Abstract. If µ is a finite compactly supported measure on C, then the set Sµ
Introduction
A bounded linear operator S on a separable Hilbert space H is cyclic with cyclic vector f if the closed linear span of {S n f : n = 0, 1, 2, · · · } is equal to H. For many cyclic operators S, especially when S acts on a Hilbert space of functions, the description of the cyclic vectors is well known. Some examples: When S is the multiplication operator f → xf on L 2 [0, 1], the cyclic vectors f are the L 2 functions which are non-zero almost everywhere. When S is the forward shift f → zf on the classical Hardy space H 2 , the cyclic vectors are the outer functions [10, p. 114] (Beurling's theorem). When S is the backward shift f → (f − f (0))/z on H 2 , the cyclic vectors are the non-pseudocontinuable functions [9, 16] .
For a collection S of operators on H, we say that S has a common cyclic vector f , if f is a cyclic vector for every S ∈ S. Earlier work of the second author [19] showed that the set of co-analytic Toeplitz operators T φ , with non-constant symbol φ, on H 2 has a common cyclic vector. This line of research was pursued by several others culminating in a result of Bourdon and Shapiro [4] which says that for any reproducing kernel Hilbert space of analytic functions on a planar domain Ω (Bergman space, Dirichlet space, Hardy space, etc.), the set of adjoints M * φ of multiplication operators, where φ is a non-constant multiplier, has a common cyclic vector.
In this paper, we will consider common cyclic vectors for normal multiplication operators. To set this up, we first review some classical results about normal operators. The interested reader can consult [5, 8] for further information. For our separable Hilbert space H, let B(H) denote the bounded linear operators on H. The weak-operator topology on B(H) (denoted by WOT) is the topology on B(H) given by the family of semi-norms
We say an algebra A ⊂ B(H) is cyclic if there is a vector f ∈ H such that {Af :
Note that N is cyclic if and only if W(N ) is cyclic. Let W * (N ) be the (abelian) von Neumann algebra generated by N , i.e., W * (N ) is the WOT closed linear span of
Finally, recall that {N } = {A ∈ B(H) : AN = N A}, the 'commutant' of N , coincides with W * (N ) (the operators that commute with everything in W * (N )) and always contains W * (N ). The following theorem is standard in the theory of normal operators. Theorem 1.1. For a normal operator N ∈ B(H), the following are equivalent.
There is a finite, positive, Borel measure µ on the spectrum σ(N ) so that
Throughout this paper, all measures will be positive, finite, compactly supported, Borel measures on C. With this assumption, L 2 (µ) is a separable Hilbert space. The equivalence of (2), (3), and (4) is part of the spectral theory for normal operators [8, Ch. 2] . The equivalence of (1) and (2) is an elegant theorem of Bram [6, p. 232]. In general, the cyclic vectors for a normal operator will be a proper subset of the * -cyclic vectors. However, if N is 'reductive' (W (N ) = W * (N )), then each * -cyclic vector will be cyclic.
Since (1) and (4) are equivalent in Theorem 1.1, we consider the algebra
where µ is a measure on C. Some basic facts about M φ and A µ are as follows.
Moreover, the map φ → M φ is an isomorphism and a homeomorphism between (L ∞ (µ), weak − * ) and (A µ , W OT ).
Concerning * -cyclic vectors, we can use the above discussion to say the following.
, the following are equivalent:
(2) φ is injective on a set of full measure. (3) φ is a weak- * generator of L ∞ (µ) in the sense that the weak- * closed linear
that are injective on a set of full measure. Also define S µ := {M φ : φ ∈ L ∞ i (µ)} and note that S µ has a common * -cyclic vector (any f ∈ L 2 (µ) that is non-zero µ-almost everywhere will do) and in fact, the common * -cyclic vectors are dense. Also observe that the set S
} has a common cyclic vector. Our common cyclic vector problem, and the focus of this paper, is the following. S. Seubert kindly informed us that the answer yes when the measure µ is atomic. In fact, results in a paper of Sibilev [17] ( [14] has a related result) essentially characterize the common cyclic vectors for S µ when µ is atomic. We outline a short proof of this result (Theorem 2.3) for completeness and to suggest some further directions.
We will show, for a general measure µ, decomposed as µ = µ d + µ c , with µ d discrete and µ c continuous [12, p. 334] , that S µ has a common cyclic vector only when µ c = 0 (Theorem 3.4). Using the theory of Lebesgue spaces, it is enough to consider the measure µ = m, normalized Lebesgue measure on the unit circle T. We will show that S m has no common cyclic vectors (Proposition 3.2) and thus one is led to consider whether or not natural subsets of S m have common cyclic vectors. Theorem 4.1 is such a result.
Atomic measures
Suppose µ is purely atomic, that is,
where (a n ) n 1 is a summable sequence of positive numbers and δ zn is the unit point mass at
where χ zn is the characteristic function for the singleton {z n }. Thus the operator M φ has a spanning set of eigenvectors {χ zn : n = 1, 2, · · · } corresponding to distinct eigenvalues (since φ is injective). We claim that
is a common cyclic vector for S µ Theorem 2.3. For a purely atomic measure µ, S µ has a common cyclic vector.
The key to proving Theorem 2.3 is a function theory result of Beurling. The set up is as follows: Suppose that (c n ) n 1 is a sequence of complex numbers satisfying lim n→∞ n |c n | < 1 and (a n ) n 1 is a bounded sequence of distinct complex numbers. Form the function
c n z − a n (functions of this type are often called 'Borel series' or sometimes 'Denjoy-Wolff' series) and note that f is analytic off (a n ) − n 1 . Note also that C \ (a n ) − n 1 might be a disconnected set. The following is a consequence of a more general result of Beurling [3, Théorème II] (see also [16] ).
Lemma 2.5 (Beurling) . If the function in eq.(2.4) vanishes on an open subset of C \ (a n ) − n 1 , then c n = 0 for all n. We are now ready for the proof of Theorem 2.3. With dµ and h defined in eq.(2.1) and eq
and so, in particular, (g(z n )a n ) n 1 is a bounded sequence.
which, after reversing the order to summation, yields
Now appeal to Beurling's result, Lemma 2.5 (note that
and the φ(z n )'s are distinct, since φ is injective) to conclude that g(z n ) = 0 for all n and so, since g vanishes on a carrier of µ, g is the zero function. Since h does not depend on φ ∈ L ∞ i (µ), h is a common cyclic vector for S µ .
Measures with a continuous part
We will now show that S µ does not have a common cyclic vector whenever µ has a non-trivial continuous part. Before we do though, we recall Szegö's theorem [13, p. 49 ]. 
where P is the set of analytic polynomials.
We first consider the case when µ = m. Proof. Suppose that f ∈ L 2 (m) is cyclic for M z . As a consequence of Szegö's theorem (Theorem 3.1),
For n ∈ N, let
We can assume, without loss of generality (perhaps multiplying by a constant, which does not change cyclicity), that m(E 0 ) > 0. On the set E n note that log |f (e iθ )| ≈ −n.
We will now construct our φ ∈ L
In general, for x ∈ E n , let
and
Finally, for x ∈ E 0 , let
and so
Also note that m and m • φ −1 are mutually absolutely continuous and so
is a unitary map on L 2 (m) with U M φ U −1 = M z . Let us now argue that U f is not cyclic for M z . To do this, apply Szegö's theorem (Theorem 3.1) to the function
On the set F n , log |f • φ −1 | ≈ −n and so
which converges. Recall that,
which also converges. Thus U f is log-integrable and so by Szegö's theorem, U f is not a cyclic vector for M z . Finally notice that from the above argument and the identity
Remark 3.3. The above proof in fact shows that M φ is unitarily equivalent to M z . 
is cyclic with cyclic vector f , then a routine observation yields that both (M φ , L 2 (µ d )) and (M φ , L 2 (µ c )) must also be cyclic with cyclic vectors f |E d and f |E c respectively. We will complete the proof by showing that S µc does not have a common cyclic vector.
To this end, assume that µ = µ c and let X be the support of µ. Note that we can also assume that µ = 1. From a classical theorem on Lebesgue spaces appearing in [11] (see also [8, p. 292]), there are Borel sets ∆ 1 ⊂ X, ∆ 2 ⊂ T and a bijection τ : ∆) ), i.e., τ is measure preserving.
One can check that
This makes the map M φ → U M φ U −1 a spatial isomorphism between A m and A µ . Since S m does not have a common cyclic vector (Proposition 3.2), S µ does not have a common cyclic vector.
Remark 3.5.
(1) We mention that using Lebesgue spaces, one can give an alternate construction of the map φ in the proof of Proposition 3.2. The details are left to the interested reader.
(2) In the proof of Theorem 3.4, we used the fact that if 
A positive common cyclic vector result
Let C be the set of φ ∈ C 1+ε (T), for some ε > 0, such that φ is injective, except possibly for a finite number of points, and such that
for all e iθ . Let us abuse notation slightly and let
Our common cyclic vector for {(M φ , L 2 (m)) : φ ∈ C} will be any vector f ∈ L 2 (m) that is non-zero m-a.e. and which also satisfies J log |f |dm = −∞ for every arc J ⊂ T. An example of such a function is the following: For a sequence (a n ) n 1 of points that are dense in T, define
|e iθ − a n | and note that f is bounded, non-zero almost everywhere, and not log-integrable on any arc of the circle.
is cyclic for every M φ , φ ∈ C, if and only if f is non-zero m-a.e. and f is not log-integrable on any arc of the circle.
For a measure µ, let P 2 (µ) be the closure of the analytic polynomials in L 2 (µ). The proof of our positive cyclic vector result (Theorem 4.1) needs a few preliminaries.
Proof. Let V denote the closed linear span of {M n z g : n = 0, 1, 2, · · · }. The equality
for all such continuous f , then ghdµ is the zero measure. But since g is non-zero µ-a.e., this means that h is zero µ-a.e. and so V = L 2 (µ).
For fixed φ ∈ C, the set φ(T) := Γ is a C 1+ε planar curve which intersects itself a finite number of times. The operator
is a unitary operator from L 2 (m) to L 2 (Γ, ds), where ds denotes arc length measure on Γ, with
Also needed here are the following two generalizations of Szegö's theorem. The first is obtained from the classical version of Szegö's theorem (Theorem 3.1) by a conformal mapping. 
The second version is due to Akeroyd [1, 2] (see [18] for a related result) which we state verbatim.
Proposition 4.5. Let K be a compact, connected, subset of C, and let γ be a Jordan arc that (except for its end points which are in K) lies in the unbounded component of K c and let µ be a measure supported in γ ∪ K. Let Ω be the bounded component of (γ ∪ K)
c whose boundary contains γ, and let
be the Lebesgue decomposition of µ|γ, with respect to ω Ω on γ. If
Let us say a few words about these two results. First, ω Ω is harmonic measure on ∂Ω evaluated at some point in Ω. Secondly, in our application of this theorem (see below), we will be taking Ω to be one of the bounded components of Γ c (where Γ = φ(T), φ ∈ C) in which case ∂Ω is a piecewise smooth curve. Lemma 4.6. If J is a closed C 1+ε sub-arc of ∂Ω which does not contain any of the 'crossing points' of Ω = φ(T), and µ is a measure on J, then (1) the function ds dω Ω is bounded above and below on J,
(2) there are c 1 , c 2 > 0 so that
Proof. If ψ : D → Ω is the Riemann map with ψ(0) = a (where a ∈ Ω is the evaluation point of ω Ω ) and ψ (0) > 0, then θ → ψ(e iθ ) is a parameterization of ∂Ω. Moreover, if J is any smooth arc of ∂Ω, then, by using the hypothesis that J is in fact C 1+ε , we obtain that ψ extends to be a continuous function on ψ −1 (J) [15, p. 48] (actually, one proves a local version of the theorem stated in the reference by means of a conformal mapping). From this, we conclude that |ψ | is bounded above and below on ψ −1 (J). It is a standard fact (see for example [7, p. 302] ) that the arc-length measure of a set A ⊂ ∂Ω is
|ψ (e iθ )|dθ and the harmonic measure of A is
Thus, for subsets A of J, ω Ω (A) is comparable to the arc length measure on J and moreover on J,
This proves statements (1) and (2) of the lemma. Finally, notice that
Combine this with the first two statements of the lemma, to prove statement (3).
Proof of Theorem 4.1: One direction of Theorem 4.1 is relatively easy to prove. Indeed, if f is cyclic for every operator in {M φ : φ ∈ C}, then certainly f is cyclic for M z on L 2 (m) and so f is non-zero m-a.e. To show that f is not log-integrable on every arc J of the circle, we let φ ∈ C map the arc J onto a smooth closed curve Γ 1 and such that φ(T) intersects itself only once (at the endpoints of Γ 1 ). We let Γ 2 = φ(T \ J) and notice that the map
Since f must be cyclic for this particular M φ , then g = U f (recall the definition of U from eq.(4.3)) must be cyclic for (M z , L 2 (Γ 1 ∪Γ 2 , ds)) and hence g|Γ 1 must be cyclic for (M z , L 2 (Γ 1 , ds)). But then P 2 (|g| 2 ds) = L 2 (|g| 2 ds) and so, by Theorem 4.4 and Lemma 4.6, Γ1 log |g|ds = −∞.
However, after a change of variables and Lemma 4.6, this integral is comparable to J log |f |dm.
To prove the converse, we will show, for every f ∈ L 2 (m) which is non-zero almost everywhere and is not log-integrable on any arc of the circle, that for every Γ = φ(T), the vector g = U f is cyclic for (M z , L 2 (Γ, ds)). By Proposition 4.2, it suffices to show that P 2 (ν) = L 2 (ν), where dν = |g| 2 ds. Notice that g is non-zero ds-a.e. and that for any arc γ ⊂ Γ, γ log |g|ds = −∞.
To see that P 2 (ν) = L 2 (ν), let γ be a closed sub-arc of Γ that is part of the boundary of the unbounded component of Γ c and which does not contain any of the intersection points of Γ. Apply Proposition 4.5 with K = Γ \ γ and µ = ν (along with Lemma 4.6) to see that χ γ ∈ P 2 (ν). But since this arc γ was arbitrary, we obtain the decomposition
where Γ 0 is the portion of Γ which is the boundary of the unbounded component of Γ c . Now apply the same argument to P 2 (ν|(Γ \ Γ 0 )) and so on (a finite number of times) to see that P 2 (ν) = L 2 (ν).
Remark 4.7. The same proof, with the obvious changes, shows that Theorem 4.1 is still true if C is replaced with the larger class C , where the condition 'φ ∈ C 1+ε ' is relaxed to 'φ is piecewise C 1+ε '. In addition, it is not hard to see that the set of common cyclic vectors for {M φ : φ ∈ C } is norm dense in L 2 (m).
If µ is a measure for which µ c is not zero, then S µ does not have a common cyclic vector. What are some natural subclasses of S µ with common cyclic vectors? Can one identify a maximal subclass of S µ with a common cyclic vector? Note that such a maximal subclass must contain S 
