ABSTRACT In recent research on 3D underwater wireless sensor network (UWSN), magnetic induction communication is a promising candidate, thanks to several unique features, such as small transmission delay, constant channel behavior, and adequate long communication range. However, designing a routing protocol that prolongs the network lifetime and reduces the transmission delay has been still a challenge for a 3D UWSN. In this paper, we propose an efficient routing protocol based on reinforcement learning, in particular, the Q-learning that aims to investigate the resource management in the hierarchical networks. Through defining the single hopping bonus metrics of distance and energy, we deduce the updating formula of the routing algorithm and derive the relationship between energy priority and distance priority. In addition, we set up a regulatory factor to adjust the proportion between energy saving and low delay, and thus, it can meet different needs. The simulation results show that the proposed routing approach outperforms the conventional protocol in extending the network lifetime and reducing the transmission delay.
acoustic communication are summarized in Table 1 . In the acoustic communication system, underwater acoustic channel characteristics consist of three main factors, i.e., attenuation, multipath effect and low propagation speed [1] . Due to the absorption and the spreading loss, the sound attenuation depends on the communication distance b and the operating frequency f which can be denoted as formula (1) .
where A 0 , k and a(f ) are the normalization constant, the spreading coefficient and the absorption coefficient [2] , respectively. Thus, the path loss in dB [3] can be calculated by P a = 10 log 10 b + 10 −3 a(f )b. The sound reflection and the sound refraction result in underwater multipath effect. In addition, the sound speed depends on temperature, salinity and pressure [1] . Noise in the acoustic channels includes ambient noise and site-specific noise, which is more complicated than the noise in the MI channels. For an MI-based UWSN, the MI signal is corrupted by the thermal noise [4] . Since the speed of MI wave is high and the magnetic field is generated in the near-field, it is immune to the multipath and the Doppler effect. Besides, compared to the acoustic communication, it does not suffer from large propagation delay. In seawater, its operating frequency should not be too high due to the eddy currents in a conductive medium. The skin depth is δ = √ 1/(πf µσ ) where σ is the electrical conductivity. Therefore, the path loss in dB caused by the skin effect is P c = 20 log 10 (e b/δ ) = 8.69b
√ πf µσ . We conclude that P c increases with an increase of the operating frequency.
From the above analysis, the MI communication is a promising technique for the UWSN.
Owing to several unique features such as negligible signal propagation delay, predictable and constant channel response, and stealth underwater operations, MI communication technology is attracting more attention in today's UWSNs [5] . In the last decade, MI communication has made great progress, which was mainly divided into three categories; theories of the MI communication, deployment of MI coils, and physical experiments. The path loss of MI waves, bit error rate and other communication metrics in underwater environments have been addressed in [3] and [6] . Through designing a near-field MI transmission model, [3] investigated the path loss and the bit error rate, and found that the distance of MI communication could be extended to hundreds of meters in freshwater environments. A 3D underwater network covering hundreds of meters depth and several km 2 area was studied in [6] . These results proved that the MI communication could be applied to UWSNs very well. In recent research on the deployment of MI coils, the researchers mainly focused on the 1D and 2D networks. For instance, [5] [6] [7] analyzed the 1D network where multiple relay coils were located along a polygonal line. This was because the location of the transmitter and the receiver often determined the distribution of MI coils in 1D networks. To solve the relay deployment issue in the MI-based networks, [8] proposed the optimal MI waveguide deployment strategies (i.e., minimum spanning tree (MST) algorithm and Voronoi-Fermat (VF) algorithm) which reduced the cost and enhanced the network robustness.
Recently, [9] presented a novel deployment strategy based on a 3D random distribution with hexagonal characteristics for 3D UWSNs. This method introduced three small random variables that were added to the coordinates of sensor nodes following honeycomb distribution. In this way, the influence of seafloor terrain could be considered. Besides, [4] and [10] verified their proposed MI communication models in the form of experiments for underwater networks. However, one of the biggest challenges of the MI communication in underwater environments is how to design effective strategies of data collection. At present, people mainly use autonomous underwater vehicles (AUVs) and multi-hop routing to gather data. In [9] and [11] [12] [13] , the authors investigated several routing protocols for UWSNs. Both [9] and [11] divided the underwater network into several clusters and then utilized AUVs and multi-hop transmission to collect data from the cluster head, respectively. Utilization of AUVs led to a huge end-to-end delay if the traveling path was too long. To mitigate the imbalance in the energy consumption and to reduce the delivering delay time, [12] proposed two algorithms, i.e., the data gathering algorithm for sensors (DGS) and the data gathering algorithm for AUV (DGA), based on the combination of AUVs and multi-hop transmission. In addition, the avoiding void node with adaptive hop-by-hop vector based forwarding (AVN-AHH-VBF) and the cooperation-based AVN-AHH-VBF (CoAVN-AHH-VBF) [13] were proposed to improve the utilization rate of resources, but one sink gathering data could lead to an uneven energy distribution. In Table 2 , we report a list of the state-ofthe-art related work.
Although above methods have good performance in extending the network or reducing the delivering delay, there are still some issues that need to be improved. We wonder such a routing protocol in which the network lifetime and the transmission delay are considered at the same time. For this issue, the reinforcement learning is an effective method. Especially, Q-learning has been applied to many scenes, i.e., network congestion and maximum reward. In [14] [15] [16] , the authors designed less congested paths based on the Q-learning to reduce transmission latency and power consumption. To disseminate the maximum commercial content in social wireless networks, [17] proposed a Q-learning based device-to-device multicast routing framework. However, these algorithms did not consider the characteristics of the underwater communication, thus they could not be applied to UWSNs. In this paper, we propose a Q-learning based energy-delay routing (QL-EDR) algorithm that aims to improve the energy efficiency and reduce the delivering delay for 3D UWSNs. The main contributions of this paper are summarized as follows.
1) Based on the 3D random distribution with hexagonal characteristics [9] , hierarchical underwater communication network is constructed. 2) Two performance metrics of balancing the remaining energy and reducing the transmission delay are added to the QL-EDR algorithm. 3) Via setting the regulatory factor, we obtain the relationship between two performance metrics. Thus, we can adjust it to prolong the network lifetime or to reduce the transmission delay according to the actual demand. The remainder of this paper is organized as follows. In Section II, we describe the MI communication network. The routing protocol based on the Q-learning is presented in Section III. Section IV evaluates the performance of the proposed routing protocol. Finally, conclusions are given in Section V.
II. MI COMMUNICATION NETWORK
There are many factors that affect the network lifetime and the data collection efficiency such as node deployment, data aggregation pattern, and model of data processing. In this section, we introduce a UWSN architecture from four aspects that are network architecture, data processing framework, data packet structure and energy consumption.
A. NETWORK ARCHITECTURE
As shown in Fig. 1 , a hierarchical approach is used to deploy sensor nodes in a 3D UWSN where each network layer is equipped with the same number of sensor nodes following the 3D random distribution with hexagonal characteristics [9] . However, this does not mean all nodes are distributed in the same plane, but in a certain space. The number of layers in the network is determined by the node's maximum communication distance and seabed depth. In addition, the initial battery capacity of sensor nodes in different layers may be different. According to the amount of work, these underlying and top-layer nodes are equipped with more initial power. Meanwhile those nodes in the relay-layer do not need much energy, since they only forward the data from underlying layer to top layer. It should be noted that the initial energy of nodes in each layer is the same. Specifically, the battery capacity of the sensor node is set based on its functionality and the amount of work. Of course, if the upper layer networks are just used to transmit the data from the source layer, the entire network can adopt the same sensor nodes including the same initial energy and the same modem. To avoid the short signal overloading, we set the maximum input threshold to choose a suitable wireless transmitter gain. For those net- work layers that sense or monitor environmental information, the improved high energy node priority clustering (IHENPC) algorithm [18] is utilized to divide the network into several clusters. Because results show the IHENPC algorithm has a good performance in balancing the remaining energy of node and avoiding premature appearance of energy holes. On the other hand, the data is transmitted to the base station through the sinks in a multi-hop manner.
B. DATA PROCESSING FRAMEWORK
In the UWSN, those sinks serving the base station and lower sensor nodes are equipped with a more powerful function of processing data compared to the sensor node. One of the important tasks is that they need to feedback the routing table to the entire network. In the base station, a reinforcement learning client is to plan an efficient routing of data aggregation. Fig. 2 shows the data processing framework including three parts: data collection, data processing, and decision management. During the data collection process, each network layer chooses several cluster heads to divide itself into different clusters. Simultaneously, the monitoring information will be transmitted from the sensor nodes to their cluster heads, and then converged to the base station via a multi-hop route in inter-layers. After the client extracts the features VOLUME 7, 2019 FIGURE 2. An overview of the data processing framework in the UWSN.
from the database, we can obtain two important performance metrics: routing timeliness and energy consumption from the data processing. Finally, the reinforcement learning is used to design efficient multi-hop paths from the source nodes to the base station for the next round of data collection according to these two performance metrics.
C. DATA PACKET STRUCTURE
The way to collect the data within the cluster has a huge impact on the network lifetime. A good data collection method not only prolongs the network lifetime, but also improves the efficiency of data collection. To reduce the energy consumption, sensor nodes should work in a low power sleeping state. Fig. 3 shows the process of collecting the data in which the horizontal axis represents the timeline. Each round includes two phases: a sleeping phase and an operating phase. They adopt different data frames (e.g., frame control, sequence number, source address, destination address) to deal with the data. During the sleeping phase, each node is in a sleeping (standby) state with duration T s (using TDMA). After waking up, these nodes listen to the channel state to determine whether they need to send or receive data. To improve the communication quality, the time synchronization of sleep and listening should be ensured between adjacent nodes. During the operating phase, the cluster head first broadcasts a scheduling information to keep the time synchronization among nodes and allocates different time slots to different nodes for data aggregation. At every time slot, there is only one sensor node that forwards the data. After finishing receiving the data chunk with duration h, the cluster head will communicate with the next node. When the cluster head receives all the data in the cluster, it will check whether each data packet is complete. If someone is lost due to network congestion or differences in the sampling period, the cluster head will re-request that node to send the data. Finally, when the cluster head receives the complete data, it will select a multi-hop path based on the routing table.
D. MI-BASED LOCALIZATION
In the UWSN, the node localization is an important aspect. In particular, AUVs require the accurate coordinate of sensor nodes to collect the data. The global positioning system (GPS) is infeasible in the underwater environment, which brings several great challenges for designing the underwater localization scheme. There are three kinds of underwater methods, i.e., acoustic-based, dead-reckoning and MI-based ones. Due to the limitations of the former two methods, the underwater MI communication usually adopts the received magnetic field strength (RMFS)-based localization method [5] where omnidirectional MI antennas are used to locate the position of nodes based on RMFS. An omnidirectional antenna consists of three coils that are perpendicular to each other, so that it improves the accuracy of the localization scheme.
E. ENERGY CONSUMPTION
As basic components of the UWSN, the sensor node performs some important functions including data collection, storage, transmission, and reception. In order to implement these functions, it usually consists of four parts: sensing unit, processing unit, power unit, and communication unit In this paper, we use a single hop as a unit of energy consumption. For a given signal-to-noise ratio (SNR) requirement, the energy consumption of a single hop includes two parts for transmitting power and receiving power. For the energy consumption, it is a function of the MI transmitter-receiver distance r. The transmitting power [19] can be calculated by the formula (2) .
where U s is the voltage of the transmitter battery, Z t is the corresponding self-impedance of the transmitter coil and Z mt (r) is the influence of the receiver on the transmitter. The matrices, vectors and mathematical notations used in this paper are listed in Table 3 .
Unlike the transmitting power, the receiving power is independent of the distance, but depends on the ability to process the data (shaping, filtering and amplification), which can be represented as P rc . Therefore, the energy consumption E c (d) of a single hop can be expressed by the following [20] .
where d is the distance between nodes, L is the packet size in bits, κ is the bandwidth efficiency of the modulation in bps/Hz, and B is the bandwidth in Hz, which depends on the application requirement. 
F. NETWORK DELAY
The network delay measures the efficiency of a data packet that travels from a source node to the base station. First, we explain the single hop delay T d [20] . It usually consists of transmission time and propagation delay as expressed in (4) .
where c is the MI wave speed. For the path delay, the total time T path can be approximated by a sum of the multi-hop delay and the queuing delay, where the multi-hop delay is related to the number of nodes, and the queuing delay is the duration of the queuing data chunk w = m · h (m is the number of data chunks that need to be received). In addition, the duration of receiving a chunk h satisfies the following condition (5) .
where d max is the farthest communication distance between the sensor node and the cluster head in the same cluster. Therefore, the distance of a routing composed of n hops is expressed as
where d i is the distance of the i-th hop. The path delay can be expressed in formula (6) .
In different network layers, data aggregation occurs at the same time. This means that the source nodes need more time to forward the data. Thus, we must use the average end-to-end delay to test the efficiency of data collection.
III. THE PROPOSED ROUTING PROTOCOL
In this section, we introduce the Q-learning algorithm and the proposed routing algorithm based on reinforcement learning for 3D UWSNs in details.
A. Q-LEARNING
The Q-learning is a reinforcement learning technique, which can obtain an optimal action-selection policy and the maximum reward from the delay reward without a specific environment model [21] . Based upon the feedback, three main variables are considered in the Q-learning.
• s: Discrete environment state, i.e., the position of the sensor node.
• a: Discrete agent action, i.e., the next hopping node accessible.
• R: Discrete environmental reward. It is calculated by a reward function about the transmission distance. At every time when the agent executes an action a, it can receive an immediate reward R. Therefore, we can use a set of variables to demonstrate its operating process: {s 0 , a 0 , R 1 , s 1 , a 1 , R 2 , s 2 , · · · }, which implies that the agent receives the reward R 1 and moves from the state s 0 to the state s 1 with the action a 0 ; when the agent arrives at s 2 with the action a 1 , it can receive the reward R 2 ; et cetera. In addition, Q(s t , a t ) is a real value of the state-action pairs, called the Q-value. We can use the following formula to express the relationship between it and the reward.
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In general, Q-learning uses a table called the Q-table to estimate the Q-values, and it is initialized to a zero matrix. Besides, the core of the algorithm is to update the iterative Q-value [21] that can be calculated by the weighted average of old and future information as following formula (8) . (8) where α is the learning rate (0 ≤ α ≤ 1), γ is a discount factor (0 ≤ γ ≤ 1), s t+1 is a list of all next hopping nodes accessible, maxQ t (s t+1 , a t ) is the maximum estimate of the potential reward. The learning rate α is defined as the proportion of the updated value learned from the new Q-value. When it is set to 0, the agent will not learn any new experience, but the old information is regarded as the most important one. When α is close to 1, the new information is the only important information. In addition, the discount factor γ is related to the importance of future rewards. When it is set to 0, it means that short-term rewards are considered. As its value is close to 1, agent focuses more on long-term rewards.
B. NETWORK INDEX

Definition 1 (Distance Between Nodes):
For any two nodes, we use the following formula to calculate the distance between them.
where the coordinate of the node N t is (x t , y t , z t ), the coordinate of the node N t+1 is (x t+1 , y t+1 , z t+1 ).
Definition 2 (Next Hopping Node Accessible): For the next hopping nodes accessible s t+1 , they must satisfy following conditions (10) .
where R com is the maximum communication distance of the MI sensor node. To improve the robustness of network connections, the distance between two adjacent nodes does not exceed the maximum communication distance. On the other hand, the height of the next hopping node z t+1 must be higher than z t to ensure the data aggregation direction towards the base station. In this paper, we use a minus one-matrix (H - 
Definition 3 (Distance-Based Path):
The data chunk from a node N t goes through n-hops to the sink. The shortest distance-based path (SDP) can be represented by
where d t is the distance between two nodes at the t-th hop, which can be calculated by (9) . On the one hand, the shortest path reflects that the number of hops from N t to the sink n is not too large. In particular, n may be the minimum number of hops. On the other hand, the shortest path guarantees that the propagation delay (T path = D t /c) is minimum, i.e., using the shortest path as an indicator of designing routing can improve the efficiency of data collection.
Definition 4 (Energy-Based Path):
The data chunk from a node N t goes through n-hops to the sink. The maximum energy-based path (MEP) can be represented by
where e t is the remaining energy of the node N t at the t-th hop. The E t selects a path in which these nodes have more remaining energy. We can use formula (3) to calculate the remaining energy of the sensor nodes e t . For a round of data collection, those nodes that act as the relay nodes consume energy E c (d). However, the source nodes only send the packets to the cluster heads, so their energy consumption 
D hop reflects the level of the transmission delay, while E hop reflects the ability of balancing the remaining energy.
C. PROPOSED ROUTING PROTOCOL
In the traditional routing algorithms, the Q-learning-based grid (QGrid) algorithm is often used to design the multi-hop routing for the 2D vehicular ad hoc network [22] [23] [24] . First, the QGrid divides the region into many grids. In the learning phase, the QGrid periodically exchanges state information. Finally, according to the updated Q-table, the agent determines the optimal next-hop grid. However, the QGrid algorithm seems to be unsuitable for the 3D-UWSN. On the one hand, there is no need to divide the network into grids because sensor nodes communicate directly. On the other hand, in the learning process, the link state (e.g., distance and remaining energy) needs to be considered. To address the issue, the Q-table stores the state of each node and the topological relationship among nodes. In addition, the distance and the remaining energy are introduced into the Q-learning algorithm. For solving the optimal path issue, initial Q-value and reward R may have different forms of definition for different purposes. In this paper, we define them based on D hop and E hop , which can reduce the transmission delay and balance the remaining energy of nodes. In addition, it should be noted that their values may vary between different ranges. Thus, it is important to scale them to a level playing field. (13) and (14); 
In the routing protocol based on the Q-learning, R t+1 and Q t can at the t-th hop be calculated by (16) and (17) that are related to D hop and E hop , respectively. Here, the agent moves from the state s t to the state s t+1 , i.e., the data is forwarded from N t to N t+1 . where β (0 ≤ β ≤ 1) is a regulatory factor which reflects the importance of both energy saving and low latency. When β is set to 0, the algorithm only emphasizes on balancing the remaining energy. When β is set to 1, the algorithm only pays attention to reducing the transmission delay. Otherwise, the remaining energy and the transmission delay are simultaneously considered. Thus, we can adjust the β according to our demand.
By combining formulae (8), (16) and (17), we obtain the updating formula of the routing algorithm as follows. (18) In particular, when the next state of the agent is the sink, since it is the end device of data aggregation in the underwater environment, all the sinks have the unique next hopping node, i.e., the base station. Thus, maxQ t (s t+1 , a t ) = 0 and the updating formula in this case becomes
The details of the QL-EDR algorithm are presented in Algorithm 1. In actual operation, every node maintains a Q-value and other network information. Before data aggregation, the BS assigns tasks by broadcasting. Simultaneously, all sensor nodes update their Q-value based on the formula (18) from the top-layer to the underlying layer. According to the final updating Q-table, we design those paths with the maximum reward in Algorithm 2. For all next hopping nodes accessible, the node will choose the next hopping node with the maximum Q-value. If a node has no next hopping nodes, this means that the node lies in a void region in the direction of the base station. Under this circumstance, this node will choose a node with the maximum remaining energy as the next hopping node from all connectable nodes, i.e., nodes within the communication range.
IV. SIMULATION RESULTS AND ANALYSIS
In this section, we investigate the numerical performance of our proposed routing algorithm via simulations. The throughput, the network lifetime and the average end-to-end delay are simulated for the 3D MI-based UWSN. In addition, we compare the proposed algorithm with the AVN-AHH-VBF [13] algorithm. Since it is a routing protocol based on the acoustic channel, we need to adjust its parameter setting. In the AVN-AHH-VBF algorithm, the holding time H time is used to adjust the pipeline radius and the transmission radius. And it is related to the waiting time for a packet and the propagation time. In order to put them under the same condition, H time is calculated based on the MI communication and other aspects (e.g., network topology, initial energy and clustering strategy) to adopt the same setup.
A. SIMULATION SETTING
In this paper, we consider a three-layers underwater network where all the sensor nodes follow the 3D random distribution with hexagonal characteristics [9] , where the distance between the sensor node and its centroid does not exceed node position offset in each directional dimension. As shown in Fig. 4 , front and top views of the considered UWSN are investigated where each layer consists of 39 sensor nodes that are distributed near the 3D centroid. Fig. 5 illustrates a spatial distribution of this UWSN and its layering topology. The dimension of the scenario is 300 m × 300 m × 120 m. To better verify the proposed algorithms, the underlying network adopts static nodes to collect environmental information (e.g., temperature, concentration, static image, and dynamic video), and mobile nodes are used as the relay nodes for data transmission in the top two layering networks [25] . According to the realistic demand, the packet size and operating bandwidth are set to L = 1 MB and B = 50 kHz, respectively. For the single hop delay, the propagation delay (r/c ≈ 10 −6 seconds) is small enough to be ignored, thus single hop delay T hop ≈ L/(κB) is equal to about 10 seconds, where κ = 2 bps/Hz. Besides, we assume the waiting duration for a chunk h = T hop . The other parameters are listed in Table 4 .
B. PERFORMANCE METRICS 1) THROUGHPUT
Throughput (TP) is equal to the sum of the data that are delivered to the based station divided by the simulation time.
2) AVERAGE END-TO-END DELAY
Average end-to-end delay (AED) represents the average time for all data chunks that travels from the source nodes to the base station.
3) NETWORK LIFETIME
Lifetime is the total rounds before the expiration of the network. In this paper, we define the lifetime as the number of rounds when the remaining energy of 50 % underlying sensing nodes is less than or equal to a certain energy threshold. In particular, the energy threshold is equal to zero, which means that 50 % underlying sensing nodes run out of their batteries.
4) OPTIMIZATION EFFICIENCY
The number of repetitions between all designing paths and SDPs (or MEPs) is used to measure the optimization efficiency of the proposed routing algorithm. The SDP-based repetition ratio reflects the level of the transmission delay. The MEP-based repetition ratio represents the ability of balancing the remaining energy of the sensor nodes.
5) ENERGY CONSUMPTION
For each round, we calculate the total energy consumption to investigate the relationship between the lifetime and different β factors.
C. SIMULATION RESULTS
To investigate the energy consumption of every node, we choose the energy threshold as half of the initial energy. For different β factors, the relationship between the network throughput and the lifetime is shown in Fig. 6 . In the range of [0, 1] for β, the network lifetime decreases with the increase of β. On the one hand, when β is equal to zero, the designing routing path is based on the maximum volume of their remaining energy, which can balance the remaining energy among nodes so that its lifetime is the longest (265 rounds). On the other hand, when β is close to 1, the lifetime becomes the shortest (179 rounds), since the network utilizes the fixed shortest path (i.e., minimum transmission delay) each round. In other cases, the algorithm properly combines the remaining energy and the transmission delay to design the routing. In addition, we use different colors to represent different throughput rates, where four throughputs in Fig. 6 0.78 Mbps 0.65 Mbps, 0.56 Mbps and 0.49 Mbps are expressed in blue, green, yellow and red. For the minimum β, 6.4 % of the network throughput is at the lowest level (0.49 Mbps), and over half rounds gather the data at the throughput of 0.65 Mbps. Meanwhile, the preceding four bar charts show the maximum throughputs which accounts for 5.3 %, 15.7 %, 39.9 %, and 20.7 %, respectively. We also observe that the overall throughput of the network with β = 0.40 performs the best in Fig. 6 . This is because this algorithm can equally focus on the remaining energy and the transmission delay (see the analysis on Fig. 8 below) . There are two main factors, i.e., the hops and the congestion of nodes that affect the network throughput. Smaller β can increase the hops, while the larger β can lead to more severe congestion. 7 shows the relationship between the ADE and the lifetime for different β. We use four different color intervals to indicate the level of the AED where the blue interval is the lowest latency, the red interval is the highest latency. On the one hand, we observe that the blue interval gradually increases with the increase of β, while the components of other color intervals gradually decrease. As the proposed routing algorithm pays more attention to the shortest path, the hops from the source node to the base station is minimized step by step. On the other hand, as mentioned above, the lifetime of the network gradually decreases. 8 illustrates the optimization efficiency of the remaining energy and the transmission delay, which can be expressed as SDP and MEP repetition ratio. In general, their values depend on the number of layers and the distribution of nodes. From Fig. 8 , we observe that two kinds of repetition rates are above 0.5, which indicates that about 40 % of the routing paths are affected by β. Secondly, the two lines are intersected at about (0.4, 0.8), which implies that β = 0.4 can make the network concentrate equally on balancing the remaining energy and reducing the transmission delay. Besides, we also observe that MEP repetition ratio is more sensitive to β than the SDP repetition ratio.
When β is equal to 0.2 and 0.7, Fig. 9 and 10 investigate the relationship between the lifetime and the energy consumption per round. The network with β = 0.2 consumes more energy than the one with β = 0.7. During the first 100 rounds, the red line (β = 0.2) keeps on increasing. After that, it fluctuates near 0.27 J. The blue line (β = 0.7) keeps on increasing and reaches to 0.25 J. The reason for the above results is the sensitivity to the remaining energy. When β is small, the algorithm focuses on balancing the remaining energy, which leads to an increase of hops. As β increases, it is more concerned about the shortest path, thus the number of the transmitted data is decreased. In particular, when β is equal to 1, the network adopts the fixed routing paths to converge the data. In this way, the energy consumption of each round becomes a constant. Fig. 11 compares the performance of the QL-EDR and the AVN-AHH-VBF algorithms from four aspects, i.e., the lifetime, the throughput, the average end-to-end delay, and the energy consumption. We observe that the proposed QL-EDR protocol outperforms the AVN-AHH-VBF protocol in the lifetime, the throughput and the energy consumption. The lifetime of the QL-EDR algorithm is at least 86 % higher than that of the AVN-AHH-VBF algorithm because its energy consumption is much less than the competitor. At the operating period, the AVN-AHH-VBF algorithm chooses a next hop with the maximum distance, which may increase the energy cost. In addition, for the QL-EDR algorithm with the maximum value of β, the average end-to-end delay of two algorithms is at the same level (37 s). But the QL-EDR algorithm has good performance (36 s) when β is equal to 0.
V. CONCLUSION
In today's MI-based UWSNs, the multihop routing algorithm plays an important role in the exploration and monitoring of the deep sea environments. In this paper, we proposed a routing algorithm based on the Q-learning for 3D UWSNs. Combined with defined distance and energy paths, we derived the iterative formula of the Q-table. The simulation results show that the proposed QL-EDR algorithm can extend the network lifetime and improve the efficiency of the data collection, compared to the conventional AVN-AHH-VBF protocol. In addition, we used a regulatory factor β to adjust the network performance. According to the realistic demands, we choose appropriate values of β to improve the network throughput, to reduce the average end-to-end delay or to prolong the network lifetime.
In the future, we will investigate how to adopt mobile sensor devices to construct a flexible network to deal with emergencies. In addition, the large-scale UWSN need to be considered. 
