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Abstract
Structural Health Monitoring (SHM) systems are widely regarded as capable of
signiﬁcantly reducing inspection costs of safety-critical structures in industries such
as aerospace, nuclear, and oil and gas, among others. Successful SHM systems can
be considered those which combine good sensitivity to defects, preferably with the
capability of localization and identiﬁcation, with a low sensor density. Techniques
based on sparse arrays of sensors which generate and receive guided waves are among
the most promising candidates. Guided waves propagate over large distances and
certain modes have the ability to transmit through a variety of structural features
leading to a relatively small number of distributed sensors being able to cover the
structure.
In complex structures, which contain high densities of structural elements, the time-
traces obtained are often too complex to be directly interpreted due to the large
number of overlapping reﬂections. In this case, the Baseline Subtraction technique
becomes attractive. In this method a current signal from the structure is subtracted
from a signal which has been acquired during the initial stages of operation of the
structure. This eliminates the need for interpretation of the complex raw time signal
and any defects will be clearly seen provided the amplitude of the residual signal ob-
tained after subtraction of the baseline signal is suﬃciently low when the structure is
undamaged. However, it is well known that environmental eﬀects such as stress, am-
bient temperature variations and liquid loading aﬀect the velocity of guided waves;
this modiﬁes the time-traces and leads to high levels of residual signal if a single
baseline, taken under diﬀerent conditions, is used. Of these eﬀects, temperature
variations are the most commonly encountered and are critical since they aﬀect not
only the wave propagation but also the response of transducers.
The present work aims to demonstrate the potential of guided wave health moni-
toring of large area complex structures. It starts with a general literature review
on inspection and monitoring of large area structures, in which the advantages and
disadvantages of this technique compared to other well-established SHM techniques
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are presented. The design and behaviour of two diﬀerent temperature-stable trans-
ducers generating high A0 or S0 mode purity in the sub-200kHz frequency region
are described. The eﬃciency of diﬀerent signal processing techniques aimed at re-
ducing or eliminating the inﬂuence of temperature on wave propagation is evaluated
and a temperature compensation signal processing strategy is proposed. Finally, a
large metallic structure is used to demonstrate a sparse-array SHM system based
on this signal processing strategy, and imaging algorithms are used to combine the
information from a large number of sensor combinations, ultimately leading to the
localization of defects artiﬁcially introduced in the structure.
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Chapter 1
Introduction
1.1 Motivation
The main objectives of non-destructive evaluation (NDE) are to improve the reliabil-
ity, integrity and safety of critical industrial components, thus reducing the costs and
the environmental impact of a catastrophic failure. NDE techniques in their various
forms are crucial for the infrastructure, power generation, chemical and transport
industries, and the use and applications of certain techniques are well-established.
Technological development in the area means that new methods, based on the most
varied natural phenomena, are constantly being incorporated in routine industrial
inspection and becoming one of the ”traditional” NDE methods.
In the last 10 years the ultrasound NDE method based on guided wave propagation
in the 20-100kHz frequency region has seen a gradual transfer from scientiﬁc and
technological development to the commercial and industrial environments. Success-
ful commercial application was achieved by use of deployable arrays of transduc-
ers generating and receiving guided waves in pipelines and rail [4–7], allowing fast
screening of these structures and evaluation of loss of cross sectional area, which is
then complemented by one of the traditional techniques for exact sizing. Pipeline
inspection with such equipment has become widespread and most large oil com-
panies are developing protocols of usage. Pipes and rail are commonly called 1D
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structures because they are much larger in the axial or longitudinal than in the
other dimensions. In a simpliﬁed perspective, interpretation of signals in such struc-
tures is based on the conventional ultrasonic testing (UT) approach of attributing
a recorded reﬂection to a feature, such as a weld or a support, or to a defect.
With the fast development of electronics and computation facilities, NDE is fol-
lowing the move of many other areas towards automation and elimination of time-
consuming methods and procedures. This is where pipe and rail inspection with
guided waves, and indeed other techniques such as PIGs, gained signiﬁcance, since
as well as allowing inspection of inaccessible areas of the structures from an ac-
cessible point, they eliminated the need for point-by-point inspections which are
necessary with other traditional techniques. The area is now moving towards Struc-
tural Health Monitoring (SHM), which consists in having permanently attached
sensors which can provide on-demand or continuous inspection of structures. This
will save additional time and operator costs and will allow remote and inaccessible
areas, such as buried or sub-sea pipelines, to be inspected. Guided wave inspection
remains on the forefront of SHM, particularly of pipelines, due to its ability to cover
large distances with good sensitivity to defects, thus leading to a small number of
sensors and low cost.
However, the challenge of eﬀectively inspecting 2D structures such as panels, where
propagation through large areas is required, remains. This is mainly because re-
ﬂections are received from all directions in the panel, increasing signiﬁcantly the
diﬃculty in identifying which signal should be related to which structural feature or
determining the the exact angular position of a defect. Most real 2D structures are
also signiﬁcantly more complicated than pipes or rail in the sense that they have
a high density of structural features such as ribs, rivets, welds, holes, etc. These
cause the signals to be complex, with many overlapping reﬂections which cannot be
interpreted in the same way as other ultrasound techniques.
With the move of NDE towards SHM in recent years, the inspection of 2D structures
has also moved from the concept of detachable single unit arrays of sensors, such
as those used in pipe and rail inspection, to that of sparse-arrays of permanently-
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attached individual sensors which have the capability of transmitting and receiving
guided waves omni-directionally and thus can triangulate to detect defects (similar
to what is done in, for example, seismology, when locating the epicentre of an event
from an array of monitoring stations [8]). For such a system to succeed it is necessary
to develop robust signal processing strategies and transduction techniques, with the
objective of eliminating the large amount of coherent noise obtained in signals from
complex structures, so that defects are seen reliably. Locating defects also requires
a signiﬁcant amount of data processing when combining the information recorded
by all transducer combinations in a sparse-array. These are the areas explored in
this thesis as will be described in the next section.
1.2 Thesis outline
This thesis will follow the sequence of topics described below.
Initially a review of guided wave SHM and its application to inspection and moni-
toring of large area complex structures is given in Chapter 2.
Chapter 3 demonstrates the development and the behaviour of two temperature-
stable piezoelectric-based transducers generating low-frequency, high mode purity
A0 mode in the 20-50kHz range and substantially pure S0 mode in the 100-150kHz
frequency range. This was done by ﬁnite element modelling of the transducers and
the results were validated by experimental measurements. These were the trans-
ducers used to obtain experimental results shown in subsequent chapters of the
thesis. The material of this chapter is the basis of a paper published in the IEEE
Transactions in Ultrasonics, Ferroelectrics and Frequency Control [P2 in the list of
publications].
Chapter 4 evaluates the concept of baseline subtraction, which is intended to elim-
inate the coherent noise coming from multiple overlapping reﬂections in structures
with high feature density. Signal processing techniques aimed at eliminating or
reducing the eﬀect of temperature on signals are introduced and evaluated experi-
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mentally; the inﬂuence of signal complexity on these methods was evaluated experi-
mentally and additional analytic simulations were used to demonstrate the inﬂuence
of mode purity. The techniques were tested on a real section of an airframe panel
and the eﬀectiveness of the system in detecting artiﬁcial damage in the panel was
tested. The material of this chapter is the basis of a paper published in the Journal
of Sound and Vibration [P1 in the list of publications].
Chapter 5 sees the application of the techniques investigated and proposed in Chap-
ter 4 to a real large area complex structure in an uncontrolled environment. Finite
element analysis was used to simulate propagation of each mode in the structure and
their interaction with the main feature in the structure as a function of incidence
angle; this supported experimental results and deﬁned the most adequate mode for
testing. The entire strategy of transducer attachment and array construction, and
signal acquisition and processing was tested. Artiﬁcial defects were introduced at
diﬀerent locations and signals were acquired for this state of the structure. Imaging
algorithms were used to combine the information from multiple transducer pairs in
the sparse-array, and the capability of the system in detecting and locating defects
was veriﬁed. The material of this chapter is the basis of a paper submitted to the
IEEE Transactions in Ultrasonics, Ferroelectrics and Frequency Control [P3 in the
list of publications].
Finally, the conclusions and major contributions of the thesis are outlined in Chap-
ter 6.
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Structural Health Monitoring
A system which can provide reliable continuous or on-demand assessment of the in-
tegrity of a structure regarding the presence of defects of critical size, or preferably
below critical size, is of clear importance for the continuity of production lines and
safety of crucial structures. Application of such systems may result in the elimina-
tion or reduction of time-consuming manual inspections thus leading to signiﬁcant
reductions in maintenance cost. This inspection concept can be termed Structural
Health Monitoring (SHM) and attention to this topic has been growing continuously,
particularly in the aerospace industry, but also in the oil and gas, nuclear, shipping
and civil engineering industries.
SHM systems are usually based on permanently attached sensors strategically po-
sitioned on vulnerable areas of the structure. To be successful and competitive, a
SHM system should have good sensitivity to defects, preferably with the capability
of detection and localization, with a small number of sensors [9]. Low sensor density
is crucial since it deﬁnes the cost of the system; system complexity is also reduced
and in some applications, such as in the aerospace industry, it is important because
of the extra weight imposed by sensors and cabling. Wireless communication would
be a way of signiﬁcantly reducing the overall weight of the system but it is clear
that the amount of transmitted data would be far more manageable if few sensors
were used.
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Figure 2.1: Examples of possible applications of SHM systems (clockwise from top left)
airframe, oil and gas storage tanks, shipping containers.
Each SHM technique is based on the measurement of a given property of the struc-
ture and this is what usually deﬁnes the optimal relationship between coverage and
sensitivity to a given type of defect. In general, the coverage area of each individual
transducer is inversely proportional to the sensitivity to defects of the system and
a compromise between the two eﬀects is necessary when designing a sparse-array
of sensors. An example of this are strain measurements which are eﬀective in de-
tecting large deformation of the structure (i.e. buckling), but if small cracks are
to be localised a very dense array would be necessary. A few examples of SHM
techniques currently being considered are strain gauges [10] and ﬁbre optic Bragg
grating sensors [11] measuring strain, vibration measurement based methods, of-
ten combined with fatigue life-time predictions [12, 13], acoustic emission [14] and
ultrasound-based methods [15].
SHM techniques can be classiﬁed as active or passive depending on their operational
strategy. Passive SHM systems are generally based on detecting changes in a chosen
property which usually occur as a result of an event (e.g. strain [16] or acoustic
emission [17]) or on monitoring an intrinsic response of the structure (e.g. vibration
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monitoring in cyclically-operating structures [18, 19]). Active SHM systems diﬀer
from passive systems in the sense that an excitation is applied to the structure,
causing a response which is then measured and evaluated (e.g. modal analysis
methods based on excitation [20] or ultrasound [21]).
Guided wave SHM is an active technique which has many similarities with the pas-
sive acoustic emission method. Both are based on low frequency ultrasound waves
which are known to propagate long distances in structures, often across several
structural features, resulting in good coverage. Furthermore both techniques use
a permanently attached sparse-array of piezoelectric-based sensors and both have
their range of coverage restricted by structural complexity and environmental con-
ditions. Acoustic emission is a well established technique which has been studied for
many years, but interest in guided wave SHM of complex structures has increased
signiﬁcantly in recent years due to the commercial success of deployable systems for
pipe and rail inspection and permanently-attached systems monitoring relatively
small and simple plate-like structures [4–7,22].
This chapter will start by a brief review of acoustic emission SHM where the advan-
tages and disadvantages of the method will be identiﬁed and where the similarities
with guided wave SHM will be described. A general review of work on large area
inspection with guided waves will follow. Finally, work on guided wave monitoring
of complex plate-like structures with sparse-arrays will be reviewed and the diﬀer-
ent approaches used by diﬀerent authors regarding the processing of signals will be
presented.
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2.1 SHM techniques based on low frequency acous-
tics
2.1.1 Acoustic emission SHM
Acoustic emission (AE) is energy in the form of elastic waves which is released
when a material is deformed. Initially it was associated with crack growth within
the material but it was later found that many other events could also be a source
of elastic waves [1]. Some examples are corrosion in metals [23], delaminations in
composites [14] and fracture and friction in most materials [1]. The NDE technique
which is based on attempting to detect such events with sensors has been studied for
over 40 years and it has widespread application in many areas, with well established
protocols of usage. The method is attractive because it can be applied to structures
with limited access and it can cover long distances even in complex structures.
Examples of this are that AE systems have been employed on aircraft structures for
almost 20 years [24] and by the Royal Air Force to monitor events during pressure
testing of aircraft [25, 26]. AE has been applied in monitoring of pressure vessels
detecting discontinuities, in aerospace to detect fatigue failures and in monitoring
of numerous sorts of materials behaviour [1], and reports on the eﬀectiveness of the
technique in detecting the defects of interest in each case vary signiﬁcantly from one
author to another.
The AE system will usually consist of an array of piezoelectric sensors distributed
throughout the structure. When an event occurs within the structure, it will be
detected by a number of sensors of the array and will be ﬂagged if its amplitude
is above a pre-determined threshold level. Figure 2.2 shows the damped sinusoid
which can be used to represent a sudden acoustic emission [1], which in this case
is detectable above the trigger (or threshold) level; it also shows the level of noise
which in this case would be suﬃciently below the threshold level to allow detection
of the signal. Once the signal is detected it is processed to give information on
the location and identiﬁcation of the source. Several parameters can be considered
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in the processing stage: the maximum amplitude itself, the energy of the burst,
the number of times a given burst crosses the threshold level (also called number
of counts), signal duration or decay time, among others. Much of the early work
on the subject was dedicated to characterization of defects by simple evaluation of
changes in signal amplitude and shape of wave packets detected but more complex
signal processing strategies can also be applied [27]. Figure 2.2 also reveals the
main problem with the technique: often the source of the acoustic emission is a
non-repeatable event and to ensure detection of such an event the threshold level
must be low; such a low trigger level increases signiﬁcantly the probability of false
calls due to transient noise. In addition, the need for capture of a non-repeatable
event means that simple methods of eliminating incoherent noise, such as averaging
of signals in ultrasound, cannot be used and in most industrial applications the noise
level is known to be high [1].
Noise level
Trigger level
Time
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m
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Figure 2.2: Typical acoustic emission signal with pre-deﬁned trigger level and background
noise level [1].
The elastic waves generated by an event within the structure propagate as guided
waves as was shown in [28]. In this work the authors simulated acoustic emission
signals by breaking pencil leads on the surface and on the edge of an aluminium
plate; this is thought to be a satisfactorily way of simulating the sudden release of
energy associated with crack growth. Diﬀerences in the arrival times of the signals
were found depending on the position at which the lead was broken, the fundamental
ﬂexural (A0) or extensional (S0) modes being predominant when the lead was broken
on the surface or on the edge of the plate respectively. Another study of the modes
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involved in AE was made in [26]. Experiments were undertaken on a 1.2 mm thick
aluminium plate, and waves were generated by lead breaks as in [28]. The authors
also evaluated the frequencies in which the energy of the signals was concentrated.
For both modes, the peak energy of the signal was at 65 - 70kHz with signiﬁcant
energy up to 600kHz for the S0 mode and only up to 100kHz for the A0 mode.
At this point it becomes important to understand each of the Lamb wave modes
and their characteristic displacements. Figure 2.3(a) shows dispersion curves for
ﬂexural and extensional modes as a function of the frequency-thickness product
up to 10MHz-mm. The results described in [26, 28] suggested that the energy of
the signal arrivals recorded after lead-breaking at each position on the plate was
concentrated below a frequency-thickness product of 1MHz-mm. Figure 2.3(a) shows
that this is below the cutoﬀ frequency of the A1 mode, where only the A0, S0 and
the fundamental shear-horizontal mode (SH0) exist. The SH0 mode is not readily
excited during acoustic emission, and the velocity of the arrivals during each lead-
break made it possible to identify the other two modes. The S0 and A0 mode
shapes are shown in Figure 2.3(b) at a frequency-thickness of 100kHz-mm. These
mode shapes can be deﬁned at each point through the thickness by their out-of-
plane and in-plane displacement components. Constant in-plane displacement and
negligible values of out-of-plane displacement are seen through the thickness of the
plate for the S0 mode; for the A0 mode the out-of-plane displacement is close to
constant through the thickness of the plate and some in-plane is found at the surface.
These modes are capable of propagating long distances, across several structural
features, and are the reason for the good coverage obtained with AE in complex
structures. An active technique could take advantage of this property by exciting
these modes in the structure, and some of the disadvantages of AE could be reversed,
as will be discussed in the next section.
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Figure 2.3: (a) Dispersion curves for steel; (b) Modes shapes for the S0 and A0 modes
at 100kHz-mm. Figures generated by the software DISPERSE [2].
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2.1.2 Guided wave SHM
Guided wave SHM is based on actively generating the the fundamental Lamb wave
modes shown in Figure 2.3, in this way taking advantage of their long distance prop-
agation in complex structures. Active excitation has many advantages: it allows
control of mode purity which leads to considerable simpliﬁcation of data processing
compared to signals obtained with mixed mode excitation; the knowledge of the
dominant mode allows the use of dispersion curves [29] which underpin a range of
data treatment possibilities from precise time-to-distance conversions to dispersion
compensation [30]. Signals are also signiﬁcantly less complicated due to reduction
in coherent noise [7,31]. Another advantage of the active system is that it becomes
possible for the operator to repeat measurements and conﬁrm or not the detection of
a defect; a transmitter can also be excited a number of times and the signals recorded
at the receiver can be averaged, in this way eliminating incoherent or transient noise.
The system can also operate on-demand or continuously; this is of particular impor-
tance if wireless communication is used since it increases substantially the battery
life of each transducer, as opposed to the continuous operation of AE systems.
One of the traditional ways of generating a selected Lamb wave at a given fre-
quency has been to have transducers whose length in the propagation direction is
of 3-5 times the wavelength of the mode, which impose periodically varying forces,
the period being the desired wavelength; examples of this are wedged piezoelectric
transducers, some EMATs and interdigital transducers [7, 32]. The direction of the
imposed forces is important, in-plane forces and out-of-plane forces being more ef-
fective in generating extensional and ﬂexural modes, respectively. This technique
is particularly useful when generating higher frequency modes, above the A1 mode
cutoﬀ frequency, where several modes exist. In the low frequency region, where the
fundamental modes are present, the wavelengths are large and the transducer size
becomes impractical [7]. However, wavelength controlled transduction is not neces-
sary below the A1 mode cutoﬀ frequency, because of the limited number of modes
existing in this frequency region. This means that a point source generating a pure
force on the surface of the structure in the direction of the predominant displacement
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of the mode of interest is enough to generate each of the modes with high purity [33].
Piezoelectric sensors are very eﬀective point-sources which can readily excite the A0
and S0 modes omni-directionally by exerting surface out-of-plane or in-plane forces
respectively (see characteristic displacements for each mode in Figure 2.3). Chapter
3 will describe piezoelectric-based sensors generating both the A0 and S0 modes in
this way.
An array of point-sources in a single unit can be used to simulate the behaviour
of a single monolithic transducer [7]; this is important in pipe inspection, for ex-
ample, where a ring with many transducers with the correct inter-element distance
around the circumference can generate a circumferentially uniform wave propagat-
ing along the pipe. The successful commercial application of pipe inspection was
highly inﬂuential in initial work on large area inspection; hence, several authors
tested single-unit phased arrays [34–36] and good results were obtained in trials.
The basic principle of these is that each element acts as a transmitter and receiver
and if the response at all sensors is measured when each element in turn acts as a
transmitter, synthetic focusing techniques can be used to ”look” in each direction
around the array.
In [34], a self-contained array of 32 receivers and 16 transmitters in concentric rings
was used. This simulated the operation of a monolithic, wavelength selective guided
wave transducer, operating in pulse-echo mode which is rotated through 360o. The
transducers were non-contact pancake coil point-source EMATs producing omni-
directional S0 mode at around 900kHz-mm. For validation, experiments on several
plates with diﬀerent thicknesses, surface ﬁnish conditions and artiﬁcial defects were
undertaken. The sensitivity of the equipment allowed the authors to distinguish
defects with half the plate thickness in depth and roughly three times the thickness
of the plate in diameter. Another prototype of an array of transducers was designed
in [35], this time exciting the A0 mode at frequencies below the A1 mode cutoﬀ
frequency, more precisely in the 500kHz-mm to 1.2MHz-mm range. It can be seen
in Figure 2.3 that this mode at these frequencies is highly dispersive, but its much
shorter wavelength compared to the S0 mode is an advantage since it improves
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Figure 2.4: (a) Single unit phased array; (b) Sparse-array.
the resolution and sensitivity to defects. The system in [35] was designed to be
permanently attached to the structure, while the previous was a detachable array. It
consisted of 32 piezoelectric discs deployed in a circumference with 70 mm diameter.
Results were also promising, and several diﬀerent simulated defects were detected.
Several factors led to an increase in attention to health monitoring and permanently
attached sparse-arrays of sensors. One of the advantages of having such systems is
that while a permanently attached array would imply detection problems for defects
in certain orientations (e.g. orientations parallel to the inspection direction), and
in the case of a detachable array would require several diﬀerent inspection posi-
tions to identify this defect, a sparsely distributed array would allow many diﬀerent
transmitter-receiver combinations, thus covering every crack orientation (see Fig-
ure 2.4). Also, an element in a sparsely distributed array is a single channel device
which requires much less sophisticated electronics than the single unit arrays de-
scribed above. In addition, a smaller number of sensors would be necessary to cover
a given area. As described in [34], the beam steering for a single unit array requires
the unit to be several wavelengths in diameter, and the exciting and receiving rou-
tines can be complex. A sparsely distributed array could work in triangulation and
as few as three transducers could be used for a large area. Because of the already
mentioned similarity with AE, it would be possible for the guided wave SHM system
to operate actively, transmitting and receiving signals, or passively, just receiving
signals produced by events within the structure.
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Sparse-arrays of sensors generating and receiving guided waves have been success-
fully commercialised by Accelent Technologies, a spin-oﬀ from Stanford University.
These systems consist of an array of piezoelectric elements mounted on a ﬂexible
printed circuit board (PCB) which can be embedded in a composite structure or
placed on the surface of a small structure or a region of a large structure. This
equipment has been applied to a few small and simple structures including solid
rocket motor cases and liquid fuel bottles [22, 37]. The PCB has the advantage of
being ﬂexible and contains the electrical connections for the sensors, but the size
of this ﬂexible PCB sheet limits its application for large complex structures, which
would each require a diﬀerent array design.
Guided wave SHM with sparse-arrays has been investigated by several groups [38–
47], the main diﬀerence between the systems tested being the signal processing
strategy, which in general is aimed at improving the signal to noise ratio and the
resolution and localization of defects. A considerable amount of work is based on the
use of baseline comparison or subtraction. A baseline is a benchmark signal taken
from the undamaged structure at initial stages of operation, when the presence of
defects due to construction has been eliminated or acknowledged by use of conven-
tional NDT techniques. Signals taken during inspection are compared to the baseline
and any diﬀerences can then be attributed to a change in the structure (either the
appearance of a new discontinuity or the growth of an existing defect). Baselines are
of particular interest for monitoring of complex structures: signals from complex un-
damaged structures will usually consist of a large number of interfering reﬂections so
the traditional ultrasound approach of identiﬁcation of individual reﬂections, which
can then be attributed either to benign structural features (e.g. stiﬀeners, welds,
supports, etc.) or to defects, cannot be applied. In this case the large number of
reﬂections from structural features is coherent noise which needs to be eliminated
if defects are to found; theoretically, this can be done by subtracting a signal taken
during inspection from a baseline. This will be discussed in detail in Chapter 4.
While some groups consider it fundamental [48] and advantageous to use baselines,
since it can lead to detection of 1% reﬂectors even in complex structures if per-
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formed adequately [9, 46], others consider it to be problematic, mainly due to its
sensitivity to environmental changes, stressing and liquid loading of the structure.
These eﬀects cause variations of the elastic properties and density of the propagat-
ing medium, leading to changes in wave velocity which cause baselines taken under
diﬀerent conditions to be ineﬀective in reducing the coherent noise to levels below
the amplitude of a reﬂection from a defect.
Methods to compensate for temperature eﬀects exist and they are either based on a
large and detailed look-up database of signals taken during initial stages of operation
of the structure [9, 45, 46] which represent common environmental conditions of
the structure, on synthetically compensating for the temperature-induced change in
velocity [46, 49–51], and combinations of the two [46, 52]; Chapter 4 will introduce
these techniques in more detail. Studies suggest stress [53] and liquid loading [54]
can be compensated by the same techniques, but combinations of the three eﬀects
would lead to unrealistically large databases since many signals would be needed to
cover all possible cases. Another environmental issue which could be detrimental
to the eﬀectiveness of the baseline approach is temperature gradients; however, a
straightforward method of distinguishing a homogenous temperature change from
a gradient is proposed in [55], which could allow the system to take measurements
only at a given temperature distribution, and work leading to results presented in
this thesis suggests gradients are minimum if sunlight exposure is avoided, either by
night-time inspection or by protection of the structure (e.g. on-demand inspection
of an airplane in a hangar).
Few alternatives to the use of baselines exist and their applicability to real struc-
tures and their eﬀectiveness in locating defects are questionable. Some authors have
proposed the use of time-reversal methods in which a wavepacket is transmitted be-
tween two sensors in pitch-catch and the arrival recorded at the receiver is reversed
in time and sent back to the sensor initially acting as a transmitter [43, 44]. Theo-
retically, sending the time-reversed received signal back to its origin would reverse
any changes imposed by the system to the original input signal, such as dispersion,
transducer response and reﬂections from features, and if the input signal is exactly
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reconstituted, the structure is considered to be undamaged; the system would rely
on deviations in the shape of the initial signal to detect the presence of a defect.
However, this method is far from being a practical solution to the SHM problem
since to succeed, the complete signal recorded at the receiver, until energy is totally
dissipated within the structure, needs to be reversed. Besides being inconvenient,
the long acquisition time means the method is not instantaneous and temperature
ﬂuctuations could take place. As will be shown in Chapter 4, even very small tem-
perature changes are enough to cause signiﬁcant changes to the signals which would
be disastrous for time-reversal methods, especially in structures with high density of
reﬂectors. Experiments conducted on simple plates in laboratories, were conditions
are practically constant, show that it is diﬃcult to reproduce the input signal shape
exactly [43,44]. It is also unclear how a change in shape of the reversed signal would
help in locating a defect. Work in [56] also shows that reproduction of the exact
shape of the input becomes signiﬁcantly challenging as excitation frequency increases
due to the frequency dependence of transduction eﬃciency; the authors also propose
an alternative method based on synthetic time-reversal which is shown to work in
an ideal demonstration experiment consisting of a large plate with an artiﬁcial de-
fect. The method would however become impractical in a more complex structure
with a real defect. However, when used in combination with baseline techniques this
method gave interesting results concerning lowering of noise levels [57].
Imaging is an eﬃcient way of combining information from the several transducer
combinations available in a sparse-array. This improves the reliability of detection
and localisation of defects compared to analysis of results from individual transducer
pairs. Two imaging algorithms based on the time of arrival of reﬂections for each
transducer pair (”ellipse algorithm” [58–61]) and on the diﬀerence in time arrival
for combinations of transducers (”hyperbola algorithm” [59–61]) will be presented
and applied to experimental results in Chapter 5. Examples of other imaging meth-
ods are the energy arrival method [62], which is a way of concentrating on the ﬁrst
reﬂection from the defect in order to avoid coherent noise from distant regions of
the structure, and the RAPID method [63], which is based on attributing a coeﬃ-
cient based on the drop in correlation between a signal and a baseline, in this way
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weighting the quality of the baseline subtraction to produce an optimised image.
Another pressing issue is the design of the sparse array in order to optimise trans-
ducer positioning to maximise coverage with a reduced number of sensors. Several
approaches have been used including pattern recognition in the form of biologically-
inspired algorithms based on Darwinian natural selection [64], evolutionary strat-
egy [65] and other genetic algorithms [66]. In [9] a diﬀerent approach is used which
is based on the diﬀerent geometries of the areas adequately covered by a sensor in
pulse-echo or pitch-catch and also takes into account the reﬂection coeﬃcient of the
expected damage, the residual level after baseline subtraction with a temperature
diﬀerence between the current signal and the baseline, and beam spreading eﬀects.
However, this method does not take into account the presence of features within
the designated area and their angular-dependent reﬂection coeﬃcient; as will be
shown in Chapter 5 this could lead to poor detection capability even for transducers
positioned in the vicinity of a defect.
This thesis will concentrate on the issues of temperature stable transduction of pure
modes, evaluation of baseline subtraction and temperature compensation methods
and the factors inﬂuencing their eﬃciency. From this study a signal processing
strategy will be proposed. These ﬁndings will be associated with imaging algorithms,
which will also be investigated and applied to data obtained in realistic conditions
from a real complex structure.
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Transduction
3.1 Introduction
An important issue to be addressed if a functional guided wave SHM system is to be
developed is mode selection and the appropriate transduction technique which will
be used in order to excite a single mode. The excitation of a single mode simpliﬁes
the post-processing treatment of the data obtained because the received signals
become increasingly complicated as the number of modes excited increases [31].
As will be shown in the next chapters, poor mode selectivity has a great inﬂuence on
the eﬀectiveness of signal post-processing techniques aimed at reducing the inﬂuence
of environmental eﬀects on signals, which are currently being considered for use in
SHM systems [3,46,48–50]. Furthermore, the advantages of single-mode excitation,
in particular the A0 mode, at low frequencies for post-processing techniques based on
time-reversal of signals obtained in pitch-catch conﬁguration are shown in [43], and
it is clear that a transducer generating signals with these characteristics would be
useful in work by other authors using the same technique [44]. A simpliﬁed method
of generating high-purity A0 mode would also be useful for work shown in [67]. It
was demonstrated in [68] that S0 mode wavefronts generated by deployable phased
arrays of EMATs in the 100-200 kHz frequency region provided good coverage of
large areas of plate-like structures; sparse array SHM systems could beneﬁt from
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the long-distance propagation of this mode, and a simple piezoelectric element-
based transducer could generate signals with higher signal-to-noise ratio while using
simpler electronics for excitation.
This chapter describes two diﬀerent types of transducers which were used in experi-
mental work described in the following chapters. The ﬁrst transducer was designed
to produce high-purity A0 mode at low frequencies; these results were presented
in [61] and the transducer was used to obtain results published in [3,46,69,70]. Dur-
ing the development stage of this transducer, a parametric study was undertaken
through ﬁnite-element analysis. The inﬂuence of the dimensions of a backing mass
and a soft front layer on the frequency-response function (FRF) of a piezoelectric
disc was evaluated. It was also found that the thickness of the plate on which the
transducer is operated is of great importance and these eﬀects will be described in
detail. The transducer diameter was the ﬁnal dimension to be studied; the optimal
diameter is strongly related to plate thickness and led to the need to establish the
optimal transducer geometry for each plate thickness range of interest. Experimen-
tal results were used to verify the results obtained through ﬁnite-element analysis.
The inﬂuence of temperature on the FRF of the transducer was evaluated and the
excitation frequency which optimizes temperature stability of the transducer was
deﬁned.
The second transducer generates substantially pure S0 mode in the 100-150 kHz fre-
quency region. This transducer was used in [9,46,70] and consists of a piezoelectric
disc which is directly attached to the surface of the structure. The behaviour of this
transducer was studied through ﬁnite-element analysis and experimental measure-
ments, which also assessed its temperature stability.
Many of the parameters of the experimental procedures adopted will be found in the
text of this chapter. Appendix B gives a more detailed description of the procedures.
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3.2 A0 mode transduction
3.2.1 A0 mode selectivity and modiﬁcation of the frequency-
response of a piezoelectric disc
Mode selectivity is more easily obtained in the low-frequency region, below the A1
mode cut-oﬀ frequency, where there is a choice between the fundamental antisym-
metric (A0), symmetric (S0) and shear-horizontal (SH0) modes. Of these, the A0
mode is the easiest to excite omni-directionally since a point-source exerting a pure
out-of-plane force on the surface of the structure is suﬃcient to generate the char-
acteristic displacements of this mode. It is also the mode which has the smallest
wavelength for a given frequency in this frequency region, therefore oﬀering better
resolution to defects when compared to the S0 mode in the same frequency region;
however the 20-35 mm wavelength of the A0 mode in the frequency range of interest
on thin plates still imposes a limit on the size of defect which the system could detect.
The A0 mode is highly dispersive at these frequencies but signal processing tech-
niques can be used to compensate for dispersion eﬀects [30]; furthermore, dispersion
is not a major concern when SHM-oriented signal processing techniques currently
under development are applied (baseline subtraction, compensation for temperature-
induced change in wave velocity and time-reversal methods [3, 43, 44, 46, 48–50]).
However, the mode has the disadvantage that its attenuation increases dramatically
if the structure is ﬂuid-loaded.
Excitation of guided waves is commonly achieved by use of piezoelectric elements
(PZTs) because they are cheap, compact, are operated through relatively simple
and inexpensive electronics, and generate signals with good signal to noise ratios.
Such elements are especially eﬀective in generating an omni-directional A0 mode
since a simple disc-shaped piezoelectric element with through-thickness polarization
and a diameter substantially smaller than its wavelength at the operating frequency
can easily act as a quasi point-source generating the A0 mode at low frequencies.
However, the force applied to the surface of the plate by a through-thickness po-
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larized PZT element is not purely out-of-plane since Poisson’s ratio eﬀects lead to
the exertion of radially polarized in-plane forces on the surface of the plate, causing
excitation of the S0 mode in the structure. This eﬀect should be suppressed if high
mode purity is to be obtained.
The aim of this work is to design a transducer which can operate in the low frequency
region (20-40kHz) since, as will be shown later, mode purity is more easily achieved
at low frequency-thickness products. Generating waves with adequate amplitude
at frequencies as low as these with an unmodiﬁed PZT disc is diﬃcult because of
the large wavelengths associated with this frequency region. Reasonably sized com-
mercial discs have a through-thickness resonance at frequencies substantially higher
than our target, and therefore have a poor response at low frequencies. Attempts
to lower the through-thickness resonance of the disc make the size of the element
impractical; for example, if a lead zirconate titanate ceramic disc, such as the one
used in this work, is considered in the free-free state, to reach a through-thickness
resonance frequency of 50kHz the thickness of the disc should be around 38 mm. It
should also be noted that a common piezoelectric disc such as the one used in this
work, which has a through-thickness resonance at around 1MHz, will give practically
no response in the frequency region of interest (20-40kHz).
Backing masses are commonly used to modify the behaviour of a PZT element. A
backing mass lowers the resonance frequency, although there is a limit beyond which
this is ineﬀective [32], and also reduces the transducer bandwidth. Front layers are
also widely used to modify the frequency-response of PZT discs. In [35], a thin soft
rubber interlayer was used to suppress the transmission of the radial displacements
of the disc which lead to the excitation of the S0 mode at resonance of a through-
thickness polarized PZT disc. Soft front layers can also be used to provide electrical
insulation from the structure and, as will be seen, to lower the resonance frequency
of a PZT-backing mass system to even lower frequencies.
Backing masses and front layers were used to modify the behaviour of a piezoelectric
disc in this work. A parametric study was carried out to determine the dimensions
of each component needed to reach the low frequency resonance frequencies estab-
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lished as a target, to generate high A0/S0 mode ratios and to generate signals with
suﬃcient amplitude in diﬀerent plate thicknesses. The idealised transducer geom-
etry is shown in Figure 3.1 along with the dimensions which will be varied in the
parametric study. For convenience, the thickness of the PZT disc used in this work
was chosen to be 2 mm; however the same design procedure demonstrated here can
be used to obtain similar results for discs of other dimensions.
Bond
lines
Soft Interlayer
(SiC foam)
thickness
PZT
Plate
Diameter
Backing
mass
length
2mm
Interlayer
as
Spring
Figure 3.1: Schematic diagram of idealised transducer geometry showing variables in
parametric study and the system as a simple grounded spring-mass model.
3.2.2 Modelling
Finite element analysis parametric study
The objective of the ﬁnite element (FE) simulations was to obtain the frequency-
response function (FRF) of the system comprising the transducer attached to a plate,
for diﬀerent transducer geometries. The analysis was carried out in the commercial
FE software ABAQUS in the steady-state dynamics mode. The model was built as
an axisymmetric cross section of the system and the piezoelectric behaviour of the
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element was included in the model. The input to the top face of the piezoelectric
element was a potential of amplitude 1V at all frequencies, while the bottom face
was kept at 0V (grounded). The frequency-response function in terms of displace-
ment per Volt at diﬀerent monitoring points in a plate of 1 m radius was obtained.
Figure 3.2 shows a sketch of the model; the variables of the parametric study were
plate thickness, interlayer thickness, backing mass length and transducer diameter.
Table 1.1 gives the range of values used for each variable during the parametric
study; the study was performed by changing one of these variables while holding the
others constant.
Table 3.1: Values of variables in ﬁnite-element parametric study.
Variable Measure (mm)
Plate thickness 1 - 30
Transducer diameter 0.5 - 180
Interlayer thickness 1, 2, 3
Backing mass length 3, 6, 12
By analysing the displacement frequency-response function at certain monitoring
nodes in the plate, the resonance frequency of the system could be identiﬁed for
each of the transducer geometries. Monitoring points were located at 5mm and at
500 mm from the transducer at the mid-thickness node in the plate, where the out-
of-plane and in-plane displacements can be entirely attributed to the A0 mode and
to the S0 mode (see Figure2.3), respectively, and on the top surface of the plate,
to allow comparison with experimentally measured signals (as will be described in
later sections). By normalizing these displacements by the characteristic power ﬂow
for each mode, which was taken from the commercial software DISPERSE [2], the
ratio of the A0 to the S0 mode power ﬂow could be obtained. The power ﬂow of a
mode indicates the rate of energy propagation along the structure; it is deﬁned as
the integral of the power ﬂow density over the thickness of the plate, which in its
turn is the product of the stress tensor by the velocity vector for each point through
the thickness of the plate.
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Figure 3.2: Schematic diagram of transducer-plate system modelled in ﬁnite-element.
To avoid reﬂections from the edge of the plate an absorption region was used as
shown in Figure 3.2. This was implemented by modelling the outer region of the
plate as a visco-elastic material with the same density and elastic properties as the
material of the rest of the plate, but with increasing values of damping with radial
position. The displacement amplitude of the wave will therefore diminish while it
propagates towards the edge. The absorption region used had a total length of 500
mm. A more detailed explanation of absorption regions and the FE parameters used
to generate such a region can be found in [71].
In all models the element used was 0.25 mm square with four nodes. This guaranteed
good sampling of all wavelengths of interest. For both the transducer and the plate,
linear elements were used to reduce computation time; the bond lines were modelled
with a single line of quadratic elements of the same dimension and the material
properties used in the bond lines were those of epoxy; the bond lines were therefore
0.25 mm thick. It was found that small changes in bond line thickness did not
signiﬁcantly inﬂuence the predictions. This is thought to be because the elastic
properties of epoxy are similar to those of the interlayer material (see Table 3.2); a
change in bond line thickness therefore had a similar eﬀect to a small change in the
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thickness of the interlayer.
Table 3.2: Material properties used in ﬁnite-element models.
Material Young’s Modulus Density Poisson’s ratio
(GPa) (퐾푔/푚3)
Backing mass Brass 108 8400 0.333
Interlayer SiC foam 2.5 258 0.222
Bond lines Epoxy 2.8 1200 0.345
Plate
Steel 217 7980 0.286
Aluminium 73 2780 0.333
Material Properties
Table 3.2 gives the material properties used in models; the properties of the piezo-
electric ceramic Pz27 (Ferroperm) which was used in the models and experiments
are given in Appendix A. Brass was chosen as the material for the backing masses
due to its relatively high density and silicon carbide foam (SiC, 8% relative density,
70-90 pores per linear inch (PPI)) was the material chosen for the interlayer. Besides
being a good electrical insulator and having low stiﬀness, SiC foam has good thermal
stability which is crucial if signal processing techniques such as baseline subtraction
are to be used. It also has good mechanical resistance and experience shows that
transducers built with it are sturdy; under impact the weaker region is the bond
between the transducer and the plate. Plastic materials such as Polyoxymethylene
(POM) were also tested as interlayers and gave adequate results although the tem-
perature stability of transducers with such layers was poor and this material was
ﬁnally discarded since stability is an important issue if baseline subtraction tech-
niques are to be applied. The transducers were modelled attached to steel and
aluminium plates (material properties shown in Table 3.2). Since the damping co-
eﬃcients of the SiC foam are negligible, no damping was included in the interlayer
in the FE models, but damping was included in the bond lines. For this, the values
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of 퐺푙 / 퐺∞ = 0.3 and 퐸푙 / 퐸∞ = 0.3 were used, where G and E stand for the
shear and Young’s moduli respectively, and the subscripts 푙 and ∞ stand for the
loss modulus and the long-term modulus respectively (for further details see [72];
material properties obtained from [73]).
Simple spring-mass model
Given that the stiﬀness of the interlayer is signiﬁcantly lower than that of the other
components of the transducer and neglecting its mass, if we consider that the PZT
and backing mass comprise a single point mass and that the plate has high ﬂexural
stiﬀness, the system in Figure 3.1 can be modelled as a simple spring-mass system
on a rigid base whose resonance frequency, 휔푛, will be given by:
휔푛 =
√
퐸
((휌푏푚푙푏푚) + (휌푝푧푙푝푧))푡
(3.1)
where, 퐸 and 푡 are the Young’s modulus and thickness of the soft interlayer respec-
tively, 휌 is the density and 푙 is the thickness of the backing mass (represented by
the subscript 푏푚) or of the PZT (represented by the subscript 푝푧).
3.2.3 Parametric study: ﬁnite element results
Eﬀect of backing mass length
Three diﬀerent lengths of backing mass (3, 6 and 12 mm) on a 2 mm-thick, 5 mm-
diameter PZT element were investigated. The interlayer thickness was kept at 2
mm and the aluminium plate thickness was 5 mm. Figure 3.3 shows the FRF of
each transducer-plate system obtained by monitoring the out-of-plane displacement
at the mid-thickness point of the plate at 5 mm from the transducer; a clear reso-
nance can be seen in all cases. Dark vertical lines indicate the resonance frequency
predicted by the grounded spring-mass system model, obtained from Equation 3.1.
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The resonance frequencies of the systems obtained by FE analysis agree well with
the values predicted by the simple spring-mass model, indicating that it describes
the behaviour of the system adequately in these cases. It is interesting to note that
the agreement between the two models is better for longer backing masses and as
the mass is lowered in the FE model its behaviour can no longer be described by an
ideal spring-mass system.
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Figure 3.3: Frequency-response functions for 5 mm-diameter transducers with a 2 mm-
thick interlayer on a 5 mm-thick aluminium plate, with diﬀerent backing mass lengths,
shown in mm. Out-of-plane displacement monitored at 5 mm from transducer on the
mid-thickness point of the plate. Vertical lines represent resonance frequency predicted by
spring-mass system with equivalent vertical geometry.
The thickness of the interlayer was varied so that 9 systems consisting of diﬀerent
combinations of backing mass lengths and interlayer thicknesses were obtained. The
values of the resonance frequencies for each system are shown in Table 3.3; of these,
the values for the transducer with a 6 mm-long backing mass fall within a reasonable
frequency region if the target operating frequency is to be around 20-40 kHz. This
was chosen as the ideal backing mass length and this was therefore the size used in
all parametric studies shown in the subsequent sections.
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Table 3.3: Resonance frequencies predicted by the simple grounded spring-mass system
for varying backing mass length-interlayer thickness combinations.
Interlayer thickness
Resonance Frequency
(kHz)
Backing mass length
3mm 6mm 12mm
1mm 39.5 31 23.3
2mm 27.9 22 16.5
3mm 22.8 17.9 13.5
Inﬂuence of interlayer thickness
The three diﬀerent interlayer thicknesses shown in Table 1.1 were applied to trans-
ducers with a 6 mm-long backing mass and a 2 mm-thick, 5 mm-diameter PZT
element, attached to a 5 mm-thick aluminium plate. Figure 3.4 shows the resulting
FRF obtained for transducers with 1-, 2- and 3 mm-thick interlayers; the out-of-
plane displacement was monitored at 5mm from the transducer at the mid-thickness
point in the plate, and the vertical lines indicate the predicted values of resonance
frequency for a grounded spring-mass with similar vertical dimensions. Again, the
resonance frequencies predicted by the FE models agree well with the predictions of
the spring-mass model; however, the agreement is better at low frequencies where
stiﬀness is low, and as the stiﬀness of the interlayer is increased in the FE model its
response deviates from the prediction of the spring-mass model.
Inﬂuence of plate thickness
Figure 3.5 shows the FRFs for systems consisting of a transducer with 5 mm-
diameter and 2 mm-thick interlayers on diﬀerent aluminium plate thicknesses. Again,
the vertical dark line indicates the resonance frequency predicted by the simple
grounded spring-mass model (22 kHz). It was clear from Figure 3.4 that the be-
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Figure 3.4: Frequency-response functions for 5 mm-diameter transducers with a 6 mm-
long backing mass on a 5 mm-thick aluminium plate, with diﬀerent interlayer thicknesses,
shown in mm. Out-of-plane displacement monitored at 5 mm from transducer on the
mid-thickness point of the plate. Vertical lines represent resonance frequency predicted by
spring-mass system with equivalent vertical geometry.
haviour of transducers operating on a 5 mm-thick aluminium plate is well described
by the spring-mass model; Figure 3.5 shows that as the plate thickness decreases the
transducer-plate system behaviour starts to deviate from the predicted response of a
spring-mass system on a rigid base: the FRF obtained on a 1 mm-thick aluminium
plate has a very low Q and a resonance is seen at around 75-80kHz, beyond the
range seen in Figure 3.5. The explanation for this is that as the plate thickness de-
creases, its rigidity decreases and so the base of the transducer is no longer eﬀectively
grounded, so invalidating the simple spring-mass model. The bandwidth reduced
markedly as the plate thickness increases; it is undesirable to have very narrowband
transducers as typical input signals have signiﬁcant bandwidth (around 50%) and,
as discussed below, their output tends to be more aﬀected by temperature changes.
The eﬀect of the ﬂexural stiﬀness of the plate can be seen more clearly in Figure 3.6
which shows the value of the resonance frequency as a function of aluminium or steel
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Figure 3.5: Frequency-response functions for 5 mm-diameter transducers with a 6 mm-
long backing mass, 2 mm-thick interlayer on aluminium plates of diﬀerent thicknesses,
shown in mm. Out-of-plane displacement monitored at 5 mm from transducer on the
mid-thickness point of the plate. Vertical line represents resonance frequency predicted by
spring-mass system with equivalent vertical geometry.
plate thickness for transducers with diﬀerent interlayer thicknesses. The horizontal
lines indicate the resonance frequency predicted by the simple grounded spring-
mass model computed for each interlayer thickness. The grounded spring-mass
model is appropriate with aluminium plates over 5 mm thickness at all the interlayer
thicknesses; with steel plates, convergence to the spring-mass resonance frequency
is quicker, due to the higher modulus of steel which increases the ﬂexural stiﬀness;
the higher density also contributes to making the base of the system more massive
and so a better approximation of “ground”.
Mode Purity and the Inﬂuence of the Frequency-Thickness Product
The excitability of a guided wave mode is deﬁned as the ratio of the surface dis-
placement of the mode to the amplitude of the harmonic force generating it, the
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Figure 3.6: Predicted variation in resonance frequency values of transducer-plate systems
of diﬀerent interlayer thicknesses (shown in mm) as a function of aluminium or steel plate
thickness. Horizontal lines represent resonance frequency predicted by spring-mass system
with equivalent vertical geometry. Transducer diameter:5 mm.
displacement being measured in the same direction as the force. As shown in [33],
the excitability of axisymmetric circular-crested Lamb waves by a pure out-of-plane
point force (퐸푧) is given by:
∣퐸푧∣ = 푘.휔
8
푚2푧 (3.2)
where the subscript 푧 stands for the out-of-plane direction, 푘 is the wavenumber
of the mode considered, 휔 is the angular frequency of the out-of-plane point force,
and 푚푧 is the power-ﬂow normalized surface displacement component of the mode
shape. In the low frequency-thickness region, below the cut oﬀ frequency of the A1
mode, the value of 푚푧 for the A0 mode, which is the mode readily excited by an
out-of-plane point force in this frequency region, increases rapidly with diminishing
values of frequency-thickness product. Since the excitability of out-of-plane Lamb
waves is proportional to 푚2푧 it is clear that higher A0 mode excitability will be
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obtained as the frequency-thickness product decreases, thus leading to higher A0
mode purity. Figure 3.5 showed that for most transducer-plate systems the resonance
frequency of a spring-mass system of equivalent vertical geometry is the point at
which maximum out-of-plane displacement generation in the plate is obtained; in
the case where the transducer is operated on a 1 mm-thick plate and a ﬂat response is
obtained, any choice of excitation frequency in the frequency range considered would
produce a similar displacement in the plate. The spring-mass resonance frequency
was therefore chosen as a point of comparison between A0/S0 mode power ﬂow ratios
for diﬀerent geometries of the transducer-plate system. Figure 3.7 shows the A0/S0
mode power ﬂow ratio as a function of interlayer thickness for several aluminium
plate thicknesses at the grounded spring-mass resonance frequency. Increasing values
of interlayer thickness lead to lower values of resonance frequency, as predicted by the
simple spring-mass system, and consequently higher mode purity. For comparison,
a transducer with the same dimensions, but without the interlayer, on a 5 mm-
thick aluminium plate would have a A0/S0 mode power ﬂow ratio of 18 dB at the
resonance of the system (100 kHz). The values shown in Figure 3.7, and indeed all
values of A0/S0 mode ratios given in this work, are doubled if two transducers are
used in pitch-catch due to reciprocity in transmission and reception.
Figure 3.8 shows an example of the deformed shape of a transducer when operating
at the spring-mass resonance frequency. It is interesting that the interlayer is heavily
deformed in the radial direction and this ﬂexibility helps to limit the transmission
of in-plane forces to the plate, so reducing the excitation of the S0 mode.
As it is important to keep the transducer as compact as possible, an interlayer
thickness of 2 mm was chosen as this gives high mode purity and is thick enough
for variations in the 0.1 mm-thick bond lines to have only a small eﬀect on the
resonance frequency of the system.
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Figure 3.7: A0/S0 mode power ﬂow ratio at 22 kHz (resonance frequency of spring-mass
system of equivalent geometry) as a function of interlayer thickness (shown in mm), for 5
mm-diameter transducers with a 6 mm-long backing mass on aluminium plates of diﬀerent
thicknesses.
Inﬂuence of transducer diameter
Resonance frequency of the system
Figure 3.9 shows the resonance frequency of a transducer with 2 mm-thick interlayer
and 6 mm-long backing mass as a function of the ratio between the transducer
diameter (D) and the A0 mode wavelength (휆) at 22 kHz, which is the resonance
frequency of a spring-mass system of equivalent vertical geometry (indicated by the
horizontal line), on 3-, 5- and 10 mm-thick aluminium plates; for these plates, the A0
mode wavelength at 22 kHz is 36, 46 and 63 mm respectively. It was found that the
ratio D/휆 is a controlling parameter of transducer performance and the results are
therefore plotted as a function of this non-dimensional variable. Figure 3.9 shows
that the resonance frequency of transducer-plate systems of all plate thicknesses
converges to that predicted by the spring-mass model at values below D/휆=0.1.
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Interlayer
Plate
Figure 3.8: Example of deformed shape of a 5 mm-diameter transducer with a 6 mm-long
backing mass and 2 mm-thick interlayer on a 5 mm-thick aluminium plate at resonance
frequency of spring-mass system of equivalent vertical geometry.
This is consistent with the results of Figure 3.5 which showed that when a 5 mm-
diameter transducer was used on a 5 mm-thick plate (D/휆=0.1), or on thicker plates
(D/휆 < 0.1), the resonance of the transducer-plate systems occurred at the same
frequency as the resonance of a spring-mass system of equivalent vertical geometry.
In thinner plates, the spring-mass model is not valid. Again this is consistent with
the results of Figure 3.9 since the A0 mode wavelength at 22 kHz decreases with
decreasing plate thickness. Hence, D/휆 exceeds 0.1 and so is in the region where
the resonance frequency is higher than the spring-mass prediction.
A0 mode amplitude
Figure 3.10 shows the variation of the A0 mode displacement amplitude generated
in aluminium plates of diﬀerent thicknesses by transducers of diﬀerent diameter; the
transducer diameter is again normalised by the wavelength of the A0 mode at the
resonance frequency of a grounded spring-mass system of equivalent vertical geom-
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Figure 3.9: Transducer-plate system resonance frequency as a function of the ratio of
transducer diameter (D) and A0 mode wavelength (휆) at 22 kHz (resonance frequency
of spring-mass model of equivalent vertical geometry) for diﬀerent aluminium plate thick-
nesses (shown in mm). Horizontal line indicates resonance frequency predicted by a spring-
mass model of equivalent vertical geometry (6 mm-long backing mass, 2 mm-thick inter-
layer).
etry (22 kHz) and this is also the point of the FRF of each transducer-plate system
at which the displacement is considered. The displacements were monitored at 500
mm from the transducer, at the mid-thickness point. In all curves in Figure 3.10 a
displacement plateau is seen at D/휆 values from 0.1 to 0.5. The values of displace-
ment found on this plateau are lower for the 3 and 5 mm-thick plates; this is thought
to be because at these D/휆 values the transducer diameters are substantially higher
in the 10 mm-thick plate case than in the other plates due to the larger A0 mode
wavelength; the larger transducer generates a higher force which leads to a larger
displacement, even though the plate is stiﬀer.
The large increase in displacement seen after the plateau is due to the ﬁrst radial
resonance, which occurs when the D/휆 ratio is around unity. This can be seen in
Figure 3.11 which shows the FRF obtained for transducers of 46, 58, and 74 mm-
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Figure 3.10: A0 mode displacement amplitude generated by transducers with varying
diameter on diﬀerent plate thicknesses (shown in mm), monitored at 500 mm from trans-
ducer at the mid-thickness point of the plate, as a function of the ratio between the trans-
ducer diameter (D) and the A0 mode wavelength (휆) at 22 kHz (resonance frequency of
spring-mass model of equivalent vertical geometry; 6 mm-long backing mass, 2 mm-thick
interlayer).
diameter on a 10 mm-thick aluminium plate (corresponding to D/휆 =0.74, 0.93, and
1.2 in Figure 3.10, respectively). Only one frequency is considered in Figure 3.10,
so 휆 is constant and the D/휆 axis corresponds to varying transducer diameter only.
In contrast, Figure 3.11 shows the variation of response with frequency at constant
transducer diameter. The maximum displacement in Figure 3.10 occurs when the
radial resonance of Figure 3.11 is 22 kHz; for a 10mm-thick plate, Figure 3.11
shows that this corresponds to a transducer diameter of 58 mm. The null point in
Figure 3.10 occurs when the null of the frequency-response of Figure 3.11 occurs at
22 kHz, as can be seen for the transducer with D=74 mm in Figure 3.11.
The initial points of the displacement plateau of Figure 3.11 would be the preferred
points of operation, since adequate displacement values are obtained with relatively
small transducers. The mode purity is also higher at these points as shown in
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Figure 3.11: FRF for transducers of diﬀerent diameters (shown in mm) attached to a
10 mm-thick aluminium plate. Interlayer thickness is 2 mm and backing mass length is 6
mm.
Figure 3.12, which shows the A0/S0 mode power ﬂow ratio for 3-, 5- and 10 mm-
thick plates as a function of D/휆. The eﬀect of frequency-thickness is clear in this
ﬁgure, with high mode purity being obtained for the 3 mm-thick plate and reductions
in the A0/S0 mode ratio values occurring for each increase in plate thickness.
Bandwidth of frequency-response functions
Figure 3.13 shows the eﬀect of the transducer diameter to A0 mode wavelength
(at 22 kHz) ratio on the half power bandwidth of the FRF of the transducer-plate
system for aluminium plates of 3, 5 and 10 mm thickness. The high bandwidths
seen in Figure 3.13 are due to the strongly asymmetrical shape of the FRF in some
cases. For example, a 9.5 mm diameter transducer on a 3 mm-thick aluminium plate
has its peak response at 27 kHz and half power points at 2.1 and 71 kHz, giving
a 255% bandwidth. The horizontal lines indicate the bandwidth of a 3-cycle and
5-cycle Hanning-windowed toneburst which are expected to be the most probable
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Figure 3.12: A0/S0 mode power ﬂow ratio, for displacements monitored at 22 kHz (reso-
nance frequency of a spring-mass system with equivalent vertical geometry), as a function
of transducer diameter (D) to A0 mode wavelength at 22 kHz (휆), for 3 mm-, 5 mm- and
10 mm-thick aluminium plates.
input signals to a guided wave SHM system. It is desirable for the bandwidth of
the FRF of the transducer to be at least as large as that of the input signal which
precludes using very small diameter transducers. The temperature dependence of
the transducers is also reduced with increasing bandwidth due to less rapid phase
changes. Phase stability of signals is particularly important for SHM systems using
temperature compensation techniques such as the Optimal Stretch and combinations
of this with baseline subtraction techniques [3, 46, 49, 50]. Therefore, Figure 3.13
shows that for a 10 mm-thick plate, a D/휆 value above 0.2 would be ideal, and
lower values would be needed for thinner plates.
Final transducer diameter
The results shown in the previous sections show that the parameter D/휆 is responsi-
ble for several eﬀects which should be considered when choosing the ﬁnal transducer
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Figure 3.13: Percentage bandwidth of FRF of transducer-plate systems, for transducer
with 6 mm-long backing mass and 2mm-thick interlayer, as a function of the ratio of
transducer diameter (D) to A0 mode wavelength (휆) at 22 kHz (resonance frequency of
a spring-mass system with equivalent vertical geometry), on diﬀerent aluminium plate
thicknesses. Horizontal lines indicate bandwidth of a 3-cycle (dashed line) and a 5-cycle
(solid line) Hanning windowed toneburst.
geometry. It was seen in Figure 3.10 that increasing values of the D/휆 ratio cause a
slow shift from a well-deﬁned plateau to a radial resonance in the vicinity of a D/휆
ratio of unity, where large amplitude displacements are transmitted to the plate; this
is then followed by a null in the transmitted displacement. In the plateau region,
transmitted displacement values are relatively constant and transducer diameters
are small; provided measureable signals are obtained with good signal-to-noise ra-
tio, stability and smaller low-cost transducers are more important than increased
transmitted power, so the plateau is the preferred region of operation. Moreover, as
the D/휆 ratio increases, the transducer mass becomes increasingly large while plate
stiﬀness remains constant; there comes a point where the plate no longer provides
a suﬃciently stiﬀ base for the simple spring-mass model to be valid (as seen in Fig-
ure 3.9). Again in this case, the low D/휆 region is the preferred region of operation
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since it is where the behaviour of the system can be easily predicted. Low values
of D/휆 also ensure that better A0/S0 mode ratios are obtained, as shown in Fig-
ure 3.12. The results above suggest that transducers in the range D/휆 from 0.1 to
0.3 provide a good compromise of performance on the diﬀerent criteria. This leads
to diﬀerent diameters for diﬀerent plate thicknesses, the chosen values being shown
in Table 3.4. It is important to note the added mass due to the large transducer
diameters which are suggested for thick-plate structures (e.g. oil storage tank) is in-
signiﬁcant; smaller transducers are required on thin plate structures such as airplane
fuselages where the weight will be an important issue. Figure 3.14 shows a trans-
ducer built with ﬁnal dimensions and 6 mm-diameter on a 2 mm-thick aluminium
panel.
Table 3.4: Chosen transducer diameter for diﬀerent plate thicknesses.
Plate thickness range Transducer diameter
(mm) (mm)
1-5 5
5-10 10
10-20 20
20-30 25
3.2.4 Experimental validation of results
Experimental setup
The frequency-response functions obtained with FE modelling were validated exper-
imentally using the setup shown in Figure 3.15. Transducers with a 2 mm-interlayer
and a 6 mm-long backing mass were built and attached to 1-,3-, and 5 mm aluminium
plates (5 mm-diameter transducers - see Table 3.4) and to 5- and 10 mm-thick alu-
minium plates (10 mm-diameter transducers - see Table 4) with epoxy adhesive
(Hysol E-05CL). The same epoxy adhesive was used to assemble the diﬀerent com-
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2mm thick
PZT element,
2mm thick
Backing mass,
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Figure 3.14: Transducer built with ﬁnal vertical dimensions and 6 mm-diameter on a 2
mm-thick aluminium panel.
ponents of the transducer. Care was taken to maintain constant pressure on the
transducer to ensure that bond lines as thin as possible were obtained. After a
curing period of 24h, the transducers were temperature-cycled with a hot air gun;
the maximum temperature the transducer was subjected to was 10oC above the
expected operating temperature and the transducer-plate system was left to cool
slowly. The cycle was repeated 3-4 times before tests were performed; this is neces-
sary to avoid post-curing eﬀects and to relieve residual stresses in the bond layers,
which can cause changes in the response of the transducers over time [74].
The transducer was excited with a 5-cycle Hanning-windowed toneburst which was
centred at frequencies between 10 kHz and 100 kHz, with 1kHz steps, which were
uploaded from a PC and driven through a power ampliﬁer (Krohn-Hite 7602) which
gave 55V peak-to-peak signal. A laser vibrometer (Polytec) measuring out-of-plane
velocity was focused at 5 mm from the transducer. This distance was chosen in
order to ensure a clear ﬁrst arrival at the laser point; when possible, signals were
also measured at greater distances from the transducer and no diﬀerence in the
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FRF was seen apart from loss of amplitude due to beam-spreading. The FFT of the
signal obtained with this setup was taken, and the displacement spectrum was obtain
by dividing the magnitude values of the velocity spectrum by their corresponding
frequency value. The value of the displacement spectrum at the excitation frequency
of each signal was then used to plot the experimental FRF.
5mm
Transducer
Laser Interferometer
Plate
Backing mass
PZT element
Interlayer
Signal
Generator
Power
amplifier
PC
Controller
Figure 3.15: Schematic diagram of experimental setup.
Comparison between FE and experimentally-obtained FRFs
Figure 3.16 shows the results on the 1-, 3- and 5 mm-thick aluminium plate, with a
5 mm-diameter transducer, compared to the corresponding FE simulations. Good
agreement was found in all cases. The experimental curves are slightly more damped
than the predicted; this is probably because the bond lines were slightly thicker than
those modelled and the adhesive is the main source of damping (apart from radiation
damping resulting from excitation of the wave in the plate).
The corresponding results on the 5- and 10 mm-thick plates with 10 mm-diameter
transducers are shown in Figure 3.17. Here the agreement with the FE predictions is
excellent. It is interesting to note that the resonance of the 10 mm-diameter trans-
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Figure 3.16: Experimental (points with best-ﬁt curves) and FE (lines) FRF for 5m m-
diameter transducers, with 2 mm-thick interlayer and 6 mm-long backing mass, on 1-,
3- and 5 mm-thick aluminium plates. Displacement measured at 5 mm from transducer
on the surface of the plate. Vertical line indicates resonance frequency of a spring-mass
system of equivalent vertical geometry.
ducer on a 5 mm-thick aluminium plate is at a frequency value above that predicted
by a spring-mass model with equivalent vertical geometry. This agrees well with
results shown in Figure 3.9, which shows a deviation from the behaviour of a spring-
mass system for transducers with 10 mm-diameter on a 5 mm-thick aluminium plate
(D/휆=0.22). Figure 3.9 also shows that a 10 mm-diameter transducer would behave
according to the spring-mass model on a 10 mm-thick plate (D/휆=0.15), which is
validated by the results of Figure 3.17.
3.2.5 Evaluation of the temperature stability of the A0 mode
transducer
It was mentioned in section 3.2.3 that the bandwidth of the FRF of transducer-plate
systems is an important issue for temperature stability. This is because phase stabil-
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Figure 3.17: Experimental (points with best-ﬁt curves) and FE (lines) FRF for 10 mm-
diameter transducers, with 2 mm-thick interlayer and 6 mm-long backing mass, on 5- and
10 mm-thick aluminium plates. Displacement measured at 5 mm from transducer on the
surface of the plate. Vertical line indicates resonance frequency of a spring-mass system
of equivalent vertical geometry.
ity of the transducer is a key requirement of any of the signal processing techniques
being considered for SHM, and systems with sharp resonances are likely to suﬀer
temperature-induced phase shifts if excited in the near-resonance region. Therefore,
to evaluate the temperature stability of the A0 mode transducer developed in this
work, a transducer-plate system with a FRF with a relatively high Q-factor was
chosen; this was a transducer with ﬁnal vertical dimensions and 6 mm-diameter,
attached to a 5 mm-thick aluminium plate. The frequency-response function (FRF)
of the transducer was obtained by focusing a laser interferometer, measuring out-
of-plane velocity, on the backing mass of the transducer and dividing the frequency
content of the measured signal by the frequency content of the input signal. The tem-
perature of the system was changed by placing a hot-plate underneath the plate and
the temperature was increased from ambient to 40oC, with signals being recorded
periodically.
65
3. Transduction
Figure 3.18 shows the magnitude of the FRF obtained using this procedure at dif-
ferent temperatures; at room temperature the resonance of the system was at 22
kHz. When the temperature was raised to 30oC and 40oC an expected change in
the FRF is seen in the vicinity of the resonance suggesting the occurrence of sig-
niﬁcant phase shifts. The shift in phase in the near-resonance region can be seen
in Figure 3.19 although far more stable values of phase of the FRF are seen in the
oﬀ-resonance region. It was found that operation at 35 kHz centre frequency caused
minor amplitude variations to occur, which can be easily corrected for, and phase
shifts were negligible. Excitation of the transducer in this frequency region also
produced adequate signal amplitude in the structure, therefore giving a good com-
promise between stability and transmitted energy. Because of the slightly higher
excitation frequency the A0/S0 mode power ﬂow ratios shown in Figure 3.12 were
usually reduced by 5-6dB, as will be demonstrated in the next section.
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Figure 3.18: Magnitude of frequency-response function of an A0 mode transducer with
ﬁnal vertical dimensions and 6 mm-diameter on a 5 mm-thick aluminium plate at 20oC,
30oC and 40oC.
Obtaining good temperature stability of the transducer involved several steps which
included selection of appropriate materials, adhesives and adjustment of the best
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Figure 3.19: Phase of frequency-response function of an A0 mode transducer with ﬁnal
vertical dimensions and 6 mm-diameter on a 5 mm-thick aluminium plate at 20oC, 30oC
and 40oC.
adhesive curing technique. Initially, a plastic (POM, Polyoxymethylene) was used
as interlayer; this material provides good performance at ambient temperatures, is
cheap, and is certainly an alternative for laboratory use. However, it has a low
glass transition temperature (around 75oC) which led to signiﬁcant changes in the
FRF of the transducers when temperature was varied. Furthermore, common epoxy
adhesives were used initially, but their fast curing meant that they became viscous
and did not allow thin bond lines to be obtained. Several diﬀerent polymers were
tested but good temperature stability was not achieved, which led to the use of SiC
foams, whose elastic properties are very similar to those of POM. High quality epoxy
adhesives (Hysol E-05CL) were chosen due to their low viscosity and slow curing
times, which allowed very thin bond lines to be achieved. The curing procedure was
optimised by combining information from the supplier of the adhesive with literature
on packaging of resonant MEMs [74], and conventional UT transducer design [75,76].
For repeatability of the assembly of the transducers, the main factor of inﬂuence was
the thickness of the bond lines. It was found that by using a low-viscosity adhesive
and by applying the same amount of pressure during curing of the bond lines, good
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repeatability was achieved. Comparison of the FRF of transducers built showed
that no variation was seen in the excitation region around 35kHz, but rather at the
resonance of the system, although the shift in the position of the resonance did not
exceed 1kHz, or less than 5% of the nominal value of the resonance (22kHz).
3.2.6 Experimental validation of A0/S0 mode ratio of de-
signed transducer
Figure 3.20 shows the out-of-plane signal measured with a laser interferometer placed
at 40 cm from a 5 mm-diameter transducer, attached to a 3 mm-aluminium plate,
being excited with a 5-cycle Hanning windowed toneburst at 35kHz; a clear ﬁrst
arrival of the A0 mode is seen at the expected position, around 0.3ms. Even though
the distance from the transducer was chosen as to allow the arrivals of the A0 and
S0 modes to be distinguished due to their dissimilar group velocity, the S0 mode has
very little out-of-plane displacement on the surface of the plate at this frequency
and no signal is seen at the expected position of its ﬁrst arrival (around 0.15ms).
Figure 3.21 shows the signal recorded with a laser interferometer system measuring
in-plane velocity at the same location. In this measurement a small signal is seen at
0.15ms; compared to the amplitude of the A0 mode ﬁrst arrival, the amplitude of the
S0 mode ﬁrst arrival is very small since the in-plane displacement is characteristic of
the S0 mode. Each arrival was windowed and the FFT of the resulting time-traces
was obtained. The maximum magnitude of the spectra was divided by 35kHz,
which was the frequency at which it occurred, to obtain displacement. Power ﬂow
normalised in-plane displacement values at the surface of a 3 mm-thick aluminium
plate, obtained from DISPERSE [2] for the A0 and S0 modes at 35kHz, were used to
estimate the A0/S0 mode power ﬂow ratio for this case, resulting in a ratio of 42dB.
Finite element results in Figure 3.12 showed that for a similar transducer on a 3
mm-thick aluminium plate, operated at 22kHz (D/휆퐴022푘퐻푧=0.166), a A0/S0 mode
power ﬂow ratio of 47dB would be obtained. However, when the experimental setup
described above is excited at 22kHz, the in-plane displacement signal in Figure 3.22
was obtained, from which a ratio of 48dB is found. This diﬀerence of 5-6dB in
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the A0/S0 mode power ﬂow ratio when the transducer is excited at 35kHz instead
of 22kHz was seen in all cases and is explained by the resulting increase in the
frequency-thickness product which, as seen in section 3.2.3, leads to a worsening of
the mode purity.
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Figure 3.20: Out-of-plane velocity time-trace obtained at 40 cm from a 6 mm-diameter
transducer attached to a 3 mm-thick aluminium plate, at 35 kHz.
3.3 S0 mode transduction
3.3.1 Finite element modelling
Transduction of the S0 mode at relatively high mode purity was obtained by use
of a 20 mm-diameter, 1 mm-thick, PZT disc. This transducer operates in the fre-
quency region where the diameter of the disc is comparable to the wavelength of the
unwanted mode, where a sharp drop in the amplitude of the transmitted A0 mode
is seen and the transducer gives relatively high S0 mode transmission. To show
this eﬀect, a disc with these dimensions was modelled axisymmetrically as described
in section 3.2.2 attached to aluminium plates of several thicknesses. The out-of-
plane and the in-plane displacements were monitored at the mid-thickness node of
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Figure 3.21: In-plane velocity time-trace obtained at 40 cm from a 6 mm-diameter
transducer attached to a 3 mm-thick aluminium plate, at 35 kHz.
each plate, at a distance of 500 mm from the transducer; these displacements are
characteristic of the A0 and S0 mode respectively and therefore could be used to
obtain the FRF of each mode. The FRF in Figure 3.23 were obtained when the disc
was attached to a 5 mm-thick aluminium plate. The drop in values of out-of-plane
displacement is clear at around 150kHz following a resonance which is seen in the
frequency region before the point where D/휆퐴0=1. This is similar to the drop in
A0 mode transmission seen in Figure 3.10 for the A0 mode transducer described
earlier. The minimum in A0 mode transmission in Figure 3.23 will occur at dif-
ferent frequencies for diﬀerent plate thicknesses due to the variation in wavelength
of this mode with the thickness-frequency product. Therefore, for 2 mm- and a 3
mm-thick aluminium plates the ideal excitation frequency would be 100 kHz and
120 kHz respectively. This ”tuning” of the transducer is similar to what was done
in [43,77] with PWAS sensors.
The same model as above, only without the absorption region, was used to evalu-
ate the A0/S0 mode ratios obtained when a transducer is used as transmitter and
receiver, simulating operation in pulse-echo or pitch-catch mode. Again, excitation
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Figure 3.22: In-plane velocity time-trace obtained at 40 cm from a 6 mm-diameter
transducer attached to a 3 mm-thick steel plate, at 22 kHz.
was achieved by applying a voltage signal to the top surface of the piezoelectric ele-
ment while the bottom surface was grounded, simulating an experimental setup; the
input signal was a 5-cycle Hanning windowed toneburst at diﬀerent centre frequen-
cies. The transducer generated a wave in the plate which was reﬂected at the edge
and propagated back to the transducer. Due to the signiﬁcant diﬀerences in velocity
between the two modes and the large propagation distance involved, the reﬂection
of the two modes could be separated in time and when these signals were received by
the transducer a voltage time trace was generated; this was used to obtain the mode
amplitude ratios. To avoid dispersion eﬀects which cause a reduction of amplitude
due to spread of the signals in time, the computation of the ratio was carried out
in the frequency domain. The voltage time-traces obtained on a 5 mm-thick alu-
minium plate at 150kHz and 200kHz are shown in Figure 3.24. The ﬁrst reﬂection
from the edge to arrive is the S0 mode which has roughly the same amplitude at
the two excitation frequencies, as was expected from the in-plane curve shown in
Figure 3.23; the second reﬂection is due to the A0 mode and a substantial reduction
in amplitude is seen for this wavepacket from 200kHz to 150kHz. For the setup
modelled (5 mm-thick aluminium plate), the S0/A0 mode voltage ratio obtained
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Figure 3.23: Frequency-response function of a S0 mode transducer on a 5mm-thick alu-
minium plate.
was 17dB and 8dB at 150kHz and 200kHz respectively. The 17dB ratio provides
substantial mode purity although it is far below the value of 73dB A0/S0 mode
voltage ratio obtained when a 6 mm-diameter A0 mode transducer was modelled in
the same way.
3.3.2 Experimental results and temperature stability
To evaluate the signal produced by the S0 mode transducer, a setup similar to the
one described in section 3.2.4 was used, the diﬀerence being that the laser vibrometer
measuring out-of-plane displacement on a 5 mm-thick aluminium plate was placed
at 30 cm from the transducer; this allowed enough propagation time to separate the
wavefronts of the A0 and S0 modes generated by the transducer. Figure 3.25 shows
the time traces obtained with this setup when the transducer was excited with 5
cycle Hanning windowed tonebursts at 150kHz and 200kHz; since there are very
small values of surface out-of-plane displacement associated with the S0 mode, the
wavefront of this mode has smaller amplitude than the wavefront of the A0 mode.
As was done in section 3.2.2, power ﬂow normalised out-of-plane displacement values
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Figure 3.24: Voltage time-traces obtained from FE modelling of a S0 mode transducer
on a 5mm-thick aluminium plate simulating operation in pulse-echo mode.
on the surface of a 5 mm-thick aluminium plate were obtained from the software
DISPERSE [2] for both modes at the two excitation frequencies, in order to calculate
experimental S0/A0 power ﬂow ratios. Again, to eliminate reduction of amplitude
due to dispersion eﬀects, the amplitude of the spectrum of the wavepackets of the
S0 and A0 modes at the centre frequency of the input signal was considered. At
150kHz the S0/A0 power ﬂow ratio obtained was 10.9dB and at 200kHz it was 3dB.
In the case of pitch-catch mode operation, these values should be doubled due to
transmit-receive reciprocity, leading to values of 21.8dB and 6dB at 150 and 200kHz
respectively.
The FRF of the transducers during temperature variation was also monitored, this
time by placing the laser interferometer on the back of the transducer when it was
attached to a 5 mm-thick aluminium plate, and measuring the out-of-plane response.
Figure 3.26 shows the change in magnitude of the FRF with 20oC temperature
change; the shape of the curves is very similar, only amplitude variations being
seen which are straightforward to compensate for. Figure 3.27 shows that the phase
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Figure 3.25: Out-of-plane velocity time-traces measured with a laser interferometer at
30 cm from S0 mode transducer.
variation with temperature is small over the frequency range of interest.
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Figure 3.26: Magnitude of FRF obtained from measuring the out-of-plane velocity on
the back of a S0 transducer attached to a 5 mm-thick aluminium plate.
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Figure 3.27: Phase of FRF obtained from measuring the out-of-plane velocity on the
back of a S0 transducer attached to a 5 mm-thick aluminium plate.
3.4 Summary
A transducer generating high purity A0 mode at low frequencies was developed and
the behaviour of a transducer generating substantially pure S0 mode was described.
For the A0 mode transducer, good agreement was obtained between results of a
ﬁnite-element parametric study and experimental results in the 10-50kHz frequency
range. The optimal geometry of this transducer was achieved by varying the size
of a backing mass, used to lower the through-thickness resonance frequency of a
piezoelectric disc from 1MHz to around 100kHz, and a soft front layer, which reduced
the resonance of the system to around 20kHz and reduced the transmission of in-
plane force generated by the piezoelectric disc to the plate.
The optimal A0 mode transducer geometry is a compromise between mode purity,
bandwidth, and mode amplitude. A 2 mm-thick PZT disc with a 6 mm-long back-
ing mass and a 2 mm-thick SiC foam front layer was found to be satisfactory. The
optimal diameter is a function of plate thickness, varying from 5 mm at plate thick-
nesses up to 5 mm, to 25 mm at plate thicknesses from 25 mm to 30 mm. The
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temperature stability of the transducer was evaluated and it was found that above
resonance excitation, at 35kHz, gave excellent phase stability without signiﬁcant loss
of transmitted A0 mode amplitude or lowering of the A0/S0 mode ratio. Experi-
mental results showed that A0/S0 mode power ﬂow ratios over 40dB were obtained
on 3 mm-thick aluminium plates and FE results suggest values above 35dB can be
obtained on any plate thickness.
A 20 mm-diameter, 1 mm-thick piezoelectric disc was used to generate S0 mode.
This transducer takes advantage of a lowering in transmission of the A0 mode in
the frequency region close to where the diameter of the disc is equal to the A0
mode wavelength. FE results showed that a S0/A0 mode voltage ratio of 17dB
could be obtained at 150kHz in pitch-catch on a 5 mm-thick aluminium plate, and
experimental measurement showed that a S0/A0 mode power ﬂow ratio of 21dB
was obtained on a plate of the same thickness. If the same transducer is excited at
200kHz this ratio drops to 8dB. Experimental measurements of temperature stability
showed that this transducer shows only small phase shifts in the frequency region
from 120-240kHz, the only signiﬁcant changes in the FRF being amplitude shifts
which can easily be compensated for.
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Chapter 4
Baseline subtraction and
temperature compensation
techniques
4.1 Introduction
In structures containing high densities of structural elements, the time-traces ob-
tained are often too complex to be directly interpreted due to the large number of
overlapping reﬂections. In this case, the Baseline Subtraction technique becomes
attractive [48, 50]. As shown in Figure 4.1, in this method a current signal from
the structure is subtracted from a signal which has been acquired during the initial
stages of operation of the structure. This eliminates the need for interpretation
of the complex raw time signal and any defects will be seen clearly provided the
amplitude of the residual signal obtained after subtraction of the baseline signal is
suﬃciently low when the structure is undamaged. The target amplitude level of the
residual signal is -40dB relative to the amplitude of the ﬁrst arrival in a pitch-catch
conﬁguration, since most defects of interest in large area SHM and NDE, removing
30-50% of the wall thickness, give reﬂections of the order of -30dB or lower [78–81],
so a residual of -40dB gives a 10dB margin.
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Figure 4.1: Schematic of baseline subtraction sequence, showing baseline signal, current
signal and subtracted signal with the presence of a reﬂection from a defect.
Temperature has a great inﬂuence on transducer performance and on wave propaga-
tion [51, 82]. As seen in chapter 3, the inﬂuence on transduction can be eliminated
by careful material selection and assembly techniques. Wave propagation is aﬀected
when the elastic properties and density of the propagating medium are shifted. This
means signiﬁcant changes in signals will happen even with very small (<0.5oC) tem-
perature drifts. Testing of the structure will happen over a range of temperatures
which are bound to signiﬁcantly change the signals obtained. Approaches to over-
come this problem are presented in [9, 46, 82], and are called Baseline Selection or
Optimal Baseline Subtraction; these involve the use of a database of signals that
represents environmental conditions commonly faced by the undamaged structure
which are recorded during the initial stages of operation. The current signal is com-
pared to each signal in the database and the optimal baseline signal will be the one
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which gives the lowest residual. However, to reach the targeted levels of amplitude in
the residual signal, the temperature interval needed between baselines is very small.
As will be demonstrated, an impractical number of baselines would be necessary to
ensure acceptable results if only Baseline Subtraction is used.
Temperature compensation techniques [49,50] can be used in conjunction with Opti-
mal Baseline Subtraction to increase the allowable temperature gap between baseline
signals and therefore to reduce the number of signals in the database. However, these
techniques may be aﬀected by the complexity of the signals and the degree of mode
purity.
This chapter begins by discussing the inﬂuence of mode purity and signal complexity
on signal processing techniques for temperature compensation. Experimental set-
ups consisting of simple pitch-catch arrangements using transducers described in
chapter 3 which generate diﬀerent A0/S0 mode ratios at a range of frequencies were
used. The spatial frequency of reﬂectors was also varied by testing plates of diﬀerent
sizes. The eﬀects are quantiﬁed so the minimum number of baselines necessary for
a robust SHM system is identiﬁed. Finally, a real complex structure is monitored
using the signal processing strategy described. The results of this chapter have been
published in [46].
This chapter also shows the strong collaboration which took place during this project
with the Non-Destructive Evaluation Group of the University of Bristol. Many of
the results and concepts presented in this section are strongly based on their previous
work and have been discussed extensively in project meetings between our groups.
Many of the parameters of the experimental procedures adopted will be found in the
text of this chapter. Appendix B gives a more detailed description of the procedures.
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4.2 Inﬂuence of temperature on wave propagation
and baseline subtraction
The inﬂuence of temperature on wave propagation was demonstrated in [9]. Two
Hanning-windowed tone bursts are considered, 퐼0 and 퐼1, which represent the base-
line and the current signal respectively. The current signal is taken at a diﬀerent
temperature so it is expanded in time by 훿푡, which is the time shift:
퐼0 = 푢0ℎ(푡) sin(푤푡) (4.1)
퐼1 = 푢0ℎ(푡+ 훿푡) sin푤(푡+ 훿푡) (4.2)
where ℎ(푡) is the Hanning window function, 푢0 is the amplitude, 휔, the angular
frequency, and 푡 is time. The concept of Baseline Subtraction is applied and 퐼1 is
subtracted from 퐼0. The change from ℎ(푡) to ℎ(푡+훿푡) and from sin(푤푡) to sin푤(푡+훿푡)
shows that the group velocity and the phase velocity are aﬀected by temperature
variations.
RF subtraction is strongly preferred over envelope subtraction, although the latter
misleadingly gives lower values of residual signal after subtraction due to the fact
that the envelopes of the signals vary less rapidly than the RF signals with time
and are therefore less sensitive to temperature-induced time-shifts. However, this
also reﬂects a smaller sensitivity to change in shape of the envelopes due to the
presence of a defect. In fact, as shown in [9], the use of envelope subtraction leads
to a loss of linearity of the subtraction procedure, in the sense that the residual
signal remaining after subtraction of a signal taken from a damaged structure and a
baseline no longer expresses the amplitude of the reﬂection from the defect directly;
on the other hand, with RF subtraction this linearity is maintained.
For RF subtraction the temperature-induced phase shift is the main concern; this
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is unaﬀected by the window and we therefore neglect the diﬀerence between 푢0ℎ(푡)
and 푢0ℎ(푡+ 훿푡) and deﬁne:
푈0 = 푢0ℎ(푡) ≈ 푢0ℎ(푡+ 훿푡) (4.3)
Hence,
퐼1 − 퐼0 ≈ 푈0(sin푤(푡+ 훿푡)− sin푤푡) (4.4)
By assuming that 훿푡 is small enough to allow a small angle approximation:
∣퐼1 − 퐼0∣푚푎푥 = 2휋푓푈0훿푡 (4.5)
where 푓 is frequency.
As demonstrated in [9], the time shift for direct subtraction can be represented as:
훿푡 =
푑
푣
(훼− 훾)훿푇 (4.6)
where 훾 is the fractional change in phase velocity with temperature, 휈/푣, 휈 being the
coeﬃcient of change in phase velocity with temperature and 푣 the phase velocity;
훿푇 is the variation in temperature, 푑 is the propagation distance, and 훼 is the
coeﬃcient of thermal expansion. Equation 4.6 shows that change in wave velocity
due to temperature drifts is the main cause of time shift in signals, since ∣훾∣ is
typically signiﬁcantly larger than ∣훼∣. It also shows that increases in temperature will
always cause a positive 훿푡, as this will increase the propagation path due to thermal
expansion of the structure and reduce phase velocity values, since, as mentioned
in [9], a typical value of 휈 is −1푚.푠−1.o퐶−1. Equation 4.6 can be simpliﬁed to:
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훿푡 =
푑
푣
훽훿푇 (4.7)
where 훽 is (훼− 훾).
It follows from the development of Equation 4.5 that if two waves of equal amplitude
arrive in phase, the amplitude of the residual signal will be doubled. When the
number of reﬂectors increases, as in a complex structure, interference will happen
more frequently, so the maximum residue after baseline subtraction will increase.
This suggests that the residual signal is proportional to the temperature diﬀerence
between the current signal and baseline (expressed by the time shift), to the number
of overlapping arrivals and to the excitation frequency. It was shown in [46] that by
combining Equations 4.5 and 4.7 and considering a single frequency (in practice the
centre frequency of a toneburst), then the wavelength is 휆 = 푣/푓 , so:
∣퐼1 − 퐼0∣푚푎푥 = 2휋 푑
휆
푈0훽훿푇 (4.8)
Equation 4.8 shows that the residual level is proportional to the propagation distance
expressed in wavelengths rather than simply to the frequency; only if the velocity
is constant with frequency (i.e. the mode is non-dispersive) is the residual for a
given propagation distance simply proportional to frequency. This is an important
issue when selecting the mode and frequency which will be used by the monitoring
system.
As shown in [9], the residual level predicted by Equation 4.8 increases signiﬁcantly
with increases in 훿푇 . The danger of having such high levels of amplitude in the sub-
tracted signal is that reﬂections from defects can be masked; therefore, the quality
of the baseline subtraction controls the sensitivity of the system to defects. Fig-
ure 4.2(a) shows the subtracted signal resulting from the direct subtraction between
a baseline and a current signal measured experimentally on a real structure with
a 0.2oC diﬀerence; although subtraction is not perfect the signals are similar, as
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Figure 4.2: (a) Baseline (21.6oC) and subtracted signal obtained after direct subtraction
of current signal at 21.8oC, recorded on a real structure; (b) Baseline (21.6oC) and sub-
tracted signal obtained after direct subtraction of current signal at 22.6oC, recorded on a
real structure; (c) Detail of (a); (d) Detail of (b).
shown in Figure 4.2(c), due to the small temperature diﬀerence in between them.
Figure 4.2(b) shows the subtracted signal obtained when the same baseline is directly
subtracted from a current signal taken with a 1oC temperature diﬀerence; levels of
residual are much higher, due to the time dilation described by Equation 4.7, as can
be seen in Figure 4.2(d). It is therefore clear that in most cases a single baseline
will not be able to cover the entire temperature range to which a real structure is
subjected.
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4.3 Temperature compensation methods
4.3.1 Optimal Baseline Subtraction
The Optimal Baseline Subtraction method attempts to minimise residual signal
amplitude levels by using not only one baseline, but a large database of signals
taken from the undamaged structure over a given period of time, when the presence
of defects arising from construction has been eliminated by the use of conventional
NDT techniques; if adequately collected, the signals in this database will cover
temperature and environmental conditions commonly faced by the structure. The
method is based on the identiﬁcation of a baseline within the database which is
most similar to a current signal taken from the structure during inspection. If
the two signals are similar enough, low levels of residual will be achieved when
the two are subtracted in the absence of a defect. Since environmental eﬀects are
the main reason for changes in the response of the system, the Optimal Baseline
method is eﬀectively a search for the signal which has been taken at environmental
conditions similar to those found during inspection. The database of signals will have
been previously acquired during the initial stages of operation of the structure after
conventional NDE techniques have been used to search for manufacturing defects.
The selection of the Optimal Baseline is generally done by subtracting all the signals
in a database from the signal currently taken during inspection. The choice of best
baseline is done by monitoring a value which describes the amplitude of the residual
signal. It is clear that a large database, covering all environmental conditions likely
to seen in practice, is necessary if small residual levels are to be obtained with this
method. As demonstrated in [82], the minimum level of residual is not necessarily
found when the current signal is subtracted from a baseline taken at exactly the same
temperature at an earlier stage; the Optimal Baseline is often a signal taken at a
slightly diﬀerent temperature, the diﬀerence typically being of the order of 0.1oC.
This eﬀect may be attributable to uncertainties in temperature measurement.
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4.3.2 Optimal Stretch
As seen in section 4.2, temperature changes aﬀect the velocities of the diﬀerent
modes besides causing expansion or contraction of the structure. These changes
cause signals to arrive earlier or later in time; this eﬀect is cumulative so that
later parts of the signal, corresponding to larger propagation distances, suﬀer larger
absolute delays.
Several related methods for correcting this eﬀect have been presented in the lit-
erature based on time domain stretching [83] of either the reference signal or the
current signal, estimation of delay as a function of time through local coherence and
use of these values as factors for subsequent time-domain stretch [50, 51], or simple
frequency domain stretch [3, 46,49].
In theory, only one baseline would be needed when using this method, since current
signals would be stretched or compressed until they matched this universal baseline.
However, the compensation is not perfect and the size of the residual signal after
subtraction is aﬀected by several factors, the most immediate being that not only
the arrival time of reﬂections is modiﬁed by stretching the content of the signal in
the time or frequency domain, but the reﬂections themselves are also deformed. The
proportionality between 훿푡 and 훿푇 in Equation 4.7 shows that this eﬀect will become
more signiﬁcant as 훿푇 increases, since the stretch needed to match the signals will be
greater and wave packets will suﬀer signiﬁcant changes in their frequency content.
In this study the correction was made in the frequency domain by stretching the
frequency axis. Figure 4.3(a) shows part of the spectrum of a reference signal and
of a second signal taken with a temperature diﬀerence of 10oC. To compensate for
the small diﬀerence between the two spectra, the frequency step size, Δ푓 , of the
spectrum of the second signal was stretched or compressed in small steps. In each
step, the stretched spectrum of the second signal would be multiplied by the ratio
between the spectrum of the input signal and the stretched spectrum of the input
signal; this is a correction factor for spectrum distortion eﬀects, as described in [49].
The Optimal Stretch corresponds to the minimum of the residual signal in time or
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to the maximum in correlation between the spectra of the two signals. Figure 4.3(b)
shows the best match between the spectra of the two signals shown in Figure 4.3(a).
Small diﬀerences in the overall amplitude of the two spectra are compensated by
normalising the power content of each signal in the frequency domain. This ampli-
tude correction in the frequency domain occasionally leads to excessive or insuﬃcient
amplitude corrections at certain frequencies, as can be seen, for example, in the re-
gion around 29-30 kHz in Figure 4.3(b), but the overall amplitude diﬀerences in the
time domain are considerably improved. This is seen in Figure 4.4 which shows the
time-traces related to Figure 4.3, obtained with two of the A0 mode transducers
described in chapter 3 in pitch-catch on a 1 m-square, 5 mm-thick aluminium plate
(for further details of the setup, see [3]). Figure 4.4(a) shows the current or second
time-trace recorded at 31.8oC and the subtracted signal obtained after direct sub-
traction of a baseline at 21.6oC. The amplitude of the subtracted signal relative to
the amplitude of the ﬁrst arrival ”A” in Figure 4.4(a) is shown in Figure 4.4(b); high
levels or residual are seen, the worst being around -7dB. When the Optimal Stretch
method is applied to the current signal, and the resulting time-trace is subtracted
from the same baseline, the subtracted signal seen in Figure 4.4(c) is obtained. Fig-
ure 4.4(d) shows this residual relative to the amplitude of the ﬁrst arrival ”A”; it is
clear that an improvement in residual amplitude levels close to 20dB was obtained
by the stretch demonstrated in Figure 4.2(a).
4.3.3 Filtering of noise in subtracted signal after Optimal
Stretch
When the Optimal Stretch method is used to compensate for a temperature gap
between a reference and a current signal, diﬀerences in matching of diﬀerent regions
of the spectrum are often seen. This unequal matching occurs because the centre
frequency of the spectrum of the two signals is where the largest power is concen-
trated and therefore the highest amplitude is found. Consequently, the best match
of the region close to the centre frequency during stretch of the frequency axis will
cause the sharpest drop in the rms of the residual signal. However, the quality of the
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Figure 4.3: (a) Spectrum of the reference signal (21.6oC) and of the current signal
(31.8oC); (b) Spectrum of the reference signal (21.6oC) and of the current signal (31.8oC)
after Optimal Stretch and power normalisation [3].
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Figure 4.4: (a) Second signal (31.8oC) and subtracted signal obtained after direct sub-
traction of baseline signal at 21.6oC; (b) Amplitude subtracted signal relative amplitude
of ﬁrst arrival A in (a); (c) Stretched and power normalised second signal (31.8oC) and
subtracted signal obtained after subtraction of baseline signal at 21.6oC; (d) Amplitude
subtracted signal relative amplitude of ﬁrst arrival A in (c) [3].
match in other parts of spectrum is less good and analysis of the frequency content
of the subtracted signal shows that high levels of residue are found at frequencies
above or below the centre frequency region. Figure 4.5 shows the spectrum of the
subtracted signal seen in Figure 4.4(c). High amplitudes are seen at frequencies
below the centre frequency of the input signal (35 kHz). A ﬁlter with bandwidth
equivalent to that of a 7-cycle Hanning windowed toneburst was used to eliminate
the unwanted regions of the spectrum of the subtracted signal. The use of such a
simple bandpass ﬁlter can give a 5-10dB reduction of amplitude levels in the resid-
ual. This is shown in Figures 4.6(a) and 4.6(b), which show the ﬁltered subtracted
signal of Figure 4.5 in the time domain; a 10dB improvement in residual amplitude
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Figure 4.5: Spectrum of the subtracted signal in Figure 4.4(c), bandpass ﬁlter and ﬁnal
ﬁltered subtracted signal [3].
is seen in comparison with the levels shown in Figure 4.4(d). The bandwidth of the
ﬁlter was chosen as a compromise between reduction of noise levels and maintenance
of suﬃcient spatial resolution for defect localisation.
The bandpass ﬁlter described in this section was applied to the residual signals in
all cases in which the Optimal Stretch was used.
4.4 Evaluation of temperature compensation meth-
ods
4.4.1 Specimens and experimental setup
Figure 4.7 shows a sketch of the simple pitch-catch system used in this work. Two
steel plates of 5 mm thickness and lengths L of 1 m and 0.4 m were used. All other
dimensions, including positioning of the transducers, were kept proportional to L.
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Figure 4.6: (a) Second signal (31.8oC) and subtracted signal obtained after Optimal
Stretch, power normalising and ﬁltering of noise; (b) Amplitude subtracted signal relative
amplitude of ﬁrst arrival A in (a) [3].
The system was placed in a temperature controlled environment where the tempera-
ture was gradually increased by 10oC and then cooled back to ambient temperature,
signals being acquired at 0.1oC steps. This cycle was repeated with an interval of
a day and signals obtained during the ﬁrst cycle were used as baselines while sig-
nals from the second cycle were considered current signals. The temperature was
monitored by type-K thermocouples soldered to the plate next to the transducers.
Temperature was read to a precision of 0.1oC.
The two types of piezoelectric transducers described in chapter 3 were used. Both
transducers were attached to the plates with epoxy adhesive (Loctite Hysol E-05CL)
which was room temperature cured for 36h and cycled at temperatures above those
expected during operation to avoid post-curing eﬀects and to relieve residual stresses
in the bond layer which lead to changes in stiﬀness during operation [74]. Constant
pressure was applied to the transducer during curing so that a thin bond line was
obtained; this reduces the inﬂuence of change in the bond line on transducer be-
haviour.
A PC was used to upload input signals to an arbitrary function generator (Agi-
lent 33220) which was connected through an ampliﬁer to the emitting transducer.
The signal from the receiver was pre-ampliﬁed and acquired via a 12-bit PC-based
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oscilloscope set to 100 averages.
A brass cylinder of 5 mm diameter and 6 mm length was attached to the surface of
the plates with a couplant to simulate a weak reﬂector or ”defect”. The position of
this simulated defect is indicated in Figure 4.7.
All residual signals obtained after processing and baseline subtraction were corrected
for beam-spreading by:
푅푆(푡) =
√
푡.푉푔푟
퐷
.푟푠(푡) (4.9)
where 푟푠(푡) is the uncorrected residual signal, 푅푆(푡) is the corrected residual signal,
t is the corresponding arrival time of each point of 푟푠(푡), D is the distance between
the transmitter and the receiver, and 푉푔푟 is the group velocity of the excited mode at
the centre frequency of the input signal. The factor multiplying 푟푠(푡) in Equation 4.9
corrects the amplitude of the signal relative to the maximum amplitude of the ﬁrst
arrival.
4.4.2 Results for diﬀerent plate sizes
Results presented in this section were obtained by using two low-frequency A0 trans-
ducers in a pitch-catch conﬁguration on the two plate sizes, with dimensions as
described in section 4.4.1 and Figure 4.7.
4.4.3 Optimal Baseline Subtraction method
Figure 4.8(a) shows the signal obtained from the large plate at a temperature of
28.9oC and the residue obtained when this signal and the selected Optimal Baseline,
which was taken on the previous day at 29.0oC, are subtracted. The ﬁrst arrival can
clearly be seen and multiple reﬂections from the edges of the plate arrive later. The
noise levels in the subtracted signal relative to the amplitude of the ﬁrst arrival are
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L0.5L
Transmitter
Receiver0.46L
0.42L
“Defect”
0.39L
0.27L
0.3L
0.35L
L
Figure 4.7: Schematic diagram of positioning of transducers and defect as a function of
plate length L.
shown in Figure 4.8(b) and correspond to a worst case of -38dB. This value is close
to the target of -40dB but these results demonstrate how small the temperature
gaps between baselines need to be to ensure satisfactory results.
Figure 4.9(a) shows the signal obtained for the small plate at 32.6oC and the residual
signal after subtraction from the Optimal Baseline, which in this case was taken at
32.5oC. The decay rate of the signal in Figure 4.9(a) is much higher than that of the
correspondent signal on the large plate (Figure 4.8(a)). This is thought to be due
to mode conversion at the edges, which are not perfectly normal to the surface, and
to attenuation and mode conversion at transducer bond lines. In the small plate
there are more interactions with the edges and bond lines in a given time than on
the large plate (propagation equivalent to one side length takes 0.18ms in the small
plate and 0.45ms in the large plate).
Figure 4.9(b) shows that the level of residue obtained, -39dB relative to the ﬁrst
arrival in Figure 4.9(a), is also close to the target of -40dB. In the simpler signal of
Figure 4.8(b), only one time region was responsible for the worst residual amplitude
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Figure 4.8: (a) Signal taken at 28.9oC and the signal obtained when subtracted from base-
line (29oC) on the large plate; (b) Amplitude of the subtracted signal relative to amplitude
of the ﬁrst arrival in Figure 4.8(a).
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Figure 4.9: (a) Signal taken at 32.6oC and the signal obtained when subtracted from
baseline (32.4oC) on the small plate; (b) Amplitude of the subtracted signal relative to
amplitude of the ﬁrst arrival in Figure 4.9(a).
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value, which was the point (0.6ms) where four reﬂections from the edges overlap.
The corresponding point in the small plate is at 0.25ms, but since the distances
between reﬂectors are smaller than in the large plate case, strong overlapping of
reﬂections happens throughout the entire signal.
Figures 4.10(a) and 4.10(b) show the residual levels after subtraction of signals
taken on the large plate and the small plate with a temperature gap of 0.3oC. This
simulates the eﬀect of the baseline data set being obtained with a larger temperature
step size. In both cases the worst residual level is increased to around -31dB relative
to the ﬁrst arrival. This shows that if the Optimal Baseline method is used alone it
is necessary to store a very large baseline set at small temperature step sizes (0.1oC),
which is likely to be impractical to store and diﬃcult to obtain.
4.4.4 Optimal Stretch method
For the results shown in this section, a signal taken at room temperature (21.5oC)
will be taken as the reference and the eﬀectiveness of the Optimal Stretch method
will be evaluated for a current signal taken 5oC above reference. This temperature
diﬀerence was considered a challenging test for the robustness of the Optimal Stretch
method because high levels of residual are found for direct subtraction of the two
signals as seen in Figure 4.11(a), which shows the signal taken from the large plate at
26.5oC and the signal obtained after direct subtraction from the baseline at 21.5oC.
Figure 4.11(b) shows that the worst amplitude level in the residual reaches -10dB
relative to the ﬁrst arrival.
Figure 4.12(a) shows the signal obtained after temperature compensation of the sig-
nal of Figure 4.11(a) through the Optimal Stretch method. The amplitude levels
in the subtracted signal are around -38dB relative to the ﬁrst arrival seen in Fig-
ure 4.12(a) for a 5oC temperature change, as can be seen in Figure 4.12(b). This
is a large improvement compared to the value of the signal obtained from direct
subtraction (-10dB relative to the ﬁrst arrival, as shown in Figure 4.11(b)).
The same procedure was repeated for signals obtained on the small plate. The worst
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Figure 4.10: Residual levels after subtraction for: (a) Large plate; (b) small plate; with
a temperature gap between current signal and baseline of 0.3oC (current signal at 32.6oC,
baseline at 32.3oC), relative to the ﬁrst arrival.
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Figure 4.11: (a) Signal taken at 26.5oC and the signal obtained from immediate sub-
traction from baseline (21.5oC) on the large plate; (b) Amplitude of the subtracted signal
relative to amplitude of the ﬁrst arrival in Figure 4.11(a).
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Figure 4.12: (a) Signal taken at 26.5oC and the signal obtained when subtracted from
stretched reference (21.5oC) on the large plate; (b) Amplitude of the subtracted signal
relative to amplitude of the ﬁrst arrival in Figure 4.12(a).
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amplitude level in the residual signal after direct subtraction between a signal taken
at 26.5oC and a baseline at 21.5oC was -11dB relative to the ﬁrst arrival. This level
is similar to the result obtained for direct subtraction between two signals taken at
the same temperatures on the large plate (as was seen in Figure 4.11(a)).
When the Optimal Stretch technique is used to compensate for the 5oC temperature
diﬀerence between the signals taken from the small plate, the residual signal level
shown in Figure 4.13 is obtained after subtraction. A worst value of -27dB relative
to the ﬁrst arrival was found; this is far from the target value of -40dB and much
poorer than the performance of the method on the signals taken on the large plate.
This diﬀerence between the large and small plates was seen consistently in data
from multiple experiments. This suggests that the eﬀectiveness of the Optimal
Stretch method in compensating for large temperature diﬀerences is reduced when
it is applied to more complex signals comprising a large number of reﬂections. The
Optimal Stretch method therefore has limited applicability on health monitoring of
complex structures if it is used as the sole temperature compensation technique.
4.4.5 Combined use of the Optimal Baseline and the Opti-
mal Stretch methods
Figures 4.14(a) and 4.14(b) show the results obtained when applying the Optimal
Stretch method to compensate for a temperature diﬀerence between a current signal
taken at 26.5oC and reference signals taken 1oC and 2oC below that temperature,
respectively, on the small plate. The worst value in the residual signal in Fig-
ure 4.14(a) is above the -40dB target value; however, an improvement of 5dB is
seen compared to the level obtained in Figure 4.13, when the temperature diﬀerence
was 5oC. When the temperature diﬀerence is further reduced, to 1oC, the residual
signal level is greatly improved, reaching the target value of -40dB (Figure 4.14(b)).
This shows that although the Optimal Stretch method cannot be applied as the
sole method for temperature compensation of complex structures, it can be used in
conjunction with the Optimal Baseline method to reduce the number of baselines
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Figure 4.13: (a) Signal taken at 26.5oC and the signal obtained when subtracted from
stretched reference (21.5oC) on the small plate; (b) Amplitude of the subtracted signal
relative to amplitude of the ﬁrst arrival in Figure 4.13(a).
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necessary to achieve target values of residual.
Therefore, if a number of baselines within the operating temperature range of a
structure are collected, the following strategy can be applied: the Optimal Base-
line method identiﬁes the baseline providing the closest match to a signal taken
during inspection and the Optimal Stretch method then compensates for remain-
ing diﬀerences in temperature between the best baseline and the current signal. If
such a strategy is applied to the small and large plates used in the experiments,
the maximum gap between baselines to achieve the target levels of residual signal
would be 1oC for the small plate and 5oC for the large plate. The increase in the
maximum admissible temperature gaps between baselines makes collecting signals
for the database an easier task since this gives a margin for temperature ﬂuctuations
in between data collections.
The maximum temperature diﬀerence that can be eﬀectively compensated by the
Optimal Stretch method is thought to decrease as more complex signals are pro-
cessed. This suggests that the number of baselines needed for achievement of low
levels of residue with such a processing strategy will increase with signal complex-
ity. Nevertheless, the combination of the Optimal Baseline and the Optimal Stretch
techniques will always require a smaller database than if the former is used alone.
This was also conﬁrmed by work in [52].
The signal processing strategy consisting of the combination of the Optimal Stretch
and the Optimal Baseline techniques will be used in the sections below.
4.4.6 Response to simulated defects
The response of the large and small plate systems to simulated defects was evaluated.
As mentioned in section 4.4.1, the simulated defect consisted of a brass cylinder
with 5 mm diameter and 6 mm length attached to the surface of the plates with a
couplant. The reﬂection ratio from this ”defect” was estimated to be of the order
of -24dB, though it was strongly dependent on the coupling, making quantitative
comparisons between the results in the two plates invalid. The reﬂection ratio was
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Figure 4.14: Amplitude of the subtracted signal relative to ﬁrst arrival for: (a) a 2oC
diﬀerence between current signal (26.5oC) and reference (24.5oC) after Optimal Stretch for
small plate; (b) a 1oC diﬀerence between current signal (26.5oC) and reference (25.5oC)
after Optimal Stretch for small plate.
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deﬁned as the ratio of the amplitude of the reﬂection from the ”defect” to the
amplitude of the incident signal. This was measured by focusing a laser vibrometer
at a point in-line between the transmitter and the ”defect” at a position where
the two signals could be separated in time. The amplitudes were corrected for
propagation distances to correspond to the values at the ”defect” location before
computing the ratio.
A signal was taken at 26.5oC on the two plates, with and without the ”defect”,
and compared to a baseline 0.5oC below this temperature, the ”with defect” signals
being taken the day after the baselines. The levels of the residual signal obtained
by processing the signals acquired from the ”undamaged” plate were compared to
levels obtained from signals acquired with presence of the ”defect”.
Figure 4.15(a) shows the time-trace obtained on the large plate with the ”defect”
and the residual signal left after processing and subtraction. In Figure 4.15(b)
the amplitude levels can be more easily identiﬁed and a ﬁrst excursion above the
”undamaged” residual values was seen at the time corresponding to the ﬁrst arrival
of a reﬂection from the ”defect”. This signal is 4dB above the level of residual
signal for the plate with no ”defect”, suggesting a reﬂection from the defect of less
than -35dB. This is much lower than the reﬂection ratio measured above due to the
distance of the transducers from the defect. This illustrates that the detectability of
a given defect is strongly dependent on the position relative to the transducers. The
later parts of the signal are clearly disturbed and residual levels above -29dB are
found. This is caused by shadowing eﬀects created by the presence of the ”defect”
which cause increases and decreases of amplitude in subsequent reﬂections from the
edges of the plate.
Figure 4.16(a) shows the signal obtained from the small plate at 26.5oC with the
presence of a ”defect” and the residual signal left after Optimal Stretch of the
baseline and subtraction. Figure 4.16(b) shows a ﬁrst excursion 7dB above the level
for the ”undamaged” plate. The presence of a defect in the small plate was relatively
easy to detect compared to the large plate case. This is because the reduction of
scale means the ”defect” was closer to the transducers. However, as explained above,
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Figure 4.15: (a) Signal taken at 26.5oC on large plate with simulated defect and the signal
obtained when subtracted from stretched reference (26oC); (b) Amplitude of the subtracted
signal relative to amplitude of the ﬁrst arrival in Figure 4.15(a).
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probable diﬀerences in the coupling of the simulated defects in the plates mean that
precise quantitative comparisons should not be made. In Figure 4.16(b) it can again
be seen that the ”defect” produces large changes in the later parts of the signal due
to the shadowing eﬀects discussed earlier.
4.5 Inﬂuence of mode purity on temperature com-
pensation strategy
To evaluate the inﬂuence of mode purity on the signal processing strategy described
in section 4.4.5, signals were simulated analytically with the 퐴0/푆0 mode ratios
which were obtained experimentally. The temperature variation was simulated by
varying the dimensions of the plate and by changing the density, shear and longi-
tudinal velocities of aluminium. These properties were obtained from data on the
variation of elastic constants with temperature for monocrystalline aluminium found
in [84]; this data was averaged according to [85] to give results for polycrystalline
aluminium with crystals with cubic symmetry. This procedure was validated in [86]
and used in [87] giving good results. The property values derived from this pro-
cedure were used as input data to obtain frequency versus wavenumber curves at
diﬀerent temperatures from the software DISPERSE [2]. These curves were then
used to simulate signals analytically as discussed, for example, in [30].
This 2D simulation was based on a 5 mm thick, 0.6 m long, aluminium plate shown
in Figure 4.17. The excitation was a 5-cycle Hanning windowed toneburst centred
in turn at each of the frequencies used experimentally. Propagation of the A0 and
S0 modes in this plate at 20oC and 30oC was simulated. The signal was generated
at edge 1 and then reﬂected backwards and forwards through the plate, being mon-
itored at point A. In this case there is no mode conversion as the plate is mid-plane
symmetric. For each reﬂection from the edges, the signal was phase shifted by 90o
in the A0 mode case, while in the S0 mode case a 180o phase shift was applied [88].
The time-traces obtained for the A0 mode and the S0 mode were considered sep-
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Figure 4.16: (a) Signal taken at 26.5oC on small plate with simulated defect and the
signal obtained when subtracted from stretched reference (26oC); (b) Amplitude of the
subtracted signal relative to amplitude of the ﬁrst arrival in Figure 4.16(a).
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L = 0.6m+α.∆T
3L/4+α.∆T L/4+α.∆T
0.005m+α.∆Tedge 1 edge 2A
Figure 4.17: Schematic diagram of geometry used for analytical simulation of signals
with 퐴0/푆0 mode ratios similar to those obtained experimentally. As in section 4.2, 훼 is
the coeﬃcient of thermal expansion and 훿푇 is the change in temperature (in this case a
10oC increase).
arately and were also added together to give signals with the 퐴0/푆0 mode ratios
obtained in FE modelling of the transducers used in experiments. Section 3.3.1 de-
scribed an FE model used to evaluate the mode purity of the two transducers used
experimentally when they were operated in pulse-echo or pitch-catch mode. This
model showed that when the simple piezoelectric disc was excited at 150kHz on a
5 mm-thick aluminium plate a S0/A0 mode voltage ratio of 17dB was obtained,
whereas if it is excited at 200kHz it would give a ratio of 8dB for the same setup.
The same model used in section 3.3.1 was used to model the A0 mode transducer
described in chapter 3, and a A0/S0 mode voltage ratio of 73dB was found for a 6
mm-transducer on a 5 mm-thick aluminium plate.
The time-traces in the pure mode and in the mixed mode states were processed
with the Optimal Stretch method to compensate for the 10oC diﬀerence between
what was considered the reference signal (at 20oC) and the current signal (at 30oC).
Figure 4.18(a) shows the time-trace resulting from the simulation of the propagation
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of a 5-cycle Hanning windowed toneburst centred at 200 kHz, with a S0/A0 mode
ratio of 8dB, in the geometry shown in Figure 4.17. There is a clear A0 mode wave
packet at around 0.25 ms, indicated by the second dark arrow from the left, which
is roughly 2.5 times smaller than the amplitude of the S0 mode. The other A0 mode
wave packets overlap with wave packets of the S0 mode as would happen with signals
obtained experimentally. Figure 4.18(a) also shows the signal resulting from the
subtraction between the reference signal and the current signal after Optimal Stretch
temperature compensation. Figure 4.18(b) shows the amplitude of the subtracted
signal relative to the ﬁrst arrival in Figure 4.18(a). For comparison, the amplitude
of the residual signal relative to the ﬁrst arrival, when the same procedure is applied
to the signal obtained with pure S0 is also shown.
Figure 4.18(b) shows that the amplitude of the residual signal is increased in the
regions where an A0 mode wave packet is present. This eﬀect is most severe in later
parts of the signal, reaching 15dB at 1.7 ms, where the propagation distance for the
S0 mode is about 9 metres. For an S0 mode propagation distance of 5m, which is
reached at around 1ms, the increase in amplitude levels in the residual signal was
of the order of 10dB.
The increased residual at the arrival time of A0 reﬂections indicates that the Opti-
mal Stretch required for the A0 mode is diﬀerent to that required for the S0 mode.
Figure 4.19 shows the variation of the rms value of the residual signal in the pure
mode and mixed mode cases as a function of the percentage reduction of the fre-
quency step size, Δ푓 , in the spectrum, or the percentage stretch of the current
signal. The minimum point in these curves corresponds to the Optimal Stretch.
It is clear that the Optimal Stretch for pure A0 and pure S0 is diﬀerent and that,
as would be expected, the Optimal Stretch for an 푆0/퐴0 ratio of 8dB is close to
that for a pure S0 mode. However, the minimum value of the rms of the subtracted
signal for the mixed mode case is slightly higher than for the pure S0 mode case;
this is due to the localised increases in amplitude at times where the A0 mode wave
packets were present.
The diﬀerence in the amount of stretch needed to achieve the minimum rms value of
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Figure 4.18: (a) Simulated reference signal at 20oC and subtracted signal after Optimal
Stretch of simulated current signal at 30oC, on structure shown in Figure 4.17, with a 8dB
A0/S0 mode ratio; (b) Amplitude subtracted signal relative to amplitude ﬁrst arrival for
pure S0 at 200kHz and for signal with a 8dB 퐴0/푆0 mode ratio.
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Figure 4.19: Variation of position of minima in the rms value of the signal obtained from
the subtraction between simulated reference signal at 20oC and simulated current signal at
30oC for pure A0 at 200kHz, pure S0 at 200kHz and a 8dB 푆0/퐴0 mode ratio.
the subtracted signal for the A0 and the S0 modes during Optimal Stretch is a conse-
quence of the eﬀects described by Equation 4.6, which shows that 훿푡 is proportional
to 푣−1푝ℎ and 훾. The large diﬀerences in phase velocity (푣푝ℎ) in the frequency-thickness
product region used in this work are the dominant cause of the diﬀerences in stretch
values between modes; the fractional change in phase velocity with temperature (훾)
is also mode dependent but has less inﬂuence on the results presented here. The
diﬀerence between the modes is ampliﬁed if the temperature diﬀerence between the
signals being compared is large, since 훿푡 is directly proportional to 훿푇 . This means
that the residual caused by diﬀerences in stretch values for mixed-mode signals
will increase with the temperature diﬀerence between the reference and the current
signals.
To evaluate experimentally the inﬂuence of mode purity on the temperature com-
pensation techniques presented earlier, pairs of the two transducer types described
in chapter 3 were attached in turn to the 1 m-square plate, at the positions shown
in Figure 4.7. The low-frequency A0 mode transducer was excited with a 5-cycle
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toneburst centred at 35 kHz and this gave a A0/S0 mode ratio of 73dB in pitch-
catch. The piezoelectric disc was excited with a 5-cycle toneburst centred at 150
kHz and 200 kHz, giving 17dB and 8dB S0/A0 mode ratios, respectively.
Figure 4.20(a) shows the results obtained using Optimal Stretch with a temperature
diﬀerence of 0.5oC between the reference and the current signal taken from the
system operating with the piezoelectric disc transducer at 150 kHz. The amplitude
levels in the subtracted signal after Optimal Stretch achieved values close to the
target levels (-38dB relative to the ﬁrst arrival). Figure 4.20(b) shows the results
with the same temperature diﬀerence between reference and current signal, for the
same system at 200 kHz. In this case the worst case amplitude level resulting from
the subtraction of the two signals after Optimal Stretch is -36dB.
Figure 4.21 shows the corresponding results with a temperature diﬀerence of 2oC
between the reference signal and the current signal. The increase in the temperature
gap between the two signals leads to an increase in residual levels to -35dB at 150
kHz and -30dB at 200 kHz. The results in Figures 4.20 and 4.21 are shown up to a
time corresponding to a propagation of around 5m of the S0 mode.
When the signals obtained with the low-frequency A0 mode transducer pair were
processed with 0.5oC and a 2oC temperature gaps between baseline and current
signals, the worst residual signal level obtained after subtraction was -40dB and
-39dB, respectively. This was expected since it was shown previously (Figure 4.12)
that in this case a temperature gap of 5oC can be satisfactorily compensated for
using Optimal Stretch.
The results in Figures 4.20 and 4.21 show that if the temperature diﬀerence be-
tween the baseline and the current signals is small, good levels of residual signal
are obtained after subtraction by using the signal processing strategy described in
section 4.4.5. However, if the temperature diﬀerence increases, the diﬀerence in the
stretch factor required for the two modes becomes signiﬁcant and the degree of mode
purity becomes an important factor in the quality of the result obtained.
It is important to stress that mode purity is not the only factor in the diﬀerence
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Figure 4.20: Amplitude level in the residual signal relative to the ﬁrst arrival, obtained
after temperature compensation of a temperature gap of 0.5oC between a reference and a
current signal taken with: (a) 17dB A0/S0 mode ratio (150kHz); (b) 8dB S0/A0 mode
ratio (200kHz). Structure: large plate.
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Figure 4.21: Amplitude level in the residual signal relative to the ﬁrst arrival, obtained
after temperature compensation of a temperature gap of 2oC between a reference and a
current signal taken with: a) 17dB A0/S0 mode ratio (150kHz); b) 8dB S0/A0 mode ratio
(200kHz). Structure: large plate.
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between the residual of Figures 4.21(a) and 4.21(b). Equation 4.8 shows that the
residual is proportional to the number of wavelengths propagated. A 5m propagation
distance is equivalent to 138 S0 mode wavelengths at 150 kHz and 185 wavelengths
at 200 kHz. Therefore, a diﬀerence of 2.5dB in the residuals at the two frequencies
due to this eﬀect would be expected. This suggests that the increase of 5dB between
Figure 4.21(a) and 4.21(b) is half due to the eﬀects of mode purity and half due to
the increase in number of wavelengths propagated.
4.6 Inspection of a real structure
4.6.1 Airframe panel
As an example of inspection of a real structure, a section of an airframe panel was
used as shown in Figure 4.22. The main structural features in this were steps in
thickness (from 2 mm to 1 mm) and bonded stiﬀeners, as well as the edges. This
panel was instrumented with 3 low-frequency A0 mode transducers as shown in Fig-
ure 4.23; in the results shown in this section transducer 3 was used as an emitter
and transducers 2 and 1 as receivers. The system was placed in a room with no tem-
perature control where temperature variations of up to 4-5oC were common. The
acquisition system consisted essentially of the same equipment used for previous
experiments, the only diﬀerence being the use of a multiplexer to switch between
receiving channels. Signals were acquired every 2 hours over 3 weeks and this sup-
plied a set of baselines in which temperature gaps between signals never exceeded
0.3oC.
It is known that large temperature gradients within the structure can limit the ap-
plicability of this temperature compensation strategy since this would invalidate the
baselines collected previously. In this speciﬁc test, only small temperature gradi-
ents, below 1oC, were encountered; results which will be given in chapter 5 suggest
however that temperature gradients of up to 2oC in large metallic structures can be
accommodated by the compensation strategy.
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Figure 4.22: Picture of airframe panel used for inspection of a real structure-like speci-
men.
The features in the propagation path between the emitter (transducer 3) and the ﬁrst
receiver were a 50% reduction in thickness, from 2 mm to 1 mm, and a stiﬀener, while
an additional two stiﬀeners and an increase in thickness back to that at the emitter
were present in between the two receivers (transducers 1 and 2). The distance from
the emitter to point A in Figure 4.23 and back to each of the receivers was considered
the propagation distance needed to ensure complete coverage. This distance was 1.58
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Figure 4.23: Schematic of airframe panel used for inspection of a real structure-like
specimen.
m for receiver 2 and 1.28 m for receiver 1.
The signals obtained on this structure were processed with the Optimal Baseline
Subtraction method alone and with the combined Optimal Baseline Subtraction
and the Optimal Stretch techniques. Figure 4.24(a) shows the time-trace obtained
at receiver 2 (see Figure 4.23). Signals are shown up to a time equivalent to a
propagation distance of 3 meters for the A0 mode at 35 kHz. In Figure 4.24(a), the
residual signal obtained after direct subtraction of the optimal baseline, which was a
signal taken at the same temperature in the previous week, is also shown. The level
of the residual signal relative to the amplitude of the ﬁrst arrival in Figure 4.24(a)
is shown in Figure 4.24(b). It can be seen that a residual level of -39dB is achieved
up to times considerably above that needed for full coverage of the structure.
Figure 4.25(a) shows the signal received at receiver 1 on the airframe panel and the
subtracted signal obtained after direct subtraction from the optimal baseline which
was also taken at the same temperature in the previous week. Figure 4.25(b) shows
that in this case residual signal amplitude levels of -38dB relative to the ﬁrst arrival
in Figure 4.25(a) are also obtained up to the time necessary for full coverage of the
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Figure 4.24: (a) Signal taken at 19.8oC at receiver 2 on airframe panel and the resid-
ual signal obtained when subtracted from optimal baseline (19.8oC); (b) Amplitude of the
subtracted signal relative to amplitude of the ﬁrst arrival in Figure 4.24(a).
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panel.
Figures 4.26(a) and 4.26(b) show the result of processing signals obtained at re-
ceivers 2 and 1, respectively, when the signal processing strategy, consisting of the
combination of the Optimal Baseline Subtraction method and the Optimal Stretch
method, was applied to signals obtained from the structure at 21.4oC and 21.9oC,
giving a diﬀerence of 0.5oC. Residual amplitude levels of -38dB are achieved up to
times signiﬁcantly above the time which is necessary for full coverage in both cases.
These results show that this temperature compensation strategy is eﬃcient in deliv-
ering residual levels as low as those found when the Optimal Baseline Subtraction
technique is used alone, even though a smaller number of baselines in the database
was used. If a 1oC temperature gap between baseline and current signal was used,
the maximum amplitude level in the residual signal up to the time equivalent to
full coverage increased to around -34dB relative to the ﬁrst arrival. Therefore, in
this case the complexity of the signals means that baselines must be acquired with
a maximum temperature gap of around 0.5oC.
4.6.2 Defect detection in airframe panel
Defects in the form of holes of increasing diameter (1, 2.5, 3.5 and 5 mm) were
introduced at the position indicated in Figure 4.23. The set of baselines of the
undamaged structure considered in this section was acquired over two days at in-
tervals of 20 minutes and again no temperature gap larger than 0.3oC was found in
between baselines. With an interval of a day from the baseline capture, signals of
the undamaged structure were taken and the ﬁrst hole was drilled. Twenty signals
were taken for each hole size with an interval of an hour to ensure that signals were
taken over the widest temperature range possible. The temperature variations in
this environment reached 3-4oC with gradients of around 1oC.
The objective of this experiment was to verify if the defect would be detectable with
the database temperature gap of 0.5oC suggested in the previous section. Therefore
a single baseline, taken at 23.5oC, was chosen to process signals taken at around 24oC
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Figure 4.25: (a) Signal taken at 19.8oC at receiver 1 on airframe panel and the resid-
ual signal obtained when subtracted from optimal baseline (19.8oC); (b) Amplitude of the
subtracted signal relative to amplitude of the ﬁrst arrival in Figure 4.25(a).
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Figure 4.26: Amplitude level in the residual signal relative to the ﬁrst arrival, obtained
after temperature compensation of a temperature gap of 0.5oC between a reference and a
current signal taken at: (a) receiver 2; (b) receiver 1.
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for each state of the structure (undamaged and for each hole size). The emitter in
this experiment was transducer 1 and the receivers were transducers 2 and 3 in
Figure 4.23.
Figure 4.27(a) shows the baseline taken at 23.5oC from transducer pair 1-3, which
was used for processing all signals, and the subtracted signal obtained after process-
ing a current signal recorded at 24.1oC on the undamaged structure. The amplitude
of the subtracted signal in Figure 4.27(a) is presented again in Figure 4.27(c), rela-
tive to the amplitude of the ﬁrst arrival and as in the results shown in the previous
section, the residual levels are close to -40dB. Figure 4.27(b) shows the subtracted
signal obtained when the same baseline was used for processing a current signal
recorded when a 5 mm hole was present in the structure, and an increase in am-
plitude values can be seen at the position where the arrival of the ﬁrst reﬂection
from the defect is expected. This can be more clearly seen on the dB scale of Fig-
ure 4.27(c) where a clear excursion above the worst amplitude in the undamaged
structure subtracted signal can be seen at the expected position. Shadowing eﬀects
such as those described in section 4.4.6 cause substantial increases in residual levels
at parts of the subtracted signals beyond the reﬂection from the defect. These eﬀects
are signiﬁcant for this transducer pair and make identiﬁcation of a single ﬁrst re-
ﬂection from the defect impossible. The explanation for such severity of shadowing
eﬀects for this combination of sensors is the location of the receiver; it is positioned
3 cm away from a strong reﬂector (the edge of the plate) and on a thin section of
plate with 2 mm thickness, where energy is bound to be trapped causing signiﬁcant
reverberation and strong interference of reﬂections which can be easily disrupted.
Figure 4.27(c) shows that an increase in amplitude is also seen at the expected posi-
tion when a 2.5 mm-diameter hole was present, and this amplitude is slightly lower,
as expected. A clear reﬂection from the 1 mm-diameter hole could not be seen in
Figure 4.27(c); however, the presence of this hole did cause signiﬁcant change to
later parts of the signal due to shadowing eﬀects.
Figure 4.28(a) shows the baseline recorded at 23.5oC and the subtracted signal for
the undamaged structure from transducer pair 1-2; again, as can be seen from the
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Figure 4.27: Baseline obtained from transducer pair 1-3, and subtracted signal obtained
after processing a current signal recorded at a temperature at least 0.5oC above the baseline
temperature for: (a) the undamaged structure; (b) structure with a 5 mm hole. (c) Ampli-
tude subtracted signal, relative maximum amplitude in signal up to a propagation distance
of 1.5m, for the undamaged structure and the structure with 1, 2.5 and 5 mm holes.
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curve for the undamaged structure in Figure 4.28(c), residual levels close to -40dB
were obtained. Figure 4.28(b) shows the same baseline and the subtracted signal
obtained when a 5 mm hole is present in the structure, large values of residual
amplitude being seen in later parts of the signal. Figure 4.28(c) shows that an
increase in amplitude at the expected position of the ﬁrst arrival from the defect
is detectable above the limit value of the worst residual level of the undamaged
structure. The 2.5 mm-diameter hole is also detectable above the limit value with
a signiﬁcantly lower amplitude than seen when the 5 mm-diameter hole is present.
The ﬁrst reﬂection from the 2.5 mm-hole is also more clearly seen than in the 5
mm-hole case since the larger hole size causes high values of residual in later parts
of the signal due to stronger shadowing eﬀects. Again, no clear reﬂection from the
1 mm-diameter hole could be seen in Figure 4.28(c) but increases in the amplitude
of residual can be seen at later parts of the signal due to shadowing eﬀects caused
by the presence of this hole.
Analysing results from individual transducer pairs is an unreliable way of inspecting
a structure since certain combinations will have better detectability than others, de-
pending on the position of the defect. The results shown in this section demonstrate
this eﬀect, the defect being more easily identiﬁed with transducer pair 1-2 than 1-3.
The ideal way to combine information from all possible transducer combinations is
to use imaging algorithms, which will be introduced in the next chapter. It was not
possible to apply these algorithms to the airframe panel described in this section be-
cause it is too small to be instrumented with a distributed sparse array which gives a
large variety of combinations and angles of inspection. The experiments performed
in this structure do however show the eﬃciency of the temperature compensation
strategy presented in this chapter and that defects can be detected with this method
in real complex structures.
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Figure 4.28: Baseline obtained from transducer pair 1-2, and subtracted signal obtained
after processing a current signal recorded at a temperature at least 0.5oC above the baseline
temperature for: (a) the undamaged structure; (b) structure with a 5 mm hole. (c) Ampli-
tude subtracted signal, relative maximum amplitude in signal up to a propagation distance
of 1.5m, for the undamaged structure and the structure with 1, 2.5 and 5 mm holes.
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4.7 Summary
When the Optimal Baseline Subtraction method is used alone as a temperature
compensation technique, a large number of baselines are needed since only small
temperature steps (typically 0.1oC) will ensure amplitude levels in the residual signal
which are low enough for good sensitivity (around -40dB relative to the ﬁrst arrival).
The success of the Optimal Stretch method is strongly dependent on mode purity
and structural complexity. However, if signal complexity is low and mode purity is
high, it is eﬀective in compensating for a large temperature gap between reference
and current signals (>5oC).
The Optimal Baseline Subtraction and the Optimal Stretch methods can be com-
bined to form a robust temperature compensation strategy. This reduces the number
of baselines necessary to ensure good sensitivity in comparison to that needed when
the Optimal Baseline Subtraction technique is used alone. The reduction in the
number of baselines in the database is limited by the maximum temperature gap
between baselines which can be compensated for by the Optimal Stretch without
loss of sensitivity; this is a function of mode purity, signal complexity and the max-
imum propagation distance to cover the whole structure expressed in wavelengths.
In some cases, especially when the signal complexity is high or when mode purity is
insuﬃcient, the temperature gap between baselines needed for good sensitivity can
drop to as low as 0.5oC, as was seen for the airframe structure inspected. In this
case, the signal processing strategy gave a residual of -38dB with a temperature gap
of 0.5oC, when high mode purity was used. If the temperature gap was increased to
1oC the residual amplitude was worsened, to -34dB.
When this signal processing strategy was used to process signals obtained from un-
damaged plates and from the same plates with simulated damage, a ﬁrst excursion
above the residual level for the undamaged structure was seen at the expected po-
sition of the ﬁrst reﬂection from the ”defect”. Large increases in later parts of the
residual signals were also seen, indicating good sensitivity to changes in the struc-
ture. Defects as small as 2.5 mm were detected in a complex airframe structure, thus
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validating the eﬃciency of the signal processing strategy described in this chapter
in inspecting a real structure.
It is important to note that other factors other than the ones described (signal com-
plexity, mode purity, wavelength of the mode of choice) can aﬀect the eﬃciency of
the signal processing strategy described and demonstrated in this chapter. Exam-
ples of these eﬀects are factors other than changes in temperature, such as loading of
the structure and changes in liquid or viscoelastic layers present on the surface of the
structure (such as a water layer or paint), which aﬀect the wave velocity in the same
way as temperature. If two or more of these are present, the size of the database
might become excessively large and complex. Another issue is large temperature
gradients within the structure, which are not supported by the technique. One way
of avoiding these eﬀects is to only inspect when the structure is unloaded and pro-
tected from direct sunlight exposure (such as an airplane in a hangar) or during
night time. For this, the guided wave SHM system could be integrated with other
sensors measuring stresses which could act as a trigger for inspection when certain
conditions are met. Large temperature gradients can be detected from the signals
gather by the guided wave SHM system itself as described in [55], and inspection
can be avoided when these are present.
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Chapter 5
Defect localization in a real
structure
5.1 Introduction
This chapter shows the results obtained when a sparse-array guided wave SHM
system was applied to a shipping container panel subjected to uncontrolled tem-
perature variations in a non-laboratory environment. Initially, the suitability of the
A0 and S0 modes for this particular structure was evaluated by studying transmis-
sion across the corrugations of the panel in ﬁnite element models. Experimentally,
baselines were acquired from the sparse array over several weeks and the stability
of the temperature compensation and baseline subtraction techniques presented in
Chapter 4 was assessed. Defects of diﬀerent diameter were machined in the struc-
ture and the detection capability of the system was veriﬁed. This was performed by
processing the data with imaging algorithms which allowed the information of all
possible transducer combinations to be combined, thus increasing the reliability of
defect detection in relation to simple analysis of individual subtracted signals. The
results shown in this chapter have been submitted for publication [70].
Many of the parameters of the experimental procedures adopted will be found in the
text of this chapter. Appendix B gives a more detailed description of the procedures.
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5.2 Structure and Mode propagation
5.2.1 Structure and transduction
The structure used in this work was the door of a shipping container, as shown in
Figure 5.1(a). This consisted of a corrugated 2 mm-thick steel sheet welded to a
box-beam frame made of 12.5 mm-thick steel. The panel was instrumented with two
permanently attached 9-sensor sparse arrays of identical geometry (Figures 5.1(a)
and 5.1(b)); the ﬁrst array was formed by the transducer generating high-purity A0
mode at 35 kHz, and the second by the transducers generating mostly S0 mode at
100 kHz, both of which were described in Chapter 3.
Figures 5.2(a) and 5.2(b) show signals obtained from the A0 and S0 mode sparse
arrays with amplitudes corrected for beam-spreading eﬀects, as in [79]; two pitch-
catch combinations were chosen for each sparse array since the signals obtained by
these transducer pairs involved crossing the corrugations at diﬀerent angles. Trans-
ducer pairs 6-5 and 15-14 had incidence angles on the corrugations of 0o, while pairs
6-2 and 15-11 had incidence angles of 32o. Figure 5.2(a) shows the signals obtained
from the A0 mode array for the two incidence angles, the amplitude of the ﬁrst
arrival between 6-5 being 7 times higher than for 6-2. In Figure 5.2(b), where the
signals for the S0 mode array transducers are shown, the diﬀerence in amplitude
of the ﬁrst arrivals between transducer pairs 15-14 and 15-11 is only 50%. These
results show that propagation within the structure is highly dependent on the mode
being used and the direction of propagation. These eﬀects were evaluated further
by ﬁnite element modelling as described below.
5.2.2 Modelling of mode propagation
The interaction of the A0 mode at 35 kHz (휆퐴0 = 35푚푚) and the S0 mode at 100 kHz
(휆푆0 = 50푚푚) with the structural feature present in the container panel was studied
by 3D ﬁnite element (FE) modelling. The objective of this study was to evaluate the
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Figure 5.1: (a) Container panel and transducer grid; circles indicate transducer locations;
(b) Schematic of container panel with dimensions; circles indicate position of transducers,
squares indicate position of defects.
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Figure 5.2: (a) Measured pitch-catch signals between transducer pairs 6-2 (32o incidence
angle on corrugation) and 6-5 (0o incidence angle); (b) Measured pitch-catch signals be-
tween transducer pairs 15-11 (32o incidence angle) and 15-14 (0o incidence angle).
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transmissibility of each mode by obtaining reﬂection and transmission coeﬃcients as
a function of the incidence angle of a wave front on the structural feature found in the
container panel. The corrugation of the steel plate, which repeated itself a number
of times along the width of the structure, had a cross-section with dimensions as
shown in Figure 5.3(a). A plate with a single corrugation, with dimensions as shown
in Figure 5.3(b) was modelled; to generate this model, 1.5 mm-long brick elements
with a 1 mm square section were used, so that 2 elements were present through the
thickness of the plate. These elements had all dimensions at least 10 times smaller
than the smallest wavelength in the model. To avoid unwanted reﬂections from the
edges of the plates an absorbing region was included in the plates and corrugation.
This was done by gradually increasing the values of damping of the elements in the
outer region of the plate, as discussed in [71]. By using such an absorbing region
the amplitude of reﬂections from edges was reduced by more than 50dB.
Point-source excitation was introduced at a point close to the absorbing region as
indicated in Figure 5.3(b). This meant that only a quarter of the circumferential
wave front generated was used to obtain the angular reﬂection and transmission
coeﬃcients since most of the circumferential wave front generated was lost in the
absorption region; however, this was enough to deﬁne the reﬂection and transmission
characteristic of the wave front interaction with the corrugation since it is symmetric.
Point source excitation of the A0 mode was performed by applying an out-of-plane
displacement to all the nodes through the thickness of the plate, in the form of a
3-cycle Hanning windowed toneburst at 45 kHz; the S0 mode was excited by using
the technique described in [89], where an in-plane point-like source is simulated
by applying radial forces to 8 nodes symmetrically placed on a circle of the same
diameter as the transducers used in the experimental setup; the input signal was a 3-
cycle Hanning windowed toneburst centred at 120 kHz. Lines of monitoring points
were included at the position showed in Figure 5.3(b), and the spacing between
monitoring nodes was two elements (3 mm). The line on the opposite side of the
corrugation was used to evaluate transmission coeﬃcients while the line on the
excitation side was used to calculate reﬂection coeﬃcients.
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Figure 5.3: (a) Detailed container feature; (b) Schematic of ﬁnite element model used for
obtaining angular reﬂection and transmission coeﬃcients, with dimensions of the plates
and absorbing region. Red line indicates initial elements of absorbing region.
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Data obtained from the FE model was processed to obtain the angular spectrum of
each mode; the aim of this signal processing technique is to decompose a circum-
ferential wave front, such as those generated by a point source, into a number of
plane wave fronts with diﬀerent angles. If one of the lines of monitoring points along
the x-axis shown in Figure 5.3(b) is considered as an array, the ﬁrst requirement
for calculating the angular spectrum for this array is that the amplitude values at
a given frequency of the spectra of received signals at each monitoring point of the
array should be selected, so giving a monochromatic ﬁeld 푓(푥), and processed inde-
pendently. It is important to compensate the amplitudes for beam-spreading before
processing, as demonstrated in Equation 4.9. The angular spectrum 퐹 (푘푥) is the
spatial Fourier transform of 푓(푥) [90], deﬁned as:
퐹 (푘푥) =
∫ ∞
−∞
푓(푥)푒−푗푘푥푥푑푥 (5.1)
where 푘푥 is the wave number component in the x-direction. If only the propagating
waves are considered, the wave number vector in the x-direction, 푘푥, is related to
푘푦, by [90]:
푘푦 =
√
푘2 − 푘2푥 (5.2)
where 푘 = 2휋
휆
is the wave number of the emitted wave at the frequency considered
for 푓(푥). The angle Θ between 푘푥 and 푘 can be obtained by trigonometry:
Θ = cos−1
(
푘푥
푘
)
(5.3)
and the incidence angle of the input signal on the corrugation will be 180o − Θ (in
degrees).
Performing the computation above for all values of frequency in the bandwidth of
the input signal leads to the frequency-dependent angular spectrum plot. It is clear
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from Equations 5.2 and 5.3 that for this method to perform correctly, a single mode
must be present, since only one value of 푘 can be included in the calculations. In the
FE modelling this was guaranteed in two ways: when the A0 mode was excited, the
out-of-plane displacement was monitored at the mid-thickness node, where such a
displacement is characteristic of this mode only (see Figure2.3); when the S0 mode
was excited the in-plane displacement in the y-direction at the mid-thickness node
was monitored, which could lead to measurement of S0 and converted SH0; however,
the distances chosen for the model allowed the separation in time of wave packets
related to the two modes, due to their diﬀerent group velocities.
A model with the same dimensions as Figure 5.3(b) but without the corrugation was
also run to obtain the frequency dependent angular distribution of the input signal.
The transmission and reﬂection coeﬃcients as a function of incidence angle were
then obtained by dividing the scattered angular spectrum by the angular spectrum
of the input signal over the frequency range of the input.
The transmission and reﬂection coeﬃcients for the A0 mode are shown in Fig-
ure 5.4(a) and 5.4(b) respectively. It is clear that very little signal is transmitted
in the 35 kHz frequency region at angles larger than 25o. High values of displace-
ment within the corrugation are seen in the snap-shot of the motion in the model
in 5.5, suggesting that energy was trapped there. Figure 5.6(a) and 5.6(b) show the
transmission and reﬂection coeﬃcients of the S0 mode around 100 kHz; here the
transmission coeﬃcient is much higher and relatively independent of angle. To vali-
date the models and the angular spectrum post-processing of the data, the reﬂection
(푅푐) and transmission (푇푐) coeﬃcients of Figure 5.4 or 5.6 were added to verify en-
ergy conservation of the scattered ﬁeld; the resulting frequency vs. incidence angle
plot indicated that total energy (푅푐 + 푇푐 = 1) was obtained with an error smaller
than 10% for both the A0 and S0 modes, thus proving that the results are sound
and indicating that little mode conversion occurs.
The average transmission coeﬃcient for the A0 mode over the bandwidth of the
experimental input signal at 0o incidence angle calculated from the FE results shown
in Figure 5.4(a) is 0.74 whereas this drops to 0.11 at 32o incidence angle. For the S0
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Figure 5.4: (a) Predicted transmission coeﬃcient as a function of the angle of incidence
of the A0 mode on container feature; (b) Predicted reﬂection coeﬃcient as a function of
the angle of incidence of the A0 mode on container feature.
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Figure 5.5: Snap-shot of ﬁnite element simulation result used for obtaining angular
reﬂection and transmission coeﬃcients for the A0 mode, showing resonance in the feature.
mode, the average transmission coeﬃcient at 0o incidence angle is 0.62, reducing to
0.45 at 32o. The more uniform transmissibility of the S0 mode means it is the better
mode to use for the inspection of this particular structure so only results obtained
with the S0 mode sparse array are presented in the following sections.
5.3 SHM experiments
5.3.1 Experimental Procedure
The container panel was placed in the goods inwards area of the building close
to a large roller door and was subjected to uncontrolled temperature swings. The
temperature was monitored at each transducer by type-K thermocouples measuring
relative temperature variations to a precision of 0.1oC; during the 9 week period in
which the experiment was performed, ambient temperature diﬀerences of 8oC were
measured. Temperature gradients of up to 2oC between sensors were commonly
seen; at night, when the temperature of the storage room was relatively constant
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Figure 5.6: (a) Predicted transmission coeﬃcient as a function of the angle of incidence
of the S0 mode on container feature; (b) Predicted reﬂection coeﬃcient as a function of
the angle of incidence of the S0 mode on container feature.
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due to the large access door to the storage room being closed, gradients were smaller
than 0.2oC. This suggests that the gradients of around 2oC seen at other times are
genuine, and not solely due to thermocouple calibration errors.
A PC was used to upload input signals to an arbitrary function generator (Agilent
33220) which was connected through an ampliﬁer (Krohn-Hite 7602) to a custom
built multiplexer. Received signals were pre-ampliﬁed (Krohn-Hite 3988) before
returning to the multiplexer. A Labview routine was used to control the emitter-
receiver channel selection of the multiplexer, and to save the signals displayed on an
oscilloscope (LeCroy 9310A) set to 100 averages.
Only pitch-catch measurements were performed with the transducers of the S0
mode array shown in Figures 5.1(a) and 5.1(b); because of the symmetry of the
transmitter-receiver matrix, only half of the combinations were acquired, leading to
36 measurements for each test. The total time necessary for collection of all signals
was around 15 minutes. One set of baselines was acquired for all transmit-receive
combinations; this was done over 3 weeks at 2-hour intervals and this procedure
guaranteed a comprehensive database, with no temperature gaps larger than 0.3oC
in between baselines. One week later, a set of 10 signals from the undamaged struc-
ture was taken, before a defect in the form of a drilled hole was introduced to the
panel at point ”A” in Figure 5.1(b). The initial diameter of the hole was 1 mm;
this was later increased to 2.5, 5 and 10 mm. For each hole drilled 10 signals were
acquired for all transmitter-receiver combinations, over a period of one day. After
these measurements were performed, the system was left idle for 4 weeks; in the
ﬁfth week the same drilling procedure was applied to point ”B” in Figure 5.1(b), 10
signals again being acquired over a period of one day for each hole size.
5.3.2 Results of direct analysis of subtracted signal
The 10 ”current” signals recorded for each transmitter-receiver combination in the
sparse array for each condition of the structure (undamaged and for each dam-
aged state) were processed with the temperature compensation strategy described
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in Chapter 4, leading to 10 subtracted signals. These were averaged to produce a
ﬁnal subtracted signal which was then compensated for beam spreading, following
Equation 4.9.
Figure 5.7(a) shows the averaged subtracted signal obtained for transducer pair 16-
13 when a 10 mm-diameter hole was introduced at position ”A” (see Figure 5.1(b));
for comparison, the Optimal Baseline for one of the processed current signals is
also shown. The expected arrival time of the ﬁrst reﬂection from the defect is
marked in Figure 5.7(a) at 0.57 ms; the distance of the propagation path between
the transmitter-defect-receiver is 3.1m (”unfolded” distance, i.e. propagation length
equivalent to ﬂat plate, allowing for travel up and over the corrugations) and the
group velocity of the S0 mode at 100 kHz is 5450 m/s. A clearer representation of
the subtracted signal is obtained by using a dB scale, where the amplitude of the
subtracted signal is related to the amplitude of the ﬁrst arrival of the current signal.
As mentioned in Chapter 4, reﬂections from defects of interest in large area SHM
are expected to be of the order of -30dB or lower, so the target level of amplitude
in the subtracted signal in such a plot is -40dB or lower. Figure 5.7(b) shows that
this is comfortably achieved, the maximum amplitude obtained in the subtracted
signal of the undamaged structure being -52dB. No signals above the -52dB level
seen in the undamaged case were obtained when holes with diameters smaller than
10 mm (roughly 20% of the wavelength) were present in the structure, and these
results will therefore not be shown. When the 10 mm-diameter hole was present
at ”A” a small ﬁrst excursion above the highest amplitude level in the undamaged
case is seen slightly before 0.57 ms, and large amplitudes are present in later parts
of the signal; this is due to shadowing eﬀects caused by the presence of the defect,
which means that reﬂections from structural features in more distant regions of the
panel will have their amplitudes modiﬁed in relation to the baseline signal, leading
to large residuals in the subtraction.
Figure 5.8(a) shows the subtracted signal from transducer pair 13-10 obtained for
the undamaged structure and when a 10 mm-diameter hole is present at position
”A”. Again, the residual signal level for the undamaged structure is better than the
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Figure 5.7: (a) Baseline and subtracted signal resulting from averaging of 10 processed
signals for transducer pair 16-13, for the structure with a 10mm-diameter hole at position
”A” in Figure 5.1(b); (b) Amplitude of the subtracted signal relative to the amplitude of
the ﬁrst arrival for the undamaged structure and the structure with a 10mm-diameter hole
at position ”A” in Figure 5.1(b).
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target levels, at -55dB up to 4 m propagation distance. When a 10 mm-diameter
hole is present at ”A”, a small ﬁrst excursion is seen at the expected position of 0.52
ms. Since the transmitter-defect-receiver distance is 2.85 m, and shadowing eﬀects
cause larger amplitude levels in later parts of the signal. Detection of reﬂections
from smaller holes was also not possible with this transducer pair.
The subtracted signal obtained from transducer pair 13-10 when a 10 mm-diameter
hole was present at position ”A” is shown again in Figure 5.8(b); the comparison
in this ﬁgure is with the subtracted signals obtained when additional 5 mm- and
10 mm-diameter holes were present at position ”B” for the same transducer pair.
Since the same set of baselines was used to process all the signals, the subtracted
signals obtained when holes were present at position ”B” also contained information
on the presence of the previously introduced 10 mm-diameter hole at ”A”; however,
changes in the signals due to the presence of the hole at ”A”, either in the form of
a direct reﬂection or shadowing eﬀects, were expected at later times than required
for coverage of the entire right-hand side of the panel, which is the area which the
S0 mode sparse array was designed to cover, and where hole ”B” was located. The
propagation path transmitter 13 - defect ”B”- receiver 10 is 2.12 m, and the expected
arrival time of a reﬂection from defect ”B” would be 0.38 ms. Figure 5.8(b) shows
that a clear increase in amplitude is seen at 0.38 ms due to 5 mm- and 10 mm-
diameter holes. Figure 5.8(b) shows that although the excursion in the 5 mm hole
case does not exceed the maximum residual in the undamaged signal over the whole
4 m propagation range, it is clearly detectable if a shorter range is considered, e.g.
up to 0.5 ms propagation time (2.7 m).
Figure 5.9(a) shows the results for transducer pair 15-14 which has a transmitter-
defect ”B”-receiver propagation path of 1.14 m; reﬂections from holes at ”B” are
therefore expected at 0.21 ms. Again, in this case the reﬂection from the 5 mm-
diameter hole at ”B” is not signiﬁcantly above the highest residual level for the case
when the 10 mm-hole was present at ”A”, making its detection by this transducer
pair unreliable. A clear reﬂection from the 10 mm-diameter hole at ”B” is seen
however, proving that this defect would again be detectable. Figure 5.9(b) shows
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Figure 5.8: Amplitude of subtracted signal relative to the amplitude of the ﬁrst arrival
for transducer pair 13-10 when: (a) a 10 mm-diameter hole is present at ”A”; (b) a 10
mm-diameter hole is present at ”A” and a 5 mm- or 10 mm-diameter hole is present at
”B”.
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the results for transducer pair 18-10; here the propagation path from the transducer
pair to defect ”B” is 2.2 m, and reﬂections from this position are expected at 0.4
ms. In this case, the 5 mm-diameter hole at ”B” can be clearly seen above the
highest residual level obtained in the case where a 10 mm-diameter hole was present
at ”A”, and an increase in amplitude at this point is seen when the hole diameter
at ”B” is increased to 10 mm. The explanation for such a diﬀerence in detectability
between transducer pairs 13-10 (Figure 5.8(b)) and 18-10 (Figure 5.9(b)) is that
although the path of the reﬂection from the defect to the receiver is the same and
is therefore subject to the same drop in amplitude when crossing corrugations, the
amplitude of the incident signal is much greater when transducer 18 is used as a
transmitter. As can be seen in Figure 5.1(b), the signal emitted from transducer
18 does not interact with any structural features on its way to the defect, whereas
the signal arriving at the defect from transducer 13 has crossed 3 corrugations (see
Figure 5.1(b)), losing roughly 25-30% of its amplitude at each interaction with the
features (see Figure 5.6, the angle of incidence in this case being 15o).
5.4 Imaging Algorithms
Imaging algorithms are a useful way of combining the information obtained by the
many transducer pairs in a sparse array, so improving the reliability of the results
and providing defect location information. Two algorithms were evaluated in this
work, their description being given in the sections below.
5.4.1 Ellipse algorithm
By trigonometry, the time a signal takes to travel from the location of the transmit-
ter, (푥푖, 푦푖), to any point of the panel, (푥, 푦), and to the receiver, (푥푗, 푦푗), is [58,59]:
푡푖푗(푥, 푦) =
√
(푥푖 − 푥)2 + (푦푖 − 푦)2 +
√
(푥푗 − 푥)2 + (푦푗 − 푦)2
푉푔푟
(5.4)
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Figure 5.9: Amplitude of subtracted signal relative to the amplitude of the ﬁrst arrival
when a 10 mm-diameter hole is present at ”A” and when additional 5 mm- or 10 mm-
diameter hole are present at ”B”, for transducer pair: (a) 15-14; (b) 18-10.
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where 푉푔푟 is the group velocity of the mode of interest at the centre frequency of
the input signal. If 푆푖푗 is the envelope of the subtracted signal for transducer pair
푖푗, obtained after processing of a current signal with the temperature compensation
strategy described in Chapter 4, 푆푖푗(푡푖푗(푥, 푦)) is the amplitude of the subtracted
signal corresponding to a given point (푥, 푦) of the panel. By calculating this for
every point of the panel, a spatial map of the amplitude of the subtracted signal
is obtained. If a reﬂection is present in the subtracted signal, an ellipse with its
foci at the locations of the two transducers will be found; the ellipse is therefore a
representation of the most probable locations of the reﬂection in relation to trans-
ducer pair 푖푗. If the procedure above is repeated for a minimum of 3 transducer pair
combinations, triangulation is possible and the point at which the 3 ellipses intersect
gives the location of the defect. If repeated for all the transducer pair combinations
in the array, the ﬁnal amplitude map will be given by [59]:
퐼(푥, 푦) =
푁−1∑
푖=1
푁∑
푗=푖+1
푆푖푗(푡푖푗(푥, 푦)) (5.5)
where N is the number of sensors in the array.
In this work, the envelope of the signals was used and the amplitude of the signal
from a given transducer pair was related to the amplitude of the ﬁrst arrival between
the two transducers, on a dB scale. The images obtained for each transducer pair
were then added and the amplitude was averaged.
5.4.2 Hyperbola algorithm
The hyperbola algorithm considers combinations of one transmitter, 푛, and pairs
of receivers, 푖 and 푗. Therefore, the diﬀerence in time that a signal would take to
travel from the transmitter to a given point (푥, 푦) on the panel and on to each of
the locations of the receivers ((푥푖, 푦푖) and (푥푗, 푦푗)), would be [59]:
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Δ푡푖푗(푥, 푦) =
√
(푥푖 − 푥)2 + (푦푖 − 푦)2 −
√
(푥푗 − 푥)2 + (푦푗 − 푦)2
푉푔푟
(5.6)
In practise this time diﬀerence is calculated using the cross-correlation (푋푛푖,푛푗) be-
tween the two subtracted signals obtained after processing of the current signal
emitted by n and received by the two receivers i and j. If a reﬂector is present at the
point (푥푅, 푦푅) in the structure, its reﬂection will appear in the two subtracted signals
with diﬀerent time delays, and the cross-correlation function will give a maximum
value at Δ푡푖푗(푥푅, 푦푅). However, there are many combinations of points (푥, 푦) which
will give the same time delay Δ푡푖푗(푥푅, 푦푅). Therefore, if the value of 푋푛푖,푛푗 is plotted
for each point (푥, 푦) of the structure, at its corresponding time delay Δ푡푖푗(푥, 푦), a
spatial map will be produced and the shape of the areas with maximum correlation
will be a hyperbola with its foci on the two receivers. Again, when this is performed
for all the 푛푖푗 groups of sensors available, a full spatial intensity map (퐼(푥, 푦)) will
be obtained, and the point at which all the hyperbolae cross will be the location of
the defect. The intensity map is therefore given by [59]:
퐼(푥, 푦) =
푁∑
푛=1
푁−1∑
푖=1
푖 ∕=푛
푁∑
푗=푖+1
푗 ∕=푛
푆푖푗(푡푖푗(푥, 푦)) (5.7)
The intensity map 퐼(푥, 푦) given by Equation 5.7 was then averaged by the number
of combinations to give an averaged correlation map, and plotted on a dB scale.
The signals were limited by use of a cosine tapered window with a decay length of
0.1 ms, ending at 1 ms. The main advantage of the hyperbola algorithm is that
a larger number of combinations is used in comparison with the ellipse algorithm,
which makes identiﬁcation of the exact location of defects easier [59].
5.4.3 Results
To generate the images shown in this section, the origin of the coordinate system
shown in Figure 1b was used and all distances in the panel were corrected for the
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additional propagation path imposed by the corrugations, to give a ”stretched-out”
image. Figure 5.10(a) shows the image obtained when the ellipse algorithm was used
to image the whole container panel when no defect was present; the square on the
left-hand side of the panel indicates position ”A”, where holes were later drilled and
circles represent the position of the transducers. It can be seen that in the vicinity of
the S0 mode transducer array subtraction is very good, residual levels being of the
order of -60 dB. Residual signal levels on the left-hand side of the panel become worse
due to the inﬂuence of distance on subtraction, as described in Chapter 4. When a 10
mm-diameter hole is introduced at position ”A” of Figure 5.1(b), the image shown in
Figure 5.10(b) is obtained with the ellipse algorithm. Due to the position of the array
a limited range of angles of propagation to and from the defect is available. This
makes localization of the defect diﬃcult because the ellipses generated cross at very
shallow angles, making the precise crossing point diﬃcult to determine accurately.
However, the system is able to detect the change caused by the hole since an increase
of 7-8dB in the amplitude of the residual is seen over the left-hand side of the panel.
Some areas such as the bottom corner of the right-hand side of the panel, showed
an increase in levels of up to 3 dB. This is probably because this region is on some
of the ellipses showing high values on the left-hand side of the panel and since there
are no transducer paths spanning the corner, there is insuﬃcient coverage to reduce
the average amplitude to the levels seen within the array.
Since the 10 mm-diameter hole was already present at position ”A” when the second
hole was drilled at position ”B”, the level of residual on the right-hand side of the
panel in Figure 5.10(b) was the starting point for detection of the second hole.
Figure 5.11(a) shows the image obtained from the right-hand side of the panel when
a 5 mm-diameter hole is present at position ”B”. A clear increase in amplitude is
seen in the vicinity of the position of the defect, which is indicated by the square
in the ﬁgure. The shadowing eﬀects discussed earlier are responsible for raising the
amplitude values in areas behind the defect, outside the array. When the diameter
of the hole is increased to 10 mm, the image in Figure 5.11(b) is obtained; in this
case the defect is clearly seen, with an amplitude value which is higher than in all
other areas of the ﬁgure. The amplitude at the defect is 8dB higher than in the 5
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Figure 5.10: Image of the full ”stretched-out” container panel obtained by processing
signals of the S0 mode array with the ellipse algorithm: (a) for the undamaged structure;
(b) in the presence of a 10 mm-diameter hole at position ”A” in Figure 5.1(b). Dark
circles indicate the position of the S0 mode transducers; the dark square indicates position
of defect.
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mm-diameter hole case.
When the hyperbola algorithm is applied to signals obtained from the undamaged
right-hand side of the panel, the image seen in Figure 5.12 is obtained, and a max-
imum correlation of around 0.35 is seen in the middle of the area. Figure 5.13(a)
shows the image obtained with this algorithm when the 5 mm-diameter hole is
present; correlation values of around 0.5 are seen in the area near the defect, which
is represented by the square in the ﬁgure. When the hole diameter is increased to
10 mm, the algorithm locates the hole more precisely, as shown in Figure 5.13(b).
In this image correlation values of 0.7 are seen at the expected position and large
changes are seen in the area around the defect.
The ellipse algorithm gives a more exact localisation of the 5 mm-diameter hole, but
also produces high noise levels in areas surrounding the sparse array, especially close
to the borders of the structure and in the region beyond the defect. This is caused
by the shadowing eﬀects mentioned in section 5.3.2, and is of particular concern in
cases where the amplitude of the reﬂection from a defect is low; either the damage
will not be identiﬁed or these regions will also be ”called” as defective. As shown
in Figure 5.11(b), this problem is not so signiﬁcant when a large defect is present,
since the amplitude of its reﬂection is substantially higher than the residual signal
in the rest of the structure. The hyperbola algorithm does not locate the defect as
precisely (Figure 5.13(b)), but images obtained with this algorithm do not show high
levels of signal in areas remote from the defect (Figure 5.13(a)). The explanation
for this is that the hyperbola algorithm is based on the correlation between signals
recorded by two receivers which will be aﬀected diﬀerently by the shadowing caused
by the defect, leading to lower values of correlation. This suggests that the best
approach may be to combine the results of the two algorithms.
It should be stressed that the transducer pitch in the sparse array is intimately
related to the sensitivity of the system. The sensor spacing of the sparse array of
S0 mode transducers is suﬃcient to localise defects with 5 mm-diameter or above
within the array, and would have to be replicated in other areas of the structure to
ensure full coverage at this sensitivity; in the case of malicious break-in of shipping
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Figure 5.11: Image of right hand-side of ”stretched-out” container panel obtained by
processing signals of the S0 mode array with the ellipse algorithm: (a) in the presence
of a 5 mm-diameter hole at position ”B” in Figure 5.1(b); (b) in the presence of a 10
mm-diameter hole at position ”B” in Figure 5.1(b). Dark circles indicate the position of
the S0 mode transducers; the dark square indicates position of defect.
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Figure 5.12: Image of right hand-side of ”stretched-out” container panel obtained by
processing signals of the S0 mode array with the hyperbola algorithm for the undamaged
structure. Dark circles indicate the position of the S0 mode transducers; the dark square
indicates position of defect.
containers, the defects of concern might be substantially larger and a less dense
sparse array could probably be used. It is important to note that redundancy is
important for defect localisation, and even in the cases where large defects are of
concern it may be interesting to have more transducers than strictly necessary in
order to improve reliability.
5.5 Summary
A combination of the Optimal Baseline Subtraction and the Optimal Stretch meth-
ods was shown to be a robust means of compensating for temperature variations
in a real complex metallic structure in a non-laboratory environment subject to
temperature ﬂuctuations of up to 8oC and temperature gradients of 2oC within the
structure.
It was shown that the S0 mode propagated better across the corrugations in the
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Figure 5.13: Image of right hand-side of ”stretched-out” container panel obtained by
processing signals of the S0 mode array with the hyperbola algorithm: (a) in the presence
of a 5 mm-diameter hole at position ”B” in Figure 5.1(b); (b) in the presence of a 10
mm-diameter hole at position ”B” in Figure 5.1(b). Dark circles indicate the position of
the S0 mode transducers; the dark square indicates position of defect.
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structure over a range of angles than the A0 mode so this mode was more suitable
for sparse array guided wave SHM in this structure. It is thought that for each
structure of interest such a study will be needed since diﬀerent modes will have
better or worse propagation depending on the feature encoutered in that structure.
5 mm and 10 mm diameter holes were successfully detected and located within the
region covered by a 9 element array on a rectangular 0.76 x 1.22 m grid. Both ellipse
and hyperbola location schemes were used successfully and it was concluded that
combining the images resulting from use each method would be useful in practice.
A 10 mm hole could reliably be detected at a transmitter-defect-receiver distance
exceeding 2 m conﬁrming the practical applicability of guided wave systems of this
type.
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Chapter 6
Conclusions
6.1 Thesis review
In this thesis the use of guided wave SHM to monitor complex 2D structures was
investigated. Guided wave SHM takes advantage of the fact that low frequency
Lamb waves can propagate long distances, across many structural features. This
makes the technique comparable to acoustic emission SHM, although it shows several
advantages including an improved control over the Lamb wave modes propagating
in the structure, which leads to a more precise signal processing, the possibility of
repeating the inspection to verify results, the elimination of transient and incoherent
noise, and low energy consumption during operation.
Signals obtained with guided waves in a structure with high feature density are
complicated because of the large number of overlapping reﬂections, which are a
source of coherent noise that needs to be eliminated or reduced if defects are to be
detected. This makes signal processing a key requirement if a successful system is
to be developed. Review of work in literature shows that most authors rely on the
use of baselines: benchmark signals taken from the structure which are compared
or subtracted from signals taken during later inspections, with the objective of
detecting or monitoring the appearance or growth of defects. However, eﬀects such
as temperature, liquid loading and stress cause changes to the signals and signal
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processing methods are needed to compensate for these eﬀects. Baseline subtraction
methods also require excellent transducer stability, and mode purity is known to
reduce signal complexity, in this way helping to eliminate some of the coherent
noise even before signal processing is applied.
In this thesis the problem of guided wave SHM was tackled both on the trans-
duction and on the signal processing fronts. A transducer generating high mode
purity A0 was developed and a transducer generating substantially pure S0 mode
had its behaviour investigated. Both transducers were carefully evaluated in order
to ensure they had phase stability when faced with temperature variations. Two
temperature compensation techniques, the Optimal Baseline Subtraction and the
Optimal Stretch, were evaluated experimentally and the inﬂuence of signal com-
plexity and mode purity on these was established. This led to the proposal of a
compensation strategy which identiﬁes the advantages of each of the techniques to
be complementary; therefore the use of both in combination eliminates some of their
disadvantages.
The transducers described in Chapter 3 and the compensation strategy proposed in
Chapter 4 were tested in Chapter 5 on a large and complex metallic structure in
an uncontrolled environment as a demonstration system, and good detection and
localisation of 10 mm-diameter holes was obtained.
6.2 Main ﬁndings of this thesis
6.2.1 Transduction
A temperature-stable transducer generating the A0 mode at low frequencies with
high mode purity was developed. This was achieved by modifying the frequency-
response of a piezoelectric disc by means of a backing mass and a soft front layer. The
backing mass was eﬀective in reducing the through-thickness resonance of the piezo-
electric disc from 1MHz to around 100kHz. Since the frequency region of interest
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was much lower, from 20-40kHz, and since increasing the backing mass length be-
came ineﬀective in further lowering the resonance, a soft front layer was introduced.
This proved to be eﬀective in lowering the resonance frequency of the system to the
20kHz region or below, depending on its thickness. It also reduced signiﬁcantly the
transmission of in-plane force to the plate which occurs during resonance of the disc,
and therefore improved mode purity signiﬁcantly. Because the front layer has much
lower stiﬀness than the other components of the transducer, if the backing mass and
the PZT element are considered as a point-mass and the transducer is on a stiﬀ base
(e.g. a thick enough plate), the transducer-plate combination can be modelled as
a simple spring-mass system. The ﬁnal vertical dimensions of the transducer based
on a 2 mm-thick PZT element were a 6 mm-long backing mass and a 2 mm-thick
SiC foam interlayer.
The transducer diameter inﬂuences the amplitude transmitted to the plate, the mode
purity of signals generated in the plate, and the behaviour of the transducer-plate
combination as a spring-mass system, and a compromise between these eﬀects must
be found. Because the three eﬀects are controlled by the parameter D/휆퐴0 which
relates transducer diameter to A0 mode wavelength, the optimal diameter was found
to be a function of plate thickness, varying from 5 mm at plate thicknesses up to 5
mm, to 25 mm at plate thicknesses from 25 mm to 30 mm.
The temperature stability of the transducer was evaluated and it was found that
above resonance excitation gave excellent phase stability without signiﬁcant loss of
transmitted A0 mode amplitude or lowering of the A0/S0 mode ratio. Experimental
results showed that A0/S0 mode power ﬂow ratios over 40dB were obtained on 3 mm-
thick aluminium plates and FE results suggest values above 35dB can be obtained
on any plate thickness.
A 20 mm-diameter, 1 mm-thick piezoelectric disc was studied in order to generate
S0 mode. This transducer takes advantage of a lowering in transmission of the A0
mode in the frequency region close to where the diameter of the disc is equal to the
A0 mode wavelength. FE results showed that a S0/A0 mode voltage ratio of 17dB
could be obtained at 150kHz in pitch-catch on a 5 mm-thick aluminium plate, and
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experimental measurement showed that a S0/A0 mode power ﬂow ratio of 21dB
was obtained on a plate of the same thickness. If the same transducer is excited at
200kHz this ratio drops to 8dB. Experimental measurements of temperature stability
showed that this transducer shows only small phase shifts in the frequency region
from 120-240kHz, the only signiﬁcant changes in the FRF being amplitude shifts
which can easily be compensated for.
6.2.2 Signal processing and temperature compensation
The Optimal Baseline Subtraction method was evaluated experimentally, and it
was shown that if this method is used alone, a large database, with a temperature
gap close to 0.1oC in between baselines, is needed to obtain amplitude levels in
the subtracted signal close to -40dB relative to the ﬁrst arrival (which would allow
detection of 1% reﬂections). The Optimal Stretch method when used alone is highly
dependent on signal complexity and mode purity; on a simple structure with high
mode purity it can compensate for a 5oC temperature diﬀerence in between a baseline
and a current signal.
A temperature compensation strategy, consisting of the combination of the Optimal
Baseline Subtraction and the Optimal Stretch methods, is proposed. This reduces
the number of baselines necessary to ensure good sensitivity in comparison to that
needed when the Optimal Baseline Subtraction technique is used alone. The reduc-
tion in the number of baselines in the database is limited by the maximum temper-
ature gap between baselines which can be compensated for by the Optimal Stretch
without loss of sensitivity; this is a function of mode purity, signal complexity and
the maximum propagation distance required to cover the whole structure expressed
in wavelengths. In some cases, especially when the signal complexity is high or
when mode purity is insuﬃcient, the temperature gap between baselines needed for
good sensitivity can drop to as low as 0.5oC, as was seen for the airframe structure
inspected. In this case, the signal processing strategy gave a residual of -38dB with
a temperature gap of 0.5oC, when high mode purity was used. If the temperature
gap was increased to 1oC the residual amplitude was worsened, to -34dB.
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When this signal processing strategy was used to process signals obtained from un-
damaged plates and from the same plates with simulated damage, a ﬁrst excursion
above the residual level for the undamaged structure was seen at the expected po-
sition of the ﬁrst reﬂection from the ”defect”. Large increases in later parts of the
residual signals were also seen, indicating good sensitivity to changes in the struc-
ture. Defects as small as 2.5 mm were detected in a complex airframe structure, thus
validating the eﬃciency of the signal processing strategy described in this chapter
in inspecting a real structure.
6.2.3 Inspection of a real structure
A combination of the Optimal Baseline Subtraction and the Optimal Stretch meth-
ods was shown to be a robust means of compensating for temperature variations in
a real complex metallic structure, a container door made of 2 mm-thick corrugated
steel, in a non-laboratory environment subject to temperature ﬂuctuations of up to
8oC and temperature gradients of 2oC within the structure.
Finite elements models were used to obtain angular-dependent reﬂection and trans-
mission coeﬃcients for the A0 and S0 mode when propagating across the main
structural feature of the structure. It was shown that the S0 mode propagated bet-
ter across the corrugations in the structure over a range of angles than the A0 mode
so this mode was more suitable for sparse array guided wave SHM. 5 mm and 10
mm diameter holes were successfully detected and located within the region covered
by a 9 element array on a rectangular 0.76 x 1.22 m grid. Both ellipse and hyperbola
location schemes were used successfully and it was concluded that combining the
results of the two methods would be useful in practice. A 10 mm hole could reliably
be detected at a transmitter-defect- receiver distance exceeding 2 m conﬁrming the
practical applicability of guided wave systems of this type.
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6.3 Suggestions of future work
For a SHM system to be commercially viable, transducers will have to be very
reliable and robust and have excellent long-term stability. This is crucial in a system
such as the one proposed in this thesis since baselines will have to remain valid for
periods of years. Therefore, a considerable amount of work is needed on transducer
attachment techniques and shock and wear resistant casings for the transducers
proposed in Chapter 3. New transducers might have to be developed altogether.
Transducers attached to the structure would also need to be calibrated if defect
dimensions are to be adequately estimated.
To gain conﬁdence and to test the reliability and robustness of the temperature
compensation and imaging signal processing methods described in this thesis, it is
important to apply the technique to a wider variety of structures, possibly in real
operating conditions. It is important to investigate the possibility of monitoring
structures where temperature is not the only factor aﬀecting wave velocity, and
where it might be necessary to integrate the SHM system with measurements of
load (in most cases) or liquid level and viscosity (in the case of a storage tank),
to ensure the test is performed always under the same conditions. An algorithm
such as suggested in [55] would allow the system to avoid inspection when large
temperature gradients are present.
Further work would also involve an algorithm which incorporates the sparse-array de-
sign method proposed in [9] with ﬁnite element-obtained incidence angle-dependent
reﬂection coeﬃcients from the main structural feature of the structure to be mon-
itored. This algorithm would then calculate the optimal number and positioning
of sensors in a speciﬁc structure in order to detect a given defect. Each structure
would therefore need to have a speciﬁc sparse-array designed for its monitoring.
In mass produced structures where the same monitoring system design would be
repeated many times, it could be worth investing time in creating a database of
images obtained when a variety of common defects are present, which would be
aimed at helping with precise defect characterisation.
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The same techniques used in this thesis for monitoring of 2D complex structure
could be applied to monitoring of pipes with permanently installed transducer rings,
especially in regions of the pipe which have a high reﬂector density such as T-joints,
welded supports, etc.
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Appendix A
Material properties of
piezoelectric ceramic Pz27
휖푆11 ∖ 휖0 1129.4
휖푆33 ∖ 휖0 914.8
푐퐸11(10
10푁/푚2) 14.7
푐퐸33 11.3
푐퐸12 10.5
푐퐸13 9.37
푐퐸44 2.12
푐퐸66 2.3
푒11(퐶/푚
2) -3.09
푒33 16
푒15 11.64
휌(103퐾푔/푚3) 7.7
휖0 (dielectric constant of free space - 퐶.푉
−1.푚−1) 8.854푒− 12
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Detailed experimental procedures
This appendix will describe the equipment, detailed data acquisition parameters and
the steps taken during processing of the data acquired in the experiments of Chapters
3,4 and 5. Initially, two diﬀerent sets of equipment which were used to record all
the results presented throughout this thesis will be described; depending on the
experiment, these were used in combination with diﬀerent ampliﬁers and transducers
or sensors, which will be described separately. Also, for each experiment, slightly
diﬀerent data acquisition parameters and signal processing routines were used, and
these will be presented associated with the chapter and section in which the ﬁnal
results are shown in the thesis.
B.1 Data recording equipment
Equipment 1
This was the equipment used to obtain results in Chapter 3 and 4. It consisted of a
National Instruments (E-series board with NI BNC 2110 interface) computer-based
oscilloscope with 12-bit data acquisition resolution capability, which was controlled
always by the same Labview routine, which ensured that the full resolution was
always used independent of the read voltage peak-to-peak amplitude. The sam-
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pling frequency was always 10 MHz and the number of points was adjusted in each
experiment to obtain the required signal length. Averaging was used to eliminate
incoherent noise, which was not measured since it was satisfactorily low in all cases,
and a usual number of averages was 100.
Equipment 2
This was the equipment used to obtain results in Chapter 5. It consisted of a
Waverunner 6030 LeCroy oscilloscope, with 8-bit resolution. Signals were recorded
through a Labview routine running on a computer connected to the oscilloscope.
The computer was also connected to a multiplexer and the Labview routine was
used to control its channel selection. The system did not allow the operator to
adjust the dynamic range of the oscilloscope for each time-trace obtained from an
array of transducers. This meant that the full resolution of the oscilloscope was set
to the time-trace of the transducer pair with the highest peak-to-peak amplitude. In
this equipment the number of points was ﬁxed at 50000 points and diﬀerent signals
lengths were used in each experiment, giving diﬀerent sampling frequencies. All
signals were averaged 100 times, and incoherent noise was not measured since it was
satisfactorily low in all cases.
B.2 Results in Chapter 3
Results in Section 3.2.4
Transducers with 5 and 10 mm diameter, 6 mm long backing mass, 2 mm thick
PZT and 2 mm thick SiC interlayer were excited with a 5-cycle Hanning-windowed
toneburst which was centered at frequencies between 10 kHz and 100 kHz, with 1kHz
steps. These were uploaded from a PC to an arbitrary function generator (Agilent
33220) and driven through a power ampliﬁer (Krohn-Hite 7602) which gave 55V
peak-to-peak signal. A laser vibrometer (Polytec) measuring out-of-plane velocity
was focused at 5 mm from the transducer (see Figure 3.15) and Equipment 1 was
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used to record velocity time-traces. The peak amplitude of the signal obtained at
each excitation frequency was then used to plot the velocity FRF; the displacement
FRF in Figures 3.16 and 3.17 was obtained by dividing each of the points of the
velocity FRF by its corresponding frequency value.
Results in Section 3.2.5
Results in Figures 3.18 and 3.19 were obtained by exciting a 5 mm-diameter trans-
ducer, with a 6 mm long backing mass, 2 mm thick PZT and 2 mm thick SiC inter-
layer, attached to a 5 mm-thick aluminium plate, with 5-cycle Hanning windowed
tonebursts with centre frequencies of 20, 30 and 50 kHz, while varying the tempera-
ture of the system with a hotplate as described in section 3.2.5. These signals were
uploaded from a PC to an arbitrary function generator (Agilent 33220) and driven
through a power ampliﬁer (Krohn-Hite 7602) which gave 55V peak-to-peak signal.
Equipment 1 was used to acquire velocity time-traces from a laser interferometer
(Polytec) measuring the out-of-plane velocity on the backing mass of the transducer.
The FFT of the velocity time-trace at each excitation frequency was divided by the
corresponding input signal and the magnitude and phase of the FRF obtained for
each excitation frequency were combined and plotted for each temperature value.
Results in Section 3.2.6
A 5 mm-diameter transducer, with a 6 mm long backing mass, 2 mm thick PZT
and 2 mm thick SiC interlayer, was attached to a 3 mm-thick aluminium plate.
A 5-cycle Hanning windowed toneburst centered at 35 kHz was uploaded from a
PC to an arbitrary function generator (Agilent 33220) and driven through a power
ampliﬁer (Krohn-Hite 7602) which gave a 55V peak-to-peak signal. Two diﬀerent
laser interferometer systems (Polytec) were used to obtain signals at 40 cm from the
transducers, one consisting of a single laser head measuring out-of-plane velocity, and
one of two laser heads whose combined signal gave in-plane velocity. Equipment 1
was used to acquire all velocity time-traces. The velocity time-traces of Figures 3.21
164
Appendix B. Detailed experimental procedures
and 3.22 were processed to obtain mode ratios. Cosine tapered windows were used
to isolate the ﬁrst arrivals of the A0 and S0 modes. The FFT of the windowed time-
traces was obtained and the maximum magnitude of the spectra, which occurred at
35 kHz, was divided by this frequency to obtain displacement values. Power ﬂow
normalised displacement values from DISPERSE [2] were used to obtain the A0/S0
mode power ﬂow ratios described in section 3.2.6.
Results in Section 3.3.2
In Figure 3.25, signals from the S0 mode transducer were recorded with Equipment
1 combined with a laser interferometer (Polytec) measuring out-of-plane velocity at
30 cm from the transducer when it was attached to a 5 mm-thick aluminium plate.
A 5-cycle Hanning windowed toneburst centered at 150 or 200 kHz was uploaded
from a PC to an arbitrary function generator (Agilent 33220) and driven through a
power ampliﬁer (Krohn-Hite 7602) which gave a 20V peak-to-peak signal. Again, to
obtain mode ratios from these ﬁgures, cosine tapered windows were used to isolate
the ﬁrst arrivals of the A0 and S0 modes. The FFT of the windowed time-traces
was obtained and the magnitude values of the spectra at 150 and 200 kHz were
divided by these frequencies to obtain displacement values. Power ﬂow normalised
displacement values from DISPERSE [2] were used to obtain the S0/A0 mode power
ﬂow ratios described in section 3.3.2.
Figures 3.26 and 3.27 were obtained by processing the signals obtained with a laser
interferometer measuring out-of-plane displacement on the back of the S0 mode
transducer using the same setup described in section B.2, although in this case only
one input signal was used, a 3-cycle Hanning windowed toneburst at 170 kHz.
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B.3 Results in Chapter 4
Experiments on simple plates
The two systems shown in Figure 4.7 (large and small plate) were placed in a tem-
perature controlled environment where the temperature was gradually increased by
10oC and then cooled back to ambient temperature, signals being acquired at 0.1oC
steps. This cycle was repeated with an interval of a day and signals obtained during
the ﬁrst cycle were used as baselines while signals from the second cycle were con-
sidered current signals. The temperature was monitored by type-K thermocouples
soldered to the plate next to the transducers. Temperature was read to a precision
of 0.1oC.
Equipment 1 was used to record signals from transducer pairs in the large and
small plates described in section 4.4.1. A PC was used to upload input signals
to an arbitrary function generator (Agilent 33220) which was connected through
an ampliﬁer (Krohn-Hite 7602) to the emitting transducer, driving the A0 mode
transducer at 55V and the S0 mode transducer at 20V peak-to-peak. The signal
from the receiver was pre-ampliﬁed (Krohn-Hite 3988).
In all results, the coherent noise remaining after baseline subtraction was measured
and displayed in the following format: the envelope of the residual signal obtained
after baseline subtraction, in the form of the absolute value of the Hilbert transform
of the signal, was shown on a dB scale relative to the amplitude of the envelope of
the ﬁrst arrival between the two transducers in pitch-catch.
All results were also compensated for beam spreading according to Equation 4.9.
Signal processing in Section 4.4.3
In this section only the Optimal Baseline Subtraction method was applied. The
controlling parameter for the technique was the rms of the residual signal. The full
database was used initially, and then a subset of baseline with a temperature gap of
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0.3oC in between baselines was chosen.
Signal processing in Section 4.4.4
In this section only the Optimal Stretch method was applied, following the method-
ology described in section 4.3.2, with the rms of the subtracted signal in the time
domain being the controlling parameter, and the bandpass ﬁlter described in section
4.3.3 was also used. As the input signal was a 5-cycle Hanning windowed toneb-
urst at the chosen centre frequency, the bandpass ﬁlter used was a 7-cycle Hanning
windowed toneburst centred at the same frequency. As shown in section 4.4.2, ini-
tially a 5oC temperature diﬀerence in between the reference signal and the current
signal was tested both for the large and the small plate signals. This temperature
diﬀerence was then reduced to 2oC and 1oC for signals from the small plate.
Signal processing in Section 4.4.6
This section aims to evaluate the eﬃciency of the combination of the Optimal Base-
line Subtraction and the Optimal Stretch methods in detecting a simulated defect in
the plate in the form of a cylindrical 5mm-diameter, 6mm-long brass mass attached
to the surface of the plate with gel couplant.
Both for the large and the small plate cases, initially the Optimal Baseline Subtrac-
tion method was applied to a signal taken from the ”damaged” and the undamaged
structure, and a subset of baselines with a temperature gap of 0.5oC was used. The
controlling parameter was the rms of the subtracted signal. When the Optimal
Baseline had been selected, the Optimal Stretch was applied; for this the frequency
content of the signal from the ”damaged” or undamaged structure was expanded to
match the baseline as described in section 4.3.2, the controlling parameter being the
rms of the residual signal in time, and the bandpass ﬁlter described in section 4.3.3
was also used. The subtracted signals obtained after processing for the undamaged
and ”damaged” case were compared in the ﬁgures of this section.
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Signal processing in Section 4.6.1
The panel was instrumented with 3 low-frequency A0 mode transducers as shown
in Figure 4.23; in the results shown in this section transducer 3 was used as an
emitter and transducers 2 and 1 as receivers. The system was placed in a room
with no temperature control where temperature variations of up to 4-5oC were com-
mon. The acquisition system consisted essentially of the same equipment used for
previous experiments, the only diﬀerence being the use of a multiplexer to switch
between receiving channels. Signals were acquired every 2 hours over 3 weeks and
this supplied a set of baselines in which temperature gaps between signals never
exceeded 0.3oC.
Signals from the undamaged structure were then processed with the Optimal Base-
line Subtraction only, with the full database being used. These results were com-
pared to the ones obtained when the combined Optimal Baseline Subtraction and
Optimal Stretch methods were applied, with a subset of baselines which had a tem-
perature gap of 0.5oC. The sequence of steps was the same as described above for
section 4.4.6.
Signal processing in Section 4.6.2
The signals taken from the damaged panel were also processed with the combination
of the Optimal Baseline Subtraction and Optimal Stretch methods and the same
subset of baselines, with a temperature gap of 0.5oC, was used, as in section 4.4.6.
The residual signal for the undamaged panel was compared to the residual signals
obtained when holes of 1,2.5 and 5mm-diameter were present in the panel.
B.4 Results in Chapter 5
The container panel was placed in the goods inwards area of the building close
to a large roller door and was subjected to uncontrolled temperature swings. The
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temperature was monitored at each transducer by type-K thermocouples measuring
relative temperature variations to a precision of 0.1oC; during the 9 week period in
which the experiment was performed, ambient temperature diﬀerences of 8oC were
measured. Temperature gradients of up to 2oC between sensors were commonly
seen; at night, when the temperature of the storage room was relatively constant
due to the large access door to the storage room being closed, gradients were smaller
than 0.2oC. This suggests that the gradients of around 2oC seen at other times are
genuine, and not solely due to thermocouple calibration errors.
A PC was used to upload input signals to an arbitrary function generator (Agilent
33220) which was connected through an ampliﬁer (Krohn-Hite 7602) to a custom
built multiplexer. Received signals were pre-ampliﬁed (Krohn-Hite 3988) before
returning to the multiplexer. A Labview routine was used to control the emitter-
receiver channel selection of the multiplexer, and to save the signals displayed on an
oscilloscope (LeCroy 9310A) set to 100 averages.
Only pitch-catch measurements were performed with the transducers of the S0
mode array shown in Figures 5.1(a) and 5.1(b); because of the symmetry of the
transmitter-receiver matrix, only half of the combinations were acquired, leading to
36 measurements for each test. The total time necessary for collection of all signals
was around 15 minutes. One set of baselines was acquired for all transmit-receive
combinations; this was done over 3 weeks at 2-hour intervals and this procedure
guaranteed a comprehensive database, with no temperature gaps larger than 0.3oC
in between baselines. One week later, a set of 10 signals from the undamaged struc-
ture was taken, before a defect in the form of a drilled hole was introduced to the
panel at point ”A” in Figure 5.1(b). The initial diameter of the hole was 1 mm;
this was later increased to 2.5, 5 and 10 mm. For each hole drilled, 10 signals were
acquired for all transmitter-receiver combinations, over a period of one day. After
these measurements were performed, the system was left idle for 4 weeks; in the
ﬁfth week the same drilling procedure was applied to point ”B” in Figure 5.1(b), 10
signals again being acquired over a period of one day for each hole size.
The signals were processed with the combined Optimal Baseline Subtraction and
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Optimal Stretch methods and the full database of baselines was used. The procedure
was the same as was used in section 4.4.6. All subtracted signals were compensated
for beam spreading with Equation 4.9. After this the imaging algorithms described
in section 5.4 was applied to the signals.
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