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Abstract
Let Φ be a positive unital Tr-preserving map on Mn(C). We give
various characterizations for Φ to preserve the von Neumann entropy
of a state ρ on Mn(C). Among others, it is given by that Φ behaves
to ρ as a *-automorphism. This is also equivalent to that the entropy
of the stochastic matrix arising from {ρ,Φ} is zero.
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1 Introduction
In this note, from the view point of the von Neumann entropy, we study the
pair {ρ,Φ} of a state ρ and a positive unital Tr-preserving map Φ on the
algebra Mn(C) of n× n complex matrices, where Tr is the standard trace of
Mn(C) so that Tr(e) = 1 for every minimal projection e in Mn(C).
For a state ρ of Mn(C), the von Neumann entropy S(ρ) is given as the
von Neumann entropy S(Dρ) of the density operator Dρ of ρ. If Φ is a
positive unital Tr-preserving map on Mn(C), then Φ(Dρ) plays the density
operator of a new state of Mn(C) that is ρ ◦ Φ∗. It holds in general that
S(ρ) ≤ S(ρ ◦ Φ∗) (i.e. S(Dρ) ≤ S(Φ(Dρ))) (see for example [3, 4, 5]).
We give in Theorem 3.3 below some characterizations for the equality of
this relation. For an example, S(Dρ) = S(Φ(Dρ)) if and only if Φ behaves for
1
ρ as a *-automorphism ofMn(C), i.e. ρ◦Φ∗ = ρ◦α for some *-automorphism
α of Mn(C), in other words Φ(Dρ) = uDρu
∗ for some unitary u in Mn(C).
This our formulation is an extended version of Shannon’s interpretation
in [7, p.395 4.] (a detailed description of which we denote in Section 3.1) for
entropy-preserving stochastic averages
As a main tool, we pick up a bistochastic matrix bρ(Φ) arising from a
given pair {ρ,Φ} of a state ρ and a positive unital Tr-preserving map Φ.
Based on the notion of weighted entropy for a bistochastic matrix intro-
duced in [10], we define the entropy Hλ(bρ(Φ)) of this bistochastic matrix
bρ(Φ) with respect to the probability vector λ by the eigenvalues of Dρ.
Another entropic object Sρ(Φ) (which we give below) is arising as an
average of a family of von Neumann entropy coming from Dρ via Φ.
We show in Theorem 3.10 the following relations:
Sρ(Φ) ≤ Hλ(bρ(Φ)) ≤ S(ρ ◦ Φ∗) ≤ S(ρ) + Sρ(Φ)
∨ ‖
S(ρ)
together with characterizations for the each equality, and in Theorem 3.14
we show that S(Dρ) = S(Φ(Dρ)) if and only if H
λ(bρ(Φ)) = 0.
2 Preliminaries
Here we summarize notations, terminologies and basic facts.
2.1. The entropy function η is defined on [0, 1] by
η(t) = −t log t (0 < t ≤ 1) and η(0) = 0.
The η is strictly operator-concave, i.e. for a k-tuple of real numbers {ti}ki=1
such that ti > 0,
∑k
i=1 ti = 1 and bounded self-adjoint operators {xi}ki=1 with
spectra in [0,1], it holds in general that
k∑
i=1
tiη(xi) ≤ η(
k∑
i=1
tixi)
and the equality implies that xi = xj for all i, j. (see for example [3, B],
[4, 5]).
2
2.2. Let λ = (λ1, · · · , λn) be a probability vector in Rn. The Shannon
entropy H(λ) for λ is given as
H(λ) = η(λ1) + · · ·+ η(λn).
It holds always that H(λ) ≤ log n and H(λ) ≤ H(λb) ([7], cf.[6]) for a
bistochastic matrix b = [bij ] (i.e. bij ≥ 0,
∑
i bij =
∑
j bij = 1 for all i, j =
1, · · · , n). A bistochastic matrix is also called a doubly stochastic matrix (see
for example [5]).
2.3. Every positive linear functional φ on Mn(C) is of the form φ(x) =
Tr(Dφx), (x ∈ Mn(C)) for a unique positive element Dφ in Mn(C), which is
called the density operator or density matrix. The density matrix of a state
ρ is characterized as a positive operator Dρ such that Tr(Dρ) = 1.
Using the eigenvalue list {λ1, · · · , λn} of Dφ, the von Neumann entropy
S(φ) for a positive linear functional φ and the von Neumann entropy S(Dφ)
for Dφ are defined by
S(φ) = S(Dφ) =
n∑
i=1
η(λi).
If ρ is a state of Mn(C), then the eigenvalue vector λ = (λ1, · · · , λn) of Dρ is
a probability vector and so S(ρ) = S(Dρ) = H(λ).
3 Pairs {ρ,Φ} of states and positive maps
Let ρ be a state of Mn(C), and let Dρ be the density matrix of ρ. Let
Φ : Mn(C)→Mn(C) be a positive unital Tr-preserving map. Then Φ(Dρ) is
a positive operator in Mn(C) and Tr(Φ(Dρ)) = 1.
In order to see the state whose density matrix is Φ(Dρ), we need the
system of the Hilbert-Schmidt inner product of Mn(C). The inner product
is given by < x, y > = Tr(y∗x) for x, y ∈ Mn(C) and the adjoint map Φ∗ :
Mn(C)→Mn(C) of Φ is given by Tr(yΦ∗(x)) = Tr(Φ(y)x) for x, y ∈Mn(C).
Since Φ is positive and Tr-preserving, it implies that Φ∗ is positive and
unital so that ρ ◦ Φ∗ is a state, whose density matrix is Φ(Dρ):
ρ ◦ Φ∗(x) = Tr(DρΦ∗(x)) = Tr(Φ(Dρ)x), (x ∈Mn(C)).
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Let
λ = (λ1, · · · , λn) and µ = (µ1, · · · , µn),
be the probability vectors of the eigenvalues of Dρ and Φ(Dρ) respectively.
Here we arrange them always in a decereasing order:
λ1 ≥ λ2 ≥ · · · ≥ λn and µ1 ≥ µ2 ≥ · · · ≥ µn.
Let {e1, · · · , en} (resp. {p1, · · · , pn}) be the mutually orthogonal minimal
projections inducing the following decomposition of Dρ (resp. Φ(Dρ)):
Dρ =
n∑
i=1
λiei and Φ(Dρ) =
n∑
j=1
µjpj. (3.1)
We denote by u(ρ,Φ) the unitary such that
u(ρ,Φ)eiu(ρ,Φ)
∗ = pi, for each i = 1, · · · , n. (3.2)
Also we denote by A (resp. B) the maximal abelian subalgebra of Mn(C)
generated by {e1, · · · , en} (resp. {p1, · · · , pn}).
3.1 A generalization of Shannon’s interpretation
The motivation of this note is to give a generalized version of Shannon’s in-
terpretation for entropy-preserving stochastic averages of probability vectors
in the framework of von Neumann entropy for states on Mn(C).
Shannon denotes in [7, p.395 4.] as the followings: If we perform any
”averaging ” operation on the p = {pi}i=1,··· ,n of the form
p′i =
∑
j
aijpj
(where aij ≥ 0,
∑
i aij =
∑
j aij = 1), the entropy H increases (except
in the special case where this transformation amounts to no more than a
permutation of the pi with H of course remaining the same).
A detailed explanation for this was presented in [6] together with some
characterizations for pairs {p, [aij]} of entropy-preserving stochastic averages.
By replacing a probability vector (resp. a bistachastic matrix) to a state
ρ ofMn(C) (resp. a unital positive Tr-preserving map Φ onMn(C)), we show
here that the action of Φ on ρ preserves the von Neumann entropy if and
only if Φ behaves just as an automorphism for the state ρ.
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3.1.1 Bistochastic matrix bρ(Φ) for the pair {ρ,Φ}
A matrix b = [bij ] ∈Mn(C) is called a bistochastic matrix if
bij ≥ 0 and
∑
i
bρ(Φ)ij =
∑
j
bρ(Φ)ij = 1, for all i, j
For a state ρ of Mn(C) and a unital positive Tr-preserving map Φ on
Mn(C), we denote by bρ(Φ) the matrix given by
bρ(Φ)ij = Tr(Φ(ei)pj), (1 ≤ i ≤ n, 1 ≤ j ≤ n). (3.3)
Assume that λi > λi+1 and µi > µi+1 for all i = 1, · · · , n − 1. Then the
value bρ(Φ)ij is uniquely determined for all i, j because the spectral projec-
tions {ei}i and {pj}j are uniquely determined. In the other case, the value
bρ(Φ)ij is not always uniquely determined. For an example, if it happened
that D =
∑
i λifi and Φ(D) =
∑
j µjqi for some projections {fi}ni=1 and
{qj}nj=1 different from {ei}ni=1 and {pj}nj=1, then the matrix bρ(Φ)e,p with the
i, j-coefficient Tr(Φ(ei)pj) may be different from the matrix bρ(Φ)
f,q with the
i, j-coefficient Tr(Φ(fi)qj). But the difference is covered by the permutation
matrices [σ] and [pi] via the permutations σ and pi such that fi = eσ(i) and
qi = pσ(i) for all i and j: bρ(Φ)
f,q = [σ]bρ(Φ)
e,p[pi].
We show later that our disccusions do not depend on these kind of matrix
representations and so we denote simply by bρ(Φ).
Lemma 3.1. (1) The bρ(Φ) is a bistochastic matrix.
(2) The bρ(Φ) transposes the vector λ to the vector µ, i.e. λbρ(Φ) = µ.
Proof. (1) Since Φ is positive, it holds that bρ(Φ)ij = Tr(pjΦ(ei)pj) ≥ 0 for
all i and j. The condition that Tr ◦ Φ = Tr implies that for all i
∑
j
bρ(Φ)ij =
∑
j
Tr(Φ(ei)pj) = Tr(Φ(ei)
∑
j
pj) = Tr(Φ(ei)) = 1,
and condition that Φ(1Mn(C)) = 1Mn(C) implies that for all j
∑
i
bρ(Φ)ij =
∑
i
Tr(Φ(ei)pj) = Tr(Φ(
∑
i
ei)pj) = Tr(pj) = 1,
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so that bρ(Φ) is a bistochastic matrix.
(2) For all j, we have that
µj = Tr(Φ(Dρ)pj) = Tr(
n∑
i=1
λiΦ(ei)pj) =
n∑
i=1
λibρ(Φ)ij .
This means that µ = λbρ(Φ).
For each j, we set
Ij = {i : bρ(Φ)ij 6= 0}. (3.4)
Lemma 3.2. Assume that S(Φ(Dρ)) = S(Dρ). Then, for each j,
λi = λk for all i, k ∈ Ij.
Proof. Since η is concave, by Lemma 3.1 (2) we have that
∑
i
η(λi) =
∑
i
∑
j
bρ(Φ)ijη(λi) =
∑
j
∑
i
bρ(Φ)ijη(λi)
≦
∑
j
η(
∑
i
λibρ(Φ)ij) =
∑
j
η(µj) = S(Φ(Dρ)) = S(ρ) =
∑
i
η(λi)
so that η(
∑
i bρ(Φ)ijλi) =
∑
i bρ(Φ)ijη(λi).
This implies that λi = λk for all i, k ∈ Ij because η is strictly concave.
Under the assumption that S(Φ(Dρ)) = S(Dρ), for i ∈ Ij we denote the
constant λi in Lemma 3.2 by λ
(j). Remark that each Ij is a non empty set
because bρ(Φ) is a bistochastic matrix, and
λ(j) =
∑
i∈Ij
λi
|Ij| = λk for all k ∈ Ij. (3.5)
Theorem 3.3. Let ρ be a state of Mn(C) and let Φ : Mn(C)→Mn(C) be a
unital positive Tr-preserving map. Then the following are equivalent:
(i) S(ρ ◦ Φ∗) = S(ρ), i.e. S(Φ(Dρ)) = S(Dρ).
(ii) λ = µbρ(Φ)
T , where xT denotes the transpose of the matrix x.
(iii) λi = µi for all i = 1, · · · , n.
(iv) Φ(Dρ) = uDρu∗ for some unitary u ∈Mn(C).
(v) Φ∗Φ(Dρ) = Dρ.
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Proof. (i) ⇒ (ii): By Lemma 3.2, we have that for each j,
µj =
∑
i
λibρ(Φ)ij =
∑
i∈Ij
λibρ(Φ)ij = λ
(j)
∑
i∈Ij
bρ(Φ)ij = λ
(j).
If bρ(Φ)kj 6= 0, then k ∈ Ij and
n∑
j=1
µjbρ(Φ)kj =
n∑
j=1
λ(j)bρ(Φ)kj =
∑
j∈{l:bρ(Φ)kl 6=0}
λ(j)bρ(Φ)kj = λk,
this means that µbρ(Φ)
T = λ.
(ii) ⇒ (iii): Remember the following fact in the majorization theory (for
example, see [5]): if λ and µ are probability vectors such that λb = µ for a
bistochastic matrix b, then µ is majorized by λ, that is,
k∑
j=1
µj ≤
k∑
i=1
λi for all k = 1, · · · , n.
The relation (ii) implies that λ is majorized by µ and also Lemma 3.1 implies
that µ is majorized by λ. Hence λi = µi for all i = 1, · · · , n.
(iii) ⇒ (iv): Assume that λi = µi for all i. Then
Φ(Dρ) =
∑
j
µjpj =
∑
j
λju(ρ,Φ)eju
∗
(ρ,Φ) = u(ρ,Φ) Dρ u
∗
(ρ,Φ).
(iv) ⇒ (v): It is sufficient to show that ||Φ∗Φ(Dρ)−Dρ||2 = 0.
Since Φ is unital, i.e., Φ(1) = 1, it implies that Tr Φ∗ =Tr. Also since
the positive map Φ∗ satisfies the Kadison-Schwartz inequality for the positive
operator Φ(Dρ), we have that
||Φ∗(Φ(Dρ))||22 = Tr( (Φ∗(Φ(Dρ)))∗(Φ∗(Φ(Dρ))) )
≤ Tr(Φ∗(Φ(Dρ)∗Φ(Dρ)) ) = Tr((Φ(Dρ))∗Φ(Dρ)).
Hence by the condition (iv)
||Φ∗(Φ(Dρ))||2 ≤ Tr((Φ(Dρ))∗Φ(Dρ)) = Tr(uD∗ρu∗uDρu∗)) = ||Dρ||2
and
< Φ∗Φ(Dρ), Dρ >Tr= Tr((Φ(Dρ))
∗Φ(Dρ)) = ||Dρ||22.
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These imply that
0 ≤ ||Φ∗Φ(Dρ)−Dρ||22
= Tr((Φ∗Φ(Dρ)−Dρ)∗(Φ∗Φ(Dρ)−Dρ))
= ||Φ∗Φ(Dρ)||22 − 2 < Φ∗Φ(Dρ), Dρ > +||Dρ||22
≤ ||Dρ||22 − ||Dρ||22 = 0
so that Φ∗Φ(Dρ) = Dρ.
(v)⇒ (i): Since Φ and Φ∗ are unital positive Tr-preserving, we have that
S(Dρ) = S(Φ
∗Φ(Dρ)) ≥ S(Φ(Dρ)) ≥ S(Dρ) so that S(Dρ) = S(Φ(Dρ)).
Remark 3.4. Under the assumption that Φ is 2-positive, the corresponding
relation to (i) ⇔ (v) in Theorem 3.3 is obtained for the discussion on the
relative entropy in [2, Theorem 7.1] (cf. [9] as an application of [2]).
In our case, Φ is not necessary to be 2-positive.
Example 3.5. Now we pick up the transpose mapping Φ : x → xT on
Mn(C). It is a typical example of unital Tr-preserving positive but not 2
positive map. The Φ satisfies the conditions in Theorem 3.3 for all state ρ.
In fact, the Φ is a symmetry as follows:
< Φ∗(x), y >=< x,Φ(y) >= Tr(Φ(y)∗x) = Tr((yT )∗x)
=
n∑
i,j=1
yi,jxj,i =
n∑
i,j=1
yj,ixi,j = Tr(y
∗xT ) = Tr(y∗Φ(x))
= < Φ(x), y > for all x = (xij), y = (yij).
Hence Φ∗Φ is the identity map onMn(C) so that (v) in Theorem 3.3 is trivial.
Remark 3.6. If the state ρ in Theorem 3.3 is the normalized trace Tr/n,
then Dρ = In/n so that the statements (i) - (v) are all trivial for every Φ.
Remark 3.7. The statements (i) and (iv) in Theorem 3.3 are extended
versions of the statements 1 and 4 in [6, Theorem 4.5] respectively. The
statement (ii) in Theorem 3.3 is nothing else but λ = λbρ(Φ)bρ(Φ)
T , which
corresponds with the statement 3 in [6, Theorem 4.5].
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Corollary 3.8. (1) If S(Φ(Dρ)) = S(ρ), then
< Φ(Dρ),Φ(ek) >=< Dρ, ek > for all k.
(2) If EB is the onditional expectation of Mn(C) onto B, then
S(EB(Dρ)) = S(Dρ) if and only if Dρ ∈ B.
Proof. (1): The assumption and (ii) of Theorem 3.3 imply that for each k
Tr(Φ∗(Φ(Dρ))ek) = Tr(Φ(Dρ)Φ(ek)) = Tr(
n∑
j=1
µjpjΦ(ek))
=
n∑
j=1
µjTr(pjΦ(ek)) =
n∑
j=1
µjbρ(Φ)kj = λk,
so that < Φ(Dρ),Φ(ek) >= Tr(Φ
∗Φ(Dρ)ek) = λk =< ρ, ek > for all k.
(2): A conditional expectation E satisfies that E∗E = E. Hence by (i)
⇔ (v) in Theorem 3.3, we have that S(EB(Dρ)) = S(Dρ) if and only if
Dρ = E
∗
BEB(Dρ) = EB(Dρ) which means that Dρ ∈ B.
3.2 Relations among various entropies
In this section, we discuss about various kinds of entropy under the same no-
tations with in Section 3.1: for a state ρ and a positive unital Tr-preserving
map Φ of the algebra Mn(C), the probability vector λ = (λ1, · · · , λn) (resp.
µ = (µ1, · · · , µn) ) is given by eigenvalues of Dρ (resp. Φ(Dρ)) whose core-
sponding minimal projections are {e1, · · · , en} (resp. {p1, · · · , pn} ), and A
(resp. B) is the subalgebra generated by {ei}ni=1 (resp. {pj}nj=1 ).
3.2.1. We apply the notion of the weighted entropy for a bistochastic
matrix defined in [10] to our bistochastic matrix bρ(Φ). We let
Hλ(bρ(Φ)) =
n∑
i=1
λi
n∑
j=1
η(bρ(Φ)ij) and Hµ(bρ(Φ)) =
n∑
j=1
µj
n∑
i=1
η(bρ(Φ)ij).
This is well defined, i.e. the values Hλ(bρ(Φ)) and Hµ(bρ(Φ)) depend on
only the pair {ρ,Φ}. In fact, assume thatDρ =
∑
i λifi and Φ(Dρ) =
∑
j µjqi
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for minimal projections {fi}ni=1 and {qj}nj=1 which are not always same as
{ei}ni=1 and {pj}nj=1. Then there are permutations σ and pi of {1, · · · , n}
such that fi = eσ(i) and qi = ppi(i) for all i. Remark that λi = λσ(i) for all i,
then
n∑
i=1
λi
n∑
j=1
η(Tr(Φ(fi)qj)) =
n∑
i=1
λi
n∑
j=1
η(Tr(Φ(eσ(i))ppi(j)))
=
n∑
i=1
λσ(i)
n∑
j=1
η(Tr(Φ(eσ(i))ppi(j))) =
n∑
i=1
λi
n∑
j=1
η(Tr(Φ(ei)pj)).
Hence the value Hλ(bρ(Φ)) does not depend on the choice of minimal pro-
jections. Similarly it holds for Hµ(bρ(Φ)) by that µj = µpi(j) for all j.
3.2.2. Since Φ is positive unital Tr-preserving map, Φ(ei) and Φ
∗(pj) are
density matrices for all i, j. We put Sρ(Φ) and S
ρ(Φ∗) as the followings:
Sρ(Φ) =
n∑
i=1
λiS(Φ(ei)) and S
ρ(Φ∗) =
n∑
j=1
µjS(Φ
∗(pj)).
Similarly to the case of Hλ(bρ(Φ)) and Hµ(bρ(Φ)), the values Sρ(Φ) and
Sρ(Φ∗) are uniquely determined by the pair {ρ,Φ}.
Proposition 3.9. For the conditional expectation EB (resp. EA) onto B
(resp. A), the followings hold:
1. EB(Φ(ei)) =
∑n
j=1 bρ(Φ)ijpj, EA(Φ
∗(pj)) =
∑n
i=1 bρ(Φ)ijei,
2. Hλ(bρ(Φ)) =
∑
i λiS(EB(Φ(ei))), Hµ(bρ(Φ)) =
∑
j µjS(EA(Φ
∗(pj))).
Proof. 1: It is clear that EB(Φ(ei)) is a density matrix for all i. The EB
is given by EB(x) =
∑n
j=1Tr(pjx)pj for all x ∈ Mn(C). Hence we have the
form for EB(Φ(ei)) and similarly for EA(Φ
∗(pj)).
2: By the definition, we have thatHλ(bρ(Φ)) =
∑n
i=1 λi
∑n
j=1 η(bρ(Φ)ij) =∑n
i=1 λiS(EB(Φ(ei))) and similarly the statements about Hµ(bρ(Φ)).
For a probability vector λ = (λ1, · · · , λn), we set
Jλ = {k;λk 6= 0}. (3.6)
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Theorem 3.10. Let ρ be a state of Mn(C), and let Φ be a unital positive
Tr-preserving map on Mn(C). Then the following statements hold:
(1)
Sρ(Φ) ≤ Hλ(bρ(Φ)) ≤ S(ρ ◦ Φ∗) ≤ S(ρ) + Sρ(Φ)
∨ ‖
S(ρ)
(2) Sρ(Φ) = H
λ(bρ(Φ)) if and only if Φ(ei) ∈ B for all i ∈ Jλ:
Φ(ei) =
n∑
j=1
bρ(Φ)ijpj , for all i ∈ Jλ.
(3) Hλ(bρ(Φ)) = S(ρ◦Φ∗) if and only if bρ(Φ)ij = µj for all i ∈ Jλ and j:
Φ(Dρ) =
n∑
j=1
bρ(Φ)ijpj .
(4) Sρ(Φ) = S(ρ ◦ Φ∗) if and only if Φ(Dρ) = Φ(ei) for every i ∈ Jλ.
(5) S(ρ ◦ Φ∗) = S(ρ) + Sρ(Φ) if and only if the ρ is a pure state.
Proof. (1): Since EB is a unital positive Tr-preserving mapping, we have
that S(Φ(ei)) ≤ S(EB(Φ(ei))) for all i, and by Proposition 3.9
Sρ(Φ) =
n∑
i=1
λiS(Φ(ei)) ≤
n∑
i=1
λiS(EB(Φ(ei))) = H
λ(bρ(Φ)).
On the other hand, η is concave and λbρ(Φ) = µ, we have that
Hλ(bρ(Φ)) =
∑
j
∑
i
λiη(bρ(Φ)ij) ≦
∑
j
η(
∑
i
λibρ(Φ)ij) = S(Φ(Dρ)).
The inequality S(Φ(Dρ)) ≤ S(Dρ) + Sρ(Φ) is induced by the inequality for
convex conbinations of density operators (cf. [3, 4, 5]) but we denote a
computation which we need below to prove (5).
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Since Φ is Tr-preserving, we have that
S(Φ(Dρ)) = S(
∑
i
λiΦ(ei)) ≤
∑
i
S(λiΦ(ei)) =
∑
i
Tr (η(λiΦ(ei)))
=
∑
i
Tr(η(λi)Φ(ei) + λiη(Φ(ei)) ) = S(Dρ) + Sρ(Φ).
The relation that S(ρ) ≤ S(ρ◦Φ∗) is known, and the all relations in (1) hold.
(2): If Sρ(Φ) = H
λ(bρ(Φ)), then
∑
i λiS(Φ(ei)) =
∑
i λiS(EB(Φ(ei))).
Since S(Φ(ei)) ≤ S(EB(Φ(ei))) for all i, this impies that λiS(Φ(ei)) =
λiS(EB(Φ(ei))) for all i so that S(Φ(ei)) = S(EB(Φ(ei))) for all i ∈ Jλ.
Now we apply Theorem 3.3 to the pair {Φ(ei), EB} for each i ∈ Jλ. Then
by the property of the conditional expectation that EB = E
∗
BEB
EB(Φ(ei)) = E
∗
BEB(Φ(ei)) = Φ(ei) for each i ∈ Jλ.
This means that Φ(ei) ∈ B for all i ∈ Jλ.
Conversely assume that Φ(ei) ∈ B for all i ∈ Jλ. Then
Sρ(Φ) =
∑
i∈Jλ
λiS(Φ(ei)) =
∑
i∈Jλ
λiS(EB(Φ(ei))) = H
λ(bρ(Φ)).
We remark that Φ(ei) ∈ B if and only if Φ(ei) =
∑n
j=1 bρ(Φ)ijpj . In fact,
if Φ(ei) ∈ B, then there exists {αij}j ⊂ C such that Φ(ei) =
∑
j αijpj , which
implies that αij = Tr(Φ(ei)pj) = bρ(Φ)ij so that Φ(ei) =
∑n
j=1 bρ(Φ)ijpj . It
is obvious that Φ(ei) =
∑n
j=1 bρ(Φ)ijpj ∈ B.
(3): Assume that Hλ(bρ(Φ)) = S(ρ ◦ Φ∗) (so that = S(Φ(Dρ))). Then
∑
j
∑
i
λiη(bρ(Φ)ij) = H
λ(bρ(Φ)) = S(Φ(Dρ))
=
∑
j
η(µj) =
∑
j
η(
∑
i
λibρ(Φ)ij).
This implies that
∑
i
λiη(bρ(Φ)ij) = η(
∑
i
λibρ(Φ)ij) for all j
because in general
∑
i λiη(bρ(Φ)ij) ≤ η(
∑
i λibρ(Φ)ij) for all j by the fact
that η is concave. Moreover η is strictly concave, so that for each j
bρ(Φ)ij = bρ(Φ)i′j for all i, i
′ ∈ Jλ.
12
The λ = (λ1, · · · , λn) is a probability vector so that there exists a k with
λk 6= 0, which we fix. If λi 6= 0, then bρ(Φ)ij = bρ(Φ)kj for all j. Hence
µj =
∑
i
λibρ(Φ)ij =
∑
i∈Jλ
λibρ(Φ)ij =
∑
i∈Jλ
λibρ(Φ)kj = bρ(Φ)kj, for all j.
Conversely assume that for each j, bρ(Φ)ij = µj for all i ∈ Jλ. Then
Hλ(bρ(Φ)) =
∑
i∈Jλ
λi
∑
j
η(bρ(Φ)ij) =
∑
i∈Jλ
λi
∑
j
η(µj) = S(Φ(Dρ)).
(4): If Sρ(Φ) = S(ρ ◦ Φ∗), then Tr(
∑
i λiη(Φ(ei))) = Tr(η(
∑
i λiΦ(ei)).
This implies that
∑
i∈Jλ
λiη(Φ(ei)) = η(
∑
i∈Jλ
λiΦ(ei)) because η is operator-
concave and Tr is faithful. Moreover η is strictly operator-concave. Hence
Φ(ei) = Φ(ej) for all i, j ∈ Jλ and we have that
Φ(Dρ) =
∑
i∈Jλ
λiΦ(ei) = Φ(ei) for all i ∈ Jλ.
Conversely assume that Φ(Dρ) = Φ(ei) for every i ∈ Jλ. Then Φ(ek) =
Φ(ei) for all k, i ∈ Jλ. Let us fix an i in Jλ. Then for all j = 1, · · · , n
µj =
∑
k
λkbρ(Φ)kj =
∑
k∈Jλ
λkbρ(Φ)kj =
∑
k∈Jλ
λkTr(Φ(ek)pj)
=
∑
k∈Jλ
λkTr(Φ(ei)pj) = Tr(Φ(ei)pj) = bρ(Φ)ij .
Hence by (3) we have that Hλ(bρ(Φ)) = S(ρ ◦ Φ∗) .
On the other hand, the assumption that Φ(Dρ) = Φ(ei) for every i ∈ Jλ
implies clearly that Φ(ei) ∈ B for all i ∈ Jλ so that Sρ(Φ) = Hλ(bρ(Φ)) by
(2). Thus we have that Sρ(Φ) = S(ρ ◦ Φ∗).
(5) Assume that S(ρ◦Φ∗) = S(ρ)+Sρ(Φ). By the computation in (1) for
S(ρ◦Φ∗) ≤ S(ρ)+Sρ(Φ), we have that Tr(η(
∑
i λiΦ(ei))) = Tr(
∑
i η(λiΦ(ei))).
On the other hand, η(
∑
i λiΦ(ei)) ≤
∑
i η(λiΦ(ei)) because η is operator con-
cave. These two relations imply that η(
∑
i λiΦ(ei)) =
∑
i η(λiΦ(ei)) by the
faithfulness of Tr. Again by the fact that η is strictly operator concave, we
have that Φ(ei) = Φ(ej) for all i, j ∈ Jλ so that Φ(Dρ) = Φ(ei) for all i ∈ Jλ.
By combinig with (4), this implies that Sρ(Φ) = S(ρ ◦ Φ∗) so that by the
assumption S(ρ) = 0 and so ρ is a pure state,
Conversely if ρ is a pure state, then S(ρ) = 0. Hence by (1) Sρ(Φ) ≤
S(ρ ◦ Φ∗) ≤ Sρ(Φ) so that S(ρ ◦ Φ∗) = Sρ(Φ) = S(ρ) + Sρ(Φ).
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Corollary 3.11. Assume that all eigenvalues of Dρ are nonzero and that
Hλ(bρ(Φ)) = S(ρ ◦ Φ∗). Then for all Φ the state ρ ◦ Φ∗ is the canonical
tracial state, i.e. Tr/n and so that Hλ(bρ(Φ)) = S(ρ ◦ Φ∗) = log n.
Proof. If λi 6= 0 for all i and if Hλ(bρ(Φ)) = S(Φ(Dρ)), then by (3) of
Theorem 3.10 µj = bρ(Φ)ij for all i, j so that nµj =
∑
i bρ(Φ)ij = 1 for all j.
Hence µj = 1/n for all j. This means that Φ(Dρ) is the density matrix of
the normalized trace Tr/n so that S(Φ(Dρ)) = logn.
Remark 3.12. A bistochastic matrix b is said to be unistochastic if it is
induced from some unitary matrix u by the method that bi,j = |ui,j|2 for all
i, j = 1, · · · , n. An n × n unitary matrix u is called a Hadamard matrix if
|ui,j| = 1/
√
n for all i, j = 1, · · · , n.
The above corollary shows that if all eigenvalues of Dρ are non-zero and
if Hλ(bρ(Φ)) = S(Φ(Dρ)) then bρ(Φ) is a unistochastic matrix induced from
a Hadamard matrix.
Example 3.13. (1) Assume that ρ is a pure state. Then it is clear that
S(ρ) = 0 and Sρ(Φ) = H
λ(bρ(Φ)) = S(ρ ◦ Φ∗)
for every positive unital Tr-preserving map Φ.
Furthermore, for any given value s with 0 ≤ s ≤ logn, there exists a
positive unital Tr-preserving map Φ such that Sρ(Φ) = s.
In fact, we may assume that Dρ = e1. Since {e1, · · · , en} are minimal
mutually orthogonal projections, there exists a family of partial isometries
{vji : j, i = 1, · · · , n} such that vjiv∗ji = ej and v∗jivji = ei. Choose an n-
tupple of numbers µj such that µj ≥ 0,
∑n
j=1 µj = 1 and
∑n
j=1 η(µj) = s.
We define the map Φ by
Φ(x) =
n∑
k=1
n∑
j=1
µj+k−1vjkxv
∗
jk (mod n), x ∈Mn(C).
Then Φ satisfies the conditions and
Sρ(Φ) = S(Φ(e1)) = Tr(η(
∑
j
µjej)) =
∑
j
η(µj) = s.
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(2) If Φ is a *-isomorphism, then for each state ρ,
Sρ(Φ) = H
λ(bρ(Φ)) = 0 and S(ρ ◦ Φ∗) = S(ρ).
In fact, Φ(ei) is a minimal projection for all i and the set {λi}i coincides
with the set {µi}i. Hence Sρ(Φ) =
∑n
i=1 λiS(Φ(ei)) = 0 and Tr(Φ(ei)pj)) is
either 0 or 1 for all i, j so that Hλ(bρ(Φ)) = 0. Obviously S(Φ(Dρ)) = S(Dρ).
(3) If Φ is a map Mn(C)→ C1M , then for every state ρ
Sρ(Φ) = H
λ(bρ(Φ)) = S(ρ ◦ Φ∗) = logn.
In fact, each Φ(ei) is αi1M for some αi ∈ C. Hence 1 = Tr(ei) =
Tr(Φ(ei)) = αiTr(Φ(1M)) = αin, i.e., Φ(ei) =
1
n
1M . This implies that Sρ(Φ) =∑
i λiS(1M/n) = Tr(η(1M/n)) = log n. In general Sρ(Φ) ≤ Hλ(bρ(Φ)) ≤
S(ρ ◦ Φ∗) ≤ logn for every state ρ. Hence we have the conclusion.
(4) A typical counter example of Φ for Theorem 3.10 (4) is the transpose
mapping Φ(x) = xT , where ρ is not a pure state.
More general examples are given as follows: Let D =
∑
i λiei be a given
density matrix. Let {pj}nj=1 be mutually orthogonal minimal projections.
Then we have a family of partially isometries {vij}ij such that v∗ijvij = ej
and vijv
∗
ij = pj . Let a = [aij ] be a bistochastic matrix and let
Φ(x) =
∑
i,j
aijvijxv
∗
ij , (x ∈Mn(C)).
Then Φ is a unital positive Tr-preserving map and
Φ(D) =
∑
i
(
∑
j
aijλj)pi and Φ(ei) =
∑
j
ajipj for all i.
Hence Φ(ei) ∈ B for all i, that is the condition in Theorem 3.10 (2).
Also we can choose bistochastic matrices a = [aij ], one of which induces Φ
satisfying the condition (4) in Theorem 3.10 and the other of which induces
Φ not satisfying the condition (4) in Theorem 3.10.
At the last, we give the following characterization:
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Theorem 3.14. Let ρ be a state of Mn(C), and let Φ be a unital positive
Tr-preserving map on Mn(C). Then the following conditions are equivalent:
0) Hλ(bρ(Φ)) = 0,
1) for each i ∈ Jλ, there exists a unique j(i) such that
λi = µj(i) and Φ(ei) = pj(i),
2) S(ρ) = S(ρ ◦ Φ∗),
3) there exists a unitary u such that Φ(Dρ) = uDρu
∗,
4) Φ∗Φ(Dρ) = Dρ.
Proof. 0)⇒ 1): Assume that Hλ(bρ(Φ)) = 0. Then
∑
i∈Jλ
λi
∑
j η(bρ(Φ)ij) =
0 which implies that, for each i ∈ Jλ, bρ(Φ)ij is either 0 or 1 for all j.
Let us fix an i ∈ Jλ. Then we have a unique j(i) with bρ(Φ)ij = δj,j(i)
by that
∑
j bρ(Φ)ij = 1. Forthermore since
∑
k bρ(Φ)kj(i) = 1 it holds that
bρ(Φ)kj(i) = δk,i. As a consequence, for this j(i), we have that
bρ(Φ)kj(i) = δk,i for all k = 1, · · · , n.
Remember that λbρ(Φ) = µ by Lemma 3.1. This implies that µj(i) = λi
for all i ∈ Jλ so that Φ(ei) = pj(i) for all i ∈ Jλ because
∑
i λiΦ(ei) =
Φ(Dρ) =
∑
i pj(i)pj(i).
1) ⇒ 0): For all i ∈ Jλ, we have that EB(Φ(ei)) = EB(pj(i)) = pj(i) by
the assumption, so that EB(Φ(ei)) is a minimal projection. This implies that
S(EB(Φ(ei))) = 0 for all i ∈ Jλ. Hence by Proposition 3.9, we have that
Hλ(bρ(Φ)) =
n∑
i=1
λiS(EB(Φ(ei)) =
∑
i∈Jλ
λiS(EB(Φ(ei)) = 0.
1) ⇒ 2): Since Φ(Dρ) =
∑
i λiΦ(ei) =
∑
i∈Jλ
λiΦ(ei), by combining the
fact Φ(ei) = pj(i) for all i ∈ Jλ, we have that {λi; i ∈ Jλ} is the all non-zero
eigenvalues of Φ(Dρ) which are of course the all eigenvalues of Dρ.
It is obvious that 3)⇒ 1), and we have the conclusion by Theorem 3.3.
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