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Abstract
The swimming of a sphere immersed in a viscous incompressible fluid with inertia is studied for
surface modulations of small amplitude on the basis of the Navier-Stokes equations. The mean
swimming velocity and the mean rate of dissipation are expressed as quadratic forms in term of
the surface displacements. With a choice of a basis set of modes the quadratic forms correspond to
two Hermitian matrices. Optimization of the mean swimming velocity for given rate of dissipation
requires the solution of a generalized eigenvalue problem involving the two matrices. It is found
for surface modulations of low multipole order that the optimal swimming efficiency depends in
intricate fashion on a dimensionless scale number involving the radius of the sphere, the period of
the cycle, and the kinematic viscosity of the fluid.
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I. INTRODUCTION
The swimming of fish and the flying of birds still pose problems to theory [1]. The
analysis can be based on the Navier-Stokes equations for the flow of a viscous fluid with a
no-slip boundary condition at the surface of the body with periodically changing shape. For
simplicity the fluid may be taken to be incompressible. The fluid is then characterized by
its shear viscosity and mass density.
Most of the theoretical work has been concerned with either of two limiting situations.
The swimming of microorganisms is well described by the time-independent Stokes equations
of low Reynolds number hydrodynamics [2][3]. The work in this area has been reviewed by
Lauga and Powers [4]. In the opposite limit of inviscid flow the analysis is based on the
Euler equations with the effect of viscosity relegated to a boundary layer. The flow is
predominantly irrotational, apart from the boundary layer and a wake of vorticity. The
work in this field was reviewed by Sparenberg [5][6] and by Wu [7][8]. The modeling of bird
flight was reviewed by Pennycuick [9] and by Shyy et al. [10]. The problem has also been
addressed in computer simulation [11].
It is important to have a model covering the full range of kinematic viscosity. The seminal
work of Taylor [12] on the swimming of a sheet in the Stokes limit was extended to a fluid
with inertia by Reynolds [13] and by Tuck [14]. The swimming of a planar slab has also
been studied in the full range [15]. The disadvantage of these models is the infinite length
of the system which precludes study of the finite size effects which are believed to be crucial
in the inviscid limit.
In earlier work we have studied small amplitude swimming of a body in a viscous fluid
with inertia from a general point of view [16]. As an example we studied the swimming of a
sphere by means of potential flow [17]. Later we showed that in the Stokes limit the addition
of viscous modes leads to a significantly enhanced optimal efficiency [18]. In the following
we study the swimming of a sphere in the full range of kinematic viscosity. For simplicity
we assume axisymmetric flow.
The effect of Reynolds stress turns out to be quite important. At small values of the
kinematic viscosity it largely cancels the effect of viscous stress and pressure in the optimal
efficiency. As a consequence the efficiency varies little with kinematic viscosity in a wide
range. Similar behavior was found for an assembly of interacting rigid spheres [21] and
for a planar slab [15]. We find that in swimming of a single sphere with surface distortions
consisting of a running wave of three or five low order multipolar modes the optimal efficiency
in the inviscid limit tends to the value for potential swimming. We expect that this feature
holds more generally.
II. FLOW EQUATIONS
We consider a flexible sphere of radius a immersed in a viscous incompressible fluid of
shear viscosity η and mass density ρ. In the laboratory frame, where the fluid is at rest at
infinity, the flow velocity v(r, t) and the pressure p(r, t) satisfy the Navier-Stokes equations
ρ
(
∂v
∂t
+ (v · ∇)v
)
= η∇2v −∇p, ∇ · v = 0. (2.1)
The fluid is set in motion by time-dependent distortions of the sphere. We shall study
axisymmetric periodic distortions which lead to a translational swimming motion of the
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sphere in the z direction in a Cartesian system of coordinates. The surface displacement
ξ(s, t) is defined as the vector distance
ξ = s′ − s (2.2)
of a point s′ on the displaced surface S(t) from the point s on the sphere with surface S0.
The fluid velocity v(r, t) in the rest frame is required to satisfy
v(s+ ξ(s, t)) =
∂ξ(s, t)
∂t
. (2.3)
This amounts to a no-slip boundary condition. The instantaneous translational swimming
velocity U(t) and the flow pattern (v, p) follow from the condition that no net force is
exerted on the fluid.
We perform a perturbation expansion in powers of the displacement ξ(s, t). The first
order flow velocity v1 and pressure p1 satisfy the linearized Navier-Stokes equations. The
translational swimming velocity of the sphere, averaged over a period, is denoted by U .
To first order in displacements the mean swimming velocity U 1 vanishes. We have shown
previously [16] that to second order the mean swimming velocity may be calculated as the
sum of a surface and a bulk contribution
U 2 = U 2S +U 2B. (2.4)
In spherical coordinates (r, θ, ϕ) the surface contributionU 2S may be expressed as an integral
of a mean surface velocity uS(θ), defined by
uS(θ) = −(ξ · ∇)v1
∣∣
r=a
, (2.5)
where the overhead bar indicates the time average over a period. The surface contribution
U 2S to the swimming velocity is given by the spherical average [17]
U 2S = − 1
4pi
∫
uS(θ) dΩ. (2.6)
The bulk contribution U 2B corresponds to the term ρ(v1 · ∇)v1 in the Navier-Stokes equa-
tions. The time-averaged second order flow velocity v2 and pressure p2 satisfy the inhomo-
geneous Stokes equations [16]
η∇2v2 −∇p2 = ρ(v1 · ∇)v1, ∇ · v2 = 0, (2.7)
with boundary condition
v2
∣∣
r=a
= uS(θ). (2.8)
The right hand side in Eq. (2.7) represents a force density F V = −ρ(v1 · ∇)v1. The bulk
part of the second order flow v2B, p2B satisfies Eq. (2.7) with the no-slip boundary condition
v2B
∣∣
r=a
= 0. The contribution U 2B to the mean swimming velocity follows from the flow
velocity at infinity in the rest frame and the condition that no net force is exerted on the
fluid. The integral of the force density F V is canceled by the surface integral of an induced
force density on the sphere at rest. As we shall show later, the bulk contribution U 2B may
be calculated with the aid of an antenna theorem [22].
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In the following we consider in particular the case of harmonic time variation. It is then
convenient to introduce complex notation. The surface displacement is written as
ξ(θ, t) = Re[ξω(θ)e
−iωt], (2.9)
with complex amplitude ξω(θ). The corresponding first order flow velocity and pressure are
given by
v1(r, t) = Re[vω(r)e
−iωt], p1(r, t) = Re[pω(r)e
−iωt]. (2.10)
The time-averaged surface velocity uS(θ) may be expressed as
uS(θ) = −1
2
Re[(ξ∗ω · ∇)vω
∣∣
r=a
]. (2.11)
The time-averaged second order rate of energy dissipation is given by [16]
D2 = −1
2
Re[
∫
S0
v∗ω · σω · er dS], (2.12)
where σω is the first order stress tensor with Cartesian components
σω,αβ = η
(
∂vωα
∂xβ
+
∂vωβ
∂xα
)
− pωδαβ . (2.13)
The efficiency of swimming is defined as
ET (ω) = 4ηωa
2 |U 2|
D2
. (2.14)
This quantity may be expressed as a ratio of two forms which are quadratic in the surface
displacement, and involve two Hermitian matrices. Earlier we have studied the zero fre-
quency limit of the problem where inertia plays no role [18]. It has been shown by Shapere
and Wilczek [19] that in this limit the above definition of efficiency is preferable to that of
Lighthill [20]. The efficiency defined in Eq. (2.14) is essentially the ratio of speed and power
and is relevant in the whole range of scale number.
III. MATRIX FORMULATION
The explicit calculation requires the choice of a basis set of solutions of the linearized
Navier-Stokes equations. After removal of the exponential time-dependent factor the equa-
tions read
η[∇2vω − α2vω]−∇pω = 0, ∇ · vω = 0, (3.1)
with the variable
α = (−iωρ/η)1/2 = (1− i)(ωρ/2η)1/2. (3.2)
In our previous work [17] we have chosen a set of modes identical to those used earlier in
a hydrodynamic scattering theory of flow about a sphere [23]. In the present axisymmetric
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case we can use a reduced set of solutions. Moreover, it turns out that in the numerical
work it is advantageous to use a different normalization. Thus we use the modes
vl(r, α) =
2
pi
eαa[(l + 1)kl−1(αr)Al(rˆ) + lkl+1(αr)Bl(rˆ)],
ul(r) = −
(
a
r
)l+2
Bl(rˆ), pl(r, α) = ηα
2a
(
a
r
)l+1
Pl(cos θ), (3.3)
with modified spherical Bessel functions [24] kl(z) and vector spherical harmonics {Al,Bl}
defined by
Al = Aˆl0 = lPl(cos θ)er − P 1l (cos θ)eθ,
Bl = Bˆl0 = −(l + 1)Pl(cos θ)er − P 1l (cos θ)eθ, (3.4)
with Legendre polynomials Pl and associated Legendre functions P
1
l in the notation of
Edmonds [25]. The notation Aˆl0, Bˆl0 is identical to that used in Ref. 26. In particular
A1 = ez and B1 = ez − 3 cos θ er. The solutions vl(r, α) are associated with vanishing
pressure variation. The notation for the flow field ul(r) is identical to that in our previous
work for zero frequency [18]. At zero frequency there is no pressure variation associated
with these irrotational flow fields. We remark here that the above basis set is not suitable at
low frequency owing to the singularity of the solutions vl(r, α) at α = 0. At low frequency
we must use a modified set, as discussed later.
We expand the first order flow velocity and pressure in the modes, given by Eq. (3.3), as
vω(r) = −ωa
∞∑
l=1
[κlvl(r, α) + µlul(r)], pω(r) = −ωa
∞∑
l=1
µlpl(r, α), (3.5)
with complex coefficients {κl, µl}, which can be calculated as moments of the function vω(r)
on the surface r = a. Correspondingly the displacement function ξω(rˆ) is expanded as
ξω(rˆ) = −ia
∞∑
l=1
[κlvl(s, α) + µlul(s)]. (3.6)
We define the complex multipole moment vector ψ as the one-dimensional array
ψ = (κ1, µ1, κ2, µ2, ....). (3.7)
Then U2 can be expressed as
U2 =
1
2
ωa(ψ|B|ψ), (3.8)
with a dimensionless Hermitian matrix B and the notation
(ψ|B|ψ) =
∑
l,σ,l′,σ′
ψ∗lσBlσ,l′σ′ψl′σ′ , (3.9)
where the subscript σ takes the two values N,P with ψlN = κl and ψlP = µl. The subscripts
N,P correspond to notation used in earlier work [17],[23] for modes proportional to those
in Eq. (3.3). We impose the constraint that the force exerted on the fluid vanishes at any
time. This requires κ1 = 0. We implement the constraint by dropping the first element
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of ψ and erasing the first row and column of the matrix B. We denote the corresponding
modified vector as ψˆ and the modified matrix as Bˆ.
The time-averaged rate of dissipation can be expressed as
D2 = 8piηω2a3(ψ|A|ψ), (3.10)
with a dimensionless Hermitian matrix A. We denote the modified matrix obtained by
dropping the first row and column by Aˆ.
With the constraint κ1 = 0 the mean swimming velocity U2 and the mean rate of dissi-
pation D2 can be expressed as
U2 =
1
2
ωa(ψˆ|Bˆ|ψˆ), D2 = 8piηω2a3(ψˆ|Aˆ|ψˆ). (3.11)
Optimization of the mean swimming velocity for given mean rate of dissipation, taken into
account with a Lagrange multiplier λ, leads to the eigenvalue problem
Bˆ|ψˆλ) = λAˆ|ψˆλ). (3.12)
Both matrices Bˆ and Aˆ are hermitian, so that the eigenvalues λ are real. With truncation
at maximum l-value L the truncated matrices Aˆ1L and Bˆ1L are 2L − 1-dimensional. The
maximum positive eigenvalue λmax is of particular interest. Its corresponding eigenvector
provides the swimming mode of maximal efficiency. The truncated matrices correspond to
swimmers obeying the constraint that all multipole coefficients for l > L vanish.
With use of Eq. (2.6) we find the contribution BS to the matrix B = BS+BB. The remain-
der BB follows from the contribution U 2B to the mean swimming velocity. The elements of
the matrices BS and A are complex numbers which can be calculated by substitution of the
expansions in Eq. (3.5) and (3.6) into the expressions (2.11) and (2.12). We have calculated
the elements of the matrices BS and A in our earlier work [17]. In order to make contact
with our subsequent work on the axisymmetric case in the limit of zero frequency [18] we
have performed an independent calculation for axial symmetry. In the calculation we use
angular integrals which are detailed in Appendix A.
The matrix A is diagonal in l, l′, and the matrices BS and BB are tridiagonal in l, l
′. The
matrices are frequency-dependent via the variable αa. We write
αa = (1− i)s, s = a
√
ωρ
2η
=
1√
2η∗
, η∗ =
η
ωρa2
, (3.13)
where η∗ is the dimensionless viscosity [27]. The maximum eigenvalue λmax depends on
the variable s. We call s the scale number. It is related to the Roshko number Ro =
L2fρ/η, where f = ω/(2pi), by Ro = 4s2/pi, if in Ro we use the sphere diameter 2a as the
characteristic length L.
From Eq. (3.13) we see that for given fluid properties the frequency must decrease
with increasing radius as 1/a2 in order to keep the scale number s constant. For water
the kinematic viscosity takes the value η/ρ = 0.01 cm2/sec, and in air it takes the value
η/ρ = 0.15 cm2/sec. Hence for air we have s ≈ 5a√f with a in cm and f = ω/(2pi) in Hz.
IV. EFFECT OF REYNOLDS STRESS
The force density F V = −ρ(v1 · ∇)v1 in Eq. (2.7) can be written alternatively as the
divergence of a Reynolds stress F V = −ρ∇ · (v1v1). In order to find the contribution to
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the mean swimming velocity caused by this stress we must solve Eq. (2.7) with no-slip
boundary condition at r = a. We explained the procedure below Eq. (2.8). The mean
swimming velocity U 2B corresponds to the matrix BB as in Eq. (3.8).
According to theory developed earlier [16] the second order swimming velocity corre-
sponding to the mean Reynolds stress can be written as a sum of two contributions,
U 2B = UV + U˜V , (4.1)
where UV corresponds to the integral of the force density
FV =
∫
F V dr, (4.2)
according to Stokes’ law
UV =
−1
6piηa
FV . (4.3)
The remainder U˜V corresponds to a solution of the Stokes problem Eq. (2.7) corresponding
to the force density F V and a freely moving sphere of radius a.
In order to find the contribution U˜V we use an antenna theorem derived earlier [22]. The
force density F V is decomposed into vector spherical harmonics as
F V (r) = fA(r)A1 + fB(r)B1 + δF V (r), (4.4)
with scalar functions fA(r), fB(r) given by the angular integrals
fA(r) =
1
2
∫ pi
0
ez · F V (r) sin θ dθ,
fB(r) =
1
4
∫ pi
0
(ez − 3 cos θ er) · F V (r) sin θ dθ, (4.5)
and with remainder δF V (r) given by a sum of higher order vector spherical harmonics
{Al,Bl}. According to the antenna theorem [22] the Green function solution of the Stokes
equations, assumed to be valid in all space in the absence of the sphere, corresponds to a
flow velocity for r < a given by
v0(r) = c
+
100v
+
100(r) + c
+
102v
+
102(r) + δv0(r), (4.6)
with flow fields v+100(r), v
+
102(r) given by [26]
v+100(r) = A1 = ez, v
+
102(r) = r
2(5A1 +B1), (4.7)
coefficients
c+100 =
1
3η
∫ ∞
a
[2r′fA(r
′)− r′fB(r′)] dr′, c+102 =
1
15η
∫ ∞
a
1
r′
fB(r
′) dr′, (4.8)
and remainder δv0(r) given by a sum of higher order vector spherical harmonics {Al,Bl}.
The Green function tends to zero at infinity.
The velocity U˜V in Eq. (4.1) follows from Faxe´n’s theorem as [26]
U˜V = (c
+
100 + 5a
2c+102)ez. (4.9)
By construction the flow pattern v2B(r) tends to −U 2B plus a flow which decays faster than
1/r at large distance from the origin.
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V. EXPANSION AT LOW FREQUENCY
As we have noted in Sec. III the singular behavior of the flow fields vl(r, α) at α = 0
leads to numerical difficulties at low frequency [23]. Thus instead of vl(r, α) we use
v0l (r, α) = Xl(α)vl(r, α) +
2(2l − 1)
α2a2
ul(r), (5.1)
with coefficient
Xl(α) =
2αlal
l(2l + 1)(2l − 3)!! e
−αa. (5.2)
It may be checked that at zero frequency
v0l (r, 0) = vl(r), (5.3)
where vl(r) is the viscous mode function
vl(r) =
(
a
r
)l[
(l + 1)Pl(cos θ)er +
l − 2
l
P 1l (cos θ)eθ
]
. (5.4)
used in the zero frequency theory [18].
The pressure corresponding to the velocity mode in Eq. (5.1) is given by
p0l (r) =
2(2l − 1)
α2a2
pl(r, α). (5.5)
Correspondingly the expansion in Eq. (3.5) must be replaced by
vω(r) = −ωa
∞∑
l=1
[κ0l v
0
l (r, α) + µ
0
lul(r)],
pω(r) = −ωa
∞∑
l=1
[κ0l p
0
l (r) + µ
0
l pl(r, α)]. (5.6)
With multipole vector ψ0 defined by
ψ0 = (κ01, µ
0
1, κ
0
2, µ
0
2, ....) (5.7)
the mean swimming velocity and mean rate of dissipation can be expressed as
U2 =
1
2
ωa(ψ0|B0|ψ0), D2 = 8piηω2a3ωa(ψ0|A0|ψ0), (5.8)
with matrices B0 and A0.
The above expansion is not suitable at high frequency owing to numerical difficulties in the
eigenvalue problem analogous to Eq. (3.13). Thus we must use two different expansions in
the two regimes of low and high frequency. The eigenvalues for the two eigenvalue problems
are of course the same, and the eigenvectors are related by the matrix transforming one
basis set into the other. At zero frequency the two matrices in the representation of this
section are identical to those derived earlier [18].
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VI. RESULTS
With a small number of modes at low multipole order the calculations can be performed
analytically. With higher multipoles included the generalized eigenvalue problem can be
solved numerically by use of the Eigensystem command of Mathematica. In our earlier
work [17] we have performed calculations involving just potential modes. In that case the
Reynolds stress vanishes. As we have shown at zero frequency [18] the inclusion of viscous
modes leads to a significantly higher maximum efficiency.
The qualitative behavior can be seen from a simple model with only modes of orders
l = 1 and l = 2 included. In this case there are just three modes, the dipolar potential
mode at l = 1, the viscous mode at l = 2, and the quadrupolar potential mode at l = 2.
The modes are given by Eq. (3.3) at high frequency, and by Eqs. (5.1) and (5.5) for the
viscous modes at low frequency. It turns out that in this case the high frequency expansion
works well numerically over the whole range of interest. It suffices to compare with the zero
frequency results [18].
From Eqs. (7.11) and (7.17) of Ref. 18 the matrix Bˆ012 at zero frequency is given by
Bˆ
0
12 = i

 0 −35 −33
5
0 0
3 0 0

 , (6.1)
and the matrix Aˆ012 is given by
Aˆ
0
12 =

 3 0 00 27
10
18
5
0 18
5
6

 . (6.2)
We denote the corresponding maximum eigenvalue by λ012. The eigenvalue problem yields
[28]
λ012 =
5
3
√
2
≈ 1.17851. (6.3)
The corresponding eigenvector ξ00 has components (1,−4i
√
2/3, 11i/(5
√
2) ≈
(1,−1.886i, 1.556i).
With fluid inertia included the maximum eigenvalue as a function of the scale number is
given by the expression
λ12(s) =
(
N(s)
D(s)
)1/2
, (6.4)
with numerator
N(s) = 225 + 450s+ 450s2 + 282s3 − 12s4 − 24s5 + 104s6 + 16s7 + 4s8 − 8s9 + 8s10
+ 16Re
[(
6i− (6− 6i)s− 3s2 + (1 + i)s3 − is4 − (1− i)s5)s6es−isE1(s− is)]
+ 16s12e2s|E1(s− is)|2, (6.5)
and denominator
D(s) = 18(9 + 18s+ 18s2 + 10s3). (6.6)
The expression is derived by use of the characteristic equation from the matrices Aˆ12(s) and
Bˆ12(s) given explicitly in Appendix B. The denominator is related to the determinant of
Aˆ12(s) by D(s) = (8s
4/3)det[Aˆ12(s)].
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In Fig. 1 we plot the function λ12(s) as a function of log10(s). The low frequency
expansion is given by
λ12(s) =
5
3
√
2
+
8
√
2
135
s3 − 19
√
2
135
s4 +
16
√
2
135
s5 +O(s6), (6.7)
in accordance with Eq. (6.3). The function shows a maximum value 1.183 at s0 = 0.865,
corresponding to the eigenvector ξ0 with components (1,−0.218+0.130i, 7.911+1.001i) for
the modes of Eq. (3.3). For large values of s the numerical calculation can be performed
by a method discussed in the next section. At high scale number the contribution of the
Reynolds stress to the mean swimming velocity is quite important. If it were omitted, then
the maximum eigenvalue would grow as 4
√
s/(3
√
5). Actually, the maximum eigenvalue
tends to the limiting value
λpot12 =
1√
2
≈ 0.70711, (6.8)
the optimal value for potential swimming with just the dipolar and quadrupolar modes.
The eigenvalue λpot12 and the corresponding eigenvector ξ0 = (1, 0, i/
√
2) are found from Eqs.
(6.1) and (6.2) with the second row and column of the matrices deleted.
The maximum eigenvalue at given s increases as more modes are included. In Fig. 2 we
show the maximum eigenvalue λ13(s) as a function of log10(s) for surface displacements given
by a superposition of the five modes for l = 1, 2, 3. In this case the numerical calculation
is more demanding than for L = 2. We use the modes of Sec. V for s < 2 and the
modes of Eq. (3.3) for s > 2. The maximum eigenvalue at zero frequency is λ013 = 1.514
and the corresponding eigenvector has components ξ00 = (1,−1.553i, 1.824i, 1.373,−1.440).
There is a weak maximum λ13(s0) = 1.516 at s0 = 0.962. The corresponding eigenvector
has components ξ0 = (1,−0.715 + 1.592i, 0.262 − 1.861i, 1.291 + 0.198i,−1.385 − 0.060i)
in terms of the modes of Sec. V. As s increases beyond s0 the function λ13(s) decays to
λpot13 =
√
11/10 ≈ 1.049, the optimal value for potential swimming with modes l = 1, 2, 3
with corresponding eigenvector ξ0 = (1, 0,
√
11/10i, 0,−3/5).
VII. BEHAVIOR FOR LARGE SCALE NUMBER
The behavior shown in Figs. 1 and 2 requires further discussion of the asymptotic prop-
erties for large scale number. The function λ13(s) shown in Fig. 2 is calculated from
a complicated analytic expression involving exponential integrals, like the expression Eq.
(6.4) for λ12(s). The expression is derived from the explicit expressions for the matrices
Aˆ13, BˆS13 and BˆB13 given in Appendix B, by use of the characteristic equation.
The exponential integrals appear multiplied by exponentials. It is therefore useful to
define
F (z) = ezE1(z) =
∫ ∞
0
e−u
z + u
du. (7.1)
In the expression for λ13(s) we need the value of F (z) at z = s± is and at z = 2s for large
positive s. Clearly the function F (z) is analytic in the complex z plane apart from a branch
cut along the negative real axis. The values of F (z) which are needed in Fig. 2 can be found
accurately by numerical integration in Eq. (7.1). The expression for λ13(s) involves powers
of z up to z12 and down to z−10, so that in numerical calculations for large s we need integer
programming.
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To scrutinize the behavior for large values of s it is useful to derive series expansions. By
integration by parts we derive
F (z) = Fn(z) +Rn(z), (7.2)
where Fn(z) is given by a sum of n + 1 terms,
Fn(z) =
n∑
j=0
(−1)j j!
zj+1
, (7.3)
and the remainder Rn(z) is given by
Rn(z) = −(n + 1)!
∫ ∞
0
e−u
(z + u)n+2
du. (7.4)
The sum Fn(z) corresponds to the sum of the first n+1 terms in the asymptotic expansion
of the exponential integral [24].
By replacing F (z) by the sum Fn(z) for low values of n in the expressions for λ12(s) and
λ13(s) we can derive series expansions in inverse powers of s. For λ12(s) we find
λ12(s) =
1√
2
+
16
√
2
5s
− 112
√
2
5s2
+
20736
√
2
125s3
+O(s−4). (7.5)
At s = 100 the sum λ
(4)
12 (s) of the first four terms shown agrees with the exact value to four
decimal places. For λ13(s) we find by the same method
λ13(s) =
√
11
10
+
128349
2695
√
2
55
1
s
+O(s−2). (7.6)
At s = 100 the first two terms of the expansion in Eq. (7.6) yield a value accurate to one
percent and at s = 104 the value is accurate to five decimal places.
The eigenvector corresponding to the maximum eigenvalue λ13(s) can also be found by the
same numerical method. For example, at s = 104 we find the eigenvector ξ0 = (1,−3.219 +
3.221i,−1.048i, 1.311 + 1.312i,−0.600) for the modes of Sec. III. This shows that for this
scale number all five modes contribute significantly to the eigenvector. The contributions
from BˆS13 and BˆB13 cancel to a large extent. We find the ratios |U2S|/|U2B| = 1.472 and
|U2S|/|U2S + U 2B| = 3.112. This shows again the importance of the Reynolds stress.
We note that for these modes of low order the whole calculation can be performed analyti-
cally, though at the expense of quite complicated expressions. It follows from the expressions
in Appendix B that the elements of the matrix BˆS13(s) remain finite in the limit s→∞ and
apparently there is a cancellation from the matrix BˆB13(s) leading to the limiting behavior
shown in Figs. 1 and 2.
VIII. SIMPLE MODEL
It is worthwhile to discuss the properties of the simple model introduced at the beginning
of Sec. VI in some more detail. We denote the coefficients of the zero frequency modes of
Ref. 18 as (µI1, κ
I
2, µ
I
2). These are the amplitudes of the dipolar mode, the stresslet, and
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the quadrupolar mode, respectively. By comparison of the amplitudes of vector spherical
harmonics on the spherical surface r = a we find that the coefficients are related to the
coefficients (µ1, κ2, µ2) of the modes of Sec. III by the relations
µ1 = µ
I
1, κ2 =
1
5
z2
1 + z
κI2,
µ2 =
6 + 6z + 3z2 + z3
z2 + z3
κI2 + µ
I
2, z = (1− i)s. (8.1)
These coefficients give the same surface displacement as the zero frequency modes for the
set (µI1, κ
I
2, µ
I
2). It follows from Eq. (8.1) that if one considers surface displacements char-
acterized by a chosen set of coefficients (µI1, κ
I
2, µ
I
2), then the coefficient κ2 of the boundary
layer mode grows in absolute magnitude beyond all bounds as the scale number s increases,
whereas the amplitudes of the potential modes remain bounded. This causes an increase
of dissipation as s increases, owing to steep gradients in the boundary layer. Hence the
efficiency decreases with increasing s. As an example we show in Fig. 3 the ratio
ρ12(s) =
(ξ(s)|Bˆ12(s)|ξ(s))
(ξ(s)|Aˆ12(s)|ξ)(s)
, (8.2)
where ξ(s) is calculated from the vector ξ00 given below Eq. (6.3) by use of Eq. (8.1). The
ratio starts at the optimal value λ12(0) in the limit s→ 0, but eventually decreases to zero
at large s. In Fig. 4 we show the surface deformation at four chosen times.
The simplest way of constructing a good mode of swimming for large s is to avoid the
boundary layer altogether and use surface displacements corresponding to the potential
mode ξpot0 = (1, 0, i/
√
2) given below Eq. (6.8). In this case µ1 = 1, κ2 = 0, µ2 = i/
√
2,
independent of s. This is a mode of high efficiency, only slightly less efficient than the
optimal mode given by the maximum eigenvector of Eq. (3.12).
IX. DISCUSSION
The analysis shows that for given surface distortion the mean swimming velocity and
mean power of a sphere depend in an intricate way on the dimensionless scale number s,
defined in Eq. (3.13) and related to the Roshko number by Ro = 4s2/pi. Optimization of the
mean swimming velocity for given power at fixed s leads to a generalized eigenvalue problem.
The eigenvector with largest eigenvalue within a class of strokes characterizes the optimal
stroke in that class. Explicit expressions for the two Hermitian matrices characterizing the
eigenvalue problem are given in Appendix B. The expressions are the pinnacle of the present
analysis.
The results are of particular interest for large values of the scale number. It turns out
that in this range it is crucial to take the Reynolds stress into account. Apparently on time
average over a period the effect of pressure gradients is largely canceled by the effect of
Reynolds stress. Quantitatively the effect is measured by a comparison of the contributions
U 2B and U 2S to the mean swimming velocity. A numerical example is given at the end of
Sec. VII.
In the asymptotic range of very large scale number s we find that the optimal efficiency
tends to the value for potential flow for the class of axisymmetric strokes involving the three
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modes of order l = 1, 2, as well as for axisymmetric strokes involving the five modes of order
l = 1, 2, 3. The same behavior was found for the swimming of a deformable slab [15]. It
may be conjectured that for a sphere this behavior occurs also for more complicated strokes.
It is shown in Figs. 1 and 2 that in the asymptotic range the swimming is somewhat less
effective than in the Stokes limit. There is an appreciable change in the mode of optimal
swimming as is seen by a comparison of the eigenvectors of displacements at the end of Secs.
VI and VII.
For the strokes considered the optimal efficiency shows a maximum in the intermediate
range of scale number. In this regime the optimal efficiency varies little with the scale
number. For a swimmer the actual value of the scale number is determined by its geometrical
dimension and the kinematic viscosity of the fluid. For that particular value of s the swimmer
can optimize its stroke to second order in the amplitude from the solution of the eigenvalue
problem. It will be of interest to determine how the efficiency varies as the amplitude of
stroke is increased. This requires numerical solution of the Navier-Stokes equations with
no-slip boundary condition for the moving surface and is beyond the scope of the present
investigation.
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Appendix A:
In this Appendix we provide expressions for angular integrals which occur in the calcu-
lation. We consider vector-functions of the form
vl(r) = f(r)Al + g(r)Bl, (A1)
and scalar functions of the form
pl(r) = h(r)Pl(cos θ). (A2)
In the calculation of the matrix A we need the angular integral
Sl(r) =
∫ pi
0
v∗l (r) · [∇vl(r) + ∇˜vl(r)] · er sin θ dθ
=
2
2l + 1
[
(l − 1)l(l + 1)(f
∗ + g∗)f
r
− l(l + 1)(l + 2)(f
∗ + g∗)g
r
− l(l + 1)(f ∗g′ + g∗f ′) + l(3l + 1)f ∗f ′ + (l + 1)(3l + 2)g∗g′], (A3)
where in the last equation we have omitted the dependence on r for brevity. Similarly
Ql(r) =
∫ pi
0
v∗l (r)pl(r) · er sin θ dθ
=
2
2l + 1
[
lf ∗h− (l + 1)g∗h]. (A4)
In the calculation of the matrix BS we need the angular integral
T
(1)
l (r) =
∫ pi
0
v∗l (r) · ∇vl+1(r) · ez sin θ dθ
=
2l + 2
2l + 1
[
l(l + 1)
(f ∗ + g∗)f
r
+ lf ∗f ′ − (l + 1)g∗f ′], (A5)
as well as the integral
T
(2)
l (r) =
∫ pi
0
v∗l+1(r) · ∇vl(r) · ez sin θ dθ
=
2l + 2
2l + 3
[− (l + 1)(l + 2)(f ∗ + g∗)g
r
− (l + 1)f ∗g′ + (l + 2)g∗g′]. (A6)
In the calculation of the matrix BB we need the angular integral
V
(1)
l (r) =
∫ pi
0
v∗l (r) · (∇vl+1(r)) ·B1 sin θ dθ
=
2l + 2
(2l + 1)(2l + 3)
[− l(l2 + l − 3)(f ∗ + g∗)f
r
+ 3l(l + 2)(l + 3)
(f ∗ + g∗)g
r
− l2f ∗f ′ + l(l + 1)g∗f ′ + 3l(l + 2)f ∗g′ − 3(l + 1)(l + 2)g∗g′], (A7)
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as well as the integral
V
(2)
l (r) =
∫ pi
0
v∗l+1(r) · (∇vl(r)) ·B1 sin θ dθ
=
2l + 2
(2l + 1)(2l + 3)
[− 3l(l − 1)(l + 2)(f ∗ + g∗)f
r
+ (l + 2)(l2 + 3l − 1)(f
∗ + g∗)g
r
− 3l(l + 1)f ∗f ′ + 3l(l + 2)g∗f ′ + (l + 1)(l + 2)f ∗g′ − (l + 2)2g∗g′]. (A8)
The above expressions can be derived by use of Legendre function identities.
Appendix B:
In this Appendix we list the expressions for the matrix elements as functions of s for
low multipole orders. We consider the 5 × 5 Hermitian matrices Aˆ13, BˆS13 and BˆB13 cor-
responding to multipole coefficients µ1, κ2, µ2, κ3, µ3 in the representation of Sec. III. For
brevity we denote the matrix elements as Aαβ, BSαβ, BBαβ with (α, β) = 1, ..., 5. We list
only nonvanishing elements. The elements of the matrices Aˆ12, BˆS12 and BˆB12 are found by
deleting the fourth and fifth rows and columns.
The nonvanishing elements Aαβ are given by
A11 = 3,
A22 =
15
8s8
[
180 + 360(s+ s2) + 240s3 + 117s4 + 42s5 + 10s6 + 2s7
]
,
A23 = A
∗
32 =
3
s4
[
15 + 15(1 + i)s + 12is2 − 2(1− i)s3],
A33 = 6,
A44 =
21
16s10
[
23625 + 47250(s+ s2) + 31500s3 + 15606s4 + 6012s5 + 1812s6 + 408s7 + 64s8 + 8s9
]
,
A45 = A
∗
54 =
15− 15i
4s5
[
105 + 105(1 + i)s+ 90is2 − 20(1− i)s3 − 4s4],
A55 = 10. (B1)
The nonvanishing elements BSαβ are given by
BS12 = B
∗
S21 =
1
2s4
[− 45i− 45(1 + i)s− 42s2 − 12(1− i)s3 + 4is4],
BS13 = B
∗
S31 = −3i,
BS24 = B
∗
S42 =
9− 9i
8s9
[
1575 + 3150s+ (3150− 90i)s2 + (2100− 180i)s3 + (1032− 180i)s4
+ (384− 120i)s5 + (104− 56i)s6 + 16(1− i)s7],
BS25 = B
∗
S52 =
3
7s4
[− 105i+ 105(1− i)s+ 90s2 + 20(1 + i)s3 + 4is4],
BS34 = B
∗
S43 =
9− 9i
20s5
[
525 + 525(1− i)s− 480is2 − 130(1 + i)s3 − 44s4 − 4(1− i)s5],
BS35 = B
∗
S53 = −6i. (B2)
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The nonvanishing elements BBαβ are given by
BB12 = B
∗
B21 =
1
2
[− i− (1 + i)s + s2 − (1− i)s3 − 2is4F−],
BB24 = B
∗
B42 =
1− i
4s5
[
45 + 90s+ (90− 6i)s2 + (60− 12i)s3 − (6 + 12i)s4
+ (4 + 24i)s5 − (4 + 48iF2)s6 + 8s7 − 16s8F2
]
,
BB25 = B
∗
B52 =
1
168
[− 18i+ (18− 18i)s+ 6s2 − (6 + 6i)s3 + 9is4
+ (11− 11i)s5 + (1− 24F+)s6 − (1 + i)s7 + 2is8F+
]
,
BB34 = B
∗
B43 =
1− i
480s
[
450 + 450(1− i)s− 222is2 + 78(1 + i)s3
− 81s4 + 83(1− i)s5 − is6 + (1 + i)s7 + 168is6F− − 2s8F−
]
,
(B3)
with the abbreviations
F+ = F (s+ is), F− = F (s− is), F2 = F (2s) (B4)
for values of the function F (z) defined in Eq. (7.1). The vanishing of the elements BB13 and
BB35 follows from a general theorem on the potential flow contribution which we derived
earlier [16].
The matrix elements have a quite complicated dependence on the scale number s. The
limiting behavior of the maximum eigenvalues λ12(s) and λ13(s) for large s, shown in Figs.
1 and 2, is due to delicate cancellations.
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Figure captions
Fig. 1
Plot of the maximum eigenvalue λ12(s) of a swimmer with three multipolar modes for
l = 1, 2 as a function of the scale number s, defined in Eq. (3.13) (solid curve). The function
has a maximum at s0 = 0.865. We compare with the maximum value 1/
√
2 for potential
swimming with two modes for l = 1, 2 (dashed line).
Fig. 2
Plot of the maximum eigenvalue λ13(s) of a swimmer with five multipolar modes for
l = 1, 2, 3 as a function of the scale number s (solid curve). The function has a maximum
at s0 = 0.962. We compare with the maximum value
√
11/10 for potential swimming with
three modes for l = 1, 2, 3 (dashed line).
Fig. 3
Plot of the function ρ12(s), as defined in Eq. (8.2), as a function of the scale number s.
Fig. 4
Plot of the deformed sphere with surface displacement ξ(s) = εRe[−ia(µI1u1(s) +
κI2v2(s) + µ
I
2u2(s)) exp(−iωt)] with v2(s) given by Eq. (7.2) of Ref. 18, with coeffi-
cients (µI1, κ
I
2, µ
I
2) = ξ
0
0 = (1,−4i
√
2/3, 11i/(5
√
2), amplitude factor ε = 0.15, at times
t = 0, pi/(6ω), pi/(3ω), pi/(2ω).
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