We examine the time-series relationship between housing prices in eight Southern California metropolitan statistical areas (MSAs). First, we perform cointegration tests of the housing price indexes for the MSAs, finding seven cointegrating vectors. Thus, the evidence suggests that one common trend links the housing prices in these eight MSAs, a purchasing power parity finding for the housing prices in Southern California. Second, we perform temporal Granger causality tests revealing intertwined temporal relationships. The Santa Anna MSA leads the pack in temporally causing housing prices in six of the other seven MSAs, excluding only the San Luis Obispo MSA. The Oxnard MSA experienced the largest number of temporal effects from other MSAs, six of the seven, excluding only Los Angeles. The Santa Barbara MSA proved the most isolated in that it temporally caused housing prices in only two other MSAs (Los Angels and Oxnard) and housing prices in the Santa Anna MSA temporally caused prices in Santa Barbara. Third, we calculate out-of-sample forecasts in each MSA, using various vector autoregressive (VAR) and vector error-correction (VEC) models, as well as Bayesian, spatial, and causality versions of these models with various priors. Different specifications provide superior forecasts in the different MSAs. Finally, we consider the ability of theses time-series models to provide accurate out-of-sample predictions of turning points in housing prices that occurred in 2006:Q4. Recursive forecasts, where the sample is updated each quarter, provide reasonably good forecasts of turning points.
1.

Introduction
This paper considers the dynamics of housing prices and the ability of different pure time-series models to forecast housing prices in eight Southern California metropolitan statistical areas (MSAs) -Bakersfield, Los Angeles, Oxnard, Riverside, San Diego, San Luis Obispo, Santa Anna, and Santa Barbara.
1 Earlier papers examine the efficiency and diffusion of housing prices across contiguous geographic regions. For example, see the analysis of Tirtirglou 1992; and Clapp and Tirtirglou 1994 on the Hartford MSA.
This paper, first, tests for cointegration between real house prices in the eight MSAs, using the Johansen technique (1991). We find seven cointegrating relationships between the real house prices, a purchasing power parity (PPP) result for housing prices in Southern California.
Block exogeneity tests on the vector error correction (VEC) model reveal an intricate temporal causality pattern between housing prices for these MSAs. The Santa Anna MSA leads the pack in temporally causing housing prices in six of the other seven MSAs, excluding only the San Luis Obispo MSA. The Oxnard MSA experienced the largest number of temporal effects from other MSAs, six of the seven, excluding only Los Angeles. The Santa Barbara MSA proved the most isolated in that it temporally caused housing prices in only two other MSAs (Los Angels and Oxnard) and housing prices in the Santa Anna MSA temporally caused prices in Santa Barbara.
We next compare the out-of-sample forecasting performance of various time-series models -vector autoregressive (VAR), vector error-correction (VEC), and various Bayesian time-series models. For the Bayesian models, we estimate Bayesian VAR (BVAR) and VEC (BVEC) models as well as BVAR and BVEC models that include spatial and causality priors 1 We exclude the El Centro MSA because of too short a time series on housing prices. (LeSage 2004, Gupta and Miller 2009) . A causality BVEC model performs the best across all eight MSAs, although the forecasting performances in the individual MSAs do differ. That is, none of the MSAs perform the best in this causality BVEC model that performs the best across all eight MSAs.
We organize the rest of the paper as follows. Section 2 examines the potential linkage of housing prices across geographic regions. Section 3 specifies the various time-series models estimated in Section 4. Section 5 concludes.
Housing Demand and Supply and Spatial Price Arbitrage
The Law of One Price (LOOP) states that a homogeneous good that sells in two different markets should sell for the same price, ignoring transaction and transportation costs.
Fundamentally, the LOOP requires the arbitrage of goods prices between markets or, in other words, that one can transport the good between markets at relatively low cost. Clearly, housing fails in, at least, two important areas -lack of homogeneity in housing goods and lack of transportability between markets. In addition, when one compares housing indexes, rather than individual home prices, across geographic regions, the Purchasing Power Parity (PPP) approach, which extends the LOOP to price indexes, applies. PPP implies that trade between geographic regions of goods leads to a convergence of the regions' price indexes. Once again the operation of PPP requires the arbitrage of goods between regions.
Housing economists address the issue of a non-homogeneous good by appealing to the characteristics of housing. Hedonic models allow the researcher to compare housing prices based on the characteristics imbedded into the sales, such as number of bedrooms and baths, square footage, and so on. Typically, the geographic reach of the housing market reflects the commuting shed for the metropolitan area. That is, houses compete with each other within the same metropolitan area. Tirtirglou (1992) and Clapp and Tirtirglou (1994) provided some of the earliest tests of whether the housing market exhibited efficiency in a spatial market in Hartford, Connecticut.
Since we cannot transport houses from one metropolitan market to another necessarily imply that the housing markets in the MSAs do not exhibit linkages? Trade theory demonstrates that although labor and capital frequently do not move between countries, factor prices equalize (Samuelson 1948) , if goods and services flow freely between countries. That is, flows of goods and services between countries act as surrogates for labor and capital flows and cause the prices of labor and capital to equalize even though capital and labor do not move between countries.
Since housing cannot flow between markets, do other flows exist that can cause PPP to hold?
First, the migration of home buyers between metropolitan areas can link the housing markets.
Second, home builders can also move their operations between metropolitan areas in response to differential returns on home building activity. In sum, the movement of home buyers and home builders between regions in response to price differences can arbitrage the prices of homes, even though the homes themselves cannot move between regions.
In sum, we argue that housing prices between geographic regions affect each other if either home buyers or home builders move between the markets in response to price incentives.
On the home buyer side, different types of buyers or motivations may assist in the arbitrage process. One, within the Southern California MSAs, commuters can choose to purchase a home that trades off the home price with the commuting cost. Thus, commuting across MSAs by some will exert some pressure to equalize home prices, adjusting for commuting costs. Two, equity conversion may allow some longtime residents of areas that experienced significant appreciation to cash in their accumulated equity and buy a "better" home in an area with lower home prices and probably higher commuting costs. Three, investors may use spatial arbitrage to allocate their housing investment funds.
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Home builders face two basic components in their cost of supplying new housing --construction (replacement) costs and land value. If the demand for housing rises in one region, that will draw resources, including construction labor, from other regions. As a result, construction costs in both regions will rise. It rises first in the market where the demand for housing rises to attract more construction workers. And as a consequence, as the supply of construction workers in the other region falls, their wages will rise. The equalizing of construction costs tends to equilibrate housing prices across regions.
Just as we cannot transport housing between regions, we cannot transport land as well.
Thus, if a region faces a fixed, or extremely inelastic, supply of land, then that regions housing prices and land values will rise. That is, since housing prices include construction (replacement) costs and land prices, higher land prices will drive up housing prices even though construction (replacement) costs may equilibrate between regions. All eight metropolitan areas in this paper face land restrictions that respond in this manner. That is, all eight regions experienced a housing "bubble" in recent years that deflated recently. See Figure 1 .
In sum, we argue that the housing "bubbles" in the eight MSAs in the Southern California housing market reflect, in large measure, run ups and then crashes in land values. While other factors such as construction costs also played a role, land values dominated the movement in home prices.
3.
VAR, VEC, BVAR, BVEC, SBVAR, and SBVEC Specification and Estimation 3
Following Sims (1980) , we can write an unrestricted VAR model as follows:
where y equals a ( ) vector of variables to forecast; A(L) equals an ( ×1 n × n n ) polynomial matrix in the backshift operator L with lag length p, and ε equals an ( ×1 n ) vector of error terms. In our case, we assume that , where I n equals an (
With cointegrated (non-stationary) series, we can transform the standard VAR model into a VEC model. The VEC model builds into the specification the cointegration relations so that they restrict the long-run behavior of the endogenous variables to converge to their long-run, cointegrating relationships, while at the same time describing the short-run dynamic adjustment of the system. The cointegration terms, known as the error correction terms, gradually correct through a series of partial short-run adjustments.
More explicitly, for our eight variable system, if each series t y is integrated 5 of order one, (i.e., I(1)), 6 then the error-correction counterpart of the VAR model in equation (1) converts into a VEC model as follows. The discussion in this section relies heavily on LeSage (1999), Gupta and Sichei (2006) , Gupta (2006) , and Gupta and Miller (2009) . VAR and VEC models typically use equal lag lengths for all variables in the model, which implies that the researcher must estimate many parameters, including many that prove statistically insignificant. This over-parameterization problem can create multicollinearity and a loss of degrees of freedom, leading to inefficient estimates, and possibly large out-of-sample forecasting errors. Some researchers exclude lags with statistically insignificant coefficients.
Alternatively, researchers use near VAR models, which specify unequal lag lengths for the variables and equations. Litterman (1981) , Doan et al., (1984) , Todd (1984) , Litterman (1986), and Spencer (1993) , use a Bayesian VAR (BVAR) model to overcome the over-parameterization problem.
Rather than eliminating lags, the Bayesian method imposes restrictions on the coefficients across different lag lengths, assuming that the coefficients of longer lags may approach more closely to zero than the coefficients on shorter lags. If, however, stronger effects come from longer lags, the data can override this initial restriction. Researchers impose the constraints by specifying normal prior distributions with zero means and small standard deviations for most coefficients, where the standard deviation decreases as the lag length increases. The first own-lag coefficient in each equation is the exception with a unitary mean. Finally, Litterman (1981) imposes a diffuse prior for the constant. We employ this "Minnesota prior" in our analysis, where we implement Bayesian variants of the classical VAR and VEC models.
Formally, the means and variances of the Minnesota prior take the following form: , specify uncertainty about the prior means β i = 1, and β j = 0, respectively. Doan et al., (1984) propose a formula to generate standard deviations that depend on a small numbers of hyper-parameters: w, d, and a weighting matrix f(i, j) to reduce the overparameterization in the VAR and VEC models. This approach specifies individual prior variances for a large number of coefficients, using only a few hyper-parameters. The specification of the standard deviation of the distribution of the prior imposed on variable j in equation i at lag m, for all i, j and m, equals S 1 (i, j, m) , defined as follows: Alternatively, LeSage and Pan (1995) propose spatial BVAR (SBVAR) and BVEC (SBVEC) models. They adopt a weight matrix that uses the first-order spatial contiguity (FOSC) prior, implying a non-symmetric F matrix with more importance given to variables from neighboring MSAs than those from non-neighboring MSAs. Figure 2 maps the locations of the eight MSAs. 9 They impose a value of one for both the diagonal elements of the weight matrix, as in the Minnesota prior, as well as for place(s) that correspond to variable(s) from MSAs with 9 We exclude the El Centro MSA because of too short a time series on housing prices.
which the specific MSA shares a common border(s). For the elements in the F matrix that correspond to variable(s) from MSAs that do not share common borders, Lesage and Pan (1995) impose a weight of 0.1. In sum, the 0.5 weights in the specification shown in equation (5) become 1.0 for neighbors and 0.1 for non-neighbors. Gupta and Miller (2009) 
We then standardize the weight matrix in equation (6) so that each row sums to unity. 
We can interpret the C matrix as generating a pseudo random-walk process with drift, In sum, the prior variances for the parameters under the RWA prior, as proposed by LeSage and Krivelyova (1999) , retaining the distinction between important and unimportant variables, require the following ideas:
Assign a smaller prior variance to parameters associated with unimportant variables, imposing zero prior means with more certainty;
(ii) Assign a small prior variance to the first own-lag of the important variables so that prior means force averaging over the first own-lags of such variables;
(iii) Impose the prior variance of parameters associated with unimportant variables at lags greater than one such that it becomes smaller as the lag length increases, imposing decay in the influence of the unimportant variables over time;
(iv) Assign larger prior variances on lags other than the first own-lag of the important variables, allowing those lags to exert some influence on the dependant variable; and
Assign decreasing prior variances on the coefficients of lags, other than the first own-lag of the important variables.
Thus, in the specification of the RWA, as in the Minnesota prior, longer lag influences decay 11 Just as with the constant in the Minnesota Prior, δ is also estimated based on a diffuse prior.
12 As in the Minnesota prior, the RWA prior uses a prior mean of zero for the coefficients on all lags, except for the first own lags. The RWA approach of specifying prior means requires that the researcher scale the variables to similar magnitudes, since otherwise it does not make intuitive sense to say that the value of a variable at t equals the average of values from the important variables at t-1. This issue does not affect our analysis, since our variables are all scaled in the same fashion.
irrespective of whether we classify the variable as important or unimportant. That is, they extend the specification of LeSage and Krivelyova (1999) by assuming that the first own-lagged value proves more important than the other important variables (neighbors).
13 They 13 Kuethe and Pede (2008) specify a similar prior, where they assume that the coefficient of the own-lagged term equals one and the sum of the lags of the other important variables, not including the own-lagged term, sums to one impose the condition that the first own-lagged variable proves twice as important as the other important variables.
( ) 
Thus, in our eight-variable system, equals 3, 4, 5, or 6 and the prior means for the first own 
We estimate the BVAR, BVEC, SBVAR, SBVEC, CBVAR, and CBVEC models, based on the FOSC, TC, RWA, and WRWA priors, using Theil's (1971) mixed estimation technique.
as well. Thus, their weighting scheme doubles the weight as compared to our scheme as well as requiring the ownlagged term to retain the coefficient of one, which reflects the essence of the random-walk averaging (RWA) prior.
Specifically, we denote a single equation of the VAR model as: 
Note that (3) and (4) for the Minnesota prior; in equations (3), (4) and (6) for the FOSC prior; in equations (2), (3), and (7) for the TC prior, in equation (9) for the RWA prior, and in equation (10) for the WRWA prior. With equation (12) written as follows:
we derive the estimates for a typical equation as follows:
Essentially then, the method involves supplementing the data with prior information on the distribution of the coefficients. The number of observations and degrees of freedom increase artificially by one for each restriction imposed on the parameter estimates. Thus, the loss of degrees of freedom from over-parameterization in the classical VAR or VEC models does not emerge as a concern in the BVAR, BVEC, SBVAR, SBVEC, CBVAR, and CBVEC models.
Model Estimation and Results
This section reports our econometric findings. First, we determine whether cointegration exists between the variables in our model. Second, we select the optimal model for forecasting each market's housing price, using the minimum root mean square error (RMSE) for one-to fourquarter-ahead out-of-sample forecasts. Finally, we examine the ability of the optimal forecasting models to detect turning points in our-of-sample forecasts.
Evidence on Cointegration
The first step in our analysis tests for Granger temporal causality between the eight housing price series. Temporal causality tests emerge from VAR or VEC models. We first consider various lag-length selection criteria for the VAR specification, including the sequential modified likelihood ratio (LR) test statistic (each test at the 5-percent level), the final prediction error (FPE), the Akaike information criterion (AIC), the Schwarz information criterion (SIC), and the Hannan-Quinn information criterion (HQIC). All criteria choose six lags. Table 1 reports the results.
We next run the Johansen test for cointegration with six lags. Cointegration tests -the trace statistic and maximum eigen-value test -both indicate seven cointegrating vector. Table 2 tabulates the findings.
Running the VEC specification and using the block exogeneity test, we discover that housing prices in Los Angeles temporally cause housing prices in Bakersfield, Riverside, San Diego, and San Luis Obispo, the two inland MSAs and the most distant coastal MSAs. At the same time, Oxnard, San Diego, San Luis Obispo, Santa Ana, and Santa Barbara housing prices temporally cause Los Angeles prices. In other words, each coastal MSA housing price index temporally causes the Los Angeles index.
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The most isolated MSA in causality terms is Santa Barbara, where its hosing prices are 16 Since the VEC specification constitutes the first differenced form of the three endogenous variables, and the optimal lag length used for the VAR is 6, we estimate all VEC models with 5 lags. Examining the no bivariate causality findings, we see that unexpectedly four pairs of 17 The Santa Ana housing prices just fall short of significantly causing housing prices in San Luis Obispo at the 10-percent level.
MSAs that geographically share portions of their borders exhibit no causality between their housing prices in either direction --Bakersfield-Riverside, Bakersfield-Santa Barbara, RiversideSan Diego, and San Luis Obispo-Santa Barbara. 18 In addition, five pairs of MSAs that exhibit two-way temporal causality do not share a common border --Bakersfield-Santa Ana, Los
Angeles-San Diego, Los Angeles-San Luis Obispo, Oxnard-Santa Ana, and San Diego-San Luis
Obispo.
In sum, we find more evidence of temporal causality occurring for non-adjacent MSAs and not occurring for adjacent MSAs much more frequently than we would have hypothesized.
We also find that Santa Barbara forms a more isolated geographic area than the rest of the Southern California MSAs. Los Angeles and Oxnard share the characteristic that they each link in a causal way to every other MSA in Southern California.
One-to Four-Quarter-Ahead Forecast Accuracy
Given the specification of priors in Section 2, we estimate numerous Bayesian, spatial, causality, and random-walk VAR and VEC models based on the FOSC, TC, RWA, and WRWR priors for Bakersfield, Los Angeles, Oxnard, Riverside, San Diego, San Luis Obispo, Santa Ana, and Santa Barbara over the period 1977:Q2 to 1994:Q4 using quarterly data. We then compute out-ofsample one-through four-quarters-ahead forecasts for the period of 1995:Q1 to 2004:Q4, and compare the forecast accuracy relative to the forecasts generated by an unrestricted VAR and VEC models. 19 Note that the choice of the in-sample period, especially, the starting date depends on data availability. The starting point of the out-of-sample period follows Strauss (2007, 2008) , who observe marked differences in housing price growth across U.S. regions since 18 Here, we assume that Oxnard and San Luis Obispo share a portion of their border. In fact, they do not. But, we feel that they are close enough to justify the assumption. For the BVAR models, we start with a value of w = 0.1 and d = 1.0, and then increase the value to w = 0.2 to account for more influences from variables other than the first own lags of the dependant variables of the model. In addition, as in Dua and Ray (1995) , Gupta and Sichei (2006) , Gupta (2006) , and Gupta and Miller (2009) , we also estimate a BVAR model with w = 0.3 and d = 0.5. We also introduce d = 2 to increase the tightness on lag m. Finally, we specify σ c =0.1, η=8, θ=0.5 for the random-walk models with the two different specifications for causality and spatial priors. We select the model that produces the lowest average RMSE values as the 'optimal' specification for a specific metropolitan area. Figure 1 illustrates that each housing market experienced a marked reversal of real housing prices after the peaks in 2005 and 2006, depending on the MSA. We exposed our optimal forecast models to the acid test -predicting turning points. We estimated the optimal models based on the average RMSE from Tables 5 through 12 The results of this forecasting experiment appear in Tables 13 through 20 .
Forecasting Turning Points
The various forecasting models do a better or worse job of forecasting the turning point in each MSA. Overall, the performance is good with a few exceptions. First, Bakersfield, Los Angeles, Riverside, and San Diego all predict a turning point once we include data up to but not including the actual peak in the housing price. In addition, San Diego also predicted a turning point in the housing price after including the actual peak price. The other three MSAs each predict a falling housing price for all forecasting models that include more actual data, once the peak price is included in the sample used to estimate the forecasting model. Moreover, the first quarter forecast falls below its forecast value in the previous forecast period.
Second, the forecasting models for Santa Ana nearly match those just discussed, but with a longer delay. That is, the forecasting models continue to predict rising prices through the end of the forecasting period until the eighth forecasting period that uses data through 2006:Q3, one quarter after the actual housing price peaks. Then from the eighth forecasting period onward, the models all predict declining prices through the end of the sample period.
Third 
Conclusion
Housing to Bayesian VAR and VEC models. The text discusses the various priors and parameterizations. RMSE means root mean square error. The entries measure the average RMSE across all forecasts at each horizon -one-, two-, three-, and four-quarter-ahead forecasts. The column Average computes the average RMSE across the one-, two-, three-, and four-quarter-ahead forecast RMSEs. 
