In this paper (part two of the trilogy) we introduce three classes of reduced form D-regular algebraic curve splines and use them for interpolation and approximation of various algebraic curves. Explicit formulas for interpolation and approximation are also given in some low degree cases.
Introduction
In the first part of this trilogy of papers , we introduced a concept of the discriminating family of curves by which regular algebraic curve segments are isolated. Using different discriminating families, several characterizations of the Bernstein-Bézier (BB) form of the implicitly defined real bivariate polynomials over the plane triangle and the quadrilateral are given, so that the zero contours of the polynomials define smooth and connected real algebraic (called regular) curve segments. In the part II of the trilogy of papers, we use the reduced form regular algebraic curve segments to interpolate or approximate a given curve. By reduced form, we mean that most of the coefficients of the BB form of the curve are zeros, which makes the interpolation and approximation problem by the zero contour of the bivariate polynomial as easy as the problem of the univariate polynomials or the rational functions.
It is well known that data interpolation and function approximation by univariate polynomials or rational functions are classical and very well developed areas in the fields of approximation theory as well as CAGD. In contrast, the interpolation and approximation by the zero sets of bivariate polynomials is rather new (Bajaj and Xu, 1996 , 1999 Paluszny and Patterson, 1992 , 1993 , 1998 Sederberg et al., 1985) and relatively fewer results are available at the present time. After overcoming the difficulties of having singularities and discontinuity properties of real implicitly defined curves in part I of this trilogy of papers, our main results in part II are the existence and uniqueness of the interpolation and approximation solutions, and explicit formulas for solutions. The reduced form real algebraic curves used in this paper have the following advantages:
(a) They are non-singular and without discontinuities.
(b) The curve (that is the polynomial coefficients) can be generated as easily as the classical univariate polynomial or rational function. (c) However, unlike the polynomial rational functions, the curves are always located in the given domain. Hence the approximation errors are controllable within the domain of interest. This is significant in contrast with the Runge phenomenon of the classical polynomial interpolation (see Example 5.1). (d) Explicit parameterized expressions exist for the curve that could be used to display the curve efficiently. Hence we have both the implicit form and parametric form. This is very important since we can take the advantage of dual forms. The solution of our interpolation and approximation problem involves the following steps (see Fig. 1 ):
Step 1. Build a transform M that converts the problem on triangle or quadrilateral in the xy-plane into a classical rational interpolation or approximation problem on the strip
Step 2. Solve the classical problem in the st-plane.
Step 3. Transform the solution in the st-plane back to the xy-plane by the inverse transform M −1 , to get a solution of the original problem.
Since there are plenty of methods that could be used for solving the classical rational interpolation or approximation problem, the main tasks in these steps are to build the transform M, and to define the proper approximating and approximated curve classes so that the interpolation and approximation problem can be transformed into the classical rational one.
The rest of the paper is organized as follows: Transform M is constructed in Section 2, using a discriminating family, which is introduced in paper I, and a transversal family, which is introduced in this paper. In Section 3, we introduce the approximating curve classes, which are the reduced form D-regular curve families. Then in Section 4, we determine the corresponding approximated curve classes. In Section 5, we convert the interpolation and approximation problems to the classical ones with transform M, and hence every problem proposed has a rational polynomial-like solution. Parametric form formulas for the solutions of the interpolation and approximation problems are also provided in this section. The last section concludes the paper and an example that shows partially the significance of the paper is given.
The notations used in this part will follow the first part of the papers. That is, for a general description, we use the xy coordinate system. For a concrete case, such as the discussion on a triangle, we shall use the local barycentric coordinate system and the BBform for polynomials. On a quadrilateral, we shall use the local uv coordinate system and the tensor product Bernstein form polynomials.
Transformation
To establish a map from a triangle or quadrilateral in the xy-plane to the strip [0, 1] × (−∞, ∞) in the st-plane, we introduce the concept of a transversal family corresponding to the concept of a discriminating family. A discriminating family and a transversal family together form a pair which serves as a coordinate system within the domain of interest. First we repeat the definition of discriminating family from . Definition 2.1. For a given triangle or quadrilateral R, let R 1 and R 2 be two closed pieces of boundary of R with R 1 ∩ R 2 = ∅ (see Fig. 2 Definition 2.2. Let D(R, R 1 , R 2 ) be a given discriminating family, and T (R, R 1 , R 2 ) = {B t (x, y) = µ(x, y) − tν(x, y) = 0: t ∈ (−∞, ∞)} be an algebraic curve family with t being a linear parameter, µ(x, y) and ν(x, y) are bivariate polynomials and ν(x, y) > 0 on R \ {R 1 , R 2 } and R 1 and R 2 being two open (no end points) pieces of the boundary ∂R of R (see Fig. 2 ). If (
Example 2.1. Let Fig. 3(a) ), where α = (α 1 , α 2 , α 3 ) T are the barycentric coordinates with respect to the triangle [p 1 p 2 p 3 ]. This notation is used throughout the paper. Fig. 3(b) ). Fig. 3(c) ). Note that T 1 and T 3 consist of straight lines. One may ask why they should not be defined linearly by t = α 3 or t = u. The reason for using a quadratic is that we require 
Example 2.2. Let
where α and β are well defined rational functions on R \ {R 1 , R 2 }. We shall denote M(D i , T i ) as M i to simplify the notation. Using these transforms, our interpolation or approximation problems in xy-plane will be transformed into the st-plane. In the following examples, we shall give the explicit forms of the transforms for the pairs of families given in the above examples. Furthermore, the inverse transforms are also provided. These inverse transforms are as important as the original ones because the results derived in the st-plane will finally be converted into the xy-plane by them (see Fig. 1 ).
Example 2.5.
Example 2.6.
(2.5)
Example 2.7.
where (u, v) are defined by the limit when s = 0 or s = 1.
Approximating curve classes-reduced form algebraic curves
The reduced form algebraic curves are a special form of regular algebraic curve segments discussed in . In this special form, we take most of the BB-form coefficients to be zero and arrange the nonzero coefficients on three parallel lines (see the dots in Figs. 5-7). Here, we define three reduced form curve classes: H T m (Horizontal form on Triangle), V S m (Vertical form on Square) and DS m (Diagonal form on Square), where m is a parameter relating to the degree of the BB-form.
A. Horizontal form H T m . This class is a subset of D
curves (see Theorem 4.1 of ) defined by:
where w i are given by degree elevation formula so that 
B. Vertical form V S m . This class of curves is a subset of D
)-regular curves (see Theorem 4.5 of ) defined by: ) defined by:
are constants. These constants are chosen so that F (u, v) = 0 could be transformed into the form (5.1). The curves in DS m are between p 1 and p 4 and away from these two points (see the curves in Fig. 7) .
In the definition of these curve families, the parameters β i are free but
If we cannot guarantee the validity of this condition in the interpolation and approximation problems, we can simply take w i = 1. However, we then lose m − 1 degrees of freedom.
Approximated curve classes
We have defined three classes of regular algebraic curves in Section 3. Each class has different features which make them suitable for approximating different curve classes. In this section, we define these curve classes.
Let D(R, R 1 , R 2 ) be a given discriminating family. Then the approximated curve class corresponding to D(R, R 1 , R 2 ) is the collection of curves g(x, y) = 0 that intersect each curve in D(R, R 1 , R 2 ) once and only once. Here we assume g(x, y) is C 1 continuous in the region R. Denote this class by A(R, R 1 , R 2 ). The curve in A(R, R 1 , R 2 ) has the following features:
(a) It is smooth in
, then the two curves are not tangent at p. For a given curve g(x, y) = 0 in A(R, R 1 , R 2 ) there may be infinitely many functions g(x, y) that have the same zero contour. That is, they represent one element in A(R, R 1 , R 2 ). We shall show that all these functions can be represented by one single function f ∈ C 1 [0, 1]. We say g(x, y) and f (s) are equivalent in defining the curve. Here 
Now for this f , β(x, y) − f (α(x, y)) = 0 defines the curve g(x, y) = 0 since (x(s), y(s)) T satisfies the equation. It is easy to see that this f is unique. Hence the necessary part of the theorem is proved.
Let , y) ) is clearly C 1 continuous on R \ {R 1 , R 2 }. For any given s ∈ [0, 1] the curve s = α(x, y) intersects with g(x, y) = 0 at a point (x, y) T that satisfies (2.1) with t = f (s). Hence, there exist a unique (x, y) T ∈ R \ {R 1 , R 2 } that satisfies (2.1). Since
then by the definition of the transversal family, we know that ∇g = 0. That is, the curve g(x, y) = 0 is smooth. Since ∇α and ∇β are linearly independent, Eq. (4.1) also implies that ∇g and ∇α are linearly independent. That is, the intersection is only once. Therefore g(x, y) = 0 ∈ A(R, R 1 , R 2 ).
Theorem 4.1 gives an invertible mapping from A(R, R
We denote this map by M({g = 0}) = f (see Fig. 8 ).
For the three cases considered, we denote A(R, R 1 , R 2 ) as H T , V S, and DS, respectively, in contrast with the approximating families H T m , V S m , and DS m .
Interpolation and approximation
We consider now the main problem: interpolate or approximate the curves in A(R, R 1 , R 2 ) by the reduced form algebraic curves. By interpolation, we mean that we are given a set of data points on a curve and possibly derivatives, and we wish to construct another curve in the reduced form class to contain these points and match derivatives. For the approximation problem, we are given a smooth curve in A(R, R 1 , R 2 ) and then wish to construct an algebraic curve to approximate it. The interpolation and approximation for a given curve g(x, y) = 0 ∈ A(R, R 1 , R 2 ) will be realized by the following steps:
(
. Theng = 0 is the approximation of the curve g = 0. Constructing f in the first step is described in Section 5.1. As we shall see in the following, the problem of determiningf in the second step will lead to a rational polynomial problem (see (3) is obvious, since these β i and w i are the required ones in defining the reduced form curves. Now we show how to arrive at problem (5.1) from our reduced form algebraic curve interpolation and approximation problems. In V S m , F (u, v) = G(s, t) , where G(s, t) is in the same form as (5.3). Hence G(s, t) = 0 can be written in the form (5.1) (see (2.4)).
Convert approximated curves to

Convert reduced form curves to rational functions
B. Vertical form V S m .
C. Diagonal form DS m . By map (2.6), we can write F (u, v) G(s, t) , where .4) and u and v are defined by (2.7). Since (u, v) 
Hence F (u, v) = 0 if and only if G(s, t) = 0. By map (2.6), G(s, t) = 0 can be written as (5.1).
Rational interpolation and approximation
Having arrived at the problem of determining coefficients β i and w i such that (5.1) holds, where (s, t) T is related to (x, y) T by the known map (2.1), we now show how the interpolation and approximation problems can be solved as classical rational ones.
A. Hermite interpolation
Suppose we are given some points with derivatives in the domain considered: From the discussion above, s j distinct means that (x j , y j ) is separable by the corresponding discriminating family. That is, each curve in the discriminating family contains at most one (x j , y j ). Then using (2.1) we can compute the points {s j , t (s j ), t (1) (s j ), . . . , t (k j ) (s j )}, j = 0, 1, . . ., n. For example, if (5.5) is given, then 
It is clear that
The geometric meaning of this requirement is that the curve constructed is not tangent with the curve in the discriminating family at the interpolating points. Differentiating (5.1) about s and then evaluating it at s j , we get a linear system of equations with β i and w i as unknowns. It is a classical Hermite interpolation problem. Under condition (5.6) it can be solved in the least square or Chebyshev sense. If we interpolate two points, the highest order of smoothness we can achieve is C m−1 .
If the points (5.5) come from a curve that is in the corresponding approximated curve class discussed in Section 4, then the interpolation error formula for the function t (s) can be used. Of course, well behaved interpolation schemes, such as Fejér interpolation, or interpolation on Chebyshev points, can be used as well. In summary, there are plenty of methods and results for rational or polynomial interpolation can be applied here.
B. Approximation
Suppose we are given a curve in the corresponding class defined in Section 4. In each case, map (2.1) leads us to a function t = t (s) ∈ C 1 [0, 1] (see Section 5.1), and the approximation problem is transformed to the problem of determining the coefficients, such that (5.1) holds approximately. In any case as discussed before, t (s) is always a well defined C 1 continuous function. So we are led to the classical rational approximation problem, and the related methods and results can be used. Hence we have proved the following theorem:
Theorem 5.1. The interpolation and approximation problems of the curves in the approximated curve classes by the curves in the reduced form curves classes always have a unique solution.
Parametric representation of the solutions
After the coefficients β i , i = 0, 1, . . . , m, and w i , i = 0, 1, . . ., m − 1, are determined by solving problem (5.1), the implicit form solution is obtained for our proposed problem. In this sub-section, we use the map M −1 to obtain a parametric form solution. This parametric form is important for efficiently evaluating the curve at several points for display. where α i (s, t) is explicitly defined by (2.3). G(s, t) is in the same form of (5.3), we have where G(s, t) is defined by (5.4), we can obtain
B. Vertical form V S m . Since
where ( u(s, t), v(s, t) ) T is defined by (2.7).
Examples
To illustrate that the error of the interpolant or approximant by D-regular algebraic curves are controllable, we give the following example. number of degrees of freedom and interpolate the same set of points. The maximal error is taken to be the Hausdorff distance of two curves defined by
for the curves f = 0 and g = 0.
It should be noted from Table 1 that the errors of the polynomial interpolation increase rapidly, while the errors of the D-regular interpolants are always limited. Especially, note that the maximal errors of the D 1 -regular curve are significantly reduced. The maximal errors of other D-regular curve are also reduced when m becomes larger. In Fig. 9 , we plot the original curve and interpolation curves for m = 12. The figure shows that D 1 and D 4 regular curves yield very good approximations of the given curve. The D 3 regular curve does not look good for this example, but the error is much smaller than its polynomial counterpart.
Though the errors are indeed controllable in this example using D-regular algebraic curves, we are not claiming that the errors of reduced form algebraic curves are always smaller than their polynomial counterpart. This uncertainty is due to the face that each reduced form curve class has its own favorite curves for approximation. Consider a rational function t = R(s) in the st-plane. Under the transform M −1 , it maps to a curve A(x, y) = 0 in the xy-plane in each of the three cases. If we take such a curve as the approximated one, then its reduced form approximation will of course be exact. However, the curve A(x, y) = 0 is no longer a rational function in the xy-plane in general. Its rational approximation will have error. Therefore, it is quite easy to construct examples, such that Table 2 gives the maximal Hausdorff distances of the original curve and the interpolants. The entry "singular" in the table means the rational function determined by the interpolation condition has poles.
Conclusions
Corresponding to the discriminating family introduced in , we have introduced a notion of a transversal family. Using this pair of curve families, we have transformed the reduced form algebraic curves into rational functions. Hence, the problems of interpolation and approximation with reduced form algebraic curves in the xy-plane are solved by first converting the problems into classical rational form in the st-plane, and then solving the rational problems there and transforming the results back to the original plane. The curves so constructed are non-singular and without discontinuities. Furthermore, the explicit formulas are given for evaluating the curves efficiently. Unlike the polynomial rational functions, the curves constructed are always located in the triangular or quadrilateral domain. Hence, the error of the interpolant or approximant by the algebraic curve is controllable.
In this paper, we have not addressed the problem of constructing piecewise reduced form algebraic curves, because this is not difficult to achieve with a local interpolation approach. To get a G k smooth piecewise algebraic curve that interpolates a sequence of join points with C k data attached at each point, we can simply construct (see ) a triangle or quadrilateral for each pair of adjacent join points and interpolate the C k data at the two points. The highest order of smoothness we can achieve with a reduced form algebraic curve is m − 1, since the curve has 2m degrees of freedom.
