Abstract-We derive upper and lower bounds on the encoding and decoding complexity of two capacity-achieving ensembles of irregular repeat-accumulate (IRA1 and IRA2) codes on the binary erasure channel (BEC). These bounds are expressed in terms of the gap between the channel capacity and the rate of a typical code from this ensemble for which reliable communications is achievable under message-passing iterative (MPI) decoding. The complexity of the ensemble of IRA1 codes grows like the negative logarithm of the gap to capacity. On the other hand, the complexity of the ensemble of IRA2 codes with any choice of the degree distribution grows at least like the inverse square root of the gap to capacity, and at most like the inverse of the gap to capacity.
I. INTRODUCTION
In recent years, there has been an exciting development in constructing low-complexity error-correction codes which closely approach the capacity of many standard communication channels. These codes are usually defined on sparse graphs and decoded by a message-passing iterative (MPI) algorithm. In spite of the suboptimality of the decoding algorithm, it is well known that there exist ensembles of codes which closely approach the capacity of memoryless binary-input output-symmetric (MBIOS) channels with feasible complexity.
In [3] , [5] , Khandekar and McEliece have suggested to study the encoding and decoding complexity of ensembles of codes whose transmission takes place over an MBIOS channel. They were especially interested to explore the growth rate of the complexity under MPI decoding when the gap between the channel capacity and the achievable rate of these codes vanishes. They conjectured that if the achievable rate under MPI decoding is a fraction 1 0 " of the channel capacity, then for a wide class of channels, the encoding complexity scales like ln 1 " and the decoding complexity scales like 1 " ln 1 " . However, there is one exception: for low-density parity-check (LDPC) codes whose transmission takes place over a binary erasure channel (BEC), the decoding complexity under the MPI algorithm behaves like ln 1 " (same as encoding complexity) [6] , [8] . This is true since for a BEC, the MPI decoding algorithm can be modified so that each edge is only used once (due to the absolute reliability of information which is not erased by the BEC). For a general MBIOS channel, however, one has to consider the average number of iterations which are required for successful decoding; under MPI decoding, this number was conjectured to scale like . It was stated in [3] and proved in [4] that the encoding and decoding complexity of the ensemble of right-regular systematic repeat-accumulate (RA) codes behave like 1 " , which yields a significantly larger complexity as compared to the logarithmic behavior of the complexity of LDPC codes on the BEC [6] , [8] . Khandekar and McEliece have conjectured (see [3, Conjecture 1] ) that for the ensemble of systematic irregular repeat-accumulate (IRA) codes (which are named here IRA1 codes), there is a choice of degree distributions for which the complexity on the BEC scales like ln 1 " (i.e., the same logarithmic behavior as for the complexity of LDPC codes). In this correspondence, we prove their conjecture, and also derive a probabilistic lower bound on the complexity of the ensemble of IRA1 codes. We prove in this correspondence that with high probability (as the block length of the codes goes to infinity), the encoding and decoding complexity of the IRA1 ensemble under MPI decoding behaves like O ln 1 " . For a second ensemble which we consider in this paper (called the IRA2 ensemble), we show that for a certain choice of the degree distribution, the complexity on the BEC behaves like O 1 " , but it cannot be reduced by any degree distribution below O 1 p " (the latter statement is true with high probability, as the block length goes to infinity). This indicates that although for a certain pair of degree distributions the ensemble of systematic IRA codes achieves under MPI decoding a complexity which scales like ln 1 " , there are some other ensembles of IRA codes, for which this logarithmic behavior of the complexity cannot be achieved by any degree distribution. These results are summarized in Table I .
Throughout the correspondence, we use interchangably the terms "rate" and "design rate" for ensembles of IRA and LDPC codes; the latter term forms a lower bound on the actual rate of codes in these ensembles. Therefore, if the design rate of the ensemble is at least 10" of the channel capacity, then clearly the same is true for the rate of a code from this ensemble.
This correspondence is organized as follows: Section II provides the main results, Section III presents the two ensembles of IRA codes which achieve the capacity of the BEC under MPI decoding and whose encoding/ decoding complexity is considered in this correspondence, Section IV proves the theorems in this correspondence, and Section V provides numerical results for the upper and lower bounds on the complexity of ensembles of IRA codes. Section VI concludes our discussion, and an appendix provides supplementary mathematical details about the proof in Section IV-B.
II. MAIN RESULTS

Definition 1:
Let fC m g be a sequence of binary linear codes of rate Rm, and assume that for every m, the codewords of the code Cm are transmitted with equal probability over a BEC whose capacity is C. This sequence is said to achieve a fraction 1 0" of the channel capacity with vanishing bit erasure probability if lim m!1 R m = (10")C, and if there exists a decoding algorithm under which the average bit erasure probability of the code Cm tends to zero in the limit where m ! 1.
Definition 2: Let C be an ensemble of LDPC or IRA codes whose degree distributions (1) and (1) can be chosen arbitrarily, subject to possibly some constraints. The encoding and the decoding complexity are defined to be the average number of operations per information bit which are required for encoding and decoding in order to achieve a fraction 1 0 " of the channel capacity with vanishing bit erasure probability. The encoding and the decoding complexity are with respect to the best ensemble (i.e., for the optimized pair of degree distributions), and refer to the average complexity over this ensemble (as the block length of the codes tends to infinity, the complexity of a typical code from this ensemble concentrates to the average complexity). We denote the encoding and the decoding complexity by E ("; C) and D ("; C), respectively.
Theorem 1:
Consider the ensemble of IRA1 codes which are decoded on a BEC under MPI decoding. Then in the limit where the block length goes to infinity (2) and p designates the bit-erasure probability of the BEC.
Theorem 2:
In the limit where the block length of the ensemble of IRA1 codes goes to infinity, the encoding and decoding complexity under MPI decoding satisfy
More specifically, under MPI decoding
where K 3 and K 4 are constants which only depend on the erasure probability (p) of the BEC. 1 Theorem 3: Consider the ensemble of IRA2 codes which are decoded on a BEC under MPI decoding. Then in the limit where the block length goes to infinity
III. ENSEMBLES OF IRA CODES
We introduce here two ensembles of IRA codes, and assume that their transmission takes place over a BEC. We present the density evolution equations of these ensembles under MPI decoding. The IRA1 ensemble was presented in [2] and is reviewed here only briefly. On the other hand, the IRA2 ensemble is new, and is presented here in detail.
Using standard notations, an ensemble of IRA codes is characterized by its block length n, the interleaver which separates between the outer and inner codes, and the polynomials (x) = 1 i=1 ix i01 and
, where i ( i ) is equal to the probability that a randomly chosen edge (among the edges that connect the variable 1 The constants K and K are explicitly determined in the proof of Theorem 2 in Section IV. Numerical values of these constants and their comparison with the constants in (2) is shown later in Section V. L and R designate the probability that an information node or a check node have degree i with respect to the edges that connect information nodes with check nodes (if the degree of a check node is i, then i+2 edges emanate from this check node, due to the two additional edges which connect this check node with two parity nodes). For the IRA2 ensemble, there is only one edge between every check node and the information nodes (so basically R = 1 and R = 0 for i 2) , and part of the information bits and parity bits are punctured (with possibly different puncturing rates r and r , respectively). This figure was reproduced from [2] with the appropriate modifications.
nodes and the check nodes) is connected to a variable (check) node of degree i. The structure of IRA codes is depicted in Fig. 1 . Let
where L i and R i designate the probability that an information node or a check node has degree i (see Fig. 1 ). It is easy to show that
Throughout the analysis in this correspondence which refers to the asymptotic case where n ! 1, we consider a random interleaver which is chosen uniformly among all interleavers of length n.
A. IRA1 Codes (Systematic IRA Codes)
The ensemble of systematic IRA codes was introduced in [2] and [4] . It is easy to show that the rate of the ensemble of IRA1 codes is
The schedule of the messages under MPI decoding in [2] involves doing a forward/ backward recursion on the "accumulate" portion of the graph, and a single update on the "repeat" portion of the graph. Though the authors of [2] did not describe this subtlety, it is implicit in their derivation. Based on the density evolution equations of the ensemble of IRA1 codes, a fixed point of the the bit erasure probability under MPI decoding satisfies the equation [2] x = p 1 0
If (8) has no solution in the interval (0; p], then the bit erasure probability under MPI decoding must converge to zero as the number of iterations grows (under the assumption that the block length of these codes tends to infinity).
B. IRA2 Codes
We consider here an ensemble of IRA codes where every information bit of these interleaved serially concatenated codes is repeated by the outer code a number of times which varies between 2 and a certain maximal number (q), subject to an arbitrary probability distribution. The inner code is a differential encoder, and the interleaver separating between these two component codes is uniform. Finally, the information (systematic) bits and the parity bits are randomly punctured, with possibly different puncturing rates (designated by r s and r p , respectively).
Referring to Fig. 1 , the IRA2 codes are decoded by an MPI decoding algorithm, where the scheduling of the messages which are transmitted through the edges of the Tanner graph is as follows: the messages are transmitted through the edges emanating from the parity nodes to the check nodes, and then they are transmitted through the edges emanating from the check nodes to the information nodes (where every check node is connected by an edge to a single information node, since the inner code of the IRA2 codes is a differential encoder). The messages are then transmitted back through the edges emanating from the information nodes to the check nodes, and finally they are transmitted back through the edges emanating from the check nodes to the parity nodes. Since we consider the BEC which is error free, we assume that the message-passing decoding algorithm uses every edge only once: after passing a message through an edge in the graph (which is of absolute certainty for the BEC), this edge is removed from the graph.
We note that the ensemble of regular RA codes [1] is a particular case of the IRA2 ensemble for the specific case of an outer code which repeats the information bits a constant number of times (q) and by setting: rs = 1, rp = 0 (i.e., in the case where all the information bits are punctured and all the parity bits are transmitted). It can be easily verified that the rate of the IRA2 ensemble is
We introduce now the density evolution equations for the IRA2 ensemble under MPI decoding. Let p be the erasure probability of the BEC. We will iterate the probability of erasure along the edges of the graph during the course of the algorithm. Referring to the lth iteration of the decoding algorithm, let x l be the probability of erasure on an edge from a parity node to a check node, let u l be the probability of erasure on an edge from a check node to an information node, let v l be the probability of erasure on an edge from an information node to a check node, and let w l be the probability of erasure on an edge from a check node to a parity node. Then, in the asymptotic case where the block length tends to infinity and the messages are statistically independent, we obtain the following equations from the Tanner graph of the IRA2 ensemble: are the effective probabilities of erasure of the information bits and the parity bits, respectively, caused either by the BEC or the puncturing of the code. Clearly, we have the two trivial extreme cases in (11): if the code is not punctured, then p1;2 = p, and on the other hand, if all the bits are punctured (i.e., r s = r p = 1) then p 1;2 = 1.
Based on the density evolution equations in (10), it follows that x l+1 = f(x l ; p 1 ; p 2 ); l= 0; 1; 2; . . .
where the initial value is x0 = p2, and f(x; p 1 ; p 2 ) = p 2 1 0(1 0 x) 1 0p 1 1 0(10x) 2 :
By calculating the first derivative of the right side of (13) with respect to (w.r.t.) x at zero, it follows immediately that the stability condition for the IRA2 ensemble under MPI decoding is
From the recursive equation (12), then for a given polynomial (1), the resulting threshold on the BEC is the supremum over the values of p for which f(x; p 1 ; p 2 ) < x ; 8x : 0 < x p 2 .
The substitution x = 10 p 1 0 u transforms the above inequality to 
IV. PROOFS OF THE THEOREMS
A. Proof of Theorem 1
We derive here a lower bound on the encoding and decoding complexity of IRA1 codes where the transmission takes place over a BEC with an erasure probability p, and the codes are iteratively decoded with an MPI decoding algorithm. Based on (8) , in order to achieve vanishing bit erasure probability as the number of iterations tends to infinity, we require that
By dividing both sides of (17) by p, taking the inverse of (1) from both sides of the inequality (since (1) is a monotonic increasing function, then also 01 (1) is monotonic increasing), and, finally, integrating from x = 0 to x = p, we obtain that The substitution of the latter equality in the right-hand side of (18) gives
Based on (6) , it follows that
and from the substitution of (20) in the right-hand side of (19), one obtains that
The substitution of (21) in the right-hand side of (19) gives
The rate of the ensemble of IRA1 codes is given in (7), so from (7) and (22) R IRA1 < The encoding of IRA1 codes is equivalent to the following two steps: first, sets of information bits are accumulated, and then the resulting accumulated bits are differentially encoded. The number of operations which are required for encoding IRA1 codes is, therefore, equal to the number of edges in the Tanner graph which represents the code (see Fig. 1 ). Since the MPI decoder can be modified for a BEC so that every edge in the graph is only used once, then the number of operations which are required for decoding IRA1 codes is equal to the number of edges in the Tanner graph. Therefore, the encoding and decoding complexity of IRA1 codes on a BEC are the same, and their common value is equal to the average number of edges in the graph normalized per information bit.
The average number of edges in the graph when normalized per check node is a R + 2 (see Fig. 1 ), so the average number of edges normalized per information bit is equal to
The substitution of (24) which proves the lower bound in (1) with the coefficients K 1 and K 2 in (2). We note that the concept of the derivation of the lower bound on a R in (26) is similar to the derivation of Shokrollahi for LDPC codes [8] (except for the modifications which are required to adapt the proof to IRA1 codes; these modifications stem from the difference between (7) and (8) and their parallels for LDPC codes).
B. Proof of Theorem 2
The concept of the beginning of this proof is similar to the proof in 
The recursive equation (8) refers to the bit erasure probability of the ensemble of IRA1 codes which are transmitted on a BEC and are iteratively decoded by an MPI decoding algorithm. In order to achieve vanishing bit erasure probability as the number of iterations tends to infinity, we require that the condition in (17) be fulfilled. The latter condition is automatically fulfilled for x 2 (p; 1), so without any loss of generality, one can extend the validity of (17) for x 2 (0; 1). Based on (6) and (27), the right degree distribution of the check nodes in the graph is R(x) = e (x01) 0 e 0 1 0 e 0 ; >0:
Let us denote by f p (x) the argument of (1) in the left-hand side of 
where, based on Lemma 1, the coefficients gp;i for i 1 are positive.
The parameters N and in (33) are uniquely determined so that
gp;i + = p; 0 < < gp;N:
For the choice of (1) in (33) we obtain from Lemma 1 that p(x) < g p (x) = h 01 p (x) < f 01
where the last inequality follows because fp(x) < hp(x) for x 2 (0; 1). This implies that the condition in (30) is fulfilled, so as the number of iterations tends to infinity, the IRA1 ensemble achieves vanishing bit erasure probability under MPI decoding. Based on (7), (27), and (33), the rate of the considered ensemble of IRA1 codes is
01 : where inequalities (a) and (b) follow from the same reasoning as above, then we obtain from (35) and the latter two chains of inequalities that 
Lemma 2: The parameter N in the left-hand side of (36) grows at least exponentially in , and in particular N > ln p x 1 (e x 0 1) ; 8 x 2 (0; p):
Proof: See Subsection B of the Appendix.
It is now easy to show that the ensemble of IRA1 codes with the degree distributions in (27) and (33) achieves the capacity of the BEC with vanishing bit erasure probability in the limit where ! 1 and the block length tends to infinity. To show this, we first observe that based on Lemma 2, N grows at least exponentially in as ! 1, so we obtain from (36) and (37) that respectively. The lower bound on follows since < ln 2 < ln( ) for 0 < < , and the upper bound on follows since 2 ln( ) < 1.
To conclude, the preceding analysis enables to choose to be 
C. Proof of Theorem 3
We start here with the derivation of a lower bound on the encoding and decoding complexity of the IRA2 ensemble. By integrating both sides of (15) 
Suppose that the IRA2 ensemble achieves a fraction 1 0 " of the capacity of the BEC under MPI decoding. From (9), (11), and (50), it follows that
where C = 1 0 p is the capacity of the BEC. Let p1 = f("; p), then it follows from (11) that p f("; p) 1 
We wish now to determine the behavior of the solution x in (52) for small values of " (i.e., for " ! 0, which corresponds to capacity-approaching IRA2 ensembles on the BEC). Now we take the natural logarithms from both sides of (52) where q denotes the maximal number of the repetitions of the information bits of codes from the ensemble of IRA2 codes, 0 < < 1, and K is a scaling factor so that q i=2 i = 1. We note that the degree distribution in (53) satisfies the condition in (16) which ensures vanishing bit erasure probability under MPI decoding, as the number of iterations tends to infinity. The puncturing rates of the information bits and of the parity bits, and the parameters and q in (53) are chosen to achieve a fraction 1 0 " of the channel capacity with vanishing bit erasure probability under MPI decoding. Then, it can be proved that this choice of a degree distribution enables the IRA2 ensemble to achieve capacity, and the encoding/decoding complexity with MPI decoding scales like O 1 " . The upper bound on the complexity of the IRA2 ensemble is of secondary importance, since we proved in Section IV-B that the encoding and decoding complexity of the IRA1 ensemble is superior and behaves like O ln 1 " . We wish to emphasize in this section that for the ensemble of IRA2 codes, which also achieves the capacity of the BEC with MPI decoding, the complexity behaves at least like the inverse square root of the gap to capacity (and not like the negative logarithm of the gap to capacity, as is the case with the ensemble of IRA1 codes).
V. NUMERICAL RESULTS
In this section, we present numerical results for the upper and lower bounds on the complexity of IRA1 (i.e., systematic IRA) codes whose transmission takes place over a BEC and the codes are iteratively decoded with the MPI decoding algorithm (see Theorems 1 probability of bit erasure of the BEC is very high, and hence the capacity of the BEC is approximately zero).
VI. DISCUSSION
• The encoding and the decoding complexity of systematic IRA codes scales like O ln 1 " . This is in contrast to the complexity of the ensemble of IRA2 codes which, for every choice of the degree distribution, grows at least like the inverse square root of the gap to capacity, and at most like the inverse of the gap to capacity. The former result proves Conjecture 1 in [3] , and the latter finding shows the existence of capacity-achieving ensembles of IRA codes whose complexity under MPI decoding is worse than a logarithmic behavior in " (for any choice of the degree distribution.)
• On the BEC, a right-regular ensemble of LDPC codes yields asymptotically (in the limit where the block length tends to infinity) the optimal choice under MPI decoding with respect to the tradeoff between performance and complexity (see [6] - [8] " for the general IRA1 ensemble with the pair of degree distributions introduced in the proof of Theorem 2 (see Section IV-B).
• The probabilistic lower bound in Theorem 1 is similar to the information-theoretic bound which was presented in [7, Theorem 1]. In [7] , the present authors considered the question of how sparse can parity-check matrices of binary linear codes be, as a function of their gap (in rate) to capacity (where this gap depends on the channel and the decoding algorithm). If the code is represented by a standard Tanner graph without state nodes, the decoding complexity under MPI decoding is strongly linked to the density of the corresponding parity-check matrix (or, alternatively, to the normalized number of edges in the graph per information bit). Consider a sequence of binary linear codes whose transmission takes place over a memoryless symmetric channel, and assume that it achieves a fraction 1 0 "
of the channel capacity with vanishing bit error probability. By information-theoretic tools, it was proved in [7, Theorem 1] that for every such sequence of codes and for every sequence of parity-check matrices which represent these codes, the asymptotic density of these parity-check matrices grows at least like K +K ln 10"
where the coefficients K1 and K2 only depend on the channel (this information-theoretic bound is valid under maximum-likelihood (ML) decoding, and hence, it is valid under every suboptimal decoding algorithm). The information nodes and the parity nodes of systematic IRA codes can be clearly viewed as the variable nodes in the representation of this ensemble by a bipartite graph (see Fig. 1 ). It then follows from the proof in Section IV-A that the density evolution (8) for systematic IRA codes does not yield any inherent degradation in the tradeoff between performance and complexity as compared to the information-theoretic lower bound in [7, Theorem 1] (since the coefficients K1 and K2 in Section IV-A coincide in both cases).
• A recent work of Pfister, Sason, and Urbanke [9] presents two sequences of ensembles of nonsystematic IRA codes which asymptotically (as the block length tends to infinity) achieve capacity on the BEC with bounded complexity. The new bounded complexity result is achieved by allowing a sufficient number of state nodes in the Tanner graph representing the codes. This observation indicates the significance of state nodes in a Tanner graph which can considerably reduce of complexity of capacity-achieving ensembles of codes on graphs under MPI decoding. has nonnegative coefficients around x = 0. Since it was shown in [4] that the coefficients of the power series of the inverse of y(1) are positive around y = 0 (except of the free coefficient of this power series expansion which is zero), then the coefficients of the power series expansion of the function gp(x) around x = 0 are also positive (except of the free coefficient of the power series expansion of g p (1) which is zero).
B. Proof of Lemma 2
For 
C. Proof of Lemma 3
Based on (37) 
