One of the challenges of developing complex systems is the question of how to measure system performance. Good engineering practice is to define a single compound measure of system performance, called the figure of merit (FOM), and to select design options by their effects upon the figure of merit. The Joint Services of the Department of Defense (DoD) are in the process of transitioning legacy computing applications for intelligence, surveillance, and reconnaissance (ISR) tasks to standards-based information enterprises. This process is occurring with very little theoretical or practical understanding of the appropriate FOMs needed to assess the performance of these large information systems. The danger of developing systems without clearly stated and understood FOMs is that important but difficult to measure system characteristics are overlooked in favor of less important but easier to measure system characteristics. As a result, operational users, system developers, and program managers who rely on accurate performance information are left with considerable uncertainty regarding how to best use, improve, and deploy these systems.
This report presents an end-to-end assessment framework for C4ISR enterprises that identifies potential FOMs and thereby eliminates a significant fraction of this uncertainty. The framework delineates how measurements from laboratory tests, operational experiments, and field deployments can be analyzed to produce accurate, quantitative descriptions of system performance. These FOMs not only inform the development and acquisition processes but also allow military users to ensure that they are optimizing the information enterprise to achieve improved operational capability. In fact, active participation by the military user community in defining appropriate FOMs is essential to providing users with systems that meet their operational needs. An analysis of a simple ISR enterprise is conducted to show how FOMs might be calculated and used to assess the relative merit of different communications architectures for the construction of a common operational picture (COP) among a collection of distributed sensors. 
INTRODUCTION

METHOD
This project selected Bayesian probability theory and information theory as general constructs for enterprise performance assessment. The central postulate of the analysis is that ISR enterprises, like DCGS-N, can be modeled as a distributed decision system made up of a set of interconnected, elementary decision systems. The activity of distributed decision systems is dominated by the information flow between the multiple, loosely coupled components that form the system. This view of ISR enterprises was selected because the fundamental purpose of ISR processes is to collect and concentrate mission-relevant data to support operational decision-makers. Probability theory and information theory were adopted as the mathematical foundations because the theories provide objective measures of information as it flows through communications networks. The distributed decision system model is constructed with an analytical foundation that guides the selection of FOMs for ISR missions and that are, ultimately, still motivated by expert knowledge and the needs of the warfighter.
This effort was supported by a survey of systems modeling research reports to identify alternate analytic techniques for enterprise assessment, besides probability theory, information theory, and statistical decision theory. An incomplete list of research areas that were surveyed includes formal methods, pi-calculus, domain theory, I/O automata, automated theorem proving, and the unified situation modeling language. In some cases, the connection between these theories and distributed services architectures was found to be weak or obscure. A few theories looked promising but were not at a sufficient level of maturity to provide figures of merit. This was certainly the case for pi-calculus, which has been developed to model decentralized systems and complex business processes. The current focus of research in pi-calculus is to develop modeling techniques for these systems and processes and has not yet begun to focus on evaluation techniques. This may be a research area to continue to monitor as it transitions into systems evaluation.
REPORT ORGANIZATION
The remainder of the report will be organized as follows. Section 2 discusses the principles of system evaluation. Section 3 presents a survey of suggested evaluation techniques. In Section 4, a model of distributed decision systems (such as the ISR Multi-INT enterprise) will be developed. In Section 5, the application of probabilistic and information theoretic measures to the model will be demonstrated, first in theory and then through the use of a "toy" ISR enterprise. Finally, Section 6 contains conclusions and suggestions for future work.
EVALUATION OF SYSTEMS
The question that motivated this analysis was whether a single FOM could be developed for ISR enterprises based upon SOAs, like DCGS-N. For our purposes, a FOM is a measure that captures the overall value of a system to the end-user. FOMs can be decomposed into measures of effectiveness (MOEs), which can in turn be decomposed into measures of performance (MOPs). Examples of wellknown FOMs are the radar equation and the sonar equation. The power of these FOMs is that they allow the system designer to quantify overall system trade-offs under variations of disparate system parameters. The central question of the research was whether a FOM could be identified for SOAs, thereby providing a tool to evaluate the relative performance of architectural variations within the ISR enterprise.
One objective measure that immediately came to mind as a potential FOM was the total life-cycle cost of a system. The comparison of costs between systems would provide an objective means of assessing the value of one system over another. Obviously, the total life-cycle cost of a system is related to the goals that an evaluator expects a system to achieve. The practical estimation of total life-cycle cost is often difficult because costs need to be assigned to all aspects of the system and the environment in which the systems operate. Although difficult, the financial world and government acquisitions programs attempt to estimate total life-cycle costs on a continual basis.
If FOMs are associated with total life-cycle cost, then MOEs can be naturally associated with the component costs in the overall system that together provide an estimate of total life-cycle cost. MOPs are naturally associated with physical measures such as time, position, velocity, energy, power, work, and temperature. Many analysts define MOEs as differences and ratios of MOPs and adopt these as FOMs. In fact, the radar and sonar FOMs are of this class. If cost is really the dominant measure for FOMs, then these analysts make an implicit assumption that differences and ratios or MOPs are directly proportional to differences and ratios of costs. Of the three different forms of evaluation metrics, the comparison of physical measures for different systems is the most common because physical measurements are the easiest to collect and do not involve cost estimates. However, these comparisons may not be truly indicative of the true value of different systems because costs may not be directly proportional to the MOPs.
OTHER ASSESSMENT MODELS
To avoid the need to create a new model for service-oriented architectures, the technical literature was searched to identify prior models that might be used in the evaluation of the ISR enterprise. The number of prior studies that were directly related to either ISR systems or service-oriented architectures was limited to a handful of articles and books. A few other applicable studies were found for related topics such as situation assessment. No study discussed the development of a mathematical foundation for the evaluation of systems. In all cases examined, heuristic arguments or expert opinions were used to select measures of performance and measures of effectiveness. No study was located that attempted to develop a single figure of merit.
The analysis plan phrased each measure of effectiveness as a question relating to an aspect of an operational capability. MOPs were then identified for each question. In all cases, the MOPs were derived from actual physical parameters.
Although the analysis was able to definitively answer all the questions in Silent Hammer and provide analytic justification for the answers via the measures of performance, no mathematical foundation was used to guide the quantitative analysis of each question.
OFFICE OF FORCE TRANSFORMATION: NETWORK-CENTRIC OPERATIONS CONCEPTUAL FRAMEWORK
The Office of Force Transformation produced the next document that was examined for information on the creation of a detailed conceptual framework for network-centric operations [2] . The framework spans three domains: the physical domain (ground truth), the information domain, and the cognitive domain. The top level of this model enumerates several characteristics of the conceptual framework. These characteristics are summarized in Table 1 . The next level defines attributes and metrics that are mapped to the system characteristics enumerated at the higher level. The concepts are linked in the objective framework with the understanding that improvements in one characteristic will most likely lead to improvements in the other characteristics.
The conceptual framework defines objective and fitness measures for each top-level concept. The goal is for these measures to be analytic and objective wherever possible, but recognizes that many measures will have to be qualitative. For example, the objective measures for the quality of organic information are * Correctness * Consistency
• Currency
* Precision
The framework defines "fitness-for-use" measures to be "• Completeness "* Accuracy "* Relevance "* Timeliness
The framework provides specific measures and ratios for each category. The developers of the conceptual framework view it as a work in progress that will be modified as more knowledge is gained about network-centric operations. Although the conceptual framework is well known throughout the C4ISR community and is very detailed, it is not built off a fundamental mathematical framework.
PERRY, SIGNORI, BOON: SHARED AWARENESS
In the study conducted by Perry et al. [3] at RAND, the Network-Centric Operations Conceptual Framework was adopted as the foundation for a study on a methodology for measuring the quality of information and its impact on shared awareness. The study had the explicit goal of developing a mathematical framework to facilitate the development of MOPs and other metrics for assessing situational awareness. The model that was examined was a specific class of C4ISR architectures in which an array of sensors collects measurements on the environment and reports them to a fusion center that constructs a common relevant operational picture (CROP). Relevant aspects of the CROP are then distributed to members of the network.
The study limits further analysis to a subset of measures of the quality of organic information: correctness, completeness, and currency. The authors use estimation theory to derive quality measures based upon estimation theory. Despite the mathematical foundation and the ability to collect quality measures together for unified measures that could capture overall quality and stand in for a FOM, the rigor of the mathematical foundation was found to be insufficient for systematically assessing ISR enterprises and SOAs.
MOFFETT: COMPLEXITY THEORY FOR NETWORK-CENTRIC WARFARE (NCW)
The review of the RAND study lead to the discovery of a recently published book by James Moffett on complexity theory and network-centric warfare [4] . The introduction of the book points out that complexity theory is not yet a mature, well-defined theory but is instead constructed from a number of different theories, including information theory, in an attempt to characterize complex systems. The book uses Shannon information to define a measure of residual information and a measure of detection knowledge with the residual information equation and other information-theoretic equations. The selection of information theory as a mathematical foundation aligns with the views of the authors of this study, but the book does not provide a conceptual model of network-centric systems to which the mathematical foundation is to be applied.
KADAMBE AND DANIELL: ASSESSMENT OF DISTRIBUTED NETWORKS
Kadambe and Daniell [5] at Hughes Research Laboratory conducted research into theoretic foundations for the performance assessment of distributed sensor networks. They examined the applicability of Euclidean distances, Shannon information, mutual information, and symmetric KullbackLeibler distances for assessing the performance of a distributed sensor network application. In addition to distance measures, energy costs were proposed as an important measure of system performance, specifically in the energy required to conduct measurements. The distance measures were used to assess the value of contributing measurements in the fusion process and to determine if measurements should be fused. Results focus on the performance of classifiers that reject measurements based upon an assessment of the value of information provided by the measure to the fused result. If the result would degrade the quality of the classification decision, the measurement was not fused.
This report provides for measures that the authors of the study believe are the correct ones to adopt for an analysis of service-oriented architectures, but does not provide either a model to drive the selection of the measures or a fundamental FOM.
ENDSLEY: SITUATION AWARENESS
The research papers of Mica Endsley [6, 7] are frequently referenced because of her model for describing situation assessment. These papers describe an interesting and useful model for designing and understanding human-centric situation assessment, but the model was not constructed with a mathematical foundation.
MAHONEY, LASKEY, WRIGHT, NG: SITUATION ASSESSMENT
Due to the influence of the Endsley papers on human factors and situational awareness research, a search was conducted for papers on performance metrics for situational awareness. A paper by Mahoney et al. [8] was found that presents evaluation measures for situation assessment systems. In the paper, situations are modeled as probability density functions (PDFs) over hypothesized groups, units, sites, and The elements of the fidelity vector are selected by heuristic means and the overall fidelity score is a function that combines the elemental scores into one value. Bayesian networks are used to automate the generation of scores, with a network being constructed for each user's query. Although probability theory and information theory are used to generate some of the numbers that factor into the scores, the actual functions selected to generate the scores do not conform to the axioms of probability theory.
The paper notes that PDFs vary through space and time and that the temporal variation in the PDFs can be included in the scores. The authors report on three different approaches to scoring time dependent PDFs:
1. Compare estimates and ground truth at the times of validity for generated reports, 2. Compare estimates and ground truth across of an interval of time, and 3. Compare estimates and ground truth as a series of snapshots in time.
This material is particularly relevant to our current research in that situations are represented by PDFs and the suggested measures account for the temporal nature of the PDFs. However, even though the system under evaluation uses Bayesian networks to conduct probabilistic reasoning, the measures that are adopted to score system performance are not formulated as correct probabilistic expressions. The models that are discussed are models of the system instead of models of the evaluation process.
VARIOUS INFORMATION QUALITY PAPERS
A final area of investigation was the field of information quality, which is primarily an area of study in the business research community. Multiple researchers have defined several aspects describing the information quality of data stored in information systems. The most recent and most informative overview of the measures in this research area is by Knight and Bum [9] . Their compiled list of information quality dimensions is shown in Table 2 . The target for their research is automated techniques to assess the quality of information found by Internet search engines. They cite other researchers who state that information quality cannot be assessed without considering the context of its generation and intended use.
The general framework for information quality assessment requires that three entities be identified and understood: the user, the environment, and the task. The three entities are used to rank the dimensions of information quality. No detailed mathematical foundation is provided for the framework. 
LITERATURE SEARCH SUMMARY
To date, no documents have been discovered to provide a mathematically sound foundation for the evaluation of ISR enterprises and service-oriented architectures. Given that these architectures are inherently network-centric, a number of relevant papers were found on frameworks and models for network-centric systems. Many of these papers focused specifically on the C4ISR enterprise, which is exactly what DCGS-N is. Some partially relevant papers were found in other research areas, including situation awareness and assessment, and information quality. Common measures throughout many of the papers were quality, timeliness, accuracy, and completeness. The information quality field apparently has the more imaginative researchers and has produced twenty metrics. For those papers that propose mathematical expressions for the measures, the expressions are selected based upon heuristics and many are selected by ad hoc methods. In most cases, the measures are not based upon a firm theoretical foundation and often the ad hoc methods lead to expressions that a mathematical foundation would cause one to reject.
A number of gems were found in the literature search. The first gems were models of decision systems that looked sensible, primarily the Endsley model, with a decision system existing in an environment that it senses and modifies. This theme was found in a number of other papers. Secondly, measures based upon probability theory and information theory were found in several papers and present a promising avenue of investigation. Unfortunately, these papers seldom focus on how the measures related to models of the evaluation process.
Based on the negative results of the search for a well-founded, mathematically based evaluation method for Multi-INT enterprises, a second information gathering phase occurred in which several mathematical theories were investigated for applicability to the problem of Multi-INT enterprise evaluation. Investigated theories included probability theory, information theory, statistical decision theory, formal methods, pi-calculus, domain theory, input/output (I/O) automata, automated theorem proving and the unified situation modeling language. Probability theory, information theory, and statistical decision theory were selected to form the mathematical foundation for the model of an evaluation process. This selection was partially motivated by the maturity of these theories, the interrelationships between these theories, the selection of measures from these theories by other researchers, and the familiarity that the authors of this study already have with these theories.
A SIMPLE DECISION MODEL
The models of other researchers were informative, but did not have suitable structures for the construction of a model with a mathematical foundation. In order to provide an adequate mathematical foundation, a new series of simple models was constructed. The new models provide analytic and objective figures of merit, measures of effectiveness, and measures of performance. The series of models was constructed by starting from the simplest possible model (sense, decide, actuate) and then progressively adding pertinent details at each step of model construction. The mathematics supporting the models was integrated into the first model and continually expanded with each additional model as each increment increased in complexity. Although the research in this study was focused specifically on the performance assessment of the DoD's ISR enterprises, the resultant model is applicable to a larger set of decision systems.
THE FIRST-ORDER DECISION MODEL
The simplest description of a decision system is that it exists in an environment and has sensors that measure aspects of (or perceive) the environment and actuators that can change the environment. The nature of the measurements that the decision system makes may induce it to use its actuators to alter the environment. The minimum mathematical description for this model is a mapping from sensor measurements to actuator actions:
where A is the determined action, selected via the transformation function T and the sensed data S. This simple model is shown in Figure 1 . This decision system forms the fundamental unit for the more complex decision models that follow. The decision system and its environment can be modeled as a state machine, in which the environment exists in a specific state (the "world state") and the decision system senses a substate of the world state and then uses its actuators to change a (possibly different, or even disjoint) substate of the world state. The environment's state may be changing over time, depending on the physics of the environment. Also, because the system is embedded in the environment, its state should be considered to be part of the world state. The observability of the system's internal states will constrain what measures can be collected for evaluation.
When considering the evaluation of the decision system in its environment, an additional component may be added to the model in the form of an evaluator. The evaluator's goal is to assess the decision system's performance in its environment. In essence, the evaluator is a second decision system with the goal of evaluating other decision systems. The full description of the evaluator is more complex than the first-order decision model will support, but the second-order model that will be described later can support it.
The addition of an evaluator to the environment facilitates a number of different model configurations. The evaluator can be embedded in the environment or the evaluator can be modeled as outside the environment, looking in. The evaluator may be capable of sensing the entire world state or may be limited to sensing only a portion of it. If the evaluator is limited to sensing only a portion of the state, this portion may or may not include the subspace that the decision system can sense and act upon. The evaluator may or may not be able to sense the subspace that consists of all or part of the internal state of the decision system. Different configurations lead to different measures that the evaluator can collect to evaluate the performance of the decision system.
One of these configurations will be examined to illustrate how an evaluator might judge the performance of a decision system. For this configuration, the evaluator has no knowledge of the internal states of the decision system, nor of how actions are selected. The evaluator can only measure the part of the world state that is external to the decision system, meaning the evaluator can only assess the performance of the decision system by measuring the overall effect of its actions on the rest of the world. For this configuration, the evaluator can be considered to have the ability to set the environment to an initial state and observe the evolution of the environment across repeated tests. An evaluator can make two types of comparisons: 1) comparisons between the evolution of the environment with the decision system and without, and 2) comparisons between different decision systems. (If the environment without a decision system is considered to contain a null decision system, the comparison can be considered to be of only one type.) Measures of performance can be derived from the direct measurements that the evaluator collects, such as the proportion of the environment that the decision system can change; the speed at which the decision system changes the environment's states; the states, if any, that the decision system drives the environment toward; and the latencies between changes in environmental states and the decision system's responses to the changes.
The repeated trials provide the mechanism for the evaluator to collect performance statistics. The statistics can be used to estimate probabilities, P(E,t), for the system to achieve a given environmental state, E, over the course of a run (t is time). The principle of maximum entropy [10] , written mathematically in Equation (2), can be used to estimate the probabilities from the collected measurements, x, and prior information, i.
PMs (E I x, i) = arg max(P(E I x,i) ln(P(E I x, i))).
(2) P Intuitively, the principle of maximum entropy chooses, from among all the possible probability density functions that match the observed data, the one that makes the fewest additional assumptions. Actual application of the maximum entropy techniques can be challenging and the techniques for generating the PDFs vary for different environments. A detailed description of maximum entropy techniques is beyond the scope of the study, but is only proposed as a reasonable method to obtain PDFs for the evaluation process.
In the decision model, evaluators can conduct additional analyses if they have a value or cost function for the environmental states in addition to the probabilities that are derived from the results of the trials. The value function is a reflection of the goals of the evaluator and is used to generate measures of effectiveness and a figure of merit, which may or may not reflect the goals of the decision system. The expected average value of the decision system can be estimated using the value function, C(E), and the derived PDF using Equation (3).
If the evaluator possesses exact knowledge of the true world state, that knowledge is represented by a PDF that is a delta function and the expected value is the value of the true world state.
The nature of the expected value of decision systems leads to the conclusion that no universal FOM can exist for an environment with decision systems because, in general, different evaluators will have different goals that will be reflected in the different values that they assign to the environmental states.
Additional configurations of the model at this level of complexity could be considered, such as different capabilities for the evaluator to sense or control the environment. Those configurations might be valuable in developing actual evaluation systems. The principal interest of almost all evaluators eventually turns toward understanding the internal states of the decision system itself, and so the complexity of the model will be increased to describe these kinds of evaluations.
THE SECOND-ORDER DECISION MODEL
The motivation for moving to a more complex model is to develop a model of an evaluation process for distributed service-oriented architectures. The tenet of this report is that these large-scale complex architectures either describe decision systems or components in a greater decision system and that the true value of these architectures can only be evaluated from the perspective of the complete decision system. The detail of the model thus far does not provide insight into how decision systems function. This next step adds a basic description of the internal functions of decision systems and is shown in Figure 2 . As was the case for the simplest model shown in Figure 1 , this model has the decision system, with sensors and actuators, interacting with an environment. This model shows the internal data and processes that form the components of a simple decision system. This second-order decision process can be seen to be composed of fundamental units that are equivalent to the single unit in the first-order model. This unit is a mathematical transformation that receives input data and produces output data. The first step in the decision process is a detection step in which the sensors sense the environment and generate measurements. This transformation may rely on a sensor model to transform actual sensed data to measurements that are provided to the next step in the processing chain. For example, radars sense incident intensities but report radar cross-section or target detections.
The second step in the process is an exploitation step that converts measurements into features. Features are often used to more accurately or succinctly capture the parameters that are relevant to either the system's model of the environment or desired environmental states (goals). The figure shows that the exploitation step may be dependent on the system's sensor model and environmental model. This represents system knowledge with respect to the system's sensing process and the environment.
The third step is a process that generates estimates of the environment's state from the features. This step uses an environmental model to convert the features to estimates of the world state.
The fourth step is a decision process that uses the estimated world state to select the actions that will transition the real world state to a desired world state. Mathematically, this step is a mapping between the estimated world state and the actions that will transition the world state to a more desired one. The system's model of desired world states represents the goals of the system. As mentioned in the section describing the first-order model, the first-order model lacked sufficient complexity to model an evaluator because it lacked a method of modeling "goals" of the system. The second-order model explicitly depicts the role of goals in a decision system, facilitating the more accurate modeling of the evaluator.
The last step is the actuator process that receives the decisions and transitions the environment to another state. This process can also change the internal states of the decision process to either improve the accuracy of the system's models or change the goals that the system is striving toward. This ability provides a means for the decision system to learn.
A number of models that were found in the technical literature search influenced the design of this model. Mica Endsley's model [6] had a significant impact on the design of this model. Whereas her model is focused on situation assessment and issues of human-computer interactions, this model is focused on the formulation of a mathematical foundation for system evaluation. The model of interacting agents that is described by Leslie Kaelbling et al. is very much like the model described here and influenced the design as well [11] . The Kaelbling team focused on how to build agents (or decision systems) to operate effectively in an environment. Their focus is on how agents can improve performance through learning rather than on the evaluation of the agents' performance. Another influence on the design was a paper by John Campion [12] , which highlights two related problems in the psychology community: 1) the divide between the naturalistic decision-making camp and the classical decisionmaking camp and 2) the separation of control into subareas of decision-making and situation awareness. He argues for a unified model that captures the entire enterprise, not just the components.
The transformation between measurements and features could have been left out of the model at this point to slightly decrease the complexity of the model at this level. It was retained for two reasons: to highlight the fact that the primary function of many processes in a decision system is to compress or convert data to more convenient forms for other processes and eventually to provide a more faithful mapping to the C4ISR architecture in the Navy.
Evaluation of Second-Order Decision Models
As with the first-order model, a number of evaluation configurations can be constructed. A simple configuration will be developed as an illustrative case so that additional figures and measures can be identified. The figures and measures that were identified for the first-order model are still applicable to this more complex model. The overall FOM related to the costs or benefits of a decision system is also the single FOM for evaluators.
For the configuration that will be developed, it is assumed that the evaluator now has access to internal states in the decision system (otherwise the evaluation would be identical to the first-order model). An alternative and equivalent model configuration is one in which the internal states of the decision systems are still hidden, but the decision systems' actuators can write the internal states into the environment for the evaluator to read and process.
The same mathematical foundation that was used in the first-order model will also be used in the second-order model. If the model is assumed to form a state machine, the evaluator can be considered able to either exactly or probabilistically measure the world state. Between the two model configurations of an evaluator with perfect knowledge and an evaluator with probabilistic knowledge, the evaluator with perfect knowledge of the world state is the easier to process. Inexact knowledge of the world state leads the probabilistic evaluator to adopt a PDF to estimate the likely states of the environment. A necessary requirement for productive evaluators is that they have a better estimate of the world state than the do decision systems under test.
In this model configuration, the evaluator makes the assumption that the decision system is a probabilistic decision system and that it uses probability theory to make its decisions. The evaluator will view most of the internal process in the decision systems as generating PDFs (or their parametric equivalent) for the measurements, features, and world state. Even if the decision system does not actually use probability theory as a foundation for its decision process, the evaluator can map that process to a probabilistic foundation for the purposes of evaluation.
Statistical decision theory can be adopted as a foundation for the decision-process step, meaning that the simplest output of the step is a specific decision that commands the actuator. If the decisionprocess step produced a series of costs for possible decisions, the actuator would activate the decision associated with the lowest cost. The cost calculation for statistical decision theory requires an estimate of the cost C(d,E) for all possible decisions, d, given all possible states of the environment, E. The matrix-vector product of the cost matrix with the probability vector of the possible environmental states results in a vector of costs for the decisions, as shown in Equation (4).
c(d) = ZC(d,E)P(E).
(4)
d,E
For evaluation purposes, the evaluator can compare its PDFs with those generated by the decision system. In general, a good decision system's PDFs will agree more often with the evaluator's estimate of the truth than would the PDFs of a bad decision system. A probabilistic agreement function that provides a numerical comparison between PDFs is
where D. is the numerical measure, PE (x) is the PDF from the evaluator, PD(x) is the PDF from the decision system, and x is the measurement, feature, or world state space or subspace of interest to the evaluator. This function measures the agreement between the two PDFs when the true value of x is not known. If the evaluator knows the true value of x, then PE (x) is a delta function, 5(x -x, ), and in this case, DB =PD(X,). (6) Now that the complexity of the model supports multiple state spaces between processes, information theory can be used to evaluate the performance of the internal processes, treating internal decision processes as analogous to communications channels. In the simplest model, the mathematical transform between sensors and actuators looped back into the environment and did not have any internal structure to model as a communications channel. Information theory models channels between a unique source and destination.
Shannon information, defined in Equation (7), provides a measure of the uncertainty (or entropy) of a PDF such as those generated by processes within the decision system.
H(x) = -P(x)ln(P(x)).
(7)
Smaller entropies correspond to more accurate estimates of the state. This measure only relates to precision; it does not reflect whether an estimate is correct. The PDF could be completely incorrect but still have a small value for its entropy.
Another information theoretic measure, relative entropy, or Kullback-Leibler distance, can be used as another measure of the similarity of two PDFs.
D(PE 11 PD)= YPE(x)In(PE(x))-I PE(x)ln(P,) (x)).
(8)
Relative entropy is always non-negative and is zero if and only if PE (x) = PD(X). The convention is that 0 1n(O) = 0 and -PE (x)ln(O) = ox. This measure is not a metric distance because it is not symmetric. A symmetric version of the Kullback-Leibler distance, Ds, is often used to avoid specifying the preferred PDF.
Ds (PEI PD) = D(PE IIPD ) + D(PIIP (9)
Because the internal processes in the decision system are analogous to communications channels, the information loss that occurs due to inefficiencies in the transformation processes can be measured. Mutual information provides a measure of the common information content on both sides of the process, I y) ). The evaluation of this measure requires a PDF, P(x, y), for the combined space of both the space x and the space y. The conditional PDF, P(x y), is also required, but can be derived from P(x,y).
I(X; Y)= --P(x)ln(P(x)) + I P(x, y)ln(P(x
An evaluator will need to collect measurements of both spaces and generate a combined estimation of the PDF. For the second-order model, an evaluator could compare PDFs that are generated anywhere along the chain of processing to identify inefficiencies.
THE THIRD-ORDER DECISION MODEL
The additional complexity of the second-order decision model has increased the power of the model but is still not sufficient to adequately describe enterprises built on service-oriented architectures. The model needs to be extended to capture the key attribute of SOAs; these architectures consist of a set of distributed, loosely connected systems. The final extension is made to the model by linking multiple second-order models together into a single distributed system, as shown Figure 3 . This third-order model now contains multiple decision systems that interact with each other within a common environment and that communicate with each other by passing data through the environment. In this model, each secondorder system is striving to change the environment to a more desirable state, or at least one that it views as desirable.
Figure 3. The third-order decision model
An interesting feature of the extension to the third-order model is that each of the component systems performs one of the information transformations identified in the second-order model: measurements to features, features to world state estimates, or state estimates to decisions. The secondorder decision systems thus form a cooperative higher-level organization that emulates the functions of the second-order decision model in a distributed system. This emulation leads to a profound difference between the two decision models of Figures 2 and 3: a component of the third-order decision system has the potential to do more than its assigned primary role in the higher-level decision system. It may perform all the transformations of the fundamental decision system in addition to its primary role. It can make measurements, generate features and environmental state estimates, pursue goals, and learn. This secondary processing might not be under the direct control of the higher-level decision system and means that a component could be pursuing goals not in the best interests of the higher-level organization.
An interesting difference between the second-and third-order models is that in the second-order model, the sensor, world, and desired world models were globally available to the decision system; in the third-order model, these supporting models are not assumed to be global. In general, distributed decision systems will not have a unified set of sensor, world, or desired world models, but can allow each component system to define these models locally. This may result in the component systems of the distributed system producing different, and potentially inconsistent, data products and PDFs due to differences in their local models.
In retrospect, the internal sensor, world, and desired-state models of the second-order decision system can be redefined so that the models are actualized as stored configuration data. The transformation processes in the second-order model are then assumed to be sufficiently powerful and flexible enough to read the configuration data, set up their internal processors, and execute any reasonable sensor, world, or desired-state model.
Given that a common design goal for the construction of a third-order system will be to emulate the processing of the second-order model, it is possible that this intention may go awry and the third-order model will not perform all of the transformations of the second-order model. Some measurements, features, and environmental state estimates may not exist because the system never calculates them and can increase the challenge of analyzing a poorly designed system. Because the components of the third-order systems can be connected in a myriad of configurations, it is possible that multiple components will process the same data. These components may represent and interpret the same data in different ways. These differences in interpretation and usage can be valuable in that different components will have different sets of subgoals that are coordinated for the common good of the organization. On the other hand, these differences can also cause problems of misinterpretation and miscommunication when components fail to recognize that other components have adopted different representations for the data and have processed the data to achieve different subgoals.
Although the third-order model is constructed from second-order decision systems, not all secondorder components are required to instantiate all internal transformations. Uninstantiated internal transformations can be interpreted as transformations that directly pass data to the next stage without conversion (mathematically, these are identity functions) so that the component only performs a subset of the processing that the second-order decision system can perform. At the furthest extreme, the internal processing of a component can be so simple that it looks like a first-order decision system that directly transforms sensor data to actuator actions. This potential heterogeneity in system components means that it may be more difficult to model some enterprises because of the inability to model the components as simple, identical agents. This also means that the analysis of relative component performance may be more difficult because not every component will have internal data or PDFs that evaluators can compare with the truth or the internal data or PDFs of other components.
The evaluation process may be more difficult not only because of limited access to the internal data of the decision system components but because the components that have been assumed to be secondorder decision systems may be, in themselves, collections of multiple, loosely coupled decision systems. These lower levels in the decision process may be hidden from an evaluator and may make analysis even more difficult. In the worst cases, there can even be couplings between different levels in the hierarchy of decision systems.
Because the components of the third-order model may be widely distributed, problems may arise from the transfer of data between components. Data transfers may not always be performed successfully or data may be degraded through interactions with the environment. Communications-related issues will become a major focus of the evaluation process, with information theory providing the natural mathematical foundation for understanding these issues.
Evaluation of Third-Order Decision Models
There are many different options for the evaluation of third-order models because the systems can be so rich and varied. All the measures that were proposed for the evaluation of the second-order model can be applied to the third-order systems as a whole, as well as to the system components. The number of PDF comparisons that can be made increases from just between those of the evaluator and a single decision system to comparisons between any or all of the components of the system (including the evaluator). For example, the probability distance function can be used to compare two PDFs generated by two different components (or that have been transferred between components with possible losses during transmission): (11) where PD, (x) is a PDF from component a and PDb (x) is a PDF from component b. The PDFs must be for the same feature space x.
Shannon information, or entropy, can be used to evaluate two PDFs on the same features space,
H(x) = -. P(PD. (x),P., (x))ln(P(P., (x),
PDb (x))). (12) x Estimating the second order probability distributions of first-order PDFs is much more difficult than estimating the first-order probabilities, but it is conceptually possible. The entropy for this second-order PDF would be a measure of the similarity between the two component PDFs.
More that two PDFs can be compared for overall consistency with the chain rule,
Shannon information, Kullback-Leibler distance, and mutual information can be used to evaluate pairs of distributions and collections of distributions through chain rules, as well. The chain rule for Shannon information is 
.. x,)=j•'H(x, I xj,__, .. x,) i=1
(14)
using conditional entropy to estimate the subsequent contributions,
X. V
The chain rule for the Kullback-Leibler distances is
D(p(x, y) I q(x, y)) = D(p(x, y) q(x, y))+ D(p(y I x) [I q(y x)). (16)
The chain rule for mutual information is
If the appropriate conditional density functions can be constructed, overall measures for such things as PDFs associated with common operational pictures can be estimated.
FOMs and measures of effectiveness still require value assignments in order to estimate the expected costs or benefits that are generated from the measures of performance. The evaluations, like the measures of performance, can be carried out on the global system and subsets of the system. Component level analyses are valuable to locate inefficiencies and bottlenecks in the larger system.
A DECISION MODEL FOR ISR ENTERPRISES:
A SIMPLE DEMONSTRATION
The military C4ISR enterprise can be easily mapped to the third-order decision model. Military units in the C4ISR enterprise are often assigned unique roles that correspond to the transformations in the second-order decision model, which include sensing the battlespace, reporting measurements, developing situational awareness, making decisions, and issuing commands to control the military organization. The C4ISR organization is divided into two major components: an ISR community that processes measured data to report features and a command-and-control community that processes features to develop an operational picture of the battlespace and determine appropriate courses of action.
The FOMs, measures of performance, and measures of effectiveness for all three levels of the models can be used to evaluate the C4ISR enterprise. As the enterprise is decomposed into the ISR and command-and-control enterprises, evaluation of these specialized enterprises becomes problematic with regard to FOMs and measures of performance because the entire enterprise is required to estimate these parameters. FOMs can only be estimated for the subsystems if these subsystems can be viewed as independent third-order decision systems, with their own goals and values for the environmental states and with their own actuators used to achieve the desired world states. For example, it might be an interesting analysis to view the ISR enterprise as an independent, complete, third-order decision system that must achieve its goals by manipulating the command-and-control enterprise into engaging its actuators to transition the environment to a state that is desirable to the ISR enterprise. It is unlikely that this Machiavellian scenario would be a popular state of affairs with any senior commander that oversees a C4ISR enterprise. Given this, a global FOM for the ISR component cannot be developed without knowledge of the value that the overall C4ISR system assigns to the possible world states. In addition, the probabilities that different environmental states will be achieved cannot be estimated without accounting for the performance of the entire organization. Given that assessments of the ISR enterprise, as well as the command-and-control enterprise, will still be conducted without information on the rest of the enterprise, the assessments of these components will be primarily restricted to measures of performance and their differences and ratios.
The DCGS-N program office has indicated there is interest in using the results of this analysis to assess SOAs. The DCGS-N application is an ISR Multi-INT system that primarily generates features for the command and control portion of the C4ISR enterprise. The added value of DCGS-N over the current system is through the reduced time to find, process, and report data. Ideally, this should improve the quality of features (PDFs) that are reported to the command-and-control enterprise.
The services that DCGS-N will provide through its SOA can be mapped to the third-order model. These services include metadata repository services (data storage), data discovery services, data access services, workflow services, and data analysis (translation) services. The data storage, discovery and access services, as well as workflow services, support the formation and reformation of the links between the component systems' inputs and outputs, represented in Figure 3 as the arrows between the decision subsystems and the circles in the environment. The data translation services in SOAs are often automated services that translate raw data to more usable formats for other components in the decision system-such as human operators. These services would be represented as decision subsystem components in Figure 3 .
In order to conduct an initial assessment of the applicability of the probabilistic and information theoretic measures to the evaluation of the ISR enterprise, a simple simulation was developed. An active issue in the C4ISR community was chosen as the basis for the simulation. Given that many evaluations of ISR performance will be conducted in isolation from the full C4ISR community, the issue was restricted to one involving measures of performance instead of measures of effectiveness and figures of merit. A simulation of a distributed system that develops a COP was chosen as the model for the investigation. In the third-order model, the COP is synonymous with the world model. It is interesting to note that the Navy has the COP processing embedded in a C2 application instead of in an ISR application. The model that has been developed here would more naturally assign the COP processing to the ISR enterprise.
The third-order model of the C4ISR enterprise suggests that additional problems can still be encountered, even when an accurate COP is shared between the components in the enterprise. Even with an accurate, widely distributed COP, system performance may still be below optimal levels because the goals in the subsystems are not aligned. Military organizations have been aware of the need to align goals across the organization for millennia. Solutions have included the development of the chain of command, military uniform codes of justice, and training and education to enforce the adoption of consistent goals throughout the organization.
The second-order model shows that a component in a third-order system requires a series of conversions for goals to be altered, starting with sensing (receiving new orders), then feature extraction, then world state update, and finally a decision process that updates the internal goals of the system to reflect the new orders. Clearly, the third-order model can be used to analyze problems with commandand-control systems. The chain of transformations that the model defines can be applied to study command-and-control problems caused by such factors as information loss, misinterpretation, and even rogue units that refuse to follow orders because their own goals are more beneficial.
In order to demonstrate the utility of the proposed effectiveness measures, a simple experiment was developed in a simulation environment. In the experiment, a set of heterogeneous decision systems attempts to correctly detect and classify several objects through a series of noisy observations. Although simple, this experiment is grounded in tasks central to the ISR enterprise. The information theoretic metrics suggested above were implemented in order to compare a variety of enterprise architectures, with encouraging results.
The environment for the simulated experiment consists of a 5 x 5 grid world. Each grid location contains at most one object of interest to the ISR enterprise. In reality, these could be vehicle types or combatants, but in the simulation they are abstractly referred to as circles, squares, and triangles. Thus, each cell contains a circle, a square, a triangle, or none of the above.
Additionally, five sensors, each with a unique sensing modality, exist on the grid. The characteristics of the various sensors with regard to detection and discrimination are summarized in Tables 3 and 4 . Each sensor is located in a specific cell and has the opportunity to move to an adjacent cell at each time step. The simulation also allowed a limited amount of communication between each of the sensors. The sensors are decision systems in the sense that they must decide: 1) which cells within the grid to explore, and 2) whether and how to share the observed results with other sensors in the enterprise. Table 3 Sensor Table 4 Sensor Observation Extent As an example, if sensor B were located at a specific cell in the 5 x 5 grid (denoted by the large "B" in Figure 4) , it would be able to observe all nine cells in the 3 x 3 subgrid centered on its location. For each observed cell that contains a circle, square, or triangle, the resultant measurement would be 3 + I where rI is an additive noise tern. If the cell does not contain any of the objects, the resultant measurement would be 0 + ri. (All noise terms are drawn from zero mean, unit standard deviation Gaussian distributions.) This scenario is demonstrated in Figure 4 .
It is significant to note that sensor B has no ability to discriminate between a circle, square, or triangle; all return statistically identical measurements. This means that without data sharing from other sensors in the enterprise it is impossible for sensor B to discriminate between all the objects of interest. The same is true of each of the other four sensors. In the experiment, five different enterprise architectures (described in the paragraphs below) were run through a series of 300 Monte Carlo trials each. The information theoretic measures of entropy, Kullback-Leibler (KL) distance, and Bayesian agreement with truth (Bayesian distance ) were collected and aggregated across the trials. Figures 5-9 demonstrate the power of these metrics in evaluating the performance of the various architectures.
The first architecture examined was termed the "unlimited communication" architecture. In this architecture, no limitations on communication bandwidth were made, and, therefore, the ability of the enterprise to share and assimilate knowledge was limited solely by the rate of data acquisition. The sensors used Bayesian logic to fuse all measurements from all sensors into their local world models. This idealized architecture provides an upper bound on the levels of expectable performance. The statistical results, shown in Figure 5 , demonstrate a rapid convergence to absolute certainty (measured by Shannon entropy), complete consistency (measured by KL distance), and perfect correctness (measured by Bayesian agreement with truth). The small amount of initial inconsistency is due to latency effects, and the convergence rates of the other two metrics are due to the noise characteristics of the environment.
In the second architecture, called the "no communication" architecture, there was no communication between any of the decision systems. This worst-case scenario was used to establish a lower baseline on the potential performance of the other architectures. In this architecture the sensors used Bayesian logic to update their local world models, but did not communicate any gained knowledge with any other sensors in the enterprise. The results, shown in Figure 6 , are that the world models of the various sensors do not achieve a high degree of certainty, consistency, or correctness. The final three architectures investigated all assume a uniform, fixed bandwidth constraint on nodeto-node communication. In the first architecture, called the "blind push" architecture, all sensors attempt to push all measurements to all other sensors. Due to the communication constraints, this results in an earliest-first queue of measurements at each node. The performance results of this architecture are shown in Figure 7 . Because of the absence of a prioritization mechanism, important measurements got jammed in the communications bottlenecks and all the performance measures suffered accordingly. While not as bad as the "no communication" case, there is significant performance degradation from the optimal "unlimited communication" case. The second fixed bandwidth architecture was termed the "blind pull" architecture. In this architecture sensors were allowed to broadcast a request (which took a portion of the bandwidth) at each time step. These requests enabled the other sensor nodes to prioritize the measurements they pushed to that sensor node. However, because the broadcast request consumed some bandwidth, fewer measurements could be communicated. The results, shown in Figure 8 , show that despite receiving fewer measurements from other sensors, the rudimentary prioritization mechanism improved enterprise performance over the "blind push" case. The final architecture investigated was called the "informed pull" architecture. In this variant, each sensor node broadcast its position information at each time step. This can be thought of as the metadata for that sensor's measurement at that time step. Broadcasting the metadata consumed a portion of the bandwidth, resulting in fewer measurements being communicated than in either the "blind push" or the "blind pull" architecture. However, the metadata enabled the other sensors to direct requests for specific data products, creating an efficient prioritization scheme. The performance results are shown in Figure 9 . There is a dramatic increase in the ability of the enterprise to maintain consistency among the distributed nodes, to quickly converge to a high level of certainty, and to correctly classify all the objects of interest. 
CONCLUSIONS
Defining a single FOM, or a suite of FOMs, enables the system developer to make informed decisions regarding design trade-offs. With regard to the ISR enterprise, the proposed FOMs provide the ability to compare the relative effects of a multitude of potential measures of performance that may have different units and obscure relationships to one another. Comparisons can be made between improving sensor capabilities versus increasing bandwidth, or adding new processors versus improved training and manning. This evaluation capability is essential to effective enterprise development and design.
In the course of this study, a series of conceptual decision models were constructed with increasing levels of complexity to form the basis for characterizing distributed multi-INT and ISR enterprises. Because these decision models are based on a strong statistical foundation, they provide natural, quantitative measures for the characterization of enterprise performance. Probability theory and information theory were selected as the mathematical foundations because of their maturity, ability to account for uncertainty, and capability for modeling the information flow. The models not only provide a mathematical foundation for evaluating enterprise performance, but a conceptual foundation for understanding the underlying mechanisms by which enterprises accomplish their performance objectives.
The conceptual models show that the truly important FOMs require an evaluation of the entire decision system: from sensors, through decision processes, to actuators with regard to the costs or benefits associated with the systems running within their environment. Most of the FOMs that have been adopted for prior defense systems have actually been either sensor or actuator measures of performance; in very few cases were they decision process measures. The sensor measures of performance relate to the ability of the sensors to measure the environment; the actuator measures of performance relate to the ability to change the environment; and the decision process measures of performance relate to the ability to understand the environment and decide how to change it. With the "stove-piped" systems of the past, the sensor and actuator measures were more pertinent, but as ISR systems are transformed into distributed enterprises, the decision process measures will gain in importance.
A "toy" simulation was developed to demonstrate the use of probabilistic and information theoretic measures to assess a distributed multi-INT ISR enterprise. The simulation was constructed to demonstrate how the proposed information theoretic FOMs could be used for system development, in this case through evaluating the relative merit of several different information-sharing architectures. The similarity and accuracy of the sensors' operational pictures were evaluated with Shannon information, KullbackLeibler (KL) statistical distance, and Bayesian agreement measures. The results of the simulation show that these measures provide an accurate quantitative assessment. They agree well with what an expert's intuition would predict with regard to how the common operations pictures would change with changes in the communications architectures.
This study provides an initial step in the development of performance assessment measures for multi-INT and ISR enterprises. Although the tone is optimistic for completing these assessments for real systems, the researchers recognize that adapting these measures to real systems remains an open problem. Further research is required to identify how to construct specific models of real systems, determine the information, costs, and benefits of true interest to the end-users, collect the relevant data, and perform the assessments.
APPENDIX A METRICS FOR OTHER MODEL ATTRIBUTES
In the process of conducting the literature search, a number of different papers were found that proposed attributes of information quality. Some lists were quite extensive. Quantitative measures were ad hoc for the most papers, if specified at all. This appendix suggests probabilistic and information theoretic measures that can be related to some of the attributes.
A.1 ACCURACY
The scientific community recognizes two terms: accuracy and precision. This distinction will be used in the discussion of other attributes although common usage usually neglects to make this distinction. Precision will usually be the dominant measure of interest for decision systems because the truth is not known, and accuracy will be the dominant measure of interest for evaluators because the truth is usually known.
Precision can be defined to be inversely proportional to the standard deviation, cr, of a PDF. The functions,
x estimate the mean, u, and standard deviation of a PDF. The standard deviation is considered to be inversely proportional to precision. A measure of accuracy, 0.A, can be estimated through a similar equation, in which the mean is replaced with the true state, PT:
Shannon information, or entropy, of a PDF can be used as a measure of precision as well. The greater the entropy, the more uncertain and imprecise is the PDF.
A.2 CONSISTENCY
In some respects, this is a secondary measure. Consistency is most valuable when there is consistency with the truth. A lesser level of value might be assigned to consistency when inconsistency leads to conflicting decisions throughout the community that are more costly than consistent, but wrong, decisions.
Probabilistic measures, such as the probabilistic agreement measure, and information theoretic measures, such as the KL distance, provide measures of consistency between PDFs.
A.3 SECURITY
Security is an attribute that is beyond the level of analysis for this study. Information theoretic measures could possibly be used to measure the mutual information between subsystems that are or are not to have access to certain information. If two subsystems--one of which has access to secure data and the other of which is denied access to the data-have high mutual information between their measurements, features, or world subspaces, then either the secure data are available to the denied system or the secure data are not contributing unique information to the secure system. Network analysis and connectivity diagrams provide other means beyond probabilistic techniques for evaluating the security of data. Probabilistic techniques might provide additional methods for the security assurance community.
A.4 LATENCY AND TIMELINESS
This attribute directly relates to measures of precision and accuracy because of its specific impact on the PDF-through the time variability of the PDF. If it is accepted that the PDFs include a dimension of time or that appropriate models exist to propagate a PDF to any point in time, then the equations for measuring precision and accuracy are directly influenced by effects due to latency. The time evolution of the PDF usually decreases the precision of the PDF. The decreased precision of the PDFs leads to decreased confidence in the decisions that the decision system makes, which is quantified by increases in risk. If the decision system uses cost functions to make decisions, the increased risk that the system faces can be evaluated with the function, E'P(EjX 1 ,...,Xui,t)-P(E x,,...,xu+,,t) tJt (t+L-t)
A.5 COMPLETENESS Completeness can be related to the number of independent PDF axes with informative subspace PDFs, with the collection of axes defining multidimensional PDFs. For a multidimensional PDF, there may be many axes on which the marginal PDF for some subspace of features is minimally informative or insufficiently informative. The relative numbers of informative and uninformative axes provide an analytical measure of completeness. Extracting out the subspace PDFs and evaluating the Shannon entropy of the subspace PDFs can measure the information within the axes. If the entropy is too high, the information axes can be considered incomplete.
A.6 CONCISENESS
Conciseness can be related to the compression of information. Measures of conciseness are beyond the scope of this study. Information theoretic approaches, as well as approaches from coding theory and complexity theory, can be used to estimate the conciseness of the representation of the PDF. Compression reduces the fraction of noninformative data contained in a data format.
A.7 RELIABILITY
This attribute refers to the accuracy of the data provided by one subsystem to another. A reliable subsystem (a reliable source) is correct more often than is an unreliable system. The probabilistic and information theoretic measures for accuracy can be used to measure reliability. The reliability measures may need to account for latency, information loss between subsystems, and missing messages. More complex decision subsystems could conceivably attempt to estimate the reliability of its data providers with a secondary decision process (see A. 15, "Believability"). Additional analysis of reliability measures is beyond the scope of this study.
A.8 ACCESSIBILITY
This is a secondary attribute with respect to the model. The connectivity between subsystems, and the costs and delays for the transmission of data between subsystems would influence estimates of accessibility. Measures of accessibility are beyond the scope of this study.
A.9 AVAILABILITY
This attribute is related to accessibility and probably refers to a zero-one type of decision: either the information generated by a subsystem can be transported to the sensors of another subsystem or it cannot. The connectivity of the communications links between sensors would provide for the estimates of the availability of data throughout the environment. Measures of availability are beyond the scope of this study.
A.10 OBJECTIVITY
This attribute can deal with the biases and prejudices of subsystems. Probabilistic measures can be used to estimate biases, such as estimates for skew:
where this is only one of many different definitions for skew. The measure of the intersection of truth with the PDF function indirectly reflects the effect of bias and prejudice on the estimate. Covariance estimates with respect to the PDF and truth can indirectly indicate the presence of biases and prejudices.
Trend analysis can uncover biases and prejudices in a system by comparison of the measures like skew, covariance, entropy, and the KL distance. Additional study is required to fully evaluate all possible quantitative measures of objectivity and probably requires multiple classes to fully quantify all aspects of this attribute.
A.I1 RELEVANCE
Mutual information provides a measure of relevance. Features that have high measures of mutual information with the value of world states or decisions are more relevant. Decision systems that learn are most likely continually assessing the relevance of the sensor measurements against goals and actions. Once measurements are identified as irrelevant, they are ignored. Measures of mutual information between measurements, goals, actions, and resulting environmental states provide a means to quantify relevance.
A.12 USABILITY
Usability relates to the ability of the subsystems to convert data in one format or representation into other formats, representations, or state spaces that are more easily manipulated or processed through the remaining stages of the decision process.
Being able to measure subspaces of the world through the sensors does not mean that the subsystem will be able to extract information or meaning from those measurements. Coding theory, complexity theory, and other information theoretic methods may be able to contribute quantitative measures of usability. The identification of these measures is beyond the scope of this study.
A.13 UNDERSTANDABILITY
This attribute makes reference to the lack of ambiguity and ease of comprehension. In terms of mathematical mappings, it could refer to the number of peaks that the output PDF might have, based upon a given input PDF. More peaks would mean that there are more interpretations that could be selected by the decision-processing step. It could also refer to the ease that a decision system has in mapping PDFs in one coordinate frame to a coordinate frame with more relevance to the system. Mutual information would be a quantitative measure of the information loss resulting from the transformation process. Additional analysis is required to fully develop quantitative measures of understandability and is beyond the scope of this study.
A.14 AMOUNT OF DATA
The amount of data is a straightforward calculation; the impact of this attribute is more difficult to surmise. The information-quality community adds assessments as to whether the appropriate amount of data was available. Both too much and too little data can be a bad thing. It is possible that the accuracy of PDFs could be connected to the amount of data, in that more data should produce more accurate PDFs with a diminishing rate of return as more data are integrated into the PDF estimate. Cost-benefit analyses might be required to assess the value of each additional data point and look for the point of diminishing return or the transition from a positive benefit to a cost. Additional analysis of suitable quantitative measures is beyond the scope of this study.
A.15 BELIEVABILITY
This is a judgment by a consumer of the data as to whether it is true and credible, given the prior information that the consumer has acquired. A decision subsystem could execute secondary decision processes to analyze past performance of data providers and develop a ranking of the believability of the provider. This attribute is similar to reliability. The distinction appears to be that evaluators would tend to be interested in reliability, and decision subsystems would tend to be interested in believability. Similar quantitative measures might be applicable to both attributes of reliability and believability. Additional analysis to identify possible quantitative measures is beyond the scope of this study.
A.16 NAVIGATION
This sensor performance attribute relates to the ease of finding and linking to data. This is a very important performance measure for SOAs, but is a fourth-order measure at best, first-order being FOMs, second-order being measures of effectiveness, third-order being measures of performance directly relevant to PDFs, and fourth-order being parameters that are component variables that can be combined with other fourth-order measures to define a PDF. Other theories, such as those involving networks and connectivity measures, might provide important quantitative measures. Additional analysis to identify possible measures is beyond the scope of this study.
A.17 REPUTATION
This is a measure of how much trust a collection of data consumers has in a producer. This consensus building on the part of the data consumers could be done through the collection of quantitative measures for any set of attributes listed in this section, especially reliability, objectivity, and believability. Reputation is the attribute that inexperienced data consumers use to rate the data from producers that they have not interacted with before. Given the complexities of this attribute, the identification of possible quantitative measures is beyond the scope of this study.
A.18 USEFULNESS
This attribute is related to the extent that received data is useful for making decisions. One measure could be a comparison of the relative change in the information content of a consumer's PDF before and after the data have been used to update the PDF. Small changes in Shannon information would indicate that the data were not very useful. The KL distance between the two PDFs would provide another measure of the usefulness of the new data. In this case, more useful data will cause a larger increase in the KL distance between the prior and updated PDFs than will less useful data.
If the true state is known, the probabilistic comparison of the two distributions with truth could be calculated. If the updated PDF has a larger Bayesian correctness measure, it is closer to the truth than the PDF was before the update.
A.19 EFFICIENCY
This attribute relates to the energy that a decision subsystem is required to expend in order to put the received data to direct use. Traditionally, quantitative attributes, such as the percentage of useful work that can be extracted for a given input of energy or energy expended per unit of information, have been defined for systems. Although this is an important attribute with a number of important quantitative measures waiting to be defined, additional analysis is beyond the scope of this study.
A.20 VALUE-ADDED
This is a measure of the extent that provided information reduces costs or increases benefits to an organization. Clearly, cost-benefit analyses are part of possible quantitative measures for this attribute. In most cases, this would be a relative comparison of the value that different subsystems add to the collective higher-level decision system. Estimates can include not only the decision subsystems, but also the sensors and actuators. Additional analysis is beyond the scope of this study.
