Abstract. Let S 1 and S 2 be ergodic extensions of finite measure preserving transformations T 1 and T 2 , where the extensions are by rotations of a compact group G. Then there is an N−valued function k, measurable with respect to the factor T 1 , so that S k 1 is isomorphic to S 2 by an isomorphism that respects the action of G on fibers.
Introduction
Fix a compact group G with Haar measure λ and two-sided invariant metric ρ ≤ 1. Let T be a measure preserving transformation of the Lebesgue probability space (X, A, µ) and σ : X → G an A−measurable map. The transformation S : X × G → X × G given by S (x, g) = (T x, σ (x) g) is a measurable map preserving µ × λ. We refer to such an S as a G−extension of T, or more briefly as a G−extension, if T is either understood or need not be specified. The factor T will be referred to as the base factor of S and we will frequently identify the sets in A with their preimages in X × G under the projection on the first coordinate. We will use the notation (S, T, X, σ) to denote such a G−extension, and we will use abbreviations such as (T, σ) or S when the other components are understood. We will adopt the notational convention that all G−extensions are represented by the letter S, or a modified letter S, and the associated base factor and function into G will be represented by the letters T, X, and σ, respectively, with the same modifiers. Thus a G−extention S ′ is understood to be associated with the components (T ′ , X ′ , A ′ , µ ′ , σ ′ ) . We let c denote the projection c : (x, g) → g. Each G−extension admits a natural free action of G on X × G, which, for each h ∈ G, is given by h (x, g) = (x, gh) and this action commutes with the action of Z given by (the powers of) S. For each (x, g) ∈ X × G, we refer to the set G (x, g) = {(x, gh) | h ∈ G} as the G−orbit or the G−fiber of (x, g) . Given two G extensions (S, T, X, σ) and S ,T ,X,σ we say S is a G−factor of S if there is a factor map Φ fromS to S of the form Φ (x, g) = (φ (x) ,ᾱ (x) g) where φ is a factor map fromT to T andᾱ :X → G is anĀ− measurable function. If such a Φ exists for which φ is an isomorphism fromT to T, we say S is G−isomorphic toS. We note that these relations can be described in terms of cocycles on equivalence relations. We will not make use of this language, so we omit the definitions, but we simply state: given a G−extension (S, T, X, σ) , the function σ determines (and is determined by) a G−valued cocycle on the orbit relation of T. The condition that two G−extensions are G−isomorphic says that the base transformations are isomorphic, and after this identification of the orbit relations of the base transformations, their associated G−cocycles are cohomologous. The functionᾱ is the "transfer function" that relates the two cocycles.
By a speedup of a transformation T : X → X we mean a transformation T ′ : X → X of the form T ′ (x) = T k(x) (x) , for some measurable k : X → N. Given a G−extension (S, T, X, σ) we consider speedups of S for which the variable exponent k is measurable with respect to the base factor, and we refer to such a transformation as a G−speedup of S. Each G−speedup of S determines, and is determined by, a speedup of the base factor T. Thus a G−speedup of S can be understood to be a G−extension S ′ of the form
where
for an A−measurable function and k : X → N, and
σ (T x) σ (x) .
Our goal here is to prove that for all ergodic G−extensions S andS, S can be obtained as a G−speedup ofS. That is, there is a G−speedup ofS that is G−isomorphic to S. We note that the restriction of this theorem to the special case where the group G is trivial is a result obtained by Arnoux, Ornstein and Weiss [AOW] , and our work here gives a new proof of that result.
The theorem is an analogue of the orbit equivalence result for G−extensions obtained in [F] and independently by other methods in [G] . The proof will fall into two main parts. First we will show that, given such S andS, there is an ergodic G−speedup ofS that has S as a G−factor. We will then improve this result to obtain an isomorphism. From a broader point of view, the overall argument is carried out by an argument that is closely related to those of the theory of restricted orbit equivalence developed by Rudolph and Kammeyer [R] , [KR1] , [KR2] , and that is ultimately derived from Ornstein's proof of the isomorphism theorem for Bernoulli shifts [O] .
The general idea of the proof is a natural one, which may be obscured by its implementation. Briefly, to obtain a speedup of a transformationT that is isomorphic to a transformation T we must advance alongT −orbits so that, with respect to a suitable partitionP , we visit the elements ofP in a manner that imitates the behavior of the orbits of T with respect to a generating partition P. The ergodicity ofT will make this possible. To obtain a G−speedup of a G−extension S that is isomorphic to a given S, we do the same, with the additional requirement that we advance alongS−orbits by amounts that are constant on G−fibers, in a manner that imitates the behavior of the orbits of S, with respect to both the first and second coordinates.
A particular technical issue that will concern us here, which was not present in the earlier work on orbit equivalence [F] , is that of establishing the ergodicity of our speedups. Ergodicity is preserved under orbit equivalence, but the orbits of a speedup are suborbits of an ergodic transformation, so special effort will be needed to ensure that the speedups we construct are ergodic. To simplify matters a bit, the main argument will be carried out first in the case of finite partitions and then extended to allow countable partitions.
Preliminaries
2.1. Partial transformations. The speedups of the theorem will be obtained as limits of partially defined transformations, which we now introduce. Definition 1. A partial transformation T on X is an injective, measurepreserving map T : Dom (T ) → X defined on a measurable subset Dom (T ) of X. For such T and for n ∈ Z we obtain a partial transformation T n in a natural way. For each set C ⊂ Z and x ∈ X we let T C x = {T n x | n ∈ C and x ∈ Dom (T n )} . In particular, we refer to T Z x as the T −orbit of x. A partial G−extension (of a partial transformation T ) is a map S :
for all x ∈ Dom (T ) , where k : Dom (T ) → N is a measurable function. If (S 0 , T 0 , X, σ) is a G−extension then a partial G−speedup of S 0 is a partial speedup S of S 0 where the domain of S is a measurable set of the form Dom (S) = X ′ × G, and S has the form S (x, g) = S
k(x) 0 (x, g) where k : X ′ → N is an A−measurable function. Equivalently, we can view S as the partial G−extension of the partial speedup T of T 0 with domain X ′ , where T is given by the same exponent k, and T is extended by the function
Definition 3. If (S, T, σ, X) is a G−extension and α : X → G is measurable then we let (S α , T, σ α , X) denote the G−extension given by setting
A similar definition is made, using the same notation, in the case that (S, T, σ, X) is a partial G−extension, with α : Dom (T ) → G.
2.2. Distributions and Sampling. Let M (M ) denote the space of Borel probability measures on the metric space (M, ρ) , where (M, ρ) is taken to be separable, and ρ is bounded by 1. These conditions on M will be understood to be in effect throughout this paper. We make use of the Kantorovich metric on M (M ) (which yields the weak topology on M (M )) defined by setting, for all λ 1 , λ 2 ∈ M (M ) ,
where the infimum is taken over all probability measures ν on M × M having marginals λ 1 and λ 2 .
Given a (Borel) measurable function f from a Lebesgue space (X, µ) to (M, ρ) , by the distribution of f , denoted dist X (f ) we mean the image of µ under f. If Y is a subset of X with µ (Y ) > 0, we obtain dist Y (f ) by restricting f to the normalized measure space Y, µ µ(Y ) . If A is a finite subset of X, we obtain dist A (f ) by restricting f to the space (A, ν) , where ν is normalized counting measure on A. When M is a finite or countable set and no other metric is specified, it will be understood that ρ is the discrete metric on M .
For K ∈ N we let [K] denote the set {0, 1, ..., K − 1} . Given n and K ∈ N and a sequence s :
We refer to dist [K−n+1] (s n ) as the n−distribution of s. The restrictions of s to intervals of length n are called n−blocks in s. More generally, if we specify a set of n−blocks in s, where I ⊂ [K − n + 1] is the set of initial positions of these blocks, then we refer to dist I (s n ) as the n−distribution of this set of n−blocks. (We will make use of this especially in the case where the specified n−blocks (that is, their domains) are pairwise disjoint). The sequences to which we apply this language will often be the values of a function f along an orbit of a transformation T . In that case the sequence f T i x n i=0
will be referred to as the T − f − n−name of x. We will also use this language in connection with orbits themselves. In particular, if S is a speedup of S 0 , we may need to speak about blocks in S−orbits as well as blocks in S 0 −orbits, so to distinguish them, we will refer to S−blocks and S 0 −blocks.
The Birkhoff ergodic theorem can be formulated as:
Ergodic Theorem: Let T be an ergodic measure preserving transformation of (X, µ), and f : X → (M, ρ) a measurable function. Then for almost every
T −i g then in the above situation we would say that the T − g − n−name of x has ζ−good k−distribution.
The following two lemmas provide key combinatorial devices that will be used in our argument.
Lemma 1. Let (T, X, µ) be an ergodic transformation and f : X → (M, ρ) a measurable function. For all n ∈ N and ζ > 0 there exists L (n, ζ) ∈ N so that for all L ≥ L (n, ζ) , (1 − ζ) −most points have L−names that can be (1 − ζ) −covered by a set of disjoint n−blocks which has ζ−good n−distribution. In addition, these n−blocks are organized into groups of consecutive n−blocks where the concatenation of these groups has ζ−good n−distribution. Moreover, the lengths of these groups can be take to exceed any lower bound given in advance.
Proof. Given n and ζ, fix ξ > 0 and choose K > n ξ so that for a set X 1 ⊂ X with µ (X 1 ) > (1 − ξ) , and for all x ∈ X 1 ,
Choose finitely many disjoint sets {A i }, with X 2 := i A i ⊂ X 1 , and with µ (X 2 ) >
(1 − ξ) , and so that for each A i and all x, y ∈ A i ,
(The elements of X 2 are "good K−points" whose K−orbits are "good K−blocks".) Choose L so that most points have an L−orbit which is mostly covered by good K−blocks, and which can therefore be (1 − ξ) −covered by disjoint good K−blocks. Moreover, we may arrange that if these disjoint good K−blocks are partitioned into "types" according to the A i that contains their initial element, then the each type repeats at least 1 ξ − many times in the given L orbit. For each such repeated type of good K−block, cyclically divide the occurrences of that type of block into consecutive n−blocks. That is, divide the j th occurrence of the type into disjoint n−blocks starting at position [j] n , where [i] n ∈ {0, 1, 2, ..., n} and [j] n ≡ j (mod n) . If ξ was chosen sufficiently small, the resulting collection of n− blocks covers (1 − ζ) of the L orbit by disjoint n−blocks with good n−distribution, and these n−blocks are organized into consecutive groups nearly K in length. Since the K blocks were good, if these groups of consecutive n−blocks are concatenated, the resulting long block has ζ−good n−dist.
We note that lemma 1 can immediately be strengthened so that each of the points, whose existence is asserted by the lemma, has an L−name with ζ−good n−distribution.
Lemma 2. (constructing a model name) Let (T, X) be an ergodic transformation and f : X → (M, ρ) a measurable function. For all n ∈ N and ζ > 0, and for all sufficiently large n 1 , and for arbitrarily large
F is a union of consecutive n 1 −blocks, and this set of n 1 −blocks has n 1 −distribution within ζ of the distribution of
Each of the disjoint n 1 blocks above is at least (1 − ζ) −covered by a set of disjoint n−blocks which has n−distribution within ζ of the distribution of i∈[n] T −i f.
Proof. Given (n, ζ) , choose ζ 1 > 0 and let n 1 ≥ L (n, ζ 1 ) (as defined in lemma 1). Choose L ′ > L (n 1 , ζ 1 ) so that, in addition, most points have L ′ names with ζ 1 −good n 1 −distribution. Fix such a point x ∈ X. Cover (a (1 − ζ 1 ) −fraction of) its L ′ −orbit by a set of disjoint n 1 −blocks which has ζ 1 −good n 1 −distribution, and which blocks are organized into groups of consecutive blocks, where each of which group (as a single sequence) has ζ 1 −good n 1 −distribution. So most of these (disjoint) n 1 −blocks can be (1 − ζ 1 ) − covered, disjointly, by a set of n−blocks with ζ−good n−distribution. Throw out the ζ 1 −fraction of n 1 −blocks that can't be so covered, and throw out the ζ 1 −fraction of the orbit between the groups of consecutive n 1 −blocks, and then push these remaining n 1 −blocks together. If ζ 1 was chosen sufficiently small, this (modified) orbit has the name we want.
) be a normed real vector space, and suppose that v 1 , v 2 and v Q ∈ V and 0 < ζ ≤ ε.
This lemma will be applied to probabity vectors v 1 , v 2 and v Q viewed as elements of R t with respect to the l 1 −norm, where v Q will be the distribution of a t−set partition Q on a probability space, and v 1 and v 2 will be the conditional distributions of Q on subsets of measure 1 − ε and ε, respectively. Lemma 4. (Sampling lemma) For all n ∈ N, δ ∈ (0, 2 −n ) and ζ > 0 there exists K = K (n, δ, ζ) ∈ N so that given any set E with |E| ≤ 2 n and any probability measure ν on E such that for all e ∈ E, ν (e) > δ, and any set D with |D| ≥ K, there exists a function f from
Suppose we are given a set E and measure ν as above, and a set D with |D| = K ′ ≥ K. Partition [0, 1] into subintervals whose lengths equal the measures of the atoms of ν. That is, partition [0, 1] 
, where e i is the i th element of E. Modify this partition by moving each endpoint x i to the nearest multiple of 1 K ′ below it. This new partition determines a distribution ν 1 that is ζ−close to ν. But there is a function f : D → E whose statistical distribution is exactly ν 1 .
Lemma 5. (Exhaustion lemma) Suppose that δ ′ > 0,and ε > 0 are given, and
is a discrete probability space with normalized counting measure λ such that |Z| > N ′ and Q is a finite partition of Z, each of whose atoms has λ−measure at least δ ′ , and if {S i ⊂ Z} r i=1 is a pairwise disjoint (non-empty) sequence of subsets of Z such that for all i and j,
. Suppose that (Z, λ) and Q and {S i } r i=1 are as in the statement of the lemma. Writing S = r i=1 S i , we would have λ (Z\S) = ε ′ > ε, and by lemma 3,
, each atom of the trace of Q on Z\S has conditional measure at least δ ′ 2 and (unconditional) measure at least
each atom of the trace of Q on Z\S has at least K ′ elements. Therefore there is an injection g : S 1 → Z\S so that for all s ∈ S 1 , Q (g (s 1 )) = Q (s 1 ) , and setting g (S 1 ) = S r+1 completes the proof.
Remark 1. The above lemma says that if we are planning to take samples from a discrete uniform measure space which is partitioned by Q, where Q has finitely many atoms and none of very small measure, and if we are planning to do so using samples of a known size (K ′ ), then if the samples will have distribution close enough (within ζ) to that of Q, and if the discrete space is large enough compared to K ′ , we will be able to take repeated samples (without replacement) until the space is nearly exhausted (to within preassigned ε).
2.3. Weak topology. We collect here some basic facts about the metric M and the topology it generates. As before, G denotes a compact group with Haar measure λ and two-sided invariant metric ρ.
Lemma 6. Let ε > 0 and n ∈ N, and suppose that the sequence γ :
Then for all h ∈ g, dist [n] γh, λ M < ε.
Proof. The proof is immediate.
Proof. Using the fact that M metrizes the weak topology [D1] , the conclusion is a statement of a well-known fact about the weak topology, (see [D2] ) and holds in general for arbitrary probability measures on a separable metric space (M, ρ) of finite diameter in the place of dist [n] γ and λ on G.
Combining the previous two lemmas gives us the following
Definition 4. Let ν be a Borel probability measure on a metric space (M, ρ) .
We note that for all x ∈ M and all δ > 0 there exists δ ′ < δ such that the ball B δ ′ (x) is a continuity set. This is because at most countably many of the pairwise disjoint circles x ′ | ρ (x, x ′ ) = δ ′ can have positive measure. Therefore, if M is compact, then for every δ > 0 there is a finite partition of M into continuity sets of diameter less than δ.
The following lemma follows quickly from lemma 7 (which applies to more general metric spaces, as we've indicated).
Lemma 9. Let ν be a Borel probability measure on a compact metric space (M, ρ) . Let Q = {Q 1 , ..., Q t } be a finite partition of M into continuity sets for ν.
We will occasionally need to implement a distribution match in a concrete way. The following lemmas allow us to do this.
Lemma 10. Let ν be a Borel probability measure on a compact metric space (M, ρ) . Then for all ζ ∈ (0, 1) there existsζ > 0 so that if γ 1 , γ 2 : [n] → M are sequences such that, for both i = 1 and 2,
Proof. Fix a finite partition Q = {Q 1 , ..., Q t } of M into continuity sets for ν. Chooseζ by lemma 9 with respect to ν, Q and (ζ) 2 2 . Suppose γ 1 and γ 2 meet the conditions of this lemma. Then
The conclusion follows from this.
Lemma 11. Let ν be a Borel probability measure on a compact metric space (M, ρ) . Then for all ζ ∈ (0, 1) and n ∈ N, there existsζ and N so that for all n 1 > N, and for all sequences γ 1 : [n] → M and γ 2 : [n 1 ] → M, such that, for both i = 1 and 2,
(The last condition can be interpreted as saying φ nearly preserves the normalized counting measures on [n 1 ] and [n]).
Proof. The proof is similar to the proof of lemma 10.
We will refer to the maps φ of lemmas 10 and 11 as ζ−distribution matches between the sequences γ 1 and γ 2 .
We will also need the following simple observation.
2.4. Rokhlin lemma and ergodicity. Our argument will depend in an essential way on the Rokhlin lemma. In particular, we will make use of Rokhlin towers in G−extensions, where the towers are measurable with respect to the base factor.
Definition 5. Given a G−extension (S, T, X, σ) , a Rokhlin tower measurable with respect to the base factor (T, A) is a pairwise disjoint sequence of sets R = S i B i∈ [K] , where each S i B ∈ A. The set B is called the base of the tower and K
, where B ′ ⊂ B is an atom of the trace of i∈[K] S −i P on B. The sets S i B ′ are referred to as levels of the column C. A sequence of sets of the form
where L is a level of a column C is called a column-block of C (of length k).
The term column-block is used to emphasize the distinction between a block consisting of levels of a column and a block consisting of points in an orbit, when both are in play together during our construction below. To be specific, in the arguments to follow we will have occasion to construct Rokhlin towers of the above type with respect to a G−extensionS 0 = T 0 ,X,σ , but in the presence of a G−speedupS =S k 0 ofS 0 , where k :X → N. Columns in these towers will be constructed so that k is constant on every level, so that we can speak of column blocks that are consecutive images of a level under the speedupS as opposed toS 0 . In this case we will speak ofS−column-blocks, to distinguish them fromS 0 −columnblocks.
All the language introduced above concerning Rokhlin towers, blocks and columnblocks will apply in an obvious way to partial transformations. As before, a prefix may be attached whenever we need to distinguish objects associated with a tranformation S 0 from those associated with a speedup S of S 0 .
The Rokhlin lemma can be formulated as follows.
Lemma 13. Let T be an ergodic measure preserving transformation of (X, µ), and f a measurable function from X to the metric space (M, ρ). Then for all K ∈ N and ε > 0 there is a (1
We will need to arrange that the speedups we construct are ergodic. To do this we will use the following criterion for ergodicity. Recall that a transformation T ′ is said to be in the full group of T if each orbit of T ′ is contained in an orbit of T.
of measurable sets in the probability space (X, A, µ) such that the algebra they generate is dense in the measure algebra of (X, A, µ). Suppose that T is a transformation of (X, A, µ) and for all i and j such that µ (C i ) < µ (C j ) and for all ε > 0 there is a transformation
Basic iterative procedure
The key argument of the proof of our theorems is contained in the following Distribution Improvement Lemma. This lemma shows that, given a partial G−speedupS of a G−extensionS 0 , which approximates a G−extension S, we can make a small modification ofS to obtain a partial G−speedup that is a much improved approximation of S. The rest of this section will be devoted to proving this lemma. The reader familiar with Ornstein's proof of the isomorphism theorem for Bernoulli shifts will recognize this as the counterpart of the "fundamental lemma" of that argument. The repeated application of this lemma will quickly lead to proofs of the theorems we want, and these will be found in the final section of the paper.
Before formulating the basic lemma, it will be convenient to introduce some new language. First we describe the basic scheme by which orbits ofS 0 will be manipulated to obtain a partial speedup. This is a purely combinatorial construction that we describe in terms of sequences of integers.
Recall that for n ∈ N, [n] denotes {0, 1, ..., n − 1} . More generally, for r ∈ R
≥0
we let
as a system of w windows of length
Suppose that p ∈ [w], and suppose that for each l ∈ [p] and each j ∈ w−l p we are given t
Definition 6. We refer to such a family Γ = g 
, and jp + l + i = s ≤ p and more importantly, if |s| ≥ p − 1 and |w − s| ≥ p − 1, then the above cardinality equals p, and
lies in the range of W s for exactly one value i, and in the subsequent pass l + 1, the corresponding value of i is one less (mod p).
Next we describe the special form that each of the partial speedups that we construct will have. To describe this form, suppose that S ,T ,σ,X is a
the associated "skewing" function as in (1.1) .
Definition 7. IfP is a measurable partition ofX, we will say that the pair S ,P is a regular partial G−speedup ofS 0 if the following conditions are met:
(1) There is a setB, measurable with respect toX, such that for some L ∈ N, the sets S iB i∈ [L] are disjoint, and the domain ofS is precisely
iB as the speedup tower forS and toB as its base).
(Recall thatc denotes the projection on the G−coordinate).
If, in addition, for some n ∈ N and δ > 0 we have the further properties that (4) L is a multiple of n, and for each
That is, when theS −L−orbit of (x, g) is divided into disjoint, consecutive n−blocks, those n−blocks have a distribution of names that is δ−close to the full n−distribution of the speedupS, and
then we will say that the pair S ,P is (n, δ) −regular.
as the n−ladder ofS. We refer to a block of the formS
is a point in the ladder block
) , andS is another partial transformation onX × G. We say that the ladder block of (
Lemma 15. (Distribution Improvement Lemma) For all ε > 0 and for all open A 2 ⊂ G, there exist δ > 0 and n ∈ N such that, if (S, T, σ, X) and S 0 ,T 0 ,σ 0 ,X are ergodic G−extensions on (X × G) and X × G respectively, and S ,T ,σ,X is a partial G−speedup ofS 0 and P andP are finite partitions of X andX such that S ,P is (n, δ) −regular, such that
then for all δ 1 > 0 and all sufficiently large n 1 , and all A 1 ∈Ā, there is a partial G−speedupS 1 ofS 0 and a partitionP 1 and a measurable functionᾱ :X → G such that
if D denotes the set of points in the speedup tower ofS such whose ladder block is broken byS 1 , then
and setting A = A 1 × A 2 , the set of y ∈ Λ n1 S 1 such that 2 n (100) . The number δ is chosen in part so that the domain ofS n has measure greater than 1 − ε 100 and also so that the union of the atoms of measure less than δ in any distribution with ≤ 2 n atoms has measure less than (ε ′ ) 4 100 . Additional features of the dependence of δ on ε ′ and n will be given below. Suppose the above hypotheses are met concerning the given G−extensions and the speedupS. LetR denote the speedup tower forS. We may assume, without loss of generality, that (μ × λ) R < 1 − δ 2 . Fix a t−element partition Q of (P × G)
[n] whose atoms are continuity sets of diameter less than δ 100 (in the "max" metric ρ ′ using the discrete metric on P ) for the measure dist X×G i∈[n] S −i (P ∨ c) . Thus, for all atoms q ∈ Q, and all x, y ∈ q the P − n names of x and y are equal, and the c − n names are uniformly close.
Let n 1 ∈ N and δ 1 > 0 be given. We may assume that δ 1 < δ, and we will have occasion to replace δ 1 by an even smaller number during the argument. Fix a measurable set A 1 ⊂X, and let A = A 1 × A 2 .
Fix ζ > 0, whose size will be determined by what follows. Choose K ∈ N by lemma 4 with respect to n, δ and ζ.
Using lemma 2 we fix a model name F for the "target" process (S, P ∨ c) , so that (replacing n 1 by a larger number if necessary, which we still call n 1 ) n 1 > n/ζ, |F | > n 1 /ζ and (a.)
whereζ is determined by lemma 9 with respect to ζ. (d.) For every k, and for every q ∈ Q, |{j ∈ J k | Q (F n (j)) = q}| ≥ K. We may assume further that for all k and k
(To be precise, we must have originally chosenζ as in lemma 10, so that such ζ−distribution matches are available here). We let ψ 0 : J 0 → J 0 be the identity.
For each k, and each J ∈ J k , we let b (J) denote the n−block with initial position J, and refer to b (J) as a real n−block of H k . Each component of
is further partitioned into blocks of length no greater than n, using as many blocks of length n as possible. We refer to these blocks as pseudo n−blocks. We let J ′ k = {J k,i } i denote the set of all initial positions of n−blocks (real and pseudo) in H k , listed in order. We also write {J k,im } (respectively {J k,jm }) for the initial positions of the real (respectively pseudo) n−blocks in H k , listed in order.
We note that as a consequence of (c.), for every k and k ′ , the distributions of Q on the disjoint n−blocks of H k and H k ′ are 2ζ−close to each other.
The need to replace n 1 with a larger number is the reason that the statement of the lemma says "for all sufficiently large n 1 ".
To support our construction, we use a pair of Rokhlin towers. First, we construct a Rokhlin tower R forS 0 , with base B ∈Ā and height M so that (μ × λ) (R) > 1 − ζ, and for all y ∈ B,S
[M] 0 (y) admits a disjoint collection of ladder blocks ofS, such that, if V y denotes the set of initial elements of thesē S − n−blocks,
and for all y, y ′ ∈ B (3.11)
To construct R letB denote the base ofR andL its height, and letk denote the variable exponent that givesS =Sk 0 . For each M ∈ N and y ∈X × G we let
(y) and Z y =B ∩ R y . Consider the set Y ⊂X × G consisting of those y such that
By the ergodic theorem, and using the fact thatk is bounded, we know that if M is sufficiently large, then (μ × λ) Ỹ > 1 − ζ 100 . Suppose y ∈Ỹ . Then for each y ′ ∈ Z y the setS [L] (y ′ ) is divided into ladder blocks (of length n), and if V y denotes the initial elements of all these blocks, conditions (3.8) , (3.9) , and (3.10) are satisfied.
The setỸ isĀ 0 −measurable, so lemma 13 applied toT 0 gives a Rokhlin tower R forS 0 with base B ⊂Ỹ that satisfies the desired conditions. By deleting some members of the sets V y , we can also arrange that (3.11) holds.
In the construction of the tower R we also choose M so that any distribution match as in lemma 11 between dist Vy i∈[n]S −i P ∨c ∨ 1 A1 for a point y ∈ B and dist J k F n will be at least 1 ζ −to-one. We will refer to theS − n−blocks with initial points in the sets V y as useful blocks.
Second, we construct a much longer Rokhlin tower R ′ with height M ′ and base
y is (1 − ζ) −covered by (necessarily disjoint) sets of the formS [M] 0 y ′ where y ′ ∈ B. The height M ′ will be chosen subject to some additional requirements, which will be described below. We divide R ′ into columns whose levels are pure with respect toP , 1 A1 , the variable exponentk, the levels of the speedup towerR forS, and the levels of R. We further refine the columns of R ′ so that in each level L of a column, the values of the skewing functionσ 0 are within ζ ′ of being constant, where
then we refer toS i=0 be the set of windows for y ′ , indexed in the order imposed byS 0 . We recall that each such window is covered, up to a fraction (μ × λ) R ± ζ, by the useful blocks associated withS j 0 (y). We note that the useful blocks in each W i occupy no more than a 1 − δ 2 + ζ −fraction of W i . We let V i denote the set of initial points of these useful blocks.
For each i > 0 we fix a bijection φ i : V i → V 0 that is a ζ−distribution match between dist Vi i∈[n]S −i P ∨c ∨ 1 A1 and dist V0 i∈[n]S −i P ∨c ∨ 1 A1 . (As before, we must have originally chosen a numberζ as in lemma 10 instead of ζ, so that such ζ−distribution matches are available here). Let θ : V 0 → J 0 be a δ−distribution match between dist V0 i∈[n]S −i P ∨c and dist J0 F n . (Again, we must have chosen a numberδ =δ (δ, n) as in lemma 11 instead of δ in condition 3.1, so that such a δ−distribution match is available here).
The desired partial speedupS 1 =Sk 1 0 ofS 0 will be defined first onS
concatenating blocks taken from successive windows inS
. These blocks will be selected so that the orbit they form will be well matched to the model name F. The definition ofS 1 will then be extended to the rest of C ′ by makingk 1 constant on the levels of C ′ . All other columns will be treated in a similar way. The details will be presented in a sequence of steps.
Step 1. Let Q 0 denote the partition Q • θ on V 0 . Let R 0 denote the partition of V 0 by i∈[n]S −i (1 A1 ) . We make a modification R 0 of R 0 : Let ν denote the normalized counting measure on V 0 . For each atom q of Q 0 , let ν q denote ν conditioned on q, and let R q 0 denote the restriction of R 0 to q. We will construct a new partition R We let R 0 denote the partition of V 0 whose restriction to each atom q is R q 0 . Thus R 0 coincides with R 0 except on the union of the sets r Uq . We will refer to the atoms r Uq as "miscellaneous" atoms.
Step 2. To each real n−block of F we assign an atom of Q 0 ∨ R 0 : For each q ∈ Q, let J 0,q = {j ∈ J 0 | Q (F n (j)) = q} . Let f q,0 : J 0,q → R q 0 be a function with statistical distribution within ζ of dist q R q 0 . Lemma 4 guarantees that such a function exists. Let f 0 : J 0 → Q 0 ∨ R 0 be the common extension of the f q,0 .That
Step 3. We prepare samples from each V i : Let {τ 0,t : ∪ k J k → V 0 } t be injections with disjoint ranges so that for all t and all
. To see that a large collection of such "samples" τ 0,t is available, let δ ′′ = 1 2 min q∈Q {µ × λ (q)} and δ ′ = δ ′′ δ. If ζ was chosen so that ζ < min
, then by property (c.) in our choice of F, it will be the case that δ ′′ < min q∈Q0 ν (q), and so δ ′ < min a∈Q0∨R0 ν (a). Let N ′ be the number given by lemma 5 with respect to δ ′ , δ1 100 , ζ and K ′ = |∪ k J k | . Then the tower R could have been chosen so that the number of useful blocks in each window exceeds N ′ . Applying lemma 5 we obtain a set of samples {τ 0,t } t such that ∪ t τ 0,t (∪ k J k ) covers all but a δ1 100 −fraction of V 0 . For each s > 0, we set τ s,t = φ −1 s τ 0,t : ∪ k J k → V s , which provides corresponding samples of V s .
Step 4. We construct cycles in [
be the number of n−blocks in F . We also identify J ′ with [p] (without changing notation), and for each t, we construct a cycle Γ t of p−sequences in [M ′ ] as follows. Let τ ′ s,t (i) denote the height of the point τ s,t (i) above the base of W s . We (partially) define Γ t = g l,t j l,j by setting,
For the moment, we leave the functions g l,t j of Γ t undefined on J ′ \ ∪ k J k . We will refer to these 4−tuples (t, l, j, i) as the real 4−tuples (associated with C ′ ). We have that g l,t j (i) | (t, l, j, i) is a real 4 − tuple covers all but a δ1 100 −fraction of e (∪ s V s ) .
Step 5. We extend the domains of the functions that make up the cycles Γ t to all of [p] : For each window W s and each z ∈ V s let b (z) denote the useful block beginning at z. The set U s = W s \ ∪ t,l,j,i b e −1 g l,t j (i) covers at least a δ 2 − ζ −fraction of W s . For each 4−tuple (t, l, j, i) where (t, l, j) is the initial triple of a real 4−tuple and i is initial position of a pseudo n−block of lengthñ, we choose a subset γ ((t, l, j, i)) ⊂ U s of sizeñ. The sets γ ((t, l, j, i)) are chosen to be pairwise disjoint. Since the number of pseudo n−blocks in F is at most a ζ−fraction of the number of real n−blocks, and ζ is much less than δ, such disjoint sets are available. We define g l,t j (i) to be the first element of e (γ ((t, l, j, i) )) .
Step 6. We begin to defineS 1 : For each stage g l,t j in one of the constructed cycles letg 0 along this orbit, we extend the definition ofS 1 to the union of the levels of C ′ that contain this orbit, by requiring thatk 1 be constant on each of these levels. We refer to this union of levels as a speedup column.
Step 7. We define the new partitionP and the adjustment functionᾱ on each of the speedup columns just created: Our model name F has the form 
We extendᾱ to the whole speedup column we have constructed as follows. Let L denote the base of this column. For each pointz ∈X such that {z} × G ⊂ L, we consider the orbit of (z, g 0 ) under the speedupS 1 that we have defined (so far just on this column). The G− coordinates of the points on this orbit are rotations of g 0 by successive products of the skewing functionσ associated withS 1 . Namely,
and t ≤ M ′ , so by the choice of ζ ′ (see (3.12)), we get ρ σ (t) (z) ,σ (t) (x 0 ) < ζ. We defineᾱ on theT 1 orbit ofz by requiring that
In other words, the "adjusted" G−coordinates of the points on this orbit are identical to the G−coordinates of the corresponding terms in the model name F. The useful blocks fill at least a (1 − δ) −fraction of each window, and we used a 1 − δ1 100 − fraction of the useful blocks in each window. We may assume that δ 1 was chosen so that 1 − δ1 100 (1 − δ) > (1 − 2δ) . Since the windows W i (even those not within p windows of the top and bottom) occupy at least a (1 − ζ) −fraction of C ′ , it follows (providing ζ is chosen small enough compared to δ 1 ) that the speedup columns forS 1 constructed thus far cover at least a (1 − 3δ) −fraction of C ′ .
Step 8. We repeat the preceding construction on each of the other columns of R ′ . Sinceμ× λ (R ′ ) > 1 − ζ, this yields a speedup towerR 0 forS 1 withμ× λ R 0 > 1 − 3δ − ζ.
Step 9. We extend the definition ofS 1 ,P 1 andᾱ to more of R ′ : In each column of R ′ , we assemble the remaining levels in an order preserving way to form columns of height |F | , making as many as the number of remaining levels allows. This results in a speedup towerR 1 forS 1 whose base B 1 contains B 0 , and we havē µ × λ R 1 > 1 − 2ζ andμ × λ dom S 1 > 1 − 3ζ > 1 − δ 1 . On each of the columns we just constructed, we defineP 1 andᾱ as before to match the name F. We note that the partitionP 1 and the functionᾱ have been defined onR 1 so that for every point z in the base B 1 , whose G−coordinate equals the G−coordinate of the first term in F ,
We also extend the definition ofP 1 andᾱ 1 to the complement ofR 1 , by including the complement ofR 1 in a single atom ofP 1 and by settingᾱ 1 equal to id G on the complement ofR 1 .
We now verify that the conclusions of the lemma hold. To establish (3.2), the only property requiring explanation is the fourth of the definition of (n 1 , δ 1 ) −regularity. But for all z as in step 9, properties (a.) and (b.) in the formation of F imply that, with
And so for each h ∈ G,
Next we establish (3.3) and (3.4). Fix a column C ′ of R ′ . We will show that for most real 4−tuples (t, l, j, i) associated with C ′ ,
For brevity, we let ψ = ∪ k ψ k . Condition (3.13) is met if the following conditions on (t, l, j, i) hold:
, and (c) ρ
(Note that τ jp+l+i,t (i) =ĝ l,t j (i).) Each of these conditions holds for a fraction of the set of real 4−tuples which is greater than
Thus, (if δ 1 and ζ are sufficiently small with respect to δ) for a set of 4−tuples of density greater than (1 − 2δ), we have condition (3.13).
But the blocks that arise from these 4−tuples (that is the useful blocks with initial pointsg 
So (if δ 1 and ζ are sufficiently small) the set of column blocks that arise from these 4−tuples occupy at least a (1 − 2δ) −fraction of C ′ . Since C ′ is an arbitrary column andμ × λ (R ′ ) > 1 − ζ, we obtain (3.3) and (3.4). To establish (3.5) we note thatμ × λ (R\R ′ ) < ζ and if E denotes the set of points in R ∩ R ′ whose ladder block is not used in the construction ofR 0 , then µ × λ (E) < δ1 100 . Since all the ladder blocks that were used in the construction of R 0 were unbroken, condition (3.5) is obtained.
To establish (3.6) we argue as in the case of condition (3.2). For all points z ∈ B 1 whose G−coordinate is the same as that of the initial term in F,
and for each h ∈ G,
and this is sufficient to imply (3.6). Finally we verify that condition (3.7) holds on a sufficiently large set. Fix a column C ′ of R ′ . Let D denote the set of real 4−tuples (t, l, j, i) associated with C ′ such that:
is not in one of the miscellaneous atoms of Q 0 ∨R 0 constructed in step 1.
As we argued above, conditions (a) and ( In the present argument we can ignore the partitions P andP in the above conditions. In particular, when (t, l, j, i) ∈ D and writing c n (i) for the second component of F n (i) , we have that (e) c n (i) and u∈[n]S −uc ĝ l,t j (i) are uniformly close to within 2δ. We also note that condition (c) gives 
40 in the set of all (t, l, j, k) . Fix (t, l, j, k) ∈ E. The range ofĝ l,t j,k is an orbit ofS 1 whose initial point we denote by y. Let C ′ (y) denote the level of C ′ containing y. Then C ′ (y) is the base of anS 1 − n 1 −column and is a subset of Λ n1 S 1 . We will show that (3.7) holds for all points in C ′ (y). First we consider the point y itself. If it were the case that J k =J k , then for all i ∈ J k condition (e) would hold. In addition, if for all q ∈ Q we let
(since the miscellaneous atoms occupy less than an ε ′ 100 −fraction of V 0 ). Therefore, we would have
(since the c − n−names can differ by δ). This would give
But since we only have that
(if ε ′ , δ, and ζ are sufficiently small). For each i ∈ J k we write n (i) for the n−block begining at i and n (J k ) for
In other words,
For simplicity, let's suppose that here we got ε ′ as an upper estimate, as we could have done. Then for all z ∈ C ′ (y) we have
Thus for all (t, l, j, k) as above, and all z in the base of the correspondinḡ S 1 − n 1 −column block, condition (3.7) holds. But the union of these column blocks covers at least a 1 − ε ′ 40 −fraction of the portion ofR 0 ∩ C ′ and hence at least a
Therefore, on at least a (1 − ε) −fraction of Λ n1 S 1 ∩ C ′ we get condition (3.7). Since the same argument applies to every other column of R ′ , the argument is complete.
The above lemma will now be extended to the case of countable partitions. The statement is identical, with the understanding that the partitions P andP are countably infinite.
Lemma 16. (Distribution Improvement Lemma for countable partitions)
Proof. Fix ε > 0 and A 2 ⊂ G open. Let n and δ be given by lemma 15 with respect to ε and A 2 . Suppose that (S, T, σ, X) and S 0 ,T 0 ,σ 0 ,X are ergodic G−extensions on (X × G) and X × G respectively with partitions P andP are as in the statement of this lemma. Fix n 1 , δ 1 and A 1 ⊂X. We assume that the elements of P are indexed by N, and we let P N denote the partition formed by replacing the set of elements of P indexed by integers greater than N by their union. Choose N so large that
Apply lemma 15 to the systems (S, P N ) , S ,P , S 0 , and the set A 1 × A 2 but using the parameter δ1 2 instead of δ 1 . This gives us a new partial speedupS 1 ofS 0 , a partitionP 1 and a functionᾱ satisfying the conclusions of the lemma 15 (with respect to (S, P N )). But then condition 3.14 gives the conclusion 3.6. All the other conclusions don't refer to P, so they are met as well.
We note that the order of quantifiers in the statement of lemma 15, namely that δ and n depend only on ε and A 2 , was used in an essential way in this argument.
Factor theorem
Our goal here is to obtain the following:
Theorem 1. For all ε > 0 there exists δ > 0 and n ∈ N such that if (S, T, σ, X) and S 0 ,T 0 ,σ 0 ,X are ergodic G−extensions on X × G andX × G, respectively and if P is a generator for (T, X) andP is a partition ofX, such that
then there exists an ergodic G−speedup Ŝ ,T ,σ,X of S 0 ,T 0 ,σ 0 ,X and a partitionP ofX and a measurable functionα :X → G such that P −P < ε,
and for all n ∈ N,
In particular, Ŝ ,T ,σ,X has (S, T, σ, X) as a G−factor.
This theorem will follow from the next lemma, which will be proved by repeated application of lemma 16.
Lemma 17. For all ε > 0 there exists δ > 0 and n ∈ N so that if (S, T, σ, X) and S 0 ,T 0 ,σ 0 ,X are ergodic G−extensions on X × G andX × G, respectively, and S ,T ,σ,X is a partial G−speedup ofS 0 , and P andP are partitions of X andX, respectively, such that S ,P is (n, δ) −regular, and
then there is an ergodic G−speedup Ŝ ,T ,σ,X of S 0 ,T 0 ,σ 0 ,X and a partition P ofX and a measurable functionα :X → G such that (4.2) P −P < ε,
2 is open, each rectangle appears infinitely often in the sequence, and the sequence is dense in the measure algebra of X × G,μ × λ . For each k, choose δ k < ε k 2 and n k by applying lemma 16 with respect to ε k and A (k) 2 . We will see that δ 0 and n 0 serve as the δ and n in the conclusion of this theorem.
Suppose now that (S, T, σ, X) and S 0 ,T 0 ,σ 0 ,X are given as in the statement of the lemma. LetS 1 ,P 1 andᾱ 1 be the partial speedup ofS 0 , the partition and the function given by lemma 16. Here we use
2 as the rectangle in the statement of lemma 16. Roughly speaking, lemma 16 allows us to make an ε 0 −small modification of S ,P to obtain S 1 ,P 1 . The conclusions of lemma 16 and the choice of δ 1 and n 1 allow us to apply lemma 16 again to the new G extensionSᾱ 1 0 and its partial speedupSᾱ 1 1 to obtainS 2 ,P 2 andᾱ 2 which meet the conclusions of lemma 16 with respect to the rectangle A
(1) = A
1 × A
2 . That is, we make an ε 1 −small modification of Sᾱ1 1 ,P 1 and obtain a new partial speedup S 2 ofS 0 , a partitionP 2 and a functionᾱ 2 . At this point, we letβ 2 =ᾱ 2ᾱ1 so that the G extensionSβ 2 0 and its partial speedupSβ 2 2 meet the conditions to which lemma 16 can be applied once again.
Continuing in this way we obtain a sequence of speedupsS k , partitionsP k and functionsᾱ k so that, writingβ k = k−1 j=0ᾱ n−j , we have for each k,
if D k denotes the set of points in the speedup tower ofS k such whose ladder block is broken byS k+1 , then
and the set of y ∈ Λ n k S k such that
(Recall that Λ n k S k denotes the n k −ladder in the speedup tower ofS k ).
Conditions 4.6 and 4.8 and the fact that, for each k,μ × λ Dom S k > 1 − ε k imply that there is a partitionP and a functionα such that lim k→∞ P k −P = 0 and lim k→∞βk =α a.e., whereP andα satisfy conditions 4.2 and 4.3. Condition 4.8 implies (again usingμ × λ Dom S k > 1 − ε k ) that the partial transformationsS k converge almost everywhere to a transformationŜ that is a G−speedup ofS 0 , andŜ satisfies 4.4.
To establish condition 4.5 we fix n ′ , and δ ′ and choose k so that n k > n ′ . We know that
and so the same is true for the n ′ distribution:
Moreover, the set ofS k −ladder blocks that are broken byŜ has measure less than ∞ i=k ε i , and P k −P < ∞ i=k ε i , and X ρ β k (x) ,α (x) dμ < ∞ i=k ε i . Since the measure of the speedup tower forS k is greater than 1 − ε k 2 , we see that if k is sufficiently large, (so that the set of points whoseS k − n−orbits are not wholly contained in a ladder block forS k is small), we get
Since this is true for all n ′ and δ ′ , we have condition 4.5. Finally, we show thatŜ is ergodic. Fix rectangles A (i) and A (j) where
Condition 4.10, and the fact that the measure of the speedup tower forS k is greater than 1− ε k 2 implies that for all ε ′ there exists k such that the set ofS k −ladder blocks on which A (i) has density within ε ′ of the measure of A (i) exceeds 1 − ε ′ . For l > k, mostS l − ladder blocks are mostly covered by theseS k −ladder blocks, so we get the stronger fact that for all ε ′ and for all sufficiently large k, the set ofS k −ladder blocks on which A (i) has density within ε ′ of the measure of A (i) exceeds 1 − ε ′ . Applying this to both A (i) and A (j) , we can choose k so that the above condition holds for both rectangles, and in addition, the set ofS k − ladder blocks that are broken byŜ has measure less than ε ′ . If ε ′ is small enough, we conclude that there is a transformation S ′ in the full group ofŜ so that (
We conclude from lemma 14 thatŜ is ergodic.
We now give the proof of theorem 1 using lemma 17
Proof. (of theorem 1) Fix ε > 0. Choose δ and n by lemma 17 with respect to ε 2 . Suppose that (S, T, σ, X) and S 0 ,T 0 ,σ 0 ,X are ergodic G−extensions and P andP are partitions satisfying the hypotheses of theorem 1, but where the distribution match is to within 
. the interval [L − 1] can be (1 − ζ) −disjointly covered by a set of intervals of length n, so that (again for all g ∈ G) if J (x) is the set of initial integers of these intervals,
In addition, these n−blocks are organized into groups of consecutive n−blocks where these groups can be chosen to be as long as we please. Consequently, for each suchx we can speed up theT − L−orbit ofx (and correspondingly speed up theS 0 − L−orbit of (x, g) , for each g ∈ G) by skipping over any points that are not in the orbit blocks chosen by these intervals. If the lengths of the consecutive groups of n blocks are sufficiently large compared to n, then the distribution of S 0 , P ∨ c − n−names on such a G−speedup orbit segment will be 2ζ close to the distribution of S 0 , P ∨ c − n−names onX × G. Now choose a Rokhlin tower forS 0 , measurable with respect toX and of height L so that all points in its base are of the above type. For each pointx of the base, implement the speedup described above, and remove just enough levels from the top of the orbit segment abovex so that the tower which remains is of constant height L ′ , where L ′ is a multiple of n. If ζ was chosen sufficiently small, this gives a G−speedupS and a (δ, n) − regular speedup tower that satisfy the hypotheses of lemma 17. In addition, we may arrange that
Consequently, lemma 17 gives us an ergodic speedup Ŝ ,T ,σ,X satisfying the conclusions of theorem 1
Isomorphism theorem
We now wish to prove our main theorem:
Theorem 2. Let (S, T, σ, X) and S 0 ,T 0 ,σ 0 ,X be ergodic G−extensions on X ×G andX ×G, respectively. Then for all ε > 0 there exists an ergodic G−speedup Ŝ ,T ,σ,X of S 0 ,T 0 ,σ 0 ,X such that
and Ŝ ,T ,σ,X and (S, T, σ, X) are G−isomorphic.
We will first prove a version of this theorem analogous to theorem 1, and then use it to obtain theorem 2.
Theorem 3. For all ε > 0 there exists δ > 0 and n ∈ N such that if (S, T, σ, X) and S 0 ,T 0 ,σ 0 ,X are ergodic G−extensions on X × G andX × G, respectively and if P is a generator for (T, X) andP is a partition ofX, such that
then there exists an ergodic G−speedup Ŝ ,T ,σ,X of S 0 ,T 0 ,σ 0 ,X and a generatorP for T ,X and a measurable functionα :X → G such that P −P < ε,
and for all n ∈ N, dist X×G i∈[n]
In particular, Ŝ ,T ,σ,X and (S, T, σ, X) are G−isomorphic.
We will use the following:
Lemma 18. Suppose that (S, T, σ, X) and S 0 ,T 0 ,σ 0 ,X are ergodic G− extensions on X × G andX × G, respectively, where (S, T, σ, X) is a G−factor of S 0 ,T 0 ,σ 0 ,X via a factor map Φ of the form Φ (x, g) = (φ (x) , g) . Suppose that P is a partition of X andP = φ −1 (P ) . LetQ be a partition ofX. Then for all ζ > 0 and n ∈ N there is a partition Q of X such that
Proof. Choose n 1 > n and construct a Rokhlin tower τ of height n 1 for S, measurable with respect to X. Letτ = Φ −1 (τ ) . Choose ζ 1 < ζ and divide each (T, P ) column in τ into finitely many subcolumns on which the values of σ form a set of diameter less than ζ 1 . If C is such a column, then Φ −1 (C) is a column of τ with the same property. We divide Φ −1 (C) further into subcolumns on each of whose levelsQ is constant. Then we divide C into a set of subcolumns with the same conditional distribution, and we define Q to give each the Q − n 1 −name that matches theQ − n 1 −name of the subcolumn of Φ −1 (C) that it is associated with. If n 1 is chosen big enough, and ζ 1 small enough, then condition 5.2 is obtained.
Proof. (of theorem 3) Fix ε > 0 and choose δ and n as in theorem 1 with respect to ε 2 . Suppose that (S, T, σ, X) and S 0 ,T 0 ,σ 0 ,X are ergodic G−extensions on X × G andX × G, respectively and if P is a finite generator for (T, X) andP is a partition ofX, such that The last condition says that the G−extensionSᾱ 1 1 has S as a G−factor, via a factor map which is the identity on the G−coordinate, and which hasP 1 as the preimage of P.
Fix a sequence {ε
of sets inX that are dense in the measure algebra ofX and in which each of these sets appears infinitely often. Choose δ 1 and n 1 by theorem 1 with respect to ε 1 and let A 1 ⊂ X be chosen (using lemma 18) so that,
Applying theorem 1 again we get an ergodic G−speedupS 2 ofS 1 (and hence ofS 0 ) and a partitionP 2 ∨ 1Ā′ 1 ofX and a functionᾱ 2 :X → G such that P 1 ∨ 1Ā 1 −P 2 ∨ 1Ā′ 2 has S as a G−factor, via a factor map which is the identity on the G−coordinate, and which hasP 2 ∨ 1Ā′ 1 as the preimage of P ∨A 1 . Since P is a generator for T we haveĀ Since 1Ā 1 − 1Ā′ 1 < ε 1 we know that for some m 1 we havē
We choose η 2 > 0 so that for every transformationT ofX and partitionP ofX such that (5.4) P −P ′ 1 < η 2 and (5.5)μ x ∈X |T (x) =T 1 (x) < η 2 we getĀ 1 ⊂ 2ε1 i∈[−m1,m1]T −i P .
We will continue making successive speedups and partitions, making sure that the limiting process T ,P satisfies conditions 5.4 and 5.5. To proceed, we replace the
by smaller numbers (also called ε i ) so that ∞ i=2 ε i < η 2 . We then repeat the above argument, applying it to the partitionĀ 2 = Ā 2 ,X\Ā 2 and ε 2 and the processSᾱ 2 2 P 2 ∨ c .
Continuing in this way we obtain a sequence of speedupsS k and partitionsP k and functionsᾱ k :X → G and integers m k such that, for each k (and writinḡ
Moreover, the ε k are chosen (by reducing all the {ε i } ∞ i=k at stage k) to guarantee that the partitionsP k converge to a partitionP , theS k converge toŜ, the functions β k converge toα and so that P −P < ε, and thatP is a generator forT . From this we conclude that the G−extension Ŝ ,T ,σ,X is G−isomorphic to (S, T, σ, X) .
Finally, we use theorem 3 to prove theorem 2.
Proof. (of theorem 2) Let (S, T, σ, X) and S 0 ,T 0 ,σ 0 ,X be ergodic G−extensions on X × G andX × G, respectively. Fix ε > 0. Choose δ and n with respect to ε as theorem 3. Let P be a finite generator of T. Fix ζ > 0 and N ∈ N and let (x, g) ∈ (X × G) satisfy
Letτ be a Rokhlin tower of height N forS, measurable with respect toX, and defineᾱ :X → G andP so that for eachx in the base ofτ , and for all i ∈ [0, N − 1] , P ∨ᾱc S i (x, id G ) = (P ∨ c) S i (x, g) .
If ζ is chosen sufficiently small, and N is sufficiently large, then we obtain condition 5.1 in the hypotheses of theorem 3. (Note that dist X×G i∈[n] S −i (P ∨ c) is invariant under right multiplication in the group component, so the use of the single orbit to defineP andᾱ gives the right distribution of n−names onX × G). The conclusion of theorem 2 follows from the application of theorem 3.
