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 Abstract  : We present a statistical method for objectively detecting changes in linear 
trends of time series or random functions of other physical parameters. Estimates of 
linear trends in two neighboring data windows are obtained by a least squares method, and 
the significance of difference between the two estimates of trends is statistically tested by 
using the Student's t-statistic. The validity of the regression model is checked by the 
Durbin-Watson statistic, which is used for testing the serial correlation of error terms. 
When the regression model is valid and the estimates of linear trends in two neighboring 
windows are significantly different from each other, we conclude statistically that the linear 
trend changes at the center (or common point) of the two windows. Numerical  experi-
ments using synthetic data sets demonstrate that our method is effective for detecting trend 
changes. To confirm its practical usefulness, our method is applied to a deformation rate 
analysis for estimating crustal stresses, where changes in deformation rates of rocks in 
compression are made use of. The crustal stresses determined by the present statistical 
method are well consistent with those determined visually.
1. Introduction 
   Linear trends in observed temporal variations of various geophysical phenomena 
often imply valuable information. For example, the linear trend of the cumulative 
number of earthquakes gives a seismicity rate and that of crustal deformation data does 
a strain rate or a tilt rate. A change in linear trend of such data indicates some kind 
of change in deformation process in the crust. Particular attention has been paid to 
changes in seismicity rates, because earthquake quiescence was often recognized as a 
precursor to a large earthquake (e.g., Kanamori, 1981). Miura et al. (1990) reported that 
the strain and tilt rates observed in the northeastern Honshu, Japan, were changed before 
and after the 1983 Japan Sea earthquake with magnitude 7.7. They further noted that 
the rate changes after the earthquake seemed to be related to the change in the 
aftershock activity. Changes in linear trends have so far been detected visually and 
rather subjectively. The significance of the linear trend changes detected should be 
evaluated quantitatively. Recently, Habermann (1983) and Matthews and Reasenberg
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(1988) proposed statistical methods for objectively detecting changes in seismicity rates. 
   A change in linear trend of the stress-strain relation observed for a rock specimen 
indicates changes in its apparent elastic constants. Yamamoto et al. (1990) found that 
the change is closely related to the stress history previously applied to the specimen. 
This means that rocks memorize previously applied stresses. Utilizing this stress 
memory property of rocks, Yamamoto et al. (1990) proposed a method called  deforma-
tion rate analysis (DRA) for estimating crustal stresses from boring core samples. In 
their method, the memory of crustal stress is found from the stress-strain relation 
obtained for a rock specimen under uniaxial compression. The deformation rate of the 
rock specimen changes when the applied stress reaches the peak value of the crustal 
stress that was applied to the sample at the boring site. However, the deformation rate 
used to show a weak and indistinct change. There remains some ambiguity in determin-
ing the onset stress at which the deformation rate is changed. Using a statistical 
hypothesis test, we propose in this paper a method for objectively determining the onset 
stress of a deformation rate change. The validity of the method is demonstrated 
through numerical experiments. The practical applicability is tested by the use of the 
strain data obtained by Yamamoto (1990) for boring core samples retrieved from the 
source region of the 1984 Naganoken-Seibu earthquake.
2. Deformation Rate Analysis 
   In this section we recapitulate the method of deformation rate analysis (DRA) 
proposed by Yamamoto et al. (1990). In DRA, an axial stress is cyclically applied to a 
rock specimen and the axial strain is measured to obtain the stress-strain relation as 
shown in Fig. 1. The strain difference function is defined by 
 zle,,i(6)=E,(6)—Ei(a); j>i,  (1) 
where  E;(6) is the axial strain at an applied stress of a in the j-th loading. The 
reversible part in the cyclic behavior of the strain is cancelled by the operation (1). The 
strain difference function thus expresses mostly the difference in inelastic strain between 
the i-th and the j-th cycle of loading. Figure 2 exhibits an example of strain difference 
functions as derived from observed stress-strain relations. The function  LIE2,, in Fig. 2 
is obtained for a rock specimen which was artificially pre-loaded with a peak stress of 
5 MPa. We find that the function is bent down around 5 MPa of the axial stress. This 
means that inelastic strain starts to increase more appreciably in the first loading than 
in the second loading near the peak stress in the pre-loading. Further, it was found that 
the vertical stresses estimated for boring core samples were consistent with the overbur-
den pressures at the depths of the samples, suggesting the validity of application of DRA 
to the crustal stress estimation. For the details, Yamamoto et  al. (1990) should be 
referred to. 
   There exist many cases in which the observed data are too noisy for us to find easily 
by the eye a beding point in a strain difference function. Some objective criterion is thus
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Fig. 1 An example of stress-strain relation 
   during two cycles of loading. The 
   strain difference function  JE2,i(a) is 
   obtained by subtracting the axial strain 
   in the first loading from that in the sec-
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Fig. 2 An example of strain difference func-
   tions used in the deformation rate analy-
   sis for a rock sample which was 
   artificially pre-loaded with the peak 
   stress of 5 MPa. The solid straight line 
   is given only for the sake of reference.
necessary to estimate a bending point, in which the significance of bending should also be 
evaluated. We propose a statistical method to determine the most probable value of the 
stress at which the strain difference function is bent down.
3. Method 
   As illustrated in Fig. 2, a typical strain difference function  ZiE having a bending point 
at  6 =  CI can be approximated by two straight lines as 
 JE(c)=  ai+  bic-i- for  6<61, (2a) 
 Zis(c)=  a2+  b2cH-- for  661,  (2b) 
where  al, a2, b1, b2 are constants and is an error term which satisfies the property of 
a Gaussian white noise. Further, we assume that the function  LIE is continuous at  6= 
 6,, that is, 
 a1+b1c1—a2+b261. (3) 
Figure 3 shows a synthetic data set of which data points satisfy (2) and (3). We prepare 
two data windows  W1(61—  86,  ci) and  W2(61,  al+8c). Estimates  a1,  a2,  b1,  b2 and their 
respective standard deviations  gal,  ia2,  ob1,  3b2are determined by a least squares 
method.  If  E, is significantly different from  bl, the function  46 is considered to be bent
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 Fig.  3 Schematic illustration for explaining a statistical method for detecting linear 
   trend changes. Synthetic data of strain difference  LIE that has a bending point at a 
 =  a, are plotted against the applied stress  a .  W1 and  W2 are data windows of length 
 8Cy, in which the linear trends b, and b2 and their respective standard deviations  8, 
   and  UV2 are calculated.
at  c  =  Ch. The significance of the difference between  gi and  b2 is statistically tested as 
 follows  : We set up the null hypothesis  Ho:  b1  =  b2, where the quantities without hat 
denote population parameters. When we have no information about the value of  81)12 or 
 8b22, no rigorous treatment for testing  Ho is known (e.g., Takeuchi, 1963). However, the 
hypothesis  Ho can approximately be tested in terms of a parameter 
 t=   —b2  (4)  ^
810,211\11+  8b22/AT2 
where N1 and N2 are the numbers of data in the windows  Wi and  W2, respectively. The 
statistic t approximately obeys the Student's t-distribution with the degrees of freedom 
             (fii2/Ni+a22/N2)2  (5) 
                   — 
 (abi2INt)2(s-b22/N2y. 
 N,—  2 ±N2-2
The probability density function of the Student's t-distribution is given by
                    t2p(v+1) f(t)= (1±
ri     i27B( 1  v        \ 2 '  2 (6)
where B is the beta function. The level of significance a for the null hypothesis  Ho is 
calculated by integrating (6), where the computer program by Press et al . (1986) is used. 
The value of a means the probability of the error of the first kind (the probability that 
the null hypothesis  Ho is incorrectly rejected when  Ho is true) . It is thus considered that 
the smaller the value of a is, the higher the probability that the linear trend truly changes 
at the point  al is. We successively calculate the values of a by silidng the windows W1
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and  W, or varying  al to find the minimum of a that corresponds to a bending point of 
 Lls. 
   Concerning the assumption made in the present statistical test, the following two 
points should be remarked. 1) Rigorously speaking, the hypothesis test stated above 
should be used for comparing two independent sample means. Because of the continuity 
condition of the function  46 at  a=  a, (see Eq.(3)), the estimates  gi and  i), are not mutually 
independent. This may distort to a certain degree the statistical meaning of the 
calculated value of a. 2) If  ai, that is, the center point of W1 and  W, does not corre-
spond to the true point of bending, and if the true bending point is located at a point in 
 W1 or  14i2 as illustrated in Fig. 4(a), the residuals calculated for the regression model 
should be serially correlated (Fig. 4(b)). Further, strain difference functions sometimes 
include quadratic or higher-degree components in addition to linear ones. Some statisti-
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Fig. 4 (a) A synthetic data set of a Gaussian white noise superposed on two linear lines 
   in the case where the center point of windows does not correspond to the true point 
   of bending. The estimated regression lines are shown by solid lines. (b) Residuals 
   from the estimated regression lines. The solid line parallel to the abscissa shows the 
   zero residual.
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4. Testing for Validity of Regression Models 
   The quantitative evaluation of serial correlation may give important information 
about the validity of the regression model assumed for t-test. For example, the a-value 
at the point shown in Fig. 4 is calculated to be 4.5 x  10-7. This value may be considered 
to be small, while we clearly see the error terms are serially correlated. If we can 
statistically verify the significance of the serial correlation, we may conclude that the 
point is inappropriate for the bending point. 
   Some methods of testing for serial correlation in least squares regression models 
have been proposed, as summarized by Johnston (1972). We will make use of the method 
presented by Durbin and Watson (1950, 1951). Their method is known to have reason-
ably good power properties. In other words, the probability of the error of the second 
kind is relatively small. In the method, the random variable which corresponds to the 
error term in (2), is assumed to obey a first-order autoregressive process 
 =r9, -,+ u:, (7) 
where  u, are random errors having a  normal distribution with zero mean. Since the 
errors in (2) are unobservable, the residual z, from the assumed regression model is 
used for The parameter p, the coefficient of serial correlation, in (7) is estimated by 
 Ezi•z,-I 
 =   z=2
,2   (8) 
 E  z2 
 ,=2 
 when n is the number of data. Durbin and Watson examined the serial correlation by 
testing the null hypothesis that  p=0 in (7). They defined the statistic 
 (zi  —  zi  -1)2 
 d—  (9) 
which is approximately related to  fi by 
 d-c--2(1—e6).  (10) 
Durbin and Watson (1950, 1951) have presented not the exact critical values of d but the 
upper and lower bounds to the critical values at some significance levels. If the  d-value 
is smaller than the lower bound dL, the null hypothesis is rejected, indicating error terms 
  are serially correlated. If the d-value is larger than the upper bound  du, the null 
hypothesis is not rejected. If the d-value lies between  di , and  du, the test is inconclusive. 
When the error terms have higher-order serial correlations, the present test that assumes 
a first order autoregressive process should be considered to provide only an approximate 
criterion of serial correlation. 
   We calculate the Durbin-Watson statistic d for each regression model to see the 
validity of our model of two straight lines connected with each other. In the case of Fig. 
4, where the position of  al does not coincide with the true bending point, the calculated d-
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value is 0.36, much smaller than  di.  =1.34 at the significance level of 5%. This suggests 
that the error terms in Fig. 4(b) are serially correlated. This serial correlation obviously 
comes from the fact that  al deviates appreciably from the true bending point. If  ai is 
located close to the true bending point, no serial correlation would be detected, as will 
be seen in the next section.
5. Numerical Experiment 
   The validity of our statistical method described in the preceding sections is 
examined by the use of artificially synthesized data. Figure 5(a) shows a synthetic data 
set, which was obtained by superposing a Gaussian white noise on two linear lines 
connected with each other. The true point of bending is indicated by a vertical straight 
line in the figure. We apply our statistical method to this data set with a window length 
N of 15, where the window length N  (=  Ni= N2) is the number of data in either W1 or 
 W2. The estimates of linear trends are shown in Fig. 5(b) together with their standard 
deviations. The two estimates of linear trends for two neighboring windows are well 
separated in the vicinity of the true bending point. As shown in Fig. 5(c), the calculated 
value of the level of significance a has a sharp trough. The point of minimum a 
coincides exactly with the true point of bending. The values of Durbin-Watson statistic 
d are plotted in Fig. 5(d) with the upper  (do) and the lower bounds  (dL) to the 5% critical 
value. The regions where d-value is smaller than dL are shaded in Figs. 5(c) and (d). 
We find that the d-values at the true bending point and its proximity are larger than  du, 
while those in its neighboring regions are smaller than dL. As described previously, 
these smaller values of d indicate that the error terms are not random but serially 
correlated. It is safe to consider that the values of a calculated for  Hest in the shaded 
regions of Fig. 5 do not exactly express the probability of the error of the first kind. In 
this particular case, it is reasonable to conclude from Figs. 5(c) and (d) that the true 
bending point is not located in either of the shaded regions, though the values of the 
corresponding a are very small compared with unity. Although the curve of d takes a 
shape like W, that of a shows a simple shape like V. This simple behavior of a makes 
it easy for us to detect a minimum of a. We should pay attention, however, to the fact 
that the value of a decreases regardless of the goodness of model fit. 
   The data in Fig. 5 are considered almost ideal. In the cases of favorable data such 
as Fig. 5, the curves of a and d are expected to show V- and W-like shapes in the vicinity 
of the true bending point. Let us show in Fig. 6(a) another example of synthetic data, 
where the standard deviation of the white noise is ten times as large as that for Fig. 5(a). 
Although the values of a are scattered, the point of minimum a is close to the true point 
of bending as seen in Fig. 6(c). In this case, the d-values are found from Fig. 6(d) to be 
always larger than  dL. We cannot find the W-like shape of d near the true bending 
point. The value of minimum a is less than 1%, while the significance level for Durbin-
Watson test is taken to be 5%. The detection power for serial correlation, therefore, 
seems to be weak compared with that for bending points in t-test.
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Fig. 5 (a) A synthetic data set of a Gaussian white noise superposed on two linear lines. 
   The vertical straight line denotes the real point of bending of the curve. (b) Esti-
   mates of linear trends,  b, (St. Andrew's crosses) and  b2 (Greek crosses), for two 
   neighboring data windows  W1 and  W, respectively. Their standard deviations are 
   shown by the lengths of vertical line segments. The number of data, N, in a window 
   is 15. (c) The significance level  a for the null hypothesis  Ho:  bi=b2. (d) Durbin-
   Watson statistic d. The upper and the lower horizontal line show the upper bound 
 du and the lower one  di., respectively, to the 5% critical value. The shadow indicates 
   the regions where the d-values are smaller than  dL.
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Fig. 6 Same as Fig. 5 but that the standard deviation of a Gaussian white noise 
   times as large as that for Fig. 5.
is ten
   To see the effect of window length, the statistical method is applied to the same data 
for a window length N of 30 (Fig. 7(a)). Comparing Fig. 6(c) with Fig. 7(c), we find that 
the value of minimum a and the scatter of a-values are smaller in Fig. 7(c) than those 
in Fig. 6(c), though the width of trough in a-curve becomes broader. We further find in 
Fig. 7(d) that the curve of d shows a W-like shape. These facts suggest that more stable 
and convincing estimation is obtained by a longer window at the sacrifice of the resolving 
power. 
   The data plotted in Fig. 8(a) are composed only of a Gaussian white noise. The
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Fig. 7 Same as  Fig. 6 but that the number of data,  N, in a window is 30.
statistical method is applied to the data for a window length N of 15. There are no 
conspicuous minima of the significance  a, in Fig. 8(c) and the smallest value of  a, is much 
larger than those in Figs. 5(c), 6(c), and 7(c). 
   Fig. 9(a) shows a quadratic function with a Gaussian white noise. In this case, the 
error terms obviously violate the assumption of random noise, which can be seen in the 
d-value plot in  Fig.  9(d). The result of application of the statistical method with a 
window length N of 15 is shown in Fig. 9(c). Although the  a, curve does not clearly show 
a V-like shape, its values are always very small. This is because the gradient of the 
function in Fig. 9(a) is continuously changed as seen in Fig. 9(b). In the previous case of
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 Fig.  8 Same
                     a 
as Fig. 5 but for synthetic data consisting only of a Gaussian white noise.
Fig. 8 the significant bending was rejected by the large values of a. In the present case 
of Fig. 9, however, the significance of bending should not be concluded because of the 
small values of d, indicating the invalidity of the model assumed.
6. Application to Deformation Rate Analysis 
   We have shown in the preceding section that our statistical method correctly detects 
a point at which the linear trend of data is changed. By using this method we detect 
bending points of strain difference functions in DRA. The present data of strain
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Fig. 9 Same as Fig. 5 but for synthetic data of a quadratic function with a Gaussian white 
    noise.
difference functions were obtained for boring core samples retrieved from the depth of 
331 m at the boring site OT-2 in the source region of the 1984 Naganoken-Seibu 
earthquake (M  =6.8). The detailed description of the core samples and the experimen-
tal procedure is presented in Yamamoto (1990). 
   Figure 10(a) shows an example of strain difference functions, where we find relative-
ly clear bending by eye. We apply our statistical method to this data set. No definite 
criteria are known for determination of the window length. We tentatively take the 
window length N as 15, simply because the strain difference functions seem to be almost
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Fig. 10 (a) A strain difference function  ZIE3,2 for estimating crustal stresses in a horizon-
   tal direction at the site OT-2. The vertical line indicates the bending point visually 
   determined by Yamamoto (1990). (b) Estimates of linear trends,  b1 (St. Andrew's 
   crosses) and b2 (Greek crosses), for two neighboring data windows  Wi and W2, 
   respectively. Their standard deviations are shown by the lengths of vertical line 
   segments. The number of data,  N, in a window is 15. (c) The significance level a 
   for the null hypothesis  Ho:  bt=b2. (d) Durbin-Watson statistic d. The upper and
   the lower horizontal line show the upper bound  du and the lower one  dL, respectively, 
   to the 5% critical value.
 26 N. KATO, S. NAKAO, H. YAMAMOTO, K. YAMAMOTO AND T. HIRASAWA 
linear within this window length of  a. The effect of different window lengths will be 
discussed in the next section. The estimates of linear trends with their standard 
deviations are shown in Fig. 10(b) and the values of a are in Fig. 10(c). The value of 
axial stress at which a takes a minimum almost exactly coincides with that detected 
visually by Yamamoto (1990) as a bending point. The calculated values of 
Durbin-Watson statistic d are plotted in Fig. 10(d). The behavior of d around the 
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 e as  Fig. 10 but for a strain difference function  4E3,2 for a different horizontal
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valid at the bending point. 
   Another example of strain difference functions is shown in Fig. 11(a), where the 
strain difference changes rather smoothly and no clear bending can be seen. This 
function seems to contain higher-order polynomial components. In Fig. 11(c), we find 
two minima of a, and one of them coincides with the bending point visually determined. 
This case indicates that the selection of bending point cannot be done only by the value 
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Fig. 12 Same as Fig. 10 but for a strain difference function  QE 4,3 for a different horizontal 
   direction.
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into consideration geophysical constraints such as the consistency of the stress value 
with those obtained for other strain difference functions and with the overburden 
pressures estimated from the density. Figure 12(a) is an example of noisy data. 
Although the a value becomes minimum not at the bending point visually determined but 
in the vicinity, the agreement of the bending points seems to be satisfactory (Fig. 12(c)). 
   Yamamoto (1990) has obtained 16 strain difference functions  JE,A1,, to estimate the 
vertical crustal stress at the depth of 331 m of the site OT-2. He determined, however, 
bending points for 6 out of the 16 functions to obtain an average stress of 9.1  +0.7 MPa. 
This value is in good agreement with the overburden pressure of 8.6 MPa that is 
calculated by assuming the average density of 2.65 g/cm3. The other 10 strain difference 
functions were abandoned because of low signal to noise ratios of the functions. Our 
statistical method is applied to all the 16 functions by using a window length of 15. 
Figure 13 shows the estimated crustal stresses together with the corresponding values of 
a. We find in the figure that the estimated values for the six strain difference functions 
that were used by Yamamoto are well consistent with the average value of the crustal 
stresses visually determined. Further, the determined values of bending points for many 
of the noisy functions that were abandoned by Yamamoto are within one standard 
deviation  (±0.7 MPa) estimated by Yamamoto. It is remarked, however, that the a 
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Fig. 13 The estimated vertical stress a versus the significance level a, where N  (  N1= 
   N2) is taken to be 15. Circles denote the data for strain difference functions for which 
   Yamamoto (1990) visually determined bending points. Triangles denote the data 
   obtained for noisy functions for which Yamamoto abandoned the visual determina-
   tion of bending points. Solid or open symbols stand for the data whose d-values at 
   the bending points are larger or smaller than  d,. The horizontal line and the shaded
   area indicate the mean value and the standard deviation of the crustal stresses 
   visually determined by Yamamoto. The vertical line shows the significance level a 
   of 0.01.
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for six functions are smaller than dL, as seen in Fig. 13. From a statistical point of view, 
the results for these eight functions should be excluded to calculate the average value of 
stress. The present result of average crustal stress thus obtained is 8.2  +1.3 MPa.
7. Discussion on Determination of Window Length 
   There remains some arbitrariness in selecting the length of data window. We have 
already seen the effect of window length in Figs. 6 and 7 through the numerical experi-
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Same as Fig. 11 but for N  =12.
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ments of synthetic data. A longer window was found to provide more stable and 
convincing estimation at the sacrifice of resolution. Further, another point should be 
taken into account in relation to our simple assumption for the model. We approximate 
the strain difference function by two straight lines. The function, however, sometimes 
contains quadratic or higher-degree components in addition to the linear ones as seen in 
Fig. 11(a). Even in such a case we may possibly approximate the function by two 
straight lines within short windows, but this approximation may be invalid for longer 
windows. We can see such effects of the window length in Durbin-Watson statistic d.
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Fig. 15 Same as Fig. 11 but for N  =  18.
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Figures 14 and 15 show the results of application of the statistical method for window 
lengths of 12 and 18, respectively, to the same data set as Fig. 11, where the window 
length N was taken to be 15. Comparing Figs. 11, 14, and 15, we find that the patterns 
of a-curves and the stress values at the minimum a are not much different from one 
another, suggesting that the window length does not seriously affect the estimation of 
bending point. Figure 15(d) for the longest window (N  =18), however, shows that the d-
value at the trough of a-curve is smaller than  dL. This indicates that the curvature of 
the strain difference function cannot be ignored for longer windows and that our lineality 
assumption in apparently invalidated. This further suggests that the estimated values 
of a may lose the proper meaning of the probability of the error of the first kind. Figure 
16 shows the stress values and the d-values at bending points obtained by changing the 
window length from 8 to 26 for a strain difference function. This is the same strain 
difference function that is shown in Fig. 11(a). The estimated stress values are not 
appreciably different from one another for window lengths 12 to 20. The d-values are 
smaller than  di, for window lengths longer than N  =17, suggesting that these longer 
windows are inappropriate. 
   Figure 17(a) shows the vertical crustal stresses estimated by the statistical method 
with various window lengths for the 6 high S/N strain difference functions that were used 
by Yamamoto. To see the validity of the regression models, the number of strain 
difference functions whose  d-values at the bending points are larger than  du, between  di . 
and  du, and smaller than  di. are shown in Fig. 17(b). The number of the data whose d-
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Fig. 16 (a) The stress  6 estimated for the data of Fig. 11(a) with various window lengths 
 N(=  N,  =  N2). (b) The Durbin-Watson statistic d at the bending point versus the 
   window length  N. The upper and the lower curve show the upper bound  du and the 
   lower one  di., respectively, to the 5% critical value.
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Fig. 17 (a) The average crustal stresses and their standard deviations against the win-
   dow length  N(=Ni=N  2)  . They are obtained from the 6 strain difference functions 
   that were used by Yamamoto (1990). The horizontal line and the shaded area denote 
   the mean value and the standard deviation by Yamamoto. (b) The numbers of strain 
   difference functions whose d-values at the bending points are larger than  d  u (solid 
   rectangles), between  di, and  du (shaded rectangles), and smaller than  dL (open rectan-
   gles).
values are larger than  du or  di, almost monotonously decreases with an increase in the 
window length. Although the window length does not significantly affect the results, the 
length of 13 seems to be most appropriate. This is mainly because the standard 
deviation is smallest, and partly because N =13 is acceptable for the result of d-values. 
We conclude from this that the estimated stress value is stable in a relatively wide range 
of the window length and that the Durbin-Watson statistic d gives important restriction 
for the window length.
8. Conclusion 
   We proposed a statistical method using the Student's t-test for detecting linear trend 
changes by comparing two estimates of the linear trends for two neighboring data 
windows. We calculate significance a of the null hypothesis that the two linear trends
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in the neighboring data windows are the same. The point where a is minimum is 
regarded as the most probable point of trend change. The validity of the model is 
checked by the Durbin-Watson statistic d. Since the regression models are to be 
invalidated in neighboring regions of the true bending point, the d-curve is particularly 
useful to confirm the bending point estimated by the a-curve. The validity of this 
statistical method is demonstrated through numerical experiments. 
   A method similar to the present one has been proposed by Habermann (1983) to 
detect seismicity rate changes. He determined the average seismicity rate and its 
standard deviation for each of two neighboring data windows to test statistically the 
significance of the difference in average seismicity rate between the two data windows. 
There are some differences between his method and  ours  : 1) Habermann divided a data 
window into many segments and defined the seismicity rates for respective segments by 
the number of earthquakes per unit time. From the seismicity rates for the segments he 
estimated the average value and the standard deviation of the seismicity rate for each of 
the data windows. 2) He used the normal distribution instead of the t-distribution for 
testing the null hypothesis. It is known that the t-distribution approaches the normal 
distribution as the number of data becomes large. In the t-distribution, the sample size 
is taken into consideration. When the number of data in a window is too small to divide 
the window into many segments, our method should be more appropriate than that of 
H  aberm  ann. 
   We apply the present statistical method to the so-called deformation rate analysis 
to show its practical applicability. The crustal stresses determined by this method are 
consistent with the values determined visually. Since changes in linear trends of various 
geophysical phenomena often give important information, the present method should be 
useful for many other purposes.
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