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Abstract-h this paper, we study the asymptotic equivalence between the linear system AZ(~) = 
A(n)%(n) and its perturbation Ay(n) = A(n)y(n) +g(n, y(n)) by using the comparison principle and 
supplementary projections. Furthermore, we establish some asymptotic properties for the nonlinear 
system A%(n) = f(n, z(n)). @ 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The problem of asymptotic equivalence between the solutions of two difference systems shows an 
asymptotic relationship between two systems. If we know that two systems are asymptotically 
equivalent, and if we also know the asymptotic behavior of the solutions of one of them, then we 
can obtain information about the asymptotic behavior of the solutions of the other system. 
For the linear difference systems, Pinto in [l] studied asymptotic equivalence between systems 
by using the concept of dichotomy. Also, Medina and Pinto in [2] investigated this problem 
by replacing the dichotomy conditions and the Lipschitz condition by a global domination of 
the fundamental matrix of the linear system and a general majoration on the perturbing term, 
respectively. Moreover, Medina in [3] established asymptotic equivalence by using the general 
discrete inequality combined with the Schauder’s fixed-point theorem. 
We consider the nonlinear difference system 
Adn) = f(n, 4n)), &JO) = ~0, (1.1) 
where f : N(nc) x R” -+ R”, N(nc) = {no, no + 1,. . . , no + k, . . . } (no a nonnegative integer), 
and A denotes the forward difference operator; that is, AZ(~) = z(n + 1) - CC(~), 
We say that (1.1) has an asymptotic equilibrium if 
(i) there exist 6 E R” and T > 0 such that any solution ~(n,nc,z~) of (1.1) with 1x0] < T 
satisfies 
z(n) = E + o(l), as 71 + 00; (1.2) 
(ii) corresponding to each [ E R”, there is a solution of (1.1) satisfying (1.2). 
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For the difference system (1.1) and 
AY(~) = An, y(n)), y(no> = Yo, (1.3) 
where g : IV(nc) x W” --) R”, (1.1) and (1.3) are said to be asymptotically equivalent if, for every 
solution z(n) of (l.l), there exists a solution y(n) of (1.3) such that 
x(n) = y(n) + o(l), asn+oo, 
and conversely, for every solution y(n) of (1.3), there exists a solution z(n) of (1.1) such that the 
above asymptotic relation holds. 
Also, we consider the linear difference system 
Ax(n) = A(n)%(n), (1.4) 
where A(n) is a discrete m x m matrix function defined on W(no), and its perturbed system 
AY(~) = A(nMn) + dn, y(n)), (1.5) 
where g : N(nc) x !lP + R”. 
In this paper, we study the asymptotic equivalence between the linear system (1.4) and its 
perturbation (1.5) by using the comparison principle and supplementary projections, and estab- 
lish some asymptotic properties for the nonlinear system (1.1). Two main references regarding 
asymptotic behavior of difference systems are [3,4]. 
When we use the general nonlinear discrete inequality combined with the Schauder’s fixed- 
point theorem any nonlinear situation requires a compact operator on 1, = l,(N(nc), EP), the 
Banach space of uniformly bounded sequences. A set E c 1, is said to be relatively compact if E 
is uniformly bounded and equiconvergent to some t i R”. We recall that E c 1, is said to be 
equiconvergent to some I E Rm if for every E > 0, there exists a T 2 no such that [z(n) - [I < E 
for any 3: E E and n 1 T. Here the symbol ( . ] denotes any convenient vector norm on R”. 
An m x m matrix P is called a projection if P2 = P. If P is a projection, then so is I - P, 
where I is the identity matrix. Two such projections whose sum is I, and hence, whose product 
is 0, are said to be supplementary. 
2. ASYMPTOTIC PROPERTIES FOR NONLINEAR SYSTEMS 
First, we need the following comparison principle for difference inequalities. It is a slight 
modification of [5]. 
LEMMA 2.1. Let L(n,r) be a nonnegative nondecreasing function in r for any fixed n E N(no). 
Suppose that for any n 2 no, nonnegative functions u(n) and w(n) defined on N(nc) satisfy the 
following inequalities: 
n-l n-1 
u(n) - C 4~~4s)) < u(n) - C ds,4s)). 
If u(no) < u(nc), then w(n) < u(n) for all n 1 no. 
PROOF. Assume that the conclusion is not true. Then there exists a k E N(no) such that 
v(k) = ‘IL(k), v(l) < u(l), no 5 1< k. 
Then we have 
k-l k-l 
v(k) < u(k) + c 4,4)) - c 4,4)) 
1=7X0 1=7X0 
I u(k). 
This is a contradiction. 
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We consider the nonlinear difference system 
Ax(n) = f(n, x(n)), x(n0) = x0. 
In [3], Medina showed that any solution of (1.1) with ]ze] 5 r satisfies the asymptotic prop 
erty (1.2) by assuming that f satisfies 
If( 5 f: ~i(nh(l4, P E N, (2.1) 
i=l 
where wi, 1 5 i 5 p, are continuous, nondecreasing on [0, oo) and positive on (0, co) such that 
wi+r/wi is nondecreasing on (O,co), and 0 5 Xi E Zr(N(nc),R). We can replace condition (2.1) 
with the following condition. 
THEOREM 2.2. Assume that for n E N(ne) and 5 E 116” the function f satisfies 
(2.2) 
where L : N(n0) x R+ + IR+ is nondecreasing in u for each n E N(nc). Also suppose that each 
solution u(n) of difference equation 
Au(n) = L(n, u(n)), u(~o) = UO, n L no, (2.3) 
is bounded on N(ne). Then any solution z(n) of (1.1) with Ix(n)] 5 r for each n 2 no satisfies 
the asymptotic property (1.2). 
PROOF. Let z(n) be any solution of (1.1). Then we have 
n-1 
ldn,n0,~0)I I hoI+ C If(s,4s))l 
.9=7X0 
n-l 
6 lzol + c 4% I4s)l). 
5=710 
If uc = ]zc], then 
n-1 n-1 
Ix(n)1 - C ~(s, I4s)l) I 1~01 = UO = u(n) - C L(s,u(s)), n 2 no. 
..S=TZo .9=7Lg 
By Lemma 2.1, we obtain 
I4n)I < U(n), n 2 no. (2.4) 
Since every solution of (2.3) is bounded on N(nc), it follows from (2.4) that the solution z(n) 
of (1.1) is also bounded on N(ne). Furthermore, for any n > m 2 no, we have 
7X-l 
b(n) - 4m)l 5 c If(s,4s))l 
s=Tll 
n-1 
5 c 4% I4s)I) (2.5) 
n-1 
I C L(S, U(S)) = U(n) - u(m). 
Since every solution u(n) of (2.3) is nondecreasing and bounded on N(nc), this implies that given 
any E > 0, we can choose a T > 0 sufficiently large so that 0 < u(n) - u(m) < E for all n 1 T. It 
then follows from (2.5) that Ix(n) - ( )I x m < E for all n 1 m 2 T, which shows that the solution 
z(n) of (1.1) converges to a vector [ E lRm as n -+ 00. This completes the proof. 
Under condition (2.2) we can show the existence of a solution of (1.1) tending to a point [ E 1”. 
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THEOREM 2.3. Let the assumptions of Theorem 2.2 hold. In addition, assume that f (n, x) is 
continuous in x for any fixed n E N(no) and 
suPlxj(no)l =fio I P. 
20 
cw 
Then for each p > 0 there is no large enough such that for every [ E R” with ][I 5 p, there exists 
a solution x(n) of (1.1) tending to < as n + co. 
PROOF. Let 6 be an arbitrary vector of R” with 214 < p. Consider the set 
B, = {x = (x(n)) E L42 I l14100 I PI, 
where l141m = SUP,~,,, Ix(n)I. Also, we consider the operator S in the proof of [3, Theorem 3.51 
on B,, which is defined by the following relation: 
S%(n) = E - 2 f(s, x(s)), n 2 no. (2.7) 
s=?l 
Then we can show that the following properties (i)-(iii) hold, which are needed to use the 
Schauder’s fixed-point theorem. 
(i) There exists an no such that S maps BP into itself. In fact, we take no so large that 
which is possible since u(n) is convergent. Then x E B, implies that for n 2 no, 
IWn>l I ItI + 2 43, Ids)l) 
9=7L 
(ii) The operator S is continuous. 
Let x E B, and {~j}~=~ be an arbitrary sequence of elements of B, such that limj,, IIxj - 
XII, = 0. Since the solutions G(n) and u(n) of (2.3) with initial conditions G(no,no,&) = Go 
and u(no, no, ~0) = 1x01, respectively, are convergent, for any E > 0 we can choose n1 E N(no) 
large enough that 
2 L(S,O(S)) + 2 L(%U(S)> < ;. 
*=7X1 5=711 
In view of (2.6) and (2.7), we obtain 
I%(n) - WnN 5 2 If(s,xj(s)) - f(s,x(s))I 
.9=Tl 
Ttl-1 
5 c If(s,q(s)) - f(s,x(s)I + 2 4s, l%(S)l) + 2 4% I4s)l) 
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from which, as a result of the continuity of f, it follows that 
ml-l 1 
Hence, S is continuous. 
(iii) SB, is relatively compact. 
It suffices to show that SB, is bounded and equiconvergent to [. Since Ix(ns)l 5 uo 5 p for 
any x E B,, we have 
Therefore, the set SB, is a uniformly bounded subset of the space I,. Moreover, it is equicon- 
vergent to E, since for every E > 0, there exists a 2’ = T(c) such that 
P:(n) - El I 2 w4s)) < E, 
for every n 2 T and all x E B,. Thus, SB, is relatively compact. 
Therefore, by the Schauder’s fixed-point theorem, there exists an x E B, such that Sx = xc; 
that is, there exists a solution x(n) of (2.7). Obviously, x(n) is a solution of the terminal value 
problem 
Ax(n) = f(n, x(n)>, x(n0) = x0 = &y-ix(n). 
The proof is complete. 
COROLLARY 2.4. Let the assumptions be the same as in Theorem 2.3. Then system (1.1) has 
an asymptotic equilibrium. 
The following example illustrates Corollary 2.4. 
EXAMPLE 2.5. Consider the difference system 
Ax(n) = f(n, x(n)) = lzf(L, sin(nx(n)), x(n0) = 20, Gw 
where a is a constant with 0 < a < 1. Then system (2.8) has an asymptotic equilibrium. 
PROOF. We easily obtain the following inequalities: 
I anIx = g(n, Ix(~>l)- 
Thus, g(n,u) is nondecreasing in u for each n 2 no 2 0. Moreover, any solution u(n) of the 
difference equation 
is given by 
Au(n) = g(n, u(n)) = a%(n), 
n-l 
u(n0) = UO, (2.9) 
u(n) = JJ (1 + a’)u(no). 
9=710 
Since 1 + as < exp( a’), we obtain 
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where A4 is a positive constant. Since f(n,z) is continuous in x for each n E N(nc) and all 
conditions of Theorem 2.3 are satisfied, (2.8) has an asymptotic equilibrium. In fact, since u(n) 
is bounded and nondecreasing on N(Q), we note that u(n) converges to some [ E lR+ and for 
each e E W there exists a solution u(n) of (2.9) such that 
lim ‘u. n,nc,l =[, 
n-cc ( > 
n-1 
Yo 
lim n (1 + aS) = ~0 # 0. 7L’co 
5=710 
Hence, (2.9) also has an asymptotic equilibrium. 
3. ASYMPTOTIC EQUIVALENCE BETWEEN 
TWO LINEAR DIFFERENCE SYSTEMS 
We consider the linear difference system 
Ax(n) = A(n)x(n) 
and its perturbed system 
AH = A(n)y(n) + dn, y(n)). 
The following asymptotic relation of any solution of (1.5) follows easily from Theorem 2.2. 
Note that Medina’s condition in [3, Theorem 3.71 
is replaced by the following condition (3.1). 
THEOREM 3.1. Let @(n) b e a fundamental matrix of the linear system (1.4). Suppose that g 
satisfies 
I@-l(n + l)dn, @(n>x)I L: 471, Ixl), 
and the solutions of the difference equation 
(%X> E Nno) x R”, (3.1) 
Au(n) = 4n, 4n)), u(n0) = ‘110 > 0, 
are bounded on N(ne). Then any solution y(n) of (1.5) with Iy(ne)l 5 ~0 is defined on F?(Q) 
and satisfies the asymptotic relation 
where t E W”. 
y(n) = @(n)K + oP)l, asn-+cm, (3.2) 
PROOF. Let @ be such that @(no) = I (the identity matrix). Then u(n) = a-‘(n)y(n) satisfies 
the system 
Au(n) = @(n + l)g(n, b(n)w(n)), v(no) = Y(no). 
Since this system satisfies the hypotheses of Theorem 2.2, limn-+oo u(n) exists and the asymptotic 
relation 
u(n) =r+o(l), asn-+oo 
follows. This implies that (3.2) holds. 
COROLLARY 3.2. Under the hypotheses of Theorem 2.3, for each p > 0 there is an no large 
enough that for every [ E R” with I[[ 5 p, there exists a solution of system (1.5) defined 
on N(no) and satisfies the asymptotic relation (3.2). 
As Medina obtained an asymptotic equivalence between the bounded solutions of two sys- 
tems (1.4) and (1.5) in [3, Theorem 4.11, we can also establish the asymptotic equivalence between 
two systems (1.4) and (1.5) in the following theorem. 
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THEOREM 3.3. Let the assumptions be the same as in Theorem 2.3. Suppose that all solutions 
of (1.4) are bounded on N(no), and 
n-l 
1 det o(n)1 = n det(l+ A(s)) det @(no) > Q > 0, 
*=TLo 1 1 
where I is the identity matrix, and Q! some positive constant. Then, corresponding to each 
bounded solution y(n) of (1.5) leaving an interior of some ball B(0, p) at time no = 0, there is a 
bounded solution z(n) of (1.4) such that 
Ji-y& lx(n) - y(n)1 = 0. 
Conversely, corresponding to each bounded solution x(n) of (1.4), there is a bounded solution y(n) 
of (1.5) with the asymptotic relation (3.3). 
PROOF. Let Q(n) = flr$(I + A(s)) be the fundamental solution matrix of (1.4) such that 
@(no) = I. Putting y(n) = @(n)v(n), the system becomes 
Wn) = h(n, w(n)), (3.4) 
where h(n,w) = W’(n + l)g(n,+(n)v(n)). Note that h( n IJ sa is , ) t fi es all conditions of Theo- 
rem 2.3. Thus, there exists any p > 0 such that xo = lim,,, u(n, no, ye) exists for y(no) = 
w(no) E B(0, p). Also, we have 
0 5 &nm lY(n,n0,Y0) - x(n,no,xo)l 
5 Jlm I+(n)l14nln0,Y0) - 201 5 0. 
Hence, the solution z(n, no, x0) of (1.4) corresponding to the solution y(n, no, yo) of (1.5) has the 
asymptotic relation (3.3). 
Now, let z(n) be a solution of (1.4). Then there exists a solution u(n) of (3.4) corresponding 
to x0 = (s-l(no)x(no) suchfhat limn+oo w(n) = xc. Therefore, the required solution is y(n) = 
@(n)w(n). Consequently, there is a bounded solution y(n) of (1.5) such that 
y(n) = @(n)[xo +O(l)l, asn-+oo. 
This completes the proof. 
Next, we consider the linear difference system 
z(n + 1) = A(n)x(n) (3.5) 
and its perturbed system 
y(n + 1) = 4nMn) + dn, y(n)>. (3.6) 
For the study of asymptotic equilibrium for system (3.6) we impose the following condition (3.8) 
on the perturbed term g in (3.6) by using the supplementary projections. 
THEOREM 3.4. Let ia be the fundamental solution matrix of linear system (3.5) satisfying 
@(no) = I for some n 2 no. Suppose that there exist the supplementary projections PI, Pz such 
that 
I@(n)pil I a(n), i = 1,2, (3.7) 
where a(n) is a positive function defined on N(ns). Also suppose that the perturbed term g 
satisfies 
I@-l(n+ l)g(n,y)l I L 
( 
72, & I@(n)P,@-‘(n)yl) , i = 1,2, (3-8) 
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where L : N(no) x W+ + I[$+ is nondecreasing in u for each n E IV(no), and the solutions of the 
difference equation 
21(n + 1) = u(n) + L(72, u(n)), u(no) = 210, n 2 no, (3.9) 
are bounded on IV(no). Then, corresponding to each solution y(n) of (3.6) with the initial value 
y(no, no, yo), there exists a constant vector C E W” such that 
IQi(n)[y(n) - ~(+‘iClI = o(a(n)), asn--too, 
where Qi(n) = @(n)Pi@-l(n), i = 1,2. 
PROOF. By using the variation of constants formula in [6], any solution y(n, no, yo) of (3.6) 
satisfies the equation 
n-1 
y(n) = Q(n)Yo + c @( n, noP-‘(z + 1, no)g(h Y(O) 
l=TLo 
[ 
n-1 1 
(3.10) 
= @(n,no) yo + c @(Z + r,no>g(4Y(l>) . 
k=?ZO 
Multiplying both sides of (3.10) by @(n)&@-‘(n), i = 1,2, we obtain 
I [ n-1 p(n)m+(n)Y(n)I = @(n>pi 310 + c @,-l(Z + l,no)&Y(q) l=no II 
< a(n) [,Yo, + 2 L (1, & ,,z),@-l(z)y(z)~)] , - i = 1,2. 
l=no 
By virtue of (3.7) and (3.8), 
& IQi(n)y(n)l I 1~01 + ne L(h -& IQi(Z)y(Z)[) , i = 1,2. 
l=VZo 
Let u(n, no, UO) be a given bounded solution of (3.9). Suppose that the initial value yo is chosen 
so that 
IQi(no)~ol I4noMno), i = 1,2. (3.11) 
Then, letting u(n) = max{(l/cY(n))[Qi(n)y(n)l : i = 1,2} for all n 2 no and lyol 5 ~0, we obtain 
7X-l n-1 
u(n) - c 44)) 5 IYo/ol 5 210 = u(n) - c L(Z,W), n > no. 
l=nlJ l=n0 
Then we have the discrete inequality 
IQi(n)~(n)l I4nb(n), n 2 no, i = 1,2, (3.12) 
by Lemma 2.1. 
Next, consider the sequence 
n-1 
Y(no) + c @,-V + lkl(4Y(~))~ 
l=no 
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Using (3.8) and the monotonicity of the function L, for any n > m > no, we get 
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(3.13) 
I C L(Z,u(Z)) = u(n) - u(m). 
l=Tll 
Since u(n) is convergent, the left sequence of (3.13) is a Cauchy sequence. Hence, the limit 
n-l ’ 
c = $nm C @-‘(l + l)g(h y(l)) + ~0, (3.14) 
. l=TZo 
exists. Using (3.14), (3.10) can be written as 
QdnMn) = @(~)&Yo + +,(n)pi 2 @-l(z + l)g(z, y(z)) 
kno 
- @(n)pi 2 @-l(l + l)g(t, y(l)) 
l=n 
00 
= @(n)P,C - @(n)Pi C @-I(1 + l)g(Z, y(l)). 
l=n 
Then it follows from (3.13) and P,? = Pi, i = 1,2 that 
IQi(n>[y(n) - @(n>Picll I a(n) 2 @-‘P + l)g(b y(Q) 
1=9I 
= 44n)), asn-boo. 
Hence, the proof of the theorem is complete. 
COROLLARY 3.5. If Pl = I and o(n) is bounded, then system (3.6) has an asymptotic equilib 
rium. 
To illustrate Theorem 3.4 we have the following example. 
EXAMPLE 3.6. Consider the difference systems 
where 
and 
= 
t 
+ 
13 ‘I c\ 
’ 22n+l -2-2n2+2n+1 _ 2-2nz-2n-1 Yl(n) 
22n+l 
>( > Yz(n) 
Y:(n) 
(iz2: : 
y n sin(wl(n)) 
Y;(n) 
6 n cos(w2(n)) i 
\O.IJ, 
1 n E Nn0), 
z(nfl)= (:i:nIti) =A(n)z(n). (3.16) 
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Then the matrix function 
( 
72 yz2 _ 24 
G(n) = 2o 2”2 
> 
is a fundamental matrix solution of (3.16) such that @(O) = I. Suppose that the norm 1 . 1 of a 
vector or matrix is the sum of the absolute values of its elements. Then we see that the following 
two solutions 51 (n) and x2(n) are both unbounded: 
1 
q(n) = o 25 0 ~~(~)=(:)2”lt(~l)2-“1. 
If we consider the supplementary projections 
then we obtain 
pqn)PJ 1. 2n2+1 S a(n), 
where a(n) is positive on N(ne). Also, we have 
i = 1,2, 
and 
Ql(n) = (a(n)PI = 
1 2-n* -2 
0 0 > 
Q2(n) = @(n)P&-‘(n) = (; 2 : ;-‘” \ /’ 
Then we easily see that 
ma -& lQi(n)~I : i = L2} I -$ 
Furthermore, the function g satisfies the following condition: 
Y:(n) 
1 + 4yy (n) Ww (4) 
Y;(n) 
5 2++1)2(~y~(7z)~ + Iy2(n)/) - 2-3(“+1)21y2(n)I 
5 2-(“+‘)2 Iy( 
5 2-“2+‘(y( E L n, & IQi(nM) , i = 1,2, 
where the function L : N(no) x W+ + B+ is nondecreasing in u for n E N(no) and the solutions of 
the difference equation are bounded on N(0). Thus, all conditions of Theorem 3.4 are satisfied. 
THEOREM 3.7. Let the assumptions be the same as in Theorem 3.4. Then for any solution y(n) 
of (3.6), there exists a solution z(n) of (3.5) such that 
k(n) - Y(n)1 = 0(4n)), a.sn-+cm. 
PROOF. Let y(n) be any solution of (3.6) defined on N(no). Then, by Theorem 3.4, there exists 
a constant vector C E JR” such that 
IQi(n)Mn) - +(n)EClI = o(4n)L i = 1,2, asn--+co. (3.17) 
Then it follows from (3.17) and z(n) = @(n)C that 
l4n) - y(n)1 I IQl(n)dn) - @,(n)PlCI + IQdn)dn) - @(n)hCI 
I IQl(nMn) - @(n)PlCll + IQz(n)[dn) - ~(n)J’~~ll 
= o(a(n)), asn-+oo. 
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THEOREM 3.8. Under the same assumptions of Theorem 3.4, for each solution x(n) of (3.5) there 
exists an no large enough so that 
Ix(n) - Y(n)1 = 44n)L asn+co, 
where y(n, no, yo) is a solution of (3.6). 
PROOF. Let x(n) be a solution of (3.5). Then the solution y(n) of (3.6) satisfies the equation 
n-1 
y(n) = x(n) - C @(n)pl+-l(l + l)g(k y(Z)) - 2 +(n)p2@-1(Z + l)g(4Y(Z)). 
l--no I=72 
It follows from (3.13) that 
Since the solution u(n) is convergent, for given any E > 0, there exists an no large enough so that 
/Y(ni[G(n)/ <E, for large n 2 no. 
Thus, Ix(n) - Y(n>l = 44n>) as n + 00. This completes the proof. 
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