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Abst rac t - -The  concept of disfocality is introduced for third-order differential equations 
y"' + p(t)y = O. (*) 
This helps to improve the Liapunov inequality when y(t) is a solution of (*) with y(a) = 0 = y~(a), 
y(b) = 0 = y'(b), and y(t) ¢ 0, t • (a, b). If y(t) is a solution of (*) with y(tl) = 0 = y(t2) = y(t3) = 
y(t4) (tl < t2 < ta < t4) and y(t) ¢ 0 for t • U~=l(ti,ti+l), then the lower bound for (t4 - t l)  is 
obtained. A new criteria is obtained for disconjugacy of (*) in [a, b]. © 2003 Elsevier Science Ltd. 
All rights reserved. 
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1. INTRODUCTION 
The well-known Liapunov inequality [1] states that if y(t) is a nontrivial solution of 
y" + p(t)y = O, t • ( -c~, oc), (1) 
with y(a) = 0 = y(b) (a < b) and y(t) ~ O, t e (a,b), then 
~a b 4 (2) 
IP(t)l dt > b -a '  
where p • L~o c. In [2], (2) is strengthened to
f b 4 (3) p+ (t) dt > b -a  
where p+(t) = max{p(t), 0}. Inequality (3) is the best possible in the sense that if the constant 4
in (3) is replaced by any larger constant, there exists an example of (1) for which (3) no longer 
holds. However, stronger esults were obtained in [3,4]. It is shown that (see [4]) 
p+ (t) dt > - -  and p+ (t) dt > b ------~' 
c - -a  
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where c E (a, b) such that y'(c) = 0. Hence, 
~a b 1 1 b -  a 
p+ dt > - -  + - -  - 
c -a  b -c  
In [3], the authors obtained (see Corollary 4.1) 
4 ~a b dt 
- -  < p ( t )  
b-a  
4 > m  
(c -  a) (b  - c) b - a 
from which (2) is obtained. Inequality (2) is generalized to second-order nonlinear differential 
equations by Eliason [5], to delay-differential equations of second order by Eliason [6,7] and by 
Dahiya and Singh [8], and to higher-order differential equations in [9,10]. In [11], the authors 
considered 
y"' + p(t)y = 0, t e ( -oo,  oc), (4) 
where p E L~o ¢. Let y(t) be a nontrivial solution of (4) with y(a) = 0 = y(b), y(t) # O, t c (a, b). 
If there exists a d E [a, b] such that y"(d) = 0, then (see [11, Theorem 1]) 
/b 4 
tp (t)l dt > (b - a) - - - - - -~"  (5) 
Otherwise, we consider y(a) = 0 = y(b) = y(a') (a < b < a') with y(t) # 0 for t ~ (a, b) U (b, a'). 
Then (see [11, Theorem 2]), 
i 
Ip(t)l dt > (a' - a) 2" 
So far we are not able to strengthen (5) to 
// 4 p+ (t) dt > (b - a) --- ---~" 
However, in this work we have obtained a better bound than in (5) in some cases. The concept 
of disfocality for third-order equations enabled us to obtain this result. 
2. DISFOCAL ITY  AND L IAPUNOV INEQUAL ITY  
Equation (4) is said to be right (left) disfocal in [a, b] (a < b) if the solutions of (4) with 
y'(a) = O, y(a) ~ 0 (y'(b) = O, y(b) # 0) do not have two zeros (counting multiplicities) in (a, b] 
([a, b)). Equation (4) is disconjugate in [a, b] if no nontrivial solution of (4) has more than two 
zeros (counting multiplicities). By a solution of (4) we understand a nontrivial solution. 
THEOREM 1. I f  equation (4) is disconjugate in [a, b], then it is right disfocal in [c, b] or le[t disfocal 
in [a, c] for every c C (a, b). I f  equation (4) is left disfocal in [a, c] and right disfocal in [c, b] for 
every c c (a, b), then it is disconjugate in [a, b]. 
PROOF. Let equation (4) be disconjugate in [a, b]. Let y(t) be a solution of (4) with y'(c) = 0 
and y(c) # 0 where c E (a, b). Then y(t) has at  most two zeros in [c, b] or two zeros in [a, c] 
(counting multiplicities). Hence, (4) is left disfocal in [a, c] or right disfocal in [c, b]. 
Suppose that (4) is left disfocal in [a, c] and right disfocal in [c, b] for every c E (a, b). We claim 
that (4) is disconjugate in [a, b]. If not, then (4) admits a solution y(t) which has at least three 
zeros (counting multiplicities)in [a, b]. Let these three zeros be simple and a _< tl < t2 < t3 _< b 
with y(t~) = 0, 1 < i < 3. Then there exist cl c (tl,t2) and c2 E (t2,t3) such that y'(cl) = 0 = 
y'(c2). Hence, (4) is not right disfocal in [o,b] and not left disfocal in [a, c2]. Thus, we obtain 
a contradiction. Suppose that y(t) has a double zero at tl and a simple zero at t2 or a simple 
zero at tl and a double zero at t2, where a < tl < t2 < b. Let c E (tl,t2) such that y'(c) = 0. In 
the former case, (4) is not left disfocal in [a, c] and, in the latter case, (4) is not right disfocal in 
[c, b]. Thus, we obtain a contradiction again. Hence, the proof of the theorem is complete. 
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THEOREM 2. If 
IP(t)l dt < (b - a) - - - - -7 '  
then equation (4) is right disfocal in [a,b]. 
PROOF. Suppose equation (4) is not right disfocal in [a, b]. Then, (4) has a solution y(t) with 
y'(a) = O, y(a) ~ O, and y(t) has two zeros (counting multiplicities) in (a, b]. If a < tl < b with 
y(tl) = 0 = y'(tl) and y(t) ~ O, t e [a, tl), then there exists a d c (a, tl) such that y"(d) = O. 
Integrating (4) from d to t, where a < t < tl, we have 
~d ty" (t) + p (s) y (s) ds = O. 
Further integration from a to t (a < t <- tl) yields 
/:(// ) y'(t)+ p(s) y(s)ds du=O. 
Next, integrating from a to tl, we obtain 
Hence, 
Since ]y(a)l ~ O, then 
If u > d, then (6) yields 
l<  ~b (~t  /d~ P(S),ds du) dt. 
_< Ip(t)l dt ( t -  a) dt 
If u < d, then we obtain, from (6), 
(6) 
l< - - /ab(~t (~d 'p(s ) 'ds )  du) dt 
-< IP (t)l dt (t - a) dt 
(b - c¢) 2 fb  
<- 2 Ja [p(t)[ dt. 
Hence, in either case, 
~b 2 
]p (t)[ dt >_ (b - a) --- ----~" (7) 
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I fa  < tl < t2 _< bwi th  y(tl) = 0 = y(t2) and y(t) ~ 0 for t c [a,Q) U(tl,t2), then there 
exists a c E (tl,t2) such that y~(c) = 0. Hence, there exists a d E (a,c) such that y'(d) = O. 
If ]y(a)] _> ly(c)l, then we proceed as above to obtain (7). In this case, the final integration is 
from a to t2. Let ]y(a)] < ly(c)l. Integrating (4) from d to t, we obtain 
y" (t) + p (8) y (s) ds = o, t • (a, t~]. 
Then integrating from c to t we have 
) y'(t)+ p(s) y(s)ds du-=O, t• (a ,  t2]. (8) 
If t • (c, t2], then further integration of the above identity from c to t2 yields 
Hence, 
that is, 
ly(c)i <_ ly(c)I ~c t2 (jfc t ~d~ip(s) ids du) dt, 
1 < [p(s)[ ds ( t -  c) dt < ~ (b- a) 2 
If t e (a, c], then integrating (8) from a to c yields 
Hence, 
that is, 
]p (s)[ ds. 
/: (// ) )  y(c ) -y (a )+ p(s) y(s)ds du dt=O. 
ly(c)-y(a)'  <_ ly(c), ~c ~t ~d~ip(s) lds du dr, 
1 -Y (a)  < Ip(t) ldt (c - t )  dt. 
y(c) - 
Since y(a)y(c) < 0, then 
l < l -  Y(a) < 1 (~ab ) y(c) -2  ]p(t) idt (c -a )  2 
~a b 
1 (b_a)2 Ip(t)l dt. <~ 
Hence, in either case, (7) holds. As (7) contradicts the given hypothesis, then the theorem is 
proved. 
REMARK. Suppose p(t) > O. If y(t) is a solution of (4) with y'(a) = O, "y(a) ~ O, then y(t) 
cannot have a double zero in (a, b]. Indeed, if there is a tl c (a, b] such that y(tl) = 0 = y'(tl) 
and y(Q) > O, t e [a, tl), then y'"(t) = -p(t)y(t) ~_ O, t e [a, tl], and hence, y"(t) is monotonic 
decreasing. Since there exists a d E (a, t l) such that y'(d) = 0, then y"(t) < 0 for t E (d, tl]. 
Hence, y'(t) is decreasing in (d, tl], a contradiction because y'(t l)  = 0. If y(t) < 0 for t E [a, tl), 
then y~(t) is increasing, and hence; yt~(t) > O, t E (d, tl]. Thus, y'(t) is increasing. This is 
not possible because y'(tl) = 0. Consequently, if p(t) > 0 and (4) is not right disfocal in [a, b], 
then (4) has a solution y(t) with y~(a) = O, y(a) ~ 0 and y(t) has only two simple zeros in (a, b]. 
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On the other hand, if p(t) < 0 and (4) is not left disfocal in [a, b], then (4) has a solution y(t) 
with y'(b) = O, y(b) # O, and y(t) has only two simple zeros in [a, b). Indeed, if y(t) has a double 
zero at tl 6 [a,b) and y(t) > 0 for t 6 (tl,b], then there exists a d 6 (Q,b) such that y"(d) = 0 
and y"(t )  = -p(t)y(t)  >_ 0 for t 6 [Q, b]. Since y"(t) is increasing in [Q,b], then y"(t) < 0 for 
t 6 [Q,d). Hence, y'(t) is decreasing in [tl,d], a contradiction since y'(tl) = 0. If y(t) < 0 for 
t 6 (ti,b], then y"'(t) <_ O, and hence, y"(t) > 0 for t 6 [Q,d). Thus, y'(t) is increasing in [Q,d], 
a contradiction again because y'(tl) = O. 
Hence, we conclude that if y(t) is a solution of (4) with y(a) = 0 = y'(a), y(b) = 0 = y'(b), and 
y(t) ~ 0 for t 6 (a, b), then p(t) changes ign in [a, b]. 
THEOREM 3. / f  
f b IP(t)l dt < _ _  
then (4) is left disfocal in [a, b]. 
The proof is similar to that of Theorem 2. 
REMARK. From Theorem 3, it follows that 
(b - a)  2 '  
fab 2 Ip(t)l d t> (b - a) ----------~' 
if (4) is not left disfocal in [a, b]. This result improves Theorem 12 in [12]. 
THEOREM 4. If equation (4) is not right disfocal in [c, b] and not left disfocal in [a, c], where 
c 6 (a, b), then 
zb  16 
IP(t)ldt >- (b -  a) --- ---~" 
PROOF. Since (4) is not right disfocal in [c, b] and not left disfocal in [a, c], then, from Theorems 2
and 3, we obtain 
Hence, 
~ b 2 Z c 2 IP(t)l dt >_ (b - c) ---- -----~ and Ip(t)l dt > (c - a) ---------~" 
Ip(t)] dt > 2 [ (b -  c)2(c - a) 2 J " 
The function f(c) = (b -c ) (c -a )  attains maximum at c = (a+b)/2 and f ( (a+b)/2)  = (b-a)2~4. 
Further, the function g(c) = (b-c)2 + (c -a)  2 attains minimum at c = (a +b) /2 and g( (a +b) /2) = 
(b - a)2/2. Hence, 
~a b 16 
IP(t)ldt >- (b - a) - - - - - -5" 
Thus, the proof of the theorem is complete. 
COROLLARY 5. I f  y(t) iS a solution of (4) with y(a) = 0 = y'(a), y(b) = 0 = y'(b), and y(t) ~ 0, 
t 6 (a, b), then 
~b 16 
]P(t) ldt >- (b - a) - - - - -~"  
PROOF. There exists a c 6 (a,b) such that y'(c) = O. Hence, equation (4) is not right disfocal 
on [c, b] and not left disfocal on [a, c]. Then the result follows from Theorem 4. 
REMARK. Corollary 5 is an improvement of Theorem 1 in [11]. However, if y(t) is a solution 
of (4) with y(a) = O, y(b) = 0 = y'(b), and y(t) # O, t 6 (a,b) or y(a) = 0 = y'(a), y(b) = O, 
and y(t) # O, t 6 (a, b), then Theorem 1 in [11] can be applied but Theorem 4 cannot be applied 
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because (4) is left disfocal in [a, c] in the former case and it is r ight disfocal in the latter case, 
where c E (a, b) with y'(c) = O. 
REMARK. Suppose that  y(t) is a solution of (4) with y(a) = 0 = y(b) = y(a') (a < b < a') 
and y(t) # 0 for t E (a,b) U(b ,a ' ) .  Then there exist Cl E (a,b) and c2 E (b,a')  such that  
y'(c l )  = 0 = y'(c2). Theorem 2 in [11] can be applied to this s i tuat ion but  Theorem 4 cannot be 
applied because (4) is left disfocal on In, cl] and right disfocal on [c2, b]. However, the following 
result holds. 
COROLLARY 6. I f  y(t)  is a solution of (4) with y(t~) = O, 1 < i < 4 (tl < t2 < t3 < t4) and 
3 t y(t) # O, t E Ui=i ( i , t i+ i ) ,  then 
ft~ "4 16 Ip(t)l dt >_ (t4 - t l )  ----- --------~ ' 
i f  t2 < (tl + t4)/2 < t3 ; otherwise, 
[1 1] 
tp ( t ) ld t>2 - -  + __-t2)2 • 
, - -  (t3 t l )  2 ( t4  
I f  t l  = t2 is a double zero or t3 = t4 is a double zero, then 
[p(t)ldt > 2 (t3 - tx )  2 + (t4 - - tx)  2 
or /,i" [1 1] 
Ip(t)[dt >_ 2 (t4 - t l )  2 + (t4 - - t2)  2 " 
PROOF. There exists a c E (t2,t3) such that  y'(e) = 0. The result follows from Theorem 4 
because (4) is not r ight disfocal on [¢, t4] and not left disfocal on [tl, el. 
REMARK. Corol lary 6 cannot be obtained from Theorems 1 and 2 in [11]. 
REMARK. If, in general, y(t) is a solution of (4) with y(t~) = 0, 1 < i < n, n >_ 4 (t l  < t2 < . . .  < 
i in - l f t .  tn), and y(t) 7 ~ 0, t E v~=l  ~ ~, t~+l), then 
~ t .  16 , Ip(t)l dt >_ ( t .  - t l )  2' 
if t i-1 < (tn + t l ) /2  < ti, 3 < i < n - 1; otherwise, 
[p(t)ldt > 2 "(t, - - t l )  2 + (tn - i , _1 )  2 ' 
THEOREM 7. I/, for every c E (a, b), 
[p(t)[ dt < (c - a) - - - -5  o~d 
then (4) is disconjugate in [a, b]. 
This follows from Theorems 1-3. 
3<i<n-1 .  
2 
[p(t)[ dt < - ) (9) 
THEOREM 8. I f  
j~ff 4 (10) [p(t)[ dt < (b - a) - - - - ' -5 '  
then (4) is disconjugate on [a, b]. 
PROOF. Suppose that  (4) is not disconjugate on In, b]. Hence, (4) admits a solution y(t) which 
has three zeros (counting multiplicit ies) in [a, b]. Let 
(i) a _< t l  < t2 < b with y(t l )  = 0 = y ' ( t l ) ,  y(t2) = 0, and y(t) # O, t E (t l ,  t2), or 
(ii) a < tl  < t2 < b with y(t l )  = 0, y(t2) = 0 = y'(t2),  and y(t)  # O, t E (t l , t2) ,  or 
(iii) a < tl  < t2 < t3 _< b with y(t l )  -- 0 -- y(t2) = y(t3), and y(t) 7~ O, t E (tl,  t2) U (t2, t3). 
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We arrive at a contradiction in each case. If (i) holds, then, from Theorem 1 in [11], it follows 
that 
f,i Ip(t)l dt > (t2 - t l )  2'  
that is, 
f b 4 [P(t) ldt  > (b - a) -- ' - - -5'  
a contradiction. Similarly, a contradiction is obtained in Case (ii). If (iii) holds, then 
f3  4 
[p(t)[dt > (t3 - tl) ~ '  
by Theorem 2 in [11]. Hence, 
f b 4 Ip(t ) ldt  > (b - a) - - - - - -7 '  
a contradiction, which completes the proof of the theorem. 
REMARK. Both inequalities (9) and (10) provide sufficient conditions for disconjugacy of (4) 
in [a, b]. However, these are not comparable. 
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