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UNIFORM ESTIMATE OF VISCOUS FREE-BOUNDARY MAGNETOHYDRODYNAMICS
WITH ZERO VACUUM MAGNETIC FIELD
DONGHYUN LEE
Abstract. We consider viscous free-boundary magnetohydrodynamics(MHD) under vacuum in R3, especially when vac-
uum magnetic field is identically zero. It is a central problem in mathematics to perform vanishing viscosity limit to get
a solution of hyperbolic inviscid system. However, boundary layer behavior happens near the free-boundary, so existence
time T ε → 0 as kinematic viscosity ε → 0 in standard sobolev space. Inspired by [1], we use sobolev conormal space to
derive uniform regularity in viscosity ε. Finally, we get a solution of inviscid free-boundary magnetohydrodynamics when
initial magnetic field is zero on the free-boundary and in vacuum.
1. Introduction
In 1981, Beale [5] proved local existence result for free-boundary problem of Navier-Stokes equation. Also he proved
global regularity for surface tension case in his later work [8]. Similar work was done by many authors. We refer Allain
[6] and Tani [7], [16]. In [16], using his local result [7], Tani claimed global existence for both with and without surface
tension. These works depend on Stokes regularity using diffusive effect of Navier-Stokes. We also refer some works by
M. Padula and V.A.Solonnikov, for example, [17], [18].
Without kinematic viscosity, free-boundary Euler problem is much harder to solve. For irrotational case, many
researches were performed. Using curl free and divergence free properties of velocity field, we can introduce scalar
potential of velocity which solves Laplace’s equation. Therefore, we can change the problem into the problem on the
free-boundary. We refer some works by S.Wu [9], [10], and [11], and recent work by Germain, Masmoudi, and Shatah
[12], in which they used space-time resonance method. For general rotational case, only local in time results are known.
See Lindblad [14], for example. He used apriori result in [13] and Nash-Moser technique to prove local existence. Also
we refer Coutand and Shkoller [25], Shatah and Zeng [19], and Masmoudi and Rousset [1]. Especially Masmoudi and
Rousset [1] solved the problem by inviscid limit.
If we consider conducting fluid, such as plasma, we gain magnetohydrodynamics(MHD). Movement of fluid itself
generate electromagnetic force, called Lorentz force. Moreover, for magnetic field, we have Faraday’s law which is part
of Maxwell’s equations of electromagnetism. Hence, we should consider two coupled PDEs with several boundary con-
ditions and divergence free conditions. For viscous MHD, M.Padula and V.A.Solonnikov got some results in their works
[17], [18], and [20], where they used Stokes regularity which comes from smoothing effect of velocity △v and magnetic
field△H . However, there have been only few results for the free-boundary inviscid MHD. Because of nonlinear couplings
between velocity and magnetic field, linearization by standard lagrangian map is not good way to approach our problem.
Linearized compressible plasma-vacuum problem was studied by Trakhinin [28] and current-vortex sheet problem was
studied in [27] and also in [26]. Recently, C.Hao and T.Luo [21] got apriori estimate for inviscid case in the spirit of [13].
1.1. Free-boundary MHD with zero magnetic field on the free-boundary. Let us formulate inviscid free-
boundary MHD problem in whole R3 with infinite depth. We write velocity field u = (u1, u2, u3) and magnetic field
H = (H1, H2, H3). We use Ω(t) to denote domain of plasma at time t ≥ 0 and write initial domain as Ω(0) := Ω. We
also write free-surface as SF (t), and initial surface as SF (0) := SF . We use h(t, y1, y2) for profile of the free-surface,
where y := (y1, y2) is two dimensional horizontal variables. Note that velocity u is defined in plasma region Ω(t),
whereas magnetic field H is defined in whole space R3. In the following (1.1), the first equation is well-known Euler
equation with Lorentz force where P is pressure including constant downward gravitational force. The second one is
Faraday’s law in Maxwell’s equations. Both two vector fields u and H are divergence free, which mean incompressibility
of fluid and non-existence of magnetic monopole from electromagnetic theory, which is part of Maxwell’s equations.
On the free-boundary SF (t), kinematic boundary condition and continuity of stress tensor condition are considered in
sixth and fifth equation. In (1.2), we give compatible initial data u0 and H0, especially H0 has zero value on the initial
free-boundary SF in vacuum region R
3\Ω.
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

∂tu+ (u · ∇)u+∇P = (H · ∇)H − 12∇|H |2, in Ω(t),
∂tH + (u · ∇)H = (H · ∇)u, in Ω(t),
∇ · u = 0, in Ω(t),
∇ ·H = 0, in Ω(t),
Pn = ghn+ (H ⊗H − 12I|H |2)n, on SF (t),
∂th = u ·N, on SF (t),
(1.1)
with initial data 

u(0) = u0, H(0) = H0, in Ω,
∇ · u0 = 0, ∇ ·H0 = 0, in Ω,
H0 = 0 on SF ∪ {R3\Ω},
(1.2)
where outward normal vector N := (−∂1h,−∂2h, 1) and n := N|N| . g is gravitational constant. Note that downward
gravitational force was combined with pressure P and therefore we see constant g in the fifth equation in (1.1), instead
of in the first equation.
Let us study special structure given by initial data H0|∂Ω = 0. If this holds, we have
∂tH + (u · ∇)H = 0, on SF := ∂Ω.
Therefore, magnetic field is zero along particles which were on the initial free-boundary. Meanwhile, sixth equation in
(1.1) is equivalent to
DF
Dt
= 0 on SF (t),
where SF (t) is given by equation F (t, y1, y2, z) := z − h(t, y1, y2) and DDt is material derivative. So, a particle on initial
boundary stays on the free-boundary as far as we have smooth solution of (1.1). Finally, we get boundary condition
H = 0 on SF (t),
for (1.1). In general, it is not natural to impose zero boundary value in (1.1), because second equation is hyperbolic.
Instead, this hidden boundary condition should be understood in the sense of propagation from initial data.
Meanwhile, there is no magnetic viscous dissipation crossing the free-boundary (or equivalently energy conservation).
So initial condition
Hvac = 0 in {R3\Ω}
gives zero vacuum magnetic field
Hvac = 0, in {R3\Ω(t)}. (1.3)
1.2. Viscous free-boundary MHD with zero magnetic field in vacuum. To solve (1.1), we construct parabolic
approximation system. Let ε > 0 be kinematic viscosity of Navier-Stokes equation and λ > 0 be magnetic diffusivity of
Faraday’s law. λ is in fact λ = 1µσ , where µ is constant vacuum permeability and σ is electric conductivity of material.
So, magnetic diffusivity limit means σ → ∞, which implies perfect conductivity limit of plasma. Considering viscous
effects for fluid and magnetic field, we construct the following system


∂tu+ (u · ∇)u+∇P = ε△u+ (H · ∇)H − 12∇|H |2, in Ω(t), ε > 0,
∂tH + (u · ∇)H = λ△H + (H · ∇)u, in Ω(t), λ > 0,
∇ · u = 0, in Ω(t),
∇ ·H = 0, in Ω(t),
Pn− 2εS(u)n = ghn+ (H ⊗H − 12I|H |2)n, on SF (t),
∂th = u ·N, on SF (t),
H = 0, on SF (t) ∪ {R3\Ω(t)},
(1.4)
with initial compatibility conditions, 

u(0) = u0, H(0) = H0, in Ω,
∇ · u0 = ∇ ·H0 = 0, in Ω,
H0 = 0, on SF ∪ {R3\Ω},
ΠS(u0)n = 0, on SF ,
(1.5)
2
where S(u) denotes symmetric part of ∇u,
S(u) :=
∇u+ (∇u)T
2
, (1.6)
and Π means tangential projection operator, Π := I− n⊗ n.
Let us explain boundary condition H = 0 on the free-surface and in the vacuum. Let us use Hvac and Hplasma to
denote magnetic fields in vacuum and plasma regions, respectively. When displacement current is not assumed, magnetic
field in vacuum solves
∇ ·Hvac = 0, ∇×Hvac = 0,
by Maxwell’s equation. Unlike to inviscid case (1.1), zero boundary value of H does not propagate from initial data.
Therefore, zero magnetic value on the free-boundary and in vacuum should be understood in the sense of imposed
constraint. Physically we may need some complicate equipments to realize such condition but this system makes sense
mathematically. For hyperbolic system (1.1) we cannot impose such constraint unless we have propagation from initial
data but for parabolic system (1.4), it is not overdetermined. Note that linearized equation in Lagrangian coordinates
for Navier-Stokes and Faraday’s law are just Stokes equation and heat equation with zero boundary value, respectively.
See (14.13) and (14.22) for example.
Remark 1.1. Since we are assuming nonzero magnetic diffusivity, plasma is not perfect conductor, which implies zero
surface current. Therefore, magnetic field is curl free on the free-boundary. Of course, divergence is also divergence-free
on the boundary by Maxwell’s equations. Applying divergence-free condition and divergence theorem to the cylinder with
infinitesimal height crossing the free-boundary, we easily get normal continuity
Hvac · n = Hplasma · n, on SF (t).
Similarly, applying curl free condition and Stokes’ theorem to closed circuit near the boundary, we get tangential conti-
nuity (
I− n⊗ n)Hvac = (I− n⊗ n)Hplasma, on SF (t).
Therefore, magentic field is continuous on the boundary and special condition Hvac = 0 gives H = 0 on the free-boundary.
Note that if we have λ = 0, it corresponds to σ =∞ which implies perfect conductor. In that case, existence of surface
current gives normal continuity only. In mathematical aspect, when plasma is perfect conductor, λ = 0 yield hyperbolic
PDE for H and we cannot give boundary value to the second PDE of (1.4), in general. Instead, if initial data H0
satisfies
H0 · n = 0 on SF (0),
then we have
H · n = 0 on SF (t),
as long as smooth solution exists. See [21] for the detail, for example. Note that propagation of zero boundary value H
is special case of propagation of H · n = 0 on the free-boundary.
In (1.4), it is convenient to define total pressure p as sum of pressure and magnetic pressure,
p := P +
1
2
|H |2.
Considering all of these, (1.4) system becomes,

∂tu+ (u · ∇)u− (H · ∇)H +∇p = ε△u, in Ω(t),
∂tH + (u · ∇)H − (H · ∇)u = λ△H, in Ω(t),
∇ · u = 0, in Ω(t),
∇ ·H = 0, in Ω(t),
pn− 2εS(u)n = ghn, on SF (t),
H = 0, on SF (t) ∪ {R3\Ω(t)},
∂th = u ·N, on SF (t),
(1.7)
with initial compatibility conditions, 

u(0) = u0, H(0) = H0, in Ω,
∇ · u0 = ∇ ·H0 = 0, in Ω,
H0 = 0, on SF ∪ {R3\Ω},
ΠS(u0)n = 0, on SF .
(1.8)
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1.3. Parametrization into a fixed domain. We rewrite the system (1.7) and (1.8) in the fixed domain S :=
{(y1, y2, z)|z < 0}, lower half space in R3. We use x := (y1, y2, z) to denote a point in R3 and y := (y1, y2) to
denote horizontal coordinate. Parametrization into the fixed domain S is gained by Φ(t, ·),
Φ(t, ·) : S → Ω(t), Φ(t, y, z) = (y, ϕ(t, y, z)), z ≤ 0, (1.9)
where ϕ is to be defined in below (1.10). When z > 0, we define
Φ(t, ·) : R3\S → R3\Ω(t), Φ(t, y, z) = (y, z + h(t, y)), z > 0.
We use function v, B, and q for velocity, magnetic field, and pressure in the fixed domain S,
v(t, x) := u(t,Φ(t, x)), q(t, x) := p(t,Φ(t, x)), x ∈ S
B(t, x) := H(t,Φ(t, x)), x ∈ R3.
We have to decide ϕ(t, ·) in (1.9) so that Φ(t, ·) becomes a diffeomorphism between S and Ω(t). From determinant
of ∇Φ, we should have ∂zϕ > 0 for diffeomorphism. There are many ways to take ϕ. One easy option is to set
ϕ(t, y, z) = z + h(t, y). However, there is no gain of regularity, so this fits in the Euler equations case. Instead, we take
a smoothing diffeomorphism similar as [1], [3], [4], and [22]. We define
ϕ(t, y, z) := Az + η(t, y, z). (1.10)
To ensure that Φ(0, ·) is a diffeomorphism, A should be picked so that
∂zϕ(t = 0, y, z) ≥ 1, ∀(y, z) ∈ S, (1.11)
and η is given by extension of h to the inside of domain S, defined by
ηˆ(ξ, z) = χ(zξ)hˆ(ξ), (1.12)
where ·ˆ is horizontal Fourier transform and ξ is corresponding two dimensional frequency variable. χ is a smooth,
compactly supported function which is 1 on the unit ball B(0, 1). This smoothing diffeomorphism was used in [3], [4],
and also in [1]. In Proposition 3.7, we will see that ϕ has 12 better regularity than h.
We also define new derivatives of v,B in S, to measure ∂iu, ∂iB in the fixed domain S. Then we could rewrite the
systems (1.7) and (1.8) in a fixed domain S. Using change of variable, we get,
(∂iu)(t, y, ϕ) = (∂iv − ∂iϕ
∂zϕ
∂zv)(t, y, z), i = t, 1, 2,
(∂iH)(t, y, ϕ) = (∂iB − ∂iϕ
∂zϕ
∂zB)(t, y, z), i = t, 1, 2,
(∂3u)(t, y, ϕ) = (
1
∂zϕ
∂zv)(t, y, z),
(∂3H)(t, y, ϕ) = (
1
∂zϕ
∂zB)(t, y, z).
So it is convenient to define the following operator,
∂ϕi := ∂i −
∂iϕ
∂zϕ
∂z, for i = t, 1, 2, and ∂
ϕ
z :=
1
∂zϕ
∂z . (1.13)
This definition implies that ∂if ◦ Φ = ∂ϕi (f ◦ Φ), i = t, 1, 2, z for smooth f defined in S. Hence, (1.7) and (1.8) are
written in S as following. 

∂ϕt v + v · ∇ϕv −B · ∇ϕB +∇ϕq = 2ε∇ϕ · (Sϕv), in S,
∂ϕt B + v · ∇ϕB −B · ∇ϕv = 2λ∇ϕ · (SϕB), in S,
∇ϕ · v = 0, in S,
∇ϕ · B = 0, in S,
qn− 2ε(Sϕv)n = ghn, on ∂S,
∂th = v ·N, on ∂S,
B = 0, on ∂S ∪ {R3\S},
(1.14)
with initial compatibility condition 

v(0) = v0, B(0) = B0, in S,
∇ϕ · v0 = ∇ϕ · B0 = 0, in S,
B0 = 0 on ∂S ∪ {R3\S},
ΠSϕ(v0)n = 0 on ∂S.
(1.15)
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Note that Sϕ is defined by changing ∇ into ∇ϕ in the definition of (1.6).
Remark 1.2. In this paper, we use ∇ for full gradient ∇f := (∂1, ∂2, ∂3)f and ∇y for horizontal gradient (∂1, ∂2). And,
since boundary profile h(t, y) is extended into inside the domain, we define
N := (−∇yϕ, 1), n := N|N| in S. (1.16)
On the free-boundary ∂S, N|z=0 = (−∇yh, 1) and n|z=0 is just outward unit normal vector on the free-boundary as we
used in the systems above. Sometimes we use upper index ·b to stress f b := f ∣∣
z=0
. However, we skip upper ·b notation
when we have no confusion.
1.4. Functional Framework and Notations. We briefly introduce conormal space and other function spaces those
are proper to our analysis. See [1] for more explanation. First we define sobolev conormal derivatives.
Definition 1.3. We define conormal derivatives in S.
Z1 := ∂y1 , Z2 := ∂y2 , Z3 :=
z
1− z ∂z, Z
α := Z(α1,α2,α3),
|f |2Hsco(S) :=
∑
|α|≤s
|Zαf |2L2(S) , |f |W s,∞co (S) :=
∑
|α|≤s
|Zαf |L∞(S) .
In this paper we abbreviate the notation as | · |s = | · |Hs , ‖ · ‖s = | · |Hsco and ‖ · ‖ = | · |L2 . Similarly, | · |s,∞ = | · |W s,∞
and ‖ · ‖s,∞ = | · |W s,∞co . For horizontal component, we use vy := (v1, v2) and ∇y := (∂1, ∂2). Sometimes we may use
notation Zm. This means some Zα = Z(α1,α2,α3), where |α| := |α1|+ |α2|+ |α3| = m. We will add for all such α, so we
do not need to specify α.
Definition 1.4. For m ≥ 1,
Em := {f ∈ Hmco , ∂zf ∈ Hm−1co } and Em,∞ := {f ∈Wm,∞co , ∂zf ∈Wm−1,∞co },
with norms,
‖f‖2Em := ‖f‖2m + ‖∂zf‖2m−1, ‖f‖Em,∞ := ‖f‖m,∞ + ‖∂zf‖m−1,∞.
We also define tangential sobolev spaces which is weaker than conormal space.
Definition 1.5.
Hstan(S) := {f ∈ L2(S), Λsf ∈ L2(S)},
where Λs is tangential Fourier multiplier by (1 + |ξ|2)s/2, with norm
‖f‖Hstan := ‖Λsf‖L2.
Notation In this paper, Λ0 means Λ(
1
c0
) where Λ(·) is a monotone increasing function and Λ(·, ·) is a monotone
increasing function with all its variables. They may vary line to line.
1.5. Main results. We state two main results for this paper. First theorem states uniform energy estimate in Sobolev
conormal space when ε = λ. We refer [22] or [29] (general case with bounded domain) for local well-posedness of (1.4).
Or see Theorem 14.7 in appendix for scheme of well-posedness.
Theorem 1.6. Assume that (1.14) is well-posed and consider ε = λ ∈ (0, 1] case. For fixed sufficiently large m ≥ 6, let
initial data (vε0, B
ε
0, h
ε
0) be given so that
sup
ε∈(0,1]
(|hε0|m +
√
ε|hε0|m+ 12 + ‖v
ε
0‖m + ‖Bε0‖m + ‖∂zvε0‖m−1 + ‖∂zBε0‖m−1
+ ‖∂zvε0‖1,∞ + ‖∂zBε0‖1,∞ +
√
ε‖∂zzvε0‖L∞ +
√
ε‖∂zzBε0‖L∞) ≤ R,
(1.17)
and satisfy Taylor sign condition −∂nq+g ≥ c0 > 0 uniform in ε. Also, they should satisfy initial compatibility conditions
∇ϕ · vε0 = 0, ∇ϕ ·Bε0 = 0, in S,
Π(Sϕvε0)n = 0, on ∂S,
Bε0 = 0 on ∂S ∪ {R3\S}.
(1.18)
Then there exist T > 0 (uniform in ε) and some C > 0 such that there exist a solution (vε, Bε, hε) for (1.14), (1.18),
(1.10), and (1.12) on [0, T ]. Moreover the following energy estimates hold. For non-dissipation type,
sup
t∈[0,T ]
(|hε|2m + ‖vε‖2m + ‖Bε‖2m + ‖∂zvε‖2m + ‖∂zBε‖2m + ‖∂zvε‖21,∞ + ‖∂zBε‖21,∞)
+ ‖∂zvε‖2L4([0,T ],Hm−1co ) + ‖∂zB
ε‖2
L4([0,T ],Hm−1co )
≤ C.
(1.19)
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For dissipation type,
sup
t∈[0,T ]
(
ε|hε|2m+ 12 + ε‖∂zzv
ε‖2L∞ + ε‖∂zzBε‖2L∞
)
+ ε
ˆ T
0
(‖∇vε‖2m + ‖∇Bε‖2m + ‖∇∂zvε‖2m−2 + ‖∇∂zBε‖2m−2) ≤ C.
(1.20)
Using Theorem 1.6, we get zero kinematic viscosity-magnetic diffusivity limit.
Theorem 1.7. Let us assume that we have a unique local solution (vε, Bε, hε) ∈ for (1.14) with ε = λ on [0, T ε) for
initial data (vε0, B
ε
0, h
ε
0) given in Theorem 1.6. We also assume
lim
ε→0
(
‖vε0 − v0‖L2(S) + ‖Bε0 −B0‖L2(S) + ‖hε0 − h0‖L2(∂S)
)
= 0, (1.21)
where (v0, B0, h0) also satisfy assumptions of Theorem 1.6. Then there exist (v,B, h) such that those are in
v,B ∈ L∞([0, T ], Hmco(S)), ∂zv, ∂zB ∈ L∞([0, T ], Hm−1co (S)), h ∈ L∞([0, T ], Hmco(R2)) (1.22)
and
lim
ε→0
sup
[0,T ]
(‖vε − v‖L2(S) + ‖vε − v‖L∞(S) + ‖Bε −B‖L2(S)
+ ‖Bε −B‖L∞(S) + ‖hε − h‖L2(∂S) + ‖hε − h‖W 1,∞(∂S)) = 0.
(1.23)
Moreover, (v,B, q) solves 

∂ϕt v + v · ∇ϕv +∇ϕq = B · ∇ϕB, in S,
∂ϕt B + v · ∇ϕB = B · ∇ϕv, in S,
∇ϕ · v = 0, in S,
∇ϕ ·B = 0, in S,
qn = ghn, on ∂S,
∂th = v ·N, on ∂S,
(1.24)
with initial data 

v(0) = v0, B(0) = B0, in S,
∇ϕ · v0 = ∇ϕ ·B0 = 0, in S,
B0 = 0, on ∂S ∪ {R3\S}.
(1.25)
1.6. Scheme of proof. The aim of this paper is to gain uniform estimate of viscous free-boundary magnetohydrody-
namics when magentic field is zero in vacuum and on the free-boundary. From bondary layer behavior, we expect
u ∼ uE +
√
εU(t, y,
z√
ε
),
when uE is solution of limit system ε = 0 and U is a some profile. Therefore, boundary layer behavior makes it impos-
sible to get uniform estimate in standard sobolev space. Note that sobolev conormal space kills normal derivatives on
the boundary by multiplying factor z1−z , and is equivalent to standard sobolev space away from the boundary because
∂kz
z
1−z is uniformly bounded for all order k ∈ N away from z = 0. In [1], Masmoudi and Rousset used this functional
framework to solve vanishing viscosity limit problem of Navier boundary problem in [15] and free-boundary problem
without surface tension in [1]. For the free-boundary problem with surface tension, we refer Tarek and Donghyun [23].
1. Alinhac’s unknown We use fixed domain S as defined in (1.14) and apply conormal derivatives Zm. Since we
do not take surface tension into account, we get ‖v‖m and |h|m as high order energy. However, we have some bad
commutators which requires |h|m+ 12 to be controlled, which is
1
2 -order higher than energy |h|m. This problem can be
fixed by introducing Alinhac’s new unknown for transformed velocity v = u◦Φ and magnetic field B = H ◦Φ. We study
structure of commutators and we will see that bad commutators have transport structure. We will write the system
(1.14) in terms of Alinhac’s new variables,
(Vα,Qα,Bα) := (Zαv − ∂ϕz vZαη, Zαq − ∂ϕz qZαη, ZαB − ∂ϕz BZαη), (1.26)
and then all commutators becomes low order in terms of h. Meanwhile, non-transport type nonlinear terms,
B · ∇ϕB, B · ∇ϕv,
in (1.14) generate some terms with higher order than energy. From (1.14), we have two energy estimate from first two
PDEs. Divergence free property and boundary condition of B play critical roles to cancel these high order terms when
we combine two energy estimates. This property hold for another variables whenever we use L2-type energy estimates.
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2. Normal derivative Second problem arises from the fact that conormal space is weaker than standard sobolev space.
To control commutators we should control normal derivative terms, ‖∂zv‖m−1 and ‖∂zB‖m−1. These terms contain m
derivatives in total. From definition 1.3, however, these cannot be controlled by ‖v‖m or ‖B‖m, because conormal space
is weaker than standard sobolev space. To estimate ∂zv, we introduce new variables,
Svn := (I− n⊗ n)(Sϕv)n, SBn := (I− n⊗ n)(SϕB)n.
These variables are equivalent to ∂zv and ∂zB in conormal space. Moreover, their boundary values vanish by fifth
equation and seventh equation in (1.14). However, equation of Svn produce ∇2p which require |h|m+ 12 to be controlled.
Therefore, optimal regularity of Svn and S
B
n arem−2, notm−1. We cannot use these estimates to close energy estimate,
but it can be used to control L∞-type terms in the next step.
3. L∞ type estimate It is natural to expect finite low order L∞ terms in commutators. Unfortunately, we cannot use
standard sobolev embedding in conormal space even with sufficient high order regularity. Instead, we use the high order
energy of Svn and S
B
n to control these finite low order L
∞ type terms in commutators. Using conormal embedding with
sufficiently large m ≥ 6, ‖Svn‖m−2 and ‖SBn ‖m−2 control these low order terms. Our basic approach is to use maximal
principle of convection-diffusion equation, however, commutators between laplacian ∆ϕ and conormal derivative Zm are
not easy to control. Instead we use geometric re-parametrization which preserves second order normal derivative ∂zz
structure.
Meanwhile, we have non-transport type nonlinear term,
B · ∇ϕB, B · ∇ϕv.
Moreover, we cannot expect cancellation between these two terms, because we use maximal principle, instead of standard
L2 type energy estimate. So we assume ε = λ and combine two PDE’s to get
∂ϕt (v +B) + (v −B) · ∇ϕ(v +B) +∇ϕq = ε∆ϕ(v +B),
∂ϕt (v −B) + (v +B) · ∇ϕ(v −B) +∇ϕq = ε∆ϕ(v −B).
(1.27)
Some analysis with boundary condition B|∂S = 0 will give finite order estimates for
‖Svn + SBn ‖k,∞, ‖Svn − SBn ‖k,∞, for some small finite k ∈ N,
and therefore, we get estimates for each ‖Svn‖k,∞, ‖SBn ‖k,∞.
4. Vorticity estimate Since optimal regularities of Svn and S
B
n were m− 2, we should estimate m− 1 order for ∂zv. The
reason we could not reach to m − 1 order was pressure, since we do not see gradient structure for p in the equation
of Svn. Equations for vorticity ωv removes pressure term, so we get hope to get m − 1 order conormal estimates. For
general rotational fluid, however, vorticities
ωv := ∇ϕ × v, ωB := ∇ϕ ×B,
do not vanish on the boundary ∂S. Therefore L2-type energy estimate generate boundary integral, which need 12 more
space regularity to control trace. To avoid these difficulty, in [1], the authors derived new L4 in time estimate using
Lagrangian map and microlocal symmetrizer, instead of strong L∞ type estimate. This is weaker norm in time, but
is sufficient to control commutators, since commutator terms contains only L2 in time. Also, we should use equations
(1.27) again, because we cannot control each nonlinear terms otherwise.
One critical idea of [1] is to use Lagrangian transform which converts convection-diffusion equation into heat equation.
However, we have two equations in (1.27), with different transport velocities, v±B. We consider two Lagrangian maps
Y1 and Y2, so that
∂tY1 = u−H, ∂tY2 = u+H,
then Ω(t) is transformed into two fixed initial domains Ω1 and Ω2. However, both u and H (or v and B) must be
defined in the same domain by definition of systems. One important remark is that domain Ω(t) is defined by boundary
velocity only. And, propagation of boundary profile is determined by normal velocity on the free-boundary, see sixth
equation in (1.14). Therefore, when we have H ·n = 0 (or H = 0) on the free-boundary, boundary profile is determined
only by velocity field u. So introducing two maps Y1 and Y2, equations in (1.27) are transformed into same domain
Ω1 = Ω2 = Ω. Using these transforms and the new L
4
T type result of [1], we get estimates for
‖ωv‖L4THm−1co and ‖ωB‖L4THm−1co .
We can check m− 1 order conormal norm of vorticity is equivalent to ‖∂zv‖m−1, and also for B obviously. Finally we
can close energy estimate and get uniform regularities for u, B, and h.
5. Uniqueness and vanihsing viscosity limit Uniqueness is gained by L2 energy estimate with higher order energy bound,
which was obtained from previous steps. For vanishing-viscosity limit ε = λ→ 0, we use compactness argument to get
7
weak limit. And for the limit system ε = λ = 0, we have L2 energy conservation which gives norm convergence in the
limit process ε→ 0. Finally we get L2 strong convergence.
2. Formal differentiation and Alinhac’s unknown
Suppose that we have a smooth solution (v,B, h). Let us study transport operator and commutators gained by Zm.
From definition of ∂ϕi ,
∂ϕt + v · ∇ϕ = ∂t + vy∇y +
1
∂zϕ
(v ·N− ∂tη)∂z , where N = (−∇yϕ, 1).
If we apply conormal derivatives Zα with |α| = m, then we see some commutators look like ‖ZαN‖ ∼ |∇ϕ|m ∼ |ϕ|m+1 ∼
|h|m+ 12 since ϕ is
1
2 smoother than h by diffeomorphism (1.10). See [1], [22], or Proposition 3.7 in section 4 for this
estimate. Hence, we rewrite the system in terms of Alinhac’s new unknowns, because this new unknown kills all these
bad commutators. In this section, we construct Alinhac’s unknown systematically. First, let us define the following
symbols.
N (v,B, q, ϕ) := ∂ϕt v + (v · ∇ϕ)v +∇ϕq − 2ε∇ϕ · (Sϕv)− (B · ∇ϕ)B,
F(v,B, ϕ) := ∂ϕt B + (v · ∇ϕ)B − (B · ∇ϕ)v − 2λ∇ϕ · (SϕB),
dv(v, ϕ) := ∇ϕ · v,
dB(B,ϕ) := ∇ϕ ·B,
B(v,B, q, ϕ) := (q − gh)N− 2ε(Sϕv)N.
(2.1)
In the following two propositions, ∼ means first order expansion in terms of f˙ , g˙.
Proposition 2.1. We have the following first order expansion.
(f + f˙) · ∇ϕ+ϕ˙(g + g˙) ∼ (f · ∇ϕ)g + (f · ∇ϕ)g˙ + (f˙ · ∇ϕ)g − ∂ϕz g(f · (∇ϕϕ˙)).
Proof. We abbreviate
∑
i=1,2 for terms with index i.
(f + f˙) · ∇ϕ+ϕ˙(g + g˙) = (fi + f˙i)
(
∂ig + ∂ig˙ − ∂iϕ+ ∂iϕ˙
∂zϕ+ ∂zϕ˙
(∂zg + ∂z g˙)
)
+ (f3 + f˙3)
∂zg + ∂z g˙
∂zϕ+ ∂zϕ˙
∼ fi
(
∂ig + ∂ig˙ − (∂iϕ+ ∂iϕ˙)(∂zg + ∂z g˙)
∂zϕ
(
1− ∂zϕ˙
∂zϕ
))
+ f˙i
(
∂ig + ∂ig˙ − (∂iϕ+ ∂iϕ˙)(∂zg + ∂z g˙)
∂zϕ
)
+ (f3 + f˙3)
∂zg + ∂z g˙
∂zϕ+ ∂zϕ˙
∼ fi∂ig + fi∂ig˙ − fi (∂iϕ∂zg + ∂iϕ∂z g˙ + ∂iϕ˙∂zg)
∂zϕ
(
1− ∂zϕ˙
∂zϕ
)
+ f˙i∂ig − f˙i
∂zϕ
∂iϕ∂zg +
f3
∂zϕ
(
∂zg + ∂z g˙ − ∂zg ∂zϕ˙
∂zϕ
)
+
f˙3
∂zϕ
∂zg
∼ fi∂ϕi g + fi∂ϕi g˙ + f˙i∂ϕi g − gi∂iϕ˙+ f˙i
∂iϕ∂zg
∂zϕ
∂zϕ˙
∂zϕ
+ f3∂
ϕ
3 g + f3∂
ϕ
3 g˙ + f˙3∂
ϕ
3 g − f3
∂zg∂zϕ˙
∂zϕ∂zϕ
∼ f · ∇ϕg + f · ∇ϕg˙ + f˙ · ∇ϕg − ∂zg
∂zϕ
(fi∂
ϕ
i ϕ˙+ f3∂
ϕ
3 ϕ˙)
= (f · ∇ϕ)g + (f · ∇ϕ)g˙ + (f˙ · ∇ϕ)g − ∂ϕz g(f · (∇ϕϕ˙)).

Proposition 2.2. We have the following first order expansion.
∂ϕ+ϕ˙i |f + f˙ |2 ∼ ∂ϕi |f |2 + 2f˙ · (∂ϕi f) + 2f · (∂ϕi f˙)− 2∂ϕi ϕ˙(f · ∂ϕz f)
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Proof. We abbreviate
∑3
j=1 for j terms. For i = 1, 2,
∂ϕ+ϕ˙i |f + f˙ |2 ∼
(
∂i − ∂iϕ+ ∂iϕ˙
∂zϕ+ ∂zϕ˙
∂z
)
(f2j + 2fj f˙j)
∼ 2fj∂ifj + 2∂ifj f˙j + 2fj∂if˙j − 2(∂iϕ+ ∂iϕ˙)(fj∂zfj + ∂zfj f˙j + fj∂z f˙j)
∂zϕ
(
1− ∂zϕ˙
∂zϕ
)
∼ ∂i|fj|2 + 2f˙j∂ifj + 2fj∂if˙j − 2
∂zϕ
(∂iϕfj∂zfj + ∂iϕ∂zfj f˙j + ∂iϕfj∂zfj + ∂iϕ˙fj∂zfj)
+
2
∂zϕ
∂zϕ˙
∂zϕ
∂iϕfj∂zfj
∼
(
∂i|fj|2 − ∂iϕ
∂zϕ
∂z|fj |2
)
+ 2f˙j
(
∂ifj − ∂iϕ
∂zϕ
∂zfj
)
+ 2fj
(
∂if˙j − ∂iϕ
∂zϕ
∂z f˙j
)
− 2fj ∂zfj
∂zϕ
(
∂iϕ˙− ∂iϕ
∂zϕ
∂zϕ˙
)
= ∂ϕi |f |2 + 2f˙ · (∂ϕi f) + 2f · (∂ϕi f˙)− 2∂ϕi ϕ˙(f · ∂ϕz f).
For i = 3,
∂ϕ+ϕ˙3 |f + f˙ |2 ∼
1
∂zϕ
(
1− ∂zϕ˙
∂zϕ
)
∂z(f
2
j + 2fj f˙j)
∼ 2
∂zϕ
(fj∂zfj + ∂zfj f˙j + fj∂z f˙j)
(
1− ∂zϕ˙
∂zϕ
)
∼ 2
∂zϕ
(
fj∂zfj + ∂zfj f˙j + fj∂z f˙j − ∂zϕ˙
∂zϕ
fj∂zfj
)
= ∂ϕ3 |f |2 + 2f˙ · (∂ϕ3 f) + 2f · (∂ϕ3 f˙)− 2∂ϕ3 ϕ˙(f · ∂ϕz f).

Using Proposition 2.1 and 2.2, we get linearization for (2.1),
DN (v,B, q, ϕ) · (v˙, B˙, q˙, ϕ˙) = ∂ϕt v˙ + (v · ∇ϕ)v˙ +∇ϕq˙ − 2ε∇ϕ · (Sϕv˙)− (B · ∇ϕ)B˙
+ (v˙ · ∇ϕ)v − ∂ϕz v(∂ϕt ϕ˙+ v · ∇ϕϕ˙)− ∂ϕz q∇ϕϕ˙
+ 2ε∇ϕ(∂ϕz v ⊗∇ϕϕ˙+∇ϕϕ˙⊗ ∂ϕz v) + 2ε∂ϕz (Sϕv)∇ϕϕ˙
−
(
B˙ · ∇ϕB − ∂ϕz B(B · ∇ϕϕ˙)
)
,
Ddv(v, ϕ) · (v˙, ϕ˙) = ∇ϕ · v˙ −∇ϕϕ˙ · ∂ϕz v,
DdB(B,ϕ) · (B˙, ϕ˙) = ∇ϕ · B˙ −∇ϕϕ˙ · ∂ϕz B,
DF(v,B, ϕ) · (v˙, B˙, ϕ˙) = ∂ϕt B˙ + (v · ∇ϕ)B˙ − (B · ∇ϕ)v˙ − 2λ∇ϕ · (SϕB˙)
+ (v˙ · ∇ϕ)B − (B˙ · ∇ϕ)v − ∂ϕz B(∂ϕt ϕ˙+ v · ∇ϕϕ˙) + ∂ϕz v(B · ∇ϕϕ˙)
+ 2λ∇ϕ(∂ϕz B ⊗∇ϕϕ˙+∇ϕϕ˙⊗ ∂ϕz B) + 2λ∂ϕz (SϕB)∇ϕϕ˙,
DB(v,B, q, ϕ) · (v˙, B˙, q˙, ϕ˙) = 2εSϕv˙N− ∂ϕz v ⊗∇ϕϕ˙N−∇ϕϕ˙⊗ ∂ϕz vN− (q˙ − gh˙)N
+ (2εSϕv − (q − gh)) N˙.
(2.2)
On the right hand sides of above linearizations, we see ∇ϕϕ which behaves like |∇ϕ|m ∼ |h|m+ 12 for high order
estimate. Now, we define Alinhac’s new unknowns to remove ∇ϕϕ’s on the right hand side. For example, on the right
hand side of N , we see that −(∂ϕz v)v · ∇ϕϕ˙ is one of bad terms. But this term has v · ∇ϕ so this can be combined with
(v ·∇ϕ)v˙. Then −(∂ϕz v)v ·∇ϕϕ˙ gives 1 derivative ∇ϕ to nonlinear structure (v ·∇ϕ) and remained −(∂ϕz v)ϕ˙ is combined
with v˙ to generate a new variable.
V := v˙ − ∂ϕz vϕ˙, Q := q˙ − ∂ϕz qϕ˙, B := B˙ − ∂ϕz Bϕ˙ (2.3)
Lemma 2.3. Let us define
Ai(v, ϕ) := ∂ϕi v, Fij(v, ϕ) := ∂ϕi ∂ϕj v,
then linearizations of A and F can be expressed by
DAi(v, ϕ) · (v˙, ϕ˙) = ∂ϕi (v˙ − ∂ϕz vϕ˙) + ϕ˙∂ϕz (Ai(v, ϕ)),
DFij(v, ϕ) · (v˙, ϕ˙) = ∂ϕij(v˙ − ∂ϕz vϕ˙) + ϕ˙∂ϕz (Fij(v, ϕ)).
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Proof. This is simple calculations which use commutativity property of ∂ϕi . See proof of Lemma 2.7 in [1] for detail. 
Using Lemma 2.3, we have the following proposition. Note that on the right hand side, all bad terms (which behaves
like |h|m+ 12 ) are removed.
Proposition 2.4. Linearization of (2.1) can be expressed as the following, using new unknowns V ,Q, and B in (2.3),
DN (v,B, q, ϕ) · (v˙, B˙, q˙, ϕ˙) = (∂ϕt + (v · ∇ϕ)− 2ε∇ · (Sϕ·))V +∇ϕQ− (B · ∇ϕ)B
+ (v˙ · ∇ϕ)v − (B˙ · ∇ϕ)B + ϕ˙{∂ϕzN (v,B, P, ϕ) − (∂ϕz v · ∇ϕ)v + (∂ϕz B · ∇ϕ)B},
Ddv(v, ϕ) · (v˙, ϕ˙) = ∇ϕ · V − ϕ˙∂ϕz (dv(v, ϕ)),
DdB(B,ϕ) · (B˙, ϕ˙) = ∇ϕ · B − ϕ˙∂ϕz (dB(B,ϕ)),
DF(v,B, ϕ) · (v˙, B˙, ϕ˙) = (∂ϕt + (v · ∇ϕ)− 2λ∇ · (Sϕ·))B − (B · ∇ϕ)V
+ (v˙ · ∇ϕ)B − (B˙ · ∇ϕ)v + ϕ˙ {∂ϕz (F(v,B, ϕ)) − (∂ϕz v · ∇ϕ)B + (∂ϕz B · ∇ϕ)v} ,
DB(v,B, q, ϕ) · (v˙, B˙, q˙, ϕ˙) = 2εSϕVN+ 2εϕ˙∂z(Sϕv)N− (q˙ − gh˙)N+ (2εSϕ − (q − gh)) N˙.
Proof. We use linearization (2.2) and Lemma 2.3. 
3. Preliminaries estimates
In this section we collect some necessary propositions and preliminary estimates from [1]. Every functions are defined
in the fixed domain S.
Proposition 3.1. We have the following products, and commutator estimates.
• For u, v ∈ L∞ ∩Hkco, k ≥ 0,
‖Zα1uZα2v‖ . ‖u‖L∞‖v‖k + ‖v‖L∞‖u‖k, |α1|+ |α2| = k.
• For 1 ≤ |α| ≤ k, g ∈ Hk−1co ∩ L∞, f ∈ Hkco such that Zf ∈ L∞, we have
‖[Zα, f ]g‖ . ‖Zf‖k−1‖g‖L∞ + ‖Zf‖L∞‖g‖k−1.
• For |α| = k ≥ 2, we define the symmetric commutator [Zα, f, g] = Zα(fg) − (Zαf)g − fZαg. Then we have the
estimate
‖[Zα, f, g]‖ . ‖Zf‖L∞‖Zg‖k−2 + ‖Zg‖L∞‖Zf‖k−2.
The following proposition states embedding and trace estimate.
Proposition 3.2. • For s1 ≥ 0, s2 ≥ 0 such that s1 + s2 > 2 and f such that f ∈ Hs1tan, ∂zf ∈ Hs2tan, we have the
anisotropic sobolev embedding.
‖f‖2L∞ . ‖∂zf‖Hs2tan‖f‖Hs1tan .
• For f ∈ H1(S), we have the trace estimates,
|f(·, 0)|Hs(R2) ≤ C‖∂zf‖1/2Hs2tan‖f‖
1/2
H
s1
tan
,
with s1 + s2 = 2s ≥ 0.
We have similar estimates on boundary ∂S = R2.
Proposition 3.3. When f, g are defined in R2, we have the following commutator estimates.
|Λs(fg)|L2(R2) ≤ Cs
(|f |L∞(R2)|g|Hs(R2) + |g|L∞(R2)|f |Hs(R2)) ,
‖[Λs, f ]∇g‖L2(R2) ≤ Cs
(|∇f |L∞(R2)|g|Hs(R2) + |∇g|L∞(R2)|f |Hs(R2)) ,
|uv| 1
2
. |u|1,∞|v| 1
2
.
From (1.9), Jacobian of change of variable Φ is ∂zϕ. Let us define volume element dVt byˆ
Ω(t)
Fdydz =
ˆ
S
f(∂zϕ)dydz :=
ˆ
S
fdVt, where F (t,Φ(t, y, z)) = f(t, y, z).
Now, we state integration by part for
´
S
∂ϕi fgdVt.
Proposition 3.4. In S, we have the following integration by parts rules.ˆ
S
∂ϕi fgdVt = −
ˆ
S
f∂ϕi gdVt +
ˆ
∂S
fgNidy, i = 1, 2, 3,
ˆ
S
∂ϕt fgdVt = ∂t
ˆ
S
fgdVt −
ˆ
S
f∂ϕt gdVt −
ˆ
∂S
fg∂th.
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Using Proposition 3.4, we gain following Corollary which is useful to get L2-type energy estimate for two main PDE’s
in (1.14).
Corollary 3.5. Let v be a vector field such that ∇ϕ · v = 0. For every smooth function f, g and smooth vector field
u,w, we have ˆ
S
(∂tf + v · ∇ϕf)fdVt = 1
2
∂t
ˆ
S
|f |2dVt − 1
2
ˆ
∂S
|f |2(∂th− v ·N)dy,
ˆ
S
△ϕfgdVt = −
ˆ
S
∇ϕf · ∇ϕgdVt +
ˆ
∂S
∇ϕf ·Ngdy,
ˆ
S
∇ϕ · (Sϕu) · wdVt = −
ˆ
S
Sϕu · SϕwdVt +
ˆ
∂S
(SϕuN) · wdy.
(3.1)
The following propositions is about Adapted Korn’s inequality in S.
Proposition 3.6. Let ∂zϕ ≥ c0, ‖∇ϕ‖L∞ + ‖∇2ϕ‖L∞ ≤ 1c0 for some c0 > 0, then there exists Λ0 = Λ(1/c0) > 0, such
that for every v ∈ H1(S), we have
‖∇v‖2L2(S) ≤ Λ0
(ˆ
S
|Sϕv|2dVt + ‖v‖2L2(S)
)
. (3.2)
As explained before, gain of regularity for η is very important in this paper. We give estimates for η.
Proposition 3.7. We have the following estimates for η.
‖∇η(t)‖Hs(S) ≤ Cs|h(t)|s+ 12 , ∀s ≥ 0,
‖∇∂tη(t)‖Hs(S) ≤ Cs (1 + ‖v‖L∞ + |∇yh|L∞)
(
‖v‖Es+1 + |∇yh|s+ 12
)
, ∀s ∈ N,
‖η‖W s,∞ ≤ Cs|h|s,∞, ∀s ∈ N,
‖∂tη‖W s,∞ ≤ Cs (1 + |h|s,∞) ‖v‖s,∞, ∀s ∈ N.
(3.3)
To treat fraction terms, the following proposition is very useful.
Proposition 3.8. For every m ∈ N, we have,∥∥∥ f
∂zϕ
∥∥∥
m
≤ Λ( 1
c0
, |h|1,∞ + ‖f‖L∞)
(
|h|m+ 12 + ‖f‖m
)
. (3.4)
With vanishing factor ε, h gets one half more regularity.
Proposition 3.9. For every m ∈ N, ε ∈ (0, 1), we have the estimate,
ε|h(t)|2m+ 12 ≤ ε|h0|
2
m+ 12
+ ε
ˆ t
0
|vb|2m+ 12 +
ˆ t
0
Λ(|∇yh|L∞(R2) + ‖v‖1,∞)
(
‖v‖2m + ε|h|2m+ 12
)
dτ, (3.5)
where vb := v|z=0.
4. High order equations
In this section, we apply high order conormal derivatives, Zα with |α| = m, to (1.14) and (1.15) and rewrite the high
order system in terms of new unknowns
(Vα,Qα,Bα) := (Zαv − ∂ϕz vZαη, Zαq − ∂ϕz qZαη, ZαB − ∂ϕz BZαη), (4.1)
using linearization results.
4.1. A Commutator estimate. For i = 1, 2 we write,
Zα∂ϕi f = ∂
ϕ
i Z
αf − ∂ϕz f∂ϕi Zαη + Cαi (f),
Cαi (f) := Cαi,1(f) + Cαi,2(f) + Cαi,3(f),
where 

Cαi,1 := −[Zα, ∂iϕ∂zϕ , ∂zf ],
Cαi,2 := −∂zf [Zα, ∂iϕ, 1∂zϕ ]− ∂iϕ
(
Zα
(
1
∂zϕ
)
+ Z
α∂zη
(∂zϕ)2
)
∂zf,
Cαi,3 := − ∂iϕ∂zϕ [Zα, ∂z ]f +
∂iϕ
(∂zϕ)2
∂zf [Z
α, ∂z]η.
(4.2)
For i = 3, result is very similar and we suffice to replace ∂iϕ by 1 in above terms. We need to estimate commutators.
Lemma 4.1. For 1 ≤ |α| ≤ m, i = 1, 2, 3, we have
‖Cαi (f)‖ ≤ Λ
(
1
c0
, |h|2,∞ + ‖∇f‖1,∞
)(
‖∇f‖m−1 + |h|m− 12
)
.
Proof. See Lemma 5.1 in [1] 
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4.2. Divergence free condition for (v,B). By applying Zα, we have,
Zα(∇ϕ · v) = 0.
Using notations in (4.2),
∇ϕ · (Zαv)− ∂ϕz v · ∇ϕ(Zαϕ) +
3∑
i=1
Cαi (vi) = 0,
∇ϕ · (Zαv − ∂ϕz vZαϕ)− (∇ϕ · ∂ϕz v)Zαϕ+
3∑
i=1
Cαi (vi) = 0.
Second term is zero since ∂ϕi ’s commute and therefore, ∇ϕ · v = 0. Hence we get
∇ϕ · Vα + Cα(dv) = 0, Cα(dv) :=
3∑
i=1
Cαi (vi),
∇ϕ · Bα + Cα(dB) = 0, Cα(dB) :=
3∑
i=1
Cαi (Bi),
(4.3)
where commutators Cα(dv) and Cα(dB) satisfy the following estimates by Lemma 4.1.
‖Cα(dv)‖ ≤ Λ
(
1
c0
, |h|2,∞ + ‖∇v‖1,∞
)(
‖∇v‖m−1 + |h|m− 12
)
,
‖Cα(dB)‖ ≤ Λ
(
1
c0
, |h|2,∞ + ‖∇B‖1,∞
)(
‖∇B‖m−1 + |h|m− 12
)
.
(4.4)
4.3. Navier-Stokes Equation with Lorentz force. Applying high order conormal derivatives,
Zα {∂ϕz v + (v · ∇ϕ)v +∇ϕq − 2ε∇ϕ · (Sϕv)− (B · ∇ϕ)B} = 0.
Transport Let us use notation Vz =
1
∂zϕ
(v ·Nϕ − ∂tη) and Nϕ := (−∇yη, 1). Then,
Zα (∂ϕt + (v · ∇ϕ)) v = Zα(∂t + vy · ∇yv + Vz∂z)v,
= (∂t + vy · ∇y + Vz∂z)Zαv + (v · ZαNϕ − ∂tZαη)∂ϕz v − ∂ϕz Zαη(v ·Nϕ − ∂tη)∂ϕz v + Cα(Tv)
= (∂ϕt + v · ∇ϕ)(Zαv)− ∂ϕz v(∂ϕt + v · ∇ϕ)(Zαϕ) + Cα(Tv),
(4.5)
where Cα(Tv) is defined by
Cα(Tv) :=
6∑
i=1
T αi .
Each terms are given by,
T α1 = [Zα, vy, ∂yv], T α2 = [Zα, Vz, ∂zv], T α3 =
1
∂zϕ
[Zα, vz]∂zv,
T α4 =
(
Zα
(
1
∂zϕ
)
+
∂zZ
αη
(∂zϕ)2
)
vz∂zv, T α5 = vz∂zv
[Zα, ∂z]η
(∂zϕ)2
+ Vz [Z
α, ∂z]v,
T α6 = [Zα, vz,
1
∂zϕ
]∂zv.
Estimate for Cα(Tv) is given as following using Propositions in section 3.
‖Cα(Tv)‖ ≤ Λ
(
1
c0
, |h|2,∞ + ‖v‖E2,∞
)(
‖v‖Em + |h|m− 12
)
. (4.6)
Pressure For pressure term,
Zα∇ϕq = ∇ϕ(Zαq)− ∂ϕz q∇ϕ(Zαϕ) + Cα(q), (4.7)
with estimate
‖Cα(q)‖ ≤ Λ
(
1
c0
, |h|2,∞ + ‖∇q‖1,∞
)(
‖∇q‖m−1 + |h|m− 12
)
. (4.8)
Diffusion For diffusion term,
Zα (−2ε∇ϕ · (Sϕv)) = −2ε∇ϕ · (SϕZαv) + 2ε∇ϕ · (∂ϕz v ⊗∇ϕZαϕ+∇ϕZαϕ⊗ ∂ϕz v)
+ 2ε∂ϕz (S
ϕv)∇ϕ(Zαϕ)− εDα(Sϕv)− ε∇ϕ · (Eαv), (4.9)
where Dα(Sϕv) and (Eαv) are defined by
(Eαv)ij := Cαi (vj) + Cαj (vi), Dα(Sϕv)i := 2Cαj (Sϕv)ij ,
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with estimate for Eα(v),
‖Eα(v)‖ ≤ Λ
(
1
c0
, |h|2,∞ + ‖∇v‖1,∞
)(
‖v‖m + ‖∂zv‖m−1 + |h|m− 12
)
. (4.10)
Lorentz force For Lorentz force term,
−Zα(B · ∇ϕB) = −Zα
(
3∑
i=1
Bi∂
ϕ
i B
)
= −
3∑
i=1
(ZαBi∂
ϕ
i B +BiZ
α∂ϕi B + [Z
α, Bi, ∂
ϕ
i B])
= −(ZαB) · ∇ϕB −
3∑
i=1
Bi (∂
ϕ
i (Z
αB)− ∂ϕz B∂ϕi (Zαϕ) + Cαi (B))−
3∑
i=1
[Zα, Bi, ∂
ϕ
i B]
= −(ZαB) · ∇ϕB − (B · ∇ϕ)(ZαB) + (∂ϕz B)(B · ∇ϕ(Zαϕ)) −
3∑
i=1
BiCαi (B)−
3∑
i=1
[Zα, Bi, ∂
ϕ
i B].
(4.11)
Let us define,
Cα(TB) :=
3∑
i=1
[Zα, Bi, ∂
ϕ
i B] =
3∑
i=1
[Zα, Bi, ∂iB]−
3∑
i=1
[Zα, Bi,
∂iϕ
∂zϕ
∂zB].
Using Lemma 4.1, we have an estimate for Cα(TB),
‖Cα(TB)‖ ≤ Λ
(
1
c0
, |h|2,∞ + ‖∇B‖1,∞
)(
‖∇B‖m−1 + |h|m− 12
)
. (4.12)
Now putting (4.5), (4.7), (4.9), and (4.11) together, and using linearization of N , to get
0 = DN (v,B, q, ϕ) · (Zαv, ZαB,Zαq, Zαϕ)− (Zαv · ∇ϕ)v
+ Cα(Tv) + Cα(q)− εDα(Sϕv)− ε∇ϕ · (Eαv)−
3∑
i=1
BiCαi (B) − Cα(TB).
By Proposition 2.4 for DN (v,B, q, ϕ) · (Zαv, ZαB,Zαq, Zαϕ), we get the following.
(∂ϕt + v · ∇ϕ − 2ε∇ϕ · (Sϕ·))Vα +∇ϕQα − (B · ∇ϕ)Bα
= (ZαB · ∇ϕ)B + Zαϕ ((∂ϕz v · ∇ϕ)v − (∂ϕz B · ∇ϕ)B) +
3∑
i=1
BiCαi (B) + Cα(TB)
+ εDα(Sϕv) + ε∇ϕ · (Eαv)− Cα(Tv)− Cα(q).
(4.13)
4.4. Faraday law. Similar as above, we apply Zα and perform computation for each terms.
Zα (∂ϕt B + (v · ∇ϕ)B − (B · ∇ϕ)v − 2λ∇ϕ · (SϕB)) = 0
Transport When Vz :=
v·Nϕ−∂tϕ
∂zϕ
,
Zα(∂ϕt + v · ∇ϕ)B
= Zα(∂t + vy · ∇y + Vz∂z)B,
= ∂t(Z
αB) +
2∑
i=1
(Zϕvi∂iB + vi∂iZ
αB + [Zα, vi, ∂iB]) + Z
αVz · ∂zB + VzZα∂zB + [Zα, Vz, ∂zB]
= (∂t + vy · ∇y)(ZαB) + Zαvy · ∇yB +
2∑
i=1
[Zα, vi, ∂iB] + Z
α
(
v ·Nϕ − ∂tϕ
∂zϕ
)
· ∂zB + Vz∂zZαB
+ Vz [Z
α, ∂z]B + [Z
α, Vz, ∂zB]
= (∂ϕt + vy · ∇y + Vz∂z)(ZαB) + Zα
(
v ·Nϕ − ∂tϕ
∂zϕ
)
· ∂zB +R1
= (∂ϕt + v · ∇ϕ)(ZαB) + ∂zB
(
1
∂zϕ
v · ZαNϕ + Zα
(
1
∂zϕ
)
v ·Nϕ − 1
∂zϕ
∂tZ
αϕ− ∂tϕZα
(
1
∂zϕ
))
= (∂ϕt + v · ∇ϕ)(ZαB) + ∂zB
(
1
∂zϕ
Zαv ·Nϕ +
3∑
i=1
[Zα,
1
∂zϕ
, vi,N
ϕ
i ]− [Zα, ∂tϕ,
1
∂zϕ
]
)
+R1,
where
R1 := Vz [Zα, ∂z]B + Zαvy · ∇yB +
2∑
i=1
[Zα, vi, ∂iB] + [Z
α, Vz , ∂zB]. (4.14)
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Note that
Zα
(
1
∂zϕ
)
= Zα−1
(
− Z∂zϕ
(∂zϕ)2
)
= − 1
(∂zϕ)2
(∂zZ
αϕ+ [Zα, ∂z]ϕ)− Z∂zϕZα−1
(
1
∂zϕ
)2
− [Zα−1, 1
(∂zϕ)2
, Z∂zϕ].
Hence, transport part becomes
Zα(∂ϕt + v · ∇ϕ)B
= (∂ϕt + v · ∇ϕ)(ZαB) + (v · ZαNϕ − ∂tZαϕ)∂ϕz B + ∂zBZα
(
1
∂zϕ
)
(v ·Nϕ − ∂tϕ)
+ ∂zB
(
1
∂zϕ
Zαv ·Nϕ +
3∑
i=1
[Zα,
1
∂zϕ
, vi,N
ϕ
i ]− [Zα, ∂tϕ,
1
∂zϕ
]
)
+R1
= (∂ϕt + v · ∇ϕ)(ZαB) + (v · ZαN − ∂tZαϕ)∂ϕz B
+ ∂zB(v ·Nϕ − ∂tϕ)
(
− 1
(∂zϕ)2
(∂zZ
αϕ+ [Zα, ∂z ]ϕ)− Z∂zϕZα−1
(
1
∂zϕ
)2
− [Zα−1, 1
(∂zϕ)2
, Z∂zϕ]
)
+ R˜1,
where
R˜1 := ∂zB
(
1
∂zϕ
Zαv ·Nϕ +
3∑
i=1
[Zα,
1
∂zϕ
, vi,N
ϕ
i ]− [Zα, ∂tϕ,
1
∂zϕ
]
)
+R1.
So,
Zα(∂ϕt + v · ∇ϕ)B = (∂ϕt + v · ∇ϕ)(ZαB) + (v · ZαNϕ − ∂tZαϕ)∂ϕz B − ∂ϕz Zαϕ(v ·Nϕ − ∂tϕ)∂ϕz B + Cα(TF ).
and at result
Zα(∂ϕ + v · ∇ϕ)B = (∂ϕt + v · ∇ϕ)ZαB − ∂ϕz B(∂ϕ + v · ∇ϕ)Zαϕ+ Cα(TF ), (4.15)
where
Cα(TF ) = ∂zB(v ·Nϕ − ∂tϕ)
(
− [Z
α, ∂z]ϕ
(∂zϕ)2
− Z∂zϕZα−1
(
1
∂zϕ
)2
− [Zα−1, 1
(∂zϕ)2
, Z∂zϕ]
)
+ ∂zB
(
1
∂zϕ
Zαv ·Nϕ +
3∑
i=1
[Zα,
1
∂zϕ
, vi,N
ϕ
i ]− [Zα, ∂tϕ,
1
∂zϕ
]
)
+ Vz[Z
α, ∂z ]B + Z
αvy · ∇yB +
2∑
i=1
[Zα, vi, ∂iB] + [Z
α, Vz , ∂zB].
Using Propositions in section 4 and Lemma 4.1 we get,
‖Cα(TF )‖ ≤ Λ
(
1
c0
, |h|2,∞ + ‖v‖1,∞ + ‖B‖E2,∞
)(
|h|m− 12 + ‖B‖Em + ‖v‖m
)
. (4.16)
Forcing term (B · ∇ϕ)v
−Zα(B · ∇ϕv) = −Zα
(
3∑
i=1
Bi∂
ϕ
i v
)
= −
3∑
i=1
(ZαBi∂
ϕ
i v +BiZ
α∂ϕi v + [Z
α, Bi, ∂
ϕ
i v])
= −(ZαB) · ∇ϕv −
3∑
i=1
Bi (∂
ϕ
i (Z
αv)− ∂ϕz v∂ϕi (Zαϕ) + Cαi (v)) −
3∑
i=1
[Zα, Bi, ∂
ϕ
i v]
= −(ZαB) · ∇ϕv − (B · ∇ϕ)(Zαv) + (∂ϕz v)(B · ∇ϕ(Zαϕ)) −
3∑
i=1
BiCαi (v)− Cα(TI),
(4.17)
where
Cα(TI) :=
3∑
i=1
[Zα, Bi, ∂
ϕ
i v] =
3∑
i=1
[Zα, Bi, ∂iv]−
3∑
i=1
[Zα, Bi,
∂iϕ
∂zϕ
∂zv].
Then using Lemma 4.1, we have an estimate for Cα(TI).
‖Cα(TI)‖ ≤ Λ
(
1
c0
, |h|2,∞ + ‖∇v‖1,∞ + ‖∇B‖1,∞
)(
‖∇v‖m−1 + ‖∇B‖m−1 + |h|m− 12
)
. (4.18)
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Diffusion Diffusion part is same as Navier-Stokes part.
Zα (−2λ∇ϕ · (SϕB)) = −2λ∇ϕ · (SϕZαB) + 2λ∇ϕ · (∂ϕz B ⊗∇ϕZαϕ+∇ϕZαϕ⊗ ∂ϕz B)
+ 2λ∂ϕz (S
ϕB)∇ϕ(Zαϕ)− εDα(SϕB)− ε∇ϕ · (EαB), (4.19)
where definitions and estimates of Dα(SϕB) and (EαB) are sams as before.
(EαB)ij := Cαi (Bj) + Cαj (Bi), Dα(SϕB)i := 2Cαj (SϕB)ij ,
with estimate for Eα(B),
‖Eα(B)‖ ≤ Λ
(
1
c0
, |h|2,∞ + ‖∇B‖1,∞
)(
‖v‖m + ‖∂zB‖m−1 + |h|m− 12
)
. (4.20)
Combining (4.15), (4.17), and (4.19) together, we get
DF(v,B, ϕ) · (Zαv, ZαB,Zαϕ)− (Zαv · ∇ϕ)B
= −Cα(TF ) +
3∑
i=1
BiCαi (v) + Cα(TI) + λDα(SϕB) + λ∇ϕ · (EαB).
Using Proposition 2.4,
(∂ϕt + v · ∇ϕ − 2λ∇ϕ · (Sϕ·))Bα − (B · ∇ϕ)Vα
= (ZαB · ∇ϕ)v + Zαϕ ((∂ϕz v · ∇ϕ)B + (∂ϕz B · ∇ϕ)v) − Cα(TF )
+
3∑
i=1
BiCαi (v) + Cα(TI) + λDα(SϕB) + λ∇ϕ · (EαB).
(4.21)
4.5. Kinematic Boundary. For the boundary condition, Zα = Dαy , i.e. α3 = 0. It is easy to check the following as
we did before. In fact, this is just same as Lemma 5.7 in [1],
∂zZ
αh− vb · ZαN− Vα ·N = Cα(h), (4.22)
where
Cα(h) := −[Zα, vby,∇yh]−
(∂zv)
b
∂zϕ
·NZαh,
with estimate for Cα(h)
|Cα(h)|L2 ≤ Λ
(
1
c0
, ‖v‖E1,∞ + |h|2,∞
)
(‖v‖Em + |h|m) . (4.23)
4.6. Continuity of Stress-Tensor. This is also same as Lemma 5.6 in [1],
Zα ((q − gh)N− 2εSϕvN) = 0.
Using new variable Vα,
2εSϕVαN− (Zαq − gZαh)N+ (2εSϕv − (q − gh))ZαN = Cα(∂)− 2εZαh∂ϕz (Sϕv)N, (4.24)
where
Cα(∂) := −εEα(v) −
∑
β+γ=α,
0<|β|<|α|
εZβ(Sϕv)ZγN+
∑
β+γ=α,
0<|β|<|α|
εZβ(q − gh)ZγN,
with estimate for Cα(∂)
|Cα(∂)|L2 ≤ εΛ
(
1
c0
, ‖v‖E2,∞ + |h|2,∞
)(|vb|m + |h|m) . (4.25)
5. Pressure estimates
In this section, we get estimate for total pressure p, for any smooth solution (v,B, q, h). We decompose q into
q = qE + qNS , where
△ϕqE = −∇ϕ · (v · ∇ϕv) +∇ϕ · (B · ∇ϕB), qE |z=0 = gh,
△ϕqNS = 0, qNS |z=0 = 2εSϕvn · n.
We express △ϕ as elliptic operator.
△ϕf = 1
∂zϕ
∇ · (E∇f),
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where
E =

 ∂zϕ 0 −∂1ϕ0 ∂zϕ −∂2ϕ
−∂1ϕ −∂2ϕ 1+(∂1ϕ)
2+(∂2ϕ)
2
∂zϕ

 = 1
∂zϕ
PP∗,
and
P =

 ∂zϕ 0 00 ∂zϕ 0
−∂1ϕ −∂2ϕ 1

 .
Matrix E is positive symmetric and there exists δ(c0) > 0 such that
EX ·X ≥ δ|X |2, ∀ ∈ R3,
if ‖∇yϕ‖L∞ ≤ 1c0 , and ∂zϕ ≤ c0 > 0. We have an estimate
‖E‖Wk,∞ ≤ Λ(
1
c0
, |h|k+1,∞). (5.1)
Also, using the following decomposition,
E = IA + E˜, E˜ =

 ∂zη 0 −∂1η0 ∂zη −∂2η
−∂1η −∂2η A((∂1η)
2+(∂1η)
2)−∂zη
A∂zϕ

 , IA = diag(A,A, 1/A),
we also get an estimate,
‖E˜‖Hs ≤ Λ( 1
c0
, |h|1,∞)|h|s+ 12 . (5.2)
We employ the following lemmas about elliptic problem, from [1]. First Lemma is for Euler part, qE .
Lemma 5.1. For elliptic equation in S,
−∇ · (E∇ρ) = ∇ · F, ρ|z=0 = 0,
we have the estimates :
‖∇ρ‖ ≤ Λ( 1
c0
, |h|1,∞)‖F‖L2 , ‖∇2ρ‖ ≤ Λ( 1c0 , |h|2,∞)(‖∇ · F‖+ ‖F‖1),
‖∇ρ‖k ≤ Λ( 1
c0
, |h|2,∞ + |h|3 + ‖F‖H2tan + ‖∇ · F‖H1tan)(|h|k+ 12 + ‖F‖k), k ≥ 1,
‖∂zzρ‖k−1 ≤ Λ( 1
c0
, |h|2,∞ + |h|3 + ‖F‖H2tan + ‖∇ · F‖H1tan)(|h|k+ 12 + ‖F‖k + ‖∇ · F‖k−1), k ≥ 2.
(5.3)
Proof. See Lemma 6.1 in [1]. 
Second lemma is about Navier-Stokes part, qNS .
Lemma 5.2. For elliptic equation in S,
−∇ · (E∇ρ) = 0, ρ|z=0 = f b,
we have the estimates :
‖∇ρ‖Hk ≤ Λ(
1
c0
, |h|2,∞ + |h|3 + |f b|1,∞ + |f b|5/2)(|h|k+1/2 + |f b|k+1/2). (5.4)
Proof. See Lemma 6.2 in [1]. 
Using above two lemmas, we can get estimates for qE , qNS .
Proposition 5.3. For qE, we have the estimates :
‖∇qE‖m−1 + ‖∂zzqE‖m−2 ≤ Λ( 1
c0
, |h|2,∞ + |h|3 + ‖v‖E1,∞ + ‖B‖E1,∞ + ‖v‖E3 + ‖B‖E3)
× (‖v‖Em + ‖B‖Em + |h|m− 12 ),
‖∇qE‖1,∞ + ‖∂zzqE‖L∞ ≤ Λ( 1
c0
, |h|2,∞ + |h|4 + ‖v‖E1,∞ + ‖B‖E1,∞ + ‖v‖E4 + ‖B‖E4),
‖∇qE‖2,∞ ≤ Λ( 1
c0
, |h|2,∞ + |h|5 + ‖v‖E1,∞ + ‖B‖E1,∞ + ‖v‖E5 + ‖B‖E5).
(5.5)
Proof. See Proposition 6.4 in [1]. We just suffice to add same types of norms for B. 
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Proposition 5.4. For qNS, we have the estimates for m ≤ 1 :
|∇qNS |Hm−1 ≤ εΛ( 1c0 , |h|2,∞ + |h|4 + ‖v‖E2,∞ + ‖v‖E4)(|v
b|m+ 12 + |h|m+ 12 ),
‖∇qNS‖L∞ ≤ εΛ( 1
c0
, |h|2,∞ + |h|4 + ‖v‖E2,∞ + ‖v‖E4).
(5.6)
Remark 5.5. Note that qNS can be estimated in standard sobolev space, not necessarily in conormal one.
Proof. See Proposition 6.3 in [1]. 
The following proposition will be used for Taylor sign condition.
Proposition 5.6. For T ∈ [0, T ε), we have the following estimate.ˆ T
0
|(∂z∂tqE)b|L∞ ≤
ˆ T
0
Λ(
1
c0
, |h|6 + |h|3,∞ + ‖v‖6 + ‖B‖6 + ‖∂zv‖4 + ‖∂zB‖4 + ‖v‖E2,∞ + ‖B‖E2,∞)
× (1 + ε‖∂zzv‖L∞ + λ‖∂zzB‖L∞ + ε‖∂zzv‖3 + λ‖∂zzB‖3)dτ.
(5.7)
Proof. This is a version of Proposition 6.5 in [1]. First,
△ϕqE = −∇ϕ · (v · ∇ϕv) +∇ϕ · (B · ∇ϕB), qE |z=0 = gh.
Taking ∂t,
∇ · (E∇∂tqE) = −∇ · (∂t(P (v · ∇ϕv))) +∇ · (∂t(P (B · ∇ϕB))) −∇ · (∂tE∇PE), ∂tqE |z=0 = g∂th.
We divide into qE := qi + qB so that,
∇ · (E∇∂tP i) = −∇ · (∂t(P (v · ∇ϕv))) +∇ · (∂t(P (B · ∇ϕB))) −∇ · (∂tE∇PE), ∂tP i|z=0 = 0,
∇ · (E∇∂tPB) = 0, ∂tPB|z=0 = g∂th.
Estimate for qB is exactly same as [1], and for qi, we use Lemma 6.6 in [1], where F also includes similar structure for
B. We getˆ T
0
|(∂z∂tqi)b|L∞ ≤
ˆ T
0
Λ
(
1
c0
, ‖v‖E5 + ‖v‖E2,∞ + ‖v‖6 + ‖B‖E5 + ‖B‖E2,∞ + ‖B‖6 + |h|6 + |h|3,∞
)
× (1 + ‖∂tv‖L∞ + ‖∂tv‖3 + ‖∂tB‖L∞ + ‖∂tB‖3) ds.
Estimate for ‖∂zv‖3 + ‖∂tv‖L∞ + ‖∂zB‖3 + ‖∂tB‖L∞ is gained from the two main equations of (1.4), Proposition 5.3,
Proposition 5.4, and Proposition 3.2.
‖∂zv‖3 + ‖∂tv‖L∞ + ‖∂zB‖3 + ‖∂tB‖L∞ ≤ Λ
(
1
c0
, ‖B‖E5 + ‖B‖E2,∞ + ‖v‖E5 + ‖v‖E2,∞ + |h|5 + |h|2,∞
)
× (1 + ε‖∂zzv‖L∞ + ε‖∂zzv‖3 + λ‖∂zzB‖L∞ + λ‖∂zzB‖3) .
(5.8)
Euler part qB is given by Lemma 5.3. Putting altogether, we get the result.ˆ T
0
|(∂z∂tqE)b|L∞ ≤
ˆ T
0
Λ
(
1
c0
, ‖v‖6 + ‖∂zv‖4 + ‖v‖E2,∞ + ‖B‖6 + ‖∂zB‖4 + ‖B‖E2,∞ + |h|6 + |h|3,∞
)
× (1 + ε‖∂zzv‖L∞ + ε‖∂zzv‖3 + λ‖∂zzB‖L∞ + λ‖∂zzB‖3) ds.
(5.9)

6. L2 energy estimate
Proposition 6.1. For any smooth solution of (1.14), we have the following zero-order energy estimate.
d
dt
(ˆ
S
|v|2dVt + g
ˆ
∂S
|h|2dy +
ˆ
S
|B|2dVt
)
+ 4ε
ˆ
S
|Sϕv|2dVt + 4λ
ˆ
S
|SϕB|2dVt = 0.
Proof. Multiplying v and integrating on S for Navier-Stokes, and also using boundary condition, we get
d
dt
ˆ
S
|v|2dVt + 4ε
ˆ
S
|Sϕv|2dVt −
ˆ
∂S
|v|2(ht − vb ·N)dy = 2
ˆ
∂S
(2εSϕv − qI)N · vdy + 2
ˆ
S
v · (B · ∇ϕ)BdVt.
Then using kinematic boundary condition and Continuity of stress tensor condition,
d
dt
ˆ
S
|v|2dVt + 4ε
ˆ
S
|Sϕv|2dVt = 2
ˆ
S
v · (B · ∇ϕ)BdVt − 2
ˆ
∂S
)gh(N · v)dy,
d
dt
(ˆ
S
|v|2dVt + g
ˆ
∂S
|h|2dy
)
+ 4ε
ˆ
S
|Sϕv|2dVt = 2
ˆ
S
v · (B · ∇ϕ)BdVt. (6.1)
17
Multiplying B and integrating on S for Faraday’s Law, we get
d
dt
ˆ
S
|B|2dVt + 4λ
ˆ
S
|SϕB|2dVt = 2
ˆ
S
B · (B · ∇ϕ)vdVt + 4λ
ˆ
∂S
SϕB(N · B)dVt.
Using divergence free condition, we know thatˆ
S
B · (B · ∇ϕ)vdVt =
ˆ
∂S
(B · v)(B · n)dy −
ˆ
S
v · (B · ∇ϕ)BdVt
= −
ˆ
S
v · (B · ∇ϕ)BdVt.
(6.2)
Therefore, Faraday’s law gives
d
dt
ˆ
S
|B|2dVt + 4λ
ˆ
S
|SϕB|2dVt = −2
ˆ
S
v · (B · ∇ϕ)BdVt. (6.3)
We add (6.1) and (6.3), and cancel both right hand sides to finish the proof. 
7. Higher order Energy estimate
Using the results of section 3, 4, and 5, we can make high order energy estimates. We define the Λ∞(t) which contains
all low order terms.
Λ∞(t) := Λ
(
1
c0
, ‖v(t)‖E2,∞ +
√
ε‖∂zzv(t)‖L∞ + ‖B(t)‖E2,∞ +
√
λ‖∂zzB(t)‖L∞ + ‖v(t)‖E4 + |h|4
)
. (7.1)
7.1. Navier-Stokes Equation with Lorentz force. We apply L2 energy estimate in section 6 to (4.3), (4.13), (4.22),
and (4.24), to get
d
dt
ˆ
S
|Vα|2dVt + 4ε
ˆ
S
|SϕVα|2dVt − 2
ˆ
S
(B · ∇ϕ)Bα · VαdVt
= RS +RC +RP + 2
ˆ
z=0
(2εSϕVα −QαId)n · Vαdy,
(7.2)
where RS and RC are defined as
RS := 2
ˆ
S
(εDα(Sϕv) + ε∇ϕ · (Eα(v))) · VαdVt,
RC := −2
ˆ
S
((Cα(Tv) + Cα(q)) · Vα − Cα(dv)Qα) dVt,
(7.3)
and RP is defined as
RP := 2
ˆ
S
{
(ZαB · ∇ϕ)B + Zαϕ ((∂ϕz v · ∇ϕ)v + (∂ϕz B · ∇ϕ)B) +
3∑
i=1
BiCαi (B) + Cα(TB)
}
· VαdVt. (7.4)
7.2. Faraday law. We perform similar work and get the following energy estimate using (4.3) and (4.21).
d
dt
ˆ
S
|Bα|2dVt + 4λ
ˆ
S
|SϕBα|2dVt + 2
ˆ
S
(B · ∇ϕ)Bα · VαdVt
= 2
ˆ
S
{(ZαB · ∇ϕ)v + Zαϕ ((∂ϕz v · ∇ϕ)B + (∂ϕz B · ∇ϕ)v)
− Cα(TF ) +
3∑
i=1
viCαi (B) + Cα(TI) + εDα(SϕB) + ε∇ϕ · (Eα(B))} · BαdVt
= 4λ
ˆ
∂S
(SϕBα)n · Bαdy +RSB +RCB +RPB = RSB +RCB +RPB ,
(7.5)
where
RSB := 2
ˆ
S
{εDα(SϕB) + ε∇ϕ · (Eα(B))} · BαdVt
RCB := −2
ˆ
S
Cα(TF ) · BαdVt
RPB := 2
ˆ
S
{
(ZαB · ∇ϕ)v + Zαϕ ((∂ϕz v · ∇ϕ)B + (∂ϕz B · ∇ϕ)v) +
3∑
i=1
viCαi (B) + Cα(TI)
}
· BαdVt.
(7.6)
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7.3. More commutator estimates. We need to know the estimates of RS , RC , RP , RSB , RCB , and RPB , those are
defined in (7.3), (7.4), and (7.6). All the estimates come from Propositions in section 3 and Lemma 4.1.
1) Estimate of RS . For RS , using (7.3) and (4.10),
‖RS‖ ≤ ε Λ∞(t)
{‖∇Vα‖(‖Vα‖+ ‖∂zv‖m−1 + |h|m+ 12 )
+ (‖v‖2Em + |h|2m+ 12 ) + ‖∂zzv‖L∞(|h|
2
m + ‖Vα‖2)
}
,
(7.7)
where Λ∞(t) is defined in (7.1).
2) Estimate of RC . We use (4.6), (4.8), (4.4), and Proposition 5.3 to get,
‖Cα(qE)‖‖Vm‖ ≤ Λ∞(t) (‖v‖Em + ‖B‖Em + |h|m) ‖Vm‖.
So, we get
‖RC‖ ≤ Λ∞(t)
(
‖v‖Em + ‖B‖Em + |h|m + ε|h|m+ 12 + ε|v
b|m+ 12
)
‖Vm‖
≤ Λ∞(t)
(
ε‖∇Vm‖‖Vm‖+ ‖v‖2Em + ‖B‖2Em + ‖Vm‖2 + |h|2m + ε|h|2m+ 12
)
.
(7.8)
3) Estimate of RP . We know that
‖Cαi (B)‖ ≤ Λ
(
1
c0
, |h|2,∞ + ‖∇B‖1,∞
)(
‖∇B‖m−1 + |h|m− 12
)
,
from Lemma 4.1. For Cα(TB), using Proposition 3.1,
Cα(TB) =
3∑
i=1
[Zα, Bi, ∂
ϕ
i B] ≤ Λ
(
1
c0
, ‖B‖1,∞ + ‖∂ϕi B‖1,∞
)
(‖B‖m−1 + ‖∂ϕi B‖m−1)
≤ Λ
(
1
c0
, ‖B‖E2,∞ + |h|2,∞
)
(‖B‖Em + |h|m) .
Hence, we get
‖RP ‖ ≤ Λ
(
1
c0
, ‖v‖E1,∞ + ‖B‖E2,∞ + |h|2,∞
)
(‖Vm‖+ ‖B‖Em + |h|m) . (7.9)
4) Estimate of
´
z=0(2εS
ϕVα −QαId)n · Vαdy.
ˆ
z=0
(2εSϕVα −QαId)n · Vαdy =
ˆ
∂S
(−gZαh+ ∂ϕz qZαh)N · Vα︸ ︷︷ ︸
(B)
− 2
ˆ
∂S
(2εSϕv − (q − gh)I)ZαN · Vα︸ ︷︷ ︸
(A)
+RB,
(7.10)
where
RB :=
ˆ
∂S
(Cα(∂)− 2εZαh∂ϕz (Sϕv)N ) · Vα, (7.11)
and is estimated by
|RB | ≤ ε‖∇Vm‖‖Vm‖+ Λ∞(t)‖∂zv‖m−1|h|m
+ Λ∞(t)(1 + |(∂z∂tqE)b|L∞)(|h|2m + ε|h|2m+ 12 + ‖V
m‖), (7.12)
by (4.24) and (4.25). (A) can be estimated by
|(A)| ≤
∣∣∣ˆ
z=0
(
2εSϕv − qNSI)ZαN · Vα dy∣∣∣
≤ |Zα∇yh|− 12 |
(
2εSϕv − qNSI)(Vα)b| 1
2
≤ εΛ∞(t)|h|m+ 12 |(V
α)b| 1
2
.
(7.13)
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Meanwhile, for (B),
(B) :=
ˆ
∂S
(− gZαh+ ∂ϕz q Zαh)N · Vα
=
ˆ
z=0
(− gZαh+ ∂ϕz qE Zαh)N · Vα dy + ˆ
z=0
∂ϕz q
NSZαhVα ·N
≤
ˆ
∂S
(− gZαh+ ∂ϕz qE Zαh)∂tZαh
−
ˆ
∂S
(− gZαh+ ∂ϕz qE Zαh)vb · (Zα∇yh− Cα(h)) dy + Λ∞(t)ε|h|m|(Vα)b|
≤
ˆ
∂S
(− gZαh+ ∂ϕz qE Zαh)∂tZαh+ Λ∞(t)(|h|m + ‖v‖Em)|h|m + Λ∞(t)ε|h|m|(Vα)b|
= −1
2
d
dt
ˆ
∂S
(g − ∂ϕz qE)|Zαh|2 −
ˆ
∂S
∂t
(
∂ϕz q
E
)|Zαh|2 + Λ∞(t)(|h|m + ‖v‖Em)|h|m + Λ∞(t)ε|h|m|(Vα)b|,
(7.14)
where we used Proposition 5.4, (4.22), and (4.23). Therefore, using (7.10), (7.21), (7.13), and (7.14), we can write this
term as
2
ˆ
z=0
(2εSϕVα −QαId)n · Vαdy = −1
2
d
dt
ˆ
∂S
(g − ∂ϕz qE)|Zαh|2 + R˜B, (7.15)
with estimate,
|R˜B | ≤ Λ∞(t)
{
ε
(
1 + ‖∂zzv‖L∞
)|h|m + ε|vb|m)|(V α)b|+ ε|h|m+ 12 |(Vα)b| 12
+ (1 + |(∂z∂tqE)b|L∞)|h|2m + ‖v‖Em |h|m
}
,
(7.16)
where we used Proposition 5.4.
5) Estimate of RSB . We use (4.10). We suffice to replace v in (7.7) into B.
‖RSB‖ ≤ εΛ∞(t)
{
‖∇Bα‖(‖Bα‖+ ‖∂zB‖m−1 + |h|m+ 12 )
+ (‖B‖2Em + |h|2m+ 12 ) + ‖∂zzB‖L∞(|h|
2
m + ‖Bα‖2)
}
.
(7.17)
6) Estimate of RCB . Simply we get,
‖RCB‖ ≤ Λ∞(t)(‖B‖m + ‖∂zB‖m−1 + |h|m)‖Bα‖. (7.18)
7) Estimate of RPB . This can be estimated similar as RP ,
‖RPB‖ ≤ Λ
(
1
c0
, ‖v‖E1,∞ + ‖B‖E2,∞ + |h|2,∞
)
(‖Bm‖+ ‖B‖Em + |h|m) . (7.19)
7.4. Energy estimate for Navier-Stokes Equation with Lorentz Force. Using (7.2) and (7.15),
d
dt
1
2
(ˆ
S
|Vα|2dVt +
ˆ
∂S
(g − ∂ϕz qE)|Zαh|2dy
)
+ 4ε
ˆ
S
|SϕVα|2dVt − 2
ˆ
S
(B · ∇ϕ)Bα · VαdVt
= RS +RC +RP + R˜B,
(7.20)
where estimates for four terms on the RHS are given by (7.7), (7.8), (7.9), and (7.16). High order regularity of h requires
positivity of g − ∂ϕz qE , which is known as Rayleigh-Taylor sign condition. Therefore, if we assume,
∂zϕ ≥ c0, |h|2,∞ ≤ 1
c0
, g − (∂ϕz qE)|z=0 ≥
c0
2
, ∀t ∈ [0, T ε], (7.21)
we get
‖Vm(t)‖2 + |h(t)|2m + 4ε
ˆ
S
‖SϕVm‖2dVt −
∑
∀α
2
ˆ t
0
ˆ
S
(B · ∇ϕ)Bα · VαdVtds
≤ Λ0
(‖Vm(0)‖2 + |h(0)|2m)+ ˆ t
0
εΛ∞(s)‖∇Vm‖
(
‖Vm‖+ ‖v‖Em + |h|m + |h|m+ 12
)
ds
+
ˆ t
0
Λ∞(s)
(
1 + |(∂z∂tqE)b|L∞
) (‖Vm‖2 + ‖v‖2Em + ‖B‖2Em + |h|2m + ε|h|2m+ 12
)
ds,
where
‖Vm(t)‖2 :=
∑
|α|≤m
‖Vα(t)‖2, ‖SϕVm(t)‖2 :=
∑
|α|≤m
‖SϕVα(t)‖2.
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Using Young’s inequality, Proposition 3.6, and Proposition 3.9, we get the following proposition.
Proposition 7.1. Under the assumption of (7.21), we have the following estimate.
‖Vm(t)‖2 + |h(t)|2m + ε|h(t)|2m+ 12 + ε
ˆ t
0
‖∇Vm‖2ds−
∑
∀α
2
ˆ t
0
ˆ
S
(B · ∇ϕ)Bα · VαdVtds
≤ Λ0
(
‖Vm(0)‖2 + |h(0)|2m + ε|h(0)|2m+ 12
)
+
ˆ t
0
Λ∞(s)
(
1 + |(∂z∂tqE)b|L∞
) (‖Vm‖2 + ‖B‖2m + |h|2m + ε|h|2m+ 12
)
ds
+
ˆ t
0
Λ∞(s)
(‖∂zv‖2m−1 + ‖∂zB‖2m−1) ds.
(7.22)
Note that ‖v‖Em and ‖B‖Em are absorbed into ‖Vm‖, ‖∂zv‖m−1, ‖Bm‖, and ‖∂zB‖m−1 by definition.
7.5. Energy estimate for Faraday Law. Using (7.5),
d
dt
ˆ
S
|Bα|2dVt + 4λ
ˆ
S
|SϕBα|2dVt + 2
ˆ
S
(B · ∇ϕ)Bα · VαdVt = RSB +RCB +RPB .
Using estimates (7.17), (7.18), and (7.19), we get,
‖Bm‖2 + 4λ
ˆ t
0
ˆ
S
|SϕBm|2dVtds+
∑
∀α
2
ˆ t
0
ˆ
S
(B · ∇ϕ)Bα · VαdVtds
≤ Λ0
(‖Bm‖2)+ ˆ t
0
εΛ∞(s)‖∇Bm‖
(
‖Bm‖+ ‖B‖Em + |h|m + |h|m+ 12
)
ds
+
ˆ t
0
Λ∞(s)
(
‖Bm‖2 + ‖v‖2m + ‖B‖2Em + |h|2m + ε|h|2m+ 12
)
ds.
There is no ∂z∂tq
E part here since it come from R˜B which come from (7.17). Again, using Young’s inequality, Proposition
3.6, and Proposition 3.9, we get the following proposition.
Proposition 7.2. Under the assumption of
∂zϕ ≥ c0, |h|2,∞ ≤ 1
c0
, ∀t ∈ [0, T ε],
we have
‖Bm‖2 + λ
ˆ t
0
‖∇Bm‖2ds+
∑
∀α
2
ˆ t
0
ˆ
S
(B · ∇ϕ)Bα · VαdVtds
≤ Λ0
(‖Bm(0)‖2)+ ˆ t
0
Λ∞(s)
(
‖Bm‖2 + ‖v‖2m + |h|2m + ε|h|2m+ 12
)
ds+
ˆ t
0
Λ∞(s)(‖∂zB‖2m−1)ds.
(7.23)
From two main estimates (7.22) and (7.23), then we see that we should estimate some terms in Λ∞ (such as ‖∂zv‖k,∞)
and ‖∂zv‖2m−1+ ‖∂zB‖2m−1. Note that we should use Proposition 5.6 to estimate |(∂z∂tqE)b|L∞ on the right hand side.
8. Normal estimate
From Propositions 7.1 and 7.2, we should estimate ‖∂zv‖m−1 and ‖∂zB‖m−1, because they are not controlled by
‖v‖m and ‖B‖m. First, the following Lemma 8.1 is true for both v and B.
Lemma 8.1. For every integer m ≥ 1, normal part of ∂zv, ∂zB can be estimated as follow.
‖∂zv · n‖m−1 ≤ Λ
(
1
c0
, ‖∇v‖L∞
)(
‖Vm‖+ |h|m− 12
)
,
‖∂zB · n‖m−1 ≤ Λ
(
1
c0
, ‖∇B‖L∞
)(
‖Bm‖+ |h|m− 12
)
.
Proof. This is derived easily from divergence free condition of v and B. See [1]. 
Lemma 8.2. For every integer k ≥ 0, when we define,
Svn := ΠS
ϕvn, SBn := ΠS
ϕBn, Π := I − n⊗ n.
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Then we get
‖∂zv‖k ≤ Λ
(
1
c0
, ‖∇v‖L∞
)(
‖Svn‖k + |h|k+ 12 + ‖v‖k+1
)
,
‖∂zzv‖k ≤ Λ
(
1
c0
, ‖v‖E2,∞
)(
‖∇Svn‖k + |h|k+ 32 + ‖v‖k+2
)
.
(8.1)
This is exactly same as B, because these come from definition and divergence free condition.
‖∂zB‖k ≤ Λ
(
1
c0
, ‖∇B‖L∞
)(
‖SBn ‖k + |h|k+ 12 + ‖B‖k+1
)
,
‖∂zzB‖k ≤ Λ
(
1
c0
, ‖B‖E2,∞
)(
‖∇SBn ‖k + |h|k+ 32 + ‖B‖k+2
)
.
(8.2)
Proof. We suffice to use definition (1.13), divergence free condition of v and B, and Lemma 8.1. See [1]. 
From this lemma, we estimate Svn, ∇Svn, SBn , and ∇SBn , instead of ∂zv, ∂zzv, ∂zB, ∂zzB. So we make equations of
Svn and S
B
n , and estimate them.
Proposition 8.3. We have the following estimate.
‖Svn‖2m−2 + 2ε
ˆ T
0
‖∇ϕSvn‖2m−2ds− 2
ˆ T
0
ˆ
S
ZαSvn · (B · ∇ϕ)ZαSBn dVtds
≤ Λ0‖Svn(0)‖2m−2 +
ˆ T
0
Λ∞(s)
(
‖v‖Em + ‖B‖Em + |h|m− 12 +
√
ε|h|m+ 12
)(
‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m− 12
)
ds
+ 2ε
ˆ T
0
|vb|m+ 12 ‖S
v
n‖m−2ds+ Λ0ε
ˆ T
0
‖∇Svn‖2m−3ds.
(8.3)
Note that from |h|m− 12 , we cannot gain m− 1 order estimate. m− 2 is optimal regularity for Svn.
Proof. We apply ∇ϕ to the system (1.14) to get,
∂ϕt ∇ϕv + (v · ∇ϕ)∇ϕv + (∇ϕv)2 − (B · ∇ϕ)∇ϕB − (∇ϕB)2 + (Dϕ)2q − ε△ϕ∇ϕv = 0.
We take symmetric part, then we get (Dϕ is symmetric part.)
∂ϕt S
ϕv + (v · ∇ϕ)Sϕv + 1
2
(
(∇ϕv)2 + ((∇ϕv)T )2)
− (B · ∇ϕ)SϕB − 1
2
(
(∇ϕB)2 + ((∇ϕB)T )2)+ (Dϕ)2q − ε△ϕ(Sϕv) = 0.
Applying ·n and tangential projection operator Π, we get
∂ϕt S
v
n + (v · ∇ϕ)Svn − (B · ∇ϕ)SBn − ε△ϕ(Svn) = FS , (8.4)
where FS := F
1
S + F
2
S + F
3
S ,
F 1S := −
1
2
Π
(
(∇ϕv)2 + ((∇ϕv)T )2)n+ (∂tΠ+ v · ∇ϕΠ)Sϕvn+ΠSϕv(∂tn+ v · ∇ϕn),
F 2S := −2ε∂ϕi Π∂ϕi (Sϕvn)− 2εΠ(∂ϕi (Sϕv)∂ϕi n)− ε(△ϕΠ)Sϕvn− εΠSϕv△ϕn−Π((Dϕ)2q)n,
F 3S :=
1
2
Π
(
(∇ϕB)2 + ((∇ϕB)T )2)n− (B · ∇ϕΠ)SϕBn−ΠSϕB(B · ∇ϕn).
Note that,
(∂ϕt S
ϕv)n := ∂ϕt (S
ϕvn)− Sϕv∂tn,
Π(∂ϕt S
ϕv)n := Π(∂ϕt (S
ϕvn)− Sϕv∂tn)
= Π∂ϕt (S
ϕvn)−Π(Sϕv∂tn) = ∂ϕt (ΠSϕvn)− (∂tΠ)Sϕn−Π(Sϕv∂tn)
= ∂ϕt (S
v
n)− (∂tΠ)Sϕn−ΠSϕv∂tn.
We can easily estimate F 1S , F
2
S , and F
3
S .
‖F 1S‖m−2 ≤ Λ∞(t)
(
‖Svn‖m−2 + |h|m− 12 + ‖v‖m−1
)
,
‖F 2S‖m−2 ≤ Λ∞(t)ε
(
‖∇ϕSvn‖m−2 + |h|m+ 12 + |v
b|m+ 12
)
+ Λ∞(t)
(
‖v‖Em + |h|m− 12
)
,
‖F 3S‖m−2 ≤ Λ∞(t)
(
‖SBn ‖m−2 + |h|m− 12 + ‖B‖m−1
)
.
(8.5)
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Remark 8.4. In above three estimates, the order of v and h give critical optimal criteria. For h,
F 1S ∼ ∇n ∼ ∇∇ϕ ∼ |h|m−2+2− 12 ∼ |h|m− 12 ,
F 2S ∼ ε△Π ∼ ε△∇ϕ ∼ ε|ϕ|m−2+3 ∼ ε|h|m+ 12 .
We already got full regularity of h, so cannot raise its order. F 3S is similar as F
1
S . For v,
F 1S ∼ ‖v‖m−1, ‖Svn‖m−2,
F 2S ∼ Λ∞(t)‖∇qE‖Em−1 ∼ ‖v‖Em .
Regularity of v in F 2S is also maximal, although we cannot try (m− 1) order. F 3S is similar.
Note that from boundary compatibility condition, we have,
Svn|z=0 = 0. (8.6)
Therefore, from revised basic L2 energy estimate, Proposition 6.1,
1
2
d
dt
ˆ
S
|Svn|2dVt + ε
ˆ
S
|∇ϕSvn|2dVt =
ˆ
S
FS · SvndVt +
ˆ
S
Svn · (B · ∇ϕ)SBn dVt. (8.7)
Applying Zα to (8.4), we get
∂ϕt Z
αSvn + (v · ∇ϕ)ZαSvn − (B · ∇ϕ)ZαSBn − ε△ϕZα(Svn) = Zα(FS) + CS,
where
CS := C1S + C2S + C3S,
with
C1S := [Zαvy] · ∇ySvn + [Zα, Vz]∂zSvn := C1Sy + C1Sz ,
C2S := ε[Zα,△ϕ]Svn,
C3S := −[ZαBy] · ∇ySBn + [Zα,
B ·N
∂zϕ
]∂zS
B
n := C3Sy + C3Sz .
High order estimate becomes,
1
2
d
dt
ˆ
S
|ZαSvn|2dVt + ε
ˆ
S
|Zα∇ϕSvn|2dVt =
ˆ
S
(Zα(FS) + CS) · ZαSvndVt +
ˆ
S
ZαSvn · (B · ∇ϕ)ZαSBn dVt.
Note that ZαSvn|z=0 = 0 by (8.6) and definition Z3 := z1−z∂z and hence, boundary integration vanishes. The last term
will be canceled with similar term from faraday’s Law. Estimates of C1S and C2S are given in [1], using some variants of
Hardy’s inequality (Lemma 8.4 in [1]), which is valid only when function is zero at z = 0. It is important that we have
such condition of Svn, from continuity of stress tensor boundary condition, i.e. fifth equation in (1.14).
‖C1S‖ ≤ Λ∞(t)(‖Svn‖m−2 + ‖v‖Em−1 + |h|m− 12 ),∣∣∣∣
ˆ
S
C2S · ZαSvndVt
∣∣∣∣ ≤ Λ0(ε1/2‖∇ZαSvn‖+ ‖Sn‖m−2)
×
(
ε1/2‖∇Svn‖m−3 + ‖Sn‖m−2 + Λ∞(t)(|h|m− 32 + ε
1/2|h|m− 12 )
)
.
Differences to [1] are ˆ
S
Zα(F 3S) · ZαSvndVt, and
ˆ
S
C3S · ZαSvndVt.
Since structures of F 3S , C3S are nearly similar to F 1S , C1S , we get similar results, by replacing v into B. Hence, when
|α| = m− 2,
1
2
d
dt
ˆ
S
|ZαSvn|2dVt + ε
ˆ
S
|Zα∇ϕSvn|2dVt ≤
ˆ
S
ZαSvn · (B · ∇ϕ)ZαSBn dVt
+ Λ∞(t)
(
‖v‖Em + ‖B‖Em + |h|m− 12 +
√
ε|h|m+ 12
)(
‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m− 12
)
+ ε|vb|m+ 12 ‖S
v
n‖m−2 + Λ0ε‖∇Svn‖2m−3.
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This implies,
‖Svn‖2m−2 + 2ε
ˆ T
0
‖∇ϕSvn‖2m−2ds− 2
ˆ T
0
ˆ
S
ZαSvn · (B · ∇ϕ)ZαSBn dVtds
≤ Λ0‖Svn(0)‖2m−2 +
ˆ T
0
Λ∞(s)
(
‖v‖Em + ‖B‖Em + |h|m− 12 +
√
ε|h|m+ 12
)(
‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m− 12
)
ds
+ 2ε
ˆ T
0
|vb|m+ 12 ‖S
v
n‖m−2ds+ Λ0ε
ˆ T
0
‖∇Svn‖2m−3ds.

We perform similar estimate for Faraday’s law.
Proposition 8.5. We have the estimate.
‖SBn ‖2m−2 + 2λ
ˆ T
0
‖∇ϕSBn ‖2m−2ds+ 2
ˆ T
0
ˆ
S
ZαSvn · (B · ∇ϕ)ZαSBn dVtds
≤ Λ0‖SBn (0)‖2m−2 +
ˆ T
0
Λ∞(s)
(
‖v‖Em + ‖B‖Em + |h|m− 12 +
√
λ|h|m+ 12
)(
‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m− 12
)
ds
+ Λ0λ
ˆ T
0
‖∇Svn‖2m−3ds.
(8.8)
Proof. Applying ∇ϕ to the equation, we get
∂ϕt ∇ϕB + (v · ∇ϕ)∇ϕB + (∇ϕB)(∇ϕv)− (B · ∇ϕ)∇ϕv − (∇ϕv)(∇ϕB)− λ△ϕ∇ϕB = 0.
We take transpose to get
∂ϕt S
ϕB + (v · ∇ϕ)SϕB − (B · ∇ϕ)Sϕv − λ△ϕ(SϕB)
+
1
2
(
(∇ϕB)(∇ϕv)− (∇ϕv)(∇ϕB) + (∇ϕv)T (∇ϕB)T − (∇ϕB)T (∇ϕv)T ) = 0.
Applying n and Π, we get
∂ϕt S
B
n + (v · ∇ϕ)SvB − (B · ∇ϕ)Svn − λ△ϕ(SBn ) = ES ,
where ES = E
1
S + E
2
S + E
3
S and
E1S := (∂tΠ+ v · ∇ϕΠ)SϕBn+ΠSϕB(∂tn+ v · ∇ϕn)
− 1
2
(
(∇ϕB)(∇ϕv)− (∇ϕv)(∇ϕB) + (∇ϕv)T (∇ϕB)T − (∇ϕB)T (∇ϕv)T ) = 0,
E2S := −2λ∂ϕi Π∂ϕi (SϕBn)− 2λΠ(∂ϕi (SϕB)∂ϕi n)− λ(△ϕΠ)SϕBn− λΠSϕB△ϕn,
E3S := −(B · ∇ϕΠ)Sϕvn−ΠSϕv(B · ∇ϕn).
(8.9)
We estimate E1S , E
2
S , and E
3
S .
‖E1S‖m−2 ≤ Λ∞(t)
(
|h|m− 12 + ‖S
v
n‖m−2 + ‖SBn ‖m−2 + ‖B‖m−1 + ‖v‖m−2
)
,
‖E2S‖m−2 ≤ Λ∞(t)λ
(
‖∇ϕSBn ‖m−2 + |h|m+ 12
)
,
‖E3S‖m−2 ≤ Λ∞(t)
(
|h|m− 12 + ‖S
v
n‖m−2 + ‖B‖m−2 + ‖v‖m−1
)
.
(8.10)
Since B is uniformly zero in R3\S, we have boundary condition
SBn |z=0 = 0. (8.11)
And therefore ZαSBn = 0 holds similar as S
v
n case. It is easy to get L
2 estimate
1
2
d
dt
ˆ
S
|SBn |2dVt + λ
ˆ
S
|∇ϕSBn |2dVt =
ˆ
S
ES · SvNdVt +
ˆ
S
SBn · (B · ∇ϕ)SvndVt. (8.12)
Applying Zα, we get
∂ϕt Z
αSBn + (v · ∇ϕ)ZαSBn − (B · ∇ϕ)ZαSvn − λ△ϕZα(SBn ) = Zα(ES) + C¯S ,
where
C¯S := C¯1S + C¯2S + C¯3S,
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with
C¯1S := [Zαvy] · ∇ySBn + [Zα, Vz ]∂zSBn := C¯1Sy + C¯1Sz ,
C¯2S := λ[Zα,△ϕ]SBn ,
C¯3S := −[ZαBy] · ∇ySvn + [Zα,
B ·N
∂zϕ
]∂zS
v
n := C¯3Sy + C¯3Sz .
(8.13)
High order estimate becomes,
1
2
d
dt
ˆ
S
|ZαSBn |2dVt + λ
ˆ
S
|Zα∇ϕSBn |2dVt =
ˆ
S
(Zα(ES) + C¯S) · ZαSBn dVt +
ˆ
S
ZαSBn · (B · ∇ϕ)ZαSvndVt.
Estimates of these terms are similar, so when α = m− 2, we get
1
2
d
dt
ˆ
S
|ZαSBn |2dVt + λ
ˆ
S
|Zα∇ϕSBn |2dVt ≤
ˆ
S
ZαSBn · (B · ∇ϕ)ZαSvndVt
+ Λ∞(t)
(
‖v‖Em + ‖B‖Em + |h|m− 12 +
√
λ|h|m+ 12
)(
‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m− 12
)
+ Λ0λ‖∇SBn ‖2m−3.
(Comparing with previous Proposition 8.3, λ|vb|m+ 12 ‖SBn ‖m−2 does not appear, since it comes from pressure estimate
qNS . However, there is no pressure term in Faraday’s law.)
‖SBn ‖2m−2 + 2λ
ˆ T
0
‖∇ϕSBn ‖2m−2ds− 2
ˆ T
0
ˆ
S
ZαSBn · (B · ∇ϕ)ZαSvndVtds
≤ Λ0‖SBn (0)‖2m−2 +
ˆ T
0
Λ∞(s)
(
‖v‖Em + ‖B‖Em + |h|m− 12 +
√
λ|h|m+ 12
)(
‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m− 12
)
ds
+ Λ0λ
ˆ T
0
‖∇Svn‖2m−3ds.
To make cancellation with previous proposition, we calculate
ˆ
S
f · (B · ∇ϕ)gdVt =
ˆ
∂S
f · g(B · n)−
ˆ
S
∇ϕ ·B(f · g)−
ˆ
S
g · (B · ∇ϕ)f = −
ˆ
S
g · (B · ∇ϕ)f.
Hence,
‖SBn ‖2m−2 + 2λ
ˆ T
0
‖∇ϕSBn ‖2m−2ds+ 2
ˆ T
0
ˆ
S
ZαSvn · (B · ∇ϕ)ZαSBn dVtds
≤ Λ0‖SBn (0)‖2m−2 +
ˆ T
0
Λ∞(s)
(
‖v‖Em + ‖B‖Em + |h|m− 12 +
√
λ|h|m+ 12
)(
‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m− 12
)
ds
+ Λ0λ
ˆ T
0
‖∇Svn‖2m−3ds.

Now we add two Proposition 8.3 and 8.5 to cancel the last terms on the LHS. And then we use induction for
ε
´ T
0
‖∇Svn‖2m−3ds, λ
´ T
0
‖∇Svn‖2m−3ds.
Proposition 8.6. We have the following estimate.
‖Svn‖2m−2 + ‖SBn ‖2m−2 + 2ε
ˆ T
0
‖∇ϕSvn‖2m−2ds+ 2λ
ˆ T
0
‖∇ϕSBn ‖2m−2ds
≤ Λ0
(‖Svn(0)‖2m−2 + ‖SBn (0)‖2m−2)
+
ˆ T
0
Λ∞(s)
(
‖Vm‖2 + ‖Bm‖2 + ‖Svn‖2m−2 + ‖SBn ‖2m−2 + |h|2m + ε|h|2m+ 12
)
+
ˆ T
0
Λ∞(s)
(‖∂zv‖2m−1 + ‖∂zB‖2m−1)+ ε ˆ T
0
‖∇Vm‖2.
(8.14)
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Proof. We sum Proposition 8.3 and 8.5 to get
‖Svn‖2m−2 + ‖SBn ‖2m−2 + 2ε
ˆ T
0
‖∇ϕSvn‖2m−2ds+ 2λ
ˆ T
0
‖∇ϕSBn ‖2m−2ds
≤ Λ0
(‖Svn(0)‖2m−2 + ‖SBn (0)‖2m−2)
+
ˆ T
0
Λ∞(s)
(
‖v‖Em + ‖B‖Em + |h|m− 12 +
√
ε|h|m+ 12
)(
‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m− 12
)
ds
+ 2ε
ˆ T
0
|vb|m+ 12 ‖S
v
n‖m−2ds+ Λ0
(
ε
ˆ T
0
‖∇Svn‖2m−3ds+ λ
ˆ T
0
‖∇SBn ‖2m−3ds
)
.
Using trace estimate Proposition 3.2, we have,
|vb|m+ 12 ≤ ‖∇V
m‖+ ‖V‖m + Λ∞(t)|h|m+ 12 ,
and therefore,
ε
ˆ T
0
|vb|m+ 12 ‖S
v
n‖m−2 ≤ ε
ˆ T
0
‖∇Vm‖2 +
ˆ T
0
Λ∞(s)
(
‖Vm‖2 + ‖Svn‖2m−2 + ε|h|2m+ 12
)
.
We can replace ‖∇ϕSvn‖k by ‖∇Svn‖k, and use induction for
(
ε
´ T
0
‖∇Svn‖2m−3ds+ λ
´ T
0
‖∇SBn ‖2m−3ds
)
to finish proof.

9. L∞ type estimate
From this section, we set ε = λ. We estimate all L∞ type terms in Λ∞(t). First we state basic properties of
Proposition 9.1 in [1].
Proposition 9.1. We have the following estimates.
|h|k,∞ +
√
ε|h|k+1,∞ . |h|2+k +
√
ε|h|2+k+ 12 , k ∈ N,
‖v(t)‖2,∞ ≤ Λ
( 1
c0
, |h|4,∞ + ‖V4‖+ ‖Svn‖3
)
,
‖∂zv‖1,∞ ≤ Λ0
(‖Svn‖1,∞ + ‖v‖2,∞),√
ε‖∂zzv‖∞ ≤ Λ0
(√
ε‖∂zSvn‖∞ + ‖Svn‖1,∞ + ‖v‖2,∞
)
,
(9.1)
and estimate Note that last three inequalities hold for B version because they come from Proposition 3.2, structure of
Vα,Bα, interpolation, and Young’s inequality.
Inspired by above proposition, we define the following quantity.
Qm(t) := |h|2m + ε|h|2m+ 12 + ‖V
m‖2 + ‖Bm‖2 + ‖Svn‖2m−2 + ‖Svn‖21,∞ + ε‖∂zSvn‖2L∞
+ ‖SBn ‖2m−2 + ‖SBn ‖21,∞ + ε‖∂zSBn ‖2L∞.
From Proposition 7.2, we know that we should estimate ‖∂zv‖m−1, ‖∂zB‖m−1. But we have only m−2 order estimate
in section 8. We will get ‖∂zv‖m−1, ‖∂zB‖m−1 at section 10. In this section, we control some L∞ type terms here and
‖Svn‖m−2, ‖SBn ‖m−2 would be sufficient to estimate them, for sufficiently large m. First we state a corollary which
resembles corollary 9.3 in [1]. These terms come from L∞ type terms in Λ∞(t).
Corollary 9.2. When m ≥ 6, for each time t,
‖v‖2,∞ + ‖∂zv‖1,∞ +
√
ε‖∂zzv‖L∞ + ‖B‖2,∞ + ‖∂zB‖1,∞ +
√
ε‖∂zzB‖L∞ + |h|4,∞ ≤ Λ
(
1
c0
,Qm
)
. (9.2)
Therefore, by above Corollay 9.2, we get
Λm,∞(t) := Λ(
1
c0
, ‖v‖m + ‖∂zv‖m−2 + ‖B‖m + ‖∂zB‖m−2 + |h|m +
√
ε|h|m+ 12 + |h|4,∞
+ ‖v‖E2,∞ +
√
ε‖∂zzv‖L∞ + ‖B‖E2,∞ +
√
ε‖∂zzB‖L∞) ≤ Λ
(
1
c0
,Qm
)
, m ≥ 6.
(9.3)
Hence we control Qm instead of Λm,∞. Now we start with estimates of ‖Svn‖1,∞ and ‖SBn ‖1,∞.
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9.1. Zero order estimate. First we note that zero-order estimate is just come from maximal principle of transport
equation, estimate (9.13), but we should be careful that we treat the term from Lorentz force. From (8.4),
∂ϕt S
v
n + (v · ∇ϕ)Svn − (B · ∇ϕ)SBn − ε△ϕ(Svn) = FS ,
and therefore we get,
‖Svn(t)‖L∞ ≤ ‖Svn(0)‖L∞ +
ˆ t
0
(‖FS‖L∞ + ‖(B · ∇)SBn ‖L∞) .
Main problem is that ‖∇SBn ‖L∞ is not controlled by Λm,∞. In fact, we need ‖∂zzB‖L∞ to control this. This is same
for Faraday law. From the equation of SBn ,
∂ϕt S
B
n + (v · ∇ϕ)SvB − (B · ∇ϕ)Svn − ε△ϕ(SBn ) = ES
and we get
‖SBn (t)‖L∞ ≤ ‖SBn (0)‖L∞ +
ˆ t
0
(‖ES‖L∞ + ‖(B · ∇)Svn‖L∞) .
We also need ‖∂zzv‖L∞ to control ‖(B · ∇)Svn‖L∞. Instead of attacking Svn and SBn separately, we treat these terms by
adding and subtracting two equations,
∂ϕt (S
v
n + S
B
n ) + ((v −B) · ∇ϕ)(Svn + SBn )− ε△ϕ(Svn + SBn ) = FS + ES
∂ϕt (S
v
n − SBn ) + ((v +B) · ∇ϕ)(Svn − SBn )− ε△ϕ(Svn − SBn ) = FS − ES .
(9.4)
Using maximal principle for (9.4), we get
‖(Svn + SBn )(t)‖L∞ ≤ ‖(Svn + SBn )(0)‖L∞ +
ˆ t
0
‖FS + ES‖L∞ , (9.5)
where ˆ t
0
‖FS‖L∞ ≤ ε
ˆ t
0
‖SϕVm‖2 + (1 + ε)
ˆ t
0
Λm,∞(s),
ˆ t
0
‖ES‖L∞ ≤
ˆ t
0
Λm,∞(s).
This result is nearly same for (Svn − SBn ) case. Therefore,
‖(Svn + SBn )(t)‖L∞ . ‖Svn(0)‖L∞ + ‖SBn (0)‖L∞ + ε
ˆ t
0
‖SϕVm‖2 + (1 + ε)
ˆ t
0
Λm,∞, (9.6)
‖(Svn − SBn )(t)‖L∞ ≤ ‖Svn(0)‖L∞ + ‖SBn (0)‖L∞ + ε
ˆ t
0
‖SϕVm‖2 + (1 + ε)
ˆ t
0
Λm,∞. (9.7)
By (9.6) and (9.7),
‖Svn(t)‖L∞ , ‖SBn (t)‖L∞ ≤ ‖Svn(0)‖L∞ + ‖SBn (0)‖L∞ + ε
ˆ t
0
‖SϕVm‖2 + (1 + ε)
ˆ t
0
Λm,∞. (9.8)
9.2. First order estimate. To estimate first order terms, we divide thin layer near the boundary of S, then we can
apply sobolev embedding to lower part, since it loose essential information for conormal norms. Main part is L∞ es-
timate for ‖χZSvn‖L∞ , where χ is zero away from thin layer near the boundary. Here, we know that direct maximal
principle of transport equation is not good way because of commutators between Z and △ϕ.
Let us define transformation Ψ,
Ψ(t, ·) : S = R2 × (−∞, 0)→ Ω(t), (9.9)
x = (y, z) 7→
(
y
h(t, y)
)
+ znb(t, y),
where nb is unit normal at the boundary, i.e. (−∇yh, 1)/|N|. To ensure that this is diffeomorphism near the boundary,
we check
DΨ(t, ·) =

 1 0 −∂1h0 1 −∂2h
∂1h ∂2h 1

+

−z∂11h −z∂12h 0−z∂21h −z∂22h 0
0 0 1

 .
This is diffeomorphism near the boundary since norm of second matrix is controlled by |h|2,∞. So, we restrict Ψ(t, ·) on
R
2 × (−δ, 0) so that it is diffeomorphism. (Note that δ depends on c0. Function χ is gained by χ(z) = κ( zδ(c0) ) ∈ [0, 1],
where κ is smooth compactly supported function which is 1 near ∂S. Next, we write laplacian △ϕ with respect to
Riemannian metric of above parametrization. Riemannian metric becomes,
g(y, z) =
(
g˜(y, z) 0
0 1
)
, (9.10)
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where g˜ is 2× 2 block matrix. And with this metric, laplacian becomes,
△gf = ∂zzf + 1
2
∂z(ln|g|)∂zf +△g˜f, (9.11)
where
△g˜f = 1|g˜| 12
∑
1≤i,j≤2
∂yi(g˜
ij |g˜| 12 ∂yjf),
where g˜ij is inverse matrix element of g˜. Notice that this map is invertible near the boundary, thin layer of thickness δ
which depends on c0. And we localize S
ϕv by multiplying χ(z) = κ( zδ(c0) ), that means this is 1 at thin layer and then
smoothly decay to zero. We define
Sχv := χ(z)S
ϕv and SχB := χ(z)S
ϕB. (9.12)
We find the equation for the Sχv and S
χ
B,
∂ϕt S
χ
v + (v · ∇ϕ)Sχv − (B · ∇ϕ)SχB − ε△ϕ(Sχv ) = FSχ := Fχ + Fv, (9.13)
where
Fχ := (Vz∂zχ)S
ϕv −
(
B ·N
∂zϕ
∂zχ
)
SϕB − ε∇ϕχ · ∇ϕSϕv − ε△ϕχSϕv,
Fv := −χ(Dϕ)2q − χ
2
(
(∇ϕv)2 + ((∇ϕv)T )2)+ χ
2
(
(∇ϕB)2 + ((∇ϕB)T )2) .
Note that Fχ has Sϕv and SϕB where as Fv has only non symmetric parts. Note that F
χ is supported away from the
boundary, because of ∇χ and
‖Fχ‖1,∞ ≤ Λm,∞(t).
For Faraday’s law equation,
∂ϕt S
χ
B + (v · ∇ϕ)SχB − (B · ∇ϕ)Sχv − ε△ϕ(SχB) = ESχ , (9.14)
where
ESχ := (Vz∂zχ)S
ϕB −
(
B ·N
∂zϕ
∂zχ
)
Sϕv − ε∇ϕχ · ∇ϕSϕB − ε△ϕχSϕB.
Note that for Faraday’s law, equation of SBn is much simpler than S
v
n and we do not have Fv type commutators. Note
that ESχ is supported away from the boundary because of ∇χ and
‖ESχ‖1,∞ ≤ Λm,∞(t).
Now, we define S˜v, S˜B in Ω(t) and S
χ
v , S
χ
B, S
Ψ
v , and S
Ψ
B on S which are localized S
ϕ(v) and Sϕ(B) near the boundary.
SΨv and S
Ψ
B are main terms to estimate and this measure S
χ
v = S
ϕ
loc(v) and S
χ
v = S
ϕ
loc(B) in corresponding point,
SΨv,B(t, y, z) = S˜v,B(t,Ψ(t, y, z)) = S
χ
v,B(t, (Φ
−1 ◦Ψ)(t, y, z)). (9.15)
So S˜v and S˜B solve (note that ϕ come from Φ so S˜ solves similar equation in original domain.)
∂tS˜v + (u · ∇)S˜v − (H · ∇)S˜B − ε△S˜v = FSχ(t,Φ−1(t, ·)), (9.16)
∂tS˜B + (u · ∇)S˜B − (H · ∇)S˜v − ε△S˜v = ESχ(t,Φ−1(t, ·)). (9.17)
We use Laplacian (9.10) to transform above equation via Ψ. Then SΨv and S
Ψ
B solve
∂tS
Ψ
v + (wv · ∇)SΨv − (wB · ∇)SΨB − ε
(
∂zzS
Ψ
v +
1
2
∂z(ln |g|)∂zSΨv +△g˜SΨv
)
= FSχ(t, (Φ
−1 ◦Ψ)(t, ·)), (9.18)
∂tS
Ψ
B + (wv · ∇)SΨB − (wB · ∇)SΨv − ε
(
∂zzS
Ψ
B +
1
2
∂z(ln |g|)∂zSΨB +△g˜SΨB
)
= ESχ(t, (Φ
−1 ◦Ψ)(t, ·)), (9.19)
where
wv := χ¯(DΨ)
−1 (v(t,Φ−1 ◦Ψ)− ∂tΨ) ,
wB := χ¯(DΨ)
−1B(t,Φ−1 ◦Ψ). (9.20)
SΨ is compactly supported near the boundary and function χ¯ is slightly larger support in z such that χ¯SΨ = SΨ. Note
that this function allows us to have w which is also supported near the boundary. Now we set the alternatives for Svn
and SBn , which are S
Ψ
v,n and S
Ψ
B,n,
SΨv,n := Π
b(t, y)SΨv n
b(t, y),
SΨB,n := Π
b(t, y)SΨBn
b(t, y),
(9.21)
where Πb = I− nb ⊗ nb, which means tangential projection to the boundary. We get the equations for SΨv,n and SΨB,n:
∂tS
Ψ
v,n + (wv · ∇)SΨv,n − (wB · ∇)SΨB,n − ε
(
∂zz +
1
2
∂z(ln |g|)∂z
)
SΨv,n = F
Ψ
n , (9.22)
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where
FΨn :=
(
ΠbFSχn
b + FΨ,1n + F
Ψ,2
n + F
Ψ,3
n
)
,
with
FΨ,1n :=
(
(∂t + wv,y · ∇y)Πb
)
SΨv n
b +ΠbSΨv (∂t + wv,y · ∇y)nb,
FΨ,2n := −εΠb(△g˜SΨv )nb,
FΨ,3n :=
(
(wB,y · ∇y)Πb
)
SΨBn
b +ΠbSΨB (wB,y · ∇y)nb,
∂tS
Ψ
B,n + (wv · ∇)SΨB,n − (wB · ∇)SΨv,n − ε
(
∂zzS
Ψ
B,n +
1
2
∂z(ln |g|)∂z
)
SΨB,n = E
Ψ
n , (9.23)
where
EΨn :=
(
ΠbESχn
b + EΨ,1n + E
Ψ,2
n + E
Ψ,3
n
)
with
EΨ,1n :=
(
(∂t + wv,y · ∇y)Πb
)
SΨBn
b +ΠbSΨB(∂t + wv,y · ∇y)nb,
EΨ,2n := −εΠb(△g˜SΨB)nb,
EΨ,3n :=
(
(wB,y · ∇y)Πb
)
SΨv n
b +ΠbSΨv (wB,y · ∇y)nb,
and boundary condition
SΨv,n|z=0 = 0, SΨB,n|z=0 = 0. (9.24)
This is because SΨv,n = ΠS
ϕvn := Svn and S
Ψ
B,n = ΠS
ϕBn := SBn on the boundary. Now we state the Lemma 9.6 in [1].
Lemma 9.3. Consider T : S → S such that T (y, 0) = y, ∀y ∈ R2 and let g(x) = f(T x). Then for every k ≥ 1, we
have the estimate
‖g‖k,∞ ≤ Λ (‖∇T ‖k−1,∞) ‖f‖k,∞.
Remark 9.4. Meaning of this lemma : Sobolev conormal spaces are invariant by diffeomorphism which preserve the
boundary. i.e If f is conormal k,∞, then f ◦ T is also conormal k,∞ if T preserves the boundary. Similar holds for
‖ · ‖m type sobolev space.
We use above lemma (and remark) to show that equivalency of Svn and S
Ψ
v,n, and also for B.
‖SΨv,n‖1,∞ ≤ Λ0(‖Svn‖1,∞ + ‖v‖2,∞), ‖Svn‖1,∞ ≤ Λ0
(
‖SΨv,n‖1,∞ + Λ(
1
c0
, |h|m + ‖Vm‖+ ‖Svn‖m−2)
)
,
‖SΨB,n‖1,∞ ≤ Λ0(‖SBn ‖1,∞ + ‖B‖2,∞), ‖SBn ‖1,∞ ≤ Λ0
(
‖SΨB,n‖1,∞ + Λ(
1
c0
, |h|m + ‖Bm‖+ ‖SBn ‖m−2)
)
.
(9.25)
We should get estimate for wv,B . Using the same argument and definition (9.20),
‖wv‖1,∞ ≤ Λ
(
1
c0
, |h|3,∞ + ‖v‖1,∞ + ‖∂tΨ‖1,∞
)
≤ Λ
(
1
c0
, |h|3,∞ + ‖v‖2,∞ + |∂th|2,∞
)
≤ Λm,∞(t),
‖wB‖1,∞ ≤ Λ
(
1
c0
, |h|3,∞ + ‖B‖1,∞
)
≤ Λ
(
1
c0
, |h|3,∞ + ‖v‖2,∞
)
≤ Λm,∞(t).
(9.26)
Now we make proposition about estimate of ‖ZiSΨv,n‖L∞ , ‖ZiSΨB,n‖L∞ . Note that ‖SΨv,n‖L∞ , ‖SΨB,n‖L∞ is already given
above by just maximal principle.
Proposition 9.5. We have the folloiwng estimate.
‖Z3Svn(t)‖L∞ , ‖Z3SBn (t)‖L∞ ≤ Λ0 (‖v(0)‖E2,∞ + ‖B(0)‖E2,∞)
+ Λ
(
1
c0
, ‖Vm‖+ ‖Bm‖+ ‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m
)
+
ˆ t
0
Λm,∞(s)
(
1 + ‖Svn‖1,∞ + ‖SBn ‖1,∞ + ε‖∇Vm‖+ ε‖Svn‖3,∞ + ε‖v‖4,∞ + ε‖SBn ‖3,∞ + ε‖B‖4,∞
)
.
(9.27)
Proof. 1) When i = 1, 2, we apply ∂i to get these two.
∂t∂iS
Ψ
v,n + (wv · ∇)∂iSΨv,n − (wB · ∇)∂iSΨB,n − ε
(
∂zz +
1
2
∂z(ln |g|)∂z
)
∂iS
Ψ
v,n
= ∂iF
Ψ
n − ∂iwv · ∇SΨv,n + ∂iwB · ∇SΨB,n −
ε
2
∂zS
Ψ
v,n∂
2
iz(ln |g|),
(9.28)
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∂t∂iS
Ψ
B,n + (wv · ∇)∂iSΨB,n − (wB · ∇)∂iSΨv,n − ε
(
∂zz +
1
2
∂z(ln |g|)∂z
)
∂iS
Ψ
B,n
= ∂iE
Ψ
n − ∂iwv · ∇SΨB,n + ∂iwB · ∇SΨv,n −
ε
2
∂zS
Ψ
B,n∂
2
iz(ln |g|).
(9.29)
We also add and subtract these two equations.
∂t∂i(S
Ψ
v,n + S
Ψ
B,n) + ((wv − wB) · ∇)∂i(SΨv,n + SΨB,n)− ε
(
∂zz +
1
2
∂z(ln |g|)∂z
)
∂i(S
Ψ
v,n + S
Ψ
B,n)
= ∂i(F
Ψ
n + E
Ψ
n ) + (∂iwB − ∂iwv) · ∇(SΨv,n + SΨB,n)−
ε
2
∂z(S
Ψ
v,n + S
Ψ
B,n)∂
2
iz(ln |g|),
(9.30)
∂t∂i(S
Ψ
v,n − SΨB,n) + ((wv + wB) · ∇)∂i(SΨv,n − SΨB,n)− ε
(
∂zz +
1
2
∂z(ln |g|)∂z
)
∂i(S
Ψ
v,n − SΨB,n)
= ∂i(F
Ψ
n − EΨn )− (∂iwB + ∂iwv) · ∇(SΨv,n − SΨB,n)−
ε
2
∂z(S
Ψ
v,n − SΨB,n)∂2iz(ln |g|).
(9.31)
Maximal principle yields
‖∂i(SΨv,n + SΨB,n)(t)‖L∞ ≤ ‖∂i(SΨv,n + SΨB,n)(0)‖L∞ +
ˆ t
0
(
‖∂i(FΨn + EΨn )‖L∞
+ ‖(∂iwB − ∂iwv) · ∇(SΨv,n + SΨB,n)‖L∞ + ε‖∂z(SΨv,n + SΨB,n)∂2iz(ln |g|)‖L∞
)
≤ ‖∂iSΨv,n(0)‖L∞ + ‖∂iSΨB,n(0)‖L∞ +
ˆ t
0
(
‖∂iFΨn ‖L∞ + ‖∂iEΨn ‖L∞
+ ‖(∂iwB − ∂iwv) · ∇(SΨv,n + SΨB,n)‖L∞ + εΛ(
1
c0
, |h|3,∞)
(‖∂zSΨv,n‖L∞ + ‖∂zSΨB,n‖L∞))
≤ ‖∂iSΨv,n(0)‖L∞ + ‖∂iSΨB,n(0)‖L∞ +
ˆ t
0
(
‖∂iFΨn ‖L∞ + ‖∂iEΨn ‖L∞
+ ‖(∂iwB − ∂iwv) · ∇(SΨv,n + SΨB,n)‖L∞ + Λm,∞(s)
)
,
(9.32)
‖∂i(SΨv,n − SΨB,n)(t)‖L∞ ≤ ‖∂i(SΨv,n − SΨB,n)(0)‖L∞ +
ˆ t
0
(
‖∂i(FΨn − EΨn )‖L∞
+ ‖(∂iwB + ∂iwv) · ∇(SΨv,n − SΨB,n)‖L∞ + ε‖∂z(SΨv,n − SΨB,n)∂2iz(ln |g|)‖L∞
)
≤ ‖∂iSΨv,n(0)‖L∞ + ‖∂iSΨB,n(0)‖L∞ +
ˆ t
0
(
‖∂iFΨn ‖L∞ + ‖∂iEΨn ‖L∞
+ ‖(∂iwB + ∂iwv) · ∇(SΨv,n − SΨB,n)‖L∞ + εΛ(
1
c0
, |h|3,∞)
(‖∂zSΨv,n‖L∞ + ‖∂zSΨB,n‖L∞))
≤ ‖∂iSΨv,n(0)‖L∞ + ‖∂iSΨB,n(0)‖L∞ +
ˆ t
0
(
‖∂iFΨn ‖L∞ + ‖∂iEΨn ‖L∞
+ ‖(∂iwB + ∂iwv) · ∇(SΨv,n − SΨB,n)‖L∞ + Λm,∞(s)
)
.
(9.33)
We estimate high order terms in the RHS.
I) ‖∂iwv · ∇SΨv,n‖L∞ estimate.
‖∂iwv · ∇SΨv,n‖L∞ ≤ ‖wv‖1,∞‖SΨv,n‖1,∞ + ‖∂iwv,3∂zSΨv,n‖L∞ ≤ Λm,∞(t) + ‖∂iwv,3∂zSΨv,n‖L∞ .
Note that,
wb = (DΦ(t, y, 0))−1(vb − (0, ∂th)),
and
wbv,3 =
1
|N| (v
b ·N− ∂th) = 0,
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by boundary condition. So ∂iwv,3 also vanishes on the boundary since i = 1, 2. Then we get the estimate of the last
term of above,
‖∂iwv,3∂zSΨv,n‖L∞ ≤ ‖
1− z
z
∂iwv,3
z
1− z ∂zS
Ψ
v,n‖L∞ ≤ ‖
1− z
z
∂iwv,3‖L∞‖SΨv,n‖1,∞
≤ ‖1− z
z
(0 + |∂z∂iwv,3|L∞
z,loc
z)‖L∞‖SΨv,n‖1,∞ ≤ ‖∂z∂iwv,3‖L∞‖SΨv,n‖1,∞
≤ Λ
(
1
c0
, |h|3,∞ + ‖v‖E2,∞
)
≤ Λm,∞(t).
(9.34)
Hence
‖∂iwv · ∇SΨv,n‖L∞ ≤ Λm,∞(t).
Similarly, we get
‖∂iwv · ∇SΨB,n‖L∞ ≤ Λm,∞(t).
II) ‖∂iwB · ∇SΨB,n‖L∞ estimate.
‖∂iwB · ∇SΨB,n‖L∞ ≤ ‖wB‖1,∞‖SΨB,n‖1,∞ + ‖∂iwB,3∂zSΨB,n‖L∞ ≤ Λm,∞(t) + ‖∂iwB,3∂zSΨB,n‖L∞ .
Similar as I), wbB = 0, since B vanish on the boundary, so
wbB = (DΨ(t, y, 0))
−1(Bb) = 0.
Using zero boundary value property of ∂iw
b
B , we get
‖∂iwB · ∇SΨB,n‖L∞ ≤ Λm,∞(t).
and similarly,
‖∂iwB · ∇SΨv,n‖L∞ ≤ Λm,∞(t).
III) ‖∂iFΨn ‖L∞ estimate.
∂iF
Ψ
n = ∂i
(
ΠbFSχn
b
)
+ ∂iF
Ψ,1
n + ∂iF
Ψ,2
n + ∂iF
Ψ,3
n ,
‖FΨ,1n ‖1,∞, ‖FΨ,3n ‖1,∞ ≤ Λm,∞(t),
‖FΨ,2n ‖1,∞ ≤ εΛm,∞(t) (‖Svn‖3,∞ + ‖v‖4,∞) .
Considering ∂i
(
ΠbFSχn
b
)
, we get
‖FΨn ‖1,∞ ≤ Λm,∞(t)
(
1 + ε‖Svn‖3,∞ + ε‖v‖4,∞ + ‖Πb
(
(Dϕ)2q
)
nb‖1,∞
)
,
‖Πb ((Dϕ)2q)nb‖1,∞ ≤ Λ0 (‖∇qE‖2,∞ + ‖∇qNS‖2,∞) ≤ Λ0 (1 + ε‖SϕVm‖) .
Hence,
‖FΨn ‖1,∞ ≤ Λm,∞(t) (1 + ε‖Svn‖3,∞ + ε‖v‖4,∞ + ε‖∇Vm‖) .
IV) ‖∂iEΨn ‖L∞ estimate.
∂iE
Ψ
n = ∂i
(
ΠbESχn
b
)
+ ∂iE
Ψ,1
n + ∂iE
Ψ,2
n + ∂iE
Ψ,3
n ,
‖EΨ,1n ‖1,∞, ‖EΨ,3n ‖1,∞ ≤ Λm,∞(t),
‖EΨ,2n ‖1,∞ ≤ λΛm,∞(t)
(‖SBn ‖3,∞ + ‖B‖4,∞) .
Considering ∂i
(
ΠbESχn
b
)
(These is no terms like Fv, so there is no terms of pressure), we get simply
‖EΨn ‖1,∞ ≤ Λm,∞(t)
(
1 + ε‖SBn ‖3,∞ + ε‖B‖4,∞
)
.
Combining above results of I) ∼ IV ) above, we get
‖∂i(SΨv,n + SΨB,n)(t)‖L∞ ≤ ‖∂iSΨv,n(0)‖L∞ + ‖∂iSΨB,n(0)‖L∞
+
ˆ t
0
Λm,∞(s)
(
1 + ε‖∇Vm‖+ ε‖Svn‖3,∞ + ε‖SBn ‖3,∞ + ε‖v‖4,∞ + ε‖B‖4,∞
)
,
(9.35)
‖∂i(SΨv,n − SΨB,n)(t)‖L∞ ≤ ‖∂iSΨv,n(0)‖L∞ + ‖∂iSΨB,n(0)‖L∞
+
ˆ t
0
Λm,∞(s)
(
1 + ε‖∇Vm‖+ ε‖Svn‖3,∞ + ε‖SBn ‖3,∞ + ε‖v‖4,∞ + ε‖B‖4,∞
)
.
(9.36)
Therefore, we get
‖∂iSΨv,n(t)‖L∞ , ‖∂iSΨB,n(t)‖L∞ ≤ ‖∂iSΨv,n(0)‖L∞ + ‖∂iSΨB,n(0)‖L∞
+
ˆ t
0
Λm,∞(s)
(
1 + ε‖∇Vm‖+ ε‖Svn‖3,∞ + ε‖SBn ‖3,∞ + ε‖v‖4,∞ + ε‖B‖4,∞
)
.
(9.37)
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2) When i = 3, we apply Z3 =
z
1−z∂z. commutator between Z3, ε∂zz should be treated carefully. It is convenient to
eliminate ε∂z(ln |g|)∂z in modified laplacian. This is done by defining,
ρv(t, y, z) = |g| 14SΨv,n = |g|
1
4ΠbSΨv n
b,
ρB(t, y, z) = |g| 14SΨB,n = |g|
1
4ΠbSΨBn
b.
(9.38)
Since these solve,
∂tρv + wv · ∇ρv − wB · ∇ρB − ε∂zzρv = |g| 14
(
FΨn + Fg
)
:= H1, (9.39)
where
Fg :=
ρv
|g| 12 (wv · ∇ − ε∂zz) |g|
1
4 +
ρB
|g| 12 (wB · ∇) |g|
1
4 ,
and
∂tρB + wv · ∇ρB − wB · ∇ρv − ε∂zzρB = |g| 14
(
EΨn + Eg
)
:= H2, (9.40)
where
Eg :=
ρB
|g| 12 (wv · ∇ − ε∂zz) |g|
1
4 +
ρv
|g| 12 (wB · ∇) |g|
1
4 .
We treat ρv instead of Z3S
Ψ
v,n (same for B) since we have equivalency
‖Z3SΨv,n‖L∞ ≤ Λ0‖ρv‖1,∞, ‖ρv‖1,∞ ≤ Λ0‖SΨv,n‖1,∞,
‖Z3SΨB,n‖L∞ ≤ Λ0‖ρB‖1,∞, ‖ρB‖1,∞ ≤ Λ0‖SΨB,n‖1,∞.
(9.41)
So we get equivalent relation between ‖SΨv,n‖1,∞ and ‖ρv‖1,∞. This is same for B. Note that ρv, ρB are also zero on the
boundary z = 0. The following is Lemma 9.6 in [1].
Lemma 9.6. For smooth function ρ,
∂tρ+ w · ∇ρ = ε∂zzρ+H, (9.42)
where w3 vanishes on the boundary. Assume ρ and H are compactly supported in z, then we have,
‖Ziρ(t)‖L∞ ≤ ‖Ziρ0‖L∞ + ‖ρ0‖L∞ +
ˆ t
0
((‖w‖E2,∞ + ‖∂zzw3‖L∞)(‖ρ‖1,∞ + ‖ρ‖4) + ‖H‖1,∞) , i = 1, 2, 3.
By adding and subtracting two ρ equations, we have
∂t(ρv + ρB) + (wv − wB) · ∇(ρv + ρB)− ε∂zz(ρv + ρB) = H1 +H2, (9.43)
∂t(ρv − ρB) + (wv + wB) · ∇(ρv − ρB)− ε∂zz(ρv − ρB) = H1 −H2. (9.44)
Using Lemma 9.6,
‖Z3(ρv + ρB)(t)‖L∞ ≤ ‖Z3(ρv + ρB)(0)‖L∞ + ‖(ρv + ρB)(0)‖L∞
+
ˆ t
0
(
(‖wv − wB‖E2,∞ + ‖∂zz(wv − wB)3‖L∞)(‖ρv + ρB‖1,∞ + ‖ρv + ρB‖4)
+ ‖H1‖1,∞ + ‖H2‖1,∞
)
,
(9.45)
‖Z3(ρv − ρB)(t)‖L∞ ≤ ‖Z3(ρv − ρB)(0)‖L∞ + ‖(ρv − ρB)(0)‖L∞
+
ˆ t
0
(
(‖wv + wB‖E2,∞ + ‖∂zz(wv + wB)3‖L∞)(‖ρv − ρB‖1,∞ + ‖ρv − ρB‖4)
+ ‖H1‖1,∞ + ‖H2‖1,∞
)
.
(9.46)
We estimate terms on the RHS of (9.45) and (9.46).
I) ‖H1‖1,∞, ‖H1‖2,∞ estimates.
‖H1‖1,∞ ≤ ‖FΨn ‖1,∞ + ‖Fg‖1,∞ and ‖H2‖1,∞ ≤ ‖EΨn ‖1,∞ + ‖Eg‖1,∞.
We already estimated ‖FΨn ‖1,∞, ‖EΨn ‖1,∞ above. So,
‖H1‖1,∞ ≤ Λm,∞(t) (1 + ε‖SϕVm‖+ ε‖Svn‖3,∞ + ε‖v‖4,∞) ,
‖H2‖1,∞ ≤ Λm,∞(t)
(
1 + ε‖SBn ‖3,∞ + ε‖B‖4,∞
)
.
II) ‖ρv‖4, ‖ρB‖4 estimates.
‖ρv‖4 ≤ Λ
(
1
c0
, |h|6 + ‖SΨv,n‖4
)
≤ Λm,∞(t),
‖ρB‖4 ≤ Λ
(
1
c0
, |h|6 + ‖SΨB,n‖4
)
≤ Λm,∞(t).
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III) ‖wv‖E2,∞ , ‖wB‖E2,∞ estimates. From definition,
‖wv‖E2,∞ , ‖wB‖E2,∞ ≤ Λm,∞(t).
IV) ‖∂zzwv,3‖L∞ , ‖∂zzwB,3‖L∞ estimates. It looks that this term has two normal derivatives. First,
‖∂zz
(
χ¯(DΨ−1∂tΨ)
) ‖L∞ ≤ Λ( 1
c0
, |h|2,∞ + |∂th|2,∞
)
≤ Λm,∞(t).
Main part is third component,
‖∂zz
(
χ¯DΨ−1v(t,Φ−1 ◦Ψ))
3
‖L∞ .
Key point is that this is bounded by term with (DΨ−1)b,
‖∂zz
(
χ¯DΨ−1v(t,Φ−1 ◦Ψ))
3
‖L∞ ≤ ‖χ¯∂zz
(
(DΦ(t, y, 0))−1v(t,Φ−1 ◦Ψ))
3
‖L∞ + Λm,∞(t),
≤ ‖χ¯∂zz
(
v(t,Φ−1 ◦Ψ) · nb) ‖L∞ + Λm,∞(t),
where we used (9.37). We write v(t,Φ−1 ◦Ψ) = u(t,Ψ) := uΨ(t, y, z) ,then using divergence free condition of u, we can
change 1-normal derivative to tangential derivative so that ∂zz → ∂iz to be controlled by Λm,∞. At result, from [1],
‖∂zzwv,3‖L∞ , ‖∂zzwB,3‖L∞ ≤ Λm,∞(t).
So we get the estimates for ‖Z3(ρv + ρB)‖L∞ , ‖Z3(ρv − ρB)‖L∞ in the same form.
‖Z3(ρv + ρB)‖L∞ , ‖Z3(ρv − ρB)‖L∞ ≤ ‖Z3(ρv + ρB)(0)‖L∞ +
ˆ t
0
Λm,∞(s)
(
1 + ‖ρv‖1,∞ + ‖ρB‖1,∞
+ ε‖SϕVm‖+ ε‖Svn‖3,∞ + ε‖v‖4,∞ + ε‖SBn ‖3,∞ + ε‖B‖4,∞
)
,
(9.47)
with
‖Z3(ρv + ρB)(0)‖L∞ ≤ Λ0 (‖v(0)‖E2,∞ + ‖B(0)‖E2,∞) .
Using same technique again, we get the same estimates for each ‖Z3ρv‖L∞ , ‖Z3ρB‖L∞ .
‖Z3ρv(t)‖L∞ , ‖Z3ρB(t)‖L∞ ≤ Λ0
(
‖v(0)‖E2,∞ + ‖B(0)‖E2,∞
)
+
ˆ t
0
Λm,∞(s)
(
1 + ‖ρv‖1,∞ + ‖ρB‖1,∞
+ ε‖SϕVm‖+ ε‖Svn‖3,∞ + ε‖v‖4,∞ + ε‖SBn ‖3,∞ + ε‖B‖4,∞
)
.
(9.48)
3) We now know that ‖ZiSΨ(v,B),n‖L∞ estimate, and ‖Z3ρv,B‖L∞ . Moreover, we have equivalent relation,
ρv,B ∼ SΨ(v,B),n ∼ Sv,Bn ,
with help of
Λ
(
1
c0
, ‖Vm‖+ ‖Bm‖+ ‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m
)
.
Finally we get
‖Z3Svn(t)‖L∞ , ‖Z3SBn (t)‖L∞ ≤ Λ0
(
‖v(0)‖E2,∞ + ‖B(0)‖E2,∞
)
+ Λ
(
1
c0
, ‖Vm‖+ ‖Bm‖+ ‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m
)
+
ˆ t
0
Λm,∞(s)
(
1 + ‖Svn‖1,∞ + ‖SBn ‖1,∞
+ ε‖∇Vm‖+ ε‖Svn‖3,∞ + ε‖v‖4,∞ + ε‖SBn ‖3,∞ + ε‖B‖4,∞
)
.
(9.49)

From zero and first order estimates, we get an estimate for ‖Sv,Bn ‖1,∞.
Proposition 9.7. We have the following estimates for ‖Svn‖1,∞ and ‖SBn ‖1,∞.
‖Svn(t)‖21,∞, ‖SBn (t)‖21,∞ ≤ Λ0
(‖Svn(0)‖21,∞ + ‖SBn (0)‖21,∞)
+ Λ
(
1
c0
, ‖Vm‖+ ‖Bm‖+ ‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m
)
+ (1 + ε)
ˆ t
0
Λm,∞(s) +
ˆ t
0
(
‖Svn‖21,∞ + ‖SBn ‖21,∞
+ ε‖∇Vm‖2 + ε‖∇Bm‖2 + ε‖∇Svn‖2m−2 + ε‖∇SBn ‖2m−2
)
.
(9.50)
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Proof. By Proposition 9.5 and (9.5),
‖Svn(t)‖1,∞, ‖SBn (t)‖1,∞ ≤ Λ0 (‖v(0)‖E2,∞ + ‖B(0)‖E2,∞)
+ Λ
(
1
c0
, ‖Vm‖+ ‖Bm‖+ ‖Svn‖m−2 + ‖SBn ‖m−2 + |h|m
)
+ (1 + ε)
ˆ t
0
Λm,∞(s)
(
1 + ‖Svn‖1,∞ + ‖SBn ‖1,∞
+ ε‖∇Vm‖+ ε‖Svn‖3,∞ + ε‖v‖4,∞ + ε‖SBn ‖3,∞ + ε‖B‖4,∞
)
.
(9.51)
We estimate ε‖Svn‖3,∞, ε‖v‖4,∞, ε‖SBn ‖3,∞, and ε‖B‖4,∞. For ε‖Svn‖3,∞ and ε‖SBn ‖3,∞, by embedding,√
ε‖Svn‖3,∞ ≤ Λm,∞(t) +
√
ε‖∇Vm‖+√ε‖∇Svn‖m−2,√
ε‖SBn ‖3,∞ ≤ Λm,∞(t) +
√
ε‖∇Bm‖+√ε‖∇SBn ‖m−2.
For ε‖v‖4,∞ and ε‖B‖4,∞,
√
ε‖v‖4,∞ ≤ Λm,∞(t) +
√
ε‖∇Vm‖,
√
ε‖B‖4,∞ ≤ Λm,∞(t) +
√
ε‖∇Bm‖.
By using above 4 estimates and Young’s inequality, we get the result. 
9.3.
√
ε‖∂zSvn‖L∞,
√
ε‖∂zSBn ‖L∞ estimates.
Proposition 9.8. We have the estimate for
√
ε‖∂zSvn‖L∞ and
√
ε‖∂zSBn ‖L∞,
ε‖∂zρv‖2L∞ , ε‖∂zρB‖2L∞ ≤ Λm,∞(0) + 2
ˆ t
0
(
ε‖∇Vm‖2 + ε‖∇Bm‖2 + ε‖∇Svn‖2m−2 ++ε‖∇SBn ‖2m−2
)
+ (1 + 16
√
t)
ˆ t
0
Λm,∞(s)√
t− τ dτ.
(9.52)
Proof. This estimate corresponds to estimate of
√
ε‖∂zzv‖L∞ . Our strategy is to derive the estimate for √ε‖∂zρv,B‖L∞ ,
because, for both v,B,
∂zS
Ψ
n = Π
b ∂
∂z
Sχ(t,Φ−1 ◦Ψ)nb.
We can apply Lemma 9.3, so we get similar control,
‖∂zSΨn ‖1,∞ ≤ Λ0‖∂zΠbSχ(t,Φ−1 ◦Ψ)nb‖1,∞.
Then using |Π−Πb|+ |n− nb| = O(z),
‖∂zSΨn ‖1,∞ ≤ Λ0 (‖∂zSn‖1,∞ + ‖v‖2,∞) .
What we need is inverse argument. since the map T in Lemma 9.3 conserves boundary,
‖∂zSn‖1,∞ ≤ Λ0
(‖∂zSΨn ‖1,∞ + ‖v‖2,∞) ,
and
‖∂zρ‖1,∞ = ‖∂z
(
|g| 12ΠbSΨnb
)
‖1,∞.
On the right hand side, ∂z hit |g| and SΨ and we have,
‖∂zSΨn ‖1,∞ ≤ Λ0(‖∂zρ‖1,∞).
Hence, we get the control what we expected for both v and B.
√
ε‖∂zSn‖1,∞ ≤ Λ0
(√
ε‖∂zρv‖1,∞ + ‖v‖2,∞
)
,
√
ε‖∂zSn‖1,∞ ≤ Λ0
(√
ε‖∂zρB‖1,∞ + ‖B‖2,∞
)
.
(9.53)
As we know, ρv, ρB solve
∂t(ρv + ρB) + (wv − wB) · ∇(ρv + ρB)− ε∂zz(ρv + ρB) = H1 +H2,
∂t(ρv − ρB) + (wv + wB) · ∇(ρv − ρB)− ε∂zz(ρv − ρB) = H1 −H2.
This is heat equation with respect to z-direction, with zero boundary data on z = 0. We use heat kernel,
G(t, y, z) =
1√
4πt
(
e−
(z−z′)2
4t − e− (z+z
′)2
4t
)
.
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Using initial data ρ0 and source (H1 +H2)− (wv − wB) · ∇(ρv + ρB), we get
√
ε∂z(ρv + ρB)(t, y, z) =
ˆ 0
−∞
√
ε∂zG(t, z, z
′)ρ0(y, z′)dz′
+
ˆ t
0
ˆ 0
∞
√
ε∂zG(t− τ, z, z′) {H1 +H2 − (wv − wB) · ∇(ρv + ρB)} (τ, y, z′)dz′dτ.
(9.54)
Since G has a gaussian form, we get
√
ε‖∂z(ρv + ρB)(t)‖L∞ ≤
√
ε‖∂z(ρv + ρB)(0)‖L∞
+
1√
4π
ˆ t
0
1√
t− τ (‖H1 +H2‖L∞ + ‖(wv − wB) · ∇(ρv + ρB)‖L∞) dτ.
I) Using previous estimates for ‖H1‖1,∞ and ‖H2‖1,∞,
‖H1‖1,∞ ≤ Λm,∞(t) (1 + ε‖SϕVm‖+ ε‖Svn‖2,∞ + ε‖v‖3,∞) ,
‖H2‖1,∞ ≤ Λm,∞(t)
(
1 + ε‖SBn ‖2,∞ + ε‖B‖3,∞
)
.
We should control ε‖Svn‖2,∞, ε‖v‖3,∞, ε‖SBn ‖2,∞, and ε‖B‖3,∞.
ε‖Svn‖2,∞ ≤ ε‖∇Svn‖
1
2
3 ‖Svn‖4 ≤ Λm,∞(t)ε‖∇Svn‖
1
2
m−2,
ε‖SBn ‖2,∞ ≤ ε‖∇SBn ‖
1
2
3 ‖SBn ‖4 ≤ Λm,∞(t)ε‖∇SBn ‖
1
2
m−2,
ε‖v‖3,∞ ≤ ε‖∇v‖
1
2
4 ‖v‖
1
2
5 ≤ Λm,∞(t) (1 + ‖∇Vm‖) ,
ε‖B‖3,∞ ≤ ε‖∇B‖
1
2
4 ‖B‖
1
2
5 ≤ Λm,∞(t) (1 + ‖∇Bm‖) .
II) We have, √
ε‖∂zρv(0)‖L∞ ≤ Λm,∞(0),
√
ε‖∂zρB(0)‖L∞ ≤ Λm,∞(0).
III) Using the fact that w is zero on the boundary, we give ∂z to w and tame the second term into conormal regularity
not the ∂z regularity.
‖(wv − wB) · ∇(ρv + ρB)‖L∞ ≤ ‖wv − wB‖E1,∞‖ρv + ρB‖1,∞ ≤ Λm,∞(t).
Hence, similar as coupled equations,
√
ε‖∂z(ρv + ρB)(t)‖L∞ ,
√
ε‖∂z(ρv − ρB)(t)‖L∞ ≤ Λm,∞(0)
+
ˆ t
0
Λm,∞(s)√
t− τ
(
1 + ε‖∇Vm‖ 12 + ε‖∇Bm‖ 12 + ε‖∇Svn‖
1
2
m−2 + ε‖∇SBn ‖
1
2
m−2
)
dτ.
(9.55)
Therefore, similar as before,
√
ε‖∂zρv(t)‖L∞ ,
√
ε‖∂zρB(t)‖L∞ ≤ Λm,∞(0)
+
ˆ t
0
Λm,∞√
t− τ
(
1 + ε‖∇Vm‖ 12 + ε‖∇Bm‖ 12 + ε‖∇Svn‖
1
2
m−2 + ε‖∇SBn ‖
1
2
m−2
)
dτ.
(9.56)
Now we square these inequalities. Main stuff is squaring the last term of these inequalities. There are two cases. First,
when we product two different terms we can use young’s inequality to get the terms like ε
´ t
0 ‖∇Vm‖dτ , what we want.
When we squre this terms, we should be careful, because if we use Holder’s inequality for L2 − L2 then we may get
terms like
´ t
0
Λm,∞
(t−τ)2dτ . This is bad, since it blows up near zero. So we use L
4L4L2 Holder inequality to get
(ˆ t
0
Λm,∞(s)√
t− τ ‖∇S
v
n‖
1
2
m−2dτ
)2
=
(ˆ t
0
Λm,∞
(t− τ) 18 ‖∇S
v
n‖
1
2
m−2
1
(t− τ) 38 dτ
)2
≤

(ˆ t
0
Λ4∞,m√
t− τ
) 1
4 (ˆ t
0
‖∇Svn‖2m−2
) 1
4
(ˆ t
0
1
(t− τ) 34
) 1
2

2
≤
(ˆ t
0
Λ4∞,m√
t− τ
) 1
2 (ˆ t
0
‖∇Svn‖2m−2
) 1
2
4t
1
4 .
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Now we can use Young’s inequality to get the terms what we want. We skip other terms, since they are nearly same.
Finally we get,
ε‖∂zρv‖2L∞ , ε‖∂zρB‖2L∞ ≤ Λm,∞(0) + 2
ˆ t
0
(
ε‖∇Vm‖2 + ε‖∇Bm‖2 + ε‖∇Svn‖2m−2 ++ε‖∇SBn ‖2m−2
)
+ (1 + 16
√
t)
ˆ t
0
Λm,∞(s)√
t− τ dτ.
(9.57)

9.4.
´ t
0
√
ε‖∇2v‖1,∞,
´ t
0
√
ε‖∇2B‖1,∞ estimates. We need estimates of
´ t
0
√
ε‖∇2v‖1,∞,
´ t
0
√
ε‖∇2B‖1,∞ later.
Lemma 9.9. Let m ≥ 6 and sup[0,T ]Λm,∞(t) ≤M . Then
√
ε
ˆ t
0
‖∂zzv‖1,∞ ≤ Λ(M)(1 + 16
√
t)
√
t
(
1 + ε
ˆ T
0
(‖∇Vm‖2 + ‖∇Bm‖2 + ‖∇Svn‖2m−2 + ‖∇SBn ‖2m−2)
)
. (9.58)
This is same for
´ t
0
√
ε‖∂zzB‖1,∞.
Proof. It is similar as Proposition 9.8. One more conormal derivative order changes nearly nothing, since our m is
sufficiently large. Integration for t changes 1√
t−τ into
√
t. 
Proposition 9.10. Under the same assumption, we get the following.
√
ε
ˆ t
0
‖∇2v‖1,∞,
√
ε
ˆ t
0
‖∇2B‖1,∞ ≤ Λ(M)(1 + t)2
(
1 + ε
ˆ t
0
(‖∇Vm‖2 + ‖∇Bm‖2 + ‖∇Svn‖2m−2 + ‖∇SBn ‖2m−2)
)
.
(9.59)
Proof. First, estimate of
√
ε
´ t
0 ‖∇v‖2,∞ is easy, because we already know,
‖∇v‖2,∞ ≤ Λm,∞(t)(‖Svn‖2,∞ + ‖v‖3,∞).
Therefore, the following is easy.
√
ε
ˆ t
0
‖∇v‖2,∞ ≤
ˆ t
0
(
Λm,∞(s) + ε‖∇Vm‖2 + ε‖∇Svn‖2m−2
)
.
Next, with help of Lemma 9.9, we have everything we need to finish the proof. We skip the detail. 
10. Vorticity estimate
We could not get estimate for ‖∂zv‖Hm−1co in previous sections. Instead m − 2 was optimal. However, if we weaken
L∞t to L
α≥2
t we may get the m− 1 regularity. We define
ωv := ∇ϕ × v, ωv = (∇× u)(t,Φ),
ωB := ∇ϕ × B, ωB = (∇×H)(t,Φ). (10.1)
Since
ωv × n = 1
2
(
Dϕn− (Dϕv)tn) = Sϕvn− (Dϕv)tn, (10.2)
we get
ωv × n = 1
2
∂nu− gij
(
∂jv · n
)
∂yi .
By using
∂Nu =
1 + |∂1ϕ|2 + |∂2ϕ|2
∂zϕ
∂zv − ∂1ϕ∂1v − ∂2ϕ∂2v, (10.3)
we get the following estimate. Estimate for B is exactly same as v.
‖Zm−1∂zv‖ ≤ Λm,∞(t)(‖v‖m + |h|m− 12 + ‖ωv‖m−1),
‖Zm−1∂zB‖ ≤ Λm,∞(t)(‖B‖m + |h|m− 12 + ‖ωB‖m−1).
(10.4)
These imply that we suffice to control ‖ωv‖m−1 and ‖ωB‖m−1 to control ‖∂zv‖m−1 and ‖∂zB‖m−1, respectively. Applying
∇ϕ× kill pressure term in Navier-Stokes equation, therefore we get similar structure from two main PDEs.
∂ϕt ωv + (v · ∇ϕ)ωv − (B · ∇ϕ)ωB − (ωv · ∇ϕ)v + (ωB · ∇ϕ)B = ε△ϕωv,
∂ϕt ωB + (v · ∇ϕ)ωB − (B · ∇ϕ)ωv − (ωv · ∇ϕ)B + (ωB · ∇ϕ)v = ε△ϕωB.
(10.5)
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Situation is quite different to Sn case. The reason we used S
v
n instead of ∂zv is that it is equivalent to ∂zv and moreover,
it is zero boundary condition. For vorticity, we have
ω × n = Π(ω × n) 6= 0, on ∂S,
in general. Moreover equation of ω× n is more complicate than the equation of ω. This means ω× n has no advantage
than ω. Thus we just use ‖ω‖m−1 directly. Applying Zα gives, (|α| ≤ m− 1)
∂ϕt Z
αωv + (v · ∇ϕ)Zαωv − (B · ∇ϕ)ZαωB − ε△ϕZαωv = F, (10.6)
where
F := Zα(ωv · ∇ϕv)− Zα(ωB · ∇ϕB) + CS ,
CS := C1S + C2S + C3S ,
with
C1S := [Zαvy] · ∇yωv + [Zα, Vz]∂zωv := C1Sy + C1Sz ,
C2S := ε[Zα,△ϕ]ωv,
C3S := −[ZαBy] · ∇yωB + [Zα,
B ·N
∂zϕ
]∂zωB := C3Sy + C3Sz .
For ωB,
∂ϕt Z
αωB + (v · ∇ϕ)ZαωB − (B · ∇ϕ)Zαωv − ε△ϕZαωB = E, (10.7)
where
E := Zα(ωv · ∇ϕB)− Zα(ωB · ∇ϕv) + C¯S ,
C¯S := C¯1S + C¯2S + C¯3S ,
with
C¯1S := [Zαvy] · ∇yωB + [Zα, Vz]∂zωB := C¯1Sy + C¯1Sz ,
C¯2S := ε[Zα,△ϕ]ωB,
C¯3S := −[ZαBy] · ∇yωv + [Zα,
B ·N
∂zϕ
]∂zωv := C¯3Sy + C¯3Sz .
And for boundary data we use the following boundary estimate
|∇v(·, 0)|s ≤ Λ(‖v‖1,∞ + |h|2,∞)(|v(·, 0)|s+1 + |h|s+1),
from Lemma 5.5 in [1] to get
|(Zαωv)b| ≤ Λ6,∞(t)(|v|bm + |h|m), (10.8)
|(ZαωB)b| ≤ Λ6,∞(t)(|B|bm + |h|m). (10.9)
Using Proposition 3.2,
|(Zαωv)b| ≤ Λ6,∞(t)
(
‖∇Vm‖ 12 ‖Vm‖ 12 + ‖Vm‖+ |h|m
)
,
|(ZαωB)b| ≤ Λ6,∞(t)
(
‖∇Bm‖ 12 ‖Bm‖ 12 + ‖Bm‖+ |h|m
)
,
and surely,
√
ε
ˆ t
0
|(Zαωv)b|2 ≤ Λ6,∞(t)
√
ε
ˆ t
0
(‖∇Vm‖‖Vm‖+ ‖Vm‖2 + |h|2m) ,
√
ε
ˆ t
0
|(ZαωB)b|2 ≤ Λ6,∞(t)
√
ε
ˆ t
0
(‖∇Bm‖‖Bm‖+ ‖Bm‖2 + |h|2m) .
(10.10)
Using Young’s inequality,
√
ε
ˆ t
0
|(Zαωv)b|2 ≤ ε
ˆ t
0
‖∇Vm‖2 +
ˆ t
0
Λ6,∞(s)
(‖Vm‖2 + |h|2m) ,
√
ε
ˆ t
0
|(ZαωB)b|2 ≤ ε
ˆ t
0
‖∇Bm‖2 +
ˆ t
0
Λ6,∞(s)
(‖Bm‖2 + |h|2m) .
We split
Zαωv := ω
α
v,h + ω
α
v,nh, Z
αωB := ω
α
B,h + ω
α
B,nh,
and estimate each four terms on the right hand sides.
I) ωαv,nh, ω
α
B,nh solve, non-homogeneous equation,
∂ϕt ω
α
v,nh + (v · ∇ϕ)ωαv,nh − (B · ∇ϕ)ωαB,nh − ε△ϕωαv,nh = F, (10.11)
37
with initial and zero-boundary condition,
(ωαv,nh)
b = 0, (ωαv,nh)t=0 = ωv(0),
and
∂ϕt ω
α
B,nh + (v · ∇ϕ)ωαB,nh − (B · ∇ϕ)ωαv,nh − ε△ϕωαB,nh = E, (10.12)
with initial and zero-boundary condition,
(ωαB,nh)
b = 0, (ωαB,nh)t=0 = ωB(0).
II) Meanwhile, ωαv,h, ω
α
B,h solve, homogeneous equation,
∂ϕt ω
α
v,h + (v · ∇ϕ)ωαv,h − (B · ∇ϕ)ωαB,h − ε△ϕωαv,h = 0, (10.13)
with zero initial and general boundary condition,
(ωαv,h)
b = (Zαωv)
b, (ωαv,h)t=0 = 0,
and
∂ϕt ω
α
B,h + (v · ∇ϕ)ωαB,h − (B · ∇ϕ)ωαv,h − ε△ϕωαB,h = 0, (10.14)
with zero initial and general boundary condition,
(ωαB,h)
b = (ZαωB)
b, (ωαB,h)t=0 = 0.
We state the energy estimates for these two vorticity terms. For non-homogeneous terms, we define
‖ωm−1v,nh ‖2 :=
∑
|α|≤m−1
‖ωαv,nh‖2,
ˆ t
0
‖∇ωm−1v,nh ‖2 :=
ˆ t
0
∑
|α|≤m−1
‖∇ωαv,nh‖2,
‖ωm−1B,nh‖2 :=
∑
|α|≤m−1
‖ωαB,nh‖2,
ˆ t
0
‖∇ωm−1B,nh‖2 :=
ˆ t
0
∑
|α|≤m−1
‖∇ωαB,nh‖2.
(10.15)
For homogeneous terms, we define similarly
‖ωm−1v,h ‖2 :=
∑
|α|≤m−1
‖ωαv,h‖2
ˆ t
0
‖∇ωm−1v,h ‖2 :=
ˆ t
0
∑
|α|≤m−1
‖∇ωαv,h‖2,
‖ωm−1B,h ‖2 :=
∑
|α|≤m−1
‖ωαB,h‖2
ˆ t
0
‖∇ωm−1B,h ‖2 :=
ˆ t
0
∑
|α|≤m−1
‖∇ωαB,h‖2.
(10.16)
In following subsections, we estimate ωαv,nh, ω
α
B,nh, ω
α
v,h, and ω
α
B,h since
‖ω‖2m−1 =
∑
|α|≤m−1
‖Zαω‖2 =
∑
|α|≤m−1
‖ωαh + ωαnh‖2 ≤ 2‖ωm−1nh ‖2 + 2‖ωm−1h ‖2. (10.17)
10.1. Non-homogeneous estimate. We estimate ωαv,nh, ω
α
B,nh.
Proposition 10.1. We have the following vorticity estimate for ωαv,nh.
‖ωm−1v,nh ‖2 + 2ε
ˆ t
0
ˆ
S
|∇ϕωm−1v,nh |2dVtds− 2
ˆ t
0
ˆ
S
(B · ∇ϕ)ωm−1B,nh · ωm−1v,nh dVtds
≤ Λ0‖ωm−1v,nh (0)‖2 +
ˆ t
0
Λm,∞(s)
(
‖v‖2Em + ‖B‖2Em + ‖ωv‖2m−1 + ‖ωB‖2m−1 + |h|2m + ε|h|2m+ 1
2
)
+ ε
ˆ t
0
Λm,∞(s)
(‖∇Svn‖2m−2 + ‖∇SBn ‖2m−2) ds.
(10.18)
Proof. Using equation for ωαv,nh, (with dirichlet boundary condition) we get L
2 type energy estimate.
1
2
d
dt
ˆ
S
|ωαv,nh|2dVt + ε
ˆ
S
|∇ϕωαv,nh|2dVt −
ˆ
S
(B · ∇ϕ)ωαB,nh · ωαv,nhdVt =
ˆ
S
F · ωαv,nhdVt. (10.19)
I) ‖Zα(ωv · ∇ϕv)‖, ‖Zα(ωB · ∇ϕB)‖ estimates.
Simply we get
‖Zα(ωv · ∇ϕv)‖ ≤ Λm,∞(t)
(
‖wv‖m−1 + ‖v‖m + |h|m− 12
)
,
‖Zα(ωB · ∇ϕB)‖ ≤ Λm,∞(t)
(
‖wB‖m−1 + ‖B‖m + |h|m− 12
)
.
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II)
∣∣∣´S C2S · ωαv,nhdVt∣∣∣ estimate.
As like in Sv,Bn estimate,∣∣∣∣
ˆ
S
C2S · ωαv,nhdVt
∣∣∣∣ ≤ Λ0 (√ε‖∇ϕωαv,nh‖+ ‖ωv‖m−1) (√ε‖∇ωv‖m−2 + ‖ωv‖m−1 + Λm,∞ (|h|m− 12 +√ε|h|m+ 12)) .
III) ‖C1Sy‖, ‖C3Sy‖ estimates.
This is also similar as previous Sv,Bn estimate,
‖C1Sy‖ ≤ Λm,∞(t) (‖ωv‖m−1 + ‖v‖m + |h|m) ,
‖C3Sy‖ ≤ Λm,∞(t) (‖ωB‖m−1 + ‖B‖m + |h|m) .
IV) ‖C1Sz‖, ‖C3Sz‖ estimates.
This is the main part of proof. In Sv,Bn section, |α| = m−2 was optimal, since |h|m− 12 and ‖v‖Em . Note that in pressure
estimate, if we use ∇ϕ ·(v ·∇ϕ)v = ∇ϕv : (∇ϕv)T then we could get 1 regularity for v. Neverthelessm−1 is not available
because of the worst h regularity term which come from ‖∇qE‖ in FS and CSz . But now, since we consider vorticity,
‖∇qE‖ does not appear, so only the problem is |h|m− 12 in CSz . What we show here is that we can get
1
2 regularity of h
in fact. (We did not have to do same thing in Sn section, since pressure generate |h|m− 12 .)
To estimate C1Sz , we should estimate terms like (with |γ|+ |β| ≤ m− 1, |γ| ≤ m− 2)
‖ZβVz∂zZγωv‖.
We write this as
cβ˜Z
β˜
(
1− z
z
Vz
)
Z3Z
γ˜ωv,
with |γ˜| + |β˜| ≤ m − 1, |γ˜| ≤ m − 2. Then using Lemma 8.4 in [1](variant of Hardy’s inequality when function is zero
at z = 0),
≤ Λm,∞(t)
(
‖ωv‖m−1 + |h|m− 12 +
∥∥∥∥1− zz Z(v ·N− ∂zϕ)
∥∥∥∥
m−2
)
.
Last term is main term.∥∥∥∥1− zz Z(v ·N− ∂zϕ)
∥∥∥∥
m−2
≤ Λm,∞(t)
(
‖v‖Em +
∑
|α|≤m−1
‖v · ∂zZαN− ∂zZα∂tϕ‖L2
)
.
If we brutely estimate this, then we get
‖∂zZαN‖ ∼ |∇ϕ|m−1+1 ∼ |ϕ|m+1 ∼ |h|m+ 12 ,
so we loose 12 regularity. We treat this carefully. First, we should see that Z3 does not lose regularity of h. From
definition of ϕ(t, y, z) = Az + η(t, y, z),
|Z3ηˆ| =
∣∣∣∣ z1− z ∂z ηˆ(ξ, z)
∣∣∣∣ =
∣∣∣∣ z1− z ∂z
(
χ(ξz)hˆ(ξ)
)∣∣∣∣ ≤
∣∣∣∣ z1− z ξ · ∇χ(ξz)
∣∣∣∣ ≤ ∣∣∣χ2(ξz)hˆ∣∣∣ ,
where χ2 is 1 on B2(0), which is bigger support than χ.
This is because, ∇χ has support on annular domain, B2(0) − B1(0). Above regularity means applying Z3 does not
reduce 1 regularity. So, α3 6= 0 case is not harmful, which means,
‖v · ∂zZαN− ∂zZα∂tϕ‖L2 ≤ Λm,∞(t)
(
|h|m− 12 + |∂th|m− 32
)
≤ Λm,∞(t)
(
|h|m− 12 + ‖v‖Em
)
, α3 6= 0.
When α3 = 0,
v · ∂zZαN− ∂zZα∂tη = −v1∂z (ψz ∗y ∂1Zαh)− v2∂z (ψz ∗y ∂2Zαh)− ∂z (ψz ∗y ∂tZαh) := Tα,
where
ψˆz = χ(ξz).
So by inverse fourier transformation with respect to horizontal variable,
ψz(y) =
1
z2
χˇ
(y
z
)
.
Note that χ is in Schwartz class, so χˇ is also in Schwartz class. Moreover, when |z| ≤ 1,
Zαψz(z) = D
αψz(z) = − 2
z3
χˇ
(y
z
)
+
1
z2
(∇χˇ)
(y
z
)
· y ≤ 2
z3
(1 + |y|)ζ(y
z
). (10.20)
For some function ζ with compact suuport neat origin. This is because ∇χˇ is also in Schwartz class.
i) When z ≤ −1,
‖Tα‖L2(S∩|z|≥1) = ‖−v1∂z (Dαψz ∗y ∂1h)− v2∂z (Dαψz ∗y ∂2h)− ∂z (Dαψz ∗y ∂t)‖
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≤ Λm,∞(t)
(∥∥∥∥∂z
(
1
zm−1
(Dαψz) ∗y ∇yh
)∥∥∥∥
L2(S∩|z|≥1)
+
∥∥∥∥∂z
(
1
zm−1
(Dαψz) ∗y ∂th
)∥∥∥∥
L2(S∩|z|≥1)
)
.
Since Dαψz is also similar as ψz, we get
‖Tα‖L2(S∩|z|≥1) ≤ Λm,∞(t) (‖v‖E1 + |h|1) . (10.21)
ii) When z ≥ −1
Tα = −v1∂z (ψz ∗y ∂1Zαh)− v2∂z (ψz ∗y ∂2Zαh)− ∂z (ψz ∗y ∂tZαh)
= −vb1∂z (ψz ∗y ∂1Zαh)− vb2∂z (ψz ∗y ∂2Zαh)− ∂z (ψz ∗y ∂tZαh) +R,
where
R := (vb1 − v1)∂z (ψz ∗y ∂1Zαh) + (vb2 − v2)∂z (ψz ∗y ∂2Zαh) .
Using taylor expansion with respect to z, we get
|R| ≤ Λm,∞(t)|z| |∂z(ψz ∗y Zα∇yh)| ≤ |Z3(ψz ∗y Zα∇yh)| .
Note that Z3 do nothing about regularity to ψz, so
‖R‖ ≤ Λm,∞(t)|h|m− 12 . (10.22)
For first part in Tα,
− vb1∂z (ψz ∗y ∂1Zαh)− vb2∂z (ψz ∗y ∂2Zαh)− ∂z (ψz ∗y ∂tZαh)
= ∂z
(
ψz ∗y
(−vb1∂1Zαh− vb2∂2Zαh− ∂tZαh))
+ ∂z
ˆ
S
(
(v1(t, y
′, 0)− v1(t, y, 0))ψz(y − y′)∂1Zαh(t, y′)
+ (v2(t, y
′, 0)− v2(t, y, 0))ψz(y − y′)∂2Zαh(t, y′)
)
dy.
By taylor expansion,
|(vbi (t, y′, 0)− vbi (t, y, 0))∂zψz(y − y′)| ≤ |∇yvbi |L∞
∣∣∣∣(y − y′) 2z3∂zψˇ(y − y
′
z
)
∣∣∣∣ .
So, for ∀z ∈ (0, 1],
sup
z∈(0,1]
∥∥∥∥∂z
ˆ
∂S
(vi(t, y
′, 0)− vi(t, y, 0))ψz(y − y′)∂iZαh(t, y′)
∥∥∥∥
≤ ‖∇yvbi ‖L∞ sup
z∈(0,1]
ˆ
∂S
∣∣∣∣y − y′z3
∣∣∣∣2 ζ2(y − y′z )z2d
(
y − y′
z
)
≤ ‖∇yvbi ‖L∞ sup
z∈(0,1]
ˆ
∂S
y2ζ2(y)dy ≤ Λm,∞(t).
For the first term of Tα,
‖ − vb1∂1Zαh− vb2∂2Zαh− ∂tZαh‖H 12 = ‖C
α(h)− (Vα)b − vb3‖H 12 ≤ Λm,∞(t)
(
‖v‖Em + |h|m− 12
)
,
thus ∥∥∂z (ψz ∗y (−vb1∂1Zαh− vb2∂2Zαh− ∂tZαh))∥∥ ≤ Λm,∞(t)(‖v‖Em + |h|m− 12) .
Finally we get
‖Tα‖L2(S∩|z|6=1) ≤ Λm,∞(t) (‖v‖Em + |h|m) .
Considering i) and ii), and α3 6= 0,
‖C1SZ‖ ≤ Λm,∞(t) (‖ωv‖m−1 + ‖v‖Em + |h|m) . (10.23)
For ‖C3Sz‖, we can do similar thing for B, since B is zero on the boundary, so control is better.
‖C3SZ‖ ≤ Λm,∞(t) (‖ωB‖m−1 + ‖B‖Em + |h|m) . (10.24)
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Considering I) ∼ IV),
‖ωαv,nh‖2 + 2ε
ˆ t
0
ˆ
S
|∇ϕωαv,nh|2dVtds− 2
ˆ t
0
ˆ
S
(B · ∇ϕ)ωαB,nh · ωαv,nhdVtds
≤ Λ0‖ωαv,nh(0)‖2 +
ˆ t
0
Λm,∞(s)
(
‖v‖2Em + ‖B‖2Em + ‖ωv‖2m−1 + ‖ωB‖2m−1 + |h|2m + ε|h|2m+ 12
)
+ Λ0ε
ˆ t
0
(‖∇ωv‖2m−2 + ‖∇ωB‖2m−2) ds.
For the last term, √
ε‖∇ωv‖m−2 ≤ Λm,∞
(√
ε‖∂zzv‖m−2 +
√
ε‖∂zv‖m−1
)
+ Λm,∞|h|m− 12 .
This gives, (by summing for all indices)
‖ωm−1v,nh ‖2 + 2ε
ˆ t
0
ˆ
S
|∇ϕωm−1v,nh |2dVtds− 2
ˆ t
0
ˆ
S
(B · ∇ϕ)ωm−1B,nh · ωm−1v,nh dVtds
≤ Λ0‖ωm−1v,nh (0)‖2 +
ˆ t
0
Λm,∞(s)
(
‖v‖2Em + ‖B‖2Em + ‖ωv‖2m−1 + ‖ωB‖2m−1 + |h|2m + ε|h|2m+ 12
)
+ ε
ˆ t
0
Λm,∞(s)
(‖∇Svn‖2m−2 + ‖∇SBn ‖2m−2) ds.

For ωαB,nh, similarly we get,
Proposition 10.2. We have the following vorticity estimates for ωαB,nh.
‖ωm−1B,nh‖2 + 2ε
ˆ t
0
ˆ
S
|∇ϕωm−1B,nh|2dVtds+ 2
ˆ t
0
ˆ
S
(B · ∇ϕ)ωm−1B,nh · ωm−1v,nh dVtds
≤ Λ0‖ωm−1B,nh(0)‖2 +
ˆ t
0
Λm,∞(s)
(
‖v‖2Em + ‖B‖2Em + ‖ωv‖2m−1 + ‖ωB‖2m−1 + |h|2m + ε|h|2m+ 12
)
+ ε
ˆ t
0
Λm,∞(s)
(‖∇Svn‖2m−2 + ‖∇SBn ‖2m−2) ds.
(10.25)
Proof. Using equation for ωαB,nh, (with dirichlet boundary condition) we get L
2 type energy estimate.
1
2
d
dt
ˆ
S
|ωαB,nh|2dVt + ε
ˆ
S
|∇ϕωαB,nh|2dVt +
ˆ
S
(B · ∇ϕ)ωαB,nh · ωαv,nhdVt =
ˆ
S
E · ωαB,nhdVt. (10.26)
I) ‖Zα(ωv · ∇ϕB)‖, ‖Zα(ωB · ∇ϕv)‖ estimates.
Simply we get
‖Zα(ωv · ∇ϕB)‖ ≤ Λm,∞(t)
(
‖wv‖m−1 + ‖B‖m + |h|m− 12
)
,
‖Zα(ωB · ∇ϕv)‖ ≤ Λm,∞(t)
(
‖wB‖m−1 + ‖v‖m + |h|m− 12
)
.
II)
∣∣∣´S C¯2S · ωαB,nhdVt∣∣∣ estimate.
As like in Sv,Bn estimate,∣∣∣∣
ˆ
S
C¯2S · ωαB,nhdVt
∣∣∣∣ ≤ Λ0 (√ε‖∇ϕωαB,nh‖+ ‖ωB‖m−1) (√ε‖∇ωB‖m−2 + ‖ωB‖m−1 + Λm,∞(t)(|h|m− 12 +√ε|h|m+ 12 )) .
III) ‖C¯1Sy‖, ‖C¯3Sy‖ estimates.
This is also similar to previous Sv,Bn estimate,
‖C¯1Sy‖ ≤ Λm,∞ (‖ωB‖m−1 + ‖v‖m + |h|m) ,
‖C¯3Sy‖ ≤ Λm,∞ (‖ωv‖m−1 + ‖B‖m + |h|m) .
IV) ‖C¯1Sz‖, ‖C¯3Sz‖ estimates.
We skip the detail, since it is nearly same as previous Proposition 10.1.
‖C1SZ‖ ≤ Λm,∞ (‖ωv‖m−1 + ‖B‖Em + |h|m) , (10.27)
‖C3SZ‖ ≤ Λm,∞ (‖ωB‖m−1 + ‖v‖Em + |h|m) . (10.28)
Hence as like previous Proposition, we get the result. 
Summing above two Propositions 10.1 and 10.2, we get the following.
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Proposition 10.3. Non-homogeneous part estimate.
‖ωm−1v,nh (t)‖2 + ‖ωm−1B,nh(t)‖2 + ε
ˆ t
0
ˆ
S
|∇ϕωm−1v,nh |2dVtds+ ε
ˆ t
0
ˆ
S
|∇ϕωm−1B,nh|2dVtds
≤ Λ0
(
‖ωm−1v,nh (0)‖2 + ‖ωm−1B,nh(0)‖2
)
+ ε
ˆ t
0
Λm,∞
(‖∇Svn‖2m−2 + ‖∇SBn ‖2m−2) ds
+
ˆ t
0
Λm,∞
(
‖v‖2Em + ‖B‖2Em + ‖ωv‖2m−1 + ‖ωB‖2m−1 + |h|2m + ε|h|2m+ 12
)
ds.
(10.29)
Hence, ωnh has zero boundary condition, we get the L
∞ type energy estimate. Main difficulty of this section is how
to estimate ωh which has nonzero boundary condition. In this case, we get only L
4
t type estimate.
10.2. Homogeneous estimate. In this section, we estimate ωαv,h, ω
α
B,h those have nonzero boundary condition as we
see in (10.13) and (10.14). We define two maps Yi (i = 1, 2),
Y1 : Ω→ R3, ∂tY1(t, x) = (u−H)(t, Y1(t, x)), Y1(0, x) = x,
Y2 : Ω→ R3, ∂tY2(t, x) = (u+H)(t, Y2(t, x)), Y2(0, x) = x.
(10.30)
Let us compare image of these two maps. Images Y1(t,Ω) and Y2(t,Ω) are defined only by boundary values of vector
fields, (u±H)b. If we write boundary graphs as h1 and h2, then
h1,2(t) := h1,2(0) +
ˆ t
0
(u±H)b ·N = h(0) +
ˆ t
0
ub ·N = h(t), Hb = 0, on ∂Ω. (10.31)
Now, we have equations for ωαv,h, ω
α
B,h,
∂ϕt (ω
α
v,h + ω
α
B,h) + (v −B) · ∇ϕ(ωαv,h + ωαB,h)− ε△ϕ(ωαv,h + ωαB,h) = 0, (10.32)
with initial and boundary condition,
(ωαv,h + ω
α
B,h)
b = (Zαωv)
b + (ZαωB)
b, (ωαv,h + ω
α
B,h)t=0 = 0.
And,
∂ϕt (ω
α
v,h − ωαB,h) + (v +B) · ∇ϕ(ωαv,h − ωαB,h)− ε△ϕ(ωαv,h − ωαB,h) = 0, (10.33)
with initial and boundary condition,
(ωαv,h − ωαB,h)b = (Zαωv)b − (ZαωB)b, (ωαv,h − ωαB,h)t=0 = 0.
(10.32) can be transformed into
∂t
(
(ωαv,h + ω
α
B,h) ◦ Φ−1
)
+ ((v −B) ◦ Φ−1) · ∇ ((ωαv,h + ωαB,h) ◦ Φ−1)− ε△ ((ωαv,h + ωαB,h) ◦Φ−1) = 0,
∂t
(
(ωαv,h + ω
α
B,h) ◦ Φ−1
)
+ (u−H) · ∇ ((ωαv,h + ωαB,h) ◦ Φ−1)− ε△ ((ωαv,h + ωαB,h) ◦ Φ−1) = 0. (10.34)
u+H case is also similar, so we get,
∂t
(
(ωαv,h + ω
α
B,h) ◦ Φ−1 ◦ Y1
)− ε 1
a0
∂i
(
aij∂j
(
(ωαv,h + ω
α
B,h) ◦ Φ−1 ◦ Y1
))
= 0,
∂t
(
(ωαv,h − ωαB,h) ◦ Φ−1 ◦ Y2
)− ε 1
b0
∂i
(
bij∂j
(
(ωαv,h − ωαB,h) ◦ Φ−1 ◦ Y2
))
= 0,
(10.35)
where Y1,2 are defined in (10.30) and,
a0 := |J10 |
1
2 := | det∇Y1(0, x)| 12 , b0 := |J20 |
1
2 := | det∇Y2(0, x)| 12 .
Matrix aij and bij are defined by
aij = |J10 |
1
2P−1, Pij = ∂iY1 · ∂jY1
bij = |J20 |
1
2P−1, Pij = ∂iY2 · ∂jY2.
(10.36)
Note that in above equations (10.34), we use two different transformation Φ ◦ Y1 and Φ ◦ Y2. However, in these two
transforms, we can use same Φ, since image of Y1 and Y2 are identical by (10.31).
Now we define, (
(ωαv,h ± ωαB,h) ◦ Φ−1 ◦X
)
:=W±,
and these solve,
∂tW+ − ε 1
a0
∂i (aij∂jW+) = 0,
∂tW− − ε 1
b0
∂i (bij∂jW−) = 0.
(10.37)
42
Multiplying decaying factor, we define,
Ωα+ := e
−γtW+, Ωα− := e−γtW−, (10.38)
We get
a0(∂tΩ
α
+ + γΩ
α
+)− ε∂i
(
aij∂jΩ
α
+
)
= 0, Ωα+|z=h0 = e−γt
(
(ωαv,h + ω
α
B,h) ◦ Φ−1 ◦X
)
(t, y, h0(y)), (10.39)
and similarly,
b0(∂tΩ
α
− + γΩ
α
−)− ε∂i
(
bij∂jΩ
α
−
)
= 0, Ωα−|z=h0 = e−γt
(
(ωαv,h − ωαB,h) ◦ Φ−1 ◦X
)
(t, y, h0(y)). (10.40)
We will use Theorem 10.6 in [1]. To do this we should first show that Y1, Y2 satisfy similar property as Lemma 10.5 in
[1].
Lemma 10.4. Let us assume that for T ∈ [0, T ε], T ε ≤ 1, there exist M > 0 such that the following holds.
sup
[0,T ]
Λ6,∞(t) +
ˆ T
0
(
ε‖∇V6‖2 + ε‖∇B6‖2 + ε‖∇Svn‖24 + ε‖∇SBn ‖24
) ≤M. (10.41)
Under above assumption, for t ∈ [0, T ] and i = 1, 2 we have the following estimates.
|Ji(t, x)|W 1,∞ + |1/Ji(t, x)|W 1,∞ ≤ Λ0,
|∇Yi(t)|L∞ + |∂t∇Yi(t)|L∞ ≤ Λ0eΛ(M)t,
|∇Yi(t)|W 1,∞ + |∂t∇Yi(t)|W 1,∞ ≤ Λ(M)eΛ(M)t,√
ε
∥∥∇2Yi∥∥L∞ +√ε∥∥∂t∇2Yi∥∥L∞ ≤ Λ(M)(1 + t)2eΛ(M)t,
(10.42)
where
Ji(t, x) := | det∇Yi(t, x)|, i = 1, 2.
Proof. 1) First one comes from the fact that Ji(t, x) = Ji(0, x), since u,H are both divergence free.
2) Secondly,
∂tDYi = D(v ∓B)DΦ−1DYi.
Taking L∞ and using Gronwall’s inequality,
|∇Yi(t, ·)|L∞ ≤ Λ0eΛ(M)t.
Again, taking L∞ to above chain rule and using the result, we get
|∂t∇Yi(t, ·)|L∞ ≤ Λ0eΛ(M)t.
These two inequalities give second result.
3) We take conormal derivative Z to above chain rule,
∂tZ(DYi) = ZD(v ∓B)DΦ−1DYi +D(v ∓B)ZDΦ−1DYi +D(v ∓B)DΦ−1ZDYi.
Now we use above results 1) and 2), and Gronwall’s inequality to get
|∇Yi(t, ·)|W 1,∞ ≤ Λ(M)eΛ(M)t.
Again using conormally differentiated chain rule,
|∂t∇Yi(t, ·)|W 1,∞ ≤ Λ(M)eΛ(M)t.
4) We take
√
ε∇ to chain rule, to get
√
ε∂tD
2Yi =
√
εD2(v ∓B)DΦ−1DYi +
√
εD(v ∓B)D2Φ−1DYi +
√
εD(v ∓B)DΦ−1D2Yi.
We use Proposition 9.10 and Gronwall’s inequality, then
√
ε
∥∥∇2Yi∥∥L∞ ≤ Λ(M)(1 + t)2eΛ(M)t + Λ(M)
ˆ t
0
√
ε
∥∥∇2Yi(s)∥∥L∞ ,
√
ε
∥∥∇2Yi∥∥L∞ ≤ Λ(M)(1 + t)2eΛ(M)t.
Using this result, chain rule, and Gronwall’s inequality, estimate for ∂t∇Yi|i=1,2 are also same.
√
ε
∥∥∂t∇2Yi∥∥L∞ ≤ Λ(M)(1 + t)2eΛ(M)t.

We are ready to apply Theorem 10.6 in [1].
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Theorem 10.5. There exist γ0 which depends on M defined by (10.41) such that for γ ≥ γ0, solution of (10.39) and
(10.40) satisfy the following estimate, respectively.∥∥Ωm−1± ∥∥2H 14 (0,T ;L2) ≤ Λ(M)√ε
ˆ T
0
∣∣(Ωm−1± )b∣∣2L2 . (10.43)
Proof. From Lemma 10.4, we can apply Theorem 10.6 in [1] directly for both (10.39) and (10.40). 
Now we state estimate for homogeneous part.
Proposition 10.6. Under the same assumption in 10.4, we get, for |α| ≤ m− 1,∥∥ωαv,h∥∥2L4(0,T ;L2) , ∥∥ωαB,h∥∥2L4(0,T ;L2) ≤ Λ(M)
ˆ T
0
(‖Vm‖2 + ‖Bm‖2 + |h|2m)+ ε2
ˆ T
0
(
‖∇Vm‖2 + ‖∇Bm‖2
)
. (10.44)
Proof. We define,
‖f‖2
H
1
4
tan(0,T ;L
2)
= inf{‖Pf‖
H
1
4 (R,L2(S))
, Pf = f on [0, T ]× S}.
By sobolev embedding,∥∥Ωα±∥∥2L4(0,T ;L2) ≤ C ∥∥Ωm−1± ∥∥2H 14 (0,T ;L2) ≤ Λ(M)√ε
ˆ T
0
e−2γt
(
(ωαv,h ± ωαB,h) ◦ Φ−1 ◦X
)2
.
For general sobolev embedding, C may blow up as T → 0. But here, C is independent to T . This is because we use
sobolev embedding on R+. We can change variable to function on S using Φ and estimate Ji of Lemma 10.4, to get∥∥ωαv,h ± ωαB,h∥∥2L4(0,T ;L2) ≤ Λ(M)√ε
ˆ T
0
∥∥(Zαωv)b ± (ZαωB)b∥∥2m−1
≤ Λ(M)√ε
ˆ T
0
(∥∥(Zαωv)b∥∥2 + ∥∥(ZαωB)b∥∥2) .
(10.45)
We apply (10.10) for boundary integrals to finish the proof. 
11. Uniform estimate
We prove uniform energy estimate for ε = λ. For sufficiently large m ≥ 6, let initial data satisfy
Im(0) := ‖v0‖Em + ‖B0‖Em + |h0|m +
√
ε|h0|m+ 12 + ‖v0‖E2,∞ + ‖B0‖E2,∞
+
√
ε‖∂zzv0‖L∞ +
√
ε‖∂zzB0‖L∞ <∞.
(11.1)
By the assumption of Theorem 1.6, for smoothed data (vε,δ0 , B
ε,δ
0 , h
ε,δ
0 ), we have local existence time T
ε,δ. And ∀T ≤ T ε,δ,
we have additional regularity by parabolic estimate,
Nm(T ) := sup
[0,T ]
(
‖v(t)‖2m + ‖B(t)‖2m + |h(t)|2m + ε|h(t)|2m+ 12
+ ‖v(t)‖2E2,∞ + ‖B(t)‖2E2,∞ + ε‖∂zzv(t)‖2L∞ + ε‖∂zzB(t)‖2L∞
)
+
(
‖∂zv‖2L4([0,T ];Hm−1co ) + ‖∂zB‖
2
L4([0,T ];Hm−1co )
)
+ ε
ˆ T
0
‖∇v‖2m + ε
ˆ T
0
‖∇B‖2m + ε
ˆ T
0
‖∇∂zv‖2m−2 + ε
ˆ T
0
‖∇∂zB‖2m−2 <∞,
(11.2)
where (v,B, h) is solution for regularized initial data (vε,δ0 , B
ε,δ
0 , h
ε,δ
0 ). Without loss of generality, we can assume that
(7.21) holds by choosing sufficiently small T ε,δ ≪ 1. From section 7, section 8, and section 9, we know that it is
equivalent to control
Em(T ) := sup
[0,T ]
(
‖Vm(t)‖2 + ‖Bm(t)‖2 + |h(t)|2m + ε|h(t)|2m+ 12
+ ‖Svn(t)‖2E2,∞ + ‖SBn (t)‖2E2,∞ + ε‖∂zSvn(t)‖2L∞ + ε‖∂zSBn (t)‖2L∞
)
+
(
‖ωv‖2L4([0,T ];Hm−1co ) + ‖ωB‖
2
L4([0,T ];Hm−1co )
)
+ ε
ˆ T
0
‖∇Vm‖2 + ε
ˆ T
0
‖∇Bm‖2 + ε
ˆ T
0
‖∇Svn‖2m−2 + ε
ˆ T
0
‖∇SBn ‖2m−2,
(11.3)
instead of Nm(T ). We know that
Nm(T ) ≤ Λ( 1
c0
, Em(T )), Em(T ) ≤ Λ( 1
c0
,Nm(T )), (11.4)
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where second inequality holds by product estimates. When two parameter R and c0 satisfy
1
c0
<< R, we define T ε,δ∗ as,
T ε,δ∗ = sup
{
T ∈ [0, 1]
∣∣∣∣ Em(t) ≤ R, |h(t)|2,∞ ≤ 1c0 , ∂zϕ(t) ≥ c0, g − (∂ϕz qE)|z=0 ≥ c02 , ∀t ∈ [0, T ]
}
. (11.5)
Now we combine our propositions and corollaries to get uniform energy estimate for both ε and δ. From Corollary
9.2, for T ≤ T ε,δ∗ ,
Λ6,∞(T ) ≤ Λ(R).
And from Corollary 9.59, ˆ T
0
√
ε‖∇2v‖1,∞ ≤ Λ(R).
Using (7.22), (7.23), Proposition (9.7), Lemma (9.9), Proposition 10.3, and Proposition 10.6 to obtain
Em(T ) ≤ Λ( 1
c0
, Im(0)) + Λ(R)
√
T + Λ(R)
ˆ T
0
|(∂z∂tqE)b|L∞ .
Using Proposition 5.6 again,
Em(T ) ≤ Λ( 1
c0
, Im(0)) + Λ(R)
√
T , (11.6)
which is independent to both ε and δ. Moreover, for ∀t ≤ T ≤ T ε,δ∗ ,
|h(t)|2,∞ ≤ |h(0)|2,∞ + Λ(R)T,
∂zϕ(t) ≥ 1−
ˆ t
0
‖∂t∇η‖L∞ ≥ 1− Λ(R)T,
g − (∂ϕz qE)b(t) ≥ g − (∂ϕz qE)|z=0 − Λ(R)
ˆ t
0
(1 + |(∂t∂zqE)b|L∞)
≥ g − (∂ϕz qE)|z=0 − Λ(R)
√
t.
(11.7)
Note that above four inequalities in (11.6) and (11.7) are all (ε, δ)-independent inequalities. Hence, we can choose
proper R = Λ(Im(0), |h|2,∞) so that we can pick T∗ which is (ε, δ)-independent and for all T ≤ Min(T∗, T ε,δ∗ ), four
inequalities in (11.5) are satisfied. Now we can send regularizing parameter δ → 0, to get uniform time interval T∗
for initial data Im(0). This is possible because for each δ, Nm(T∗) is uniformly bounded in δ so we can use strong
compactness.
12. Uniqueness
12.1. Uniqueness of Theorem 1.6. In the previous section, we proved existence of viscous system (1.14). In this
subsection we prove uniqueness of the system. We suppose two solutions (v1, B1, ϕ1, q1), (v2, B2, ϕ2, q2) with same initial
condition. We will perform L2 energy estimate (zero order estimate) and use Gronwall’s inequality to show that L2
norm of differences are locally zero. We write
v¯ε := vε1 − vε2, B¯ε := Bε1 −Bε2 , h¯ε := hε1 − hε2, q¯ε := qε1 − qε2
with initial condition v¯(0) = B¯(0) = h¯(0) = 0. Let both solutions satisfy on [0, T ε],
N im(T ε) ≤ R, i = 1, 2.
By divergence free condition, ∇ϕi · vεi = 0, i = 1, 2,(
∂t + v
ε
y,i · ∇y + V εz,i∂z
)
vεi +∇ϕiqεi − ε△ϕivεi = (Bεi · ∇ϕi)Bi.
Then we have equation about (v¯ε, B¯ε, h¯ε, q¯ε). First for Navier-Stokes,(
∂t + v
ε
y,1 · ∇y + V εz,1∂z
)
v¯ε +∇ϕ1 q¯ε − ε△ϕ1 v¯ε − (Bε1 · P ∗1∇)B¯ε = F, (12.1)
where
F := (vεy,2 − vεy,1) · ∇yvε2 + (V εz,2 − V εz,1)∂zvε2 −
(
1
∂zϕε2
− 1
∂zϕε1
)
(P ∗1∇qε2)
+
1
∂zϕε2
((P2 − P1)∗∇qε2) + ε
(
1
∂zϕε2
− 1
∂zϕε1
)
∇ · (E1∇vε2) + ε
1
∂zϕε2
∇ · ((E2 − E1)∇vε2)
+ (B¯ε · P ∗2∇)Bε2 + (Bε1 · (P ∗1 − P ∗2 )∇)Bε2 .
For Faraday’s law, similarly as above, we have(
∂t + v
ε
y,1 · ∇y + V εz,1∂z
)
B¯ε − ε△ϕ1B¯ε − (Bε1 · P ∗1∇)v¯ε = E, (12.2)
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where
E := (vεy,2 − vεy,1) · ∇yBε2 + (V εz,2 − V εz,1)∂zBε2 + ε
(
1
∂zϕε2
− 1
∂zϕε1
)
∇ · (E1∇Bε2)
+ ε
1
∂zϕε2
∇ · ((E2 − E1)∇Bε2) + (B¯ε · P ∗2∇)vε2 + (Bε1 · (P ∗1 − P ∗2 )∇)vε2 .
For divergence-free condition,
∇ϕ1 · v¯ε = −
(
1
∂zϕε2
− 1
∂zϕε1
)
∇ · (P1vε2)−
1
∂zϕε2
∇ · ((P2 − P1)vε2) , same for B. (12.3)
For Kinematic boundary condition,
∂th¯
ε − (vε)by,1 · ∇yh+
(
(vεz,1)
b − (vεz,2)b
)
= − ((vεy,2)b − (vεy,1)b) · ∇yhε2. (12.4)
Continuity of stress tensor condition becomes,
q¯εn1 − 2ε (Sε1 v¯ε)n1 − gh¯ε = 2ε ((Sϕ1 − Sϕ2) vε2)n1 + 2ε (Sϕ2vε2) (n1 − n2) . (12.5)
Using (12.1)-(12.5), we get L2- energy estimate. Details are nearly same as high order estimate which was shown
throughout this paper. (Since initial condition is zero, no initial term appear on right hand side)
‖v¯ε(t)‖2L2 +
∥∥B¯ε(t)∥∥2
L2
+
∣∣h¯ε(t)∣∣2
L2
+ ε
ˆ t
0
(
‖∇v¯ε‖2L2 +
∥∥∇B¯ε∥∥2
L2
)
ds
≤ Λ(R)
ˆ t
0
(
‖v¯ε(s)‖2L2 +
∥∥B¯ε(s)∥∥2
L2
+
∣∣h¯ε(s)∣∣2
H
1
2
+ ‖∇q¯ε‖L(S)‖v¯ε‖L(S)
)
ds.
(12.6)
Using pressure estimate, we also get,
‖∇q¯ε‖L(S) ≤ Λ(R)
(|h¯ε|H1/2 + ‖v¯ε‖H1(S) + ‖B¯ε‖H1(S)) .
Now with help of Proposition 3.9, we get the result.
‖v¯ε(t)‖2L2 +
∥∥B¯ε(t)∥∥2
L2
+
∣∣h¯ε(t)∣∣2
L2
+
√
ε
∣∣h¯ε(t)∣∣2
H1/2
+ ε
ˆ t
0
(
‖∇v¯ε‖2L2 +
∥∥∇B¯ε∥∥2
L2
)
ds
≤ Λ(R)
ˆ t
0
(
‖v¯ε(s)‖2L2 +
∥∥B¯ε(s)∥∥2
L2
+
∣∣h¯ε(s)∣∣2
H
1
2
)
ds.
(12.7)
In above equations for (v¯ε, B¯ε, h¯ε, q¯ε), right hand side does not have low order than L2 energy. However we have already
uniform bound of high-order energy, so we can collect high order terms into Λ(R).
12.2. Uniqueness of Theorem 1.7. For two solutions (v1, B1, h1, q1), (v2, , B2, h2, q2) with same initial condition.
Suppose,
sup
[0,T ]
(
‖vi‖m + ‖∂zvi‖m−1 + ‖∂zvi‖1,∞ + ‖Bi‖m + ‖∂zBi‖m−1 + ‖∂zBi‖1,∞ + |hi|m
)
≤ R, i = 1, 2. (12.8)
Define v¯ := v1 − v2, B¯ := B1 − B2, h¯ := h1 − h2, q¯ := q1 − q2 and we write equation of (v¯, h¯, q¯), as before. Euler
equation becomes,
(∂t + vy,1 · ∇y + Vz,1∂z) v¯ +∇ϕ1 q¯ − (B1 · ∇ϕ1)B¯ = F ′, (12.9)
where
F ′ := (vy,2 − vy,1) · ∇yv2 + (Vz,2 − Vz,1)∂zv2 −
(
1
∂zϕ2
− 1
∂zϕ1
)
(P ∗1∇q2) +
1
∂zϕ2
((P2 − P1)∗∇q2)
+ (B¯ · P ∗2∇)B2 + (B1 · (P ∗1 − P ∗2 )∇)B2.
For Faraday’s law, similarly,
(∂t + vy,1 · ∇y + Vz,1∂z) v¯ − (B1 · ∇ϕ1)v¯ = E′, (12.10)
where
E′ := (vy,2 − vy,1) · ∇yv2 + (Vz,2 − Vz,1)∂zv2 + (B¯ · P ∗2∇)v2 + (B1 · (P ∗1 − P ∗2 )∇)v2.
For divergence-free condition, (same for B)
∇ϕ1 · v¯ = −
(
1
∂zϕ2
− 1
∂zϕ1
)
∇ · (P1v2)− 1
∂zϕ2
∇ · ((P2 − P1)v2) . (12.11)
For Kinematic boundary condition,
∂th¯− vby,1 · ∇yh+
(
vbz,1 − vbz,2
)
= − (vby,2 − vby,1) · ∇yh2. (12.12)
Continuity of stress tensor condition becomes simply,
q¯n1 = gh¯. (12.13)
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By performing basic L2-estimate and pressure estimate,
‖v¯(t)‖2L2 +
∥∥B¯(t)∥∥2
L2
+
∣∣h¯(t)∣∣2
L2
≤ Λ(R)
ˆ t
0
(
‖v¯(s)‖2H1 +
∥∥B¯(s)∥∥2
H1
+
∣∣h¯(s)∣∣2
H
1
2
)
ds. (12.14)
We should control ‖v‖1 on right hand side. But, since there are no dissipation on the left hand side, we cannot make
it absorbed. Instead, we use vorticity. Let’s define vorticity ωv = ∇ϕ × v, ωB = ∇ϕ × B (which is equivalent to
ωv = (∇× u)(t,Φ) and ωB = (∇×H)(t,Φ) ). We have (same for B),
ωv × n = 1
2
(
Dϕvn− (Dϕv)Tn) = Sϕvn− (Dϕv)Tn = 1
2
∂nu− gij (∂jv · n) ∂yi .
Hence, it suffice to estimate ωv instead of ∂zv,
‖∂zv‖L2 + ‖∂zB‖L2 ≤ Λ(R)
(
‖ωv‖L2 + ‖ωB‖L2 + ‖v‖1 + |h| 1
2
)
. (12.15)
To estimate ω (both for v,B), we use vorticity equation
(∂ϕit + vi · ∇ϕi)ωi = (ωi · ∇ϕi) vi. (12.16)
L2 energy estimates of ω¯v and ω¯B are
‖ω¯v(t)‖2L2 + ‖ω¯B(t)‖2L2 ≤ Λ(R)
ˆ t
0
(
|h¯(s)|21 + ‖v¯(s)‖2H1(S) + ‖ω¯v(s)‖2L2 + ‖B¯(s)‖2H1(S) + ‖ω¯B(s)‖2L2
)
ds. (12.17)
So we finish the proof.
13. Inviscid limit
Proof for this section is exactly same as [1]. For interior, it is clear that we can just add B-related terms those
have same regularity as v. For boundary condition, since we have B = 0 on the boundary, definition of weak solution
makes sense also. At result, we get sequence (up to subsequence) (vε(t), Bε(t), hε(t)), which converges to (v,B, h) in
weak L2(S) × L2(S) × L2(R2). By Proposition 6.1, we have L2 energy conservation, so this it converges in strong
L2(S) × L2(S) × L2(R2). L∞ follows from L2 convergence, uniform bounds of energy, and anisotropic embedding
Proposition 3.2.
14. Appendix
In appendix, we show well-posedness of the system (1.7). Full detail is given in [22], so we explain scheme of the
proof, instead of full detail.
14.1. Lagrangian coordinate and main statement. We use standard Lagrangian map X(t, ·) : ξ → x and define
v(t, ξ) := u(t,X(t, ξ)) = u(t, x),
B(t, ξ) := H(t,X(t, ξ)) = H(t, x),
q(t, ξ) := p(t,X(t, ξ)) = p(t, x).
(14.1)
We should rewrite the system (1.7) in terms of (v,B, q) and (t, ξ). Let Πxξ be corresponding transform from Ω(t), SF (t)
to Ω, SF . Then (1.7) and (1.8) can be rewritten in (t, ξ) in Ω.

vt − ν△vv +∇vq = B · ∇vB in QT ,
Bt − λ△vB = B · ∇vv, in QT ,
∇v · v = 0, in QT ,
∇v · B = 0, in QT ,
q − 2νDv(v)n(v) · n(v) = gh on SF,T ,
B = 0, {SF ∪ {R3\Ω}} × [0, T ),
v(0) = u0, B(0) = H0, Ω× {t = 0},
(14.2)
with compatibility conditions 

∇v · v0 = 0, in Ω,
∇v ·B0 = 0, in Ω,
B0 = 0, on {SF ∪ {R3\Ω}},
Π(v)Dv(v0)n
(v) = 0, on SF ,
(14.3)
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where QT := Ω× [0, T ), SF,T := SF × [0, T ), and
f (v) = f (v)(t, ξ) = Πxξ f(t, x),
∇v := (∇v,1,∇v,2,∇v,3) = G∇ = G(∇1,∇2,∇3),
G := G(v) =
(
∂Xv
∂ξ
)−t
=
(
I +
ˆ t
0
(Dv)dτ
)−t
,
Dv(f) :=
1
2
((∇vf) + (∇vf)t).
(14.4)
We will solve the system (14.2) with (14.3) in Sobolev-Slobodetskii, fractional sobolev space.
Definition 14.1. By W l2(Ω), we define,
‖u‖2W l2(Ω) :=
∑
0≤|α|<l
‖Dαu‖2L2(Ω) + ‖u‖2W˙ l2(Ω), (14.5)
where
‖u‖2
W˙ l2(Ω)
:=
{∑
|α|=l ‖Dαu‖2L2(Ω) if l ∈ Z,∑
|α|=[l]
´
Ω
´
Ω
|Dαu(x)−Dαu(y)|2
|x−y|n+2{l} if l = [l] + {l} /∈ Z, 0 < l < 1.
Definition 14.2. We also define the anisotropic space W
l,l/2
2 (QT ) as
‖u‖2
W
l,l/2
2 (QT )
:= ‖u‖2
W l,02 (QT )
+ ‖u‖2
W
0,l/2
2 (QT )
=
ˆ T
0
‖u(t, ·)‖2W l2(Ω)dt+
ˆ
Ω
‖u(·, x)‖2
W
l/2
2 (0,T )
dx.
(14.6)
Definition 14.3. By H
l,l/2
γ (QT ), γ ≥ 0, we define,
‖u‖2
H
l,l/2
γ (QT )
:= ‖u‖2
Hl,0γ (QT )
+ ‖u‖2
H
0,l/2
γ (QT )
, (14.7)
where
‖u‖2
Hl,0γ (QT )
:=
ˆ T
0
e−2γt‖u(t, ·)‖2
W˙ l2(Ω)
dt,
‖u‖2
H
0,l/2
γ (QT )
:= γl
ˆ T
0
e−2γt‖u(t, ·)‖2L2(Ω)dt
+
ˆ T
0
e−2γtdt
ˆ ∞
0
∥∥∥∥∥
(
∂
∂t
)k
u0(t, ·)−
(
∂
∂t
)k
u0(t− τ, ·)
∥∥∥∥∥
2
L2(Ω)
dτ
τ1+l−2k
,
(14.8)
if l/2 is not an integer, k = [l/2], u0(t, x) = u(t, x)(t > 0), u0(t, x) = 0(t < 0). If l/2 is an integer, then the double
integral in the norm should be replaced by
ˆ T
−∞
e−2γt
∥∥∥∥∥
(
∂
∂t
)l/2
u(t, ·)
∥∥∥∥∥
2
L2(Ω)
dt,
and
(
∂
∂t
)j
u|t=0(j = 0, 1, 2, · · · , l/2− 1) should be satisfied.
Definition 14.4. We also introduce the space H
ℓ+ 12 ,
1
2 ,
ℓ
2
γ (SF,T ) to treat trace on the boundary SF,T .
‖u‖2
H
ℓ+1
2
, 1
2
, ℓ
2
γ (SF,T )
:=
ˆ T
0
e−2γt
(
‖u‖2
W˙
ℓ+1
2
2 (SF )
+ γℓ‖u‖2
W˙
1/2
2 (SF )
)
dt
+
ˆ T
0
e−2γtdt
ˆ ∞
0
∥∥∥∥∥
(
∂
∂t
)k
u0(t, ·)−
(
∂
∂t
)k
u0(t− τ, ·)
∥∥∥∥∥
2
W
1/2
2 (SF )
dτ
τ1+ℓ−2k
,
(14.9)
if ℓ/2 is note an integer, k = [ℓ/2], u0(t, x) = u(t, x)(t > 0), u0(t, x) = 0(t < 0). If ℓ/2 is an integer, then the double
integral in the norm should be replaced by
ˆ T
−∞
e−2γt
∥∥∥∥∥
(
∂
∂t
)ℓ/2
u(t, ·)
∥∥∥∥∥
2
W
l/2
2 (SF )
dt,
and
(
∂
∂t
)j
u|t=0(j = 0, 1, 2, · · · , ℓ2 − 1) should be satisfied.
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Definition 14.5. We define,
(‖u‖(l+2)QT )2 := (‖u‖
(l)
QT
)2 +
∑
|s|=2
(‖Dsxu‖(l)QT )2 +
1∑
|s|=0
‖Dsxu‖2L2(QT ), (14.10)
where
(‖u‖(l)QT )2 := ‖u‖2W l,l/22 (QT ) + T
−l‖u‖2L2(QT ).
And, since we deal nonlinear terms on right hand side of (14.2), we need L∞T type norm. We define
‖u‖2Hl+2,l/2+1(QT ) := ‖u‖
(l+2)2
QT
+ sup
t<T
‖u(t)‖2
W l+12 (Ω)
. (14.11)
We state a Lemma for above function spaces from Proposition 1 in [18].
Lemma 14.6. For smooth u(x) and v(x), (defined in a domain Ω ⊂ Rn), they satisfy the following inequalities,
‖uv‖W l2(Ω) ≤ c‖u‖W l2(Ω)‖v‖W s2 (Ω), s > n/2, l < n/2,
‖uv‖L2(Ω) ≤ c‖u‖W l2(Ω)‖v‖Wn/2−l2 (Ω), l < n/2,
‖uv‖W l2(Ω) ≤ c
(
‖u‖W l2(Ω)‖v‖W s2 (Ω) + ‖v‖W l2(Ω)‖u‖W s2 (Ω)
)
, l, s > n/2.
(14.12)
Using above functional spaces, we claim the following well-posedness result.
Theorem 14.7. Let l ∈ (12 , 1), and initial conditions h0 ∈W l+5/22 (SF ), u0 = v0 ∈ W l+12 (Ω), and H0 = B0 ∈ W l+12 (Ω),
with compatibility conditions 

∇ · v0 = ∇ ·B0 = 0, in Ω,
D(v0)n0 − (D(v0)n0 · n0)n0 = 0, on SF ,
H0 = 0, on SF .
Then there exist a unique solution (v,B, q) to the system (14.2) such that
‖v‖Hl+2,l/2+1(QT∗ ) + ‖B‖Hl+2,l/2+1(QT∗ ) + ‖∇q‖W l,l/22 (QT∗ ) + ‖q‖W l+1/2,l/2+1/42 (SF,T∗ )
≤ C0
(
‖v0‖W l+12 (Ω) + ‖B0‖W l+12 (Ω) + ‖h0‖W l+3/22 (R2)
)
,
for some T ∗ > 0. Moreover for any T > 0, we can choose sufficiently small ε(T ) such that if
‖v0‖W l+12 (Ω) + ‖B0‖W l+12 (Ω) + ‖h0‖W l+3/22 (R2) ≤ ε(T ),
then we have a unique solution for (14.2) and (14.3) on the time interval [0, T ].
14.2. Linear problem. We study linearized problem for two main PDE of (14.2).
14.2.1. Stokes problem. From (14.2), we start from linear Stokes problem. We use result by A.Tani [7] for the following
Stokes system. 

vt − ν△v +∇q = f, in QT ,
∇ · v = ρ, in QT ,
v(0) = v0, in Ω× {t = 0},
2ν[D(v)n− (D(v)n · n)n] = d, on SF,T ,
−q + 2νD(v)n · n = b, on SF,T .
(14.13)
From Theorem 2.1 in [7], we state
Proposition 14.8. (Linear Stokes problem with zero initial data) Let l > 12 , 0 < T ≤ ∞, and γ be sufficiently large so
that γ ≥ γ0 ≥ 1. And we assume SF ∈ W l+3/22 . Then, for
(f, ρ, d, b) ∈ H l,l/2γ (QT )×H l+1,(l+1)/2γ (QT )×H l+1/2,l/2+1/4γ (SF,T )×H l+1/2,1/2,l/2γ (SF,T ),
satisfying compatibility conditions d · n0 = 0, (ρ, d)|t=0 = 0, ρ = ∇ · R, and R ∈ H l+1,1,l/2γ (QT ), there exist a unique
solution (v, q) ∈ H l+2,l/2+1γ (QT ) × H l+1,1,l/2γ (QT ) to the problem (14.13) with zero initial condition v0 = 0. Moreover
we have the following estimate,
‖v‖
H
l+2,l/2+1
γ (QT )
+ ‖q‖
H
l+1,1,l/2
γ (QT )
≤ C{‖f‖
H
l,l/2
γ (QT )
+ ‖ρ‖
H
l+1,(l+1)/2
γ (QT )
+ ‖R‖
H
0,l/2+1
γ (QT )
+ ‖d‖
H
l+1/2,l/2+1/4
γ (SF,T )
+ ‖b‖
H
l+1/2,1/2,l/2
γ (SF,T )
},
where ‖q‖2
H
l+1,1,l/2
γ (QT )
:= ‖q‖2
H
l,l/2
γ (QT )
+ ‖∇q‖2
H
l,l/2
γ (QT )
.
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For general data, v0 6= 0, we first produce a function U0(t, x) which has same initial data data U0(0) = v0 and its
space-time sobolev norm is bounded by v0. We gain the following Lemma.
Lemma 14.9. 1) For v ∈W l+2,l/2+12 (QT ) where 1/2 < l < 1, there is extension U ∈W r,r/22 (Q∞) such that
‖U‖(l+2)Q∞ ≤ C‖v0‖W l+12 (Ω),
where ‖U‖(l+2) is defined in definition (14.10).
2) Let w(0) = 0 and w ∈W l+2,l/2+12 (QT ), then there exist a extension wext ∈ W l+2,l/2+12 (Q∞) such that
‖wext‖W l+2,l/2+12 (Q∞) ≤ C‖w‖W l+2,l/2+12 (QT ).
Using above Lemma we gain linear result for general data.
Proposition 14.10. (Linear stokes problem with general initial data) Let l ∈ (12 , 1), 0 < T < ∞ and SF ∈ W l+3/22 .
And (f, ρ, u0, (b, d)) in (14.13) satisfy
(f, ρ, u0, (b, d)) ∈W l,l/22 (QT )×W l+1,(l+1)/22 (QT )×W l+12 (Ω)×W l+1/2,l/2+1/42 (SF,T ),
ρ = ∇ · R, where R ∈ L2(QT ) and Rt ∈W 0,l/22 (QT ),
∇ · u0 = ρ|t=0,
d|t=0 = 2ν[D(v)n0 − (D(v)n0 · n0)n0]|SF ,
d · n0 = 0.
Then system (14.13) with general initial data v0 has a solution
v ∈ W l+2,l/2+12 (QT ) ∩ CTW l+12 (Ω), q ∈ W l,l/22 (QT ), ∇q ∈W l,l/22 (QT ), q ∈ W l+1/2,l/2+1/42 (SF,T ),
with the estimate
‖v‖Hl+2,l/2+1(QT ) + ‖q‖(l)QT + ‖∇q‖
(l)
QT
+ ‖q‖
W
l+1/2,l/2+1/4
2 (SF,T )
≤ C(T ){‖f‖(l)QT + ‖ρ‖W l+1,(l+1)/22 (SF,T ) + ‖R‖W 0,l/2+12 (QT ) + T
−l/2‖Rt‖L2(QT )
+ ‖(b, d)‖
W
l+1/2,l/2+1/4
2 (SF,T )
+ T−l/2‖b‖
W
l/2,0
2 (SF,T )
+ ‖u0‖W l+12 (Ω)},
(14.14)
where C(T ) is time dependent constant on T non-decreasingly.
Proof. Let us write w = v − U , where U satisfies
ˆ ∞
0

‖∂tU(·, t)‖2L2(Ω) + ∑
|s|=2
‖DsU(·, t)‖2L2(Ω)

 1
|t|l dt+ ‖U‖
2
W
l+2,l/2+1
2 (Q∞)
≤ C‖v0‖2W l+12 (Ω), (14.15)
U(0) = v0, and U ∈W l+2, l2+1(Q∞). Then (w, q) solves linear stokes problem with zero initial data,

∂w
∂t − ν△w +∇q = f − ∂U∂t + ν△U := f ′, in QT ,
∇ · w = ρ−∇ · U := ρ′, in QT ,
2ν[D(w)n − (D(w)n · n)n] = d− 2ν[D(U)n− (D(U)n · n)n] := d′, on SF,T ,
q − 2νD(w)n · n := −b′, on SF,T
w(0) = 0, Ω× {t = 0}.
(14.16)
For source terms (f ′, ρ′, d′, b′) in the right hand sides, we can estimate the followings.
‖f ′‖(l)QT ≤ C(‖f‖
(l)
QT
+ ‖u0‖W l+12 (Ω)),
‖ρ′‖W l+1,02 (QT ) ≤ C(‖ρ‖W l+1,02 (QT ) + ‖u0‖W l+12 (Ω)),
‖d′‖
H
l+1/2,l/2+1/4
0 (SF,T )
≤ C
(
‖d‖
W
l+1/2,l/2+1/4
2 (SF,T )
+ ‖u0‖W l+12 (Ω)
)
,
‖b′‖
H
l+1/2,1/2,l/2
0 (SF,T )
≤ C
(
‖b‖
W
l+1/2,l/2+1/4
2 (SF,T )
+ T−l/2‖b‖
W
1/2,0
2 (SF,T )
+ ‖u0‖W l+12 (Ω)
)
.
(14.17)
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We apply the result of Proposition 14.8 with (14.17) to get,
‖w‖
H
l+2,l/2+1
0 (QT )
+ ‖q‖
H
l+1,1,l/2
0 (QT )
≤ eγT
(
‖w‖
H
l+2,l/2+1
γ (QT )
+ ‖∇q‖
H
l,l/2
γ (QT )
)
≤ CeγT {‖f ′‖
H
l,l/2
γ (QT )
+ ‖ρ′‖
H
l+1,(l+1)/2
γ (QT )
+ ‖R′′‖
H
0,l/2+1
γ (QT )
+ ‖d′‖
H
l+1/2,l/2+1/4
γ (SF,T )
+ ‖b′‖
H
l+1/2,1/2,l/2
γ (SF,T )
}
≤ C(T ){‖f‖(l)QT + ‖ρ‖W l+1,(l+1)/22 (QT ) + T
−l/2‖Rt‖L2(QT ) + ‖R‖W 0,l/2+12 (QT )
+ ‖(d, b)‖
W
l+1/2,l/2+1/4
2 (SF,T )
+ T−l/2‖b‖
W
1/2,0
0 (SF,T )
+ ‖v0‖W l+22 (Ω)},
(14.18)
where γ is a fixed constant, found in Proposition 14.8 and C(T ) depends on time T , non-decreasingly on T , which means
it does not blow up as T → 0. Meanwhile, from boundary condition,
‖q‖
W
0,l/2+1/4
2 (SF,T )
≤ ‖2νD(v)n0 · n0‖W 0,l/2+1/42 (SF,T ) + ‖b‖W 0,l/2+1/42 (SF,T ). (14.19)
Lastly, we should estimate L∞T type estimate of w,U . Since w has zero initial data, we use Lemma 14.9,
‖w‖CTW l+12 (Ω) ≤ ‖wext‖C∞W l+12 (Ω) ≤ C
(
‖wext‖L2∞W l+22 (Ω) + ‖∂twext‖L2∞W l2(Ω)
)
≤ C‖wext‖W l+1,l/2+12 (Q∞) ≤ C‖w‖W l+1,l/2+12 (QT ),
(14.20)
where wext ∈W l+2,l/2+12 is an extension of w which satisfies (we can choose time-independent C)
‖wext‖W l+1,l/2+12 (Q∞) ≤ C‖w‖W l+1,l/2+12 (QT ).
Similarly,
‖U‖CTW l+12 (Ω) ≤ ‖Uext‖C∞W l+12 (Ω) ≤ C
(
‖Uext‖L2∞W l+22 (Ω) + ‖∂tUext‖L2∞W l2(Ω)
)
≤ C‖Uext‖W l+1,l/2+12 (Q∞) ≤ C‖v0‖W l+12 (Ω),
(14.21)
where Uext ∈ W l+2,l/2+12 is an extension of U which satisfies
‖Uext‖W l+1,l/2+12 (Q∞) ≤ C‖v0‖W l+12 (Ω),
from Lemma 14.9. From (14.11),
‖v‖(l+2)2QT + sup
t<T
‖v‖2
W l+12 (Ω)
≤ C
{
‖U‖(l+2)2QT + sup
t<T
‖U‖2
W l+12 (Ω)
+ ‖w‖(l+2)2QT + sup
t<T
‖w‖2
W l+12 (Ω)
}
,
so putting Lemma 14.9, (14.18), (14.19), (14.20), and (14.21) together, we finish the proof. 
14.2.2. Heat equation. For linearized equatino for Faraday’s law, we solve,

Bt − λ△B = g, in QT ,
B = 0, on {SF ∪ {R3\Ω}} × [0, T ),
B(0) = B0 = H0, in Ω× {t = 0}.
(14.22)
Proposition 14.11. For the system (14.22), we have a unique solution with the following estimates.
‖B‖Hl+2,l/2+1(QT ) ≤ C(T )
(
‖g‖(l)QT + ‖B0‖W l+12 (Ω)
)
,
where C(T ) depends on time T non-decreasingly.
14.3. constant coefficient nonlinear problem. We solve constant coefficient nonlinear problem of (14.13) and
(14.22). 

vt − ν△v +∇q = (B · ∇)B + f, in QT ,
∇ · v = ρ, in QT ,
v(0) = v0, in Ω× {t = 0},
2ν[D(v)n− (D(v)n · n)n] = d, on SF,T ,
−q + 2νD(v)n · n = b on SF,T ,
Bt − λ△B = (B · ∇)v + g, in QT ,
B = 0, on {SF ∪ {R3\Ω}} × [0, T ),
B(0) = B0, in Ω× {t = 0}.
(14.23)
Main problem is to control nonlinear forcing terms (B · ∇)B and (B · ∇)v on the right hand sides. We first prove the
following Lemma.
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Lemma 14.12. When l > 12 , we have the following nonlinear estimate.
‖F∇G‖(l)QT ≤ C(T + T (1−l)/2 + T 1/2)‖F‖Hl+2,l/2+1(QT )‖G‖Hl+2,l/2+1(QT ).
Proof.
‖F∇G‖(l)2QT = ‖F∇G‖2W l,l/22 (QT ) + T
−l‖F∇G‖2L2(QT )
= ‖F∇G‖2
W l,02 (QT )
+ ‖F∇G‖2
W
0,l/2
2 (QT )
+ T−l‖F∇G‖2L2(QT ).
Using Lemma (14.6),
‖F∇G‖(l)QT ≤ ‖F∇G‖W l,02 (QT ) + ‖F∇G‖W 0,l/22 (QT ) + T
−l/2‖F∇G‖L2(QT )
≤ C

T ‖F‖CTW l+12 (Ω)‖G‖CTW l+12 (Ω) + T−l/2‖F∇G‖L2(QT )︸ ︷︷ ︸
(II)


+


ˆ T
0
ˆ T
0
‖(F∇G)(t) − (F∇G)(s)‖2L2(Ω)
|t− s|1+l
dtds︸ ︷︷ ︸
(I)


1/2
.
(14.24)
We focus on the last term (I). Let us write t− s = h. Domain can be divided symmetrically into two region t > s, s > t.
By changing order of integral and Lemma (14.6),
(I) =
ˆ T
0
ˆ T
0
‖(F∇G)(t)− (F∇G)(s)‖2L2(Ω)
|t− s|1+l
dtds
≤ C
ˆ T
0
dh
h1+l
ˆ T
h
‖F (s)∇(G(s + h)−G(s))‖2L2(Ω) ds
+ C
ˆ T
0
dh
h1+l
ˆ T
h
‖(F (s+ h)− F (s))∇G(s)‖2L2(Ω) ds
≤ C‖F‖2
CTW
l+1
2 (Ω)
ˆ T
0
dh
h1+l
ˆ T
h
‖G(s+ h)−G(s))‖2W 12 (Ω) ds
+ C‖G‖CTW l+12 (Ω)
ˆ T
0
dh
h1+l
ˆ T
h
‖F (s+ h)− F (s)‖2W 12 (Ω) ds
≤ CT ‖F‖2
CTW
l+1
2 (Ω)
ˆ T
0
dh
h1+(l+1)
ˆ T
h
‖G(s+ h)−G(s))‖2W 12 (Ω) ds
+ CT ‖G‖CTW l+12 (Ω)
ˆ T
0
dh
h1+(l+1)
ˆ T
h
‖F (s+ h)− F (s)‖2W 12 (Ω) ds
≤ CT ‖F‖2
CTW
l+1
2 (Ω)
‖G‖2
H1+2(
l+1
2
), 1
2
+ l+1
2 (QT )
+ CT ‖G‖2
CTW
l+1
2 (Ω)
‖F‖2
H1+2(
l+1
2
), 1
2
+ l+1
2 (QT )
≤ CT ‖F‖2Hl+2,l/2+1(QT )‖G‖2Hl+2,l/2+1(QT ).
(14.25)
For (II),
(II) = T−l/2‖F∇G‖L2(QT )
≤ CT−l/2
(ˆ T
0
‖F‖2
W
3
2
−l
2 (Ω)
‖∇G‖2W l2(Ω)dt
)1/2
≤ CT (1−l)/2‖F‖CTW l+12 (Ω)‖G‖CTW l+12 (Ω).
(14.26)
Hence, from (14.24), (14.25), and (14.26), we have the following estimate.
‖F∇G‖(l)QT ≤ C
{
T ‖F‖CTW l+12 (Ω)‖G‖CTW l+12 (Ω) + T
(1−l)/2‖F‖CTW l+12 (Ω)‖G‖CTW l+12 (Ω)
+ T 1/2‖F‖Hl+2,l/2+1(QT )‖G‖Hl+2,l/2+1(QT )
}
≤ C(T + T (1−l)/2 + T 1/2)‖F‖Hl+2,l/2+1(QT )‖G‖Hl+2,l/2+1(QT ).

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We use Proposition 14.10, 14.11, and Lemma 14.12 to solve system (14.23).
Proposition 14.13. Let l ∈ (1/2, 1), and SF ∈W l+3/22 . Assume that (f, ρ, v0, (b, d)) in (14.23) satisfy
(f, ρ, u0, (b, d)) ∈W l,l/22 (QT )×W l+1,(l+1)/22 (QT )×W l+12 (Ω)×W l+1/2,l/2+1/42 (SF,T ),
ρ = ∇ · R, R ∈ L2(QT ),
Rt ∈W 0,l/22 (QT ).
Also assume that the following compatibility conditions hold.
∇ · v0 = ρ|t=0, d|t=0 = 2ν[D(v)n0 − (D(v)n0 · n0)n0]|SF , d · n0 = 0.
Then system (14.23) has a solution
v ∈W l+2,l/2+12 (QT ) ∩ CTW l+12 (Ω), q ∈W l,l/22 (QT ),
∇q ∈W l,l/22 (QT ), q ∈ W l+1/2,l/2+1/42 (SF,T ).
Proof. We construct iteration scheme as following.

v
(m+1)
t − ν△v(m+1) +∇q(m+1) = (B(m) · ∇)B(m) + f, in QT ,
∇ · v(m+1) = ρ, in QT ,
v(m+1)(0) = v0, in Ω× {t = 0},
2ν[D(v(m+1))n− (D(v(m+1))n · n)n] = d, on SF,T ,
−q + 2νD(v(m+1))n · n = b, on SF,T ,
B
(m+1)
t − λ△B(m+1) = (B(m) · ∇)v(m) + g, in QT ,
B(m+1) = 0, on SF,T ∪ {R3\QT },
B(m+1)(0) = B0, in Ω× {t = 0},
(v(0), q(0), B(0)) = (0, 0, 0).
(14.27)
From Proposition 14.10 and 14.11 in section 3, we have a unique solution (v(m+1), q(m+1), B(m+1)), for given data
(v(m), B(m)),
v(m+1) ∈W l+2,l/2+12 (QT ) ∩ CTW l+12 (Ω),
B(m+1) ∈W l+2,l/2+12 (QT ) ∩ CTW l+12 (Ω),
q(m+1) ∈W l,l/22 (QT ),
∇q(m+1) ∈W l,l/22 (QT ),
q ∈W l,l/22 (SF,T ).
(14.28)
To get uniform bounds, we first define
A(m+1) := ‖v(m+1)‖Hl+2,l/2+1(QT ) + ‖B(m+1)‖Hl+2,l/2+1(QT ) + ‖q(m+1)‖(l)QT
+ ‖∇q(m+1)‖(l)QT + ‖q(m+1)‖W l+1/2,l/2+1/42 (SF,T ).
(14.29)
Then we use estimates of Proposition 14.10 and 14.11 to get,
A(m+1) ≤ C(T ){‖(B(m) · ∇)B(m)‖(l)QT + ‖(B(m) · ∇)v(m)‖
(l)
QT
+ ‖f‖(l)QT + ‖g‖
(l)
QT
+ ‖ρ‖
W
l+1,(l+1)/2
2 (SF,T )
+ ‖R‖
W
0,l/2+1
2 (QT )
+ T−l/2‖R‖L2(QT )
+ ‖(b, d)‖
W
l+1/2,l/2+1/4
2 (SF,T )
+ T−l/2‖b‖
W
l/2,0
2 (SF,T )
+ ‖u0‖W l+12 (Ω) + ‖H0‖W l+12 (Ω)}.
(14.30)
We also define data part as
D(T ) := ‖f‖(l)QT + ‖g‖
(l)
QT
+ ‖ρ‖
W
l+1,(l+1)/2
2 (SF,T )
+ ‖R‖
W
0,l/2+1
2 (QT )
+ T−l/2‖R‖L2(QT ) + ‖(b, d)‖W l+1/2,l/2+1/42 (SF,T )
+ T−l/2‖b‖
W
l/2,0
2 (SF,T )
+ ‖v0‖W l+12 (Ω) + ‖B0‖W l+12 (Ω).
(14.31)
Using this definition, (14.30) can be controlled by,
A(m+1) ≤ C(T )
(
D(T ) + (T + T (1−l)/2 + T 1/2)A(m)2
)
. (14.32)
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Now we suffice to show uniform bound and contraction mapping to apply fixed point argument.
Uniform bound By cauchy sequence argument, we can pick sufficiently small T0 > 0 such that
A(m) ≤ 2(C(0) + 1)D(T0) .=MT0 , ∀m ∈ N. (14.33)
Contraction mapping Let us define difference,
v(m+1) − v(m) := V(m+1), B(m+1) −B(m) := B(m+1), q(m+1) − q(m) := Q(m+1).
Again, using Proposition 14.10, 14.11, and Lemma 14.12,
A¯(m+1) := ‖V(m+1)‖Hl+2,l/2+1(QT ) + ‖B(m+1)‖Hl+2,l/2+1(QT )
+ ‖Q(m+1)‖(l)QT + ‖∇Q(m+1)‖
(l)
QT
+ ‖Q(m+1)‖
W
l+1/2,l/2+1/4
2 (SF,T )
≤ C(T ){‖(B(m) · ∇)B(m)‖(l)QT + ‖(B(m) · ∇)B(m−1)‖
(l)
QT
+ ‖(B(m) · ∇)V(m)‖(l)QT + ‖(B(m) · ∇)v(m−1)‖
(l)
QT
}
≤ C(T )(T + T (1−l)/2 + T 1/2)MT0A¯(m).
(14.34)
We can find sufficiently small T1 > 0, (Without loss of generality, we pick this so that smaller than T0), such that
C(t)(t + t(1−l)/2 + t1/2)MT0 < 1, ∀t < T1,
since C(T ) is time dependent on T non-decreasingly, so that finite near T = 0. Hence we have an unique solution via
fixed point argument. 
14.4. Proof of theorem 14.7. In this subsection, we give finish the proof of Theorem 14.7. First, we solve (14.2) and
(14.3). And then, propagation of divergence free condition of magnetic field from initial data will be justified.
14.4.1. Fully nonlinear system. We want to solve

vt − ν△vv +∇vq = B · ∇vB, in QT ,
Bt − λ△vB = B · ∇vv, in QT ,
∇v · v = 0, in QT ,
v(0) = v0, Ω× {t = 0},
B = 0, {SF ∪ {R3\Ω}} × [0, T ),
B(0) = B0, Ω× {t = 0},
q − 2νDv(v)n(v) · n(v) = gh, on SF,T ,
2νD(v)n(v) − 2ν(Dv(v)n(v) · n(v))n(v) = 0, on SF,T .
(14.35)
Note that this system does not contain divergence free condition of B, since (14.22) does not include any condition
about divergence free of B. We first state a lemma which resembles Lemma (14.12).
Lemma 14.14. For l > 12 we have the following nonlinear estimate.
‖FG‖(l)QT ≤ C(T )‖F‖Hl+1,(l+1)/2(QT )‖G‖Hl+1,(l+1)/2(QT ),
where C(T ) depends on T non-decreasingly.
We alrady have a unique solution (v,B,q) for 0 ≤ t < T1 to system (14.23) with (f, ρ, u0, d, b) = (0, 0, 0, 0,−gh). We
find a solution of the form (v,B, q) = (v + v∗,B+B∗,q+ q∗). Then system (14.35) becomes,

v∗t − ν△vv∗ +∇vq∗ = ν(△v −△)v − (∇v −∇)q+B · (∇v −∇)B,
+B · ∇vB∗ +B∗ · ∇vB+B∗ · ∇vB∗, in QT ,
B∗t − λ△vB∗ = λ(△v −△)B+B · (∇v −∇)v,
+B · ∇vv∗ +B∗ · ∇vv +B∗ · ∇vv∗, in QT ,
∇v · v∗ = −∇v · v, in QT ,
v∗(0) = v0, B∗(0) = B0, in Ω× {t = 0},
−q∗ + 2νDv(v∗)n(v) · n(v) = −2νDv(v)n(v) · n(v) + 2νDv(v)n0 · n0, on SF,T ,
2ν[D(v∗)n(v) − (Dv(v∗)n(v) · n(v))n(v)] = −2ν[D(v)n(v) − (Dv(v)n(v) · n(v))n(v)], on SF,T .
(14.36)
We make the following iteration scheme to solve above (14.36). Note that ∇ · v = 0.
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

v
∗(m+1)
t − ν△v∗(m+1) +∇q∗(m+1) = ν(△m −△)v(m) − (∇−∇m)q(m) +B · (∇m −∇)B,
+B · ∇mB∗(m) +B∗(m) · ∇mB+B∗(m) · ∇mB∗(m)
:= f (m), in QT ,
B
∗(m+1)
t − λ△B∗(m+1) = λ(△m −△)B(m) +B · (∇m −∇)v,
+B · ∇mv∗(m) +B∗(m) · ∇mv +B∗(m) · ∇mv∗(m)
:= g(m), in QT ,
∇ · v∗(m+1) = (∇−∇m) · v(m) := ρ(m), in QT ,
v∗(m+1)(0) = u0, B∗(m+1)(0) = H0, Ω× {t = 0},
−q∗(m+1) + 2νD(v∗(m+1))n · n = 2ν[D(v(m))n · n−Dm(v(m))n(m) · n(m)]
:= b(m), on SF,T ,
2ν[D(v∗(m+1))n− (Dv(v∗(m+1))n · n)n] = −2ν{[Dm(v(m))n(m) − (Dm(v(m))n(m) · n(m))n(m)],
−[D(v∗(m))n− (D(v∗(m))n · n)n]}
:= d(m), on SF,T ,
(v∗(0), B∗(0), q∗(0)) = (0, 0, 0),
(14.37)
where
(v(m), B(m), q(m)) := (v + v∗(m),B+B∗(m),q+ q∗(m)),
∇m := ∇v(m) , Dm := Dv(m) , n(m) := nv
(m)
ρ(m) := ∇ ·R(m), R(m) := (I− G(m))v(m), G(m) := Gv(m) ,
(14.38)
and
T 1/2‖v(m)‖(l+2)QT ≤ δ1, T 1/2‖B(m)‖
(l+2)
QT
≤ δ2. (14.39)
Using Proposition 14.10 and 14.11,
‖v∗(m+1)‖Hl+2,l/2+1(QT ) + ‖B∗(m+1)‖Hl+2,l/2+1(QT )
+ ‖q∗(m+1)‖(l)QT + ‖∇q∗(m+1)‖
(l)
QT
+ ‖q∗(m+1)‖
W
l+1/2,l/2+1/4
2 (SF,T )
≤ C∗(T ){‖f (m)‖(l)QT + ‖g(m)‖
(l)
QT
+ ‖ρ(m)‖
W
l+1,(l+1)/2
2 (SF,T )
+ ‖R(m)‖
W
0,l/2+1
2 (QT )
+ T−l/2‖R(m)t ‖L2(QT ) + ‖(b(m), d(m))‖W l+1/2,l/2+1/42 (SF,T )
+ T−l/2‖b(m)‖
W
l/2,0
2 (SF,T )
+ ‖u0‖W l+12 (Ω) + ‖H0‖W l+12 (Ω)}.
(14.40)
Similar as before, we claim uniform bound and contraction mapping property.
Uniform bound Using Lemma 14.12, we can derive
‖f (m)‖(l)QT ≤ C(T, δ1, δ2)Zm(1 + Zm), (14.41)
where
Zm := ‖v(m)‖Hl+2,l/2+1(QT ) + ‖B(m)‖Hl+2,l/2+1(QT ) + ‖q(m)‖(l)QT
+ ‖∇q(m)‖(l)QT + ‖q(m)‖W l+1/2,l/2+1/42 (SF,T ),
(14.42)
and C(T, δ1, δ2) is positive constant depending increasingly on both arguments with property that C(T, δ1, δ2) → 0 as
T → 0 and may vary line to line. Using exactly same argument, we have the same estimate for g(m), ρ(m), R(m), R(m)t ,
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d(m), and b(m),
‖g(m)‖(l)QT ≤ C(T, δ1, δ2)Zm(1 + Zm),
‖ρ(m)‖
W
l+1,(l+1)/2
2 (SF,T )
≤ C(T, δ1, δ2)Zm(1 + Zm),
‖R(m)‖
W
0,l/2+1
2 (QT )
≤ C(T, δ1, δ2)Zm(1 + Zm)
+ C(T, δ1, δ2)Zm(‖v(m)‖W l+1,02 (QT ) + ‖Dv
(m)‖
W
0,l/2
2 (QT )
),
T−l/2‖R(m)t ‖L2(QT ) ≤ C(T, δ1, δ2)T (1−l)/2Zm(1 + Zm) ≤ C(T, δ1, δ2)Zm(1 + Zm),
‖d(m)‖
W
l+1/2,l/2+1/4
2 (SF,T )
≤ C(T, δ1, δ2)Zm(1 + Zm),
‖b(m)‖
W
l+1/2,l/2+1/4
2 (SF,T )
+ T−l/2‖b(m)‖
W
l/2,0
2 (SF,T )
≤ C(T, δ1, δ2)Zm(1 + Zm).
(14.43)
Similar as (14.42), we define,
Z∗m := ‖v∗(m)‖Hl+2,l/2+1(QT ) + ‖B∗(m)‖Hl+2,l/2+1(QT ) + ‖q∗(m)‖(l)QT
+ ‖∇q∗(m)‖(l)QT + ‖q∗(m)‖W l+1/2,l/2+1/42 (SF,T ).
(14.44)
Then, combining (14.41) and (14.43),
Z∗m+1 ≤ h0 + h1Z∗m + h2Z∗2m ,
with positive constant h0, h1, h2 with following properties.
1) h0 = h0(T, δ1, δ2) is monotone increasing function with all its argument.
2) h1,2 = h1,2(T, δ1, δ2)→ 0 as T → 0.
From cauchy sequence argument, there exist z∗ such that if Z∗m ≤ z∗, then
Z∗m+1 ≤ h0 + h1z∗m + h2(zm)∗2 ≤ z∗.
Hence we have uniform bound,
Z∗m ≤ z∗, ∀m (14.45)
Contraction mapping We use the similar notation in section 4, to denote difference.
v∗(m+1) − v∗(m) .= V∗(m+1), B∗(m+1) −B∗(m) .= B∗(m+1), q∗(m+1) − q∗(m) .= Q∗(m+1).
We make equation of V∗(m), B∗(m), and Q∗(m), and use Proposition 14.10 and 14.11 with v0 = B0 = 0, to get
Y ∗m+1 := ‖V∗(m+1)‖Hl+2,l/2+1(QT ) + ‖B∗(m+1)‖Hl+2,l/2+1(QT )
+ ‖Q∗(m+1)‖(l)QT + ‖∇Q∗(m+1)‖
(l)
QT
+ ‖Q∗(m+1)‖
W
l+1/2,l/2+1/4
2 (SF,T )
≤ C∗(T ){‖f∗(m)‖(l)QT + ‖g∗(m)‖
(l)
QT
+ ‖ρ∗(m)‖
W
l+1,(l+1)/2
2 (SF,T )
+ ‖R∗(m)‖
W
0,l/2+1
2 (QT )
+ T−l/2‖R∗(m)t ‖L2(QT ) + ‖(b∗(m), d∗(m))‖W l+1/2,l/2+1/42 (SF,T ) + T
−l/2‖b∗(m)‖
W
l/2,0
2 (SF,T )
},
(14.46)
where C∗(T ) is non-decreasingly time dependent constant, which means it does not blow up as T → 0. SImilar as before,
we can control every terms in right hand side, to get
Y ∗m+1 ≤ χY ∗m, (14.47)
where χ < 1 if we pick a ε and sufficiently small T which is smaller than T1 of (14.39). Hence, by contraction mapping
principle, we solve (14.35). So far, we proved Theorem 14.7, except ∇ ·H = 0.
14.4.2. Divergence free of H. To show propagation of divergence free property, we appeal to maximum principle of
convection-diffusion equation. 

Ht + (u · ∇)H − (H · ∇)u = λ△H,
∇ · u = 0,
∇ ·H0 = 0.
Taking divergence to above equation and using notation H := ∇ ·H ,
Ht + (u · ∇)H + (∇u) : (∇H)t − (∇H) : (∇u)t − (H · ∇)(∇ · u) = λ△H,
where A : B :=
∑
i,j AijBij . Hence,
Ht + (u · ∇)H− λ△H = 0.
Then by maximum principle of convection-diffusion equation,
‖(∇ ·H)(t)‖L∞ = ‖H(t)‖L∞ ≤ ‖H(0)‖L∞ = ‖∇ ·H0‖L∞ = 0,
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during the time interval for the solution H .
Acknowledgments
The author would like to thank Professor N. Masmoudi for helpful discussion and suggestion. The author was partially
supported by NSF grant DMS-1211806. This research was performed when the author was at Courant Institute of
Mathematical Science.
References
[1] Masmoudi, N.; Rousset, F.: Uniform regularity and vanishing viscosity limit for the free surface navier-stokes equations, Arch Rational
Mech Anal, 223, Issue 1, 301-417 (2017)
[2] Alvarez-Samaniego, B.; Lannes, D.: Large time existence for 3D water-waves and asymptotics. Invent. Math. 171, 485-541 (2008)
[3] Lannes, D.: Well-posedness fo the water-waves equations in R2. J.Amer.Math.Soc. 18, no.3, 605-654 (2005)
[4] Schweizer, B.: On the three-dimensional Euler equations with a free-boundary subject to surface tension. Ann.Inst.H.Poincare
Anal.Non Lineare. 22, no.6, 753-781 (2005)
[5] Beale, J.T.: The initial value problem for the Navier-Stokes equations with a free surface. Comm. Pure. Appl. Math. 34, no.3, 359-392
(1981)
[6] Allain, G.: Small-time existence for the Navier-Stokes equations with a free surface. Appl.Math.Optim, 16, 37-50 (1987)
[7] Tani, A.: Small-time existence for the three-dimensional Navier-Stokes equations for an incompressible fluid with a free surface.
Arch.Rational Mech.Anal. 133, no.4, 299-331 (1996)
[8] Beale, J.T.: Large-time regularity for viscous surface waves. Arch.Rational Mech.Anal. 84, no.4, 307-352 (1983/84)
[9] Wu, S.: Well-Posedness in Sobolev spaces of the full water wave problem in 2-D. Invent. Math. 130, 39-72 (1997)
[10] Wu, S.: Well-Posedness in Sobolev spaces of the full water wave problem in 3-D. J.Amer.Math.Soc. 12, 445-495 (1999)
[11] Wu, S.: Almost global well-posedness fo the 2-D full water wave problem. Invent. Math. 177, no.1, 45-135 (2009)
[12] Germain, P.; Masmoudi, N.; Shatah, J.: Global solutions for the gravity water waves equation in dimension 3.
C.R.Math.Acad.Sci.Paris. 347, no.15-16, 897-902 (2009)
[13] Christodoulou, D.; Lindblad, H.: On the motion of the free surface of a liquid. Comm.Pure.Appl.Math, 53, no.12, 1536-1602 (2000)
[14] Lindblad, H. Well-posedness for the motion of an incompressible liquid with free surface boundary. Ann.of Math.(2) 162, no.1, 109-194
(2005)
[15] Masmoudi, N.; Rousset, F.: Uniform regularity for the Navier-Stokes equation with Navier boundary condition. Arch.Rational
Mech.Anal. 203, no.2, 529-575 (2012)
[16] Tani, A.; Tanaka, N.: Large-time existence of surface waves in incompressible viscous fluids with or without surface tension. Arch. Ra-
tional Mech. Anal. 130, 303-314 (1995)
[17] Padula, M.; Solonnikov, V.A.: On the local solvability of free-boundary problem for the Navier-Stokes equations. Probl. Mat. Anal.
Tamara Rozhkovskaya. 50, 87-133 (2010)
[18] Padula, M.; Solonnikov, V.A.: On the free-boundary problem of magnetohydrodynamics. J. Mat. Sci. 178, no.3, 313-344 (2011)
[19] Shatah, J.; Zeng, C.: Geometry and a priori estimates for free-boundary problems of the Euler equation. Comm. Pure Appl. Math. 61,
no.5, 698744 (2008)
[20] Solonnikov, V.A.: Solvability of a problem on the motion of a viscous incompressible fluid bounded by a free surface(in Russian).
Izvestija AN SSSR, Ser. Mat. 41, 1388-1424 (1977)
[21] Hao, C.; Luo, T.: A priori estimates for free-boundary problem of incompressible inviscid magnetohydrodynamics flows. Arch. Rational
Mech. Anal, 212, 805-847 (2014)
[22] Lee, D.: Initial value problem for the free-boundary magnetohydrodynamics with zero magnetic boundary condition. Preprint (2014)
[23] Elgindi, T.; Lee, D.: Uniform regularity for free-boundary Navier-Stokes Equations with surface tension. arXiv:1403.0980.
[24] Hao, C.; WANG, D.: A priori estimates for the free-boundary problem of incompressible Neo-Hookean elastodynamics. arXiv:1403.1309
[25] D. Coutand and S. Shkoller Well-posedness of the free-surface incompressible Euler equations with or without surface tension, J. Amer.
Math. Soc., 20: 829930, 2007.
[26] Chen, G.Q.; Wang, Y.G.: Existence and stability of compressible current-vortex sheets in three-dimensional magnetohydrodynamics.
Arch. Rational Mech. Anal. 187, no.3, 369 408 (2008)
[27] Trakhinin, Y.: The existence of current-vortex sheets in ideal compressible magnetohydrodynamics. Arch. Rational Mech. Anal. 191,
no.2, 245310 (2009)
[28] Trakhinin, Y.: On thewell-posedness of a linearized plasmavacuum interface problem in ideal compressible MHD. J. Differ. Equ. 249,
no.10, 25772599 (2010)
[29] Solonnikov, V.A.; Frolova, E.V.: Solvability of a free boundary problem of magnetohydrodynamics in an infinite time interval. J. Math.
Sci. 195, no.1, 7697 (2013)
[30] Bahouri, H,; Chemin, J.; Danchin, R. Fourier analysis and nonlinear partial differential equations., Springer
Donghyun Lee
University of Wisconsin-Madison, Van Vleck Hall, 480 Lincoln Drive, Madison, Wi 53706
dlee374@wisc.edu
57
