C ompanies innovating in dynamic environments face the combined challenge of unforeseeable uncertainty (the inability to recognize the relevant influence variables and their functional relationships; thus, events and actions cannot be planned ahead of time) and high complexity (large number of variables and interactions; this leads to difficulty in assessing optimal actions beforehand).
Introduction
Companies face the need to respond to a changing environment by adapting and innovating in technologies, target markets, or internal structures and processes (e.g., Schumpeter 1950, Hamel and Prahalad 1994) . Novel activities pose the challenge of a combination of unforeseeable uncertainty and complexity (Leonard-Barton 1995 , McGrath 2001 , Pich et al. 2002 .
Unforeseeable uncertainty is defined as the inability to recognize and articulate relevant variables and their functional relationships (Schrader et al. 1993 Schrader et al. (1993) refer to unforeseeable uncertainty as ambiguity. We do not follow this terminology, because its use is not consistent across the literatures that are relevant to this article. In the decision sciences, ambiguity refers to situations with known variables but unknown probability distributions (Camerer and Weber 1992) . In the economics literature, unforeseeable uncertainty Engineers refer to it as unknown unknowns, or unk-unks (Wideman 1992) . Complexity stems from "a large number of parts that interact in non-simple ways, [such that] given the properties of the parts and the laws of their interactions, it is not a trivial matter to infer the properties of the whole" (Simon 1969, p. 195) . Interactions among variables in a complex system lead to a rugged landscape, in which is called unawareness (e.g., Rustichini 1994, 1999; Dekel et al. 1998a) or unforeseen contingencies (e.g., Kreps 1992; Dekel et al. 1998b Dekel et al. , 2001 Maskin and Tirole 1999) . We use the term unforeseeable uncertainty, rather than unforeseen uncertainty, in order to refer to situations where it is impossible to foresee all relevant variables and interactions, rather than to situations where the team could have foreseen the variables by doing its homework. In the latter case, project risk management methods and contingency planning should be used. adjacent points in the landscape are weakly correlated (Weinberger 1990, Kauffman and Levin 1987) . Thus, complexity has two separate dimensions: system size (number of variables) and interactions (correlation of neighboring points). Complexity leads to a "proliferation of local performance peaks" (Rivkin 2000, p. 830) . 2 Prior literature has identified two fundamental approaches to managing innovation with unforeseeable uncertainty and complexity: Selectionism refers to trying many solutions in parallel and selecting the best ex post. Trial and error learning refers to flexibly adjusting project activities and targets to new information, as it becomes available (unplanned). Pich et al. (2002) showed theoretically that these two approaches, or combinations of them, are fundamentally the only two available. the two approaches. Of course, the two approaches can be combined, but before we can discuss the merits of a combination we must first understand the relative advantages of selectionism versus trial and error learning, and under what circumstances each is preferred. This comparison is the contribution of this article.
We propose that the team should assess whether unforeseeable uncertainty is present ("Are unk-unks lurking out there?"), 4 how high the complexity is ("How many interacting influence factors are we facing?"), how much trial and error learning and parallel trials cost, and whether perfect tests are available (which give a reliable indication of technology performance and market reception), or whether only "imperfect tests" (such as prototypes) are available. Business managers often have at least a good qualitative feeling about this information at the outset of an innovation project (Miller and Lessard 2000, Loch et al. 2004) .
If cost considerations do not settle the decision (that is, neither parallel trials nor learning are prohibitively expensive), the following qualitative rule can help to make the choice: If unk-unks are present and tests are imperfect, then selectionism offers little value, and trial and error learning is preferred. If perfect tests are available, then selectionism and trial and error learning offer equal innovation results, and the cost difference decides.
Literature Review
Selectionism (parallel search) and trial and error learning have been extensively compared in a situation of uncertainty (but not unforeseeable uncertainty) (e.g., Abernathy and Rosenbloom 1968 , Evenson and Kislev 1976 , Weitzman 1979 , Loch et al. 2001 .
Under unforeseeable uncertainty, examples of selectionism and trial and error learning abound in the literature, but there is no theory and no decision rule that tells us how to choose between them. Different authors have advocated one approach or the other (Leonard-Barton 1995 at least describes both), but no one has compared the two. Tushman and O'Reilly (1997) and McGrath (2001) claim that generating variations is optimal for highly novel innovations. To illustrate selectionism, the credit card company, Capital One, "develops many new ideas, tries them out in the marketplace, sees what works and what doesn't, backs the winners, and unsentimentally kills the losers" (Beinhocker 1999, p. 100) . Sharp offered multiple PDAs in 1993, based on its own operating system, and based on a license from Apple's Newton, and on one from GeoWorks (see Leonard-Barton 1995;  she calls this Darwinian selection). Selectionism can involve technical prototype variations that are slowly narrowed down to a final solution (e.g., Ward et al. 1995 , Sobek et al. 1999 , or multiple product variants introduced into the market (Stalk and Webber 1993, Sanderson and Uzumeri 1995) , emphasizing market uncertainty.
Turning to trial and error learning, Chew et al. (1991) and Lynn et al. (1996) advocate trial and error learning and emphasize the learning and knowledge creation aspect of flexibly responding to novel situations. Project risk management methods also emphasize learning and adaptation (e.g., Chapman and Ward 1997, Miller and Lessard 2000) . The critical ability is to make adjustments based on new information obtained during the project, including information that is actively gathered (Miller and Lessard 2000, pp. 121-125, Thomke 1998) , to screen for new information, e.g., by paying attention to the sensation of surprise as a signal of new information (Isenberg 1984, p. 88) , and to recognize and admit something unexpected (Weick and Sutcliffe 2001) .
In comparing selectionism and trial and error learning, we model the innovation project as a local search on a rugged landscape. Several authors have used local search as an analogy for strategic decision making (e.g., Levinthal 1997 , Rivkin 2000 , Gavetti and Levinthal 2000 and technical innovations (e.g., Auerwald et al. 2000; Kauffman et al. 2000; Frenken 2000 Frenken , 2001 . All these papers use Kauffman and Levin's (1987) NK-model, originally developed for a biological context (see also Kauffman 1993) . We use the NK-model to vary the correlation dimension of complexity and contrast it to varying the size dimension of complexity, which we explore in the traveling salesman problem (TSP). The contribution of our model is the comparison of selectionism and trial and error learning under unforeseeable uncertainty: The decision maker is completely unaware of some influence variables and thus searches and optimizes in a lower-dimensional projection of the true landscape.
Such a lower-dimensional projection in the NKmodel has also been used by Gavetti and Levinthal (2000) to symbolize cognition: Each point in the cognitive representation is assigned "a fitness value equal to the average value of the set of points in the actual fitness landscape that are consistent with this point" (p. 121). They examine the value of using a lowerdimensional cognitive representation to guide subsequent experimental search, comparing the results of experimental search (hill-climbing algorithm) starting from the global peak in the projection with that starting from a random point. In terms of our model, this corresponds to the comparison of trial and error learning with or without prior imperfect tests.
In contrast, we compare trial and error learning with selectionism. Rivkin and Siggelkow (2003) use a projection of the overall search space to examine how a firm's organizational structure affects its decision making. Each department manager searches within a subset of the firm's decisions and takes the recent decisions of other departments as fixed. Kauffman et al. (1994) identify the optimal partitioning of the search space into patches (or projections), which are optimized without taking the effects on other patches into account. They show that partitioning leads to better performance than optimizing over the full search space, a result also known from engineering complexity theory (e.g., Sobiezczanski-Sobieski et al. 1998) .
One aspect of comparing selectionism and trial and error learning-namely the relative cost of the two approaches (e.g., Loch et al. 2001 )-is well understood. The cost of trial and error learning includes activities to identify unk-unks (e.g., experimentation, hiring experts, screening the environment) and the delay from waiting for an unk-unk and reacting to it. The cost of selectionism includes duplication (personnel, material, capital, etc.) and forgone profits due to cannibalization among product variants.
If the cost difference is large, looking at the relative costs might be sufficient (Figure 1 ). For example, delay costs were high for Japanese consumer electronics firms in the time-competition era of the early 1990s, whereas their design and manufacturing capabilities allowed them to produce multiple product variants at relatively low cost (Figure 1 , bottom right). Interestingly, the industry pulled back from this approach in the mid-1990s because the benefit of being early was competitively eroded, whereas the costs of duplication mounted (e.g., Stalk and Webber 1993) . In contrast, a small start-up with an innovative business model might not be able to afford pursuing 
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(use both selectionism and trial and error learning extensively) multiple business models in parallel, although it has sufficient time and flexiblity for trial and error learning ( Figure 1 , top left). In the right-upper quadrant, one may want to avoid unforeseeable uncertainty altogether (e.g., by relying on known technologies), whereas both selectionist trials and learning are cheap in the lower-left quadrant. Before we present the simulation models and results, we will first introduce a formal project model (which allows the reader to link both simulation models to the same general model), a more detailed description of the logic of selectionism and trial and error learning, and a discussion about how the two models relate to each other.
A Formal Project Model
Unforeseeable Uncertainty and Complexity
We model a project as a performance function A , a function of environmental influence variables and actions taken (Pich et al. 2002) 
x n ∈ denotes a state of the world, containing all the factors x i that might possibly influence the project outcome. Influence factors (x i ) may include feature requirements, customer tastes, resources, competitor intentions and actions, technology, regulations, or compatibility issues, to name a few. A ∈ denotes a network of activities, through which the project team influences the state of the world. The connection between actions and performance A can be so complex that the team cannot determine a globally optimal policy of actions and identify the highest performance peaks in advance (Kaufman 1993, Gavetti and Levinthal 2000) . The project team can only perform a local search and find a local optimum.
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Typically, a complete representation of all possible states of the world is not available in highly novel or complex projects, such as the case we focus on (e.g., Schrader et al. 1993 , Pich et al. 2002 . 6 The team can only anticipate and plan for a subset of influence factors.
7 Thus the team sees a projection R of the 5 This is well established in literature on computational solutions to complex problems, (see, e.g., Ferreira and Zerovnik 1993; Fox 1993 Fox , 1994 Jacobson and Yücesan 1998 x n that the project team cannot see. Thus, = R R (Rudin 1976, p. 228) . Likewise, the team might only know a subset of the complete action set, and recognize its effects only with respect to R .
The performance seen by the project team is the projected performance function R A = R ¯ R A , a function of fewer variables. The team is aware of the d-dimensional substate of the world, R , but not of the dimensions in the unforeseeable space. For the unforeseeable dimensions of the state of the world, the team proceeds under implicit and possibly wrong default assumptions. In effect, the team proceeds as if the unforeseeable dimensions were set to fixed values¯ R which can differ from the true values that the project will later encounter in the market environment. Thus, the unforeseeable dimensions are taken as parameters without being recognized as such.
To illustrate this with a simple example, imagine a team that recognizes two dimensions of the state of the world, x 1 x 2 , which it can set directly (i.e., an action consists of directly setting the state of the world variable). The performance function is a regres-
The team does not realize that there are two unk-unks, one affecting the sum term multiplicatively, and one being additive, the true payoff being
The projected payoff R takes the unk-unks as fixed at some default valuesx 3 andx 4 . These are empirically contained in the parameters i =x 3 i and =x 4 , without being recognized as variables. The team simply observes (or knows from experience) the connection among the known variables.
Unforeseeable uncertainty commonly manifests itself as factors that we implicitly take as given, although they are not. This is precisely the meaning of unk-unks. 8 For example, an Internet start-up tried to copy Priceline's reverse-auctioning system in Germany. An implicit assumption in the company's business plan was that German consumers would behave in a similar way to U.S. customers. But when they experienced much lower click-to-purchase conversion rates, they observed consumers and found that Germans were reluctant to commit to a purchase aware of other agents or their dependence on them (see Weick and Sutcliffe 2001). without knowing how good their deal was, and were less willing to give a credit card number over the Internet (although consumers had not indicated this in initial focus groups). The company started to fundamentally revamp the logic of its sales process (allowing customers to step away from the commitment after indicating a price, paying via a bill, etc.), but had to cease business when the Internet bubble burst, before it could fully decipher German consumers' reactions.
To sum up, the project team does not know the complete state space but does know three things: (1) the projected state space R and performance function R , (2) whether unforeseeable uncertainty exists, and (3) the complexity of the projected performance function, assuming it can be extrapolated to the full performance function.
Selectionism and Trial and Error Learning
This section discusses the logic of the two approaches: selectionism and trial and error learning. In both cases, the team conducts a local search, which starts from a random state and approach R A R and finds a payoff R R A * R , corresponding to a local peak R A * R in the projected performance landscape. Pursuing selectionism, the team performs any number m of parallel local searches in the projected landscape (by pursuing several solution concepts or business models). Without complexity, only one local (and global) optimum exists, and hence all searches will lead to the same solution. If the performance function is very complex, different searches are likely to lead to different local optima.
The team can then, ex post, choose the best among the local optima found. Here, it is critical to take into account the fidelity of the trial results (Loch et al. 2001) . First, the project could have available imperfect tests, which take place in a controlled and confined environment and reveal only the projected performance R (Figure 2, top ). An imperfect test costs c imperfect per generated solution.
9 Since the team chooses the best solution based on the projected performance, imperfect tests can result in a choice that is not optimal in the true environment (e.g., market).
Alternatively, the team might be able to perform perfect tests in a realistic user environment, at a cost c perfect per solution (Figure 2 , middle). These tests allow the team to observe the true performance of each of the solutions found and therefore to choose the solution with the best true performance. Typically, c perfect c imperfect : Identifying the true performance that accounts for the influence of the unforeseeable factors Trial m 
R (even if implicitly, without exposing the unk-unks themselves) comes at a price.
In practice, most tests are imperfect, missing some aspects of technical implementation or of the customer usage environment. A truly perfect test typically requires a full market introduction. For example, Japanese consumer electronics manufacturers in the early 1990s used product churning to test the product variants in the market, so the true performance was known and not estimated. But this became very expensive and was later abandoned.
If, instead, the project chooses the trial and error learning approach it conducts an initial local search and attempts to recognize the unk-unks R ∈ R midcourse, before the project is complete (Figure 2 , bottom).
10 For simplicity, we assume that learning opens the full state space and performance function to the team (not just an expanded projection). Once the new (previously unforeseen) variables have been recognized, the team can adjust its actions and conduct an additional local search from its current position in the state space. The combined cost of diagnosing unkunks and of reoptimizing is denoted as c learn . With trial and error learning, the team will thus find a local peak in the true performance landscape.
We compare selectionism and trial and error learning with respect to their payoff performance (excluding cost effects), because we have already discussed the influence of their relative costs in §2. We now focus on how complexity and test fidelity influence the choice.
Two Dimensions of Complexity
Based on the above model, we simulate an average performance difference between selectionism and trial and error learning. We construct random performance landscapes and let project teams search in lower-dimensional projections, applying the selectionism (with imperfect and perfect tests) and learning approaches. We assess the true performance obtained by the two approaches and repeat the comparison over many simulation runs. Across the simulation, we vary system complexity as a key structural characteristic.
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We use two different models to examine the two dimensions of complexity: Kauffman's (1993) NKmodel for the interaction dimension, and the TSP for the system size dimension. The two models are explained in detail in § §4 and 5. Weinberger (1990) and Stadler and Schnabl (1992) have shown that both models can be approximated by a so-called AR(1)-model in the following way: If a random walk is taken in the landscape from a randomly chosen starting point, 12 the correlation between the performance values of the starting point and of the ending point of the random walk falls off exponentially with the length of the walk (Weinberger 1990 ). The interaction complexity of the landscape is defined as the falloff rate of the autocorrelation function of the random walk.
Although both problems (NK and TSP) can be approximated by an AR(1)-model, they differ substantially in the way the two dimensions of complexity can be varied. In the NK-model the autocorrelation among neighboring points in the landscape can be varied well (see also Weinberger 1990 ). However, increasing the number of variables confounds two effects, not only growing the system size but also reducing the variance of performance peaks (Weinberger 1991, p. 6401) . In the TSP, in contrast, varying the correlation is much more difficult (see §5.1). Thus, we use the TSP to vary the system size. Moreover, examining both models increases the robustness of our results.
Varying Interaction Complexity:
The NK-Model
Model Description
In the NK-model, the performance function is characterized by two parameters (Levinthal 1997 , Rivkin 2000 , Kauffmann et al. 2000 : N , the number of influence factors, and K, the number of interactions among these factors. An action a i consists of setting the factor x i to one of S different values: a i ∈ 1 2 S .
11 We also vary the relative costs of selectionism and learning, as a control variable. The results of the effect of cost are consistent with Figure 1 , so we mention them only in passing.
12 The random walk must be performed with random steps that are specific to the landscape, i.e., a variable x i being flipped in the NK-model, or two tour links exchanged in the TSP. a iK is a random draw from the uniform distribution U 0 1 for each combination of actions. 13 The overall performance function is a weighted average of the individual performance contributions:
Varying the interaction complexity corresponds directly to changing the parameter K. A larger K increases the ruggedness of the performance landscape. For K = 0, i = i a i , and thus the actions are independent of one another. In other words, neighboring points are highly correlated; the landscape has only one performance peak and is not complex. For K = N − 1, the performance contribution of one action depends on the values of all other actions ( i = i A ). In this highly complex situation, neighboring points are uncorrelated, and there are many peaks (see also Gavetti and Levinthal 2000) .
We consider one unknown dimension, decision N , fixed by the environment at a random value a N = o. The team is unaware of this variable's influence and implicitly (unconsciously) sets it to some default value a N = l. The team searches the projected landscape (a N = l) by local search, varying one action dimension at a time.
14 Once no such action exists, a local optimum has been found.
As explained in §3.2, selectionism with imperfect tests chooses among the found solutions A * R based on the projected performance R A = A * R a N = l . 13 The uniform distribution corresponds to the standard formulation of the NK-model. An exponential distribution can also be used, which changes the performance variance of the peaks. The qualitative insights, however, remain unchanged.
14 We assume it chooses an action a i at random, varies it, and retains the first change in an a i that leads to an improvement of the projected performance function. Of course, we could vary two or three actions at a time in this hill-climbing algorithm, and even more powerful search algorithms exist. However, our goal is not to find the highest peak, but rather to simulate the search behavior in managerial decision making. As long as search is local and does not find the global optimum, our results remain unchanged. 
Optimal Selectionism in the NK-Model
We compare selectionism and trial and error learning by simulating their respective project payoffs (averaging over 10,000 runs within one landscape and across 100 landscapes). We consider N = 10, one unforeseeable action a N , 15 S = 2, and vary the project's correlation complexity K. 16 The latter is correctly observed by the project team. First, we examine how the optimal number of parallel trials depends on the level of complexity.
For any positive search cost, an optimal number of parallel searches exists: The local optimum found in a given run is an i.i.d. random draw among the same set of all local optima (Levinthal 1997, p. 941) . The expectation of the maximum of m i.i.d. random variables is concave increasing in m (Srinivasan et al. 1997, p. 162) , whereas search costs grow linearly in m. Thus, there is a unique optimal number of trials, and it decreases as runs become more costly.
For K = 0 (no complexity), the team should optimally perform no more than one local search. As each variable's contribution i = i a i is independent of the others, the problem becomes separable. All parallel searches lead to the same global optimum, and the search cost should be incurred only once.
We now examine the effect of complexity on the optimal number of perfect tests that evaluate the solutions based on the true performance function. In this case, the optimal number of parallel searches increases with complexity, both with or without unforeseeable uncertainty (Figure 3 ). This is consistent with well-known results from computational complexity theory (e.g., Fox 1993 Fox , 1994 Rivkin 2000, p. 835) . 15 This one unforeseeable variable covers the whole relevant range: One unk-unk with very high K has the same effect as many unkunks with a lower K. A project team does, of course, not know the number of unk-unks, but our qualitative results hold for any fixed number of unk-unks. 16 We had to set S = 2 for computational reasons. For a realistically large S, it is very unlikely that the unk-unk is unconsciously set to the true value. To approximate this effect in our simulation with S = 2, we set the unforeseeable factor in the search environment to the wrong value. To check robustness, we also ran the simulation with randomly assigned default values, corresponding to a 50% chance that the team happens to unconsciously set the unforeseeable factor to the right value. In this case, selectionism with imperfect tests performs better than in the result presented here, because the imperfect tests reveal the true performance half of the time. However, the qualitative insights still apply. 
Optimal Number of Parallel Searches
Note. N = 10, S = 2 1 unknown factor, average over 10,000 runs in landscape and 100 landscapes.
With increasing complexity, the number of low peaks increases, requiring more parallel searches to find a value close to the global optimum. The optimal number of searches is higher when unforeseeable uncertainty is present. Without unforeseeable uncertainty, each search finds a maximum in the true performance landscape. But with unforeseeable uncertainty, the solutions found in the projected landscape might not be maxima in the true landscape, which provides more improvement potential for additional trials. Varying the cost c perfect has the obvious effect: Lower costs make it worth performing more parallel trials, whereas higher costs reduce the break-even point at which the benefit of an additional trial no longer justifies the costs. Having fewer trials reduces the expected value of the best solution.
When only imperfect tests are available, the best trial is chosen in the projected performance landscape, possibly rendering the choice incorrect. Here, the optimal number of parallel searches first increases with complexity, but then decreases (Figure 4 ). This is due to two conflicting effects. On the one hand, increasing complexity requires more parallel searches to find a good maximum trial in the projected landscape. On the other hand, however, increasing complexity also makes the results of imperfect tests less and less correlated with the true results (in the full landscape), because an incorrectly assumed unk-unk influences an increasing number of performance contributions i . This decreases the value of additional searches. For low complexity, a good solution in the projected landscape also leads to a good solution Note. N = 10, S = 2 1 unknown factor, average over 10,000 runs in landscape and 100 landscapes.
in the true landscape, so there is little difference in the optimal number of parallel searches between the presence and absence of unforeseeable uncertainty (Figure 4) . We can show analytically that when K = N − 1 and S is high, there is no correlation between the performance revealed by imperfect tests and the true performance, and thus, only one local search should be performed (for a formal proof, see the appendix). Thus, for realistically large S and a high level of complexity, selectionism with imperfect tests is not worthwhile, no matter how cheap the tests.
At any complexity level, the inaccurate evaluation by imperfect tests reduces the search benefit. Thus, the optimal number of parallel trials with imperfect tests is lower than that with perfect tests when c perfect = c imperfect , and can be higher or lower when c perfect > c imperfect .
Selectionism vs. Learning in the NK-Model
We now turn to the comparison of trial and error learning and selectionism. The simulation results below show the relative project performance (peak heights), or the relative benefits achieved by the two approaches, excluding cost effects. (We have already discussed the effect of relative search costs in Figure 1 .)
The interesting result is that trial and error learning is especially advantageous when the team cannot correctly evaluate the true performance in the selectionist trials. The project payoff resulting from both trial and error learning and selectionism decreases as correlation complexity grows (not surprisingly, because the project becomes more difficult with complexity). However, the selectionism payoff with imperfect tests is lower at any complexity level, and it deteriorates faster, so that trial and error learning offers a growing advantage.
At high complexity levels, the selectionist trials become less and less representative of the true performance, as the unk-unk affects the optimal choice of more and more known decision actions. At the extreme (K = N − 1 and large S), selectionism with imperfect trials corresponds to a random draw in the true landscape, whereas learning finds at least a local peak. It is particularly interesting that selectionism with imperfect tests is outperformed even at intermediate complexity levels (where the imperfect tests are still rather informative about the true performance), although trial and error learning is based on only one trial and risks getting stuck in a low performance peak.
If, in contrast, the team has perfect trial tests at its disposal, trial and error learning performs worse than selectionism except for low complexity ( Figure 5 ; this is because then both approaches perform only one trial). Of course, learning is also preferred if it is relatively cheap (c learn c perfect , as discussed in Figure 1 ).
Comparing the solution values found by imperfect tests with those found by perfect tests, Figure 5 shows that the higher the interaction complexity, the more valuable are perfect tests. Thus, higher complexity justifies higher costs for perfect tests, as compared with those of imperfect tests. Notes. Search costs have been taken out of the performance comparison-it excludes cost effects. However, costs still play an indirect role by influencing the optimal number of selectionist runs. We have assumed the lowest cost in our range c = 0 0005 to make the comparison most favorable to selectionism (more runs increase the expected performance of the best run; because of concavity, an even lower cost ceases to improve the selectionist performance). N = 10, S = 2 1 unknown factor, average over 10,000 runs in landscape and 100 landscapes.
Varying System Size Complexity:
The TSP
Model Description
In the TSP, the team has to develop a tour that visits a number of cities (or, generally, places) at the smallest total distance. We use the TSP to vary the system size dimension of complexity (the number of cities). The TSP is described by a set of N cities and the distances of the connections between them. We denote the distance between cities i and j as d ij (without loss of generality, we consider the symmetric TSP with
We generate an instance of the problem by randomly placing cities in a five-unit square, according to a uniform distribution. d ij is the Euclidean distance between cities i and j. An action a n = ij denotes the city pair ij chosen for the nth link of a tour. The action space A consists of all possible tours, that is, of all combinations of a n with the constraints that the links must connect (if a n = ij then a n+1 = jk ) and that the tour must be a cycle (if a 1 = ij then a N = ki ). The performance function is the sum of the link distances. The goal is to find a cycling tour that visits all cities at minimal distance. The interactions among the elements of the action network A do not reside in the performance function (as in the NKmodel), but in the constraint that A must connect all cities in a tour (for a formal representation of the optimization problem, see Bertsimas and Tsitsiklis 1997) .
As mentioned in §3.3, the TSP differs substantially from the NK-model in the way the two dimensions of complexity (system size and number of interactions) can be varied. Unlike in the NK-model, one can easily vary the system size complexity in the TSP, but it is difficult to vary the correlation complexity. Neither changing the variance of the intercity distances, 17 nor varying the network density significantly changes the autocorrelation function of a random walk. 18 The emergence of a tour link tends to have local effects, not affecting the tour many links away, so neighboring configurations remain correlated. Thus, we use the TSP only to vary the system size (number of cities).
The TSP differs from the NK-model in an additional aspect, namely the absence of uncertainty (a tour change has a deterministic effect, where the i are random draws in the NK-model). Thus, there is only one state of the world, , containing the problem data. Unforeseeable uncertainty is present if cities emerge that the team was not aware of at the outset. The known state R contains the distances among the subset of known cities. The city distances in R are ignored in the tour, and thus the available actions consider only the distances R . The projected performance function R is the length of the tour covering the subset of known cities.
Although the TSP is a classic model in computational complexity, it also demonstrates challenges faced in new business development and project management. Different aspects of a business strategy or a project often interact via constraints. This can be due to limited resources (financial, man hours, etc.) or to component constraints (e.g., space in a design, or standards in a business model). As in the exchange of cities in a tour, local improvements could affect other parts of the business strategy or the project. One can think of the TSP as a representation of the sequence of steps in a competitive plan, where the unforeseen emergence of a shortcut (or an additional step required) can change the order of steps in a later part of the sequence.
For the search of the minimum distance tour, we use the 3-opt procedure with a neighborhood list implementation, which performs reasonably well (Aarts and Lenstra 1997) . 19 After the project team has successfully constructed a tour in the projected landscape, imperfect tests simply evaluate and base the choice on the length of that tour in the projected landscape, whereas perfect tests base the choice on the performance in the full landscape and thus must take the unforeseen cities into account. In the absence of learning, the project team considers the five nearest neighbors for each emerging (unforeseen) city and inserts it between two of the known cities such that the distance known city-new city-next known city in the tour is the shortest (without changing the tour otherwise). This represents a limited ability of the team to scramble after the unanticipated cities emerge, without the full capability of learning or reoptimizing.
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If the team invests in trial and error learning, it can identify the unforeseen cities sufficiently early to 19 As in the NK-model, stronger heuristics are available, but the aim of our model is not to find the optimal TSP tour. Rather, we compare selectionism and trial and error learning in the face of unforeseeable uncertainty. Thus, the use of this procedure is justified. We also performed simulations with a simpler optimization heuristic, two-opt procedure, and obtained the same results, only with more local peaks because the heuristic is less powerful. 20 We could also have assumed inserting the new city at random. This would further depress the performance of selectionism, making learning more advantageous. Thus, the assumption of a scrambling ability is conservative. reoptimize the entire tour, starting from the solution found in the initial problem solving.
Results: Selectionism and Learning in the TSP
We take a fixed percentage (10%) of the cities to be unforeseeable in the TSP. As we vary system size complexity, the influence of a fixed number of unforeseeable cities would be diluted by the increasing network size. 21 Again, we first examine how the optimal number of parallel searches depends on unforeseeable uncertainty and complexity (averaging over 250 simulations within one landscape and across 500 landscapes).
The optimal number of parallel searches increases with system size, both for perfect and imperfect tests ( Figure 6 ). Even imperfect tests remain informative and valuable because an increasing system size does not reduce the correlation among neighboring points to zero. This observation demonstrates an important difference between the two dimensions of complexity. Of course, the optimal number of trials with imperfect tests is lower than with perfect tests, because perfect tests take the influence of the unk-unks into account (although not optimally) and offer, thus, a higher search benefit. Varying the cost of a trial has the same effect as in the NK-model: Lower costs prompt more parallel trials, whereas higher costs reduce the breakeven point at which an additional trial is beneficial. Figure 7 compares trial and error learning and selectionism in the TSP (again excluding cost effects, as we discussed the cost comparison in Figure 1) . As in the NK-model, trial and error learning is advantageous if selectionism is performed with imperfect tests. However, here this advantage does not grow with complexity: It first shrinks and then remains constant as the system size grows. This demonstrates that the system size dimension of complexity is not as damaging; even in large systems, imperfect tests remain informative (landscape neighbors remain correlated), and thus, parallel trials continue to improve the overall solution quality. It is the interaction complexity that is the most damaging.
If the team can evaluate the true performance of selectionist trials via perfect tests, trial and error learning still offers a relative performance benefit for a small system size, but this advantage vanishes at larger system sizes. The trade-off between trial and error learning and selectionism with perfect tests must be based on their relative costs.
Discussion and Conclusion
Many innovation and change activities in organizations are characterized by complexity and unforeseeable uncertainty. Complexity has two dimensions: system size (the number of influence variables) and the number of interactions among influence variables. Unforeseeable uncertainty refers to the inability to recognize influence variables or interactions at the outset (the system state space is not fully known). Prior literature has identified two approaches for managing innovation projects in this context: Selectionism involves pursuing multiple solution candidates independently of one another and picking the best one ex post. Trial and error learning refers to a flexible (unplanned) adjustment of the considered actions and targets to new information about the relevant environment, as the information becomes available.
Different authors have advocated either selectionism or trial and error learning, but their relative attractiveness in the presence of complexity and unforeseeable uncertainty has not been examined. This article makes a contribution by way of offering an understanding of when to use which approach.
One obvious factor influencing the choice between trial and error learning and selectionism is cost. If one of the two approaches is prohibitively expensive (for example, if the delay cost of waiting for an unk-unk to emerge is a show stopper) or the costs differ drastically, this settles the decision (Figure 1 ). The question is how to choose between the two approaches if the costs of the two approaches do not differ drastically.
The conclusions are summarized in Figure 8 . Given that unk-unks are present, the relative performance (solution quality) offered by selectionism versus trial and error learning depends on the type of complexity (system size or interaction complexity) and on the fidelity of the trial tests available for selectionism. Excluding cost effects, trial and error learning offers a systematic solution advantage whenever only imperfect tests are available for the selectionist trials. If perfect tests are available, the comparison between selectionism and trial and error learning is inconclusive, and the costs of selectionist trials and trial and error learning must settle the decision (but perfect tests are typically much more expensive than imperfect tests). These findings suggest that trial and error learning is a more robust approach than selectionism: Even when selectionism offers better performance, it only marginally does so. Of course, this comparison These conclusions make several theoretical contributions. First, the model identifies what structural features of the project influence the comparison and should, therefore, be considered: cost of learning versus parallel trials, presence of unk-unks, type and extent of complexity, and fidelity of trial tests available. Second, the interaction of unk-unks, complexity, and test fidelity is complicated and cannot be predicted based on intuition alone without a model. Third, our results suggest that the two dimensions of complexity differ in the severity of their effects: Interaction complexity (examined with the NK-model) is more damaging than system size complexity (examined with the TSP model). Fourth, our model suggests another interesting finding: The well-known principle that more complexity necessitates a larger number of parallel trials can be reversed in truly novel situations, where some problem characteristics (unk-unks) are unknown. If the team has only imperfect tests at its disposal, a high-correlation complexity level (large number of interactions) reduces the predictive power of the trials and thus their value, suggesting fewer trials.
Our model helps the project manager, or supervising management, to more intelligently think about the project approach at the outset. This is very important for a project team: Successful execution depends on initially setting the right environment. It suggests that the project team should ask itself four questions.
1. Does the team have complete knowledge about the project success influence factors, or are there knowledge gaps, implying that unk-unks could be lurking somewhere? If the former, apply available project risk management methods. If the latter, move to Question 2.
2. How much does it cost to run selectionist parallel trials as compared to flexibly learning and redefining the project as it goes along (possibly having to go all the way into implementation to reveal all relevant influences)? This first-order question might already show that one of the two approaches is infeasible.
3. How high is the complexity in the project? That is, can the team assess the full effect of its actions on performance (at least in the projected landscape that it knows), and can it determine an optimal course of action? In particular, is complexity present in the form of a large system size, or in the form of a large number of variable interactions?
4. Can the team perform solution trials that reveal the true project performance? In other words, can we run perfect tests in a realistic user environment, at reasonable cost?
These four questions can be answered at the outset of the project; teams usually have at least a qualitative feeling about them. Even the presence of unk-unks (although not the variables themselves) can often be diagnosed by honestly asking where the limits of the available knowledge are. Based on the answers to these questions, the project team can decide which approach to adopt.
In this first study, we have considered only a situation where the team must choose between selectionism and trial and error learning, and cannot combine them. Empirical work is under way to test the recommendations of our model and to explore modes of combining the two approaches. This will also inspire further theoretical work.
The four diagnostic questions and the prescriptive result in Figure 8 contribute to management theory. We are not aware of any work that has compared selectionism and trial and error learning without assuming full information about the project's state space. By taking a new angle on the key decisions management must make at the outset, we hope to open up new research directions about decision making in innovation.
is the autocorrelation of neighbors (see Stadler and Schnabl 1992) . measures the interaction complexity of the landscape (Weinberger 1990 ): The lower the autocorrelation , the higher the complexity (ruggedness) of the landscape (given the system size). In an AR (1) Proof. This follows from the conditional mean of AR (1) landscapes: For any given and any performance R found by the parallel trials, the conditional expectation of the true performance is E R = x = + x − . For sufficiently large interaction complexity, lim →0 E R = x = , or the expected performance of a random point in the true landscape. Therefore, any number of parallel trials with imperfect tests has the same expected value (remember, the choice of the best is made first, before seeing the performance in the full landscape), and for any positive search cost the optimal number of parallel trials approaches one.
Trial and error learning, however, finds at least a random performance peak in the true landscape by definition (that is, one optimization after the full landscape is revealed). Since Proof. Weinberger (1990) showed that the landscape of the NK-model can be approximated by an AR(1)-landscape, and he also showed that for K = N − 1 the performance of neighbors is completely uncorrelated, and thus ≈ 0 for any positive step size . If the value of an unforeseeable factor set in the projected landscape differs from the value of the unforeseeable factor encountered in the true environment (¯ R = R , or equivalently, A R = A R ), the step size is positive, and thus the results of Proposition 1 hold for the NK-model with K = N − 1: For selectionism with imperfect tests E R = x = 0 5 or the expected performance of a random point in the true landscape, whereas trial and error learning finds at least a random performance peak in the true landscape.
If the unforeseeable factor is set randomly, the probability of setting the unforeseeable factor correctly is 1/ S + 1 . In the limit (for large enough S), any number of searches has an expected value of 0.5, and is thus, in expectation, no better than a single search or even a random point in the landscape:
Thus, in the NK-Model with K = N − 1 and large S, only one search should be performed given positive search costs, and trial and error learning is more attractive relative to selectionism.
