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Abstract
This paper is devoted to the study of boundary value problems on infinite time intervals for non-
linear, discrete-time systems. For problems of the form
x(k + 1)= f (k, x(k))+ h(k), k = 0,1,2, . . . ,
subject to constraints or nonlocal boundary conditions of the form
∞∑
k=0
g
(
k, x(k)
)= y
we analyze how perturbations in h and y affect the existence of l∞-solutions of this problem. In this
setting, h is an element of l∞ and y belongs to Rp . We also study the existence and behavior of
bounded solutions to problems of the form
x(k + 1)= f (λ, k, x(k)), k = 0,1,2, . . . ,
subject to
∞∑
k=0
g
(
λ, k, x(k)
)= 0.
We place particular importance on the behavior of the solutions as a function of the parameter λ.
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Here we study the existence and parameter dependence of l∞-solutions to nonlinear,
discrete time, boundary value problems on infinite time intervals.
We first consider problems of the form
x(k + 1)= f (k, x(k))+ h(k), k = 0,1,2, . . . ,
subject to constraints, or “boundary” conditions of the type
∞∑
k=0
g
(
k, x(k)
)= y.
The functions f and g are smooth, f :Rn+1 →Rn, g :Rn+1 →Rp , h is an element of l∞,
y belongs to Rp , and p  n.
We provide conditions that will ensure that the solvability of this boundary value prob-
lem is preserved under perturbations of h and y .
We also analyze nonlinear boundary value problems of the form
x(k + 1)= f (λ, k, x(k)), k = 0,1,2,3, . . . ,
subject to
∞∑
k=0
g
(
λ, k, x(k)
)= 0,
where f and g are smooth functions from Rn+2 into Rn. For these problems we provide
criteria for the existence of l∞-solutions and for their behavior in terms of the parameter λ.
The results in this paper extend those of Rodriguez and Sweet [15], who consider global
boundary conditions, and Agarwal [2] and Rodriguez [11] who obtained results for prob-
lems in finite intervals. The reader is referred to [3–5,9,10,12–14] for other related results.
2. Preliminaries
We first consider linear systems of the form
x(k + 1)=A(k)x(k)+ h(k), k = 0,1,2,3, . . . ,
where for each nonnegative integer k, x(k) and h(k) are elements of Rn and the matrix
A(k) is n by n. It is well known [6,8] that the solution of the initial value problem
x(k + 1)=A(k)x(k)+ h(k), x(0)= x0,
is given by the variation of parameters formula
x(k)=Φ(k)x0 +
k−1∑
l=0
Φ(k, l + 1)h(l),
where Φ(k, l), the fundamental matrix solution, is defined by
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{
A(k− 1)A(k− 2) . . .A(l), k > l,
I, k = l,
and Φ(k)=Φ(k,0).
Throughout the paper we will use the following notation: If v is an element of Rp ,
|v| will represent the Euclidean norm of v, Z will denote the collection of all Rn-valued
sequences; that is, Z = {x(·) | x(k) ∈ Rn for each k = 0,1,2,3, . . .}, l∞ = {x ∈ Z |
supk0 |x(k)| <∞}, and l1 = {x ∈ Z |
∑∞
k=0 |x(k)| <∞}. If x belongs to l1, we write
‖x‖1 =∑∞k=0 |x(k)|, and for x in l∞ we use ‖x‖∞ = supk0 |x(k)|. With these norms,
l1 and l∞ are Banach spaces. If B is a matrix, or more generally a bounded linear map,
‖B‖ will represent the operator norm of B . It is evident that l1 × Rp and l∞ × Rp are
Banach spaces if for(
h
y
)
in l∞ ×Rp
we use∥∥∥∥
(
h
y
)∥∥∥∥= ‖h‖∞ + |y|,
and for(
h
y
)
in l1 ×Rp
we use∥∥∥∥
(
h
y
)∥∥∥∥= ‖h‖1 + |y|.
The notion of (Frechet) differentiability will be used throughout the paper. For the con-
venience of the reader we include the definition [1,7].
Definition. Let X and Y be normed vector spaces. Suppose U is an open subset of X, u0
is an element of U and f :U → Y . We say f is (Frechet) differentiable at u0 if there is a
bounded linear map A :X→ Y such that
lim‖h‖→0
f (u0 + h)− f (u0)−Ah
‖h‖ = 0.
From the definition it follows that if f is (Frechet) differentiable at u0, the bounded
linear map A is unique and it is denoted by Df (u0). For references consult [2,7].
In our analysis we will frequently need the inverse and implicit function theorems in
the setting of Banach spaces. For the standard versions of these theorems the reader is
referred to Lang [7]. A deeper and less standard version of the inverse function theorem
now follows.
Theorem 2.1. Let X and Y be Banach spaces, f :X→ Y be continuously (Frechet) dif-
ferentiable and suppose Df (u0) maps X onto Y for some u0 in X. Then, there are open
neighborhoods U of u0 and V of f (u0) such that f maps U onto V .
For a proof of this theorem the reader may consult Abraham et al. [2].
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We now study the solvability of nonlinear boundary value problems on infinite intervals.
First we consider a boundary value problem of the form
x(k + 1)= f (k, x(k))+ h(k), k = 0,1,2, . . . , (3.1)
subject to
∞∑
k=0
g
(
k, x(k)
)= y, (3.2)
where f :Rn+1 → Rn, g :Rn+1 → Rp and both are continuously differentiable; p  n,
y is an element of Rp, and h belongs to l∞.
We assume that the boundary value problem (3.1)–(3.2) has a bounded solution x and
we establish conditions that will ensure the system will still have bounded solutions if h
and y are subject to perturbations.
The fundamental matrix solution of the linearized equation
w(k + 1)= ∂f
∂x
(
k, x(k)
)
w(k)
will be denoted by Φ(k, l). The following hypotheses will be assumed to hold:
(H1) For each compact subset C of Rn, ∂f /∂x is uniformly continuous on [0,∞)×C.
(H2)
∞∑
k=0
∥∥∥∥∂g∂x (k,0)
∥∥∥∥<∞.
(H3) For each β = (βk)∞k=0 in l∞,
∞∑
k=0
∣∣g(k,βk)∣∣<∞.
(H4) There is an s = (sk)∞k=0 in l1 such that for any u and v in Rn∥∥∥∥ ∂g∂x (k,u)− ∂g∂x (k, v)
∥∥∥∥ sk|u− v|.
(H5) There are positive constants K and α such that if k  l  0, then∥∥Φ(k, l)∥∥Ke−α(k−l).
Theorem 3.1. Suppose x is a bounded solution of the boundary value (3.1)–(3.2) and
assume conditions (H1)–(H5) are satisfied. If the matrix
∆=
∞∑
k=0
∂g
∂x
(
k, x(k)
)
Φ(k)
has rank p, then there is a δ > 0 such that if ‖h− h1‖∞ < δ and |y − y1|< δ, the system
x(k + 1)= f (k, x(k))+ h1(k)
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∞∑
k=0
g
(
k, x(k)
)= y1
has a bounded solution.
Proof. Our proof will depend on the surjective version of the inverse function theorem
given in Theorem 2.1.
We define H : l∞→ l∞ ×Rp by
H(x)=
[
F(x)
G(x)
]
,
where F : l∞→ l∞ is defined by
F(x)(k)= x(k+ 1)− f (k, x(k))
and G : l∞→Rp is given by
G(x)=
∞∑
k=0
g
(
k, x(k)
)
.
From our assumptions it is evident that these maps are well defined. We now prove that
H is continuously (Frechet) differentiable.
Let x be a fixed element of l∞ and suppose + > 0 is given. Since f is a continuously
differentiable map from Rn+1 into Rn we know that if h is an element of l∞, then for each
k = 0,1,2,3, . . . there exists a ξk in the line segment between x(k) and h(k)+ x(k) such
that
f
(
k, x(k)+ h(k))− f (k, x(k))= ∂f
∂x
(k, ξk)h(k).
Clearly, ξ = (ξk)∞k=0 is in l∞. Therefore,
sup
k0
∣∣∣∣F(x + h)(k)−F(x)(k)− h(k + 1)+ ∂f∂x
(
k, x(k)
)
h(k)
∣∣∣∣
= sup
k0
∣∣∣∣x(k+ 1)+ h(k + 1)− f (k, x(k)+ h(k))
− x(k+ 1)+ f (k, x(k))− h(k + 1)+ ∂f
∂x
(
k, x(k)
)
h(k)
∣∣∣∣
= sup
k0
∣∣∣∣f (k, x(k)+ h(k))− f (k, x(k))− ∂f∂x
(
k, x(k)
)
h(k)
∣∣∣∣
= sup
k0
∣∣∣∣
[
∂f
∂x
(
k, ξ(k)
)− ∂f
∂x
(
k, x(k)
)
h(k)
]∣∣∣∣
∥∥∥∥∂f∂x
(·, ξ(·))− ∂f
∂x
(·, x(·))∥∥∥∥‖h‖∞.
Using (H1) we see that there exists a δ > 0 such that if ‖h‖∞ < δ then∥∥∥∥∂f (·, ξ(·))− ∂f (·, x(·))
∥∥∥∥< +.∂x ∂x
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DF(x)(h)(k)= h(k + 1)− ∂f
∂x
(
k, x(k)
)
h(k).
We now establish the differentiability of the map G : l∞→Rp defined by
G(x)=
∞∑
k=0
g
(
k, x(k)
)
.
Suppose x and h are in l∞.∣∣∣∣∣G(x + h)−G(x)−
∞∑
k=0
∂g
∂x
(
k, x(k)
)
h(k)
∣∣∣∣∣
=
∣∣∣∣∣
∞∑
k=0
g
(
k, x(k)+ h(k))− ∞∑
k=0
g
(
k, x(k)
)− ∞∑
k=0
∂g
∂x
(
k, x(k)
)
h(k)
∣∣∣∣∣.
From the mean value theorem we know that for each k  0 there exists a β(k) in the
line segment from x(k) to x(k)+ h(k) such that
g
(
k, x(k)+ h(k))− g(k, x(k))= ∂g
∂x
(
k,β(k)
)
h(k).
Therefore,∣∣∣∣∣
∞∑
k=0
g
(
k, x(k)+ h(k))− ∞∑
k=0
g
(
k, x(k)
)− ∞∑
k=0
∂g
∂x
(
k, x(k)
)
h(k)
∣∣∣∣∣
=
∣∣∣∣∣
∞∑
k=0
(
∂g
∂x
(
k,β(k)
)− ∂g
∂x
(
k, x(k)
))
h(k)
∣∣∣∣∣

∞∑
k=0
∥∥∥∥∂g∂x
(
k,β(k)
)− ∂g
∂x
(
k, x(k)
)∥∥∥∥‖h‖∞

∞∑
k=0
s(k)
∣∣β(k)− x(k)∣∣‖h‖∞  ‖s‖1β − x‖∞‖h‖∞.
Consequently, for ‖h‖∞ = 0,∥∥G(x + h)−G(x)−∑∞k=0 ∂g∂x (·, x(·))h(·)∥∥
‖h‖∞  ‖s‖1‖β − x‖∞  ‖s‖1‖h‖∞.
This clearly establishes the differentiability of G and the fact that
DG(x)h=
∞∑
k=0
∂g
∂x
(
k, x(k)
)
h(k).
It follows that H is differentiable and
DH(x)h=
[
DF(x)h
DG(x)h
]
.
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Let x and w be elements of l∞, suppose u belongs to l∞ and ‖u‖∞ = 1.[
DH(x)−DH(w)](u)
=
[
u(k + 1)− ∂f
∂x
(k, x(k))u(k)− u(k + 1)+ ∂f
∂x
(k,w(k))u(k)∑∞
k=0
( ∂g
∂x
(k, x(k))u(k)− ∂g
∂x
(k,w(k))u(k)
)
]
.
Consequently,∥∥DH(x)−DH(w))∥∥(u)
= sup
k0
∣∣∣∣
[
∂f
∂x
(
k,w(k)
)− ∂f
∂x
(
k, x(k)
)]
u(k)
∣∣∣∣
+
∣∣∣∣∣
∞∑
k=0
∂g
∂x
(
k, x(k)
)
u(k)− ∂g
∂x
(
k,w(k)
)
u(k)
∣∣∣∣∣
 sup
k0
∥∥∥∥∂f∂x
(
k, x(k)
)− ∂f
∂x
(
k,w(k)
)∥∥∥∥+
∞∑
k=0
∥∥∥∥ ∂g∂x
(
k, x(k)
)− ∂g
∂x
(
k,w(k)
)∥∥∥∥
 sup
k0
∥∥∥∥∂f∂x
(
k, x(k)
)− ∂f
∂x
(
k,w(k)
)∥∥∥∥+
∞∑
k=0
s(k)
∣∣x(k)−w(k)∣∣
 sup
k0
∥∥∥∥∂f∂x
(
k, x(k)
)− ∂f
∂x
(
k,w(k)
)∥∥∥∥+ ‖s‖1‖x −w‖∞.
Using (H1) we see that for each + > 0 there is a δ(+) > 0 such that if ‖x −w‖∞ < δ then
sup
k0
∥∥∥∥∂f∂x
(
k, x(k)
)− ∂f
∂x
(
k,w(k)
)∥∥∥∥< +.
Let δˆ = min{δ, +/‖s‖1}. Then, if ‖s −w‖< δˆ, ‖DH(x)−DH(w)‖ 2+.
This proves the fact that H is a continuously (Frechet) differentiable map from l∞ into
l∞ ×Rp . Now we will show that DH(x) is a surjective map from l∞ onto l∞ ×Rp .
Let(
h
y
)
be an element of l∞ ×Rp. Clearly, it will be in the range of DH(x) if there is a bounded
solution of
x(k + 1)=A(k)x(k)+ h(k) (3.3)
that satisfies
∞∑
k=0
B(k)x(k)= y, (3.4)
where A(k)= (∂f /∂x)(k, x(k)) and B(k)= (∂g/∂x)(k, x(k)).
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x(k)=Φ(k)x(0)+
k−1∑
l=0
Φ(k, l)h(l)
and ‖Φ(k, l)‖Ke−α(k−l) for all k  l  0, it follows that for any such k
∣∣x(k)∣∣Ke−αk∣∣x(0)∣∣+K‖h‖∞ k−1∑
l=0
e−α(k−l−1).
This implies supk0 |x(k)|<∞.
Therefore, the surjectivity of DH(x) will be established if we can show that there is an
x(0) in Rn such that
y =
[ ∞∑
k=0
B(k)Φ(k)
]
x(0)+
∞∑
k=1
Φ(k)
k−1∑
l=0
Φ(k, l + 1)h(l).
This follows at once from the fact that the rank of
∑∞
k=0B(k)Φ(k) is p.
As a consequence of the surjective inverse function theorem we know that x has an
open neighborhood U ⊂ l∞, and (h, y) has an open neighborhood V ⊂ l∞ × Rp such
that V ⊂ H(U). Therefore, there is a positive number δ such that if ‖h − h1‖ < δ and
|y − y1|< δ then there is an x in l∞ that solves
x(k + 1)− f (k, x(k))= h1(k), k = 0,1,2,3, . . . ,
and
∞∑
k=0
g
(
k, x(k)
)= y1. ✷
We now study the existence of solutions to problems of the form
x(k + 1)= f (λ, k, x(k)) (3.5)
subject to
∞∑
k=0
g
(
λ, k, x(k)
)= 0, (3.6)
where f and g are continuously differentiable functions from Rn+2 into Rn. We assume
the boundary value problem has a solution x when λ= 0; that is,
x(k + 1)= f (0, k, x(k)) for all k = 0,1,2, . . . (3.7)
and
∞∑
g
(
0, k, x(k)
)= 0. (3.8)
k=0
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values of λ.
We let B(k)= (∂f /∂x)(0, k, x(k)) and Φ(k, l) denote the fundamental matrix solution
of the system
w(k + 1)= B(k)w(k).
We assume the following conditions hold:
(A1) For each fixed λ ∈R and each compact subset C of Rn, the map
(k, x)→ ∂f
∂x
(λ, k, x)
is uniformly continuous.
(A2) For each λ ∈R
∞∑
k=0
∥∥∥∥∂g∂x (λ, k,0)
∥∥∥∥<∞.
(A3) For each λ ∈R and each β = (βk)∞k=0 in l∞
∞∑
k=0
∣∣g(λ, k,βk)∣∣<∞.
(A4) There is an s = (sk)∞k=0 in l1 such that for each λ in R and each u,v in Rn∥∥∥∥ ∂g∂x (λ, k,u)− ∂g∂x (λ, k, v)
∥∥∥∥ sk|u− v|.
(A5) There are positive constants K and α such that for all k  l  0∥∥φ(k, l)∥∥Ke−α(k−l).
Theorem 3.2. Suppose x is a solution of (3.7)–(3.8) and that (A1)–(A5) are satisfied. If
the matrix
∆=
∞∑
j=0
∂g
∂x
(
0, k,x(k)
)
Φ(k)
is nonsingular, then there is an + > 0 such that for each |λ|< + the boundary value problem
x(k + 1)= f (λ, k, x(k))
subject to
∞∑
k=0
g
(
λ, k, x(k)
)
has a solution. The solution depends continuously on λ.
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H(λ,x)=
[
F(λ,x)
G(λ,x)
]
,
where F maps R× l∞ into l∞,
F(λ,x)(k)= x(k + 1)− f (λ, k, x(k)),
and G is the function from R× l∞ into Rn given by
G(λ,x)=
∞∑
k=0
g
(
λ, k, x(k)
)
.
We prove that H is continuously differentiable and that (∂H/∂x)(0, x) is a bijection from
l∞ onto l∞ ×Rn. The theorem now follows from the implicit function theorem [7]. Since
the details are very similar to those in the proof of Theorem 3.1 we do not include them
here. ✷
In the following result we consider the case when the dynamics are governed by a
nonlinear perturbation of a linear system. The fundamental matrix solution of
x(k + 1)=A(k)x(k)
is given by Φ(k, l).
It should be observed that the simplest case where this result applies is that where A is
constant and all its eigenvalues have modulus less than 1.
We consider the case
x(k + 1)=A(k)x(k)+ λf (k, x(k)) (3.9)
subject to
∞∑
k=0
g
(
λ, k, x(k)
)= 0. (3.10)
Corollary 3.3. Suppose that conditions (A1)–(A5) hold and that there is a c in Rn such
that
∞∑
k=0
g
(
0, k,Φ(k)c
)= 0.
If
∞∑
k=0
∂g
∂x
(
0, k,Φ(k)c
)
Φ(k)
is nonsingular, then there is an + > 0 such that if |λ| < + the system (3.9)–(3.10) has a
solution.
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Our main objective in this paper has been to establish conditions which will ensure that
the existence of l∞ solutions to discrete-time global boundary value problems is preserved
under perturbations in both the dynamics and the boundary conditions. In our next theo-
rem we provide conditions for the existence of bounded solutions to the type of boundary
value problems discussed in this paper. For related existence theorems, as well as a more
detailed analysis of the solvability of this type of constrained dynamical system, the reader
is referred to [15,16].
Throughout our discussion we will assume that f and g are continuous maps fromRn+1
into Rn and that for each nonnegative integer k, A(k) is a nonsingular n by n matrix. We
will assume the following conditions are satisfied:
(i) supk |f (k,0)|<∞ and there is a constant β such that |f (k,u)− f (k, v)| β|u− v|
for all (k,u) and (k, v) in Rn+1.
(ii) ∑∞k=0 |g(k,0)| <∞ and there is a σ = {σk} in l1 such that |g(k,u) − g(k, v)| 
σk|u− v| for any (k,u) and (k, v) in Rn+1.
(iii) There are positive constants K and α such that ‖Φ(k, l)‖  Ke−α(k−l) for all k 
l  0.
Theorem 3.4. Suppose conditions (i)–(iii) are satisfied. If
‖σ‖1 + β(1− e−α)−1 <K−1,
then the boundary value problem
x(k + 1)=A(k)x(k)+ f (k, x(k))
subject to
x(0)=
∞∑
k=0
g
(
k, x(k)
)
has exactly one solution in l∞.
Proof. First we observe that if h ∈ l∞ and u is an element of Rn, then the solution of
x(k + 1)=A(k)x(k)+ h(k), x(0)= u,
is bounded. This follows from the fact that
x(k)=Φ(k)u+
k−1∑
l=0
Φ(k, l + 1)h(l).
Therefore,
∣∣x(k)∣∣ ∥∥Φ(k)∥∥|u| + k−1∑
l=0
∥∥Φ(k, l + 1)∥∥∣∣h(l)∣∣K|u| + k−1∑
l=0
Ke−α(k−l−1)‖h‖∞
K|u| +
∞∑
K(e−α)j‖h‖∞ =K
[|u| + (1− e−α)−1‖h‖∞]<∞.j=0
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H(x)(k)=


Φ(k)
[∑∞
l=0 g(l, x(l))
]+∑k−1l=0 Φ(k, l + 1)f (l, x(l)),
if k = 1,2,3, . . . ,∑∞
l=0 g(l, x(l)), if k = 0.
To see that H is a well defined map from l∞ into l∞ we show that for each x in l∞,∑∞
l=0 g(l, x(l)) is convergent and we prove that supk |f (k, x(k))| is finite.
∞∑
k=0
∣∣g(k, x(k))∣∣ ∞∑
k=0
∣∣g(k, x(k))− g(k,0)∣∣+ ∞∑
k=0
∣∣g(k,0)∣∣

∞∑
k=0
σk
∣∣x(k)∣∣+ ∞∑
k=0
∣∣g(k,0)∣∣ ‖σ‖1‖x‖∞ + ∞∑
k=0
∣∣g(k,0)∣∣<∞.
Also, for each k = 0,1,2, . . .∣∣f (k, x(k))∣∣ ∣∣f (k, x(k))− f (k,0)∣∣+ ∣∣f (k,0)∣∣ β‖x‖∞ + sup
k
∣∣f (k,0)∣∣.
Therefore, supk |f (k, x(k))| is finite.
It is evident that H maps l∞ into l∞ and that finding an l∞ solution of
x(k + 1)=A(k)x(k)+ f (k, x(k))
subject to
x(0)=
∞∑
k=0
g
(
k, x(k)
)
is equivalent to finding a fixed point of H .
If x and y belong to l∞, then
∣∣(Hx)(k)− (Hy)(k)∣∣=
∣∣∣∣∣Φ(k)
[ ∞∑
l=0
g
(
l, x(l)
)]+ k−1∑
l=0
Φ(k, l + 1)f (l, x(l))
−Φ(k)
[ ∞∑
l=0
g
(
l, y(l)
)]− k−1∑
l=0
Φ(k, l + 1)f (l, y(l))
∣∣∣∣∣

∥∥Φ(k)∥∥ ∞∑
l=0
σl
∣∣x(l)− y(l)∣∣
+
k−1∑
l=0
∥∥Φ(k, l + 1)∥∥β∣∣x(l)− y(l)∣∣
K‖σ‖1‖x − y‖∞ +Kβ‖x − y‖(1− e−α)−1.
Therefore, if ‖σ‖1 + β(1 − e−α)−1 < K−1 we see that H is a contraction map from
l∞ into l∞. Consequently, H has exactly one fixed point in l∞ and the boundary value
problem
x(k + 1)=A(k)x(k)+ f (k, x(k))
794 J. Rodriguez / J. Math. Anal. Appl. 286 (2003) 782–794subject to
x(0)=
∞∑
l=0
g
(
l, x(l)
)
has exactly one solution in l∞. ✷
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