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Polynomial traces and elementary symmetric functions in the latent roots of a
non-central Wishart matrix ∗
Elvira Di Nardo †
Abstract
Hypergeometric functions and zonal polynomials are the tools usually addressed in the litera-
ture to deal with the expected value of the elementary symmetric functions in non-central Wishart
latent roots. The method here proposed recovers the expected value of these symmetric functions
by using the umbral operator applied to the trace of suitable polynomial matrices and their cu-
mulants. The employment of a suitable linear operator in place of hypergeometric functions and
zonal polynomials was conjectured by de Waal in [3]. Here we show how the umbral operator
accomplishes this task and consequently represents an alternative tool to deal with these symmet-
ric functions. When special formal variables are plugged in the variables, the evaluation through
the umbral operator deletes all the monomials in the latent roots except those contributing in the
elementary symmetric functions. Cumulants further simplify the computations taking advantage
of the convolution structure of the polynomial trace. Open problems are addressed at the end of
the paper.
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1 Introduction
The elementary symmetric function (e.s.f.) of degree i ≤ p in variables y1, . . . , yp is [15]
ei(y1, . . . , yp) =
∑
1≤j1<···<ji≤p
yj1 × · · · × yji =
1
i!
Bi(g1s1, . . . , gisi), i ≤ p (1.1)
where Bi is the i-th complete (exponential) Bell polynomial, sk =
∑p
i=1 y
k
i is the k-th power sum
symmetric polynomial in y1, . . . , yp and gk = (−1)
k−1(k − 1)! for all nonnegative integers k. We also
use the convention that e0 = 1.
Suppose to replace y1, . . . , yp in (1.1) with the latent roots Y1, . . . , Yp of a p × p random matrix
S and denote by Tri(S) its i-th e.s.f. in Y1, . . . , Yp. Taking the expectation E of both sides in (1.1),
we recover E[Tri(S)] through E[ei(Y1, . . . , Yp)]. The usefulness of an explicit expression of E[Tri(S)]
essentially relies on the fundamental theorem on symmetric functions, as any symmetric polynomial
has an expression in terms of the e.s.f.’s [25]. Moreover latent roots of random matrices are employed in
various multivariate test procedures [12]. More applications are given in [16] and references therein. As
outlined in [12], the computation of E[Tri(S)] using the latent root distribution can be a difficult task.
A different procedure might consist in resorting joint moments E[µ(S)(τ)] = E
∏
c∈C(τ)Tr
(
Sl(c)
)
of S,
introduced in [2]. Indeed, if Si denotes the symmetric group, a different expression of ei(Y1, . . . , Yp)
is (see the Appendix)
i!ei(Y1, . . . , Yp) =
∑
τ∈Si
(−1)i−|C(τ)|
∏
c∈C(τ)
Tr
(
D
l(c)
Y
)
(1.2)
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where the summation is over all permutations τ ∈ Si of [i] = {1, . . . , i}, C(τ) denotes the stan-
dard representation of τ in disjoint cycles, l(c) is the cardinality of the cycle c ∈ C(τ) and DY =
diag(Y1, . . . , Yp). Taking the expectation E of both sides in (1.2), we recover i!E[Tri(S)] in terms of
joint moments E[µ(S)(τ)]. But also the computation of E[µ(S)(τ)] is a quite difficult task, even for
well known matrix variate distributions, as the Wishart ones. Let us recall that the (non-singular)
non-central Wishart random matrix of order p is
Wp(n,Σ,M) = XX
T with n ≥ p
where X = (X1, . . . ,Xn) ∼ Np,n(M,Σ, In) is a p × n-matrix variate normal distribution with mean
M = (m1, . . . ,mn), row covariance matrix Σ and column covariance matrix In, that is X1, . . . ,Xn
are column random vectors independently drawn from a p-variate normal distributionXi ∼ N (mi,Σ)
with mean mi ∈ R
p and full rank covariance matrix Σ of order p. Note that Ω = Σ−1MMT is named
non-centrality matrix.
For W = Wp(n,Σ, 0) there are manageable closed form formulae for joint moments E[µ(W )(τ)],
see [6, 13]. Hence, taking into account (1.2), an explicit expression of E [Tri(W )] might be recovered
depending on E[µ(W )(τ)]. But for M 6= 0 the computation of E[µ(W )(τ)] is quite cumbersome and
in the literature a different way has been addressed. In particular, using hypergeometric functions,
zonal polynomials and the character of the symmetric group Si, Shah and Khatri [23] prove that
E [Tri(W )] = (n)iTri(Σ) +
i∑
k=1
(n− k)i−k
∑
j(i)
det
(
Σj(i)
)
Trj [Σ
−1
j(i)(MM
T)j(i)], (1.3)
where the inner summation is over all the ordered i-tuples j1, . . . , ji of integers choosen in {1, . . . , p} and
Σj(i) and (MM
T)j(i) are the principal submatrices formed with the j1, . . . , ji-th rows and j1, . . . , ji-th
columns of Σ and MMT respectively. Special cases of (1.3) are [3, 22]
E[Tri(W )]=


(n)iTri(Σ) if M = 0
σ2i
∑i
j=0(n− j)i−j
(p−j
i−j
)
Trj(MM
T) if Σ = σ2Ip
det(Σ)
∑p
j=0(n− j)p−jTrj(Ω) if i = p
(1.4)
where (n)j = n(n − 1) · · · (n − j + 1) for 1 ≤ j ≤ p ≤ n. In this paper, our interest is focused on
the latter conjecture formulated by de Waal in [3], about the existence of a suitable linear operator
providing (1.4) without using hypergeometric functions and zonal polynomials.
Following his intuition, our aim is to recover (1.4), and then (1.3), using the evaluation umbral
operator introduced in [21] and the symbolic method [5]. If we wanted to apply the classical umbral
calculus [21] plainly, we would have to use the algebra of formal power series and the characteristic
function of the latent roots of W, see Section 3. Unfortunately this characteristic function [24] has
a quite cumbersome expression to be expanded in formal power series. Therefore in this paper, we
propose to use the symbolic method [5] arising from the umbral calculus and involving the algebra
of cumulant polynomials [7]. Despite its algebraic flavor, the method is also known as algebra of
probability [20] since its syntax matches the one of random vectors. For readers who are unaware of
the method, a short introduction is given in Sections 2 where the algebra of probability is addressed
in terms of umbrae and where we recall notations and definitions needed to work with. The extension
to the multivariate framework is recalled in Section 3 (for more details see [5] and references therein).
Let us underline that the symbolic method was already employed for computing moments and
cumulants of Tr(XXT) by using Sheffer polynomials, see [6]. Therefore the contents of this paper rep-
resent a prosecution of [6] with one more application. We introduce a new class of polynomials, the
polynomial trace Tr(DyXDx)(DyXDx)
T, whereDx andDy are diagonal matrices of n and p indetermi-
nates respectively and X is a suitable formal matrix symbolizing X. Formulae (1.3) and (1.4) are then
recovered by using this new class of polynomials and by taking advantage of the additivity property of
their cumulants arising from the convolution between the central component of Tr(DyXDx)(DyXDx)
T
and the trace of a formal matrix involving M and Σ. Note that the symbolic calculus for cumulants
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of random matrices has been developed in [8]. As shown in the last section, when we replace the
indeterminates of Dx and Dy with suitable umbrae and evaluate the resulting polynomial through the
umbral operator, only the monomials contributing in (1.1) give not zero contribution. The same strat-
egy has been already applied to recover different families of symmetric polynomials, as for example
the product of augmented polynomials in separately independent and identically distributed random
variables [5]. Open problems are addressed at the end of the paper.
2 The moment symbolic calculus
Denote by A = {α, γ, . . .} an alphabet of symbols called umbrae. The evaluation (umbral) linear
operator E is defined on the polynomial ring R[A], with values in R and such that E[1] = 1 and
(i) E(αi) = ai for all nonnegative integers i with a0 = 1,
(ii) E(αiγj × · · · ) = E(αi)E(γj)× · · · for distinct umbrae α, γ, . . . and nonnegative integers i, j, . . .
(uncorrelation property).
The sequence {ai}i≥0 is said to be umbrally represented by α, and ai is called the i-th moment of the
umbra α. Distinct symbols of A denote uncorrelated umbrae. Two umbrae α and γ are said to be
similar iff E(αi) = E(γi) for all nonnegative integers i, in symbols α ≡ γ. By extending coefficientwise
the operator E to the ring of formal power series R[[z]], the generating function (g.f.) of α is the
formal power series
f(α, z) = E
(
eαz
)
=
∑
i≥0
ai
zi
i!
∈ R[[z]]. (2.1)
Thus, α ≡ γ iff f(α, z) = f(γ, z) and the alphabet A can be endowed with sufficiently many umbrae
similar with any expression whatsoever [21]. Moreover the formal power series (2.1) needs not have a
convergence region [25].
A random variable (r.v.) with all moments {E(Xi)}i≥0 is represented by an umbra α having the
same moments. In particular if X admits moment generating function (m.g.f.) MX(z), then X is
represented by an umbra α with f(α, z) =MX(z). For example, the r.v. X such that P(X = 1) = 1
has all moments equal to 1 and is represented by the unit umbra u with g.f. f(u, z) = exp(z). The
Poisson r.v. P(1) is represented by the Bell umbra β such that f(β, z) = exp[exp(z−1)]. If X is a r.v.
with m.g.f. MX(z), any polynomial p(X) with m.g.f. Mp(X)(z) can be represented by p(α), where
α is an umbra representing X. For a discussion on the employment of formal power series in dealing
with a finite sequence of moments see [1].
The correspondence between umbrae and r.v.’s is not one-to-one. Despite the evaluation oper-
ator resembles the expectation of a r.v., the formal variables α, γ, . . . need not have a probabilistic
counterpart. For example, the sequence {1, 1, 0, . . .} is represented by the so-called singleton umbra
χ, with g.f. f(χ, z) = 1 + z, which does not have a probabilistic counterpart. Moreover there are
r.v.’s that cannot be represented by an umbra as they do not have moments. These issues and other
noteworthy probabilistic aspects of the umbral calculus have been developed in [4]. Two umbrae will
play a special role in the following: the singleton umbra and the delta umbra δ, such that δ2 ≡ χ and
f(δ, z) = 1 + z
2
2 .
Example 2.1 (Normal r.v.). SupposeX ∼ N (0, 1) a standard normal r.v. AsMX(z) = exp [f(δ, z) − 1]
is the composition of exp[exp(z−1)] and 1+log [f(δ, z) − 1], then X is represented by the δ-exponential
auxiliary umbra β.δ. To simplify the notation, we denote β.δ by ζ. Thus the r.v.X ∼ N (m,σ2) is
represented by mu + σζ as f (mu+ σζ, z) = exp
(
mz + 12σ
2z2
)
. A non-central chi-squared r.v. with
degree of freedom 1 and non-centrality parameter m is represented by (mu+ ζ)2.
Elementary symmetric functions. Details on this symbolic calculus for symmetric functions
are given in [5]. Here we just recall the results we need in the following. Suppose {qi}i≥0 a sequence
of polynomials in y1, . . . , yp such that q0 = 1 and deg(qi) = i for all positive integers i. To represent
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such a sequence with an umbra, we replace the field R with the ring of polynomials R[y1, . . . , yp] and
consider the evaluation operator E : R[y1, . . . , yp][A] 7→ R[y1, . . . , yp] such that
E
(
yl1i y
l2
j × · · · × ν
m1µm2 × · · ·
)
= yl1i y
l2
j × · · · ×E (ν
m1µm2 × · · · )
for all ν, µ, . . . ∈ R[A], for all i, j, . . . ∈ {1, . . . , p} and for all nonnegative integers l1, l2, . . . ,m1,m2, . . . .
The umbra representing the polynomial sequence {qi}i≥0 is said to be polynomial. The elementary
symmetric polynomial umbra ǫ(y1, . . . , yp) = χ1y1 + · · · + χpyp is an example as its moments are the
e.s.f.’s in y1, . . . , yp
E[(χ1y1 + · · · + χpyp)
i] =
{
i!ei(y1, . . . , yp), i = 0, . . . , p,
0, i > p.
(2.2)
The g.f. is f(χ1y1+ · · ·+χpyp, z) =
∏p
j=1(1+yjz). Notice that ǫ(1, . . . , 1) = χ1+ · · ·+χp has moments
(p)i for i ≤ p and 0 otherwise. To lighten the notation, in the following we denote χ1 + · · · + χp by
the auxiliary umbra p.χ, see [5] for more properties on auxiliary umbrae.
Example 2.2 (U -statistics). If we plug α in y1, . . . , yp, from (2.2) we have i!E[ei(α, . . . , α)] =
E(αi)E[ǫ(1, . . . , 1)i] = ai(p)i for i ≤ p. If we plug distinct umbrae α1, . . . , αp similar to α in y1, . . . , yp,
then i!E[ei(α1, . . . , αp)] allow to recover the U -statistics of a random sample [5].
3 The multivariate framework
To represent random vectors, we consider umbral polynomials [5]. A multi-indexed sequence {gi}
with gi = gi1,...,ip and i = (i1, . . . , ip) ∈ N
p
0 is represented by a p-tuple ν = (ν1, . . . , νp) of umbral
polynomials ν1, . . . , νp ∈ R[A], if g0 = 1 and E(ν
i) = gi for all i ∈ N
p
0. By extending coefficientwise
the evaluation E, the g.f. of ν is
f(ν,z) = E[exp(ν1z1 + · · · + νpzp)] =
∑
k≥0
∑
|i|=k
gi
i!
zi ∈ R[[z]], (3.1)
where z = (z1, . . . , zp), |i| = i1 + · · ·+ ip, and i! = i1!× · · · × ip!. If gi is the i-th multivariate moment
of a (column) random vector X or MX(z) admits power series expansion (3.1), then X is said
umbrally represented by ν and gi is the i-th multivariate moment of ν. Consider µ = (µ1, . . . , µp)
with µ1, . . . , µp ∈ R[A].
Definition 3.1. ν and µ are said to be similar if f(ν,z) = f(µ,z), in symbols ν ≡ µ.
To represent not independent r.v.’s, we use related umbral polynomials. Let us recall that, when an
umbral polynomial ν is written as a linear combination of distinct monomials with not zero coefficients,
its support supp(ν) is the set of all umbrae that occur in some such monomial with a positive power
[21]. A set of umbral polynomials with supports of any two of them disjoint is said to be unrelated
(otherwise related).
Definition 3.2. ν and µ are said to be unrelated if supp(ν) = ∪pi=1supp(νi) is disjoint with supp(µ) =
∪pi=1supp(µi).
If ν and µ are unrelated then E[νiµj ] = E[νi]E[µj ] for all i, j ∈ Np0 and in particular f(µ+ν,z) =
f(µ,z)f(ν,z).
Example 3.3 (Normal umbral p-tuples). SupposeX ∼ Np(m,Σ) having m.g.f. MX(z) = exp(zm+
1
2zΣz
T). Thus X is represented by an umbral p-tuple η having g.f. MX(z) and we write η ≡
Np(m,Σ). Recall that, if C and D are two p × q-matrices, then the Hadamard product C ◦D is the
p× q matrix such that (C ◦D)ij = (C)ij(D)ij for i = 1, . . . , p and j = 1, . . . , q. Thus Np(m,Σ) ≡m
T ◦
u+ζΣ1/2, where u is a p-tuple of distinct unity umbrae, ζ is a p-tuple of distinct δ-exponential umbrae
and ◦ is the Hadamard product. Indeed as u and ζ are unrelated, we have f(mT ◦ u + ζΣ1/2,z) =
f(mT ◦u,z)f
(
ζΣ1/2,z
)
with f(mT ◦u,z) = exp (zm) and f(ζΣ1/2,z) = f(ζ,zΣ1/2) = exp(12zΣz
T).
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Example 3.4 (Generalized non-central chi-squared r.v.). Suppose X ∼ Np(m,Σ) and consider
Tr(XXT) = XTX, with degree of freedom p and non-centrality parameter Σ−1mmT. Its m.g.f. is
[10]
MXTX(z) = det (Ip − 2zΣ)
−1/2 exp
{
1
2
Tr
[(
(Ip − 2Σz)
−1 − Ip
)
Σ−1mmT
]}
= exp

1
2
∑
k≥1
2kzk
k
Tr
(
Σk + kΣk−1mmT
) (3.2)
where the function at the r.h.s. of (3.2) is obtained using the well-known equations
det (Ip − zA)
−1 = exp
(∑
k≥1
zk
k
Tr(Ak)
)
and (Ip − zA)
−1 =
∑
k≥0
zkAk (3.3)
with A a p × p matrix. If η ≡ Np(m,Σ), then X
TX is represented by ηηT. Indeed, suppose Σ =
QDθQ
T, with eigenvalues Dθ = diag(θ1, . . . , θp), and observe that η ≡ (m˜
T ◦ u + ζQ)D
1/2
θ Q
T with
m˜T = mTQD
−1/2
θ from Example 3.3. As f (ζQ
T,z) = exp(12zz
T) then η ≡ (m˜T ◦ u + ζ˜)D
1/2
θ Q
T
with ζ˜ a p-tuple of distinct δ-exponential umbrae. Thus ηηT ≡
∑p
i=1 θi(m˜iui + ζ˜i)
2 and f(ηηT, z) =∏p
i=1 f [(m˜iui+ ζ˜i)
2, θiz] = exp
(
1
2
∑
k≥1
2kzk
k
∑p
i=1 θ
k
i
(
1 + km˜2i
) )
. Last equality follows from Example
2.1, using the uncorrelation property. As
∑p
i=1 θ
k
i
(
1 + km˜2i
)
= Tr(Dkθ ) + kTr(m˜
TDkθm˜
T) the g.f.
f(ηηT, z) matches the function on the r.h.s. of (3.2).
Lemma 3.5. If (Y1, . . . , Yp) is represented by the p-tuple ν, then
i!E[ei(Y1, . . . , Yp)] = E[pi(χ1, . . . , χp)]
where pi(y1, . . . , yp) is the i-th coefficient of E[exp
(
(y1ν1 + · · · + ypνp)z
)
].
Proof. Indeed from (2.2) we have E[ei(ν1, . . . , νp)] = E[pi(χ1, . . . , χp)], that gives E[ei(Y1, . . . , Yp)]
since the joint moments of ν are equal to the joint moments of (Y1, . . . , Yp).
From the previous Lemma, a way to recover E [Tri(W )]is the following: compute the i-th coefficient
of exp(y1ν1 + · · · + ypνp)z, where the p-tuple (ν1, . . . , νp) represents the latent roots of W ; plug {χi}
in place of {yi} and evaluate the corresponding umbral polynomial through E. As remarked in the
introduction, the m.g.f. of the latent roots of W has a cumbersome expression to be expanded in
formal power series [24] and thus we recover E [Tri(W )] following a different way.
4 Umbral matrices
Let us consider a sequence {gi1,...,in} indexed by n multi-indexes i1, . . . , in ∈ N
p
0 and umbrally repre-
sented by a n-tuple V = (ν1, . . . ,νn) of umbral p-tuples. Paralleling (3.1), the g.f. of V is
f
(
V ;z1, . . . ,zn
)
=
∑
k≥0
∑
|i1|+···+|in|=k
gi1,...,in
zi11 × · · · × z
in
n
i1!× · · · × in!
∈ R[[z1, . . . ,zn]],
with zj = (z1j , . . . , zpj) for j = 1, . . . , n. Definitions 3.1 (similarity) and 3.2 (unrelation) are naturally
extended to n-tuples of umbral p-tuples.
Example 4.1 (Normal umbral pn-tuples). Let vec[p×n] be the operator representing a p × n-matrix
as a pn-vector formed by putting columns underneath starting with the first. In the following, we
omit the subscript p× n in vec[p×n] when there are no misunderstandings. The p × n-matrix variate
normal distribution X ∼ Np,n(M,Σ,Ψ) has m.g.f. [11]
MX(Z) =Mvec(X)(Z) = exp
[
vecT(M)vec(Z)+
1
2
vecT(Z)(Ψ⊗ Σ)vec(Z)
]
(4.1)
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where ⊗ denotes the Kronecker product, that is Ψ⊗Σ is the pn×pn-matrix of p×p block submatrices
[ΨijΣ], for i = 1, . . . , n and j = 1, . . . , n. From Example 3.3, vec(X) ∼ Npn(vec(M),Ψ ⊗ Σ) is repre-
sented by the umbral pn-tuple vecT(M) ◦ (u1, . . . ,un) + (ζ1, . . . , ζn)(Ψ
1/2 ⊗ Σ1/2), where u1, . . . ,un
are unrelated p-tuples of unity umbrae and ζ1, . . . , ζn are unrelated p-tuples of δ-exponential umbrae.
If Ψ = In then vec(X) is represented by (η1, . . . ,ηn), with ηj ≡ m
T
j ◦ uj + ζjΣ
1/2 unrelated normal
umbral p-tuples for j = 1, . . . , n.
Definition 4.2. A p× n-umbral matrix is V = vec−1[(νT1 , . . . ,ν
T
n)
T].
If etr(·) = exp
[
Tr(·)
]
and Z = vec−1[(zT1 , . . . ,z
T
n)
T], then
f(V;z1, . . . ,zn) = E
{
exp
[
vecT(V)vec(Z)
]}
= E
[
etr
(
VTZ
)]
and we set
f(V, Z) = E
[
etr
(
VTZ
)]
.
If V is a random matrix with m.g.f. E
[
etr
(
V TZ
)]
= MV (Z), then V is represented by the umbral
matrix V with g.f. f(V, Z) =MV (Z).
Example 4.3 (Normal umbral matrix). From Example 4.1, the matrix variate X ∼ Np,n(M,Σ,Ψ)
is represented by a p × n-umbral matrix X having g.f. (4.1) and named normal umbral matrix. We
write X ≡ Np,n(M,Σ,Ψ). It’s straightforward to prove that M ◦ U + Σ
1/2ZΨ1/2 is a normal umbral
matrix where U = vec−1 [(uT1, . . . ,u
T
n)
T] and Z = vec−1 [(ζT1 , . . . , ζ
T
n)
T] .
Example 4.4 (E.s.f. and the singleton umbral matrix). Let us consider the i-th e.s.f. ei(θ1, . . . , θp)
in the eigenvalues of Σ and Dθ = diag(θ1, . . . , θp). Then Tri(Σ) = E[Tr(XpDθ)
i] for i ≤ p, where Xp =
diag(χ1, . . . , χp) is a diagonal singleton umbral matrix. As E[det(Xp)] = 1, notice that E[Tr(XpDθ)
p] =
det(Σ) = E[det(XpΣ)] = E[Tr(XpΣ)
p]. For i ≤ p, as Xp ≡ ∆
2
p with ∆p = diag(δ1, . . . , δp) a diagonal
delta umbral matrix, we have
Tri(Σ) = E[Tr(∆pDθ∆p)
i] = E[Tr(∆pQ
TΣQ∆p)
i] = E[Tr(QδΣQ
T
δ)
i]
where Qδ = ∆pQ
T. Notice that QδQ
T
δ ≡ Xp.
Example 4.5 (E.s.f. and the Wishart umbral matrix). The Wishart random matrix W has m.g.f.
[10]
MW (Z) = det
(
Ip − 2ZΣ
)−n/2
etr
[
(Ip − 2ZΣ)
−1ZΩ
]
,
where Z is a p× p parametric matrix such that Zij =
1
2zij for i 6= j and zij = zji for i, j ∈ {1, . . . , p}.
A formal power series expansion of MW (Z) is given in Theorem 7.8.1. of [10]. By using the same
arguments of Example 3.4, this formal power series results to be the g.f. of XX T, with X ≡ M ◦
U + Σ1/2ZΨ1/2. Then XXT is represented by the Wishart umbral matrix XX T. Suppose to represent
the singular values of X with the umbral p-tuple ν = (ν1, . . . , νp) and with V the p × n rectangular
diagonal matrix containing ν1, . . . , νp in the elements with equal indices. Thus ν
2
1 , . . . , ν
2
p represent
the latent roots of XXT and Tr(XpV
2) ≡ Tr(∆pV∆˜n)(∆pV∆˜n)
T, where ∆p = diag(δ1, . . . , δp) and
∆˜n = diag(δ˜1, . . . , δ˜n) are diagonal matrices of uncorrelated delta umbrae such that δ
2
i ≡ χi for
i = 1, . . . , p and δ˜2i ≡ χ˜i for i = 1, . . . , n. This last formula has suggested the introduction of the
polynomial trace umbra in order to recover E[Tri(W )].
4.1 Polynomial trace umbra
Let us consider two sets of indeterminates y1, . . . , yp and x1, . . . , xn, and the evaluation operator E
defined on R[y1, . . . , yp;x1, . . . , xn][A] such that
E[yl1i1y
l2
i2
× · · · × xk1j1 x
k2
j2
× · · · × νm1µm2 × · · · ] = yl1i1y
l2
i2
× · · · × xk1j1 x
k2
j2
× · · · × E[νm1µm2 × · · · ]
for all ν, µ, . . . ∈ R[A], for all nonnegative integers l1, l2, . . . , k1, k2, . . . , m1,m2, . . . and i1, i2, . . . ∈
{1, . . . , p}, j1, j2, . . . ∈ {1, . . . , n}. For shortness, we denote the two set of indeterminates with {y}
1
p
and {x}1
n
respectively.
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Definition 4.6. If X ≡ Np,n(M,Σ, In), then Tr[(DyXDx)(DyXDx)
T] is the Wishart polynomial trace
umbra.
This definition is well suited for quadratic forms and might be extended to different umbral ma-
trices. As example, if n = p we can consider the polynomial trace umbrae Tr(DyVDx) or in one set
of indeterminates Tr(DyV).
The moments of the Wishart polynomial trace umbra form a sequence of complete Bell polynomials
as proved in the following theorem.
Theorem 4.7. If X ≡ Np,n(M,Σ, In), then
E
{
[Tr(DyXDx)(DyXDx)
T]i
}
= Bi
(
c1
(
{y}1p, {x}
1
n
)
, . . . , ci
(
{y}1p, {x}
1
n
))
, i ≥ 1
where Bi is the i-th complete Bell polynomial, c0
(
{y}1p, {x}
1
n
)
= 1 and ck
(
{y}1p, {x}
1
n
)
= qk
(
{y}1p, {x}
1
n
)
+
q˜k
(
{y}1p, {x}
1
n
)
, for k ≥ 1 with
qk
(
{y}1
p
, {x}1
n
)
= (k − 1)! 2k−1 Tr[(D2x ⊗ D
2
yDθ)
k] (4.2)
q˜k
(
{y}1
p
, {x}1
n
)
=
{
vecT(M˜)vec(M˜), k = 1,
k! 2k−1vecT(M˜)(D2x ⊗ Σ˜)
k−1vec(M˜), k > 1
(4.3)
M˜ = DyMDx and Σ˜ = DyΣDy.
Proof. From Theorem 7.8.2 of [10] with A replaced by D2x = diag(x
2
1, . . . , x
2
n) and parametric matrix
zIp, we have f(XD
2
xX
T, z) = g1(z) exp g2(z) where by using the first of (3.3)
g1(z) =
n∏
j=1
det(Ip − 2x
2
jzDθ)
−1/2 = etr
(∑
k≥1
2k−1
(D2x ⊗ zDθ)
k
k
)
(4.4)
and by using the second of (3.3) and by observing that [Inp−2(D
2
x⊗zΣ)]
−1 = diag[(Ip−2x
2
1zΣ)
−1, . . . , (Ip−
2x2nzΣ)
−1] we have
g2(z) =
∑
k≥0
2kzk+1vecT(MDx)(D
2
x ⊗ Σ)
kvec(MDx) (4.5)
= zvecT(MDx)vec(MDx) +
∑
k≥1
2kzk+1vecT(MDx)(D
2
x ⊗ Σ)
kvec(MDx). (4.6)
Moreover DyX ≡ Np,n(DyM,DyΣDy, In) and, taking into account (4.4) and (4.6), we have
f
(
Tr[(DyXDx)(DyXDx)
T], z
)
= exp[g(z) − 1]
with
g(z) = 1 + z[Tr(D2x ⊗D
2
yDθ) + vec
T(M˜ )vec(M˜ )]
+
∑
k≥2
2k−1zk
(
Tr(D2x ⊗D
2
yDθ)
k
k
+ vecT(M˜)(D2x ⊗ Σ˜)
k−1vec(M˜)
)
(4.7)
with M˜ = DyMDx and Σ˜ = DyΣDy. Therefore g(z) is a formal power series with the k-th coefficient
ck = ck
(
{y}1p, {x}
1
n
)
given in (4.2) and (4.3). The result follows as the i-th coefficient of exp[g(z) − 1]
is the i-th complete Bell polynomial Bi in (c1, . . . , ci).
Example 4.8. For example, for n = 3 and p = 2 we have E {Tr[(DyXDx)(DyXDx)
T]} = Tr(D2x ⊗
D2yDθ) + Tr(M˜
TM˜) = c1
(
{y}12, {x}
1
3
)
with
c1
(
{y}12, {x}
1
3
)
=(x21y
2
1 + x
2
2y
2
1 + x
2
3y
2
1)θ1 + (x
2
1y
2
2 + x
2
2y
2
2 + x
2
3y
2
2)θ2 + y
2
1(m
2
11x
2
1 +m
2
12x
2
2 +m
2
13x
2
3)
+ y22(m
2
21x
2
1 +m
2
22x
2
2 +m
2
23x
2
3).
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Note that g(z)−1 in (4.7) is the cumulant g.f. of Tr(DyXDx)(DyXDx)
T. Thus {ck
(
{y}1p, {x}
1
n
)
}k≥1
is the sequence of formal cumulants of the Wishart polynomial trace umbra and an extension of the
cumulant polynomials introduced in [7]. As {ck
(
{y}1p, {x}
1
n
)
}k≥1 is the summation of two sequences,
from the additivity property of cumulants, the Wishart polynomial trace umbra is the sum of two
polynomial umbrae. In particular, qk
(
{y}1
p
, {x}1
n
)
is the k-th formal cumulant of the central Wishart
polynomial trace corresponding to M = 0. The same property has been highlighted and discussed in
[6] for the Wishart random matrix.
5 From the polynomial trace umbra to the e.s.f.’s
The idea to use polynomial trace umbrae to recover E[Tri(W )] relies on the following observation. As
X ∼ Np,n(0, Ip, In) is bi-unitary invariant [26], then E
(
[Tr(∆pX ∆˜n)(∆pX ∆˜n)T]i
)
= E
(
[Tr(∆pV∆˜n)
(∆pV∆˜n)
T]i
)
= i!E[Tri(W )]. Therefore we might recover i!E[Tri(W )] from the moments of the poly-
nomial trace umbra E[Tr(DyXDx)(DyXDx)
T]i plugging {δ}1
p
and {δ˜}1
n
in {y}1
p
and {x}1
n
respectively.
The following theorems give sufficient conditions on X such that
i!E[Tri(W )] = E
{
[Tr(∆pX ∆˜n)(∆pX ∆˜n)
T]i
}
(5.1)
still holds for i ≤ p.
Theorem 5.1. If X ≡ Np,n(0,Σ, In), then (5.1) holds with W =Wp(n,Σ, 0).
Proof. As (n)i = E[(n.χ˜)
i] and i!Tri(Σ) = E[(χ1θ1 + · · ·+ χpθp)
i], from the first equation in (1.4) we
have
i!E[Tri(W )] = E[(n.χ˜)
i(χ1θ1 + · · · + χpθp)
i], i ≤ p. (5.2)
From Theorem 4.7, we have E([Tr(∆pX ∆˜n)(∆pX ∆˜n)
T]i) = E[Bi(q1, . . . , qi)] with qk
(
{δ}1p, {δ˜}
1
n
)
=
(k− 1)! 2k−1Tr[(∆˜2n⊗ ∆
2
pDθ)
k] for k ≥ 1 since q˜k
(
{δ}1p, {δ˜}
1
n
)
= 0 for k ≥ 1. The explicit expression of
Bi(q1, . . . , qi) is
Bi(q1, . . . , qi) = q
i
1 +
i−1∑
k=1
∑
λ⊢i
l(λ)=k
dλq
r1
1 q
r2
2 × · · · (5.3)
where λ = (1r12r2 . . .) is a partition of i in l(λ) = r1 + r2 + · · · positive integers and dλ = i!/(r1!r2!×
· · · (1!)r1(2!)r2 × · · · ). Note that we write λ ⊢ i to denote that the partition is referred to the integer
i. Taking the evaluation of both sides in (5.3), we have E
[∏
j q
rj
j
]
6= 0 iff j = 1 and r1 = i as
for j ≥ 2, the evaluation involves powers of delta umbrae greater than 2. Thus E[Bi(q1, . . . , qi)] =
E[q1
(
{δ}1p, {δ˜}
1
n
)i
] = E{[Tr
(
∆˜2n⊗∆
2
pDθ
)
]i} = E[Tr
(
∆˜2n
)i
]E[Tr
(
∆2pDθ
)i
]. Note that Tr
(
∆˜2n
)
≡ n.χ˜ and
Tr
(
∆2pDθ
)
≡ χ1θ1 + · · · + χpθp. Hence E{[Tr
(
∆pX ∆˜n
)(
∆pX ∆˜n
)
T
]i} is equal to the rhs of (5.2) from
which (5.1) follows.
As corollary, if W =Wp(n, Ip, 0) and X ≡ Np,n(0, Ip, In), from (5.1) one has
i!E[Tri(W )] = E[(n.χ˜)
i(p.χ)i] = (n)i(p)i for i ≤ p ≤ n. (5.4)
Theorem 5.2. If X ≡ Np,n(M,σ
2Ip, In) and M is a p × n rectangular diagonal matrix containing
m1, . . . ,mp in the elements with equal indices, then (5.1) holds with W =Wp(n, σ
2Ip,M).
Proof. Without loss of generality, set σ2 = 1. We first prove
E
{[
Tr(∆˜2n ⊗∆
2
p) + Tr
(
M˜M˜T)
]i}
= i!E[Tri(W )] (5.5)
where M˜ = ∆pM∆˜n. Then we prove that the rhs of (5.5) is the i-th moment of Tr
(
∆pX ∆˜n
)(
∆pX ∆˜n
)
,
that gives (5.1). To prove (5.5) note that the umbral polynomial
[
Tr
(
∆˜2n⊗∆
2
p
)
+Tr
(
M˜M˜T
)]i
has the
same evaluation of [
(χ1 + · · ·+ χp)(χ˜1 + · · · + χ˜n) + (χ1χ˜1m
2
1 + · · · + χpχ˜pm
2
p)
]i
. (5.6)
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The aim is to recover the second equation in (1.4), by using the binomial expansion in (5.6) and
then by applying E. Notice that E[(χ1χ˜1m
2
1 + · · · + χpχ˜pm
2
p)
i] = i!ei(m
2
1, . . . ,m
2
p) and E{[(χ1 +
· · · + χp)(χ˜1 + · · · + χ˜n)]
i} = (p)i(n)i from (5.4). The subsequent step is to evaluate the cross terms
(χ1 + · · · + χp)i−j(χ˜1 + · · · + χ˜n)i−j(χ1χ˜1m21 + · · · + χpχ˜pm
2
p)
j/[(i − j)!j!]. By using the multinomial
expansion and after some algebra, the monomials with not zero evaluation are
(i− j)!χt11 × · · ·×χ
tp
p χ˜
s1
1 × · · ·× χ˜
sn
n χ
l1
1 χ˜
l1
1 × · · ·×χ
lp
p χ˜
lp
p m
2l1
1 × · · · ×m
2lp
p (5.7)
where t1, . . . , tp, s1, . . . , sn, l1, . . . , lp ∈ {0, 1} are such that t1 + · · · + tp = i − j, s1 + · · · + sn =
i− j, l1 + . . .+ lp = j and not allowing repetitions of the same singleton umbrae. Thus in (5.7) there
are i distinct singleton umbrae choosen among {χ1, . . . , χp} and i distinct singleton umbrae choosen
among {χ˜1, . . . , χ˜n}, but with j indexes fixed in both. In particular grouping togheter the monomials
in m21, . . . ,m
2
p we recover (i− j)! times the summation∑
1≤k1<···<kj≤p
χk1χ˜k1× · · ·×χkj χ˜kjm
2
k1× · · ·×m
2
kj
∑
t1<···<ti−j
s1<···<si−j
χt1× · · ·×χti−j χ˜s1× · · · × χ˜si−j (5.8)
where t1, . . . , ti−j ∈ [p] − {k1, . . . , kj} and s1, . . . , si−j ∈ [n] − {k1, . . . , kj}. Note that, fixed the j
products χk1 χ˜k1 , . . . , χkj χ˜kj (the order does not matter) in (5.8), the singleton umbrae in the second
summation can be chosen in
(p−j
i−j
)
ways among {χ1, . . . , χp} and
(n−j
i−j
)
ways among {χ˜1, . . . , χ˜n}.
Moreover the singleton umbrae in the outer summation of (5.8) are uncorrelated with the singleton
umbrae of the inner summation and so the evaluation of (5.8) is the same if we relabel the first ones
with χ′k1χ˜
′
k1
× · · · ×χ′kj χ˜
′
kj
and indexed the second ones with the elements of [i − j]. Equation (5.5)
follows after some algebra, taking into account that
E
( ∑
1≤t1<···<ti−j≤i−j
1≤1<···<si−j≤i−j
χt1× · · ·×χti−j χ˜s1× · · · × χ˜si−j
)
=
(
n− j
i− j
)(
p− j
i− j
)
, (5.9)
E
( ∑
1≤k1<···<kj≤p
χ˜k1χ˜
′
k1× · · · × χ˜kj χ˜
′
kjm
2
k1× · · ·×m
2
kj
)
= ej(m
2
1, . . . ,m
2
p).
Now let us compute the moments of Tr(∆pX ∆˜n)(∆pX ∆˜n)
T using Theorem 4.7. For k ≥ 1, we have
ck
(
{δ}1p, {δ˜}
1
n
)
= qk
(
{δ}1p, {δ˜}
1
n
)
+ q˜k
(
{δ}1p, {δ˜}
1
n
)
with
qk
(
{δ}1p, {δ˜}
1
n
)
= (k − 1)! 2k−1Tr[
(
∆˜2n ⊗ ∆
2
p
)k
],
q˜k
(
{δ}1p, {δ˜}
1
n
)
=
{
vecT(M˜)vec(M˜), k = 1,
k! 2k−1vecT(M˜T)(∆˜2n ⊗∆
2
p)
k−1vec(M˜), k > 1
and M˜ = ∆pM∆˜n. By using the same arguments of Theorem 5.1, we have E[Bi(c1, . . . , ci)] =
E[c1
(
{δ}1p, {δ˜}
1
n
)i
] = E
{[
Tr
(
∆˜2n ⊗∆
2
p
)
+Tr
(
M˜M˜T)
]i}
from which (5.1) follows.
Remark 5.3. Notice that (5.8), together with (5.9), corresponds to the matrix Li,j conjectured by
de Waal in [3].
Corollary 5.4. If X ≡ Np,n(M,σ
2Ip, In) and M = PDmQ
T, with P and Q orthogonal matrices of
order p and n respectively and Dm a p× n rectangular diagonal matrix containing m1, . . . ,mp in the
elements with equal indices, then
i!E[Tri(W )] = E
(
[Tr(∆pP
TXQ∆˜n)(∆pP
TXQ∆˜n)
T]i
)
, i ≤ p (5.10)
where W =Wp(n, σ
2Ip,M).
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Proof. The result follows from Theorem 5.2 with X replaced by P TXQ ≡ Np,n(Dm, σ
2Ip, In) as we
have
E
(
[Tr(∆pP
TXQ∆˜n)(∆pP
TXQ∆˜n)
T]i
)
= i!E[Tri(P
T
XX
TP )].
Corollary 5.5. If X ≡ Np,n(M,Σ, In) and Σ
−1/2M = PDmQ
T, with P and Q orthogonal matrices of
order p and n respectively and Dm a p× n rectangular diagonal matrix containing m1, . . . ,mp in the
elements with equal indices, then
p!E[Trp(W )] = det(Σ)E[(Tr(∆pP
TXQ∆˜n)(∆pP
TXQ∆˜n)
T)p] (5.11)
where W =Wp(n,Σ,M).
Proof. As Σ−1/2 is a symmetric square root matrix, we have E[Trp(Σ
−1/2WΣ−1/2)] = E[det(Σ−1/2W
Σ−1/2)] = det(Σ−1) E[det(W )] = det(Σ−1)E[Trp(W )] with Σ
−1/2WΣ−1/2 = Wp(n, Ip,Σ
−1/2M) [10].
The result follows from Corollary 5.4 applied to Σ−1/2WΣ−1/2.
To express E[Tri(W )] in terms of umbral polynomial traces, notice that Tri(W ) =
∑
j(i) detWj(i),
with Wj(i) the Wishart random matrix with covariance Σj(i), non-centrality matrix Σ
−1
j(i)(MM
T)j(i),
where j(i) = {j1, . . . , ji} ⊂ {1, . . . , p} denotes the principal submatrix corresponding to the j1 < · · · <
ji-th rows and the j1 < · · · < ji-th columns of W. From (5.11), we get
E[Tri(W )] =
∑
j(i)
det(Σj(i))E
{
Tri
[
X˜j(i)X˜
T
j(i)
]}
, i ≤ p,
with X˜j(i) = ∆iPiXiQ
T
i∆n where Xi is a normal umbral matrix such that XiX
T
i is the umbral coun-
terpart of Wj(i) and Pi and Qi are squared matrices of order i and n respectively having the same
properties of P and Q given in Corollary 5.5 with respect to the non-centrality matrix Σ−1
j(i)
(MMT)j(i).
6 Conclusions
The purpose of this paper is to show how to use the umbral operator and the symbolic calculus to
recover the e.s.f.’s in the Wishart matrix latent roots. To achieve this goal, we have introduced a new
class of polynomials related to a random matrix trace and named polynomial traces. When the delta
umbrae are plugged in the indeterminates and the corresponding umbral polynomials are evaluated
through the operator E, all the monomials not contributing in the e.s.f.’s delete. For some special
case, see (5.5), the e.s.f.’s can be recovered plainly through a binomial expansion of the sum of two
polynomial traces, one related to the central component of the Wishart matrix and the other related
to the mean of W.
The paper leaves open many questions which are in the agenda of future research. First, this
symbolic calculus might be applied to a wider class of variate distributions, see [18] and [19]. Secondly,
similar computations might be carried out for other families of symmetric polynomials, see [6]. In
addition, the achieved results suggest to exploit the connection between zonal polynomials and the
polynomial traces, as manageable expressions of zonal polynomials are not yet known. Last but not
least, the Wishart distribution exists for a larger range of the shape parameter, see [9, 14] and [17].
The method here proposed works for any positive integer n as it relies on m.g.f.’s and not involves
probability density functions. Taking into account the results of [6] (Proposition 8), the method might
be extended to more general shape parameter due to the infinitely divisibility of a Wishart distribution.
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Appendix
Joint moments of a square random matrix Y of order p are µ(Y )(τ) =
∏
c∈C(τ)Tr
(
Y l(c)
)
and depend
only on the cycle class C(τ) of the permutation τ ∈ Si, see [2]. In particular we have E [µ(Y )(e)] =
E[Tr(Y )i] where e is the identity permutation, and µ(Ip)(τ) = p
|C(τ)|. To recover (1.2), write out the
i-th e.s.f. in (1.1) through the i-th Bell polynomial as follows
i!ei(y1, . . . , yp) =
∑
λ⊢i
dλ
∏
k
[
(−1)k−1(k− 1)!Tr(Dky )
]rk =∑
λ⊢i
(−1)i−ℓ(λ)dλ
∏
k
[
(k− 1)!Tr(Dky )
]rk (6.1)
where the summation is over all partitions λ = (1r12r2 . . .) of the integer i = r1 + 2r2 + · · · in
ℓ(λ) = r1 + r2 + · · · parts and dλ = i!/[(1!)
r1r1!(2!)
r2r2! × · · · ]. Recall that the cycle class of a
permutation τ with r1 cycles of length 1, r2 cycles of length 2, and so on, is the integer partition
λ = (1r12r2 . . .) ⊢ i, whose number of parts ℓ(λ) is equal to the number of cycles |C(τ)|. By observing
that dλ = sλ/[(1!)
r2(2!)r3 × · · · ], where sλ is the number of permutations τ ∈ Si of cycle class
λ = (1r12r2 . . .) ⊢ i ≤ p, from (6.1) we have
i!ei(y1, . . . , yp) =
∑
λ⊢i
sλ(−1)
i−ℓ(λ)
∏
k
[
Tr(Dky )
]rk = ∑
τ∈Si
(−1)i−|C(τ)|µ(Dy)(τ) (6.2)
where the last equality follows by indexing the summation with respect to permutations. Hence (1.2)
follows from (6.2) by replacing y1, . . . , yp with Y1, . . . , Yp.
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