Abstract. Projection methods are an efficient tool to approximate strong solutions of the incompressible Navier-Stokes equations; as a major deficiency, these methods often suffer from reduced accuracy of pressure updates caused by nonphysical boundary data. After a short review, quantitative control of arising boundary layers in Chorin's scheme is given under realistic regularity assumptions. Then, we propose the new Chorin-Penalty method and verify optimal rate of convergence for pressure iterates in a general context of strong solutions.
In addition, provided u 0 ∈ J 1 and f ∈ L 2 (Ω T , R 3 ), weak solutions are strong, i.e.,
2. d = 3: weak solutions which satisfy an inequality version of (1.5), and are locally strong in case u 0 ∈ J 1 and f ∈ L 2 Ω T ; R 3 . In order to approximate weak solutions, one proper discretization strategy is the implicit Euler method for (1.1)-(1.4), which allows for the (damped) discrete energy law (M > 0) (1.6) 1 2 u M 2 + k in this context are not appropriate since validity of (1.6) as the key step for convergence is not clear any more.
In contrast, construction of efficient convergent schemes based on decoupling techniques in the context of strong solutions rests on their regularity properties. The development of projection methods started in the late 1960s with Chorin's projection method [1, 17] ; let I k = {t m } M m=1 be an equidistant net of mesh-size k := t m+1 − t m > 0. 
in Ω .
3. Givenũ m+1 , compute u m+1 , p m+1 from
The latter step can be reformulated as a problem only for the pressure function, (1.10) −∆p m+1 = − 1 k divũ m+1 in Ω , ∂ n p m+1 = 0 on ∂Ω .
Hence, each step involves (1.7), (1.10), and (1.8) for an algebraic update to obtain u m+1 , p m+1 . Numerical analysis for this method has a long history, starting with first non-optimal bounds by Temam [17] . These results were generalized to arbitrary domains Ω ⊂ R d , d = 2, 3 involving non-slip Dirichlet boundary data by Shen [16] ; however, his analysis makes use of additional regularity assumptions for the strong solution of (1.1)-(1.4) which do not hold in general, and provides mean values in time of errors rather than pointwise in time statements.
The key observation for a sharp error analysis was made by Rannacher in [15] , where Chorin's method is reformulated as a semi-explicit pressure stabilization method. For this purpose, shifting (1.8) by −1 and adding to (1.7), in combination with (1.10) leads to be the solution of Chorin's method (1.7)-(1.9), and u, p strong solution of (1.1)-(1.4) up to T = t M . Provided that (A1), (A2) are satisfied by the given data u 0 , f , Ω, T , for sufficiently small time-steps k ≤ k 0 (T ), there exists a constant C > 0, such that
thanks to stability properties of P J0 . 2. Extension of this result to a fully discrete (LLB-stable) finite element discretization of Algorithm 1.1 is easily possible due to organization of the proof in [12] .
These error bounds show optimal convergence behavior for
, with optimal convergence rate only available in a negative norm
) . This observation reflects observed boundary layers in the computed pressure iterates caused by the non-physical boundary condition in (1.10). In [15] , it is conjectured that the boundary layer thickness is of order O( √ k | log(k) |), and first order of convergence holds on subdomains Ω δ Ω, where dist(
The following result is proved in Section 3.
, r ≥ 1, whereas ũ m , p m solves (1.7)-(1.9). Assume that (A1), (A2) are valid, and k ≤ k 0 (T ). Then, for
Remark 1.2. 1. The decay property has first been studied by W. E and J.G. Liu in [3] via asymptotic analysis for a restricted model problem, where first order of convergence is established on compact subdomains. 2. This result evidences a boundary layer of order δ = √ k | log(k) |, with improved rate of convergence of almost 3 4 on subdomains Ω κ , κ ≥ δ under slightly strengthened regularity assumptions for p : Ω T → R; see e.g. [7, Chapter 3] for necessary conditions on data to validate W 1,p -spatial regularity of the pressure. Apparent boundary layers of the projection method cannot be accepted when accurate data for the pressure or the velocity gradient close to the boundary are needed; undesirable consequences include pollution effects to involved quantities in more complex fluid flow problems (e.g., physicochemical hydrodynamics, magnetohydrodynamics) that cannot be avoided in general, see below. Hence, it is necessary to develop projection methods of comparable computational effort that are exempted from this deficiency. In [12] , the Chorin-Uzawa scheme (β = 0) is proposed that avoids this drawback of Chorin's projection method. The method again splits each iteration step into several substeps:
2 , where (sgn 0 := 0) (1.14)
Obviously, (1.16) can again be reformulated as a Poisson problem for the pressurep m+1 : Ω → R. Here, ũ m ,p m are auxiliary variables; by eliminatingp m+1 from the scheme, we easily obtain the following reformulation of the Chorin-Uzawa method as a semi-explicit artificial compressibility method,
Since no unphysical boundary conditions are involved any more, and motivated by numerical experiments in [12] , we conjecture accurate approximations of the pressure up to the boundary ∂Ω (for smooth solutions of (1.1)-(1.4)). In fact, the following result is taken from [12, Theorem 8.2] . Theorem 1.3. Suppose (A1), (A2), fix 0 < t m1 = O(t m1 ), and (1.14). Let ũ m , p
The Chorin-Uzawa scheme suffers from the need of accurate initial data for the pressure function and additional regularity requirements for strong solutions of (1.1)-(1.4). However, both drawbacks can be Method additional requirements Table 1 .1 Comparison of different first order projection methods: additional requirements for strong solutions of (1.1)-(1.4) besides (A1), (A2) needed for convergence analysis are displayed in the first column. The subsequent two columns display convergence rates for different quantities reflecting presence/absence of boundary layers. The last column indicates the corresponding quasi-compressibility method (QCM).
avoided, if stretched time-grids m → k m = min mk 2 0 , k 0 are used throughout the calculation that refine near the origin to attribute a singular weight to iterates as t → 0. Obviously, this strategy asymptotically requires same computational costs; for further details on the revised Chorin-Uzawa scheme, we refer to [12, Chapter 10] .
Despite of this improvement over the original Chorin-Uzawa method, no improved error statements for pressure iterates over those of Theorem 1.3 are available; in order to construct a scheme that does so, we come back to Algorithm 1.2, with β > 1, and change (1.18) to
In the sequel, we refer to (1.15)-(1.18), (1.22) as the Chorin-Penalty scheme. The following result will be verified in Section 4. 
Remark 1.3. 1. The Chorin-Penalty method can be reformulated as a semi-explicit penalty method, see (1.22 ). This stationary quasi-compressibility method has been analyzed in [12] . 2. The choice β > 1 is essential for the analysis of the Chorin-Penalty scheme. 3. No additional regularity requirements for strong solutions of (1.1)-(1.4) apart from (A1), (A2) are needed, and
Successful application of the presented methods to more complex fluid flows is a challenging test for a competitive projection method. Studies were done for reacting flows [13, 14] and magnetohydrodynamical fluid flows [14] , to analyze possible perturbation effects due to decoupling (projection method) onto additional quantities (e.g., concentrations, temperature, or magnetic field). In this presentation, we restrict to a short discussion of projection methods for reacting flows. However, we stress that similar observations hold for magnetohydrodynamical fluid flows [14] .
In reacting flows, the Boussinesq model links together the velocity field u :
: Ω T → R N of N species in the fluid as follows,
We suppose the following initial and boundary value data for the problem under consideration,
Here, P r > 0 and Le > 0 denote the Prandtl and Lewis number, respectively, and f 0 : R → R d is an affine function of temperature. By mass conservation principle,
: Ω T → R N is the production/removal rate. The following assumption for W is e.g. satisfied for the Arrhenius model.
(B1) W : R N +1 → R N is lipschitz and satisfies the conservation principle stated in (1.29). Existence and characterization of solutions to (1.23)-(1.26), (1.27)-(1.28) can be found in [8] .
In [13] , a projection-based time-splitting scheme is studied, where iterates
The following result is verified in [13] . Theorem 1.5. Suppose (A1), (A2), (B1) for strong solutions { X, p} := { u, T, Y, p} of (1.23)-(1.26), and
In addition, the iterates
enjoy the following improved error bounds (i) d = 2: For all γ > 0, there exists 0 < C γ with lim γ→0 C γ = ∞:
Remark 1.4. 1. Assertion (ii) evidences a marked pollution effect for d = 3. 2. A similar result holds for the magnetic field gradient in magnetohydrodynamics even for d = 2, 3; cf. [14] .
Iterates 
Remark 1.5. 1. A corresponding result, apart from optimal error estimate for pressure, holds if the revised Chorin-Uzawa method (1.14)-(1.18) on stretched time-grids is used. 2. A corresponding qualitative behavior can be found for the magnetohydrodynamics model mentioned above.
Gauge methods [11, 4] are special projection methods which base on a decomposition u = a + ∇φ of the incompressible velocity field u : Ω T → R d in a vector field a : Ω T → R d and the scalar gauge variable φ : Ω T → R; quantities are coupled via the boundary condition for u : Ω T → R d . Gauge methods have been constructed to circumvent mentioned drawbacks of original projection methods; however, they suffer from certain drawbacks, like implementation of boundary conditions for the additional gauge variable, or problems with respect to spatial discretization, cf. [10] . A first rigorous analysis for a first order gauge method is available only recently [9] , where rates of convergence are comparable to those of Chorin's method (Theorem 1.1); an interesting step is the improved performance of the new Gauge-Uzawa method [10] constructed to overcome part of the drawbacks of the original gauge method.
The remainder of this work is organized as follows: Section 2 collects notation and regularity assumptions for strong solutions to (1.1)-(1.4) used throughout the paper. Section 3 proves Theorem 1.2; Theorem 1.4 is verified in Section 4. Section 5 sketches a proof of Theorem 1.6. A conclusion is given in Section 6.
Preliminaries. Let
, and H r 0 (Ω), r ≥ 1 an integer, be the standard Lebesgue and Sobolev spaces. These spaces are endowed with standard scalar products and their induced norms · r . Further, H −r (Ω) is the space dual to 
For p = ∞, we use the norm max 0≤m≤M φ m X . Finally, τ (s) ≡ min 1, s , and τ m ≡ min 1, t m . As to (1.1)-(1.4), we assume existence of strong solutions for given T > 0, and data satisfy the following assumptions:
(A1) (regularity of domain) The unique solution u ∈ J 1 of the stationary, incompressible Stokes problem Au = f with homogeneous boundary data of Dirichlet type is already in J 1 ∩ H 2 , provided f ∈ L 2 , and satisfies u 2 ≤ C Au 0 . (A2) (regularity of functional data) Let u 0 ∈ J 1 ∩ H 2 , and f , f t , f tt ∈ C(0, ∞; H div ).
3. Error decay for the pressure approximation in Chorin's method: Verification of Theorem 1.2.. We start considering the stationary pressure-stabilization method, for given f ∈ L 2 , and a solution
We study the error that is committed if (3.1) is solved rather than the incompressible Stokes problem with solution u, p ∈ H
The equations governing the errors e, η := u − u ε , p − p ε are
Next, we employ a duality argument: Find w,
The following stability bounds are easy to verify,
By testing (3.4) with e, η , and (3.3) with w, q , we find
There remains to bound the last term in (3.7). By | ∇σ | ≤σ √ εν , we conclude
where B := supp | ∇σ |, and
, and we may conclude from (3.6), (3.5) as follows, for r, r ≥ 1, such that
Thanks to p L 2 (Ω δ ) ≤ σ p , this proves the following Lemma.
Lemma 3.1. Suppose u, p solves (3.2), with p ∈ W 1,2r , r ≥ 1 , and u ε , p ε is solution to (3.1), Assume (A1), (A2), and
Remark 3.1. 1. In [15] , the following decay of error is conjectured,
which is based on a corresponding error bound for the simplified problem
where the identity operator replaces the zeroth order pseudo-differential operator div∆ 
We use Lemma 3.1 to show Theorem 1.2. Since we can make use of many arguments that are presented in [12] in detail, we confine to a sketch of the proof here.
Proof. Instead of (1.11)-(1.13), consider
No confining (in order) error contribution is generated, when we switch from (3.10)-(3.12) to (1.11)-(1.13). This assertion can be made rigorous if we employ formula (6.70) from [12] . System (3.10)-(3.12) has been studied in detail in [12, Chapter 6] . The first, crucial step is to analyze the following auxiliary problem, 0 ≤ m ≤ M ,
in Ω , (3.14)
the solution of the implicit Euler discretization of (1.1)-(1.4), where first order of convergence holds for the pressure function, [6] .
, we can apply Lemma 3.1, where ε = k,
According to regularity statements in [6] for the implicit Euler method, terms arising on the right hand side of (3.16) can be bounded in terms of given data of the problem. Next, the remainder of the error analysis involves considerations that compare the solutions of (3.13)-(3.15) and (3.10)-(3.12) and control error propagation in time, which do not affect order of convergence. We refer the interested reader to the cited work for details.
Analysis of the Chorin-Penalty projection method and verification of Theorem 1.4.
In order to analyze the Chorin-Penalty scheme (1.15)-(1.16), (1.22) , this projection method is reformulated as a semi-explicit penalty method,
The main part of the subsequent analysis focuses on its implicit analogon,
denote the solution of the implicit Euler scheme for (1.1)-(1.4) with semi-explicit treatment of the convection part. Then, the following error estimates hold [6] , with u, p strong solution of (1.1)-(1.4), for valid (A1), (A2)
enjoys the following a priori bounds [6] , for i ∈ {0, 1, 2}, r ∈ {1, 2, 3}, and (x) + := max{x, 0}, We consider errors caused by perturbation of the implicit Euler scheme independently.
4.1. Perturbation analysis for the penalized formulation (4.4)-(4.6), Part I: The linear case. In a first step, we restrict to analyzing the following Stokes problem,
in Ω , (4.11)
where
. For this purpose, we introduce the following auxiliary problem 
Thanks to (4.9), we can easily verify for r ∈ {1, 2, 3}, and 1 ≤ m ≤ M ,
We introduce the shorthand notation e m k , η 
In the next step, we want to verify error bounds for the velocity gradient in 
We can now combine (4.24), (4.25), and use (4.23) to verify the following bound, for r ∈ 1, 2 ,
Then, (4.7), (4.17), (4.18), and a stability result for the div-operator for (4.19) imply
with the latter result being a consequence of a stability result for the divergence operator. such that holds,
We have
This observation, by using skew-symmetricity property (P J0 φ φ φ · ∇)ψ ψ ψ, ψ ψ ψ = 0 for ψ ψ ψ ∈ H 1 0 , and H 1 -stability of P J0 , leads to
Discrete Gronwall's lemma, together with (4.8), (4.27) now imply
In order to verify error bounds for the velocity gradient as well as the pressure function, we 'differentiate' (4.28), (4.29) with respect to time and finally test the system with τ
The first two terms on the right hand side of (4.34) in (4.33) can be easily controlled, as well as the fourth term. (Note that d t u m+1 k can be bounded uniformly in ∞ (0, t M +1 ; L 2 ).) By (4.8), (4.26), the fifth, seventh and eighth term on the right hand side of (4.34) can be handled in a standard way. To bound the third and sixth term on the right hand side of (4.34), we use the following reformulation,
Thanks to (4.8), (4.18), and (4.26), we have the a priori bounds
from which we may conclude
The last term in (4.36) can be controlled, if we test (4.28) by d t ξ ξ ξ m+1 and the 'differentiated' version of (4.29) by χ m+1 ,
and take δ sufficiently large, the last but one term can be absorbed on the left hand side, and we obtain
If we choose δ sufficiently large, we may use (4.48) to control the right hand side of (4.47). Together with 22) ; since the proof of Theorem 1.6 is lengthy and technical, we outline essential steps. In the next step, the effect of the quasi-compressibility constraint (5.2) has to be studied in Problem (P) b , by merely replacing the incompressibility constraint in Problem (P) a by the one given in (5. 6. Conclusion. In recent papers [9, 10] , the authors stress the importance to construct and analyze practical projection methods under realistic regularity assumptions -which is also the guideline in this paper. Over the last decade, several projection methods are studied in the literature where (i) smooth solutions to (1.1)-(1.4), and (ii) accurate initial pressure data are assumed, leaving serious doubts on the applicablility of these results to more realistic situations of incompatible data and limited solution's regularity.
Projection methods are efficient methods to approximate strong solutions of the nonstationary incompressible Navier-Stokes equations; the most well-known example is Chorin's method, which suffers from pressure boundary layers. We give a first rigorous bound for its scaling (Theorem 1.2). The new ChorinPenalty method is proposed, and optimal (i.e., first order) rate of convergence for the pressure is proved (Theorem 1.4). Improved behavior of Chorin-Penalty method over Chorin's method in the context of some complex fluid flows is evidenced by improved error bounds (Theorem 1.6).
