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Extended Lagrangian Born-Oppenheimer molecular dynamics [Phys. Rev. Lett., 100, 123004
(2008)] is formulated for general Hohenberg-Kohn density functional theory and compared to the
extended Lagrangian framework of first principles molecular dynamics by Car and Parrinello [Phys.
Rev. Lett. 55, 2471 (1985)]. It is shown how extended Lagrangian Born-Oppenheimer molecular
dynamics overcomes several shortcomings of regular, direct Born-Oppenheimer molecular dynamics,
while improving or maintaining important features of Car-Parrinello simulations. The accuracy of
the electronic degrees of freedom in extended Lagrangian Born-Oppenheimer molecular dynamics,
with respect to the exact Born-Oppenheimer solution, is of second order in the size of the integration
time step and of fourth order in the potential energy surface. Improved stability over recent formu-
lations of extended Lagrangian Born-Oppenheimer molecular dynamics is achieved by generalizing
the theory to finite temperature ensembles, using fractional occupation numbers in the calculation
of the inner-product kernel of the extended harmonic oscillator that appears as a preconditioner
in the electronic equations of motion. Materials systems that normally exhibit slow self-consistent
field convergence can be simulated using integration time steps of the same order as in direct Born-
Oppenheimer molecular dynamics, but without the requirement of an iterative, non-linear electronic
ground state optimization prior to the force evaluations and without a systematic drift in the total
energy. In combination with proposed low-rank and on-the-fly updates of the kernel, this formula-
tion provides an efficient and general framework for quantum based Born-Oppenheimer molecular
dynamics simulations.
I. INTRODUCTION
Quantum based molecular dynamics, using classical
molecular trajectories, but with the interatomic forces
calculated on-the-fly from a quantum mechanical descrip-
tion of the underlying electronic structure, offers an al-
most universal simulation engine for computational ma-
terials science, chemistry and molecular biology. Simi-
lar to classical molecular dynamics [1–9], quantum based
molecular dynamics can be used to analyze, predict and
manipulate a broad range of systems and phenomena [10–
13]. However, since quantum based molecular dynamics
includes an explicit quantum mechanical description of
the electrons, it can be used also for materials that are
difficult or impossible to simulate with classical force field
methods. Quantum based molecular dynamics therefore
provides a more general approach that can handle phe-
nomena such as electronic excitations in photo voltaics,
quantum size effects in nanodevices, spin-polarization in
magnetic materials, quantum response properties such as
the conductivity or the polarizability, thermal excitations
in warm dense matter, as well as bond formation and dis-
sociation with the associated charge transfer in chemical
reactions.
While some early applications of quantum based
molecular dynamics simulations date back to the mid
70’s [14–16], it was only after the introduction of the
ingenious unified extended Lagrangian approach to first
principles electronic structure theory by Car and Par-
rinello [10, 13, 17–20] that stable and efficient molecular
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dynamics simulations with predictive quantum accuracy
became practically feasible for a broad range of materials
systems. Their pioneering contribution unraveled major
developments of first principles molecular dynamics sim-
ulation tools and opened the door to a number of new ap-
plications in materials science, chemistry and molecular
biology [10–13, 18, 21, 22]. In contrast to the straight-
forward direct Born-Oppenheimer approach, where the
interatomic forces are calculated with an optimized re-
laxed electronic ground state in each time step [10, 23–
26], Car-Parrinello molecular dynamics avoids the ground
state relaxation. Instead, the electronic degrees of free-
dom are included as dynamical variables that approxi-
mately follow the electronic ground state. This formula-
tion avoids problems arising from the non-linear iterative
ground state optimization that is necessary in a direct
Born-Oppenheimer simulation, such as a high computa-
tional overhead or non-conservative forces and a system-
atic drift in the total energy [18, 27–29].
Extended Lagrangian Car-Parrinello molecular dy-
namics has been adapted to multiple research fields. For
example, the plane-wave basis functions that were used
to represent the electronic degrees of freedom in the orig-
inal formulation, have been modified to include local-
ized atomic-orbitals [30], the charge density [31], or the
atomic-orbital density matrix [32–34]. This allows Car-
Parrinello molecular dynamics to be applied to a broad
range of problems including, for example, warm dense
matter [31], quantum chemistry simulations using corre-
lated wavefunction methods [35], and to extended sys-
tems using linear scaling electronic structure theory [32–
34, 36, 37]. Car-Parrinello based techniques are often re-
ferred to simply as ”the extended Lagrangian approach”.
This is unfortunate, since there are a number of differ-
ar
X
iv
:1
70
5.
10
84
5v
1 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 30
 M
ay
 20
17
2ent extended Lagrangian approaches. Probably the first
extended Lagrangian formulations in molecular dynam-
ics were introduced to include the effects of thermostats
or barostats in classical force field simulations [38–40]
– and recently, a new extended Lagrangian formulation
of first-principles Born-Oppenheimer molecular dynam-
ics was proposed by the author and his co-workers in a
series of papers [41–52]. This formulation is the main
focus of this article.
The extended Lagrangian formulation of first-
principles Born-Oppenheimer molecular dynamics dif-
fers from the Car-Parrinello method, although some in-
teresting connections have been discussed [12, 13, 53].
Both methods provide general theoretical frameworks
that are applicable to a broad class of materials problems
and electronic structure methods. However, extended
Lagrangian Born-Oppenheimer molecular dynamics is
a higher-order method and it is based on a different
Lagrangian that avoids the orthonormalization (or the
idempotency) constraints as well as the problem of choos-
ing material-dependent fictitious electron mass parame-
ters.
Extended Lagrangian Born-Oppenheimer molecular
dynamics [28, 41] was originally developed to overcome
shortcomings of direct Born-Oppenheimer molecular dy-
namics, such as the irreversible and unphysical evolution
of the electronic degrees of freedom, which is causing
a systematic drift in the total energy and temperature
[18, 27]. The original idea was based on a time-reversible
extrapolation of the electronic degrees of freedom from
previous time steps followed by a fast, approximate up-
date of the Born-Oppenheimer potential energy surface
and the forces [28]. This ad hoc approach, which has
many similarities with, for example, the Fock-dynamics
scheme by Pulay and Fogarasi [27, 54] as well as the
technique by Ku¨hne et. al [29, 55], was thereafter gen-
eralized and formulated in terms of an extended La-
grangian framework in the spirit of Car-Parrinello molec-
ular dynamics [41]. This framework represents a new gen-
eration extended Lagrangian first principles molecular
dynamics that overcomes shortcomings of direct Born-
Oppenheimer molecular dynamics while maintaining im-
portant benefits of Car’s and Parrinello’s formulation.
First I present extended Lagrangian Born-
Oppenheimer molecular dynamics in terms of
Hohenberg-Kohn density functional theory and dis-
cuss its relation to Car-Parrinello molecular dynamics.
Thereafter, I formulate a generalized extended La-
grangian Born-Oppenheimer molecular dynamics for
thermal (or ensemble) Kohn-Sham density functional
theory with fractional occupation numbers. I then
focus on the calculation and approximation of the
inner-product kernel that appears in the extended
harmonic oscillator of the Lagrangian. I show how this
kernel can be constructed on-the-fly through a sequence
of low-rank updates. At the end I demonstrate the
framework with examples using self-consistent-charge
density functional based tight-binding (SCC-DFTB)
theory, before I outline remaining challenges and give a
summary and conclusions.
II. NEXT GENERATION EXTENDED
LAGRANGIAN FIRST PRINCIPLES
MOLECULAR DYNAMICS
Extended Lagrangian Born-Oppenheimer molecular
dynamics was first formulated in Ref. [41], and then de-
veloped and adapted to a number of electronic struc-
ture codes at different levels of theory and choices of
dynamical variables for the electronic degrees of free-
dom [42–49, 51–53, 56–60]. Recently the framework was
introduced in a more general form, including a kernel
that defines the inner product norm of the extended
harmonic oscillator [48]. This kernel appears similar to
a preconditioner in the equations of motion of the ex-
tended electronic degrees of freedom, which can be used
to improve the stability and the accuracy of a simula-
tion. In early formulations of extended Lagrangian Born-
Oppenheimer molecular dynamics a few self-consistent
field iterations were sometimes required prior to the force
evaluations. With the generalized framework, which is
based on an underlying shadow Hamiltonian dynamics,
the self-consistent field procedure can be avoided com-
pletely. In this section I will briefly review this formu-
lation in a more rigorous form based on Hohenberg’s
and Kohn’s non-degenerate ground state density func-
tional theory. Extensions beyond Hohenberg-Kohn den-
sity functional theory should be straightforward, e.g.
within Levy’s and Lieb’s formulations [61, 62], but this
will not be discussed here. The purpose is to present a
clear and fairly brief formulation of extended Lagrangian
Born-Oppenheimer molecular dynamics.
A. Density functional theory for
Born-Oppenheimer molecular dynamics
In Hohenberg’s and Kohn’s original density func-
tional theory [63–65] the electronic ground state density,
ρmin(r), of a non-degenerate electron system in an ex-
ternal potential, v(R, r), that moves with the nuclear
coordinates, R = {RI}, is given through a constrained
functional minimization over all v-representable densi-
ties, ρ(r) ∈ V, such that
ρmin(r) = arg min
ρ∈V
{
F [ρ] +
∫
v(R, r)ρ(r)dr
}
, (1)
where F [ρ] is a universal functional of the electron den-
sity. The Born-Oppenheimer potential energy surface is
then given by
UBO(R) = F [ρmin] +
∫
v(R, r)ρmin(r)dr+ Vnn(R), (2)
including a nuclear-nuclear (or ion-ion) interaction po-
tential, Vnn(R). A Born-Oppenheimer molecular dynam-
3ics based on density functional theory can then be defined
through the Lagrangian
LBO(R, R˙) = 1
2
∑
I
MIR˙
2
I − UBO(R), (3)
where MI are the nuclear masses and the dots denote
time derivatives. The Euler-Lagrange’s equations,
d
dt
(
∂LBO
∂R˙I
)
=
∂LBO
∂RI
, (4)
then gives us the equations of motion,
MIR¨I = −∂UBO(R)
∂RI
. (5)
The corresponding constant of motion is the Born-
Oppenheimer Hamiltonian
HBO = 1
2
∑
I
MIR˙
2
I + UBO(R). (6)
B. Shadow Born-Oppenheimer potential energy
surface
The main cost associated with density functional based
Born-Oppenheimer molecular dynamics is the non-linear
ground state minimization in Eq. (1), which is required
prior to each force evaluation in Eq. (5). The ground
state optimization is typically given through an itera-
tive self-consistent-field optimization procedure [66–71]
or with a constrained direct energy functional minimiza-
tion using, for example, a non-linear conjugate gradient
method [72–75]. In practice these techniques are always
approximate and incomplete. This incompleteness, com-
bined with initial guesses to the optimization that are
extrapolated from previous time steps, which is used to
reduce the computational overhead, leads to errors in the
forces and a systematic drift in the total energy or an
unphysical statistical temperature distribution in canon-
ical simulations [18, 27, 50]. These problems all arise
from the non-linearity of the universal density functional
F [ρ]. To avoid the expensive, yet still approximate, it-
erative ground state optimization, we can replace the
universal functional F [ρ] with an approximate expres-
sion F (1)[ρ, n], given from a linearization of F [ρ] around
some approximate, constant ground state density n(r),
i.e. where
F [ρ] ≈ F (1)[ρ, n] = F [n] +
∫
δF [ρ]
δρ(r)
∣∣∣∣
ρ=n
(ρ(r)− n(r)) dr.
(7)
This gives us the corresponding n-dependent linearized
density functional,
E(1)[ρ, n] = F (1)[ρ, n] +
∫
v(R, r)ρ(r)dr. (8)
We now approximate the exact ground state density,
ρmin(r), by the constrained minimization
ρ(1)[n](r) = arg min
ρ∈V
{
F (1)[ρ, n] +
∫
v(R, r)ρ(r)dr
}
,
(9)
or more generally by a variationally stationary solution,
ρ
(1)
min[n](r), of the linearized functional with respect to the
constrained density ρ(r) ∈ V, i.e. by solving
δE(1)[ρ, n]
δρ
∣∣∣∣
ρ∈V
= 0. (10)
The approximate, but still variationally optimized,
ground state density ρ
(1)
min[n](r) defines the n-dependent,
approximate Born-Oppenheimer potential energy sur-
face,
U
(1)
BO[n](R) = F
(1)[ρ
(1)
min, n]+
∫
v(R, r)ρ
(1)
min(r)dr+Vnn(R).
(11)
Since the solution of Eq. (10) is given for a linearized
functional, the iterative self-consistent-field optimization
procedure is avoided and the n-dependent ground state
density, ρ
(1)
min[n](r), can be calculated directly in a single
optimization step at only a fraction of the cost of the
original problem.
The idea is to use U
(1)
BO[n](R) as an approximate
shadow potential from which exact forces can be calcu-
lated with a low computational cost. Such a backward
analysis approach is frequently used in classical molecu-
lar dynamics. Instead of calculating approximate forces
for an underlying exact Hamiltonian, exact forces are
calculated for an approximate shadow Hamiltonian that
closely follows the exact Hamiltonian. A large class of
symplectic or geometric integration schemes can be con-
structed in this way, e.g. the well-known velocity Ver-
let or leap-frog scheme [76–79]. As I will describe be-
low, the approximate Born-Oppenheimer potential en-
ergy surface, U
(1)
BO[n](R), makes this shadow Hamiltonian
approach possible also for non-linear self-consistent-field
theory. However, the general application of this tech-
nique has some limitations. In particular, the conditions
under which the construction of U
(1)
BO[n](R), Eqs. (7)-
(11), works as an accurate approximation of the exact
ground state potential, UBO(R) in Eq. (2), are not well
understood for general Hohenberg-Kohn theory and some
caution is therefore necessary. In fact, it is straightfor-
ward to chose hypothetical functional expressions and
constraints under which a construction like the one in
Eqs. (7)-(11) both works and fails as an accurate approxi-
mation. Here we have to assume that the right (although
unknown) conditions are met and that the construction
gives an approximation where U
(1)
BO[n](R) ≈ UBO(R),
with the size of the (unsigned) energy difference be-
tween U
(1)
BO[n](R) and the exact Born-Oppenheimer sur-
face UBO(R) scaling as ∆ρ
2, where ∆ρ is the size in the
4difference (ρmin − n) or the residual (ρ(1)min[n] − n). We
further assume that
∂U
(1)
BO[n](R)/∂n ∼ ρ(1)min[n]− n. (12)
So far, the motivations for these assumptions are given
mainly by model examples and a posteriori numerical
analysis. However, in Kohn-Sham density functional the-
ory, U
(1)
BO[n](R) is directly related to the Harris-Foulkes
functional [80, 81], which has the desired properties, and
in the related Hartree-Fock theory the corresponding as-
sumptions (with the density replaced by a density ma-
trix) also hold. For general Hohenberg-Kohn density
functional theory, any formal proof of the validity and
accuracy of the approximation based on the variation-
ally optimized constrained solution using the linearized
universal functional approximation is left for the future.
The approximation of UBO(R) presented above is not
the only option. Other approaches following the same
basic idea that provides a simplified shadow potential
energy surface for non-linear self-consistent field theory
are also possible. This is of particular interest to meth-
ods that are different from Kohn-Sham implementations
of density functional theory, e.g. orbtial-free Thomas-
Fermi density functional theory, excited state dynamics,
methods for strongly correlated electrons, and extensions
to polarizable force field methods [51, 52, 59]. Shadow
potential methods for non-linear self-consistent field the-
ory represents an interesting and potentially fruitful area
of research.
C. Extended Lagrangian
A straightforward application of the shadow poten-
tial energy surface U
(1)
BO[n](R) in the molecular dynamics
scheme in Eq. (3) would not work. As the molecular tra-
jectories evolve, the accuracy of the linearized expression
around a constant density n(r) would become progres-
sively worse and if we update n(r) as a function of the
nuclear positions R we would get additional force terms
depending on ∂n/∂RI that are difficult to calculate. A
solution to these problems is given by including n(r) as a
dynamical variable field, which follows the ground state
density through a harmonic oscillator. We can do this
with the extended Lagrangian,
LXBO(R, R˙, n, n˙) = 1
2
∑
I
MIR˙
2
I − U (1)BO[n](R)
+
µ
2
∫
(n˙(r))2dr
− µω
2
2
∫∫∫ (
ρ
(1)
min[n](r)− n(r)
)
K(r′, r)
×K(r′, r′′)
(
ρ
(1)
min[n](r
′′)− n(r′′)
)
drdr′dr′′,
(13)
where the kernel K(r′, r) is defined as the inverse Jaco-
bian of the residual function, ρ
(1)
min[n](r)− n(r), i.e. such
that∫
K(r, r′)
(
δρ
(1)
min[n](r
′)
δn(r′′)
− δn(r
′)
δn(r′′)
)
dr′ = δ(r− r′′).
(14)
In the extended Lagrangian, µ is a fictitious mass pa-
rameter and ω is the frequency of the extended harmonic
oscillator.
D. Equations of motion from a classical
(Born-Oppenheimer-like) adiabatic approximation
To formulate a quantum based molecular dynamics
scheme we need the equations of motion corresponding
to the postulated Lagrangian in Eq. (13) in a simple and
practically feasible form. We can achieve this by deriv-
ing the Euler-Lagrange equations of motion in a classi-
cal adiabatic limit, where we assume that the oscillator
frequency ω is high compared to the fastest nuclear de-
grees of freedom Ω, i.e. when ω  Ω. This is similar to
the quantum adiabatic limit of the Born-Oppenheimer
approximation in electronic structure theory, which also
imposes a decoupling between the nuclear and the elec-
tronic degrees of freedom. The classical adiabatic separa-
tion is applied to the extended Lagrangian assuming the
approximation ω2/Ω2 → ∞. We perform this classical
adiabatic limit in the derivation of the equations of mo-
tion by letting ω → ∞ and the mass parameter µ → 0,
while µω → constant k, under the assumptions that K
and δK/δn are bounded and that
δU (1)[n]/δn ∼ (ρ(1)min[n]− n) ∼ 1/ω2. (15)
In this limit [48] we get the equations of motion
MIR¨I = −∂U
(1)
BO[n](R)
∂RI
∣∣∣∣∣
n
,
n¨(r) = −ω2
∫
K(r, r′)
(
ρ
(1)
min[n](r
′)− n(r′)
)
dr′.
(16)
No iterative ground state optimization is necessary
prior to the force evaluations, since the calculation of
ρ
(1)
min[n](r) in Eq. (10), which defines U
(1)
BO[n](R), is given
directly in a single step thanks to the linearized form
of the universal functional, F (1)[n, ρ]. Both the nuclear
and the electronic degrees of freedom can be integrated
with accurate time-reversible or symplectic integration
schemes. The nuclear force evaluation in Eq. (16) is cal-
culated with the partial derivatives under constant den-
sity n(r), since n(r) occurs as a dynamical variable, and
all δU
(1)
BO[n]/δρ terms vanish because of Eq. (10). In this
way we do not rely on the Hellmann-Feynman theorem
for the exact ground state and no additional adjustment
terms to the forces are needed despite an incomplete
5ground state optimization with respect to UBO(R). The
kernelK(r, r′), which was introduced as an inner-product
norm of the extended harmonic oscillator in Eq. (13), ap-
pears like a preconditioner in the equation of motion for
the extended electronic degrees of freedom and makes
n(r) behave as if it oscillates around a close approxima-
tion to the exact ground state density ρmin(r). This can
be understood from the fact that the kernel K acts like
in a quadratically convergent Newton minimization, such
that ∫
K(r, r′)
(
ρ
(1)
min[n](r
′)− n(r′)
)
dr′
= (ρmin(r)− n(r)) +O
[
(ρ
(1)
min[n]− n)2
]
.
(17)
The constant of motion can be derived from Noether’s
theorem, where∑
I
∂LXBO
∂R˙I
+
∂LXBO
∂n˙
− LXBO = Constant. (18)
In the adiabatic limit when ω → ∞ and µ → 0 this
constant of motion is given by the Born-Oppenheimer
shadow Hamiltonian
H(1)XBO =
1
2
∑
I
MIR˙
2
I + U
(1)
BO[n](R), (19)
which closely follows the exact Born-Oppenheimer con-
stant of motionHBO in Eq. (6). As long as there is a clear
adiabatic separation between the fastest nuclear degrees
of freedom Ω and ω, we thus expect a molecular dynamics
scheme that closely follows the exact Born-Oppenheimer
potential energy surface. It can be shown that this classi-
cal adiabatic separation, assumed in the derivation of the
equations of motion, is automatically fulfilled for any ma-
terial system as long as we use integration time steps of
the same order as in a regular direct Born-Oppenheimer
molecular dynamics simulation, in combination with, for
example, the Verlet algorithm [48], as will be discussed
below.
E. Integrating the equations of motion
To integrate the equations of motion we first need to
define the initial boundary conditions at time t = t0 for
the electronic degrees of freedom,
n(t0) = ρmin(t0),
n˙(t0) = 0,
(20)
and the nuclear degrees of freedom,
R(t0) = R0,
R˙(t0) = R˙0.
(21)
Here I have dropped the r in n(r, t) and included time t
for clarity. The equations of motion can then in principle
be integrated with any standard method used in classical
molecular dynamics, e.g. a combined leap-frog and Verlet
scheme:
R˙(t+
δt
2
) = R˙(t) +
δt
2
R¨(t)
R(t+ δt) = R(t) + δtR¨(t+
δt)
2
n(t+ δt) = 2n(t)− n(t− δt) + δt2n¨(t)
R˙(t+ δt) = R˙(t+
δt
2
) +
δt
2
R¨(t+ δt).
(22)
However, there is one important difference to classi-
cal molecular dynamics. In the presence of numerical
noise, due to finite numerical precision or an approxi-
mate sparse matrix algebra used to achieve linear scaling
complexity [46, 51, 57, 82, 83], the electronic degrees of
freedom might start to diverge from the exact ground
state density, which is determined by the nuclear degrees
of freedom. This happens as soon as we use any integra-
tion scheme with a perfect time reversibility. In this case,
numerical noise is never removed but is accumulated in
the electronic degrees of freedom until divergence occurs
when n(t) and R(t) no longer are aligned, i.e. when n(t)
no longer is sufficiently close to the electronic ground
state for the external potential v(R, r) in Eq. (1). Some
form of electron dissipation (or synchronization [84, 85])
is needed to avoid this breakdown. We typically use a
modified Verlet integration scheme to introduce a weak
dissipation without causing any significant drift in the to-
tal energy [42, 44, 45]. In this case the Verlet integration
of the electronic degrees of freedom, Eq. (22), is given by
n(t+ δt) = 2n(t)− n(t− δt) + δt2n¨(t)
+ α
Kmax∑
k=0
ckn(t− kδt),
(23)
for some optimized set of coefficients, α and {ck} in Tab.
I. The first three terms on the right hand side correspond
to the regular Verlet integration and the last term is a
dissipative force term. Alternative damping schemes can
also be adapted to the integration of wavefunctions [44]
and higher-order symplectic algorithms [43, 86]. Recently
a more general class of integrators was introduced that
was shown to work well in combination with polarizable
force field models [51, 52, 59].
6TABLE I. Optimized α and κ = δt2ω2 values and the ck
coefficient for the dissipative electronic force term in Eq. (23),
see Refs. [42, 44, 45].
Kmax κ α c0 c1 c2 c3 c4 c5 c6 c7
5 1.82 0.018 -6 14 -8 -3 4 -1
6 1.84 0.0055 -14 36 -27 -2 12 -6 1
7 1.86 0.0016 -36 99 -88 11 32 -25 8 -1
F. Natural adiabatic separation
In the modified Verlet integration scheme, Eqs. (16)
and (23) above, the term
δt2n¨(r) = −δt2ω2
∫
K(r, r′)(ρ(1)min[n](r
′)− n(r′))dr′
(24)
includes a dimensionless variable κ = δt2ω2. To achieve
stability in the Verlet integration, this constant should
to be smaller than two [42], i.e. κ < 2. For normal inte-
gration time steps in direct Born-Oppenheimer molecular
dynamics, δt is some fraction TΩ/m of the fastest period
of the nuclear motion, TΩ. Typically m ∈ [15, 20], which
means that ω automatically is multiple times higher than
the corresponding frequency, Ω = 2pi/TΩ, of the nu-
clear degrees of freedom [48]. This guarantees a natural
and system-independent classical adiabatic separation be-
tween the nuclear and electronic degrees of freedom. This
also motivates the separation assumed in the derivation
of the equations of motion.
G. A few remarks
The extended Lagrangian density functional Born-
Oppenheimer molecular dynamics scheme, formulated
above, is based on three key ideas: i) the first idea is
to define an approximate shadow Born-Oppenheimer po-
tential energy surface based on a constrained minimiza-
tion (or a stationary solution) of an energy expression
with the universal functional that is linearized around
some sufficiently accurate approximation, n(r), to the
exact ground state density ρmin(r); ii) the second idea
is to use this linearized functional and to include the
density, n(r), as a dynamical field variable, in an ex-
tended Lagrangian formulation, where n(r) follows the
optimized ground state density, ρ(1)[n](r), through a gen-
eralized harmonic oscillator including an inner product
kernel K(r, r′); and iii) the third idea is to apply an clas-
sical (Born-Oppenheimer-like) adiabatic approximation,
assuming ω/Ω → ∞, in the derivation of the equations
of motion. The result is a fast and efficient simulation
framework that closely follows the dynamics determined
by the exact Born-Oppenheimer potential energy surface.
The theory above was presented in terms of general
Hohenberg-Kohn density functional theory and should
thus, in principle, be applicable to a broad range of
implementations, including orbital-free Thomas-Fermi-
Dirac and Kohn-Sham theory. The electron density, cho-
sen as the dynamical variable for the electronic degrees
of freedom above, can easily be replaced by, for exam-
ple, the single-particle wavefunctions [44] or the density
matrix [47, 51, 57]. Modifications also makes the ex-
tended Lagrangian framework above applicable to clas-
sical molecular dynamics schemes with polarizable force
fields [52, 58, 59].
III. COMPARISON TO EXTENDED
LAGRANGIAN CAR-PARRINELLO
MOLECULAR DYNAMICS
Car and Parrinello introduced a general a class of ex-
tended Lagrangians [10, 13, 17]. For Kohn-Sham density
functional (or Hartree-Fock) theory the Carr-Parrinello
Lagrangian can be represented by
LCP = 1
2
∑
I
MIR˙
2
I +
1
2
∑
i
µi〈ψ˙i|ψ˙i〉
−U(R, {ψi}) +
∑
ij
λij (〈ψi|ψj〉 − δij),
(25)
where U(R, {ψi}) is the potential energy calculated for
an orthonormal set of occupied instantaneous single-
particle orbitals {ψi}. The last term includes the
orthonormalization constraints and µi are fictitious
electron mass parameters. The corresponding Euler-
Lagrange equations of motion are
MIR¨I =
∂U(R, {ψi})
∂RI
∣∣∣∣
ψ
+
∑
λij
∂
∂RI
〈ψi|ψj〉,
µiψ¨i = −H(R, {ψi})ψi +
∑
j
λijψj .
(26)
H(R, {ψi}) is the effective single-particle Hamiltonian,
e.g. the Kohn-Sham Hamiltonian (or the Fockian). The
constant of motion is given by the Car-Parinello Hamil-
tonian
HCP = 1
2
∑
I
MIR˙
2
I+U(R, {ψi})+
1
2
∑
i
µi〈ψ˙i|ψ˙i〉. (27)
To simulate a dynamics that approximates Born-
Oppenheimer properties, the last electronic kinetic en-
ergy term in HCP needs to be kept small, which is pos-
sible if the nuclear and the electronic degrees of freedom
are adiabatically decoupled such that 〈ψ˙i|ψ˙i〉 does not in-
crease because of the nuclear motion. A decoupling can
be achieved by choosing sufficiently small mass parame-
ters µi. Unfortunately, this reduces the largest integra-
tion time step δt that can be used. The largest possible
size of µi depends of the electronic gap of the system
7and the appropriate choice of µi and δt may thus require
some prior estimates and expertise to provide efficient
and accurate simulations [10, 13, 87, 88].
A. Similarities
There are several interesting relations between Car-
Parrinello and extended Lagrangian Born-Oppenheimer
molecular dynamics: (1) both are extended Lagrangian
approaches to first principles molecular dynamics simu-
lations, providing general, unified frameworks that easily
can be adapted to a number of different problems also be-
yond first principles molecular dynamics; (2) in contrast
to regular direct Born-Oppenheimer molecular dynam-
ics, no iterative self-consistent-field optimization proce-
dure is needed; (3) while extended Lagrangian Born-
Oppenheimer molecular dynamics assumes an classical
adiabatic separation in the derivation of the equations of
motion, Car-Parrinello molecular dynamics enforces the
corresponding adiabatic decoupling between the nuclear
and electronic degrees of freedom in the integration of
the equations of motion, e.g. by choosing appropriate
electron mass parameters, µi, and integration time step,
δt; (4) in both methods electronic degrees of freedom
are used as extended dynamical variables that oscillate
around the exact ground state or some close approxima-
tion to the ground state; (5) the equations of motion
for the nuclear and the electronic degrees of freedom can
both be integrated with time-reversible or symplectic in-
tegration schemes that avoid (or drastically reduce) the
problem with a systematic drift in the total energy; and
(6) in the limit when the integration time step δt → 0
(and when µ → 0 in Car-Parrinello molecular dynam-
ics), both methods converge to exact Born-Oppenheimer
molecular dynamics. In this way extended Lagrangian
Born-Oppenheimer molecular dynamics maintains sev-
eral important benefits of Car-Parrinello molecular dy-
namics simulations.
B. Differences
Apart from these similarities there are also several sig-
nificant differences: (1) a single full diagonalization is
required in each time step of extended Lagrangian Born-
Oppenheimer molecular dynamics, i.e. in the ground
state optimization of the linearized functional expres-
sion in Eq. (10), compared to the more simplified ex-
pression of matrix-vector multiplications, Hψi, neces-
sary in Car-Parrinello molecular dynamics in Eq. (26);
(2) on the other hand, the non-linear constraints, e.g.
of wavefunction orthonormality or the equivalent den-
sity matrix idempotency, is avoided in extended La-
grangian Born-Oppenheimer molecular dynamics; (3) the
adiabatic decoupling between the nuclear and the elec-
tronic dynamical variables is system independent and
automatically fulfilled in extended Lagrangian Born-
Oppenheimer molecular dynamics as long as normal
Born-Oppenheimer integration time steps are used and
does not depend on the size of the electronic gap as
in Car-Parrinello molecular dynamics; (4) the problem
of choosing appropriate mass parameters, µi, in Car-
Parrinello molecular dynamics is replaced by the chal-
lenge of calculating or approximating the kernel, K(r, r′),
in extended Lagrangian Born-Oppenheimer molecular
dynamics; (5) extended Lagrangian Born-Oppenheimer
molecular dynamics can be applied both for metals and
insulators with integration time steps, δt, which are of
the same size as in direct Born-Oppenheimer molec-
ular dynamics, whereas Car-Parrinello molecular dy-
namics requires a shorter integration time step as the
electronic gap is reduced, which increases the compu-
tational overhead [10]; (6) the constant of motion in
extended Lagrangian Born-Oppenheimer molecular dy-
namics, i.e. the shadow Hamiltonian in Eq. (41), fol-
lows closely the ”exact” total Born-Oppenheimer en-
ergy in Eq. (6), whereas the constant of motion in Car-
Parrinello molecular dynamics, Eq. (27), includes an ad-
ditional kinetic energy term from the electronic degrees
of freedom; (7) while both methods converge to the ex-
act Born-Oppenheimer limit as the integration time step
δt→ 0, the Car-Parrinello method is a first-order method
[19, 20], since the the difference ∆CP−BO = |ψi − ψi,BO|
between the dynamical variables of the electronic de-
grees of freedom, {ψi}, and the exact ground state so-
lution, ψi,BO, scales as ∆CP−BO ∼ µ1/2 ∼ δt, whereas
extended Lagrangian Born-Oppenheimer molecular dy-
namics can be regarded as a second-order method, since
the convergence of the corresponding difference scales as
∆XLBO−BO = ‖ρmin − n‖ ∼ ‖ρ(1)min[n] − n‖ ∼ ω−2 ∼ δt2
[48, 89]; and (8) the error in the potential energy surface
with respect to the exact Born-Oppenheimer potential
energy surface for each new configuration during a simu-
lation is therefore of second order (δt2) for Car-Parrinello
molecular dynamics, whereas it is of fourth order (δt4) for
extended Lagrangian Born-Oppenheimer molecular dy-
namics (see Fig. 10).
Despite these differences, extended Lagrangian Born-
Oppenheimer molecular dynamics can be understood in
the spirit of Car-Parrinello molecular dynamics and be
seen as a next generation (second-order) extended La-
grangian first principles molecular dynamics that follows
in the footsteps of the seminal work by Car and Parrinello
three decades ago.
IV. FINITE TEMPERATURE KOHN-SHAM
FORMULATION OF EXTENDED LAGRANGIAN
BORN-OPPENHEIMER MOLECULAR
DYNAMICS
Extended Lagrangian density functional based Born-
Oppenheimer molecular dynamics can also be applied
to finite temperature ensembles [56]. Here I will use
a thermal Kohn-Sham formulation of density functional
8theory [64, 90] to introduce this generalization, includ-
ing the inner-product kernel for temperature dependent,
fractional occupation numbers.
A. Kohn-Sham shadow potential
In Kohn-Sham density functional theory the universal
functional, F [ρ], in Eq. (1), is implemented with
FKS[ρ] = −1
2
∑
i
fi〈ψi|∇2|ψi〉+1
2
∫∫
ρ(r)ρ(r′)
|r− r′| drdr
′+Exc[ρ],
(28)
where the v-representable density is given by a sum of
orthonormal single-particle orbitals, i.e. with
ρ =
∑
i
fi|ψi|2 (29)
and
〈ψi|ψj〉 = δij . (30)
Here fi ∈ [0, 1] are Fermi occupation factors. At zero
electronic temperature fi = 1 for occupied state and fi =
0 for unoccupied state. Special cases occurring due to
spin degrees of freedom are left out for simplicity. The
last term, Exc[ρ], is the exchange correlation functional,
which in practice has to be approximated. Our linearized
functional, F
(1)
KS [ρ, n], becomes
F
(1)
KS [ρ, n] = −
1
2
∑
i
fi〈ψi|∇2|ψi〉
+
1
2
∫∫
(2ρ(r)− n(r))n(r′)
|r− r′| drdr
′
+ Exc[n] +
∫
vxc[n](r)(ρ(r)− n(r))dr,
(31)
where vxc[n](r) is the functional derivative of Exc[ρ] cal-
culated at ρ = n. The variationally optimized density,
ρ
(1)
min[n](r), for the linearized functional, including the ex-
ternal potential energy,
∫
v(R, r)ρ(r)dr, is given from the
constrained optimization, as in Eq. (10), under the con-
ditions that ρ =
∑
i fi|ψi|2 and 〈ψi|ψj〉 = δij . This leads
to the linearized Kohn-Sham eigenvalue equation
HKS[n]|ψ(1)min,i〉 = i|ψ(1)min,i〉 , (32)
where
ρ
(1)
min[n](r) =
∑
i
fi|ψ(1)min,i(r)|2, (33)
and with the Kohn-Sham Hamiltonian
HKS[n] = −1
2
∇2 +
∫
n(r′)
|r− r′|dr+ vxc[n](r) + v(R, r).
(34)
The Kohn-Sham shadow potential energy surface is then
given by
U
(1)
KS [n](R) = −
1
2
∑
i
fi〈ψ(1)min,i|∇2|ψ(1)min,i〉
+
1
2
∫∫
(2ρ
(1)
min[n](r)− n(r))n(r′)
|r− r′| drdr
′
+ Exc[n] +
∫
vxc[n](r)(ρ
(1)
min[n](r)− n(r))dr
+
∫
v(R, r)ρ
(1)
min(r)dr+ Vnn(R).
(35)
No iterative self-consistent field optimization is necessary
in the calculation of the linearized Kohn-Sham potential
U
(1)
KS [n](R).
B. Free energy shadow potential
At finite electronic temperatures, Te > 0, the occupa-
tion factors, f = {fi}, are fractional and determined by
the Fermi-Dirac function,
fi =
[
eβ(i−µe) + 1
]−1
, (36)
where µe is the chemical potential, which is set such that
the sum of the fi’s is the number of occupied states,
i.e.
∑
i fi = Nocc, and β is the inverse temperature, i.e.
β = 1/(kBTe). In the case of finite electronic tempera-
tures [64] we need to include an electronic entropy contri-
bution, S[f ], in a free energy generalization, Ω
(1)
KS[n](R),
of the shadow potential, U
(1)
KS [n](R), where
Ω
(1)
KS[n](R) = U
(1)
KS [n](R)− TeS[f ]. (37)
The entropy function for the Fermi-Dirac distribution is
S[f ] = −kB
∑
i
(fi ln fi + (1− fi) ln(1− fi)) . (38)
The entropy is needed to obtain variationally cor-
rect (and thus conservative) force terms with a simple
Hellmann-Feynman-like expression [91–93].
9C. Extended Lagrangian
The temperature-dependent extended Lagrangian is a
straightforward generalization of Eq. (13), i.e.
L(R, R˙, n, n˙) = 1
2
∑
I
MIR˙
2
I − Ω(1)KS[n](R)
+
µ
2
∫
(n˙(r))2dr
− µω
2
2
∫∫∫ (
ρ
(1)
min[n](r)− n(r)
)
K(r′, r)
×K(r′, r′′)
(
ρ
(1)
min[n](r
′′)− n(r′′)
)
drdr′dr′′,
(39)
with the corresponding equations of motion in the adia-
batic limit,
MIR¨I = −∂Ω
(1)
KS[n](R)
∂RI
∣∣∣∣∣
n
,
n¨(r) = −ω2
∫
K(r, r′)
(
ρ
(1)
min[n](r
′)− n(r′)
)
dr′,
(40)
and a constant of motion
F (1)KS =
1
2
∑
I
MIR˙
2
I + Ω
(1)
KS[n](R). (41)
Apart from replacing with U
(1)
BO[n](R) with Ω
(1)
KS[n](R)
and H(1)BO with F (1)KS everything in the thermal Kohn-
Sham density-functional-based dynamics is thus the same
as for the zero-temperature Hohenberg-Kohn density
functional formulation. The same integration technique,
e.g. the leap-frog and modified Verlet scheme as in Eqs.
(22) and (23), can also be used.
D. A few remarks
The Kohn-Sham shadow potential energy surface
U
(1)
KS [n](R) can be reformulated to the well-known Harris-
Foulkes functional [80, 81], where n becomes an approx-
imate ”input density” (or overlapping atomic densities)
and ρ(1)[n] the ”output density”. However, there is both
a conceptual and practical difference between the Kohn-
Sham formulation of U
(1)
BO[n](R) and the Harris-Foulkes
functional. Instead of an approximate energy expression,
providing a faster energy convergence in a sequence of
input and output densities during a self-consistent-field
optimization (or an approximate functional using over-
lapping atomic densities), U
(1)
BO[n](R) is here introduced
as an exact shadow potential energy surface that is part of
a dynamical extended Lagrangian framework in a classi-
cal adiabatic limit (as ω →∞), which can be used to cal-
culate both energies and forces with high precision. The
problem that the Harris-Foulkes functional is not varia-
tional with respect to ”the input density”, n(r), or that
the Hellmann-Feynman theorem is not fulfilled, which
prohibits force evaluations for the Harris-Foulkes func-
tional without additional correction terms, is here never
an issue, since n(r) occurs as a dynamical field variable
within the extended Lagrangian framework. Moreover,
since n(r) closely follows the exact ground state, the ac-
curacy in the force evaluations will be high such that
the constant of motion during a simulation will follow
the exact Born-Oppenheimer solution with an error only
of second order in the deviation of n(r) from the ex-
act ground state density. In practice, the main error of
an extended Lagrangian Born-Oppenheimer simulation,
compared to the theoretically “exact” simulation, will
therefore be dominated by the local truncation error of
the Verlet integration algorithm, caused by the finite size
of the integration time step.
V. THE KERNEL K(r, r)
The definition of the kernel, K(r, r′) in Eq. (14), does
not only lead to a simple form of the equations of mo-
tion, it also has a direct physical implication. The ker-
nel makes the dynamical variable density, n(r), oscillate
as if it was virtually centered around the exact Born-
Oppenheimer ground state density, ρmin(r). This im-
proves both the stability and the accuracy of extended
Lagrangian dynamics.
A. Coarse graining
The kernel K(r, r′) is given as the inverse of the Jaco-
bian of the residual function, ρ
(1)
min[n](r)− n(r), i.e. as
K(r, r′) =
[
δρ
(1)
min[n](r)
δn(r′)
− δ(r− r′)
]−1
. (42)
In a coarse-grained algebraic matrix-vector notation, e.g.
where n is a vector of length N with the values of the
integrated charge densities for each atom or the values
of discretized point charges in space, we can describe the
kernel as
K =
[{
δρ[n]
δn
}
− I
]−1
, (43)
where K is a N × N matrix, {δρ[n]/δn} is a set of N
number of N × 1 column vectors, and I is the N × N
identity matrix. The corresponding equations of motion
for the electronic degrees of freedom, Eq. (16), in this
matrix-vector notation is
n¨ = −ω2K (ρ[n]− n). (44)
The notation “min” and (1) in ρ
(1)
min[n] have here been
dropped for simplicity and they will not be used in the
remaining part of the paper.
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B. Quantum response calculations with fractional
occupation numbers
At Te = 0 the charge response, {δρ[n]/δn}, can be
calculated using regular quantum perturbation theory,
e.g. Rayleigh-Shro¨dinger perturbation theory. For ex-
ample, if n is a vector of atomic net charges, then we
can calculate the response δρ[n]/δn as follows. For a
perturbation of an atomic charge δn(RI) at position RI
we first calculate the response in the Coulomb potential
δVCoul(R)/δn(RI). We can then use δVCoul(R)/δn(RI)
as a perturbation of the Kohn-Sham Hamiltonian, i.e.
H = H
(0)
KS [n] + λIH
(1)
I , (45)
where
H
(1)
I = δVCoul(R)/δn(RI). (46)
Using (non-degenerate) Rayleigh-Shro¨dinger perturba-
tion theory, we can then calculate the first-order response
in the wavefunctions,
|ψ(1)i 〉 =
∑
j 6=i
〈ψ(0)j |H(1)I |ψ(0)i 〉

(0)
i − (0)j
|ψ(0)j 〉, (47)
from which the first order response in the charge on all
the atoms, i.e. the column vector δρ[n]/δn(RI), can be
calculated. This is repeated for perturbations on each
atom I. Once all the column vectors of the charge re-
sponse, {δρ[n]/δn(RI)}, in Eq. (43) have been calculated,
we subtract the identity matrix I and perform the matrix
inverse to get the kernel K.
At Te > 0 it is in principle possible to general-
ize Rayleigh-Shro¨dinger perturbation theory to canon-
ical ensembles including fractional occupation factors
[94]. However, an interesting alternative to Rayleigh-
Shro¨dinger-based calculations is provided by density ma-
trix perturbation theory [95–97], which also enables re-
sponse calculations with linear scaling complexity. Den-
sity matrix perturbation theory was recently generalized
to finite temperature ensembles [98]. This canonical den-
sity matrix perturbation theory allows response calcu-
lations also for degenerate problems, including systems
with fractional occupation numbers such as metals and
is thus well suited for thermal Kohn-Sham density func-
tional theory. A full description of canonical density ma-
trix perturbation theory, including a detailed algorithm,
is given in Ref. [98].
C. Approximating the kernel
Since the full kernel K is fairly expensive to calcu-
late, some approximations could be useful. For example:
1) we may use Broyden or Anderson schemes [66, 67]
to estimate K; 2) for different classes of materials we
could approximate the kernel from a related, but simpli-
fied model system as in the Kerker scheme for metals [70];
3) we may calculate the full kernel exactly in the first time
step and then keep it constant or perform some approxi-
mate updates on-the-fly at some predefined (or adaptive)
frequency; 4) we can apply some form of coarse graining
where K and the charge response, {δρ[n]/δn}, are cal-
culated, for example, per atom or per molecule; 5) high
accuracy could be used in the short-range response with
some tail approximation for the long-range behavior; 6)
we could use a low-rank estimate of K that is less expen-
sive to calculate; 7) we can use a fully local scaled delta-
function approximation where K(r, r′) ≈ −cδ(r− r′) for
some constant c ∈ [0, 1]; or 8) we may simply replace the
effect of the kernel, Eq. (17), by regular self-consistent
field optimization. In the test examples below I will
demonstrate a few of these approaches, but first I will
present 6), the low-rank approach, in some detail.
D. Construct K from a sequence of rank-1 updates
I propose a scheme for how the kernel K can be con-
structed through a sequence of rank-1 updates, which re-
lies on the Sherman-Morrison formula [99] and a sequence
of directional derivatives given by quantum perturbation
theory. If we start with
K0 = [J0 − I]−1, (48)
where
J0 = cI (49)
for some constant c, (c 6= 1), then if v = {vi} is a set of
N×1 orthonormal perturbation vectors, it can be shown
that for i = 1, 2, . . . , N the sequence of operations:
ui =
δρ[n+ λvi]
δλ
∣∣∣∣
λ=0
− Ji−1vi,
Ji = Ji−1 + uivTi ,
Ki = Ki−1 − Ki−1uiv
T
i Ki−1
1 + vTi Ki−1ui
,
(50)
converges to the exact kernel in Eq. (43), such that
K = KN . The derivatives, i.e. the directional Gateaux
differentials, in the first line of Eq. (50) can be calcu-
lated using density matrix perturbation theory, both at
zero electronic temperature, Te = 0 K [95–97], and at
finite electronic temperature, Te > 0 K [98].
The construction of K over a general set of orthonor-
malized perturbation vectors v = {vi}, gives us the flex-
ibility to chose a few optimal perturbation directions in
a low-rank approximation of K. In fact, the scheme can
be used to construct an approximate kernel by improving
any initial estimate of K0 with a single (or a low) rank
update using only one or a few well-chosen perturbation
vectors in Eq. (50).
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E. Estimate K from an approximate K0 with single
rank-1 updates
If we choose to use only a single rank-1 update of an
approximate kernel K0, how do we then chose the pertur-
bation vector v1 in the best possible way? In the equa-
tions of motion, Eq. (44), K acts on the vector ρ[n]− n.
Based on the update formula for Ki−1 in Eq. (50) it is
easy to see that we get a significant update of K0 that
optimizes the immediate overlap with respect to ρ[n]−n
if we chose v1 such that v
T
1 K0 is parallel to ρ[n]− n, i.e.
if we calculate the rank-1 update using the normalized
perturbation vector
v1 =
K0(ρ[n]− n)
‖K0(ρ[n]− n)‖ . (51)
Even when J0 = −cI and K0 = [J0 − I]−1 and with a
single “rank-1 only update” this choice of v1 and K1 of-
ten gives a good approximation of the exact kernel acting
on ρ[n]− n. It can therefore be used as a simple and ef-
ficient single rank-1 update approximation of the kernel
K in extended Lagrangian Born-Oppenheimer molecular
dynamics. The low-rank approximation of the kernel is of
particular interest for plane-wave, finite grid, or wavelet
implementations. In these cases it is not possible to con-
struct the full explicit kernel, since the dimension of the
matrix would be very high. In a molecular dynamics
simulation the approximate kernel from a previous time
step, K0(t), can be used as an initial estimate ofK0(t+δt)
that can be updated on-the-fly by a rank-1 update. In
this way an accumulated and adaptive approximation of
the kernel is build up, on-the-fly, during a simulation.
F. A self-consistent-field optimization scheme
The kernel update procedure, Eqs. (48)-(51), also pro-
vides a practical algorithm for regular self-consistent field
optimizations, where an approximate charge density ρj
can be updated by
ρj+1 = ρj −Kj (ρ[ρj ]− ρj) . (52)
This procedure using approximate, low-rank updated
kernels that are estimated directly from quantum re-
sponse theory thus serves as an alternative to, for ex-
ample, Broyden’s scheme and Pulay or Anderson mix-
ing [66–68]. In an iterative self-consistent-field opti-
mization scheme we can sometimes improve convergence
by orthogonalizing each new perturbation vector vj =
Kj−1(ρ[ρj ]− ρj) to all previous vectors vi (i < j).
VI. EXAMPLES
The theory presented in this paper is quite general
and should be applicable to a broad range of electronic
structure methods. Here I will demonstrate extended
Lagrangian Born-Oppenheimer molecular dynamics us-
ing self-consistent-charge density functional based tight-
binding (SCC-DFTB) theory [46, 49, 100–102]. It repre-
sents a simplified and highly efficient form of Kohn-Sham
density functional theory that includes all essential com-
plexities that are necessary to demonstrate key features
of extended Lagrangian Born-Oppenheimer dynamics.
SCC-DFTB uses an atomistic coarse graining of the elec-
tronic structure with a Mulliken net charge on each atom,
ρ(RI). The charges interact through a Coulomb field at
long range, which is screened to a Hubbard U for the
on site interactions. The charge-independent part of the
Kohn-Sham Hamiltonian is approximated using a Slater-
Koster tight-binding Hamiltonian and a non-orthogonal
atomic-orbital basis-set representation. Remaining parts
of the exchange-correlation and Hartree energies are ap-
proximated with a repulsive pair potential and the en-
tropy contribution at finite electronic temperatures is
given by the regular expression, Eq. (38), as a function of
the orbital occupation factors. The charges, ρ, are calcu-
lated self-consistently as in regular Kohn-Sham density
functional theory. The forces are calculated from the
gradients of the SCC-DFTB total free energy, including
basis-set dependent Pulay forces. The extended dynam-
ical variables for the electronic degrees of freedom in the
extended Lagrangian formulation are denoted by n, cor-
responding to approximate net Mulliken charges.
Except for the initial conditions of the first time step,
Eq. (20), no self-consistent field iterations will be used
in the simulations. Any constant occurring in the iter-
ations, e.g. linear mixing coefficients or c in J0 = cI,
are kept constant in each simulation after an initial op-
timization, chosen to achieve fastest convergence in the
initial ground-state calculation within a tolerance of 0.1.
All test systems have periodic boundary conditions. The
modified Verlet integration scheme, Eqs. (22) and (23),
was used in all the molecular dynamics simulations with
κ = 1.82, in Tab. I.
The implementation and simulations were performed
with an experimental, stand-alone version, of the open
source software package LATTE [46, 103, 104]. As ex-
amples I choose three different test systems. The first
example, Fig. 1, which is the more challenging sys-
tem, is a hydroqionone radical solvated in water. The
initial self-consistent field optimization is hard to con-
verge to a physically meaningful ground state without
using fractional occupation numbers, i.e. thermal den-
sity functional theory. The second test system is liq-
uid water, which represents a “normal” simulation, and
serves as a standard for comparison. In the initial, self-
consistent ground state optimization, Eq. (20), I also
make a comparison to the Anderson/Pulay acceleration
scheme [67, 68, 105] with an implementation as in Ref.
[106] but without any restarts. The third test system
is liquid nitromethane (7 molecules, 49 atoms), which is
used to demonstrate the scaling of the accuracy in the
forces, the electron density, and the free energy shadow
potential surface.
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FIG. 1. The hydroquionone radical (C7H6OOH + OH) that
has been solvated in water (surrounding water is not shown).
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FIG. 2. Convergence or the root mean square (RMS) of the
difference in charge between iterations of the self-consistent-
field optimization for a hydroquinone radical in water (with a
total of 99 atoms and the electronic temperature Te = 3, 000
K) using simple linear mixing, Anderson/Pulay mixing, rank-
1 updates of the kernel K or full updates of the entire K in
each iterations. In practice the Anderson/Pulay scheme is the
fastest.
A. Hydroquinone radical in water
The simulation of the water solvated hydroquinone
radical test system in Fig. 1 is quite challenging. Even
with an electronic temperature of Te = 3, 000 K the ini-
tial self-consistent-field convergence can be slow. Fig-
ure 2 shows how a simple linear mixing scheme (with
the fix mixing parameter optimized within a tolerance of
0.1) requires the order of 100 iterations to reach an accu-
rate ground state solution. Anderson/Pulay mixing [106]
(without restart) accelerates convergence significantly. A
rank-1 update of the kernel K, using the normalized per-
turbation vector chosen from vj = Kj−1(ρ[ρj ]− ρj) with
the update as in Eq. (52), also offers an efficient alter-
native, though each iteration takes about twice as long
to calculate as in the Anderson/Pulay mixing scheme.
Figure 2 shows two cases of rank-1 updates, either us-
ing a single rank-1 based approximation of the kernel
(each time updating a scaled delta-function estimate of
K0 in Eqs. (48) and (49) with a only single rank-1 up-
date, Eq. (50)), or using multiple accumulated rank-1
updates, Eq. (50), one new update for each new self-
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FIG. 3. The fluctuations in the total free energy (potential
+ entropy + kinetic, corresponding to the constant of mo-
tion Eq. (41) ) of an extended Lagrangian Born-Oppenheimer
molecular dynamics simulation of a hydroquinone radical in
water (99 atoms, with a statistical temperature for the molec-
ular trajectories, T ∼ 250K, and the electronic temperature
Te = 3, 000 K) using three different approximations of the
kernel K .
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FIG. 4. The the root mean square (RMS) of the residual
function (ρ[n] − n) as a function of simulation time for the
simulation of the hydroquinone radical in water in Fig. 3 .
consistent field iteration. The calculation with the full
updates of K, which in each self-consistent field iteration
requires as many response calculations as there are atoms
in the system, converges rapidly, but is by far the slowest
scheme.
Even if the Anderson/Pulay scheme reaches conver-
gence in the smallest amount of wall-clock time, it seems
hard to apply as approximations of the kernel K in the
extended Lagrangian Born-Oppenheimer molecular dy-
namics scheme. In this case the exact full calculation
of the kernel, the rank-1 update approach (either using
single rank-1 only updates of scaled delta-function ap-
proximations or accumulated rank-1 updates), or only
the scaled delta-function approximation, offer better al-
ternatives.
Figure 3 shows the fluctuations of the total free energy
for an extended Lagrangian Born-Oppenheimer simula-
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FIG. 5. The fluctuations in the total free energy (potential
+ entropy + kinetic, corresponding to the constant of motion
in Eq. (41)) of an extended Lagrangian Born-Oppenheimer
molecular dynamics simulation of a hydroquinone radical in
water (99 atoms).
tion using either a scaled delta-function approximation of
the kernel, K = cI, the single rank-1 updated approxima-
tion of K, or a full calculation of the kernel in the initial
time step after which K is kept constant. The rank-1
and full kernel approaches have energy fluctuations that
are virtually on top of each other for the first 1,000 time
steps, whereas the scaled delta-function approximation
shows fluctuations increasing in size, leading to a signif-
icant drift already after about 100 fs of simulation time.
The behavior can be understood from the ability to keep
the dynamical variable density, n(t), close to the ground
state, which can be estimated from the distance to ρ[n],
i.e. the size of the residual function ρ[n] − n. The root
means square (RMS) of ρ[n]− n is shown in Fig. 4. The
simulation with the scaled delta-function approximation
of K shows a significant size of the residual, whereas the
single rank-1 update and the full kernel approximations
keep the residual function small such that n remains close
to the exact ground state. Using the accumulated rank-1
updated kernel (not shown) gives results similar or worse
compared to the approximation using only single rank-1
updates of scaled delta-functions in each time step. The
advantage with the rank-1 only (or low-rank) updated
approximation of the kernel is that it can be generalized
to simulations using a real-space grid, density matrices,
or a plane-wave basis functions for which full kernel cal-
culations are not practically feasible.
Figure 5 shows the total free energy of two longer
molecular dynamics simulations of the hydroquinone rad-
ical in water over 10 ps of simulation time. The full ker-
nel, updated once every 100th or 50th time step, was
used as an approximation. The simulation remains sta-
ble, though it shows some long-term random-walk-like
fluctuations in the total free energy due to small numer-
ical errors in the force evaluations.
0 5 10 15 20
Number of Iterations
-12
-10
-8
-6
-4
-2
0
Co
nv
er
ge
nc
e 
Lo
g 1
0(R
M
S o
f [
q n
-
q_
n
-1
])
Linear mixing
Anderson/Pulay mixing
Rank-1, only a single update of K
Rank-1, accumulated updates of K
Full updates of K
100 molecules
Liquid water
FIG. 6. Convergence or the root mean square (RMS) of the
difference in charge between iterations of the self-consistent-
field optimization for a water system (with a total of 100
molecules at Te = 3, 000 K) using simple linear mixing, An-
derson/Pulay mixing, two different rank-1 updates of the ker-
nel K or full updates of the entire K in each iterations. In
practice the Anderson/Pulay scheme is the fastest.
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FIG. 7. The fluctuations in the total free energy (po-
tential + entropy + kinetic, corresponding to the constant
of motion in Eq. (41)) of an extended Lagrangian Born-
Oppenheimer molecular dynamics simulation of a water sys-
tem (100 molecules) using either a scaled delta-function ap-
proximation of the kernel or the full kernel, K, calculated at
the first time step and then kept constant. The scaled delta-
function approximation and the full kernel calculation give
almost identical results.
B. Water
A more regular molecular dynamics simulation may
be represented by liquid water. Notice, that choosing
the same electronic temperature of 3, 000 K, as in the
quinone system, in practice has no influence on the elec-
tronic structure of liquid water, since the gap is much
larger than for the hydroquinone radical in the example
above. In the liquid water simulation we find a much
smaller difference between a fully optimized kernel and
a scaled delta-function approximation of K. This is re-
flected in the relatively fast convergence for the simple
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linear mixing approach in Fig. 6. The energy fluctua-
tion curves for the scaled delta-function kernel and the
exact full kernel simulations in Fig. 7 are essentially on
top of each other. The reason for this can be understood
from the very small residual function, both for the scaled
delta-function approximation and the exact full kernel
(calculated only in the first time step and then kept fix),
as shown in Fig. 8.
C. Scaling analysis
By choosing an appropriate approximation of the ker-
nel K, we can stabilize the dynamics of an extended La-
grangian Born-Oppenheimer molecular dynamics simu-
lation. The kernel acts like a preconditioner in the equa-
tions of motion for the extended electronic degrees of
freedom, which causes the dynamical variable density
n(t) to oscillate around a closer approximation of the ex-
act Born-Oppenheimer ground state density ρmin(t) and
keeps the residual function ρ[n]−n small. For many sys-
tems a simple scaled delta-function approximation of the
kernel is sufficiently accurate, but for systems exhibit-
ing slow self-consistent field convergence, the approxi-
mation based on rank-1 updates or the infrequent cal-
culation of an exact full kernel using fractional occupa-
tion number, serve as practical alternatives, with only a
modest computational overhead. A slightly more expen-
sive alternative is to reduce the integration time step δt,
which rapidly improves accuracy because of the second-
order nature of extended Lagrangian Born-Oppenheimer
molecular dynamics for which the residual function scales
as (ρ[n] − n) ∼ δt2. This quadratic scaling is demon-
strated in Fig. 9.
The total free energy fluctuation curves in Fig. 3 for
the full kernel and the rank-1 only approximations are
almost on top of each other for the first 500 fs, even if
the residual functions in Fig. 4 differ in size by almost
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FIG. 9. The upper panel (a) shows fluctuations in the total
free energy (corresponding to the constant of motion in Eq.
(41)) for an extended Lagrangian Born-Oppenheimer molec-
ular dynamics simulation of the the hydroqionone radical in
water for various sizes of the integration time step (δt = 0.5 fs,
0.25 fs, and 0.125 fs). The electronic temperature was set to
Te = 3, 000 K and the statistical temperature of the molecular
trajectories, T ∼ 250 K. The lower panel (b) shows the corre-
sponding fluctuations of the root mean square (RMS) of the
residual function (ρ[n]− n). The simulations were performed
with a full calculation of the kernel K that was calculated for
the initial configuration and then kept fix. Both the size of
the fluctuations of the total free energy and the RMS of the
residual function scale quadratically with the integration time
step.
an order in magnitude. The reason for this is that the
error in the free energy shadow potential compared to
the fully converged regular Born-Oppenheimer free en-
ergy potential scales as (ρ[n] − n)2 ∼ δt4, whereas the
amplitude of the total free energy fluctuations are domi-
nated by the local truncation error of the Verlet scheme,
which scales as (ρ[n]−n) ∼ (ρmin−n) ∼ δt2. The scaling
is demonstrated in Fig. 10. Any error compared to a fully
converged regular Born-Oppenheimer simulation is then
small compared to the error due to the finite integration
time step. Figure 10, which illustrates the results from
simulations of liquid nitromethane, also demonstrates the
δt2 scaling of the error in the forces acting on the nuclear
degrees of freedom.
The residual function, ρ[n] − n, plays an important
role. It provides a measure of the distance of n(t) (or
ρ[n](t)) to the exact ground state density ρmin(t). If the
residual function is too large we may expect that the
validity of the linearized shadow potential energy sur-
faces, U (1)[n](R) or Ω(1)[n](R), breaks down. The resid-
ual function is easy to monitor during a simulation and
serves as a gauge of the accuracy in a way similar to the
total free energy fluctuations. The residual function is
of particular interest in simulations of canonical (NVT)
ensembles that don’t necessarily have a constant of mo-
tion [50], or in simulations using linear scaling electronic
structure theory for systems with fractional occupation
numbers, where it might be expensive to calculate the
electronic entropy.
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electron density ∆ρ from (n− ρmin), and the free energy po-
tential surface ∆Ω from (Ω(1)[n](R)−ΩBO[ρmin](R)), during
an extended Lagrangian Born-Oppenheimer simulation with
respect to the corresponding ”exact” fully converged Born-
Oppenheimer values for each configuration, R(t0 + kδt). The
deviation in the forces and the density scales as δt2, whereas
the error in the shadow potential scales as δt4. The exact full
kernel K was recalculated once every 100th integration time
step.
It is not possible to demonstrate all different aspects
of the kernel approximation techniques. Their relative
efficiency may differ significantly depending on the test
system. A wide range of tricks can also be used and com-
bined with the kernel techniques presented here, includ-
ing adaptive back tracking, variable time steps, restarts,
and orthonormalized updates. The complexity, in many
ways, is directly related to the challenges of the regu-
lar self-consistent field optimization for the ground state
electronic structure, and we can most probably not ex-
pect a single universal black-box solver that works for all
material systems in all situations.
VII. WHAT STILL REMAINS
This article presents the development of extended La-
grangian Born-Oppenheimer molecular dynamics. Even
if most parts of the theory seems complete several im-
portant steps are still needed, for example: 1) implemen-
tations in broadly available, state-of-the-art, first prin-
ciples electronic structure codes [57, 107–126] that can
take full advantage of the approximations of K pro-
posed in this paper, e.g. based on low-rank updates cal-
culated from quantum perturbation theory; 2) convinc-
ing demonstrations of quantum-based simulations, allow-
ing longer simulation times and/or larger system sizes
than previously possible, for a broad range of problems
across materials science, chemistry and biology; 3) theo-
retically rigorous (adaptive) integration algorithms that
can be used for a variety of thermodynamic ensembles;
and 4) extensions beyond regular ground state Kohn-
Sham Born-Oppenheimer simulations, such as, orbital-
free high-temperature methods, path-integral molecular
dynamics techniques, methods for strong electron corre-
lation, accelerated molecular dynamics, polarizable force
fields and QM/MM implementations, and excited state
molecular dynamics. While a few steps have been taken,
a lot of work still remains.
VIII. CONCLUSION AND SUMMARY
The unified extended Lagrangian framework intro-
duced by Car and Parrinello made first principles molec-
ular dynamics simulations possible for a broad range of
materials for the first time and set the stage for a whole
generation of electronic structure modeling. In this paper
I have reviewed a new approach to first principles molec-
ular dynamics. This framework of extended Lagrangian
Born-Oppenheimer molecular dynamics was presented
using general Hohenberg-Kohn density functional theory
and I discussed some of its similarities and differences
compared to extended Lagrangian Car-Parrinello molec-
ular dynamics. A key difference is that the accuracy of
the electronic degrees of freedom in extended Lagrangian
Born-Oppenheimer molecular dynamics, with respect to
the exact Born-Oppenheimer solution, is of second order
in the size of the integration time step and of fourth order
in the potential energy surface, whereas Car-Parrinello
molecular dynamics is of first order in the electronic de-
grees of freedom and of second order in the potential
energy. This means that the underlying shadow Hamilto-
nian of extended Lagrangian Born-Oppenheimer molecu-
lar dynamics closely mimics the exact Born-Oppenheimer
Hamiltonian. An interesting challenge is to design possi-
bly even higher-order formulations.
Improved stability over the most recent formulation of
extended Lagrangian Born-Oppenheimer molecular dy-
namics was achieved by generalizing the theory to fi-
nite temperature ensembles, using fractional occupation
numbers in the calculation of the inner-product kernel
of the harmonic oscillator extension, which appears like
a preconditioner in the electronic equations of motion.
I showed how this kernel can be estimated on-the-fly
using rank-1 updates of approximate kernels with the
updates calculated directly from quantum perturbation
theory with the perturbations chosen along optimal di-
rections, or by the exact full kernel recalculated at some
low frequency. Material systems that normally exhibit
slow self-consistent field convergence can be simulated
using integration time steps of the same order as in direct
Born-Oppenheimer molecular dynamics without the re-
quirement of an expensive, iterative, non-linear electronic
ground state optimization prior to the force evaluations
and without a systematic drift in the total energy.
The formulation of extended Lagrangian Born-
Oppenheimer molecular dynamics presented in this paper
represents a framework for a next generation extended
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Lagrangian first principles molecular dynamics that over-
comes shortcomings of regular, direct Born-Oppenheimer
simulations, while maintaining or improving properties of
Car-Parrinello molecular dynamics.
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