Abstract. We show that the theory of a generic structure constructed from an amalgamation class given by a predimension (as defined by Hrushovski) can be undecidable and have the strict order property. By contrast, if the generic structure is ℵ 0 -categorical, then we show that it does not satisfy SOP 4 , Shelah's weakening of the strict order property, and is either simple or has property SOP 3 .
Introduction
In this note we collect together some observations about generic structures constructed using Hrushovski's method of predimensions. We shall be particularly concerned with where the theories of these can fit in the hierarchy: simple ⇒ N SOP 3 ⇒ N SOP 4 . . . ⇒ N SOP.
Here N SOP is the negation of the strict order property and N SOP n is Shelah's strengthening of it from [9] (we repeat the definition in Section 2).
Before describing the results, we recall briefly some details of the construction method. The original version of this is in [4] , where it is used to provide a counterexample to Lachlan's conjecture, and [5] , where it is used to construct a non-modular, supersimple ℵ 0 -categorical structure. The book [11] is a very convenient reference for this (see Section 6.2.1). Generalisations and reworkings of the method (particularly relating to simple theories) are also to be found in [2] , [7] , [8] .
We work with a relational language L = {R i : i ∈ I} with finitely many relations of each arity. Recall that if B, C are L-structures with a common substructure A then the free amalgam B A C of B and C over A is the L-structure whose domain is the disjoint union of B and C over A and whose atomic relations are precisely those of B together with those of C. We suppose that K is a univeral class of L-structures which is closed under free amalgamation, that is, if B, C ∈ K have a common substructure A, then B A C ∈ K. Suppose further that the R i are realised by tuples of distinct elements in structures in K. Denote by K the finite structures in K. Note that our assumptions imply that there are only finitely many isomorphism types of structure in K of any given size. Now let (α i : i ∈ I) be a sequence of non-negative real numbers. (one sometimes says that A is self-sufficient in B). For structures in K, one has:
• If X ⊆ B and A ≤ B, then X ∩ A ≤ X;
• If A ≤ B ≤ C, then A ≤ C. Consequently, for each B ∈ K there is a closure operation given by cl B (X) = {A : A ≤ B, X ⊆ A} for X ⊆ B.
The relation ≤ can be extended to infinite structures so that the above properties still hold: if M ∈ K and A ⊆ M , write A ≤ M to mean that A ∩ X ≤ X for all finite X ⊆ M . Now define K 0 to be {A ∈ K : ∅ ≤ A}, and similarly K 0 . Then (K 0 , ≤) and (K 0 , ≤) satisfy a strong form of the amalgamation property over ≤-substructures (see 6.2.9 of [11] , for example):
It follows that there is a countable structure M 0 ∈ K 0 which is the union of a chain of finite self-sufficient substructures and satisfies:
(≤-Extension Property) If A ≤ M 0 is finite and A ≤ B ∈ K 0 , there is an embedding of B over A into M 0 whose image is self-sufficient in M 0 .
Equivalently, any B ∈ K 0 is isomorphic to a self-sufficient substructure of M 0 , and isomorphisms between finite self-sufficient substructures of M 0 extend to automorphisms of M 0 .
The structure M 0 is unique up to isomorphism and is called the generic structure associated to the amalgamation class (K 0 , ≤) (see [6] ).
Closure in M 0 is locally finite but not uniformly so. Thus in other models of T h(M 0 ) one can have the closure of some finite set being infinite. Indeed, (for example, if one of the α i is rational and sufficiently small) cl need not be contained in algebraic closure. In Section 1 we look at a particular example where this is the case and show that T h(M 0 ) is undecidable and has the strict order property. This answers Question 4.10 in [8] (and contradicts claims in Section 4.2 of [5] ).
In Section 2 we look at a variation of the construction (also from [5] ) where closure is uniformly locally finite. For this, we have a continuous, increasing f : R ≥0 → R ≥0 with f (x) → ∞ as x → ∞ and we consider
In this case we have an associated generic structure M f . Here, the closure is uniformly locally finite, and so M f is ℵ 0 -categorical. In ( [5] , Section 4.3), Hrushovski gave an example where M f is supersimple of SU -rank 1: the point is to choose f carefully so that one has the independence theorem holding over closed sets (the argument is also given in ([11], 6.2.27) and in more generality in ( [2] , Theorem 3.6)). Here we show that if f is good, then M f has the property N SOP 4 . In an earlier version of this paper by the first author, it was conjectured that with a suitable choice of good f , one could arrange that M f would be not simple, but have Shelah's property N SOP 3 . In fact, we now show that this is not the case (Theorem 2.8) and either M f is simple, or it has SOP 3 .
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T h(M 0 ) is bad
To keep the ideas clear, we shall work with a particular example. So in this section we assume that the language L has (apart from equality) a single ternary relation R. The class K consists of L-structures in which this is symmetric and only realised by distinct triples of elements. The idea is to encode graphs into the closures of pairs of elements. A similar (but more difficult) type of encoding is used in Section 3 of [10] .
Define predicates V , E as follows:
V (x; y, z) ↔ R(x, y, z) and Given any first-order sentence σ in the language of graphs (with binary relation S) we construct an L-formula θ σ (y, z) by replacing all atomic subformulas S(x 1 , x 2 ) in σ by E(x 1 , x 2 ; y, z) and replacing any quantifier ∀x by ∀x ∈ V (x; y, z) (and likewise ∃x by ∃x ∈ V (x; y, z)). Lemma 1.1. For any M ∈ K 0 and a, b ∈ M we have:
Proof. This is essentially a triviality: cf. Theorem 5.3.2 in [3] . 2
Now let M 0 be the generic structure for the class (K 0 , ≤), as in the introduction. Theorem 1.2. Suppose σ is a sentence in the language of graphs. Then there is a finite model of σ iff M 0 |= (∃y, z)θ σ (y, z).
Proof. If there is a finite model Γ of σ then we can find
Conversely suppose a, b
Proof. The construction of θ σ from σ is obviously recursive. On the other hand, the theory of all finite graphs is undecidable (by Trakhtenbrot's Theorem). So the same is true of T h(M 0 ), by the above. 2 Theorem 1.4. Suppose σ is a sentence in the language of graphs which has arbitrarily large finite models. Then some infinite model of σ is interpretable in a model of T h(M 0 ).
Corollary 1.5. T h(M 0 ) has the strict order property.
Proof. We can construct a family of finite graphs in which arbitrarily large finite linear orderings are uniformly interpretable. There is a sentence in the language of graphs which implies that the interpreted stucture is a linear ordering (again, this is by Theorem 5.3.2 of [3] ). Thus, arguing by compactness as in the previous proof, there is a model M of T h(M 0 ) and a, b ∈ M such that the interpreted struc-
The reader will have noticed that the proofs used only the local finiteness of closure and ≤-universality of M 0 (i.e. every A ∈ K 0 is isomorphic to some self-sufficient substructure of M 0 ).
The undecidability result means that T h(M 0 ) is not recursively axiomatisable. In particular, the semigeneric theory T sgen given in ( [8] , Definition 3.27) following [1] , does not axiomatize T h(M 0 ) (for the notation there, we take T 0 as the universal theory describing K 0 ). We have T sgen ⊆ T h(M 0 ) (essentially, because of the full form of the amalgamation property), so we conclude that T sgen is not complete. In fact, it is useful to see this in a different way. It is fairly easy to show that if A ∈ K then there is a model M of T sgen which has A as a self-sufficient substructure. Let σ be some formula in the language of graphs which has only infinite models, let Γ be such a model and A = A Γ . Then M |= (∃y, z)θ σ (y, z), but of course M 0 |= (∃y, z)θ σ (y, z). In this section we shall be concerned with the case where closure in the generic (and in any elementarily equivalent structure) is uniformly locally finite and, following the notation of the Introduction, we make the following assumption.
Thus M f ∈ K f is a countably infinite structure with the ≤-extension property (for (K f , ≤)). It is ℵ 0 -categorical; self-sufficient closure in M f is equal to algebraic closure and the type of a tuple in M f is determined by the quantifier-free type of its closure. The same is true of any structure elementarily equivalent to M f , and we occasionally make use of a highly saturated and strongly homogeneous elementary extension N f of M f . Any structure B in K f carries a notion of dimension d B associated to the predimension d 0 and a notion of 
(ii) cl B (cX) and Y are freely amalgamated over X;
As is well-known, the condition that K f be an amalgamation class can be enforced by an assumption about the growth rate of f . A stronger assumption on the growth rate also implies that M f is simple: if the growth rate of f is sufficiently slow the independence theorem holds over finite closed sets in M f . As in [7] we phrase the latter as a condition on K f in the following way.
Note that there is no assumption here that D ∈ K f . Indeed, one has:
The original proof of this is in [5] . Variations on the original proof can be found in [2] (cf. the proof of Theorem 3.6 there: the condition in the above is exactly the assumption (P5) on M f in [2] ), and in [11] .
The following lemma from the proof of Theorem 3.6(ii) of [2] will be useful.
In the rest of the paper we will be interested in the situation where the hypotheses of Theorem 2.4 do not hold: in particular, we will prove a strong version of the converse (Theorem 2.8).
Strong order properties. Recall the following from ([9], Definition 2.5).
Definition 2.6. Suppose T is a complete first-order theory and n ≥ 3 is an integer. Say that T has strong order property n (SOP n ) if there exists a formula φ(x,ȳ) and an infinite sequence of tuples (ā i : i < ω) in some model N of T such that
The negation of this property is denoted by N SOP n .
Allowing the formula to have parameters changes nothing. Also, we may take the sequence (ā i : i < ω) to be indiscernible (over whatever parameters). Condition (b) simply says that there are no directed ncycles in the directed graph determined by the relation φ(x,ȳ).
As mentioned in the introduction, these properties form a hierarchy. We shall show that if T h(M f ) is not simple, then it fits very neatly into this hierarchy. The notation is as in Assumption 2.1: Proof of Theorem 2.7. Work in a big model N f of T h(M f ) and suppose (a i : i < ω) is an infinite indiscernible sequence of tuples in N f (over a finite parameter set, which we may assume to be ∅). Let p(x 0 , x 1 ) be the complete type of (a 0 , a 1 ) in N f . To show that T h(M f ) is N SOP 4 it will be enough to show that
We now follow the notation and some of the arguments from [2] very closely. The structure M f is the special case y(B) = |B| of the examples in ( [2] , Section 3). The conditions on f in ([2], 3.1) are irrelevant by our current assumptions on f , so ( [2] , Theorem 3.6(i)) holds, and (M f , d 0 ) has properties (P1-P4, P6, P7) of [2] . The notation d(c/S) is as defined above (and also defined at the start of Section 2.5 (and on p. 259) of [2] ) and acl denotes algebraic closure in N f .
Claim: There is a finite set c of parameters such that (a i : i < ω) is c-indiscernible and for i = 1, 2 we have d(a i /ca 0 . . a 0 , a 1 , a 2 are d-independent over c) .
The proof is as in paragraphs 2 and 3 of the proof of 2.19(b) in [2] , but we repeat the outline here. Extend the indiscernible sequence to an indiscernible sequence (a i : i ∈ Z). Let A 0 = acl(a i : i < 0). Then (a i : i ≥ 0) is A 0 -indiscernible and d-independent over A 0 . By extending the sequence, and then thinning, we may assume that X = acl(A 0 a i 2 ) ∩ acl(A 0 a i 0 a i 1 ) is constant for i 0 < i 1 < i 2 and then that (a i : i ∈ ω) is X-indiscernible. By (P7) there is a finite C ⊆ X such that d(a 2 /a 0 a 1 C) = d(a 2 /C), and C-indiscernibility gives the dindependence of a 0 , a 1 , a 2 . (2 Claim) Note that (as M f is a generic stucture) tp(a i , a j /c) is determined by the isomorphism type of E ij = cl(a i a j ). Let C = cl(c), let E i = cl(a i c) and let A = E 01 ∪ E 12 . So by the d-independence of a 0 , a 1 , a 2 over c we have that A is the free amalgam of E 01 and E 12 over E 1 . Moreover E 0 ∪ E 2 = A ∩ E 02 ≤ A and E 0 ∪ E 2 is the free amalgam of E 0 and E 2 over C. By the latter, there is an isomorphism γ : E 0 ∪ E 2 → E 0 ∪ E 2 over C which interchanges the tuples a 0 , a 2 .
Consider the embeddings h 1 : E 0 ∪ E 2 → E 02 given by inclusion and h 2 : E 0 ∪E 2 → E 02 given by appyling γ and then inclusion. Let F be the free amalgam obtained from these embeddings and g i :
as required. To see that the types are equal, one simply has to consider closures of the two tuples (-they are even equal over the image of c in F ). 
and therefore not a substructure of M f ). From this, we will construct a sequence (ā i : i < ω) in M f and a formula φ witnessing SOP 3 . The idea is that eachā i consists of independent copies of D 1 , D 2 , D 3 and the relation φ says that the different copies are related in the same way as in the D ij . That D is not a substructure of M f then gives that the relation φ has no directed triangles. The precise form of the argument is somewhat more complicated and we split it into pieces.
The Structures E
r . In the following we will often abuse notation and identify a finite set with some fixed enumeration of the set. For example, if X is a finite L-structure we denote by qftp(X) the quantifier free type of (some fixed enumeration of) X.
Definition 2.9. Let r be a positive integer. We define the L-structure E r to have domain:
and such that the following conditions hold:
(1) The intersection of any two sets from
We have the following isomorphisms: The main aim of this subsection is to show that E r ∈ K f . Before doing that we prove a preliminary lemma.
Proof: We prove the lemma for A r : the other cases follow by symmetry.
In Claims 2, 3 and 4 cl and d denote cl Z and d Z respectively.
But this holds iff
the left hand side of the equation is less than or equal to 0.
Similarly the right side must be greater than or equal to 0 so the only possibility is that we have equality everywhere and
Clearly Z = cl(A r B r ) = cl(AB). We know that:
However since cl(AB) = Z we have
as required. 
Proof: We prove this by induction on r, the case r = 1 being trivial (E 1 is just the free amalgam of
For the inductive step, suppose that D 0 ≤ E r ∈ K f . By Lemma 2.10
we also know that A r , B r , C r ≤ E r . We want to show that
We obtain E r+1 from E r in three stages, adding in turn B r+1 and all of its corresponding Z i,r+1 to E r , then C r+1 and the Z i,r+1 , then A r+1 and the Z i,r+1 . Let B r+1 = 1≤r Z i,r+1 . As this is a free amalgam of the Z i,r+1 over B r+1 , it is in K f . Using Lemma 2.5(i) and the fact that the A i are dindependent over D 0 , one obtains that A r ≤ B r+1 . Let E r * be the free amalgam of B r+1 and E r over A r . Then E r ≤ E r * and (by Assumption 2.1) E r * ∈ K f . For the next step we put C r+1 = 1≤r Z i,r+1 ; since it is a free amalgam it belongs to K f . Let E r * * be the free amalgam of C r+1 and E r * over B r . As in the previous step we have E
. This is in K f and E r+1 is the free amalgam of A r+1 and and E r * * over C r . Thus, as in the previous steps,
completes the inductive step. . Each term has size at least r − l AB and so this intersection excludes a maximum of l AB (2l CA + 1) natural numbers ≤ r; setting s = l AB (2l CA + 1) + 1 then for r ≥ s this intersection will be nonempty.
Suppose r ≥ s and let n be an element in the above intersection. If m ≤ 2l CA + 1 then Z(1m) ∩ Z (mn) = B τ m , by choice of n. The potential problem is that Z (n1) may intersect Z(1m) by more than the desired A 
