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Abstract
We are interested to the existence of standing waves for the nonlinear Klein
Gordon equation ε2ψ +W ′(ψ) = 0 in a bounded domain D. A standing wave
has the form ψ(t, x) = u(x)e−iωt/ε; for these solutions the Klein Gordon equation
becomes {
−ε2∆u+W ′(u) = ω2u x ∈ D
(u, ω) ∈ H10 (D) × R
(†)
and we want to use a Benci-Cerami type argument in order to prove a the existence
of several standing waves localized in suitable points of D.
The main result of this paper is that, under suitable growth condition on W , for
ε sufficiently small, we have at least cat(D) stationary solution of equation (†),
while cat(D) is the Ljusternik-Schnirelmann category.
The proof is achieved by solving a constrained critical point problem via varia-
tional techniques.
Mathematics Subject Classification. 35J60, 35Q55.
Key words. Klein Gordon Equation, Semiclassical Limit, Variational Methods, Nonlinear Equa-
tions.
1 Introduction
We are interested to the stationary solutions of{
ε2ψ +W ′(ψ) = 0 (t, x) ∈ R+ ×D
ψ(·, x) ∈ H10 (D,C)
(*)
where  =
(
∂
∂t
)2
−∆x and D is an open set in RN .
The nonlinear Klein–Gordon equation (*) is the simplest equation invariant
for the Poincare´ group which admits solitary waves. By solitary wave we mean
a solution of a field equation whose energy travels as a localized packet; solitary
waves which exhibit orbital stability are called solitons. The Klein Gordon
equation is the Euler–Lagrange equation of the functional∫
L(∂tψ,∇ψ, ψ) dx dt
1
where the Lagrangian density is given by
L =
ε2
2
|∂tψ|
2 −
ε2
2
|∇ψ|2 −W (ψ).
Since the equation is invariant with respect to the Poincare´ group, by the
Noether theorem, it admits several integrals of motion, which are preserved
in time. In particular, we are interested in the conservation of the energy and
the charge, which play a fundamental role in our framework. The energy Eε
and the charge C have the following expressions:
Eε =
∫ (
ε2
2
|∂tψ|
2 +
ε2
2
|∇ψ|2 +W (ψ)
)
dx
C = Im
∫
∂tψψ dx
If D = RN , the study of solitons for equation (*) has a very long history
starting with the pioneering paper of Rosen [13]. Coleman [10] and Strauss
[15] gave the first rigorous proofs of existence of solutions of the type (1) for
particular forms of W ′, and later necessary and sufficient existence conditions
have been found by Berestycki and Lions [9].
The first orbital stability result for (*) is due to Shatah; in [14] a neces-
sary and sufficient condition for orbital stability is given. See also [12], for a
generalization of the methods used in [14].
Recently, in [3, 5], the role played by the energy/charge ratio has been ex-
ploited in the existence of solitons. In particular, if the previous ratio is small
enough, we can find solitons. The properties of solitons and a general approach
to field equations using the energy/charge ratio are studied in [4]; in particulare
the approach presented in [4] is suitable also to study the existence of vortices,
i.e. solitary waves with non-vanishing angular momentum. See also [1, 6] for
the existence of vortices in the wave equation.
In this paper we are interested in equation (*) when D is bounded. In this
case it is possible to prove the existence of standing waves localized in suitable
points of D.
A standing wave is a particular type of solitary wave having the following
form
ψ(t, x) = u(x)e−iωt/ε, u ≥ 0, ω ∈ R. (1)
For solutions of the type (1) the Klein Gordon equation (*) becomes
{
−ε2∆u+W ′(u) = ω2u x ∈ D
(u, ω) ∈ H10 (D)× R
(†)
and we want to use a Benci-Cerami type argument [8] in order to prove a
multiplicity result.
The energy and the charge for standing waves solutions take the form:
Eε(u, ω) =
∫
D
ε2
|∇u|2
2
+W (u) +
ω2u2
2
dx; C = ω
∫
|u|2 (2)
2
We know (see [3]) that ψ(t, x) = u0(x)e
−iω0t
ε is a stationary solution of (*) if
and only if (u0, ω0) is a critical point of the energy functional Eε constrained
on the manifold
MC(D) =

(u, ω) ∈ H10 (D)× R : ω
∫
D
u2dx = C

 , (3)
We made the following assumptions on the nonlinearityW : W (s) =
Ω2
2
|s|2+
N(s) where Ω ∈ R and N(s) is a radially symmetric function with N(0) =
N ′(0) = N ′′(0) = 0 which satisfies
|N ′(s)| ≤ c1|s|
q−1 + c2|s|
p−1 (Np)
where c1 and c2 are positive constants and 2 < q ≤ p < 2
∗. We need (Np) in
order to have a C1 energy functional.
We also require the following hypotheses
W (s) ≥ 0; (W1)
∃s0 s.t. N(s0) < 0. (W2)
The hypothesis (W2) is quite general and seems to be necessary in order to
have the energy/charge ratio which ensures stable solitary waves.
The main result of this paper is the following:
Theorem 1.1. Let σ be a charge sufficiently large. If W satisfy (Np),(W1) and
(W2) then, for ε sufficiently small, we have at least cat(D) stationary solution
of equation (†) on the manifold MσεN (D).
2 Useful estimates
In the next, we often denote simply E(u) for E1(u).
Definition 2.1. Fixed σ, we set, for any ε ∈ R+ and for any D ⊆ RN
mσ(ε,D) := inf{Eε(u, ω) : (u, ω) ∈MσεN (D)} (4)
We know, by [3] that for a sufficiently large σ the infimum m(1,RN) is
attained by a positive radially symmetric function. Indeed, if (u, ω) ∈Mσ(R
N )
then u
(x
ε
)
∈ MσεN and Eε
(
u
(x
ε
))
= εNE(u), so for σ sufficiently large we
have that mσ(ε,R
N ) is attained for all ε and it holds
mσ(ε,R
N ) = εNmσ(1,R
N)
Furthermore, if D is a compact set, we have the following result.
Proposition 2.1. For all compact set D, for all ε > 0, and for every charge σ,
mσ(ε,D) is attained.
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Proof. At first, we notice that, by (W1), mσ(ε,D) > 0. Now, let (un, ωn)
a minimizing sequence in MσεN (D). We have that un is bounded in H
1 and
that ωn is bounded in R. The boundedness of (un, ωn) is proven in [3], and we
report here only the main lines.
We can write the energy as
Eε(un, ωn) =
∫
ε2
|∇un|
2
2
+W (un) dx +
|σ||ωn|
2
. (5)
So, we have that ωn and
∫
|∇un|
2dx are bounded.
Now, because W (0) =W ′(0) = 0 and W ′′(0) = Ω2, we can stand that
∃δ > 0 ∃β1 > 0, such that W (s) ≥ β1s
2 for 0 ≤ |s| ≤ δ. (6)
We show that
∫
u2ndx is bounded. Let us suppose, by contradiction, that∫
u2ndx→∞. We have that
∫
W (un)dx is bounded, so, by (6),
∫
W (un)dx ≥
∫
0≤un≤δ
W (un)dx ≥ β1
∫
0≤un≤δ
u2ndx. (7)
On the other hand ∫
0≤un≤δ
u2ndx+
∫
un≥δ
u2ndx→∞,
thus we have, by equation (7), that
∫
un≥δ
u2ndx→∞. This drives to a contra-
diction because
1
δ2∗−2
∫
un≥δ
u2
∗
n dx ≥
∫
un≥δ
u2ndx (8)
and by the Sobolev theorem
∫
un≥δ
u2
∗
n dx ≤
∫
u2
∗
n dx ≤ K
∫
|∇un|
2dx < const. (9)
Thus un is bounded in H
1 and ωn is bounded in R. Up to subsequences, we
have that
ωn → ω ∈ R; (10)
un → u strongly in L
p, 2 ≤ p < 2∗; (11)
un ⇀ u weakly in H
1. (12)
We have that (u, ω) ∈MσεN (D), and, by (Np), W (un)→W (u). Finally,
mσ(ε,D) = lim inf
n→∞
Eε(un, ωn) ≥ Eε(u, ω) (13)
that conlcudes the proof.
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At last, by [11], if D = B(0, ρ) we have that u is positive, radially symmetric
and satisfies the ordinary differential equation
− ε2
d2u
dr2
−
ε2(N − 1)
r
du
dr
+W ′(u) = ω2u (14)
From now on, we fix σ sufficiently large in order to have that mσ(ε,R
N ) is
attained. We remark that, if we require a stronger version of assumption (W2),
namely
N(s) ≤ −|s|2+ε, with 0 < ε <
4
N
, for |s| small, (W ′2)
we have that mσ(ε,R
N ) is attained for all σ. In this case all our result can be
extended in a trivial way. For the proof of the existence of the minimizer for
every σ and for the discussion on the hypothesis (W ′2) we refer to [3, 5].
Hereafter, since we fix σ, we note simply mσ(ε,D) by m(ε,D).
Definition 2.2. We set
m(ε, ρ) := m(ε,Bρ(y)). (15)
We notice that m(ε, ρ) is well defined because its value does not depend on
y.
Lemma 2.1. If ρ1 < ρ2, then m(ε, ρ1) > m(ε, ρ2)
Proof. Let (u¯, ω¯) ∈MσεN (Bρ1 ) be such that
Eε(u¯, ω¯) = m(ε, ρ1). (16)
We can define u˜ ∈ Bρ2 by
u˜ =
{
u in Bρ1 ;
0 outside.
(17)
Thus we have m(ε, ρ1) ≥ m(ε, ρ2). Suppose that the equality holds. Then u˜
satisfies the ordinary differential equation (14), but in this case u˜ ≡ 0, and this
is a contradiction.
Lemma 2.2. The relation
lim
ρ→+∞
m(1, ρ) = m(1,RN ) (18)
holds.
Proof. Let (u¯, ω¯) ∈Mσ(R
N ) such that
E(u¯, ω¯) = m(1,RN ); (19)
We know that u¯ is radially symmetric. We choose a suitable cut off χρ ∈
C∞(RN ) such that
χρ ≡ 1 if |x| ≤ ρ/2,
χρ ≡ 0 if |x| ≥ ρ,
|∇χρ| ≤ 2,
5
and we define wρ = χρu¯. There exists a tρ > 0 such that, ω¯
∫
|tρwρ|
2 = σ. We
set uρ = tρwρ, so uρ ∈Mσ(Bρ). Thus, by Lemma 2.1,
E(uρ, ω¯) ≥ m(1, ρ) > m(1,R
N ). (20)
We want to prove that
lim
ρ→∞
E(uρ, ω¯) = m(1,R
N). (21)
We have that wρ → u¯ in L
2(RN ) when ρ → ∞, so tρ → 1 and uρ → u¯ in
L2(RN ). At last we have
∫
RN
|∇wρ −∇u¯|
2 =
∫
RN
|(∇χρ)u¯ + (1− χρ)∇u¯|
2 ≤
≤ 2
∫
RN
|(∇χρ)u¯|
2 + 2
∫
RN
|(1− χρ)∇u¯|
2 ≤
≤ 4
∫
BC
ρ/2
|u¯|2 ++2
∫
BC
ρ/2
|∇u¯|2 → 0
when ρ → ∞. So ∇wρ → ∇u¯ in L
2 and ∇uρ → ∇u¯ in L
2. Thus uρ → u¯ in
H1(RN ) and
lim
ρ→∞
E(uρ, ω¯) = E(u¯, ω¯) = m(1,R
N ), (22)
that concludes the proof.
Definition 2.3. For any u in H1(RN ) with compact support we define the
barycentre map
β(u) :=
∫
RN
x · |∇u(x)|2dx∫
RN
|∇u(x)|2dx
(23)
Definition 2.4. We define, for every ρ > 0 and for every γ > 1,
m∗(ε, ρ, γ) := inf{Eε(u, ω) : (u, ω) ∈MσεN (Bγρ(0)rBρ(0)), β(u) = 0}.
We notice that moving the center of the ball and β(u) does not affect
m∗(ε, ρ, γ). Also, we remark that
m∗(ε, ρ, γ) ≥ m(ε, γρ) > m(ε,RN ). (24)
Definition 2.5. We define
m∗(ε, γ) = inf
ρ>0
m∗(ε, ρ, γ). (25)
Lemma 2.3. The inequality
m∗(1, γ) > m(1,RN) (26)
holds for any fixed γ > 1.
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Proof. The inequality m∗(1, γ) ≥ m(1,RN ) follows trivially from set inclu-
sion. Let us suppose, by contradiction, that m∗(1, γ) = m(1,RN). In this case
we can find a sequence of positive numbers (ρn) such that
lim
n→∞
m∗(1, γ, ρn) = m(1,R
N).
We claim that ρn → ∞. Indeed, if there exists L > 0 such that 0 < ρn < L
then, as before
m∗(1, ρn, γ) ≥ m(1, γL) > m(1,R
N ).
Hence we can suppose that (ρn) is an increasing unbounded sequence. Next we
extend the functions un to zero outside Bγρn(0)\Bρn(0) obtaining a minimizing
sequence (un, ωn) for the functional E1 in R
N . From step1 of Theorem 5 in ??
we have that un converges to u 6= 0 in L
t
loc(R
N ) with 2 ≤ t ≤ 2∗ and we get a
contradiction since the support of un is contained in R
N \Bρn(0) and ρn →∞.
Lemma 2.4. For any γ > 1 there exists R¯ = R¯(γ) such that, for any R > R¯
we have
m(1, R) < m∗(1, R, γ) (27)
Proof. Let us fix γ > 1. It follows straightforward from the definition that
m∗(1, γ) ≤ m∗(1, ρ, γ) ∀ρ > 0
From Lemma 2.3 we have that m∗(1, γ) > m(1,RN) and, by Lemma 2.2, there
exists R(γ) such that
m∗(1, γ) > m(1, R) ∀R > R(γ).
This completes the proof.
Lemma 2.5. For every ρ > 0 and γ > 1 there exists ε¯ = ε¯(ρ, γ) such that, for
any 0 < ε ≤ ε¯
m(ε, ρ) < m∗(ε, ρ, γ) (28)
Proof. Given a function u ∈ H10 (R
N ) and a real number ε > 0 we set
uε(x) = u(εx). A simple change of variable shows that:
(u, ω) ∈Mσ(Bγρ(0) \Bρ(0))⇐⇒ (uε, ω) ∈Mσ/εN (Bγρ/ε(0) \Bρ/ε(0)).
Furthermore we have that β(uε) =
1
εβ(u), and
E1(uε, ω) =
∫
Bγρ/ε\Bρ/ε
|∇uε|
2
2
+W (uε) +
ωu2ε
2
dx =
=
1
εN
∫
Bγρ\Bρ
ε2
|∇u|2
2
+W (u) +
ωu2
2
dx =
1
εN
Eε(u, ω).
Hence we get:
m∗(ε, ρ, γ) = εNm∗
(
1,
ρ
ε
, γ
)
, m(ε, ρ) = εNm
(
1,
ρ
ε
)
.
Let us choose ε <
ρ
R(γ)
where R(γ) is defined in Lemma 2.4. With such a
choice we have that, for every ε ∈ (0, ε)
m(ε, ρ) = εNm
(
1,
ρ
ε
)
< εNm∗
(
1,
ρ
ε
, γ
)
= m∗(ε, ρ, γ).
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3 Main result
We assume, without loss of generality, that 0 ∈ D. There exists an r > 0 such
that the sets
D+ := {x ∈ RN : d(x,D) ≤ r} and D− := {x ∈ RN : d(x, ∂D) ≥ 2r}
are homotopically equivalent to D and Br(0) ⊂ D. We set
γ =
2diamD
r
(29)
Lemma 3.1. There exists ε¯ such that, for all 0 < ε ≤ ε¯
(u, σ) ∈MσεN (D), Eε(u, ω) < m(ε, r)⇒ β(u) ∈ D
+. (30)
Proof. Fixed r, γ as above, let ε < ε¯(r, γ) where ε¯(r, γ) is defined by Lemma
2.5. Then Br(0) ⊂ D so m(ε,D) < m(ε, r), so the set
Em(ε,r)ε := {(u, σ) ∈MσεN (D), Eε(u, ω) < m(ε, r)} (31)
is not empty.
Now, take (u∗, ω∗) ∈ E
m(ε,r)
ε , and suppose that x∗ := β(u∗) 6∈ D+; because
|β(u∗)| ≤ diamD, we have that
D ⊂ B2 diamD(x
∗)rBr(x
∗) = Bγr(x
∗)rBr(x
∗).
Thus
m∗(ε, r, γ) = inf{Eε(u, ω), (u, ω) ∈ E
m(ε,r)
ε , β(u) = x
∗} ≤
≤ Eε(u
∗, ω∗) < m(ε, r)
that contradicts Lemma 2.5
We want to define two continuous operator in order to prove the main the-
orem.
Definition 3.1. We define
B : H1(D)× R→ RN ;
B(u, ω) = β(u).
The operator B is well defined and continuous. Furthermore, if ε < ε¯(r, γ)
we have
B(Em(ε,r)ε ) ⊂ D
+
as proved in the previous lemma.
Fixed σ we can choose (uε, ωε) such that
Eε(uε, ωε) = m(ε, 2r) < m(ε, r);
ωε =
eNσ∫
|uε|2
.
We know that uε is radially symmetric, so β(uε) = 0. Of course we can extend
uε trivially by zero to a function u˜ε defined in D, in order to obtain a pair
(u˜ε, ωε) ∈MεNσ(D). With abuse of notation in the next we will identify u˜ε and
uε.
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Definition 3.2. Fixed σ, for any ε we define
Φε : D
− →MεNσ(D);
Φε(y) = (uε(|x− y|), ωε).
It is easy to see that Φε is a continuous function.
Proof. [Proof of Theorem 1.1] Fix r such that D+ and D− are homotopically
equivalent toD. Fix σ sufficiently big in order to have thatm(1,RN) is attained,
and fix ε < ε¯(r, γ) as in Lemma 2.5. We have that
Φε(y) ⊂ E
m(ε,r)
ε (32)
for all y ∈ D−. So, trivially
B(Φε) : D
− → D+;
B(Φε)|D− ≈ IdD− .
By a well known topological result, we have that
cat(Em(ε,r)ε ) ≥ cat(D), (33)
so we have at least cat(D) distinct stationary solution of equation (*) with
energy less that m(ε, r).
References
[1] M. Badiale, V. Benci, and S. Rolando. Three dimensional vortices in the
nonlinear wave equation. To appear in Boll. U.M.I..
[2] M. Badiale, and S. Rolando. Vortices with prescribed charge in the non-
linear wave equation. To appear in Adv. Nonlinear Stud. .
[3] J. Bellazzini, V. Benci, C. Bonanno, and A. M. Micheletti. Solitons for
the nonlinear Klein-Gordon equation. Preprint arXiv:0712.1103 .
[4] J. Bellazzini, V. Benci, C. Bonanno, and E. Sinibaldi. Hylomorphic soli-
tons in the nonlinear Klein-Gordon equation. In preparation.
[5] J. Bellazzini, V. Benci, M. Ghimenti, and A. M. Micheletti. On the exis-
tence of the fundamental eigenvalue of an elliptic problem in RN . Adv.
Nonlinear Stud., 7(3) (2007), 439–458.
[6] J. Bellazzini, and C. Bonanno. Two dimentional vortices for the nonlinear
Klein-Gordon equation. In preparation.
[7] Vieri Benci and Giovanna Cerami. The effect of the domain topology on
the number of positive solutions of nonlinear elliptic problems. Arch.
Rational Mech. Anal., 114(1) (1991), 79–93.
[8] Vieri Benci and Giovanna Cerami. Multiple positive solutions of some
elliptic problems via the Morse theory and the domain topology. Calc.
Var. Partial Differential Equations, 2(1) (1994), 29–48.
9
[9] H. Berestycki and P.-L. Lions. Nonlinear scalar field equations. I. Ex-
istence of a ground state. Arch. Rational Mech. Anal., 82(4) (1983),
313–345.
[10] S. Coleman, V. Glaser, and A. Martin. Action minima among solutions
to a class of Euclidean scalar field equations. Comm. Math. Phys., 58(2)
(1978), 211–221.
[11] Basilis Gidas, Wei Ming Ni, and Louis Nirenberg. Symmetry and related
properties via the maximum principle. Comm. Math. Phys., 68(3) (1979),
209–243.
[12] Manoussos Grillakis, Jalal Shatah, and Walter Strauss. Stability theory of
solitary waves in the presence of symmetry. I. J. Funct. Anal., 74(1)
(1987), 160–197.
[13] G. Rosen. Particlelike Solutions to Nonlinear Complex Scalar Field The-
ories with Positive-Definite Energy Densities. Journal of Mathematical
Physics, 9 (1968), 996–998.
[14] Jalal Shatah. Stable standing waves of nonlinear Klein-Gordon equations.
Comm. Math. Phys., 91(3) (1983), 313–327.
[15] Walter A. Strauss. Nonlinear invariant wave equations. In Invariant wave
equations (Proc. “Ettore Majorana” Internat. School of Math. Phys.,
Erice, 1977), volume 73 of Lecture Notes in Phys., pages 197–249.
Springer, Berlin, 1978.
10
