Contractor prequalification involves the screening of contractors by a project owner to determine their competence to complete the project on time, within budget, and to expected quality standards. The process of prequalification involves a large number of contractors, each being represented by many attributes. A neural network model was applied to aid in the prequalification process by classifying contractors into groups based on similarity in performance using the financial ratios of liquidity, activity, profitability, and leverage. Contractors are represented in this model by patterns in four-dimensional space. Patterns of similar performance tend to form clusters intercepting regions of low pattern density in between. A neuron with weights is used as a classifier to set a decision boundary between clusters. The method basically iterates the neuron weights to move the decision boundary to a place of low pattern density. Then, the statistical hypothesis testing of the mean difference of two independent samples was used to validate the classification of the parent class to the two child classes considering the four ratios separately. The method was used hierarchically to classify a group of 245 contractors into classes of small numbers. Finally, the inferred procedure of classification proves that the neural network model classified the four-dimension pattern representing contractors efficiently.
Introduction
There is a prominent need for the construction industry to improve its efficiency in procurement processes. This is basically to fulfill the increased owners' needs, and project requirements. Project owners are always concerned with identifying contractors to complete projects conforming to the predetermined objectives of time, budget, and quality. The traditional practice of selecting the lowest bidder with subjective judgment is getting less acceptance giving way to more rationalized multiparameter and objective techniques. These techniques have a common goal of recognizing injudicious contractors at an early stage before signing contracts. The whole research effort in this subject area was basically directed to the improvement of the prequalification process while others embraced the entire selection process including prequalification, tendering evaluation, and final selection. Examples of the extensive research efforts since the mid-1980s are outlined below.
Moore ͑1985͒ developed a quantitative evaluation method. Nguyen ͑1985͒ and Juang et al. ͑1987͒ used fuzzy sets for bid proposal evaluation. Russell and Skibniewski ͑1990͒ developed a computer program, QUALIFIER-1, to aid in the contractor prequalification process. Russell et al. ͑1990͒ enhanced QUALIFIER-1 to QUALIFIER-2 by adding a sensitivity-analysis feature with the possibility of including heuristic knowledge. Moselhi and Martinelli ͑1990͒ and Hatush ͑1996͒ used a multiattribute utility theory to analyze bids. Herbsman and Ellis ͑1992͒ developed a multiparameter bidding system. Holt et al. ͑1994͒ applied multiattribute analysis to make decisions regarding contractor selection. Tam and Harns ͑1996͒ developed a discriminant analysis model for predicting contractor performance. Hatush and Skitmore ͑1997͒ used PERT to assess and evaluate contractor data against the client goals of time, cost, and quality. Lam et al. ͑2000, 2001͒ applied the neural network approach for contractor prequalification by inputting the contractor's attributes to the neural network and outputting the clients' decision. Sonmaz et al. ͑2001͒ proposed an evidential reasoning approach for contractor prequalification during tender evaluation. Yasamis et al. ͑2002͒ proposed a theoretical contractor quality performance evaluation model that can be used in a contractor prequalification and/or selection system. Palaneeswaran and Kumaraswamy ͑2005͒ introduced a conceptualized web-based design support system for design-builder prequalification. Wong ͑2004͒ outlined the use of clients' tender evaluation preferences for predicting a contractor performance via a logistic regression approach. Pongpeng and Liston ͑2003͒ developed a common set of criteria to evaluate contractors' ability.
Prequalification is the process of screening contractors ͑Rus-sell et al. 1992͒. Prequalification could be performed to segregate the bids of contractors who are judged as being qualified to further scrutinize their financial offers. Alternatively, prequalification could be conducted to identify contractor groupings based on factors including size, resource capacity, and suitability for particular project types. These groups of contractors can be assigned to select standing or rotational lists ͑Holt 1996͒. For the previous two scenarios the fundamental problem is to classify the original group of contractors. The potential large number of contractors represented by many disparate attributes adds to the complexity of this problem. Thus, this problem is intricate and requires a substantial amount of time and effort by the owner. This paper focuses on the classification of an original group of contractors into subgroups of contractors with similar performance.
A previous study ͑Holt 1996͒ employed the statistical technique of cluster analysis ͑CA͒ to aid in this regard by classifying contractors, using examples of hypothetical data, into groups of similar nature or common characteristics. Further, the CA technique identified the most discriminating criteria involved in achieving such a classification. An extended effort ͑Holt 1997͒ considered the application of the CA to real-life contractor selection data. The study concluded that the CA is pertinent to contractor selection, particularly during prequalification, and offers the potential for contributing to the standardization of prequalification. Another study ͑Holt 1998͒ reviewed the contractor evaluation and selection modeling methodologies. The methodologies reviewed included: Bespoke approaches, multiattribute analysis, multiattribute utility theory, cluster analysis, multiple regression, fuzzy set theory, and multivariate discriminant analysis. Based on this review, the study concluded that the CA offers the greatest potential among these methodologies for contractor prequalification.
This paper applies a different approach for classifying construction contractors using neural networks. The proposed technique, developed by Atiya ͑1990͒, is an unsupervised learning neural network which performs clustering. Contractors can be represented as patterns in a multidimensional space according to the number of attributes involved in the classification process. Patterns representing contractors of similar performance will be close to each other in the space and tend to form clusters. The clusters are usually separated by regions of low pattern density. Basically, this technique divides the given contractors into two groups based on the similarity in performance. A neuron with weights is used as a classifier to set a decision boundary. The technique updates the weights to move the decision boundary in a place between clusters of low pattern density. This method represents the most natural way to perform partitioning. It resembles the way humans segregate clusters of patterns in two-dimensional space visually.
Unsupervised-Learning Neural Networks
The learning ability of the neural networks makes it suitable for problems with relatively unknown structure. There are two types of learning including: supervised and unsupervised ͑Duda and Hart 1973͒. Supervised learning suits patterns whose class identities are known. On the other hand, unsupervised learning suits training patterns whose class identities are not known, either because of lack of knowledge or the high costs of providing the class identity. Unsupervised learning neural network models have been previously developed including the competitive learning ͑Grossberg 1976͒ and the self-organizing maps ͑Kohonen 1984͒. This paper applies a different method for unsupervised learning in neural networks. This method contrasts with the approaches of the competitive learning and the self-organizing maps, whereby the estimation of the membership of a pattern depends on, respectively, the inner products and the Euclidian distances between this pattern and suitably estimated class representative patterns ͑Atiya 1990͒.
Neural-Network Model
Let x ͑1͒ , . . . ,x ͑N͒ represent the patterns each of dimension n. The objective is to partition these patterns into two clusters and to specify the parameters of the neural classifier. The neural classifier consists of one neuron, as shown in Fig. 1 , with n inputs corresponding to the n dimensions of a pattern x. The output of the neuron is given by Eq. ͑1͒
where w = weight vector; W 0 = threshold; and f͑u͒ = sigmoid transfer function exhibits values from −1 to 1 with f͑0͒ = 0 as shown in Eq. ͑2͒
͑2͒
Positive output means that the pattern belongs to Class 1, negative output means that it belongs to Class 2, and zero output means undecided. The varying output from zero to one indicates a fuzzy classifier. The output value can be construed as indicating the degree of membership of the pattern to the outcome classes. Eq. ͑3͒ describes the hyperplane which represents the decision boundary that separates the two classes.
Patterns near the decision boundary produce outputs close to zero while patterns far away from the boundary give outputs close to 1 or −1. A good classifier produces outputs close to 1 or −1 for the patterns, since this indicates decisiveness with respect to the class membership. The goal is to design the classifier that maximizes the fitness function given in Eq. ͑4͒
͑4͒
This function is maximized during the course of training. If the value of q equals one, then Eq. ͑4͒ represents the variance of the neuron outputs ͑for other values the interpretation is similar͒. Maximized variance is associated with neuron outputs close to 1 or −1. This leads to locating the decision boundary somewhere within the patterns where the patterns are far away from it. So, the decision boundary passes through a region of low pattern density.
The weights of the neuron w, and w 0 are iterated in a steepestascent manner in an attempt to maximize the defined measure according to Eqs. ͑5͒ and ͑6͒ 
The constant represents the step size. The iteration is subject to the condition that ʈwʈ ഛ a, where a = constant. If after some iteration this condition is violated, w is projected back to the surface of the hypersphere ʈwʈ = a by multiplying by a / ʈwʈ. The justification for the constant a, as given by Atiya ͑1990͒, is explained in the next paragraph.
The component fЈ in Eqs. ͑5͒ and ͑6͒ gives the patterns near the decision boundaries more influence on w than the others since fЈ increases when the argument u tends to go to zero and diminishes as u becomes large. The norm of w, and consequently the argument u, tends to increase as the number of iterations increases. If the norm of w is allowed to increase without limitation, this will result in f͑u͒ values very close to 1 or −1 for most of the patterns. This will alleviate the influence of most of the patterns and exaggerate the influence of patterns within a small strip around the decision boundary for most partitions which could possibly results in bad solutions.
The method can be extended to represent the multiclass case, which is demonstrated in Fig. 2 . The previously described procedure is applied to partition the original patterns to two classes S+ of positive outputs, and S− of negative outputs. Then class S+ is considered separately and partitioned further to classes S + + and S + − of positive and negative outputs, respectively. Similarly, class S− is divided into S − + and S − −. The partitioning process proceeds until a desired stopping criterion is met. Fig. 2 indicates that all the patterns of the original group were divided among classes labeled 1-5 with no possibility of a single pattern being present in two groups.
The method was implemented on three examples of randomly generated data before applying it to the actual data. The first example is a two-class problem with a large overlap between the two classes. Figs. 3 and 4 show the decision boundaries to classify two classes which were configured differently. It is observed that the obtained partitioning agrees, to a large extent, with the way these classes could be segregated visually. For demonstrating multiclass partitioning, five-class patterns with means being on the corners and the center of a square are shown in Fig. 5 . Four neurons were used consecutively to partition the patterns in Fig.  5 . The first neuron partitioned all the patterns into classes S+ and S−, separated by the boundary B1; the second neuron partitioned class S− into classes S − + and S − −, separated by the boundary B2; the third neuron divided S+ into S + −, and S + + with boundary B3; finally, the fourth neuron partitioned S + + into S + + − and S + + + with boundary B4. It can be observed that the method partitioned the patterns successfully. The coefficients of the four neurons are presented in Table 1 .
Comparing NN Techniques with Cluster Analysis
The classification performance of the CA and the neural-network techniques are compared. The CA is a statistical technique that employs a classification algorithm to separate a group of entities into limited number of clusters, each being formed of similar patterns. The CA receives a group of patterns, each being de- Applying the hierarchical clustering to the original group of patterns, the CA establishes the most significant number of clusters. In other words, the user has no advanced assumption regarding the number of clusters that are inherent within the original group. On the other hand, K-means clustering establishes k clusters, where k is specified by the user, out of the original group of patterns. The hierarchical clustering can be used as an initial analysis to figure out the number k. The k-means clustering initiates k random clusters, then moves patterns between them to minimize variability within clusters and maximizes variability between clusters. The k-means outputs the mean values of each attribute within each cluster. The examination of the mean values confirms how distinct the k clusters are, and identifies the most discriminating attributes. The CA employs various algorithms to determine the degree of belonging of a pattern to a specific cluster. In this paper, the method of determining the degree of difference between patterns was to compute the Euclidean distance. This measure is computed as in Eq. ͑7͒
where D ij = distance between two points i, j; and x ik = value of the kth variable for the ith pattern.
This comparison between the results of the neural network ͑NN͒ and the CA techniques is conducted using two examples. The first example presents a group of 40 patterns being evaluated based on three attributes of X, Y, and Z, as presented in Table 2 . These attributes exhibit values of random interval data generated using Ms-Excel which range from 0.0 to 1.0. The correlation coefficients presented in Table 3 indicate weak inherent correlation. The group affiliation of patterns using NN is presented in Table 2 . The weights of the plane decision boundary, the values of , a, and J, are appended to Table 2 for a run of 500 iterations. On the other hand, the same group of patterns was entered to the SPSS software. The k-means analysis was performed with k =2. The application of CA was restricted throughout this section to a k value of 2 to enable direct comparison with the NN model, which basically divides an original group into two clusters. The group affiliations using k-means analysis are presented in Table 2 as well. The comparison of results indicates that only Pattern 21 showed different group affiliations. The ANOVA output of SPSS is given in Table 4 and shows that X and Y are the significant discriminating attributes.
To investigate the effect of the number of attributes, Table 5 presents a group of 40 patterns being evaluated based on ten attributes of X1-X10. Some attributes take random values that range from 0.0 to 1.0. However, to include binary decisions, Attribute 2 exhibited 0-1 values. The correlation coefficient matrix presented in Table 6 indicates weak inherent correlations. The group affiliations of patterns using NN are presented in Table 5 . The weights of the hyperplane decision boundary, the values of , a, and J, are appended to Table 5 for a run of 500 iterations. On the other hand, the group affiliations using k-means are presented in Table 5 as well. Results indicate that Patterns 6, 9, 10, 16, and 28 exhibited different affiliations. The ANOVA output of SPSS shown in Table 7 indicates that X2 is the significant discriminating attribute.
Given the fact that minimal differences between contractors exist, due to the application of random data, and the very weak inherent correlations of attributes, it can be judged that the performance of both techniques was very comparable. However, the performances of the two techniques deviate as the number of attributes, especially those of binary values, increases. This could be attributed to the fact that the two techniques embrace two different classification mechanisms to segregate an original group into two clusters as outlined in the sections of two models above. Elazouni ͑2006͒ explained the reason for the deviation that was observed in multidimensional classifications.
Data Compilation
For the purpose of demonstrating the function of the proposed technique, real financial data of construction contractors were ob- tained from the database of FAME. FAME is a huge database that compiles financial information of the United Kingdom and Irish companies. Companies are categorized in FAME by industry specialty. FAME provides detailed financial data of companies, and thus could be effectively used to compare the performance of a company against competitors. The data compilation process was initiated such that the top 1,000 contractors based on the turnover of total assets were identified for the year 2002. It was intended to collect all contractors' data at 1 year so as to provide an equal basis to compare the performance of contractors. The data compilation process proceeded to isolate the contractors of primary United Kingdom code of 4521. This particular code combines all construction contractors in the specialty of buildings and civil engineering works. The restriction to exclusively select this particular industry specialty reduced the number to 718 contractors. Thus, this group of 718 contractors represents all contractors carrying out buildings and civil works and exhibiting the highest turnover of total assets at the year 2002. The financial data were extracted from the income statements and balance sheets.
Using the compiled data, two liquidity ratios, seven activity ratios, seven profitability ratios, and five leverage ratios were calculated for each individual contractor in the group of 718 contractors. For the purpose of classifying contractors based on financial ratios, a representative ratio was selected for each category of financial ratios. The representative ratios include current ratio, turnover of total assets, return on total assets, and total debt to total assets. These are the ratios that broadly describe the liquidity, activity, profitability, and leverage aspects of performance.
For the purpose of reducing the number of contractors further to a manageable size, contractors exhibiting positive values of return on total assets were exclusively considered. This screening process reduced the number to 245 contractors. This number was deemed big enough to demonstrate the applicability of the proposed technique. However, these 245 contractors were kept anonymous throughout the paper.
Model Development
Four-input neurons with sigmoid functions were employed to perform the four-dimensional classifications in this paper. As mentioned earlier, the four inputs represent the current ratio, turnover of total assets, return on total assets, and the total debt to total assets ratios. Since the ranges of the values of these four ratios exhibited great variation, the ratio values were normalized. Normalization was done by subtracting from each ratio value the minimum value of the respective ratio and dividing the outcome by the difference between the maximum and minimum values of the same ratio. The algorithm was coded using Matlab, Version 6. The initial values of weights were selected randomly and the value of the learning rate was set at 0.2. The constant a was set at 300, which was the minimum value required to give values of J greater than a minimum acceptable value of 0.95.
Contractor Classification
The classification was performed using neurons of four variables x 1 -x 4 , representing the four financial ratios, with coefficients of w 1 -w 4 , respectively, as well as a threshold of w 0 . The first classification process was achieved by dividing the parent class G of 245 contractors into two child classes, G1 and G2, of 86 and 159 contractors, respectively. This operation represents a basic classification process that needs to be applied hierarchically to the child classes to reach the sought classification. The J value of the classifying neuron amounted to 0.9770, the threshold w 0 to 17.7985, and the neuron coefficients, w 1 -w 4 , to −198.1649, −217.2611, −17.7401, and 56.6118, respectively. Then, the classification proceeded considering G1 and G2 as parent classes. The child classes of G1 are G11 and G12 of 41 and 45 contractors, respectively. On the other hand, the child classes of G2 are G21 and G22 of 71 and 88 contractors, respectively. The classification processes proceeded accordingly.
As outlined before, the ultimate goal of dividing up the whole number of 245 contractors to classes, each being formed of a few contractors of similar performance, can be achieved by successively performing classification processes. However, an immediate concern arises regarding the extent of up to which these classification processes should proceed. Specifically, the concern is whether it is justifiable to consider a certain class as a parent class and divide it into two child classes. This concern called for a test that needs to be conducted to validate each classification process. The result of the test is expected to provide a criterion to justify, or negate, the need for a certain classification process. In other words, the test in need will have to prove that upon dividing a certain parent class into two classes, these child classes will be definitely dissimilar. Hypothesis testing, which is a statistical test of significance, was utilized to validate the classification processes.
Since the performed classification processes involve four financial ratios, the question of whether to use multivariate or univariate statistical analysis techniques was discussed. Thus, the correlation between all the two-ratio combinations was examined of the 245 contractors. Calculations of the correlation coefficients of the combinations showed correlation coefficients that range from 0.02 to 0.29, as presented in Table 8 . These weak correlations confirm that these four ratios could be treated separately using a univariate statistical treatment. Thus, the hypothesis testing was performed at each particular classification process considering one ratio at a time. Hypothesis testing tests whether the observed difference in the mean of a certain ratio between the two child classes reflects a significant difference between these two classes with respect to this particular ratio.
Accordingly, the test results of the hypothesis testing provide criteria to validate classification processes. A positive test result indicates that the two child classes could be considered as real separate and different classes. Conversely, a negative test result means that there is no evidence that these two child classes represent two separate classes and the observed mean difference could be attributed to the variation that is always present among contractors. It should be noted that a certain classification process could be valid for a particular ratio, and not valid for another ratio. The complete list of the classification processes that turned to be valid after conducting hypothesis testing, along with the J values of the classifying neurons, thresholds w 0 , and neuron coefficients w 1 -w 4 , are presented in Table 9 . The details of the hypothesis testing are outlined in the following section.
Hypothesis Testing of Two Independent Samples
There are two basic statistical procedures that can be performed depending on the nature of the data and sample size. The first is the parametric procedure, which is based on the assumption that the samples were drawn from populations that are normally distributed, the variances within samples are the same, and the data are at least ordinal. The second is the nonparametric, which does not require normal distribution or variance assumptions, and is designed for any data. The normality test of the data of 245 contractors using Kolmogorov-Smirnov confirmed that the populations of the liquidity, activity, and profitability ratios were not Table 6 . Correlation Coefficient Matrix of Ten-Attribute Randomly Generated Data normally distributed, whereas that of the leverage ratio was normally distributed at 5% level of significance. Therefore, the parametric t-test is suitable to compare mean differences of the leverage-ratio samples regardless of the samples' sizes. The t-test is valid to test mean differences of samples of the liquidity, activity, and profitability ratios provided that the samples' sizes are at least 30. Sample sizes above 30 will ensure that, according to the central-limit theorem, the means of samples are normally distributed. The nonparametric Mann-Whitney U-test was used for samples of sizes less than 30 for the liquidity, activity, and profitability ratios. However, the results of the Mann-Whitney U-tests were reported besides those of the t-test for all the classification processes. Initially, the hypothesis testing needs the statement of a null hypothesis, and an alternative hypothesis. The null hypothesis thus states-"there is no difference in means response between the two classes." The alternative hypothesis states-"there is a difference in means between the two classes." The probability of getting the observed mean difference or one more extreme when the null hypothesis is true is called the P value. If the P value is small, compared to the cutoff value of 0.05 taken in this paper, then the observed result is unlikely to occur if the null is true and thus the null hypothesis is rejected in favor of the alternative hypothesis. The confidence interval of the mean difference must be looked at to indicate the strength of evidence. The tests of the t-test and Mann-Whitney U-test were conducted using SPSS version 7.5 software.
Applying the hypothesis testing on the five-class pattern classification in Fig. 5 provides insight into the validation of the classification processes. Conducting the t-test on the mean difference of the child classes S+ and S−, which are separated by B1, at significance level of 5% indicates a two-tailed P value of 0.000 for the first ratio, which is measured on the x axis, and 0.832 for the second ratio, which is measured on the y axis. The P value confirms that the classification process of the five-class pattern to S+ and S− is invalid with respect to the second ratio. A visual inspection of Fig. 5 reveals that classes S+ and S− exhibit almost the same range of values measured on the y axis and thus, their means tend to be identical. Thus, the visual inspection supported the statistical analysis outcome. Similarly, the invalidity of the classification process of the parent class S− to the child classes S − − and S − +, which are separated by B2 with respect to the first ratio based on a P value of 0.073, is evidenced visually.
The SPSS output in Fig. 6 shows statistics of comparing the means of the child classes G11 and G12 with respect to the liquidity ratio at the top table and the results of the variance equality test and of the t-test for means equality at the bottom table. The one-tailed P value of 0.883 indicates equal variances of the two classes at a 5% significance level. The corresponding twotailed P value of 0.014 indicates that the mean difference between the two classes is significant at a 5% significance level. Consequently, these two classes represent two separate and different classes and accordingly, this classification process is valid for the liquidity ratio.
It should be noted that the corresponding confidence interval, shown in Fig. 6 , of the mean difference does not intercept the value of zero. This indicates that the mean difference of zero could be ruled out on the basis of the study. This agrees with the t-test result which concluded that there is a significant difference in the means of the two classes. The estimate of the mean difference could be as low as 0.0140 or as high as 0.1178, but the best estimate is 0.0658. The conclusion can be written more informatively using a confidence interval as class G12, which has on average 0.0658 greater value of the liquidity ratio than class G11, and this difference is significant at the 5% level. However, SPSS does not give a confidence interval for the Mann-Whitney U-test.
Thus, the hypothesis testing provided a criterion to decide whether a certain classification process is valid. A valid classification process produces two separate and different classes and represents one further step in the hierarchy of classification. Conversely, an invalid classification process does not produce legitimate classes and therefore its parent class represents a dead end in the hierarchy of classification. Accordingly, the dead ends in a hierarchy represent the classes that the original 245 contractors were divided with no possibility of a single contractor being present in two classes. Figs. 7-10 show the hierarchies of the valid classification processes for the ratios of liquidity, activity, profitability, and leverage, respectively. The numbers of contrac- Table 11 , and the hierarchy shown in Fig. 8 , describe the classification processes of the activity ratio. The first two rows in Table 11 indicate the classification processes that are validated by the t-test, whereas the remaining three processes are validated exclusively by the Mann-Whitney U-test. Fig. 8 shows that the 245 contractors were divided into six classes of contractors. The numbers of contractors in these six classes add up to exactly 245 contractors and the means of classes range from 0.031 to 0.814. Scrutinizing the mean values in Fig. 8 reveals that class G2 of the lowest value of 0.031 was first segregated from the five other classes of higher mean values. Then, as the classification of the Provided that an overall classification of contractors is sought by owners, an appropriate decision strategy that combines contractors' performance in the four financial ratios is needed. There exist several alternative decision strategies that can be employed in this domain. Russell and Skibniewski ͑1988͒ presented five decision strategies for contractor prequalification including dimensional weighting, two-step prequalification, dimensionwide strategy, prequalification formula, and subjective judgment.
Conclusion
A contractors' classification approach was introduced in this paper. An artificial-neural model for unsupervised learning was employed to classify contractors based on the financial ratios of liquidity, activity, profitability, and leverage. This clustering technique divides the given contractors into a number of classes based on the similarity in performance. It offers a natural way to partition clusters, which resembles the way humans segregate clusters of patterns in two dimensions visually. The statistical hypothesis testing of the mean difference of two independent samples was used to validate the classification of a parent class to two child classes considering the four ratios separately. Classifying contractors based on individual financial ratios enables contractors to conduct an overall contractors' classification using an appropriate decision strategy. This classification method provides a means to evaluate the performance of a contractor relatively to the other contractors working under the same conditions in a particular country. Thus, this method negates the need to evaluate contractors based on international standard values of the financial ratios.
