The combination of supennole~ular M011er-Plesset treatment with the perturbation theory of intennolecular forces is applied in the analysis ofthe potential energy surface of Ar-NH3' Anisotropy ofthe self-consistent field (SCF) potential is detennined by the first-order exchange repulsion. Second-order dispersion energy, the dominating attractive contribution, is anisotropic in the reciprocal sense to the first-order exchange, i.e., minima in one nearly coincide with maxima in the other. The estimated second-order correlation correction to the exchange effect is nearly as large as a half AE scF in the minimum and has a "smoothing" effect on the anisotropy of E~f::;. The model which combines AE sCF with dispersion energy (SCF + D) is not accurate enough to quantitatively describe both radial and angular dependence of interaction energy. Comparison is also made between Ar-NH3 and Ar-PH 3 , as well as with the Ar dimer.
I. INTRODUCTION
van der Waals complexes display unusual structural and dynamic properties resulting from the shapes of their potential energy surfaces.
l The weak interactions in these complexes lead to surfaces that are very flat and contain multiple minima. At present, there is no simple rationalization for the structures of such complexes. For example, Shea and CampbeIl2 explain the position of the Ar atom with respect to F 2 eO, as well as in a number of other complexes, on the basis of preference of the rare gas atom for the more electropositive atoms. However, the experimentally known structure of the Ar-NH3 complex cannot be predicted by this rule. As found by Klemperer and co-workers, 3 the Ar-N line is nearly perpendicular to the C 3 axis of the ammonia molecule. Recent calculations by Latajka and Scheiner confinned the same type of structure for the Ar-PH 3 complex. 4 These authors found that despite the fact that the bonding is largely due to correlation, the minimum energy structure is determined by the anisotropy of the self-consistent field (SCF) interaction energy. No further details as to the origin of this anisotropy were given. The potential energy surface represents the superposition of a number of various interaction energy tenns such as electrostatic, exchange, induction, dispersion, and their respective intrasystem correlation corrections. These tenns each have different distance and angular dependencies. In order to explain and qualitatively predict the structures of van der Waals complexes, anisotropies of each of these tenns should be examined separately. With some of them, such as those occurring within the Hartree-Fock interaction energy, the properties are quite well understood (although rigorous calculations of these tenns are surprisingly scarce). However, the complexes in question are mainly bound by correlation effects whose properties are not as yet very thoroughly characterized. 5 Our goal is to rationalize the experimentally known structure of the Ar-NH3 complex on the o} Department of Chemistry, University of Warsaw, Pasteura 1, Warsaw. Poland basis of analysis of each interaction energy tenn separately and in this way devise a set of rules which could help in predicting structures of other complexes. The Ar-NH3 complex is very attractive for such a study. First of all, the detailed molecular beam study by
Klemperer et aP provides not only the structural features, but also some estimate of the dissociation energy. The system is small enough so that a high accuracy treatment can be applied. Finally, due to the fact that one of the subsystems is spherically symmetric, the multipole part of the electrostatic energy vanishes at the HF level, as well as at correlated levels, which simplifies certain aspects of the analysis.
In this paper we propose an approach to the study of intennolecular interactions which combines the supennolecular M011er-Plesset Perturbation Theory with the Perturbation Theory of Intennolecular Forces. The goal of this paper is to demonstrate that such combination may serve as a very powerful tool in studies of molecular complexes at quantitative levels of theory.
II. METHOD AND DEFINITIONS
Most ab initio calculations of interaction energies with the inclusion of correlation effects are perfonned using the supennolecular method based on the M011er-Plesset perturbation theory (MPPT).6.7 Such a treatment is weUjustified in that it properly includes intennolecular exchange effects. However, the interpretative power of this method is quite limited since it does not allow for separate analysis of individual interaction energy tenns. On the other hand, the partitioning of the interaction energy into meaningful and physically interpretable tenns is achieved naturally through perturbation theory of intennolecular forces which treats the intennolecular interaction as a perturbation. One example of such a theory is the intennolecular M011er-Plesset perturbation theory (IMPPT),8 which was designed by Jeziorski, Szalewicz, and collaborators in its most complete, symmetry-adapted fonn. 9 • lo Unfortunately, the latter approach has some disadvantages too, mainly with reference to the treatment of intennolecular exchange effects.
The recently established connection between MPPT and IMPPT helps to alleviate weaknesses of both methods. 11 In particular, the simultaneous application of both methods allows one to take advantage of the interpretability of IMPPT interaction energy terms within the framework of MPPT. Meanwhile, the questionable treatment of exchange terms can be avoided, the information concerning these effects extracted from MPPT which properly deals with the intersystem symmetry. By exploring such a combined treatment in application to a model system, we hope to provide a further justification for its usefulness in studies of weak intermolecular interactions. The correlation energy was derived using the MPPT treatment 6 through the full fourth order of perturbation theory employing the frozen core approximation (i.e., the first five orbitals of Ar were frozen). The latter has proven reliable in calculations of the interaction energy of the Ar dimer.12 The MPPT interaction energy corrections are derived as a difference between the values for the total energy of the dimer and the sum of the subsystem energies, derived in the basis set of the dimer in every order of perturbation theory
(1)
The sum of corrections through the nth order will be denoted !J.E(n); thus, e.g., !J.E(3) will symbolize the sum of aE SCF , !J.E (2), and !J.E (3) . The interaction energy corrections of IMPPT are denoted E( ij) , where i and j refer to the order with respect to the intermolecular interaction operator and the intramolecular correlation operator, respectively. The Heitler-London interaction energy is defined as !J.E HL = E~J; _ E~CF _ E~CF , (3) 
where d denotes antisymmetrizer, <l>SCF denotes the SCF wave function for isolated A or B monomers, and cW" refers to the total Hamiltonian. !J.E HL may be separated into electrostatic and exchange contributions 13
where V denotes the interaction operator and 
where £~f.a.; denotes the second-order UCHF dispersion energy as defined in Ref. 18, and £~I~~) represents the secondorder intrasystem correlation correction to the electrostatic effect. The definition of this term was proposed by Jeziorski and collaborators 1O (a) and recently augmented by the "response" or "orbital relaxation" terms.
The "exchange terms" in Eq. (7) encompass the exchange counterparts of dispersion, electrostatic, and induction correlation, which are extremely difficult to calculate directlyY Equation (7) provides a recipe for an indirect estimate of those effects. If induction correlation could be assumed small which is certainly the case in Ar-NH3' the second-order exchange effect may be approximately evaluated as
If additionally the E!l~~) term is small, especially in atommolecule interactions where it has no multipole component, an even simpler approximation for the second-order exchange effect may be used
C. Calculations of interaction energies
Calculations of all the supermolecular and perturbational interaction terms are performed using dimer centered basis sets (DCBS). With supermolecular interaction energies, this prescription amounts to applying the counterpoise procedure of Boys and Bernardi. 19 There is strong evidence that this is the only consistent means of evaluation of interaction energy at the SCF 20 • 21 as well as at correlated levels. 15.22.23 With perturbation terms the description of subsystem wave functions in dimer basis sets has important implications. First, as mentioned earlier, the DCBS treatment leads to vanishing of the unphysical !J. F term within the Heitler-Londonenergy!J.EHL [Eq. (3) ].14.15 Second, it also improves the description of £!~~~ ,14 Ej<;g), and E~rsa.; .18 It may, however, deteriorate E!I~~)' Third, using DCBS consistently is absolutely necessary if individual components of interaction energy are extracted by means of subtraction as in Eqs. (6), (8), and (9). Failure to comply with this condition led Collins and Gallup to obtain unphysical repulsive deformation energies. 21 ,24
1. Basis sets The [7s, 4p, 2d] and [7s, 4p, 2d, l 
III. RESULTS

A. Anisotropy of interaction energy
The geometrical parameters of the Ar-NH3 complex Calculated energetics are presented in Table II and Figs. 2 and 3 for R = 3.75 A. sotropy of the SCF potential is determined principally by the first-order exchange repulsion term which is the most orientation dependent. The curve representing the first-order electrostatic interaction looks very much like a mirror image of the exchange curve, albeit substantially flatter. This is due to the fact that both terms are overlap dependent. When the latter two terms are summed together, the Heider-London curve in Fig. 2 hence retains the general shape of the exchange term. Combination with the relatively flat SCF deformation energy leaves the entire SCF interaction little changed from the aE HL curve. The behaviors of the various post-SCF terms are illustrated in Fig. 3 . It is important to note first that the anisotropy of the dispersion energy, the major contributor to aE (2), is reciprocal to that of the exchange energy E~26 (cf. Fig. 2) , i.e., the minima in one nearly coincide with the maxima in the other. However, this behavior is not fully reflected in aE(2). The aE !;~h-term which represents the difference between aE(2) and dispersion terms [Eq. (9) ] has the same general shape as the first-order exchange contribution. It has thus a "smoothing" effect on the anisotropy of E~fs<;;' making its extrema less pronounced and shifting it higher in energy when proceeding from E(20) to aE(2) dlsp • aE !;~h' also shown in Fig. 3 , is obtained from its parent term aE!;~h by subtracting the E!l~~) term [Eq. (8)] . aE !;~h has its maxima slightly reinforced in comparison to aE !;~h' but both minima and maxima occur in the same positions. Except for the region of strong repulsion (from -60° to -160°) aE !;~h amounts to nearly 1/2 to 2/3 of aE SCF • From the close similarity of aE (2)h-and aE (2)h exc exc curves, we may conclude that in the absence of multipole electrostatics, as is the case of Ar-NH3' aE ~;~h seems to be a reasonable approximation to the second-order exchange effect.
Calculated values of €~l.~) are presented in Table II. €~I~;) is not very large, roughly of the same order of magnitude as the SCF deformation energy. Just as the uncorrelated electrostatic term €!I~~) (see Table II ), it shows preference for regions of better overlap of Ar and NH3 charge distributions. For example, there is a shallow minimum around E> = O· (the N lone-pair region) as well as the more pronounced one observed for €> = 180·, i.e., where Ar overlaps with the three N-H charge distributions simultaneously. When this study had already been completed it was shownlO(b,C) that €~I~~)' which enters Eq. 7, should allow for additional "response" terms with respect to the original definition of Jeziorski et al.'O(a) The values of €!~~) with response terms, E!I~~,~, are also given in Comparison of the energetics for positive and negative values ofE> (negative E> corresponds to Ar "eclipsing" an N-H bond) reveals that there are two competing factors which ultimately determine the structure of this complex. Dispersion prefers the structure with E> = -120.0·, i.e., when the Ar charge distribution best overlaps with that around a N-H bond. On the other hand, such a structure is strongly disfavoredbYE!~~~, thus also by aE SCF • The latter prefers a geometry with E> around + 80.0·, i.e., when Ar approaches between two N-H bonds and the overlap between the Ar and N-H (or N lone pair) charge distributions is minimal. This SCF-minimized structure coincides almost exactly with the global minimum as indicated by aE(2), the sum of aE SCF and aE (2) . In other words, the anisotropy of the dispersion is not strong enough to counter the much greater angular dependence of the exchange forces. Fig. 3 that the SCF + D treatment yields a surface which is too flat and ll.E ~;~h is clearly necessary to properly describe its anisotropy.
Further insights concerning the SCF + D approximation can be gleaned by considering the R dependence of the interaction energy (see Table III and Fig. 4) . The dispersion energy increases in absolute value substantially more rapidly than does ll.E (2 ) as R decreases. As a result, comparison between the ll.E(2) and SCF + D curves indicates that the latter is too deep and its minimum occurs at too short a distance. Thus the SCF + D potential has some clear deficiencies in predicting the equilibrium geometry of a weak complex such as this.
B. Comparison with Ar2
The energy minimum for the Ar-NH3 complex was located at R = 3.75 A, 0 = 80.0°. For this minimum energy orientation, interaction energies were derived up to the MP4 level. Also computed were MP2 energetics in a basis set augmented by f functions on both Ar and N. The results are displayed in Table IV . This table also contains the previously published data for the Ar dimer l2 (as well as some newly generated results) which are included here for comparison.
Qualitatively and quantitatively very similar energetics patterns are observed for Ar-NH3 and (Arh First of all,
ll.E SCF provides in both cases the dominant repUlsive contribution. The most important attractive contribution arises from the ll.E (2) term. The third-order contribution ll.E (3) is much smaller in magnitude than ll.E (2) and in both cases is repulsive. ll.E (4) is slightly smaller still and is attractive in both cases. The contributions of single, double, and quadruple excitations are all repulsive in the fourth order of MPPT; the most important contribution which determines the sign and magnitude of the ll.E(4) correction hence comes from triple excitations. Finally, in both complexes the inclusion of f functions has very little influence upon the SCF interaction, but leads to a 100 ,uhartree increase in the magnitude of 
ll.E(2).
This greater attraction is no doubt due to improvet · th (20) t men 10 e €disp erm.
There are of course some significant differences between the two systems. Due to the polarity ofNH3 and its associated, more efficient perturbation of the charge cloud of Ar, the deformation term ll.E~~t is more pronounced in Ar-NH3' The greater polarizability ofNH3 vs Ar increases the dispersion attraction in the latter complex, making the I:!.E (2) term more negative.
The nature of I:!.E ~~r warrants a more detailed analysis. As pointed out earlier, the major component of deformation is expected to arise from the second-order induction effect cf:J). Comparison of the latter term with I:!.E ~~F in both systems indicates that the cf:J) term is more than twice the magnitude of I:!.E ~~r, indicating that exchange effects playa major role at the equilibrium distance. Indeed, as shown by Gutowski and Piela, the induction effect is very strongly coupled with exchange.
17 On the other hand, when recomputed at the SCF minimum which occurs at the longer distance of R = 5.0 A (0 = 80.0°), I:!.E~r is almost precisely equal to cf:Jl ( -4.2 vs -4.5 phartree) as exchange becomes progressively less important. In fact, according to Sadlej, I:!.E ~r asymptotically approaches the CHF induction c;~F when R goes to infinity. 16
The second-order exchange effect is here approximated by I:!.E ~:~h as defined in Eq. (8) . In the eqUilibrium configuration, this term amounts to + 123.0 phartree which equals 28% of the first-orderexcltange effect c~~~~, -16% of c~~sC;:, and -30% of the totall:!.E( 4). In the Ar dimer, the percentage comparison of I:!.E ~:~h is very similar: 23% of E'~!~~, -14% of E'~~C;:, and -28.0% of I:!.E(4). (For the sake of comparison, in Hez I:!.E ~:~h amounts to -8% of c~~::; and -12% of the total interaction energy. I I ) Thus, the secondorder exchange effect is very important in determining the depth of the potential minimum. As pointed out earlier in this paper, the neglect of this term may lead to an incorrect position of the minimum as well.
It is now possible to estimate the bond energy for the Ar-NH3 complex. Although all the calculations reported here were performed in dimer centered basis sets and are thus free from basis set superposition effects, it may, however, be instructive to analyze the error that would arise if the monomer centered basis were used. The values shown in Table IV in the BSSEuncor column represent results derived within the MCBS treatment. As may be noted by comparison with the preceding column, the BSSE is quite large, comparable to I:!.E SCF and I:!.E (2) themselves. These errors induce a spurious minimum in the repUlsive part of the SCF interaction energy curve and artificially deepen I:!.E (2) by a factor of 2. BSSE is less pronounced in the third and fourth orders, conforming to prior observation. 12 As noticed a number of times before, upon enlargement of the basis set (by J functions), the BSSE increases simultaneously with an improvement of the interaction energy.22,23 Thus, the magnitude of BSSE is not necessarily any indication of the qUality of the interaction energy, contrary to some allusions in the literature.
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The MCBS treatment can also be applied to the perturbation terms C~I~~l and c;!~~ and indeed such values are shown in the BSSEuncor column of Table IV. It should be mentioned that the MCBS E'~l~~) and E'~!~~ terms correspond to the electrostatic and exchange effects in the Morokuma partitioning scheme. 36 There is strong evidence that the proper description ofthe exchange phenomenon requires the use of dimer basis sets. 7, 14,15 Nevertheless, the difference between DCBS and MCBS treatments of the exchange term is very small, 1.3%. However, the DCBS treatment of electrostatics does introduce certain unphysical effects. For example, the charge distribution of the Ar atom evaluated in the Ar-NH3 basis is no longer spherically symmetric, leading to the appearance of a spurious multi pole contribution to electrostatics. Such effects, dubbed secondary BSSE by Sadlej and Karlstrom, are also implicitly present in the supermolecular interaction energies. 37 It is thus important to compare the values of €!I~~) evaluated in both dimer and monomer basis sets. The data in Table IV indicate that the DCBS and MCBS treatments of €~1~~) differ by only 3%, with the difference probably attributable to the spurious multipole electrostatics. This is in agreement with previous results for He z and HeLi + systems,20 where no serious distortions in €!I~~) due to DCBS were found in extended basis sets. Overall, the Heitler-London energy is underestimated by the MCBS treatment by about 10 ILhartree or 3%.
C. Comparison with Ar-PH 3
Supermolecular MP2 calculations were recently performed for the Ar-PH 3 complex by Latajka and Scheiner. 4 Their basis set for the Ar atom was composed of the well- To analyze the quality of their results, this basis set was tested here in Ar 2 . These tests produced an SCF interaction energy nearly identical to that derived with our basis set. While the SCF BSSE computed with Latajka and Scheiner's basis set was considerably smaller, ll.E(Z) was seriously underestimated (about 13% with respect to our value, or 18% when their sp set was augmented by our d functions). These observations suggest that the LatajkaScheiner sp set was very good (thus the repulsive part of the potential was very reliable), but the d exponents were not optimal for description of dispersion energy, the dominant attractive contribution. This contention is supported by the fact that Latajka and Scheiner's SCF dipole polarizability for Ar was equal to 8.16 a. u. (in their better basis set II), while our value is 9.57 a.u. One may thus conclude that the bond energy of Ar-PH 3 was underestimated in the study of Latajka and Scheiner, but due to the correct description of ll.E SCF , the main direction sensitive contribution, their equilibrium orientation is probably accurate.
Both complexes have nearly identical geometrical configurations with the e angle equal to 75° in Ar-PH 3 and 80°
in Ar-NH3' The former appears weaker when comparing the values of ll.E(2) in the minimum ( -331ILhartree for Ar-PH 3 vs -415ILhartree for Ar-NH3 here). One possible factor in this difference is the much stronger SCF repulsion in the Ar-PH 3 system (776 vs 2531lhartree in the NH3 complex). On the other hand, the dispersion attraction is expected to be much stronger in the complex with PH 3 due to its polarizability which is twice as large as that of NH3 (SCF mean polarizabilities are a pH , = 26.7 a.u. vs a NH , = 12.9 a.u.). Consequently, ll.E(Z), which is dominated by the dispersion interaction, amounts to about -1100 ILhartree in Ar-PH 3 , while our value for Ar-NH3 is -667.2ILhartree. Due to the abovementioned serious deficiency of the Ar basis set used in calculations of the Ar-PH 3 complex, the value of ll.E(2) is underestimated. One may expect a roughly 13%-18% increase in this quantity upon a better choice of d exponents on Ar (based upon the comparison of computed dipole polarizabilities and Arz data). Even a 13% increase would be sufficient to make Ar-PH 3 stronger than Ar-NH3'
