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Аннотация
Рози ввел фрактальное множество, связанное со сдвигом двумерного тора на вектор
(𝛽−1, 𝛽−2), где 𝛽 – действительный корень уравнения 𝛽3 = 𝛽2+𝛽+1 и показал, что данный
фрактал разбивается на три фрактала, являющихся множествами ограниченного остатка
относительно данного сдвига тора. Введенное множество получило название фрактала Ро-
зи. В дальнейшем были введены многочисленные обобщения фракталов Рози, нашедшие
применения в целом ряде задач теории чисел, теории динамических систем и комбинато-
рики.
Журавлев ввел бесконечную последовательность разбиений исходного фрактала Рози
на фрактальные множества и показал, что они также состоят из множеств ограниченно-
го остатка. В настоящей работе рассматривается задача о построении обобщения таких
разбиений для фракталов Рози, связанных с алгебраическими единицами Пизо.
В работе введена бесконечная последовательность разбиений 𝑑− 1-мерных фракталов
Рози, связанных с алгебраическими единицами Пизо степени 𝑑, на фрактальные множе-
ства 𝑑 типов. Каждое следующее разбиение последовательности является подразбиением
предыдущего. Доказан ряд свойств, описывающих самоподобие введенных разбиений.
Показано, что введенные разбиения являются так называемыми обобщенными перекла-
дывающимися разбиениями относительно некоторого сдвига тора. В частности, действие
данного сдвига на разбиении сводится к перекладыванию 𝑑 центральных фигур разбие-
ния. В качестве следствия получено, что разбиение Рози произвольного порядка состоит
из множеств ограниченного остатка относительно рассматриваемого сдвига тора.
Также доказано, что орбита рассматриваемого сдвига тора обладает свойством само-
подобия.
Ключевые слова: разбиения Рози, фракталы Рози, числа Пизо, множества ограничен-
ного остатка.
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Abstract
Rauzy introduced a fractal set associted with the toric shift by the vector (𝛽−1, 𝛽−2), where
𝛽 is the real root of the equation 𝛽3 = 𝛽2 + 𝛽 + 1. He show that this fractal can be partitioned
into three fractal sets that are bounded remaider sets with respect to the considered toric shift.
Later, the introduced set was named as the Rauzy fractal. Further, many generalizations of
Rauzy fractal are discovered. There are many applications of the generalized Rauzy fractals to
problems in number theory, dynamical systems and combinatorics.
Zhuravlev propose an infinite sequence of tilings of the original Rauzy fractal and show that
these tilings also consist of bounded remainder sets. In this paper we consider the problem of
constructing similar tilings for the generalized Rauzy fractals associated with algebraic Pisot
units.
We introduce an infinite sequence of tilings of the 𝑑−1-dimensional Rauzy fractals associated
with the algebraic Pisot units of the degree 𝑑 into fractal sets of 𝑑 types. Each subsequent tiling
is a subdivision of the previous one. Some results describing the self-similarity properties of the
introduced tilings are proved.
Also, it is proved that the introduced tilings are so called generalized exchanding tilings
with respect to some toric shift. In particular, the action of this shift on the tiling is reduced
to exchanging of 𝑑 central tiles. As a corollary, we obtain that the Rauzy tiling of an arbitrary
order consist of bounded remainder sets with respect to the considered toric shift.
In addition, some self-similarity property of the orbit of considered toric shift is established.
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1. Введение
Рози в работе [1] ввел фрактал 𝒯 , представляющий собой геометрический объект, связан-
ный с комбинаторной подстановкой вида
1→ 12
2→ 13
3→ 1
,
2The study was carried out at the expense of a grant of the Russian scientific Foundation (project 19-11-00065).
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а также с алгебраическим числом 𝛽, являющимся корнем уравнения
𝛽3 = 𝛽2 + 𝛽 + 1. (1)
Позднее конструкция Рози была обобщена на случай более общих подстановок и алгебраиче-
ских уравнений [2], [3]. В дальнейшем были предложены три основные конструкции фракталов
Рози:
1) проектирование дискретной прямой, получаемой при помощи некоторой подстановки
[2], [4];
2) рассмотрение фрагментов ступенчатых поверхностей, получаемых при помощи геомет-
рических подстановок [3], [4];
3) использование жадных разложений действительных чисел по степеням 𝛽 [5].
Фракталы Рози оказались тесно связаны с целым рядом задач теории чисел (диофантовы
приближения, арифметика 𝛽-разложений, множества ограниченного остатка и т.д.), комби-
наторики слов, теории динамических систем и даже физики квазикристаллов. Подробные
обзоры результатов, связанных с обобщенными фракталами Рози и соответствующую биб-
лиографию можно найти в работах [6], [4], [7], [8].
Ключевую роль в исследованиях, связанных с обобщенными фракталами Рози, играет их
разбиение на непересекающиеся фрактальные множества, которое мы будем далее называть
разбиением Рози порядка 0. В случае уравнения (1) и исходной конструкции Рози данное
разбиение имеет вид
𝒯 = ℛ0 ⊔ 𝒢0 ⊔ ℬ0. (2)
и порождает перекладывание областей 𝑆𝒯 , которое оказывается изоморфным сдвигу двумер-
ного тора на вектор (𝛽, 𝛽2). Аналогичные результаты имеют место и для ряда семейств общих
фракталов Рози [4].
В случае классического фрактала Рози, отвечающего разбиению (1), В.Г.Журавлев рас-
смотрел [9] последовательность разбиений 𝑑𝑛, обобщающих разбиение (2). Здесь разбиение
𝑑0 совпадает с разбиением (2), а 𝑑𝑛 представляет собой разбиение 𝒯 на фрактальные множе-
ства трех типов, являющееся подразбиением разбиения 𝑑𝑛−1. Разбиения 𝑑𝑛 получили название
разбиений Рози порядка 𝑛.
В настоящей работе мы вводим и изучаем разбиения Рози порядка 𝑛 в более общем случае
единиц Пизо, являющихся корнями уравнений
𝛽𝑑 = 𝑎1𝛽
𝑑−1 + . . .+ 𝑎𝑑−1𝛽 + 1
с дополнительным условием на коэффициенты
𝑎1 ≥ 𝑎2 ≥ . . . ≥ 𝑎𝑑−1.
Введенные нами разбиения оказывается разбиениями фрактала Рози на множества 𝑑 типов.
Мы доказываем, что эти множества аффинно эквивалентны множествам, образующим раз-
биение Рози порядка 0. Также мы доказываем, что действие аналога отображения 𝑆𝒯 на
разбиениях Рози порядка 𝑛 сводится к перекладыванию 𝑑 центральных областей. В качестве
следствия мы показываем, что разбиения Рози всех порядков состоят из множеств ограничен-
ного остатка относительно некоторого сдвига тора.
Пусть 𝑆𝛼 – иррациональный сдвиг тора T𝑑. Множество 𝑋 ⊂ T𝑑 называется множеством
ограниченного остатка, если существует постоянная 𝐶(𝑋) такая, что для всех натуральных
𝑁 выполняется неравенство
|♯{𝑘 : 0 ≤ 𝑘 < 𝑁,𝑆𝑘𝛼(0) ∈ 𝑋} −
|𝑋|
|T|𝑑𝑁 | ≤ 𝐶(𝑋)
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Такие множества впервые были введены Гекке [10]. В случае 𝑑 = 1 в работах [11] и [12] было
дано полное описание множеств ограниченного остатка, а в работах [13], [14] была полностью
решена задача о соответствующей константе 𝐶(𝑋). В случае 𝑑 > 1 задача о множествах огра-
ниченного остатка оказывается существенно более сложной. Имеющиеся результаты касаются
поиска критериев множеств ограниченного остатка [15]–[19], построения отдельных семейств
множеств ограниченного остатка [20]–[22], а также получения оценок на константу 𝐶(𝑋) для
конкретных множеств ограниченного остатка [23], [24]. В частности, Рози показал [1], что для
уравнения (1) разбиение Рози порядка 0 является разбиением на множества ограниченного
остатка. В.Г.Журавлевым [9] была доказана аналогичная теорема в случае разбиения Рози
порядка 𝑛, соответствующего уравнению (1). В настоящей работе мы доказываем аналогичный
результат для разбиений Рози порядка 𝑛, соответствующих рассматриваемому нами классу
уравнений.
2. Фрактал Рози и 𝛽-разложения
В настоящем параграфе мы приводим конструкцию фрактала Рози, развитую Акиямой
[5], [25]–[27]. Отметим, что ряд используемых нами утверждений сформулированы здесь в
несколько меньшей общности, по сравнению с исходными работами.
Пусть 𝛽 > 1 – алгебраическое число Пизо степени 𝑑. Напомним, что числами Пизо называ-
ются вещественные алгебраические целые числа, большие единицы, абсолютная величина всех
сопряженных которых строго меньше единицы. С каждым действительным 𝑥 можно связать
его 𝛽-разложение вида [28]
𝑥 =
𝑚(𝑥)∑︁
𝑘=𝑘(𝑥)
𝜀𝑘(𝑥)𝛽
𝑘, (3)
получаемое по так называемому жадному алгоритму. Здесь 𝑘(𝑥) ≥ −∞, 𝑚(𝑥) <∞. Жадность
разложения (3) означает, что для любого 𝑚1 ≤ 𝑚(𝑥) выполняются неравенства
0 ≤ 𝑥−
𝑚(𝑥)∑︁
𝑘=𝑚1
𝜀𝑘(𝑥)𝛽
𝑘 < 𝛽𝑚1 .
Пусть 𝛽(1), . . . , 𝛽(𝑟1) – действительные сопряженные, 𝛽(𝑟1+1),𝛽(𝑟1+1),. . ., 𝛽(𝑟1+𝑟2),𝛽(𝑟1+𝑟2) –
комплексные сопряженные к 𝛽. Ясно, что 𝑟1 + 2𝑟2 = 𝑑− 1. Кроме того, из определения числа
Пизо вытекает, что |𝛽| > 1, |𝛽(𝑘)| < 1.
Рассмотрим множество Z[𝛽]≥0 ⊂ Q(𝛽), определяемое условием
Z[𝛽]≥0 = {𝑥 : 𝑘(𝑥) ≥ 0}.
Разложение (3) позволяет определить отображение
Φ : Z[𝛽]≥0 → R𝑑−1
по правилу
Φ(𝑥) = (𝑥(1), . . . , 𝑥(𝑟1),Re𝑥(𝑟1+1), Im𝑥(𝑟1+1), . . . ,Re𝑥(𝑟1+𝑟2), Im𝑥(𝑟1+𝑟2)),
где
𝑥(𝑗) =
𝑚(𝑥)∑︁
𝑘=𝑘(𝑥)
𝜀𝑘(𝑥)(𝛽
(𝑗))𝑘.
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Множество
𝒯 = Φ(Z[𝛽]≥0) (4)
будем называть фракталом Рози. Здесь и далее черта сверху обозначает замыкание множе-
ства.
Геометрия фракталов Рози тесно связана с арифметикой 𝛽-разложений. В качестве при-
мера приведем следующий результат [5].
Теорема 1. 𝛽-разложение любого числа 𝑥 ∈ Q(𝛽) конечно тогда и только тогда, когда
0 является внутренней точкой фрактала Рози 𝒯 .
Геометрические свойства фрактала Рози тесно связаны с разложением Реньи единицы [29]
𝑑(1, 𝛽), определяемым следующим образом. Пусть
𝑇𝛽(𝑥) = {𝛽𝑥},
где {·} – дробная доля числа. Тогда
𝑑(1, 𝛽) = 𝑐−1𝑐−2 . . . ,
где
𝑐−𝑘 = [𝛽𝑇 𝑘−1𝛽 (1)]
и [·] – целая часть числа. Процесс вычисления коэффициентов 𝑐−𝑘 прерывается, если
𝑇 𝑘𝛽 (1) = 0. Отметим, что разложение
1− [𝛽]𝛽−1 =
∑︁
𝑘≤−2
𝑐𝑘𝛽
𝑘
является жадным. Также отметим, что разложение 𝑑(1, 𝛽) может быть как конечным, так и
бесконечным. Справедлива следующая теорема
Теорема 2. Предположим, что длина слова 𝑑(1, 𝛽) – конечна и последний элемент этого
слова равен 1. Тогда 𝒯 – линейно связное ограниченное множество и мера границы 𝜕𝒯 равна
0. Кроме того, для любого 𝑥 ∈ Z[𝛽]≥0 Φ(𝑥) – внутренняя точка множества 𝒯 . Пусть до-
полнительно длина разложения 𝑑(1, 𝛽) равна 𝑑. Тогда имееет место решетчатое разбиение
простанства R𝑑−1 при помощи копий фрактала Рози 𝒯 :
R𝑑−1 = 𝒯 +Φ(𝑟1)Z+ . . .+Φ(𝑟𝑑−1)Z.
Здесь 𝑟𝑘 = 1− 𝑇 𝑘𝛽 (1).
Для проверки применимости условий теоремы 2 нам понадобится следующий результат
[30].
Теорема 3. Пусть 𝛽 является корнем уравнения
𝛽𝑑 = 𝑎1𝛽
𝑑−1 + . . .+ 𝑎𝑑−1𝛽 + 𝑎𝑑.
Тогда 𝑑(1, 𝛽) конечно и имеет длину 𝑑 тогда и только тогда, когда
𝑎1 ≥ 𝑎2 ≥ . . . ≥ 𝑎𝑑−1 ≥ 𝑎𝑑 ≥ 1. (5)
В этом случае
𝑑(1, 𝛽) = 𝑎1𝑎2 . . . 𝑎𝑑.
Условие (5) в сочетании с условием
𝑎𝑑 = 1 (6)
гарантирует выполнимость условий теоремы 2. Отметим, что условие (6) означает, что 𝛽 яв-
ляется обратимым элементом (единицей) кольца Z[𝛽].
В дальнейшем мы всегда будем предполагать, что условия (5) и (6) выполнены.
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3. Разбиение Рози порядка 0
В случае классического фрактала Рози (𝑑 = 3 и 𝑎1 = 𝑎2 = 1) существует каноническое
разбиение (2) [1] фрактала Рози 𝒯 на три подобных ему фрактала. Разбиение (2) определяет
перекладывание 𝑆𝒯 областей ℛ0, 𝒢0 и ℬ0, которое оказывается изоморфным сдвигу тора. При
этом подобие множеств ℛ0, 𝒢0 и ℬ0 исходному фракталу Рози 𝒯 позволяет проитерировать
разбиение (2) классическим методом инфляции-дефляции и получить бесконечную последова-
тельность разбиений [9]. Однако, обобщение этого подхода на произвольные фракталы Рози
наталкивается на принципиальные трудности, связанные с тем, что общее множество 𝒯 не
разбивается на подобные ему множества.
Для преодоления этих трудностей нам потребуется альтернативное определение фрактала
Рози, основанное на понятии графа допустимости.
Граф допустимости представляет собой ориентированный граф с кратными ребрами и
петлями. В случае рассматривамого нами класса чисел Пизо данный граф содержит 𝑑 вершин,
помеченных числами 0, 1, . . . , 𝑑− 1. Ребра графа имеют следующий вид:
1) 𝑎1 ориентированных петель в вершине 0, помеченных числами от 0 до 𝑎1 − 1;
2) ориентированные ребра из вершины 𝑖 в вершину 𝑖+ 1, помеченные числами 𝑎𝑖;
3) 𝑎𝑖+1 ориентированных ребер из вершины 𝑖 в вершину 0, помеченные числами от 0 до
𝑎𝑖+1 − 1.
Обозначим граф допустимости черз 𝐺(𝛽). Он имеет следующий вид.
00,...,𝑎1−1
''
𝑎1

1
𝑎2

0,...,𝑎2−1
[[ 2
0,...,𝑎3−1
YY
. . .
𝑎𝑑−1

𝑑− 1
0,...,𝑎𝑑−1
[[
Каждому конечному пути 𝑣0
𝑐0−→ 𝑣1 𝑐1−→ . . . 𝑐𝑛−1−→ 𝑣𝑛 в графе 𝐺(𝛽) можно сопоставить слово
𝑐0𝑐1 . . . 𝑐𝑛−1, составленное из меток ребер пути. В случае 𝑣0 = 0 полученные слова будем
называть допустимыми.
Определение допустимых слов мотивировано следующим результатом [25].
Теорема 4. Следующие условия эквивалентны
1) разложение 𝑥 =
∑︀𝑚(𝑥)
𝑘=𝑘(𝑥) 𝜀𝑘(𝑥)𝛽
𝑘 является жадным;
2) слово 𝜀𝑚(𝑥)𝜀𝑚(𝑥)−1 . . . 𝜀𝑘(𝑥) допустимо;
3) каждое подслово слова 𝜀𝑚(𝑥)𝜀𝑚(𝑥)−1 . . . 𝜀𝑘(𝑥) лексикографически меньше слова 𝑑(1, 𝛽).
Из доказанной теоремы в частности вытекает, что любое подслово допустимого слова до-
пустимо.
Пусть 𝐴𝑑𝑚 – множество допустимых слов. Определим отображение Φ𝐴𝑑𝑚 : 𝐴𝑑𝑚 → 𝒯
равенством
Φ𝐴𝑑𝑚(𝑐0𝑐1 . . . 𝑐𝑛−1) = Φ(
𝑛−1∑︁
𝑘=0
𝑐𝑛−1−𝑘𝛽𝑘).
Тогда из теоремы 4 немедленно получаем следующий результат.
Теорема 5. Справедливо равенство
𝒯 = Φ𝐴𝑑𝑚(𝐴𝑑𝑚).
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Пусть теперь 𝐴𝑑𝑚(𝑗) – множество допустимых слов, для которых пути в графе 𝐺(𝛽) за-
канчиваются в вершине 𝑗. Определим множества
ℛ𝑗 = Φ𝐴𝑑𝑚(𝐴𝑑𝑚(𝑗)).
Имеет место следующая теорема [25], [31].
Теорема 6. Каждое множество ℛ𝑗 представляет собой линейно связное ограниченное
множество и мера границы 𝜕ℛ𝑗 равна 0. Кроме того, различные множества ℛ𝑗 не имеют
общих внутренних точек.
Таким образом, мы получили разбиение
𝒯 = ℛ0 ⊔ . . . ⊔ℛ𝑑−1, (7)
называемое разбиением Рози порядка 0.
В силу теоремы 2 фрактал Рози 𝒯 является фундаментальной областью решетки
𝐿 =
𝑑−1∑︁
𝑘=1
Φ(𝑟𝑘)Z.
Поэтому существует естественная проекция 𝜋 из 𝒯 в 𝑑− 1-мерный тор T𝑑−1 = R𝑑−1/𝐿.
Определим отображение 𝑆 : T𝑑−1 → T𝑑−1 равенством
𝑆(𝑥) = 𝑥+Φ(1) (mod 𝐿).
Далее определим перекладывание 𝑆𝒯 областей ℛ𝑗 равенством 𝑆𝒯 (𝑥) = 𝑥 + Φ(𝑇 𝑗𝛽(1)),
если 𝑥 ∈ ℛ𝑗 .
Также для допустимого слова 𝑎 ∈ 𝐴𝑑𝑚 обозначим через 𝑆𝐴𝑑𝑚(𝑎) лексикографически сле-
дущее за 𝑎 слово из 𝐴𝑑𝑚. 𝑆𝐴𝑑𝑚 можно рассматривать как отображение 𝐴𝑑𝑚→ 𝐴𝑑𝑚.
Теорема 7. Имеет место коммутативная диаграмма
𝐴𝑑𝑚
𝑆𝐴𝑑𝑚−−−−→ 𝐴𝑑𝑚⎮⎮⌄Φ𝐴𝑑𝑚 ⎮⎮⌄Φ𝐴𝑑𝑚
𝒯 𝑆𝒯−−−−→ 𝒯⎮⎮⌄𝜋 ⎮⎮⌄𝜋
T𝑑−1 𝑆−−−−→ T𝑑−1
Коммутативность верхней части диаграммы можно найти в работе [31], коммутативность
нижней части немедленно следует из определений и теоремы 2.
4. Множества ограниченного остатка I: случай разбиений поряд-
ка 0
Многомерную задачу о множествах ограниченного остатка удобно сформулировать следу-
ющим образом.
Пусть 𝐿𝑑 – некоторая 𝑑-мерная решетка, 𝛼 – иррациональный относительно решетки 𝐿𝑑
вектор, то есть вектор, координаты которого в некотором базисе решетки 𝐿𝑑 линейно незави-
симы над Z вместе с единицей. Отображение сдвига
𝑆𝛼 : 𝑥→ 𝑥+ 𝛼 mod 𝐿𝑑
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переводит тор T𝑑 = R𝑑/𝐿𝑑 в себя. Согласно теореме Вейля о равномерном распределении [32]
для произвольной области 𝑋 ⊂ T𝑑 имеет место асимптотическая формула
♯{𝑘 : 0 ≤ 𝑘 < 𝑁,𝑆𝑘𝛼(0) ∈ 𝑋} =
|𝑋|
det𝐿𝑑
𝑁 + 𝑜(𝑁). (8)
Множество 𝑋 будем называть множеством ограниченного остатка, если асимптотику (8)
можно улучшить до асимптотики
♯{𝑘 : 0 ≤ 𝑘 < 𝑁,𝑆𝑘𝛼(0) ∈ 𝑋} =
|𝑋|
det𝐿𝑑
𝑁 +𝑂(1). (9)
Впервые такие множества были введены Гекке [10].
Один из подходов к построению множеств ограниченного остатка основан на понятии пе-
рекладывающегося разбиения тора.
Пусть множество 𝑇 ⊂ R𝑑 является фундаментальной областью решетки 𝐿𝑑. Очевидно, что
существует естественное отображение проекции 𝜋 : 𝑇 → T𝑑.
Рассмотрим теперь разбиение
T𝑑 = T0 ⊔ T1 ⊔ . . . ⊔ T𝑑 (10)
𝑑-мерного тора на непересекающиеся множества и порожденное им разбиение
𝑇 = 𝑇0 ⊔ 𝑇1 ⊔ . . . ⊔ 𝑇𝑑,
где 𝑇𝑗 = 𝜋−1(T𝑗).
Разбиение (10) будем называть перекладывающимся, если существуют векторы 𝑣0, . . . , 𝑣𝑑
такие, что отображение 𝑆* : 𝑥→ 𝑥+ 𝑣𝑗 , если 𝑥 ∈ 𝑇𝑗 , переводит множество 𝑇 в себя и его дей-
ствие на множестве 𝑇 совпадает с действием, индуцированным сдвигом 𝑆𝛼, то есть диаграмма
𝑇
𝑆*−−−−→ 𝑇⎮⎮⌄𝜋 ⎮⎮⌄𝜋
T𝑑 𝑆𝛼−−−−→ T𝑑
(11)
коммутативна.
Замечание 1. Формально отображение 𝑆* не однозначно определено на границах мно-
жеств 𝑇𝑗. Точнее, если 𝑥 ∈ 𝑇𝑗 ∩𝑇𝑘 можно положить как 𝑇 (𝑥) = 𝑥+ 𝑣𝑗 так и 𝑇 (𝑥) = 𝑥+ 𝑣𝑘.
Однако, из коммутативности диаграммы (11) вытекает, что 𝑣𝑗−𝑣𝑘 ∈ 𝐿𝑑 и 𝜋-образы точек
𝑥 + 𝑣𝑗 и 𝑥 + 𝑣𝑘 на торе T𝑑 совпадают. Таким образом, коммутативность диаграммы (11)
при каком-то одном определении отображения 𝑆* на границах влечет ее коммутативность
при любых возможных определениях 𝑆*.
Справедлива следующая теорема [18].
Теорема 8. Множества T𝑗, 𝑗 = 0, 1, . . . , 𝑑 являются множествами ограниченного
остатка относительно сдвига 𝑆𝛼.
Объединение теорем 7 и 8 немедленно приводит к следующему результату.
Теорема 9. Множества 𝜋(ℛ𝑗), 𝑗 = 0, 1, . . . , 𝑑−1 являются множествами ограниченного
остатка относительно сдвига 𝑆.
Замечание 2. Теоерму 9 вероятно можно доказать и иначе, используя методы исходной
работы [1], однако соответствующее доказательство никогда не было опубликовано.
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5. Разбиения Рози порядка 𝑛
Пусть 𝐴𝑑𝑚𝑛 – множество допустимых слов длины 𝑛 и 𝐴𝑑𝑚𝑛(𝑗) = 𝐴𝑑𝑚𝑛 ∩𝐴𝑑𝑚(𝑗).
Выберем некоторое слово 𝑢 ∈ 𝐴𝑑𝑚𝑑−1(𝑗). Пусть ̃︀𝐴𝑛(𝑗) – множество слов 𝑤 длины 𝑛, для
которых слово 𝑢𝑤 ∈ 𝐴𝑑𝑚. Определение множества ̃︀𝐴𝑛(𝑗) не зависит от выбора 𝑢, так как
замена слова 𝑢 не меняет начальную вершину 𝑗 пути графа 𝐺(𝛽), соответствующего слову
𝑤. Пусть 𝑤 ∈ ̃︀𝐴𝑛(𝑗). Для 𝑢 ∈ 𝐴𝑑𝑚 обозначим через 𝐴𝑑𝑚(𝑢) множество допустимых слов,
заканчивающихся на слово 𝑢.
Заметим, что любое слово 𝑣 длины, большей или равной 𝑛 + 2 единственным образом
представимо в виде 𝑣 = 𝑥𝑢𝑤, где 𝑥 ∈ 𝐴𝑑𝑚, 𝑢 ∈ 𝐴𝑑𝑚𝑑−1(𝑗) и 𝑤 ∈ ̃︀𝐴𝑛(𝑗). Имеет место разбиение
на непересекающиеся множества
𝐴𝑑𝑚 ∖
𝑛+1⨆︁
𝑘=0
𝐴𝑑𝑚𝑘 =
𝑑−1⨆︁
𝑗=0
⨆︁
𝑢∈𝐴𝑑𝑚𝑑−1(𝑗)
⨆︁
𝑤∈ ̃︀𝐴𝑛(𝑗)
𝐴𝑑𝑚(𝑢𝑤). (12)
При этом множество
⨆︀𝑛+1
𝑘=0 𝐴𝑑𝑚𝑘 очевидно является конечным.
Рассмотрим множества
ℛ𝑛,𝑗(𝑤) = Φ𝐴𝑑𝑚
⎛⎝ ⨆︁
𝑢∈𝐴𝑑𝑚𝑑−1(𝑗)
𝐴𝑑𝑚(𝑢𝑤)
⎞⎠.
Легко видеть, что при 𝑛 = 0 имеем
ℛ0,𝑗() = ℛ𝑗 ,
так как, очевидно, 𝐴𝑑𝑚(𝑗) =
⨆︀
𝑢∈𝐴𝑑𝑚𝑑−1(𝑗)
𝐴𝑑𝑚(𝑢).
Определим отображения 𝐵𝐴𝑑𝑚 : 𝐴𝑑𝑚 → 𝐴𝑑𝑚 формулой 𝐵𝐴𝑑𝑚(𝑎) = 𝑎0, где слово 𝑎0
получено приписыванием нуля справа к слову 𝑎. Слово 𝑎0 является допустимым, так как из
любой вершины графа 𝐺(𝛽) выходит дуга, помеченная символом 0.
Определим также отображение 𝐵 : 𝒯 → 𝒯 при помощи коммутативной диаграммы
Z[𝛽]≥0
×𝛽−−−−→ Z[𝛽]≥0⎮⎮⌄Φ ⎮⎮⌄Φ
𝒯 𝐵−−−−→ 𝒯
(13)
где верхняя стрелка обозначает умножение на 𝛽. Легко видеть, что 𝐵 представляет собой
аффинное преобразование пространства R𝑑−1.
Из определений и (13) следует, что диаграмма
𝐴𝑑𝑚
𝐵𝐴𝑑𝑚−−−−→ 𝐴𝑑𝑚⎮⎮⌄Φ𝐴𝑑𝑚 ⎮⎮⌄Φ𝐴𝑑𝑚
𝒯 𝐵−−−−→ 𝒯
(14)
также коммутативна.
Далее заметим, что слово 𝑤 = 0𝑛, состоящее из 𝑛 нулей принадлежит множествам ̃︀𝐴𝑛(𝑗)
при всех 𝑗. При этом
𝐵𝑛𝐴𝑑𝑚𝐴𝑑𝑚(𝑗) =
⨆︁
𝑢∈𝐴𝑑𝑚𝑑−1(𝑗)
𝐵𝑛𝐴𝑑𝑚𝐴𝑑𝑚(𝑢) =
⨆︁
𝑢∈𝐴𝑑𝑚𝑑−1(𝑗)
𝐴𝑑𝑚(𝑢0𝑛).
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Отсюда, с учетом коммутативной диаграммы (14) получаем
𝐵𝑛ℛ𝑗 = ℛ𝑛,𝑗(0𝑛).
Далее, заметим, что для слова 𝑥𝑢𝑤 ∈ 𝐴𝑑𝑚 с Φ𝐴𝑑𝑚(𝑥𝑢𝑤) ∈ ℛ𝑛𝑗(𝑤) имеем 𝑥𝑢0𝑛 ∈ 𝐴𝑑𝑚,
Φ𝐴𝑑𝑚(𝑥𝑢0
𝑛) ∈ ℛ𝑛𝑗(0𝑛) и Φ𝐴𝑑𝑚(𝑥𝑢0𝑛) ∈ ℛ𝑛𝑗(0𝑛)− Φ𝐴𝑑𝑚(𝑥𝑢𝑤) ∈ ℛ𝑛𝑗(𝑤) = Φ𝐴𝑑𝑚(𝑤).
Таким образом, нами доказана следующая теорема.
Теорема 10. Имеет место равенство
ℛ𝑛,𝑗(𝑤) = 𝐵𝑛ℛ𝑗 +Φ𝐴𝑑𝑚(𝑤).
Объединяя полученный результат с (12) и теоремой 6, получаем следующую теорему.
Теорема 11. Имеет место разбиение
𝒯 =
𝑑−1⨆︁
𝑗=0
⨆︁
𝑤∈ ̃︀𝐴𝑛(𝑗)
ℛ𝑛,𝑗(𝑤) (15)
фрактала Рози 𝒯 на множества ℛ𝑛,𝑗(𝑤), не имеющие общих внутренних точек. Каждое из
множеств ℛ𝑛,𝑗(𝑤) линейно связно и имеет границу нулевой меры.
Разбиение (15) называется разбиением Рози порядка 𝑛.
Рассмотрим вопрос о взаимосвязи между разбиениями Рози различных порядков.
Теорема 12. При 𝑗 > 0 справедливо равенство
ℛ𝑛,𝑗(𝑤) = ℛ𝑛+1,𝑗−1(𝑎𝑗𝑤).
Кроме того,
ℛ𝑛,0(𝑤) =
𝑑−1⨆︁
𝑗′=0
⨆︁
𝑣∈{0,1,...,𝑑−1}
ℛ𝑛+1,𝑗′(𝑣𝑤).
Вначале докажем первое из равенств. Из рассмотрения путей в графе 𝐺(𝛽) вытекает, что
любое слово 𝑢 ∈ 𝐴𝑑𝑚𝑑−1(𝑗) с 𝑗 > 0 представимо в виде 𝑢 = 𝑢1𝑎𝑗 с 𝑢1 ∈ 𝐴𝑑𝑚𝑑−2(𝑗−1). Отсюда
получаем ⨆︁
𝑢∈𝐴𝑑𝑚𝑑−1(𝑗)
𝐴𝑑𝑚(𝑢𝑤) =
⨆︁
𝑢1∈𝐴𝑑𝑚𝑑−2(𝑗−1)
𝐴𝑑𝑚(𝑢1𝑎𝑗𝑤).
Далее заметим, что любое слово из 𝐴𝑑𝑚(𝑢1𝑎𝑗𝑤) имеет вид 𝑥𝑢1𝑎𝑗𝑤, где слово 𝑥 ∈ 𝐴𝑑𝑚. Предпо-
ложим, что слово 𝑥 непусто и представим 𝑥 в виде 𝑥 = 𝑥1𝑦, где 𝑦 – последний символ слова 𝑥.
Тогда слово 𝑦𝑢1 допустимо. В силу условий (5), 𝑦 ̸= 𝑎1. Поэтому можно считать, что 𝑦 соответ-
ствует петле графа 𝐺(𝛽), расположенной в вершине 0 и, следовательно, 𝑦𝑢1 ∈ 𝐴𝑑𝑚𝑑−1(𝑗 − 1).
Перебирая все допустимые значения 𝑦, получаем, что с точностью до конечного числа слов
выполняется равенсто ⨆︁
𝑢1∈𝐴𝑑𝑚𝑑−2(𝑗−1)
𝐴𝑑𝑚(𝑢1𝑎𝑗𝑤) =
⨆︁
𝑢′∈𝐴𝑑𝑚𝑑−1(𝑗−1)
𝐴𝑑𝑚(𝑢′𝑎𝑗𝑤)
и, следовательно, равенство⨆︁
𝑢∈𝐴𝑑𝑚𝑑−1(𝑗)
𝐴𝑑𝑚(𝑢𝑤) =
⨆︁
𝑢′∈𝐴𝑑𝑚𝑑−1(𝑗−1)
𝐴𝑑𝑚(𝑢′𝑎𝑗𝑤).
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Применяя к последнему равенству отображение Φ𝐴𝑑𝑚 и осуществляя замыкания полученных
точечных множеств, получаем требуемый результат. При этом мы учитываем, что отличие в
конечном множестве точек исчезает при замыкании.
Перейдем теперь к рассмотрению случая 𝑗 = 0. Из рассмотрения путей в графе 𝐺(𝛽)
вытекает, что любое слово 𝑢 ∈ 𝐴𝑑𝑚𝑑−1(0) представимо в виде 𝑢 = 𝑢1𝑣, где 𝑢1 ∈ 𝐴𝑑𝑚𝑑−2(𝑗′),
0 ≤ 𝑗′ ≤ 𝑑− 1 и 𝑣 ∈ {0, 1, . . . , 𝑎𝑗′+1 − 1} – последний символ слова 𝑢. Отсюда получаем
⨆︁
𝑢∈𝐴𝑑𝑚𝑑−1(𝑗)
𝐴𝑑𝑚(𝑢𝑤) =
𝑑−1⨆︁
𝑗′=0
⨆︁
𝑢1∈𝐴𝑑𝑚𝑑−2(𝑗′)
⨆︁
𝑣∈{0,1,...,𝑎𝑗′+1−1}
𝐴𝑑𝑚(𝑢1𝑣𝑤).
Повторяя предыдущее рассуждение, получаем требуемый результат.
Следствие 1. Разбиение Рози порядка 𝑛 является подразбиением разбиения Рози порядка
𝑛− 1.
6. Действие сдвига тора на разбиении
Наша следующая задача состоит в том, чтобы описать действие отображения 𝑆𝒯 на раз-
биении Рози порядка 𝑛.
Теорема 13. Пусть 𝑤𝑚𝑎𝑥(𝑛, 𝑗) – лексикографически максимальное слово из ̃︀𝐴𝑛(𝑗). Тогда
для любого слова 𝑤 ∈ ̃︀𝐴𝑛(𝑗), 𝑤 ̸= 𝑤𝑚𝑎𝑥(𝑛, 𝑗) найдется слово 𝑤′ ∈ ̃︀𝐴𝑛(𝑗), такое, что
𝑆𝒯 (ℛ𝑛,𝑗(𝑤)) = ℛ𝑛,𝑗(𝑤′).
Заметим, что точки вида Φ𝐴𝑑𝑚(𝑥𝑢𝑣), где 𝑥 ∈ 𝐴𝑑𝑚 и 𝑢 ∈ 𝐴𝑑𝑚𝑑−1(𝑗) всюду плотны в
ℛ𝑛,𝑗(𝑤). При этом в силу теоремы 7,
𝑆𝒯 (Φ𝐴𝑑𝑚(𝑥𝑢𝑣)) = Φ𝐴𝑑𝑚(𝑆𝐴𝑑𝑚(𝑥𝑢𝑤)).
Выберем 𝑤′ = 𝑆𝐴𝑑𝑚(𝑤). Тогда из условия 𝑤 ̸= 𝑤𝑚𝑎𝑥(𝑛, 𝑗) следует, что 𝑆𝐴𝑑𝑚(𝑥𝑢𝑤) = 𝑥𝑢𝑤′. От-
сюда вытекает, что все точки вида 𝑆𝒯 (Φ𝐴𝑑𝑚(𝑥𝑢𝑣)) принадлежат множеству ℛ𝑛,𝑗(𝑤′) и всюду
плотны в нем. Переходя к замыканиям, получаем требуемый результат.
Рассмотрим теперь случай 𝑤 = 𝑤𝑚𝑎𝑥(𝑛, 𝑗).
Теорема 14. Справедливо равенство
𝑑−1⨆︁
𝑗=0
𝑆𝒯 (ℛ𝑛,𝑗(𝑤𝑚𝑎𝑥(𝑛, 𝑗))) =
𝑑−1⨆︁
𝑗=0
ℛ𝑛,𝑗(0𝑛).
Вначале докажем включение
𝑑−1⨆︁
𝑗=0
𝑆𝒯 (ℛ𝑛,𝑗(𝑤𝑚𝑎𝑥(𝑛, 𝑗))) ⊆
𝑑−1⨆︁
𝑗=0
ℛ𝑛,𝑗(0𝑛). (16)
Для этого достаточно доказать, что для любого слова вида 𝑥𝑢𝑤𝑚𝑎𝑥(𝑛, 𝑗) с 𝑥 ∈ 𝐴𝑑𝑚 и
𝑢 ∈ 𝐴𝑑𝑚𝑑−1(𝑗) выполняется включение
𝑆𝒯 (Φ𝐴𝑑𝑚(𝑥𝑢𝑤𝑚𝑎𝑥(𝑛, 𝑗))) ∈ 𝒯𝑛,
где
𝒯𝑛 =
𝑑−1⨆︁
𝑗=0
ℛ𝑛,𝑗(0𝑛).
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При этом множество 𝒯𝑛 может быть записано в виде
𝒯𝑛 = Φ𝐴𝑑𝑚𝐴𝑑𝑚(0𝑛).
В силу теоремы 7, имеем
𝑆𝒯 (Φ𝐴𝑑𝑚(𝑥𝑢𝑤𝑚𝑎𝑥(𝑛, 𝑗))) = Φ𝐴𝑑𝑚(𝑆𝐴𝑑𝑚(𝑥𝑢𝑤𝑚𝑎𝑥(𝑛, 𝑗))).
Поскольку 𝑆𝐴𝑑𝑚(𝑥𝑢𝑤𝑚𝑎𝑥(𝑛, 𝑗)) ∈ 𝐴𝑑𝑚(0𝑛), получаем требуемое включение. Далее заметим,
что отображение 𝑆𝒯 взаимно-однозначно (за исключением, возможно, множества меры ноль)
и сохраняет меру. Поэтому, сравнивая площади в левой и правой части (16), делаем вывод о
невозможности строго включения, что и доказывает теорему 14.
Отметим, что из теоремы 10 вытекает, что множества 𝒯𝑛 обладают свойством самоподобия
𝒯𝑛 = 𝐵𝑛𝒯 . (17)
Пусть 𝑋 ⊂ 𝒯 . Отображение
𝑑𝑋𝑆𝒯 (𝑥) = 𝑆
𝑛𝑋(𝑥)
𝒯 (𝑥),
𝑛𝑋(𝑥) = min{𝑘 : 𝑘 > 0, 𝑆𝑘𝒯 (𝑥) ∈ 𝑋}
называется отображением первого возвращения для отображения 𝑆𝒯 и множества 𝑋. Пусть
𝑑𝑛 = 𝑑𝒯𝑛𝑆𝒯 .
Теорема 15. Диаграмма
𝒯 𝑆𝒯−−−−→ 𝒯⎮⎮⌄𝐵𝑛 ⎮⎮⌄𝐵𝑛
𝒯𝑛 𝑑𝑛−−−−→ 𝒯𝑛
коммутативна
Достаточно доказать теорему 15 для точек вида Φ𝐴𝑑𝑚(𝑥) ∈ 𝒯 . В силу коммутативной
диаграммы 14, имеем
𝐵𝑛(Φ𝐴𝑑𝑚(𝑥)) = Φ𝐴𝑑𝑚(𝑥0
𝑛)
и, в силу теоремы 7,
𝐵𝑛(𝑆𝒯 (Φ𝐴𝑑𝑚(𝑥))) = Φ𝐴𝑑𝑚(𝑆𝐴𝑑𝑚(𝑥)0𝑛).
Поэтому достаточно доказать, что
𝑑𝑛(Φ𝐴𝑑𝑚(𝑥0
𝑛)) = Φ𝐴𝑑𝑚(𝑆𝐴𝑑𝑚(𝑥)0
𝑛).
Данное равенство вытекает из определения 𝑑𝑛 и того факта, что в множестве 𝐴𝑑𝑚(0𝑛) нет
слов расположенных между 𝑥0𝑛 и 𝑆𝐴𝑑𝑚(𝑥)0𝑛 (относительно лексикографического поряядка).
Приведем два очевидных следствия из теоремы 15.
Следствие 2. Отображение первого возвращения для сдвига тора 𝑆 и множества 𝜋(𝒯𝑛)
топологически сопряжено с 𝑆.
Следствие 3. Пусть 𝑥 ∈ 𝒯𝑛 и 𝑂𝑟𝑏(𝑥) = {𝑆𝑘𝒯 (𝑥)}∞𝑘=−∞. Пусть также
𝑂𝑟𝑏𝑛(𝑥) = 𝑂𝑟𝑏(𝑥) ∩ 𝒯𝑛.
Тогда
𝐵𝑛𝑂𝑟𝑏(𝑥) = 𝑂𝑟𝑏𝑛(𝑥).
Следствие 3 означает, что орбита сдвига тора 𝑆 обладает свойством самоподобия.
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7. Множества ограниченного остатка II: случай разбиений поряд-
ка 𝑛
В [19], [33] и [34] был введен ряд близких условий, при которых разбиение тора состоит из
множеств ограниченного остатка. Здесь мы будем использовать вариант из работы [34].
В обозначениях раздела 4 рассмотрим разбиение 𝑑-мерного тора T𝑑:
T𝑑 =
𝑑+1⨆︁
𝑗=1
♯𝐸𝑗−1⨆︁
𝑖=0
E𝑗(𝑖) (18)
на непересекающиеся множества 𝑑+ 1 типа. Здесь ♯𝐸𝑗 – количество множеств типа E𝑗 .
Разбиение (18) порождает разбиение развертки
𝑇 =
𝑑+1⨆︁
𝑗=1
♯𝐸𝑗−1⨆︁
𝑖=0
𝐸𝑗(𝑖)
в котором 𝐸𝑗(𝑖) = 𝜋−1(E𝑗(𝑖)).
Разбиение (18) будем называть обобщенным перекладывающимся разбиением тора отно-
сительно сдвига 𝑆𝛼, если выполняются три условия.
1) 𝑆*(𝐸𝑗(𝑖)) = 𝐸𝑗(𝑖+ 1) для всех допустимых значений 𝑖, 𝑗.
2) Справедливо равенство
𝑑+1⨆︁
𝑗=1
𝐸𝑗(0) =
𝑑+1⨆︁
𝑗=1
𝑆*(𝐸𝑗(♯𝐸𝑗 − 1))
и существуют векторы 𝑤𝑗 такие, что
𝑆*(𝐸𝑗(♯𝐸𝑗 − 1))− 𝑤𝑗 = 𝐸𝑗(0).
3) Множество 𝐸 =
⨆︀𝑑+1
𝑗=1 𝐸𝑗(0) является разверткой некоторого тора.
Отметим, что условия 2) и 3) влекут за собой, что отображение первого возвращения для
сдвига тора 𝑆𝛼 на множестве
⨆︀𝑑+1
𝑗=1 E𝑗(0) топологически сопряжено некоторому сдвигу тора.
Из теорем 13–15 и формулы 17 вытекает следующий результат.
Теорема 16. Разбиение
T𝑑−1 =
𝑑−1⨆︁
𝑗=0
⨆︁
𝑤∈ ̃︀𝐴𝑛(𝑗)
𝜋(ℛ𝑛,𝑗(𝑤))
является обобщенным перекладывающимся разбиением тора относительно сдвига 𝑆.
В [34] был доказан следующий результат.
Теорема 17. Обобщенное перекладывающееся разбиение тора является его разбиением
на множества ограниченого остатка относительно сдвига 𝑆𝛼.
Объединяя теоремы 16 и 17, получаем основной результат работы.
Теорема 18. Множества 𝜋(ℛ𝑛,𝑗(𝑤)) являются множествами ограниченного остатка
относительно сдвига тора 𝑆.
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8. Заключение
В настоящей работе начато построение обобщенных разбиений Рози произвольных поряд-
ков, связанных с алгебраическими единицами Пизо. Введено общее определение таких разби-
ений и доказан ряд их базовых свойств. В частности, показано, что обобщенные разбиения
Рози порождают обобщенные перекладывающиеся разбиения тора и, как следствие, состоят
из множеств ограниченного остатка.
Отметим, что изучение классического разбиения Рози [1], [9] было тесно связано с разло-
жениями натуральных чисел по последовательности трибоначчи,определяемой рекуррентным
соотношением 𝑇𝑛 = 𝑇𝑛−1+ 𝑇𝑛−2+ 𝑇𝑛−3. В настоящей работе для построения и изучения обоб-
щенных разюиений Рози мы использовали иные методы, основанные на комбинаторике слов.
Тем не менее, изучение связи обобщенных разбиений Рози с разложениями натуральных чи-
сел по линейным рекуррентным последовательностям является интересной задачей, которой
автор планирует посвятить одну из следующих работ.
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