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PROBLEM Access to fresh and safe drinking water is a major challenge in many countries. A variety of 
solar desalination technologies exist, which range from passive to highly automated systems. The 
problem for third-world countries is that advanced technology is difficult to fund and to maintain. Hence 
passive designs are advantageous. Previous research by A. Gorrie concluded that using forced cooling of 
the external condenser surface, an increase in water production of 60% was observed [1]. 
NEED As identified, the need for keeping the external condenser surface cool is the most effective 
method of increasing water production, and therefore different geometric designs of the external 
condenser surface were looked at to enhance heat rejection from the condenser. 
 
PURPOSE There is a need to design and optimize, build, and computationally model the heat rejection of 
a new condenser. This is to validate that the new design is capable of rejecting more heat than the 
current setup (flat plate condenser). The main variable in optimise was minimisation of material use, 
and manufacturing economics.  
APPROACH The research project intends to (a) come up with several conceptual designs, (b) run CFD 
(Computational Fluid Dynamics) parametric optimisation, (c) build the optimized design candidate and 
collect empirical data, (d) build a transient CFD model of the optimized design, and (e) formulate a 
mathematical model describing the water production due to the new condenser design. 
COMPLEXITY This is a complex project because of the number of parametric variables involved in the 
optimisation process and in the commissioning of the rig to validate the optimisation results. 
 
ORIGINALITY The work makes several original contributions. First it provides a method to optimise the 
design of condensers, when there is little or no published literature in this area. Second, it provides a 
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𝑘𝑚𝑖𝑥 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑤𝑎𝑡𝑒𝑟 𝑣𝑎𝑝𝑜𝑢𝑟 𝑡𝑜 𝑎𝑖𝑟 (𝑤. (𝑚. 𝐾)
−1) 
𝑚2 𝑠𝑙𝑜𝑝𝑒 𝑜𝑓 𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑣𝑎𝑝𝑜𝑢𝑟 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑐𝑢𝑟𝑣𝑒 (𝑘𝑃𝑎𝐾
−1) 
𝑚𝑤 𝑚𝑎𝑠𝑠 𝑜𝑓 𝑤𝑎𝑡𝑒𝑟 𝑖𝑛 𝑠𝑡𝑖𝑙𝑙 (𝑘𝑔) 
𝑣𝑎𝑥𝑖𝑎𝑙, 𝑢𝑟𝑎𝑑𝑖𝑎𝑙 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑖𝑛 𝑤𝑖𝑛𝑑 𝑡𝑢𝑛𝑛𝑒𝑙 (𝑚. 𝑠
−1) 
𝛼𝑤 𝑎𝑏𝑠𝑜𝑟𝑝𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑤𝑎𝑡𝑒𝑟 (
%
100⁄ ) 
𝛿𝑒  𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑣𝑎𝑝𝑜𝑢𝑟 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 − 𝑎𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑝𝑜𝑢𝑟 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒
= 𝑒𝑠 − 𝑒𝑎 (𝑘𝑃𝑎) 
𝜆𝑣 𝐿𝑎𝑡𝑒𝑛𝑡 ℎ𝑒𝑎𝑡 𝑜𝑓 𝑣𝑎𝑝𝑜𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑤𝑎𝑡𝑒𝑟 (𝑀𝐽 𝑘𝑔
−1) 
𝜌𝑚𝑖𝑥 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝑤𝑎𝑡𝑒𝑟 𝑣𝑎𝑝𝑜𝑢𝑟 − 𝑎𝑖𝑟 𝑚𝑖𝑥𝑡𝑢𝑟𝑒 (𝑘𝑔.𝑚
−3) 
∆𝑃 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑖𝑛𝑙𝑒𝑡 𝑎𝑛𝑑 𝑜𝑢𝑡𝑙𝑒𝑡 (𝑃𝑎) 
ℎ ℎ𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 (𝑤. (𝑚2. 𝐾)−1) 
𝐴 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑡ℎ𝑒 𝑏𝑎𝑠𝑖𝑛  𝑚2 
𝐶 𝑠𝑝𝑎𝑐𝑖𝑛𝑔 𝑓𝑟𝑜𝑚 𝑡𝑜𝑝 𝑜𝑓 𝑡ℎ𝑒 𝑓𝑖𝑛 𝑡𝑜 𝑐𝑒𝑖𝑙𝑖𝑛𝑔 (𝑚) 
𝐺 𝑠𝑜𝑙𝑎𝑟 𝑖𝑛𝑠𝑜𝑙𝑎𝑡𝑖𝑜𝑛 𝑒𝑛𝑡𝑒𝑟𝑖𝑛𝑔 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑡ℎ𝑒 𝑔𝑙𝑎𝑠𝑠 (𝑊.𝑚−2) 
𝐻 ℎ𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑓𝑖𝑛 (𝑚) 
𝐼𝑥 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑐𝑒 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 (%) 
𝐿 𝑐ℎ𝑎𝑟𝑎𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 𝑙𝑒𝑛𝑔𝑡ℎ (𝑚) 
𝐿𝑒 𝐿𝑒𝑤𝑖𝑠 𝑛𝑢𝑚𝑏𝑒𝑟 
𝑁 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑜𝑤𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑓𝑖𝑛 𝑎𝑟𝑟𝑎𝑦 
𝑁𝑢 𝑁𝑢𝑠𝑠𝑒𝑙𝑡 𝑛𝑢𝑚𝑏𝑒𝑟 
𝑃, 𝐴𝑐 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑡𝑜 𝑚 = √
ℎ𝑃
𝑘𝑓𝐴𝑐
 (𝑚), (𝑚2) 
𝑅𝑒 𝑅𝑒𝑦𝑛𝑜𝑙𝑑𝑠 𝑛𝑢𝑚𝑏𝑒𝑟 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑑𝑢𝑐𝑡 
𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑝𝑡 𝑒, 𝑐, 𝑟, 𝑘 𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛, 𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛, 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛, 𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 
𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑝𝑡 𝑤, 𝑔, 𝑏 𝑤𝑎𝑡𝑒𝑟, 𝑐𝑜𝑣𝑒𝑟, 𝑏𝑎𝑠𝑖𝑛 
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𝑇 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 (𝐾) 
𝑈 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑎𝑖𝑟 𝑓𝑙𝑜𝑤 (𝑚. 𝑠−1) 
𝑎, 𝑏 𝑓𝑖𝑡𝑡𝑖𝑛𝑔 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 𝑡𝑜 𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 
𝑑 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 𝑜𝑟 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 𝑜𝑓 𝑝𝑖𝑛 (𝑚) 
𝑓 𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 
𝑘 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (𝑤. (𝑚. 𝐾)−1) 




𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑡𝑜 𝑓𝑖𝑛 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦, ƞ𝑓  
𝑞 ℎ𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑡𝑒𝑟𝑚 (𝑊.𝑚−2)  
𝑡 𝑡𝑖𝑚𝑒 (𝑠) 
𝑤 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑓𝑖𝑛 (𝑚) 
𝛾 𝑃𝑠𝑦𝑐ℎ𝑟𝑜𝑚𝑒𝑡𝑟𝑖𝑐 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (𝑘𝑃𝑎𝐾−1) 
 𝑒𝑚𝑖𝑠𝑠𝑖𝑣𝑖𝑡𝑦 (% 100⁄ )  
𝜇 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑜𝑓 𝑓𝑙𝑢𝑖𝑑 (𝑘𝑔. (𝑠.𝑚)−1) 
𝜌 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝑓𝑙𝑢𝑖𝑑 (𝑘𝑔.𝑚−3) 
𝜎 𝑆𝑡𝑒𝑓𝑎𝑛 − 𝐵𝑜𝑙𝑡𝑧𝑚𝑎𝑛 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 
𝜏 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑎𝑛𝑐𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑔𝑙𝑎𝑠𝑠 𝑐𝑜𝑣𝑒𝑟, 𝑓𝑜𝑢𝑛𝑑 𝑖𝑛 𝐹𝑖𝑔𝑢𝑟𝑒 5.3.1 (% 100⁄ ) 
[25]  







 Solar desalination  
Water is an essential resource for humans. Access to a fresh and safe drinking water supply is a major 
challenge in many countries.  In many parts of the world fresh water sources are scarce, or the existing 
water is not in the form of safe drinking water, for example, sea water. The process of converting sea 
water to fresh water is called desalination, where reverse osmosis is the most commonly used. 
However, this process has many disadvantages: it is a slow process; it does not remove chemical 
contaminants; it requires frequent replacement of the filters; and also, it requires much energy to run 
the system. The problem for third-world countries is that advanced technology is difficult to fund and to 
maintain. However, in third-world countries there is usually an abundance of solar energy, hence 
passive designs driven by renewable energy are advantageous. 
 Project Background 
A previous ME thesis student A. Gorrie, identified the importance of maximizing cooling to the 
condenser surface on the solar desalinator, and considered this as the main objective for future projects 
[1]. In part of his thesis, he proposed two conceptual designs to promote cooling to the condenser 
surface. The first concept was the extended cover design (Fig. 2.11.2), which works by concentrating 
heat in a small region at the inlet (high pressure), and because of the cavity profile, the temperature 
decreases as it moves towards the outlet. The temperature difference will then induce a convection 
effect. The second concept was about the use of extended surfaces (Fig. 2.11.1), which are commonly 
used in heat rejection applications. However, there are still many possibilities with using extended 
surfaces as there are many geometric variables involved.  
 Project Context 
The second concept of using an extended surface on the condenser was adopted, as initially it was 
thought that the first concept may not be effective enough to give a meaningful improvement. An 
extended surface is an application that is commonly used in electronic cooling, and there are endless 
possibilities regarding the geometrical design of the extended surfaces, which leaves scope for research.  
As a continuity of the project which was not completed by A. Gorrie, this project will still share the same 
context in that the new condenser design must be able to be implemented on A. Gorrie’s rig, and be 
able to operate in tropical, third world countries (Tonga). Therefore, factors such as material cost, 
manufacturing process and assembly requirements will be considered, as discussed in Section 8.4. The 
design should ultimately remain completely passive without manual supervision, and any electricity it 
may require must come from a renewable source (solar). But because this new condenser rig is being 
built and tested indoors, electrical appliances such as an axial fan and a heating foil is needed to 






 Project Outline 
This project will begin by studying the number of possibilities in extended surface design, set constraints 
and optimize for the highest condenser heat rejection using the experimental condition of A. Gorrie’s 
Test 17 as reference. A second objective was added that the condenser design must use as minimal an 
amount of aluminium as possible, because this matches the context of the project to minimise material 
cost if this was to be deployed in third-world countries. The main constraints in this optimisation were 
that the extended surface must not take a space bigger than the current condenser (1256x260mm), and 
a height limit of 200mm was imposed on it for structural reasons. After determining the optimal 
condenser design, it will be manufactured along with a flat plate condenser. The purpose of the flat 
plate condenser is to serve as a benchmark comparison for the condenser with the extended surface. 
Both would be tested and validated by CFD modelling, in order to determine whether the optimisation 






















 Literature Review 
 Fin geometry 
Fins (or pins) or a heat sink are commonly used to promote cooling on a hot surface. They usually consist 
of multiple extruded pins in a structured array. The pins have many different geometric profiles, and the 
array layout can change depending on the optimal design for the application, which is pre-determined 
using CFD or experiments. Experiments mentioned in the literature usually consist of two forms of 
convection: free laminar convection (no wind), and forced convection (wind). For this project, both 
methods of convection will be relevant.  
 Square and rectangular 
Square and rectangular pin fins are commonly used in the literature, as the simple geometry provided 
can be easily used for parameterization in experiments and computations. A square pin fin array 
contains four parameters: edge length, pin height, and X and Y spacing between pin fins. For rectangular 
pin fins, an additional parameter is needed to describe the second edge length. A finite difference 
computation was done by [2] for rectangular fin arrays under free laminar convection. It concluded that 
the heat transfer coefficient, ℎ, increases with the temperature difference between the fin’s surface and 
ambient air, 𝑇𝑓 − 𝑇𝑎, and the height of the fin, 𝐻. The heat transfer coefficient was also found to 
decrease to 𝐿, the length of the fin, and therefore tall, slender fin profiles are favoured. For spacing of 
the fins, 𝑆, the optimal value was found to be approximately 6-7 mm for the highest heat transfer rate.  
From doing CFD on several other geometries by [3], using an inlet velocity of 3 ms-1, the square pin fin 
was shown to leave behind large vortices compared with other profiles, which caused considerable 
pressure loss and thus a lower cooling rate. 
Of the two profiles, [4] reported that the square pins outperformed the plate fins (rectangular), due to 
the greater exposed surface area present.  
 Circular 
Circular pin fins are the most used profile due to only needing one parameter for their geometry, and 
from [4], circular pins transferred more heat than other profiles except for elliptical. This result was also 
agreed by [3]. There are more underlying factors that control these outcomes, related to pressure drop, 
Reynolds number, friction factor, Nusselt correlation and different array layouts which may benefit one 
geometry over another; these will be discussed in later chapters.  
 Elliptical, drop shape and NACA1 
Two geometric comparison criteria were defined by the author [3]. The first set had the same hydraulic 
diameter, coverage ratio, and pin length; the second set consisted of the same blockage area, the 
                                                          





distance between pins and pin length. Both criteria sets were referred to as FCC2 and SCC3. The result by 
[3] showed that these more complex profiles outperformed the circular profiles on almost all occasions. 
The author of [3] explained that these profiles had a higher length to thickness ratio, making them more 
efficient in a staggered array arrangement. Only for FCC with the inline array layout, the circle profile 
outperforms all other variants [3], [4]. The author of [4] explained that this was due to the unique 
deflection flow that the circular pin fins exhibited in an inline array.  
 Oblique and inclined fins 
Having circular fins leaning at an angle from the vertical axis is an attempt to increase the surface area 
exposed to convection. Two different oblique fin arrangements under forced convection were 
investigated by [5]. One was called the single row arrangement, where all the fins in the row are inclined 
in the same direction; the other was called the cross-row arrangement, where fins are inclined in 
opposite directions alternately. It was reported that for the single row arrangement the best angle was 0 
degrees, which is equivalent to having perpendicular fins; the heat transfer for the cross-row 
arrangement was almost identical to perpendicular fins for inclination -30 to +30 degrees [5]. This was 
also supported by [6], who concluded that inclined pins have the same average heat transfer coefficient 
to a horizontal fin. It was also suggested that only in a low Reynolds number environment (free 
convection) would oblique fins be able to outperform horizontal fins due to the increased surface area 
[6]. 
                         
Figure 2.1.1. Different oblique fin arrangements. Image M Leung adapted from [5]. 
This application was also applied to rectangular fins [7], but the inclination was along the x and y planes. 
The experiment compared the inline array and fins facing 20 degrees from the x axis. For an input wind 
velocity of 15 ms-1, the inclined fin array was found to have enhanced heat transfer by more than 1.5 
times the inline fin array [7]. This enhancement was due to the additional formation of the longitudinal 
vortex for the inclined fin array, while the horseshoe vortex occurred in both experiments [7].  
                                                          
2 First comparison criteria. 





Figure 2.1.2. Inclination of rectangular fins in the xy plane. Image M Leung adapted from [7]. 
 Fin array layout 
 Inline and staggered arrangement 
There are usually two different layouts of pin fin arrays: the inline and staggered arrangements, as 
shown in Figure 2.1.3. This can also be applied to other geometries such as square, rectangular and 
elliptical. Both arrangements favour certain geometries and are also dependent on aerodynamic 
conditions. According to [8], inline arrays favour square fins; however, other effects, such as spacing, 
have not been considered. Reviewing [3] shows that staggered arrangements yield better results for all 
geometries, in particular for elliptical and NACA profiles. This finding from [3] disagreed with [8], but 
because each experiment had different criteria, it could mean that the generalized statement from [8] 
may not be applied to other experiments.  
An explanation for this disagreement was made by [9], who concluded that while it is true that the 
staggered arrangement can provide a higher convective cooling rate, but only the airflow rate remains 
constant. This condition changes when [9] identified that the staggered arrangement induces a higher 
pressure drop, which decreases the actual airflow rate. Therefore, a balance must be made between 
how much pressure loss is acceptable so that it does not inhibit the airflow reaching the backline of the 
fin array.  
                                                                                      
Figure 2.1.3. Inline and staggered circular pin fin arrays. Image M Leung. 
 Fin spacing 
In [10], inline and staggered arrangements were compared with square pin fins, based on the highest 
Nusselt number and pumping power required; the optimal configuration for the square pin-fin array was 
under staggered condition when 𝑋𝑇=1.5 and 𝑋𝐿=1.5. As 𝑋𝑇 and 𝑋𝐿 increase, the performance decreases 
for both arrangements due to less cooling surface area available, but from 𝑋𝑇<2 the inline arrangement 
performed better than staggered. A comparison plot from [10] shows that the square array 





circular array performed better. This concludes that there are an endless number of possibilities and 









 Clearance ratio 
The effect of the clearance ratio was investigated by [11]; it was found that performance increases with 
lower ratios. This is because taller fins have a greater surface area and also induce more turbulence, 
which then increases the Nusselt number [11]. The effect is more obvious in the staggered than the 





 Height to diameter ratio 
Height to diameter ratio is defined by [11] and [12]; this is only applicable to circular fins. Pin fins with 
height to diameter ratio of 0.5- 4 are called short pin fins, above a ratio of 4 are called long pin fins. 
Short pin fins are used in turbine cooling while long pin fins are used in heat exchanger applications [12]. 
Pin fins with a ratio less than three have a constant heat transfer rate, while greater than three the heat 
transfer rate increases significantly [12]. This is due to end wall effects being dominant in short pin fins, 
and in long pin fins, heat transfer increases with surface area [12].  
 Fin array orientation 
 Flat, side and upside down  
The orientation effect was investigated on square pin-fin heat sink under natural convection [8]; it was 
found that the downward facing heat sink had the lowest heat transfer coefficient. For the other two 
cases, the sideward orientation outperformed the upward one for finning factor 𝜓, less than 2.7, 
otherwise the situation is reversed. There was no information on the orientation effect for forced 
convection.  
𝜓 =
𝑇𝑜𝑡𝑎𝑙 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎 𝑒𝑥𝑝𝑜𝑠𝑒𝑑 𝑡𝑜 𝑎𝑖𝑟 𝑓𝑙𝑜𝑤
𝐵𝑎𝑠𝑒 𝑝𝑙𝑎𝑡𝑒 𝑎𝑟𝑒𝑎
 
 Fin array aerodynamics 
 Friction factor and pressure loss 
Much literature is associated with aerodynamic performance based on the amount of power required to 
pump air into a wind tunnel. The pumping power is measured using the Reynolds number and friction 
factor; these can then be correlated to the heat transfer coefficient of the array. Some correlations exist; 











In [12], it was found that the constant 𝑎 is a function of 𝑋𝑇. Other literature has many different fitting 
constants based on other variables, which are only relevant to the particular experimental setup it was 











Only by measuring the experimental friction factor can the fitting constants be determined. 
 Fin density 
It is assumed that the higher the fin density, the efficiency of the heat sink will increase. However,  
having more fins will increase the pressure drop, and thus the pumping power required [9]. Experiments 
by [9] show that by removing fins from areas where airflow was congested did not affect the total 
cooling, while also saving the material required for manufacturing. However, as the number of fins 
decreases past a certain point, the ability to cool decreases as well [9].  
 Fin array convection 
 Nusselt correlation and Reynolds number 
The Nusselt number has been used in much literature as a direct measure of performance. The 
definition of the Nusselt number is the total heat transfer divided by the conductive coefficient, which 





𝑤ℎ𝑒𝑟𝑒 ℎ 𝑖𝑠 𝑡ℎ𝑒 ℎ𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡, 𝐿 𝑖𝑠 𝑡ℎ𝑒 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 𝑙𝑒𝑛𝑔𝑡ℎ 𝑎𝑛𝑑 𝑘 𝑖𝑠 𝑡ℎ𝑒 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦. 
As h increases, which is achieved by better heat sink design, the Nusselt number will increase. By using 
the Nusselt number to measure performance, correlations with the Reynolds number can be made. An 
empirical model was made for the average Nusselt number on a staggered square pin-fin array [11]: 





















where  𝐶𝑝, 𝜇 𝑎𝑟𝑒 𝑡ℎ𝑒 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 ℎ𝑒𝑎𝑡 𝑎𝑛𝑑 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑓𝑙𝑢𝑖𝑑, 
𝑎𝑛𝑑 𝐷𝑒 𝑖𝑠 𝑡ℎ𝑒 ℎ𝑦𝑑𝑟𝑎𝑢𝑙𝑖𝑐 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 𝑜𝑓 𝑑𝑢𝑐𝑡 𝑒𝑛𝑡𝑟𝑎𝑛𝑐𝑒  
The above correlation is valid for 10000< 𝑅𝑒 <34000, 1.58<
𝑆𝑇
𝑑
⁄ <9.33, 0<𝐶 𝐻⁄ <1 [11]. The direct 
correlation for specific heat, dynamic viscosity and thermal conductivity [15] are given by: 




] × 10−2 𝐽 𝑘𝑔𝐾⁄  




] × 10−6 
𝑘𝑔
𝑚𝑠⁄  
𝑘𝑎𝑖𝑟 = [3.7415 + 7.495 × 10
−2(𝑇𝑖𝑛 + 𝑇𝑜𝑢𝑡)] × 10
−3 𝑊
𝑚𝐾⁄  
However, the above does not account for each pin and depends on the size of the duct used in [11]. To 
analyse the Nusselt correlation for an average single circular pin under inline and staggered 
arrangements [15]: 
𝑁𝑢𝑑 = {
























⁄ ) ≤ 0.332 
0.033 ≤ (
𝑆𝐿
𝐿⁄ ) ≤ 0.212 𝑖𝑛𝑙𝑖𝑛𝑒, 0.152 𝑠𝑡𝑎𝑔𝑔𝑒𝑟𝑒𝑑 
3.3414 𝑖𝑛𝑙𝑖𝑛𝑒,  3.138 𝑠𝑡𝑎𝑔𝑔𝑒𝑟𝑒𝑑 × 103 ≤ 𝑅𝑒 ≤ 6.683 𝑖𝑛𝑙𝑖𝑛𝑒, 4.98 𝑠𝑡𝑎𝑔𝑔𝑒𝑟𝑒𝑑 × 103  







where m and n are fitting constants, which depend on pin spacing, fin geometry, their arrangement and 
other experimental variables, which makes it possible to compare different research in the literature.  
 Efficiency and effectiveness 















𝐻 + (𝑡 2⁄ )  𝑡 = 𝑑 𝑓𝑜𝑟 𝑠𝑞𝑢𝑎𝑟𝑒 𝑓𝑖𝑛, 𝑡 = 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 𝑓𝑜𝑟 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑓𝑖𝑛




2𝑤 + 2𝑡 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟
𝜋𝑑 𝑐𝑖𝑟𝑐𝑢𝑙𝑎𝑟






For the efficiency of an entire array, [16] showed that it could be written as: 
ƞ𝑜 = 1 −
𝑁𝑓𝐴𝑓
𝐴𝑡
(1 − ƞ𝑓) 
Using this, the theoretical efficiency of an array design can be determined; however, this does not take 
into account the aerodynamic effects of pin spacing and the clearance ratio mentioned in other 
literature.  
 Heat transfer coefficient 






Using the correlation for 𝑁𝑢𝑑 in 2.5.1, the efficiency values in 2.5.2 can be determined. 
 Heat rejection optimisation  
 Least material equation 
The use of orthotropic material to build heat sinks was looked at by [17] to reduce to heat rejection per 
mass of material. In the literature, Polyphenylene Sulphide (PPS) was compared with aluminium using 
the least material pin fin equation [17] for air and water under natural and forced convection: 
𝑑𝑙𝑚 = 1.503(ℎ𝑉
2𝑘−1)0.2 
where 𝑑𝑙𝑚 is the optimal pin diameter, and 𝑉 is the volume of the pin fin. This means that for a given 
volume of material available with a known heat transfer coefficient, the optimal pin fin diameter and 
height could be determined. It was found that for a pin fin height of less than 5cm there was no 





rejection per mass of material, PPS is better than aluminium for pin fin height below 15cm due to its 
reduced density (1700kg/m3). This meant that for small-scale heat sinks, PPS would be more ideal due to 
its reduced weight and easier manufacturability. However, the literature intended heat sinks to be 
cooled from the top and not as an inline duct flow; also, there was a lack of experimental data to 
validate the computational results.  
 Constant volume of material and optimal configuration 
Optimization for the optimal heat rejection was done for a square inline heat sink which can vary in base 
size, fin height, diameter and number [18]. The model ignores the volume of the base plate and looks at 
finding the optimal setup by constraining the volume of material used to be 𝑉 = 0.25𝜋𝐷2𝑊2𝐻𝑆−2, 
where D is the diameter of fin, W is the width of the square baseplate and S is the constant x and y 
spacing [18]. To complete the optimisation the literature, the k-epsilon turbulence model was used for 
2D in FLUENT, and the problem was split into a process of three comparisons: 
1. By varying the ratio between the pin diameter and spacing, (0.25𝜋𝐷2𝑆−2) for 0.2, 0.3 and 0.4. 
2. Keeping the best diameter to spacing ratio and varying the dimensionless air velocity, (0.67, 1 
and 1.33). 
3. Looking at different pin height to base plate width ratios, (𝐻𝑊−1) for 0.5, 1.5 and 2 while using 
the best diameter to spacing and air velocity. 
It was found that the optimal ratio of diameter to spacing was 0.2, which meant that it favoured more 
slender fins that are widely spaced [18]. Air velocity did not influence the optimal design, and by fixing 
the diameter to spacing at 0.2, the optimal pin height to base plate width ratio was 1.5 [18]. The 
limitation of this literature was that it only considered flow interaction in 2D without any experimental 
data. However, the spacing of the pin fins would also have an effect on the airflow. The model used a 
constant inflow air velocity at the inlet regardless of the pressure drop induced by the heat sink; this is 
not true in a real system where the fan supplying the air would operate by a fan curve.  
 Evaporation 
 Penman-Shuttleworth equation 
In the literature, the Penman-Shuttleworth equation was used in the topic of hydrology to determine 
the depth of water which evaporated. The equation provided in [19] was not very well understood 
regarding nomenclature. In [20] the equation is called the modified Penman equation by W. James 
Shuttleworth in 1993.  
𝐸𝑚𝑎𝑠𝑠 =




4098(0.6108 × exp (












𝛿𝑒 = 𝑒𝑠 − 𝑒𝑎  (𝑘𝑃𝑎) 
The above equation could be applied to predict the productivity of solar stills, which also takes into 
account the relative humidity as proposed by [1]. In the literature review of [1], they showed two 
empirical correlations by [21, 22] to model solar still productivity. These correlations were based on 
water depth, temperature, and also variables related to the dimensions and geometry of the solar still. 
The limitations of these correlations were that they were only relevant to the experiment setup where it 
was conducted. The advantages of using the Penman-Shuttleworth equation is that it takes into account 
the instantaneous temperature and humidity, which are dependent on rig design, water depth, and 
geographic location.  Therefore, it is possible to relate the performance of different solar stills without 
needing to know how the experiment was set up. There is no literature documenting the use of the 
Penman-Shuttleworth equation in passive desalination, and therefore it could be worthwhile to explore 
it.  
 Flow straightener 
Due to limited resources, it is difficult to generate a stream of perfectly straight and laminar flow. Most 
likely the flow will be generated using an axial fan, which creates a helical flow that travels in all three 
dimensions, resulting in a significant pressure loss across the duct, making the ideal inline flow 
assumption inappropriate in calculations and adding complexity to CFD modelling. Therefore, ways of 
straightening the flow must be looked at. 
 Flow straightener designs 
In [23, 24], three flow straightener designs were compared: the Etoile, Tube bundle, and Laws 
perforated plate straightener. A swirl was produced using two 90-degree bends to replicate turbulence 
in a wind tunnel of length 91D (D is the diameter of the straightener), and where 2D is the length of the 
straightener in [23, 24]. Measurements were taken at various distances down the wind tunnel for 
velocity ratio, turbulence, and swirl angle. The Laws perforated plate provided the best velocity profile, 
the Tube bundle for the least swirl angle, and Etoile for minimizing turbulence [23, 24]. A modified Etoile 
straightener, called the open Etoile where the centre is hollow, was found to have better performance 
than the closed Etoile [25]. However, the open Etoile fails to completely generate a fully developed flow; 
therefore, the author proposed that the open Etoile straightener could be used upstream of another 





                    
Figure 2.8.1. Etoile and tube bundle straightener. Image M Leung adapted from [23, 24], [25]. 
 Velocity profile, turbulence, and swirl angle 




, 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑐𝑒 = 𝐼𝑥(%), 𝑠𝑤𝑖𝑟𝑙 𝑎𝑛𝑔𝑙𝑒 = 𝑎𝑟𝑐𝑡𝑔 (
𝑣𝑎𝑥𝑖𝑎𝑙
𝑢𝑟𝑎𝑑𝑖𝑎𝑙
) (  ̊ ) 
In the experiment setup by [23, 24], four sets of measurements were taken for these parameters at 
downstream distances of 6, 9, 14 and 22D. Measurements were obtained using a Laser Doppler 
Anemometer installed in a wind tunnel; this may be hard to apply in the limited space of the solar stills. 




There is no approach to obtaining the swirl angle without proper data acquisition equipment, but to 
visualize the swirl angle some form of tufts may be sufficient.  
 Length of the straightener 
Straighteners of length 2D have been recommended by ISO 5167 for best performance [25]. Shorter 
Etoile straighteners of length D/16 and D/8 have been investigated. It was concluded that the length of 
the Etoile straightener was not related to removing the swirl, but it does affect the axial component of 
the turbulence intensity [25]. 
 Centrifugal fan 
The viability of a centrifugal fan was discussed in [9] as it supplies a better quality inline flow than an 
axial fan. Centrifugal fans are more suited to high-pressure loss applications, for example, in a staggered 
array with a high fin density. The disadvantage of using a centrifugal fan over an axial fan is it requires 
more power for the same amount of airflow [9]. 
 Dunkle’s model 
Dunkle’s model has been widely used in passive solar desalination; however, it has the oldest correlation 






It has been widely accepted that the energy balance of the water in the solar still is in the form of [27], 
[28]: 




𝑞𝑒 = ℎ𝑒(𝑇𝑤 − 𝑇𝑔) 𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛; 𝑞𝑐 = ℎ𝑐(𝑇𝑤 − 𝑇𝑔) 𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛        
𝑞𝑘 = 𝑈𝑏(𝑇𝑤 − 𝑇𝑏) 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛; 𝑞𝑟 = ℎ𝑟(𝑇𝑤 − 𝑇𝑔) 𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 
Also, 𝑈𝑏 can be ignored if the basin is large and well insulated [28]. 
The Dunkle correlation in the convective heat transfer from water to glass [29] is given by: 
ℎ𝑐 = 0.884 [𝑇𝑤 − 𝑇𝑔 +
(𝑃𝑤−𝑃𝑔) × 𝑇𝑤




















2) × (𝑇𝑤 − 𝑇𝑔) 
𝑃(𝑇) = 𝑒𝑥𝑝 [25.317 −
5144
𝑇
]      𝑇(283 − 363𝐾) 
The rate of water production was estimated to be based on the evaporative term [30]; however, this 




 (𝑘𝑔. 𝑠−1) 
ℎ𝑓𝑔 = 2.4935 × 10
6[1 − 9.4779 × 10−4(𝑇 − 273) + 1.3132 × 10−7(𝑇 − 273)2 − 4.7974
× 10−9(𝑇 − 273)3] 𝑓𝑜𝑟 𝑇 < 343𝐾 






To determine the limitations of the Dunkle’s model, it was compared to the CFD data in [29]. It was 
found that the model was accurate from 17℃ to 50℃. In [31], it is stated that the Dunkle’s model 
overestimates the evaporation rate by 30%. This also agreed with [32] where it stated there was a 






















𝐷𝑤𝑎 𝑖𝑠 𝑡ℎ𝑒 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑤𝑎𝑡𝑒𝑟 𝑣𝑎𝑝𝑜𝑢𝑟 𝑖𝑛 𝑎𝑖𝑟 (𝑚
2𝑠−1) 
Due to the complexity of measuring these psychrometric properties, the exact form has only been used 
by [31] to compare its deviation from other models and approximations. By assuming 𝐿𝑒 = 1 







This approximation now ignores the effect of water vapour, and is only accurate at lower temperatures. 







 Comparison of models 
Three models were compared in [31]: the Bulk Motion, Chilton-Coburn, and Dunkle’s model. The Lewis 
equation was only a simplification of the Chilton-Coburn and was not actually tested in [31]. It was 
found that the Dunkle’s model will always overestimate water production, while the other two models 
remain relatively close to the experimental results [31]. However, it was not clear as to the 
instrumentation and formulation needed for these other two models, making it difficult to replicate. 
 Gorrie’s research 
 The Gorrie model 
As part of the investigation regarding the effect of relative humidity on water production, [1] found that 
the assumption of fully saturated air inside the solar still not to be true. This assumption was used in the 
Dunkle’s model as there was no humidity term. More advanced models discussed earlier, like the 
Penman-Shuttleworth and Chilton-Coburn, did introduce humidity as a dependent variable. However, 
the Gorrie model also accounts for the difference in relative humidity between the brine and condenser 
surface, as well as three temperature differentials inside the solar still. This makes the Gorrie model to 





1. The model depends on the build of the solar still; [1] obtained this formulation based on the 
main solar still. It was also mentioned that smaller stills were made but did not obtain any water 
at all. Therefore, there must be a limitation on the 𝐴𝑒 term in the formulation. 
2. Internal pressure was not used in the formulation, which is one of the main variables that 
appears in other evaporation models. The exclusion was commented on by [1], as the pressure 
measurements were considered unreliable, and not suitable to be included in the formulation.  
3. The Gorrie model is still an empirical correlation. It uses ten arbitrary heat and mass transfer 
coefficients, 𝑘𝑖 to fit its model. Currently no one has been able to formulate a model from first 
principles.  




− 𝑘2(𝑇4 − 𝑇2) 𝐾/ℎ𝑟 




𝑀1̇ = −𝑘5(𝑇4 − 𝑇2) − 𝑘6(1 − 𝐻1) 𝑘𝑔/ℎ𝑟 




𝑀3̇ = −𝑘9(𝑇3 − 𝑇2) − 𝑘10(𝑀1(0) − 𝑀1) 𝑘𝑔/ℎ𝑟 
𝐻1 𝑎𝑛𝑑 𝐻2 𝑎𝑟𝑒 𝑡ℎ𝑒 ℎ𝑢𝑚𝑖𝑑𝑖𝑡𝑦 𝑎𝑡 𝑡ℎ𝑒 𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛 𝑠𝑢𝑟𝑓𝑎𝑐𝑒, 𝑖𝑛 %/100  
 Condenser design 
The majority of this literature review focused on extended surface, as [1] proposed a future research 
scope of adding a fin arrangement on the condenser surface. Below are some of the basic concepts of 
the condenser surface, which have already been discussed in greater detail in Sections 2.1-2.5. 
Figure 2.11.1. Conceptual design of fin arrays as proposed by A. Gorrie [1]. Image M Leung adapted from [1]. 
Another concept proposed by [1] was the extended cover design. The difference in cross-section width 
was thought to induce a pressure differential which increases the overall convective cooling. At the 
same time, the cover also provides shading to the condenser surface, keeping the condenser surface as 





                                                                                                                                                               
Figure 2.11.2. Extended cover surface design proposed by A. Gorrie [1]. Image M Leung adapted from [1].                                                                                                                         
 Salinity issue 
The topic of whether using actual seawater compared to fresh water in testing has been investigated by 
[1]. It was found that by using seawater of 3.6% salinity, it had little effect on production; looking at the 
results of [33], the decrease in production between 0 and 3.6% salinity is small. However, a 30% 
decrease in production was observed when the salinity was increased to 75% [33]. 
 CFD modelling 
 CFD of the entire solar still 
The work of [29] focused on CFD modelling the transient convective and evaporative heat transfer 
response for a given set of solar insolation data. This was then compared with the actual experimental 
data. A two-phase model (liquid and gas) was used by [29], and solved using the energy and mass 
equation. Internal turbulence inside the solar still was ignored, based on the assumption that the liquid 
remains relatively calm and the vaporization rate is low [29]. Because of the high number of time steps 
required to model the transient response for 14 hours, 14 stages of quasi steady state were used in [29]. 
Each quasi-stage required 4-12 hours of computation [29]. The result of [29] concludes that a decrease 
of 7.79% in production rate was reported using CFD compared to the experimental data.  
A steady-state CFD analysis was performed by [32] using a fixed basin and absorber surface temperature 
of 300 and 350K, with an emphasis on modelling the velocity profile from convection, shear stress on 
absorber and basin surface, and the temperature profile at various elevations inside the solar still. The 
velocity profile was found to be highest in the centre of the absorber and basin surface, which was due 
to the high shear stress found in the same area as well [32, 34]. The paper did not model for water 
production but reported a 30% difference in Nusselt numbers between the experimental data (using 
Dunkle’s model) and the CFD results.  
 Optimization methodologies and algorithm for heat sinks using CFD 
Using very fine spacing, when there are many parameters, can be computationally expensive due to the 





but [35] commented that this method fails when the gradient does not exist. Other problems identified 
by [35] were: 
1. The optimisation process converging to a local minima/maxima rather than the global 
minima/maxima. So, using an arbitrary example in Fig. 2.12.1, it can be seen that it is crucial to 
select the correct start point to ensure convergence to global minima. 
2. Mesh instability when geometry changes. 
3. The presence of discrete and continuous design parameters, like the number of fins vs fin 
spacing. 
4. Collision constraints (e.g. the size of the pin is also governed by fin spacing). 
                                          
Figure 2.12.1. Illustration example of local and global minima convergence. Image M. Leung. 
The approach developed by [35] consists of a mixture of two processes. They are: 
1. Local optimisation. The process determines a Trust region centred on the first design point. This 
Trust region should be considered as a narrower range of the original design parameter range. 
For example, if the original design parameter range of the height of the pin fin is 0.5 to 4cm, and 
for the first design point the height of the pin fin is 1.7cm (Pt B), then the Trust region can be 1.5 
to 2cm. If the result of the initial optimisation within the Trust region suggests that the local 
minima, the mass of the heat sink, lies to the left of the Trust region, then the new Trust region 
will be 1 to 1.5cm, which yields the local minima. 
2. Explorative search. If the design point for the height of the pin fin is 0.5 to 4cm, then there will 
be five design points, because [35] suggested that for every design parameter there should five 
times the number of designs. Therefore, if the fin spacing was also a parameter, then the 
number of designs would be ten. The spacing of each design should be spaced as evenly as 
possible. 







































1. Local optimisation of one single base case design (30 design points in total as there are 6 
parameters). 
2. Local optimisation of the best design point from the explorative search (select the best design 
from the 30 design points of the explorative search, then this becomes the base case design in 
combination 1). 
3. Local optimisation for every point from the explorative search (for each of the 30 design points 
of the explorative search, conduct combination 1). 
It was found that for the first combination, the heat sink mass was 49.1g, but for the second and third 
combination this decreased to 15.3 and 15g respectively. Based on the exponentially more computation 
required for combination 3, combination 2 was considered sufficient to provide decent optimisation. 
The paper also commented that the algorithm should not waste time in converging to the local optimum 
with high precision over other potential optima points [35].   
 Turbulence models for CFD 
If the Reynolds number, 𝑅𝑒, for an internal flow reaches above 10000, then the flow is considered fully 
turbulent and the flow profile will no longer be the same [16]. There are several two-equation 
turbulence models mentioned in [34]. The k-epsilon model is preferred due to its numerically stability 




















































(𝐶𝜀1𝑃 − 𝐶𝜀2𝐷) 
𝑊ℎ𝑒𝑟𝑒 𝑘 𝑖𝑠 𝑡ℎ𝑒 𝑘𝑖𝑛𝑒𝑡𝑖𝑐 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑒𝑛𝑒𝑟𝑔𝑦 𝑎𝑛𝑑  𝑖𝑠 𝑡ℎ𝑒 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑑𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑘  
The two equations above state that the rate of change and transport of 𝑘 and  are equal to transport 
by diffusion, production minus destruction of 𝑘 and  [34]. Therefore, for any amount of turbulent 
energy, the rate of dissipation will change proportionally [34]. 




















, 𝑒𝑑𝑑𝑦 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 
𝐶𝜇 = 0.09, 𝜎𝑘 = 1, 𝜎𝜀 = 1.3, 𝐶𝜀1 = 1.44, 𝐶𝜀2 = 1.92   
 However, some of the weaknesses of using this model are [34]: 
1. The model uses empirical fittings which may not apply in all applications. 
2. It uses wall function to scale velocities in the near wall region, which is less accurate if the flow 
in the near wall region is important. 





Despite these weaknesses, the k-epsilon model is still widely used in industrial applications [34].  A 




. This model is better suited in computing near the wall region, and flows with strong 
curvature [34]. Another model is the SST (Shear stress transfer) which uses the k-epsilon model when 
computing in the free stream and k-omega for near wall, but it is weak at computing regions after flow 
separation [34]. The SST model requires an initial condition close to the final result in order to converge, 
and, therefore, the simulation must first be run by either k-epsilon or k-omega to obtain the initial 
condition.  
 Wall functions 
Wall functions are used in CFD packages to estimate the turbulent boundary layer as to computing 
them. In order to apply wall functions, the absolute distance from the wall 𝑦 and fluid velocity at a 
distance of 𝑦 away from the wall 𝑈, must be expressed in dimensionless groups. The dimensionless wall 






 respectively, where 𝑈𝜏 is the wall friction velocity 
and is equal to √
𝜏𝑤
𝜌
 [34]. In order to determine the wall shear stress 𝜏𝑤,  𝑈𝜏 must first be solved 
numerically, which will be mentioned in detail below. 
The turbulent boundary layer is categorized into three separate regions. When 𝑦+ < 5 the flow is 
considered to be in the viscous sublayer. In this layer the fluid velocity is proportional to the distance 
away from the wall, 𝑈+ = 𝑦+. As 5 < 𝑦+ < 30 the flow transition into the log layer, the previous 
relationship between 𝑈+ and 𝑦+ deviates slightly; this effect can be seen experimentally but it is usually 
treated as the viscous sublayer when using the wall function.  In the log law region where 30 < 𝑦+ <







where 𝑘1 𝑖𝑠 𝑡ℎ𝑒 𝑉𝑜𝑛 𝐾𝑎𝑟𝑚𝑎𝑛 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 = 0.4, 𝐸 = 9.8 
But before applying this equation, an initial condition of the fluid velocity 𝑈 and distance away from the 














 Turbulence intensity and entrance length 
Turbulence intensity, which is a measure of the amount of velocity fluctuation from the mean velocity of 

































To account for each velocity fluctuation component with respect to time, it is defined as [37]:  
𝑈′(𝑡) = 𝑈 − ?̅?  





These quantities can be measured using a tri-axial hot wire anemometer, where sufficient sample time 
would give a better time average of the flow. For heat rejection applications, it is important to know the 
turbulent intensity at the inlet, as this would affect how much mixing occurs. Another useful quantity is 
the entrance length, which defines the length before an internal flow becomes fully developed. For 
laminar and turbulent flow, the correlation is as follows [37]: 




   𝑓𝑜𝑟 𝑅𝑒 < 2300 
𝐿𝑒 = 1.6𝐷𝑒𝑅𝑒
1/4 = 1.6𝐷𝑒 (
𝜌𝑎𝑖𝑟𝐷𝑒𝑈𝑚𝑎𝑥
𝜇𝑎𝑖𝑟
)  1/4 𝑓𝑜𝑟 2300 < 𝑅𝑒 < 107 
It is important to account for the entrance length provided that there is sufficient space in the design, so 
that the flow can be predicted and be comparable to empirical correlations.  
 Flat plate Nusselt correlation 
To determine the convective coefficient, ℎ, the Nusselt number must first be determined. Correlation 
exists for constant plate temperature or heat flux, provided by [38]; the local Nusselt number at 𝑥 from 
the start of the plate is given by: 
𝑁𝑢𝑥 = 0.3387𝑅𝑒𝑥





















The average Nusselt number along the plate for isothermal, laminar flow[38] is: 
𝑁𝑢𝐿 = 2𝑁𝑢𝑥 
For turbulent flow, the correlation is as follows [38],[39]: 
𝑁𝑢𝑥 = 0.0296𝑅𝑒𝑥
4/5𝑃𝑟1/3 𝑓𝑜𝑟 𝑖𝑠𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑝𝑙𝑎𝑡𝑒 𝑎𝑛𝑑 5 × 105 < 𝑅𝑒𝑥 < 10
7 
𝑁𝑢𝑥 = 0.0308𝑅𝑒𝑥
0.8𝑃𝑟1/3 𝑓𝑜𝑟 𝑖𝑠𝑜𝑓𝑙𝑢𝑥 𝑝𝑙𝑎𝑡𝑒 𝑎𝑛𝑑 5 × 105 < 𝑅𝑒𝑥 < 10
7  
The average Nusselt number along the plate for isothermal, turbulent flow[38] is: 
𝑁𝑢𝐿 = (0.037𝑅𝑒𝑥
4/5 − 871)𝑃𝑟1/3 
There is no correlation for the average Nusselt number for isoflux plate, as the temperature is constantly 
changing, but [39] commented that if the plate temperature is relatively uniform, the average 
correlation for isothermal could be used to approximate for isoflux conditions. 
 Glass absorber enhancement 
The properties that describe a transparent surface are: transmissivity (the portion of radiation energy 
that can pass through the surface), emissivity (the portion of radiant energy that gets rejected after 
entering the surface), reflectivity (the portion of radiation energy that gets reflected before entering the 
surface) and absorptivity (the portion of radiation energy that gets absorbed by the surface). 
 Coating 
By coating the glass with a monodispersed silica anti-reflective coating, a transmittance as high as 
99.2%-99.5% was achieved [40]. The paper also discussed the effect of baking the glass sample, which 
was found to shift the transmittance towards lower wavelengths [40]. The effects of applying a low 
emissivity coating (aluminium-doped zinc oxide (AZO) and tin-doped indium oxide (ITO)) were discussed 
in [41]. When used in combination with the anti-reflective coating on the opposite side of the glass 
surface, a decrease of emissivity from 0.84 (low iron glass) to 0.20 was reported, with a small loss in 
transmittance (<0.1) [41].  
 Etching 
Vapour phase etching was used by [42] to obtain a transmittance as high as 99.2%. The paper then 
experimented with different etching times and temperatures, and it was found that T=100℃ and t=7min 






 Iron content 
Standard glass involves the addition of iron oxide to increase the stability in the manufacturing process; 
however, this causes absorption in the infrared and ultra-violet spectrum [43]. The absorption in the 
ultra-violet spectrum is due to ferric ion (Fe2O3), and the absorption in the infrared spectrum is due to 
ferrous ion (FeO). Because it is impossible to eliminate iron completely, the best outcome proposed by 
[43] is to maximize ferric ion in the total iron content; therefore absorption loss will only be in the ultra-
violet spectrum. This ratio of ferric ion to total iron was defined as ferric efficiency; for 3mm thick glass 
and ferric efficiency of 1, the transmittance was 92% [43]. 
 Condenser inner surface coating 
The formation of dropwise condensation (DWC) and film wise condensation (FWC) is governed by 
surface energy. DWC is favoured in the condensation process as it has a higher heat transfer coefficient 
than FWC. To achieve DWC the surface must have a low surface energy. Several papers [44-47] have 
stated that to do this, there are three options: 
1. The use of an organic promoter; [46] commented that this does not produce a permanent 
hydrophobic surface, and is not recommended.  
2. The use of noble metals, such as gold, silver and chromium. 
3. The use of low surface energy polymeric film, polytetrafluoroethylene (PTFE) film. 
 Ion implanted surfaces 
Ion plating on a copper surface using Cr, Fe, Al, N, Bi, Sb, Sn, Se and In ions was reviewed in [44]. The 
paper concluded that only a Cr (chromium) surface was able to continuously promote DWC. Another 
technology, ion implantation, where doses of F, He, Ar, N and H were implanted on individual copper 
surfaces. Experiments showed that the copper surface implanted with F (Fluorite) ion promoted DWC 
the best, but later it was found that the surface was prone to oxidisation, and therefore [44] proposed 
to use a mixture of Cr and F ions for its new implantation. The paper concluded that this gave an 
excellent DWC surface, but gave no numerical quantities to describe the performance. 
Another paper discussed the effect of the amount of N ion (1016 and 1015 cm-2) as well as the 
implantation energy (20 and 60 keV) when implanting a titanium surface [45]. The paper found that an 
N ion dose of 1016 cm-2 with either 20 or 60 keV managed to produce a stable DWC; also [45] reported 
that the implantation energy had little effect on the result as both samples were similar. 
 Polymeric film 
The processing condition of dynamic ion-beam mixed implantation (DIMI) technology to prepare a PTFE 
film on various metallic surfaces (brass, stainless steel, carbon steel and copper) were discussed in [46]. 
The DIMI technique consists of sputtering a PTFE plate using the Ar ion beam so that PTFE particles can 
be deposited on the metallic surface; then the N ion beam can be used to fix the PTFE particles so that a 
film is formed. The paper reported that the sample with the brass surface, using an Ar ion beam of 1.3 





ion beam was found to break down the PTFE surface, thus changing the properties of the coated film 
[46]. The heat transfer coefficient increased between 1.6 and 28.6 times for various samples [46]. 
Different thicknesses of polyvinylidene chloride (PVDC) coating (0.05, 0.10, 0.25 and 0.50μm) were 
tested in [47]. The paper found that there was a negative relationship between coating thickness and 
heat transfer coefficient [47]. Endurance tests were conducted for a 10μm sample and showed little sign 
of change after two years and five months in the presence of steam at atmospheric pressure [47]. 
 Mixing devices inside pipes 
Due to the thermal stratification problem experienced in the flat plate experiment in Section 5, which 
made it difficult to apply the integral approach shown in Figs. 4.6.13 and 4.6.14 to obtain the rejection 
value, as the layer of hot air is relatively thinner than the sampling grid. The approach was to introduce 
an additional length of piping either before or after the fan to mix the air evenly without causing a huge 
pressure loss or flow stratification that would make air velocity or temperature measurements more 
difficult. Other factors to take account of are adiabatic compression and energy from the fan if the pipe 
is placed after the fan; both these factors will increase the air temperature reading. The literature was 
mostly on industrial mixing where the fluid is mainly water and chemical compounds, but the concept 
should be able to be applied to thermally stratified air. If only using an empty pipe, 100 diameters of 
pipe length is needed for complete mixing of chemical species [48]. However, this was referring to 
liquids and it was not known what the concentration or distribution of the chemical was.   
 Air blender 
In HVAC applications, thermal stratification can cause the building to be improperly air conditioned due 
to the variation in temperature measurements depending on where the thermal sensor is located [49]. 
To overcome this problem an Air Blender patented by [49] was tested to determine whether this would 
reduce the error on the averaging bulb sensor. By comparing the error between the average 
temperature verses the mixture temperature, as air velocity was not uniformly distributed, it was 













⁄              𝐸𝑟𝑟𝑜𝑟 = 𝑇𝑎𝑣𝑔 − 𝑇𝑚𝑖𝑥 
where 𝑛 is the number of grids in the measuring cross-section, 𝑖 is the grid number, and 𝑇𝑖 and 𝑉𝑖 are 
the temperature and velocity measurement at each grid.  
It was found that, for the same flow rate and similar incoming air temperature distribution, the system 
with the Air Blender had an error of 0.05°C as to 4.3°C [49]. This shows the Air Blender’s effectiveness in 
mixing the thermal stratified air while also rebalanced the non-uniform incoming flow. To measure the 
mixing effectiveness of a mixing device, [49] considered the following: 







where 𝑅𝑎𝑛𝑔𝑒𝐷𝑆 is the range of the temperature at the measuring cross-section, downstream of the 
mixer device and 𝑑𝑇 is the range of the temperature at the inlet. 
However, this equation does not consider the ratio of hot to cold air entering the system; therefore, the 
earlier approach, where minimizing the error between the average temperature and mixture 
temperature, should be used as a measure of mixing effectiveness.  
 Static mixer 
There are many different designs of industrial static mixer as discussed in [50]; comparison was made 
between the standard Kenics mixer and the newer Sulzer SMX designs, where the SMX(1,1,4, Ø=135°) 
was found to provide a higher mixing to pressure drop ratio than the Kenics RL 180° [50]. There were 
other more compact designs that would provide more mixing, but at the cost of a higher pressure drop 
[50]. Optimisation was done for the Kenics mixer alone in [51], where it looked at the twist angle and 
the arrangement of the blades. Given the fix parameter that the blade must fit in a 60mm pipe, each 
blade is 115mm long and 2mm thick, the Kenics RL 140° was found to have the most efficient mixing. In 
[50] it was commented that the SMX(1,1,4, Ø=135°) had similar performance to the Kenics RL 140°. The 
limitations of these two studies is that this had been only studied for laminar mixing where Re=100 at 
max [51]; it is not known how this would perform in turbulent flow.  
Another study found that only the twist angle affects mixing at low Re, but at high Re the aspect ratio of 
the blades was also relevant [52]. Turbulent conditions of up to Re=105 had been studied by [53] for one 
unit of the Kenics RL 180° with different aspect ratios; after dimensional study and CFD modelling, [53] 
was able to derive the following correlation: 
𝐶𝑓𝐴𝑅








⁄  𝐿𝑒 𝑖𝑠 𝑡ℎ𝑒 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝐾𝑒𝑛𝑖𝑐𝑠 𝑢𝑛𝑖𝑡 
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< 1000
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By using this correlation, the pressure loss for a Kenics RL 180° mixer of any size or aspect ratio can be 
determined, making it useful in sizing the fan or pump delivering the fluid. However, this study is only 
valid for one unit of this particular variant of mixer; it is not known whether ∆𝑃 could be scaled 
proportional to the number of mixer units. In [54] the interpretation for pressure loss due to additional 





𝑁𝑢𝐿𝑒 𝑤ℎ𝑒𝑟𝑒 𝑁𝑢 𝑖𝑠 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑖𝑥𝑒𝑟 𝑢𝑛𝑖𝑡𝑠  
This meant the earlier expression of 𝐿𝑝 from [53] can be interpreted as 𝑁𝑢𝐿𝑒 and the assumption with 
proportional scaling according to the number of mixer units is correct. 
To account for the amount of mixing by the static mixers, G values are used based on the amount of 




⁄ = √∆𝑃 𝜇𝑁𝑢𝐿𝑒
⁄  
where the volumetric flow rate, 𝑄 = 0.25𝜋𝐷𝑒
2𝑈 and the mixer volume, 𝑉𝑚 = 0.25𝜋𝐷𝑒
2𝑁𝑢𝐿𝑒.  
However, the G values do not take into account the effectiveness of the mixer design, as in the literature 
some designs were shown to mix more effectively than others. To evaluate how well a mixer is mixing, 










The average concentration of the first chemical species inside the mixture assuming full mixing, 𝑐1̅ has to 
be equal to the ratio of flow rate of both species, 𝑄1 and 𝑄2. To measure the homogeneity of the 
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A general form of empirical correlation has been developed for 𝐶𝑂𝑉 for one mixer unit [54]: 




where 𝑏 and 𝑍′ are fitting constants, 𝑏 depends on 𝑐1̅ values and 𝑍′ is related to mixer geometry. For the 
Kenics mixer only, the following fitting constant exists for 𝑐1̅ =0.1 [54]: 








The application of this empirical correlation is limited to 𝑐1̅ =0.1, but  𝑍
′ = 0.171 is still valid for all 
Kenics mixers. Therefore, more work will need to be done to correlate 𝑐1̅ for a range of 𝑏 values. 
Figure 2.15.1. A schematic representation of the Kenics RL 180° mixer comprising five units. 
 Key findings and limitations 
A fishbone diagram was used to illustrate the topics that were relevant in solar still condenser design on 
Fig. 2.16.1. Limitations or topics that were desired but was not found in the literature were shown in 
red. Topics that were looked at in the literature review are shown in black, topics that were in the 
literature and involved in this research were shown in blue. 
 Use and limitations of mathematical models for passive solar stills 
There are four mathematical models discussed in the literature review, each of which varies regarding 
complexity and approach. The more complex models will require more setup and data processing, while 
the simpler models are only limited to certain operating conditions due to empirical fittings. Some 
models rely on humidity, while others depend on the different modes of heat transfer in convection, 
evaporation, radiation, and condensation. 
The use and limitations of the four mathematical models are: 
1.  The Chilton-Coburn provides the most in-depth yet most complex approach, as it requires many 
psychrometric measurements.  
2. The Dunkle’s model has been widely used in much of the literature, and it only requires several 
temperature measurements; it has been found to overestimate production by 30% [32]. This is 
due to its reliance on empirical fittings, which only works for a certain temperature range, 17℃ 
to 50℃ [29]. It also ignores the partial pressure of the water vapour as it does not have a 
humidity term anywhere in its formulation; this assumption causes the model to fail at a higher 
temperature when the internal air becomes more humid.  
3. There has been no literature documenting the use of the Penman-Shuttleworth equation to 
model passive solar still performance. It is not known whether evaporation in hydrology can be 





4. The Gorrie model was derived from the rig that he had used. It is one of the few models that 
takes humidity into account. Unlike the Dunkle’s model, this model has not been verified by 
other researchers yet. Limitations of the Gorrie model are: absence of the pressure term in its 
formulation, as pressure will change with temperature; the model uses arbitrary heat and mass 
transfer coefficients with non-homogenous dimensions, which hides the information of how the 
other variables (for example drop backs, re-evaporation) affect the overall water production 
rate; and absence of heat transfer coefficient terms, as in the Chilton-Coburn the effects of 
humidity are linked with the heat transfer coefficient. 
 
 Findings and limitations regarding condenser design and operational factors 
Inner condenser surface coating  
The literature also suggested the use of ion implantation techniques to induce dropwise condensation, 
so that the heat transfer coefficient is increased. Some types of coatings are unstable and will degrade 
over time, particularly for polymeric film. Some degrade slower due to a higher ion count and 
implantation energy, but this will accelerate if there is friction. The only permanent solution would be to 
use a noble metal (gold, silver) surface, but that would be a costly application. 
Extended surfaces  
A topic like extended surfaces has been applied to heat exchangers and computer cooling but has not 
been applied directly to heat rejection in solar stills. For heat sink pin-fin geometry it was found that 
circular and elliptical pin-fins are superior to square and rectangular pin-fins in forced convection [3]. As 
for the pin-fin arrangement, a staggered alignment was found to have a greater heat transfer coefficient 
than inline, provided that there is sufficient airflow to reach to the back rows of the array. 
There are also many other possible pin-fin geometries that were not considered, like introducing 
multiple pin-fin geometries on the same pin-fin array might give better results. However, this will 
increase the level of complexity in setting up the optimisation problem, which is not effective for just a 
small increase in heat rejection. Also, it is not yet known as to whether adding an extended surface will 
have an impact on the overall water production. 
For free convection, little is known about how different pin-fin geometries will perform. Therefore, the 
optimal design solution for forced convection may not be applicable when there is no airflow. It could be 
that pin-fin array with the maximum surface area is the optimal design regardless of the pin geometry. 
Rig Geometry  
Research on solar still scalability, height and inclination of the condenser surface have not been covered 
in the literature. In most journal papers only one rig is designed and built with no emphasis on rig 
geometry. The only studies regarding rig geometry are about the effects of single slope stills (SSS) and 





mathematical models are still valid when the rig geometries change as none of them contain variables 
describing them at all.  
Airflow management 
Flow straighteners are found to reduce the vortices in airflow, which can then provide a smoother flow 
for experimental measurement purposes. However, there will be some pressure loss associated with it 
depending on the amount of additional surface area the airflow has to come into contact with. Unless 
exact measurements are required on each pin-fin, taking the average of the heat rejected across the 
entire array is sufficient when comparing with the results from CFD. 
As for the air flowing through the pin-fin array, the formation of vortices is useful in heat rejection as 
long as it does not result in a significant pressure drop across the system. A pin-fin array with square fins 
and staggered alignment is an example of this. 
Least material optimisation 
Both papers were discussed using mathematical and computational methods to determine the optimal 
fin height and diameter on a duct flow/top flow heat sink. The paper that looked at duct flow heat sink 
considered the model as a slice in 2D, and the size/number of fins was only changed with a constant 
volume of material. Therefore, the flow interaction from the side of the fin and possibilities with a 
different volume of material was not considered. Another paper primarily looked at using PPS as to 
aluminium for top flow heat sinks to achieve better heat rejection to mass ratio, and also comparing 
with several different heights, spacing, and diameter of fins using the least material equation. However, 
this equation requires a constant convective coefficient which is not suitable to be used in duct flow 






Figure 2.16.1. Summary of topics that are relevant to the heat rejection ability of the condenser: black= topics covered in the 
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 Method  
 Purpose 
The purpose of this research is to optimise the geometric design of the external condenser surface, to 
maximise heat rejection per volume of aluminium used.  
There are many studies regarding optimisation on passive solar still designs and methods of modelling. 
However, none has looked at optimising the condenser surface. Gorrie identified that by forced cooling 
of the condenser surface, an increase of 60% in water production was achieved. The intended outcome 
of this project is to use CFD and experimental data to validate the heat rejection of the new condenser 
design.  
 Approach 
The goal of this project was to find ways to increase heat rejection by the condenser surface. This was 
achieved by CFD and experimentation. 
The project consists of four phases: the first phase was devising with possible geometric designs of the 
condenser surface, and also considering the design of the rig to test the chosen condensers. The second 
phase was about conducting CFD to determine the optimal condenser design that matches the purpose 
statement.  In the third phase, experimental data were collected for the optimal condenser design. 
Along with the experimental data, a fully detailed CFD was done for the optimal condenser design 
dedicated to the experiment setup and environment, so that the findings can be validated. 
 Phase 1: Defining the scope of the optimisation problem 
This phase considered the possible geometric designs of the external condenser surface and the rig 
needed to test the new design. It was decided that the geometric design would be in the form of 
extended surfaces to improve heat rejection, and the objective was to determine which geometric 
design would satisfy the purpose statement. The basic design of the condenser was based on the 
dimension of the flat plate condenser used in Gorrie’s experiment, and any geometric improvement 
would be done by adding material on top of the existing flat plate. Also, the manufacturability of the 
design was also considered based on the resources given in this project. 
1.1 Geometric design variants 
Pin-fins were chosen as the optimal extended surface to be installed on the condenser surface, as they 
could provide a large amount of additional surface area to improve heat rejection and be parametrized 
for CFD optimisation. Based on the literature review, there were four basic pin-fin geometries: square, 
rectangular, circular and ellipsoidal. Along with these basic pin-fin geometries, other key parameters 
(plate thickness, pin-fin height and size, material, the number of fins and spacing), and constraints 






 Phase 2: Setting up the CFD parametric optimisation 
As identified by [35], there is a need for a methodology to approach CFD parametric optimisation so that 
time is not wasted in computing for points away from the optima. The optimisation approach on Fig. 
3.2.1 adopted the approach from [35] for finding the optimal geometric candidate of the pin-fin array 
under forced convection. There are four design parameters in total: they are the fin geometry, fin 
height, fin array configuration and the number of fins. An equivalent cross-sectional area of 10mm 
diameter was held for all pin geometries so that direct comparison can be made as to heat rejection 
versus aluminium used. The presence of continuous and discrete/logical parameter values pose 
problems for CFD programs. Therefore, the two-stage approach in Figure 3.2.2 was used to optimise for 
one or two variables at a time. Also, this process reduced the number of unnecessary computations on 
points far away from the optima. All resulting response parameters for each simulation were 
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Figure 3.2.2. The two stage CFD optimisation process for determining the best geometric design of the external condenser 
surface for heat rejection. 
This resulted in 100 simulations in total, with 16 simulations in the first stage to determine the optimal 
configuration and pin geometry, and 84 in the second stage to determine the optimal pin height and the 
exact number of fins. The combination that gives the highest heat rejection per volume of aluminium 
used was considered the optimal condenser design. 
Phase 3: Rig design and empirical data collection  
The purpose of this phase was to collect relevant experimental data so that a comparison could be made 
as to the heat rejection performance between a flat plate condenser and the optimal condenser design. 
From how well the experimental data matched the CFD, it then gave the level of confidence/uncertainty 
when using the heat rejection value from CFD.  
1. Planned out the data acquisition setup required for the experiment, thermocouples, PID controller, 
pressure transducer etc. Produced manufacturing drawings for the rig and both condenser designs 
(flat plate and optimal condenser design), shown in Section 11.2. 
2. Finalized the manufacturing options when fabricating the rig and condenser plates, such as whether 
to manufacture the water container from bending a single piece of Perspex or assembling several 
pieces of Perspex to form the container, see Section 4.6. 
3. Purchased and gathered relevant resources and equipment, including ducting, heating element, 
axial fan, aluminium sheets and bars, Perspex sheets and data acquisition probes. 
4. Manufactured the rig and both condenser designs, as per Section 5.1-5.3. 
5. Gathered experimental data for the heat rejection and also the velocity and temperature profiles at 
the inlet and outlet of the main duct for both the flat plate and optimal condenser design.  
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Phase 4: Refined CFD to validate the experimental result 
Refined CFD analyses were done for both the flat plate and the optimised pin-fin condenser after the 
experiment had taken place. The purpose of this refined CFD study was to include the experimental 
conditions of each test run, which were measured during the experiment. Experimental conditions, such 
as ambient temperature and inner condenser temperature, need to be entered back into the refined 
CFD, so that the outcome of the modelling could be compared directly with the data collected during 
the experiment. The disagreement between the refined CFD and the experimental results were 
discussed in Sections 6, 7 and in the Discussion. Also, updates on the rig geometry were also included in 
























 CFD optimisation of the condenser design  
 Parametric design variants and fixed constraints 
In the first part of the optimisation, all four fin geometries (square, circular, rectangular and elliptical) 
were considered, as mentioned in Section 3.2.2, as well as different fin array configurations (inline and 
staggered). Fins were fixed at 100mm high in the first part to give a better understanding of how other 
design parameters affected heat rejection, and varied in the second part. The number of fins were fixed 
at 18, 21, 90 and 100 fins in the first part, depending on the array configuration. To restrict the number 
of combinations, all four pin geometries had the same cross-sectional area equivalent to 10mm 
diameter. After the best fin geometry and array configuration were determined from the first part of the 
optimisation, a more refined search was done to determine the exact optimal number and height of the 
fins.  
 Fin geometries, layout, and parametric constraints 
From the initial parameterization below, which considers all possible combinations achievable with the 
inline/staggered arrangement and all four different pin geometries and number of fins in the x and y 
directions. The parameterization was used to create the pattern on COMSOL, which could then be used 
for automated optimisation purposes. In the first and second part of the optimisation, more constraints 
were added, such as the height and number of pin-fins. 
 





Figure 4.1.2. Parametrisation for the circular pin-fin array inline on COMSOL. 
Definition of parameters for square and circular inline pin-fin arrays: 
𝐷=Edge length for square pin-fins and diameter for circular pin-fins. 
𝑛_𝑥=Number of pin-fins in the x-direction. 
𝑛_𝑦=Number of pin-fins in the y-direction. 
𝐷_𝑥=Spacing of pin-fins in the x-direction, centre to centre. 
𝐷_𝑦=Spacing of pin-fins in the y-direction, centre to centre. 
𝑃𝑙𝑎𝑡𝑒_𝑥=Length of the plate=1256mm 
𝑃𝑙𝑎𝑡𝑒_𝑦=Width of the plate=260mm  
𝑃_ℎ=Height of the pin-fin 
 
Parametrisation for square and circular inline pin-fin arrays: 
𝐷 = √0.25 × 𝜋 × 10𝑚𝑚2 = 8.86𝑚𝑚 (𝑠𝑞𝑢𝑎𝑟𝑒), 10𝑚𝑚 (𝑐𝑖𝑟𝑢𝑐𝑢𝑙𝑎𝑟) 
𝑛𝑥 = 𝑟𝑜𝑢𝑛𝑑𝑑𝑜𝑤𝑛 (
𝑃𝑙𝑎𝑡𝑒_𝑥
2𝐷
) ;  𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 𝑜𝑛𝑙𝑦 
𝑛𝑦 = 𝑟𝑜𝑢𝑛𝑑𝑑𝑜𝑤𝑛 (
𝑃𝑙𝑎𝑡𝑒_𝑦
2𝐷









0𝑚𝑚 < 𝑃_ℎ < 200𝑚𝑚 
Definition of parameters for rectangular and elliptical inline pin-fin arrays: 
𝐷1=X dimension of the pin-fin geometry. 
𝐷2=Y dimension of the pin-fin geometry 





𝑛_𝑦=Number of pin-fins in the y-direction. 
𝐷_𝑥=Spacing of pin-fins in the x-direction, centre to centre. 
𝐷_𝑦=Spacing of pin-fins in the y-direction, centre to centre. 
𝑃𝑙𝑎𝑡𝑒_𝑥=Length of the plate=1256mm 
𝑃𝑙𝑎𝑡𝑒_𝑦=Width of the plate=260mm  
𝑃_ℎ=Height of the pin-fin 
Parametrisation for rectangular and elliptical inline pin-fin arrays: 
𝐷1 = 2 × √0.25 × 𝜋 × 10𝑚𝑚2 = 17.73𝑚𝑚 (𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟), 20𝑚𝑚 (𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐𝑎𝑙) 
𝐷2 = 0.5 × √0.25 × 𝜋 × 10𝑚𝑚2 = 4.43𝑚𝑚, 5𝑚𝑚 (𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐𝑎𝑙) 
𝑛𝑥 = 𝑟𝑜𝑢𝑛𝑑𝑑𝑜𝑤𝑛 (
𝑃𝑙𝑎𝑡𝑒_𝑥
2𝐷1
) ;  𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 𝑜𝑛𝑙𝑦 
𝑛𝑦 = 𝑟𝑜𝑢𝑛𝑑𝑑𝑜𝑤𝑛 (
𝑃𝑙𝑎𝑡𝑒_𝑦
2𝐷2









0𝑚𝑚 < 𝑃_ℎ < 200𝑚𝑚 
Using a similar approach to the square and circular pin-fin, but now with an additional parameter to 
describe the pin-fin geometry.  
 





Figure 4.1.4. Parametrisation for the elliptical pin-fin array inline on COMSOL. 
Definition of parameters for square and circular staggered pin-fin arrays: 
𝐷=Edge length for square pin-fins and diameter for circular pin-fins. 
𝑛_𝑥=Number of pin-fins in the x-direction. 
𝑛_𝑦=Number of pin-fins in the y-direction. 
𝑛_𝑥𝑙𝑜𝑛𝑔=Number of columns with number of pin-fins equal to 𝑛_𝑦. 
𝑛_𝑥𝑠ℎ𝑜𝑟𝑡=Number of columns with number of pin-fins equal to 𝑛_𝑦 − 1. 
𝑛_𝑦𝑤𝑖𝑑𝑒=Number of pin-fins in the y-direction for 𝑛_𝑥𝑙𝑜𝑛𝑔 columns, also equal to 𝑛_𝑦. 
𝑛_𝑦𝑛𝑎𝑟𝑟𝑜𝑤=Number of pin-fins in the y-direction for 𝑛_𝑥𝑠ℎ𝑜𝑟𝑡 columns, also equal to 𝑛_𝑦 − 1. 
𝐷_𝑥=Spacing of pin-fins in the x-direction, centre to centre. 
𝐷_𝑦=Spacing of pin-fins in the y-direction, centre to centre. 
𝑃𝑙𝑎𝑡𝑒_𝑥=Length of the plate=1256mm 
𝑃𝑙𝑎𝑡𝑒_𝑦=Width of the plate=260mm  
𝑃_ℎ=Height of the pin-fin 
 
Parametrisation for square and circular staggered pin-fin arrays: 
𝐷 = √0.25 × 𝜋 × 10𝑚𝑚2 = 8.86𝑚𝑚 (𝑠𝑞𝑢𝑎𝑟𝑒), 10𝑚𝑚 (𝑐𝑖𝑟𝑢𝑐𝑢𝑙𝑎𝑟) 
𝑛𝑥 = 𝑟𝑜𝑢𝑛𝑑𝑑𝑜𝑤𝑛 (
𝑃𝑙𝑎𝑡𝑒_𝑥
2𝐷
) ;  𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 𝑜𝑛𝑙𝑦 
𝑛𝑦 = 𝑟𝑜𝑢𝑛𝑑𝑑𝑜𝑤𝑛 (
𝑃𝑙𝑎𝑡𝑒_𝑦
2𝐷
) ;  𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 𝑜𝑛𝑙𝑦 
𝑛_𝑥𝑙𝑜𝑛𝑔 = 𝑟𝑜𝑢𝑛𝑑𝑑𝑜𝑤𝑛(0.5𝑛_𝑥 + 0.5);  𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 𝑜𝑛𝑙𝑦 
𝑛_𝑥𝑠ℎ𝑜𝑟𝑡 = 𝑟𝑜𝑢𝑛𝑑𝑑𝑜𝑤𝑛(0.5𝑛_𝑥);  𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 𝑜𝑛𝑙𝑦 
𝑛_𝑦𝑛𝑎𝑟𝑟𝑜𝑤 = 𝑛_𝑦 − 1 













0𝑚𝑚 < 𝑃_ℎ < 200𝑚𝑚 
The situation is the same as for square and circular inline arrangement but with one less fin every 
second column. 𝑛_𝑥𝑙𝑜𝑛𝑔, 𝑛_𝑥𝑠ℎ𝑜𝑟𝑡, 𝑛_𝑦𝑛𝑎𝑟𝑟𝑜𝑤 and 𝑛_𝑦𝑤𝑖𝑑𝑒 are dummy variables to help with 
generating the overall array on COMSOL, by counting the number of wide and narrow columns based on 
the total number of pin-fins in the x-direction, 𝑛_𝑥. The first column must always be the wide column. If 
𝑛_𝑥 is odd then the number of wide columns, determined by 𝑛_𝑥𝑙𝑜𝑛𝑔, will be one greater than the 
number of short columns, termed 𝑛_𝑥𝑠ℎ𝑜𝑟𝑡. If 𝑛_𝑥 is even then 𝑛_𝑥𝑙𝑜𝑛𝑔= 𝑛_𝑥𝑠ℎ𝑜𝑟𝑡, and 𝑛_𝑥𝑙𝑜𝑛𝑔 +
𝑛_𝑥𝑠ℎ𝑜𝑟𝑡 = 𝑛_𝑥.  
Figure 4.1.5. Parametrisation for the square pin-fin array staggered on COMSOL. 
Figure 4.1.6. Parametrisation for the circular pin-fin array staggered on COMSOL. 





𝐷1=X dimension of the pin-fin geometry. 
𝐷2=Y dimension of the pin-fin geometry 
𝑛_𝑥=Number of pin-fins in the x-direction. 
𝑛_𝑦=Number of pin-fins in the y-direction. 
𝑛_𝑥𝑙𝑜𝑛𝑔=Number of columns with number of pin-fins equal to 𝑛_𝑦. 
𝑛_𝑥𝑠ℎ𝑜𝑟𝑡=Number of columns with number of pin-fins equal to 𝑛_𝑦 − 1. 
𝑛_𝑦𝑤𝑖𝑑𝑒=Number of pin-fins in the y-direction for 𝑛_𝑥𝑙𝑜𝑛𝑔 columns, also equal to 𝑛_𝑦. 
𝑛_𝑦𝑛𝑎𝑟𝑟𝑜𝑤=Number of pin-fins in the y-direction for 𝑛_𝑥𝑠ℎ𝑜𝑟𝑡 columns, also equal to 𝑛_𝑦 − 1. 
𝐷_𝑥=Spacing of pin-fins in the x-direction, centre to centre. 
𝐷_𝑦=Spacing of pin-fins in the y-direction, centre to centre. 
𝑃𝑙𝑎𝑡𝑒_𝑥=Length of the plate=1256mm 
𝑃𝑙𝑎𝑡𝑒_𝑦=Width of the plate=260mm  
𝑃_ℎ=Height of the pin-fin 
 
Parametrisation for rectangular and elliptical inline pin-fin arrays: 
𝐷1 = 2 × √0.25 × 𝜋 × 10𝑚𝑚2 = 17.73𝑚𝑚 (𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟), 20𝑚𝑚 (𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐𝑎𝑙) 
𝐷2 = 0.5 × √0.25 × 𝜋 × 10𝑚𝑚2 = 4.43𝑚𝑚, 5𝑚𝑚 (𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐𝑎𝑙) 
𝑛𝑥 = 𝑟𝑜𝑢𝑛𝑑𝑑𝑜𝑤𝑛 (
𝑃𝑙𝑎𝑡𝑒_𝑥
2𝐷1
) ;  𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 𝑜𝑛𝑙𝑦 
𝑛𝑦 = 𝑟𝑜𝑢𝑛𝑑𝑑𝑜𝑤𝑛 (
𝑃𝑙𝑎𝑡𝑒_𝑦
2𝐷2
) ;  𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 𝑜𝑛𝑙𝑦 
𝑛_𝑥𝑙𝑜𝑛𝑔 = 𝑟𝑜𝑢𝑛𝑑𝑑𝑜𝑤𝑛(0.5𝑛_𝑥 + 0.5);  𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 𝑜𝑛𝑙𝑦 
𝑛_𝑥𝑠ℎ𝑜𝑟𝑡 = 𝑟𝑜𝑢𝑛𝑑𝑑𝑜𝑤𝑛(0.5𝑛_𝑥);  𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 𝑜𝑛𝑙𝑦 
𝑛_𝑦𝑛𝑎𝑟𝑟𝑜𝑤 = 𝑛_𝑦 − 1 














Figure 4.1.7. Parametrisation for the rectangular pin-fin array staggered on COMSOL. 
Figure 4.1.8. Parametrisation for the elliptical pin-fin array inline on COMSOL. 
 Collecting and calculating relevant response parameters from CFD results 
Apart from determining the heat rejection on each CFD for the different condenser designs, information 
like average air temperature and air velocity were also collected in Section 4.5.5 to give further insight 
on the heat rejection characteristics that was found in Figs. 4.5.4 and 4.5.8. 
 Calculating heat rejection with the integral approach 
Airflows from the inlet to the outlet at a uniform mass flow rate, assuming no change in air density; 
therefore, by determining the temperature difference between the inlet and outlet of the duct, and 
applying first principle thermodynamics, the heat rejected by the air can be computed as: 
?̇? = ?̇?𝐶𝑝(𝑇𝑂𝑢𝑡𝑙𝑒𝑡 − 𝑇𝐼𝑛𝑙𝑒𝑡) (𝑊) 
𝐶𝑝 𝑜𝑓 𝑎𝑖𝑟 = 1.005𝑘𝐽. (𝑘𝑔. 𝐾)
−1 𝑆𝑝𝑒𝑐𝑓𝑖𝑐 ℎ𝑒𝑎𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝑎𝑖𝑟 
However, the mass flow rate and temperature coming out of the outlet will not be consistent along the z 





complete approach would be to integrate the product of velocity, air density and temperature for both 
the inlet and outlet, and then subtracting it.  
?̇? = 𝐶𝑝 ( ∑ 𝜌𝑖 𝑜𝑢𝑡𝑙𝑒𝑡𝑣𝑖 𝑜𝑢𝑡𝑙𝑒𝑡𝑇𝑖 𝑜𝑢𝑡𝑙𝑒𝑡  𝐴𝑖 𝑚𝑒𝑠ℎ
𝑚𝑒𝑠ℎ𝑖=𝑛1
0




By visualising the inlet and outlet cross-section being made up of multiple tetrahedral mesh with an area 
of 𝐴𝑖 𝑚𝑒𝑠ℎ. Each mesh domain has its own data on air density, velocity and temperature, which was then 
multiplied by the mesh area and specific heat capacity of air to obtain the energy at the inlet and outlet.  
 Importance of other output parameters given by CFD 
Air velocity and air temperature were also needed to be interrogated from the CFD as it also correlates 
to the amount of heat rejection by a fin array. This was done in Section 4.5 to explain for the heat 
rejection demonstrated by different fin array density and fin height. Because the fan was modelled using 
a fan curve, it has already accounted for the losses in flow rate due to the pressure induced by the fin 
array.  
Average air velocity experienced by the fins determines how much air is flowing towards each fin. If the 
air velocity is higher due to compression by the fin array, this suggests it is more likely for there to be 
heat transfer by convection. However, a higher air velocity may not necessarily mean higher heat 
transfer as it also depends on the temperature difference between the external fin surface and incoming 
air. These details are discussed in detail using evidence from CFD in Section 4.5. 
 COMSOL optimisation setup for part 1 of optimisation 
 Steady state modelling 
Steady state modelling was considered sufficient for determining the final heat rejection of a condenser 
surface given the same amount of heat gets inputted onto the system at any given time. Therefore, 
there was no need in doing transient modelling as the rate at which the system heats up from initial 
condition was of no interest. The input parameters for the steady state condition were chosen in Section 
4.3.3 to best reflect on the condition experienced by the inner condenser surface in Test 17 of Gorrie’s 
experiment. 
 Assumptions made 
It was assumed that the optimal condenser design found will continue to reject heat better than other 
condenser design candidates for different heat load onto the inner condenser surface, as long as the 
other parameters remained the same. Therefore, several inner condenser temperatures were tested 
during the experiment to validate this assumption. 
The RIL-150 fan, selected from Fig. 4.6.19, was to be modelled on CFD using the pressure-flow curve 





air generated by the axial fan, the helical flow effect, was assumed negligible as the air entering and 
leaving the duct is the same. 
Mesh convergence will not be included in the CFD optimisation due to the amount of time required to 
repeat this process for each design point. If a mesh setting is showing a clear trend between the 
different optimisation parameters, and computes in a reasonable time (under one day per design point), 
then this mesh setting will be used for the remainder of the optimisation. 
 Relevant input conditions  
The input conditions were selected based on the continuous measurements from Test 17 by Gorrie; they 
were the inner condenser surface temperature and the ambient air temperature shown in Figs. 4.3.3 
and 4.3.6. Because this CFD optimisation was done in steady state, therefore only the average 
measurements from Test 17 were needed. No information can be found regarding the fan used in Test 
17, therefore, the RIL-150 was purchased, shown in Fig. 4.6.19.  
Heat source: Inner condenser surface temperature 
It was decided to model the heat source onto the inner condenser surface; a constant temperature is 
better than heat flux as it was easier to control accurately during an experiment. An inner condenser 
temperature of 29.81℃ was used for the first part of the optimisation, as it was the average 
temperature on the inner condenser surface from Test 17 by Gorrie, shown in Fig. 4.3.3. The inner 
condenser temperature was a response to the heat flux experienced by the inner condenser surface, 
which was approximately 100W.m-2 for Test 17 shown in Fig. 4.3.4. 
In Section 4.5.3, using the condition in Gorrie’s Test 17, ambient, the inner condenser plate temperature 
of 18.33°C and 29.81°C gave a heat rejection value of 39.46W. This equates to a heat flux input of 
120.8W.m-2, which was higher than the average of 100W.m-2 in Test 17. The difference could come from 
the error in the measured pyrometer value, as it was not placed directly under the inner condenser 
plate but at the basin of the rig. However, by assuming that the heat onto the plate is equivalent to the 





                                                                                                                             
Figure 4.3.1. Difference in pyrometer measurement and actual heat reaching the condenser plate on Gorrie’s rig. 
 






Figure 4.3.3. Inner condenser temperature profile during Test 17 by A. Gorrie [1].  
 














































Insolation reading by pyronometer of Test 17





Initial and inlet temperature 
An initial temperature of 18.33℃ was applied to the entire system as this was the average ambient 
temperature from Test 17 by Gorrie, shown in Fig. 4.3.6. This will also be used as the temperature of air 
supplied by the axial fan. 
 
Figure 4.3.5. Prescribing the inlet temperature on COMSOL. 
 



















Ambient air temperature of Test 17







The fan static pressure data points were generated from the low-speed line of Fig. 4.3.7. This was then 
inputted onto COMSOL shown in Fig. 4.3.8. Each design variant will generate a different pressure drop 
inside the duct, which is related to the amount of obstruction (number of fins). The software uses this 
information and scales down the flow rate accordingly.  
 
Figure 4.3.7. Fan curve based on the low speed line. [http://www.fantech.com.au/images/PDF/Catalogue/provent.pdf] 
Reproduced on the assumption of fair use. 
 






Rectangular outlet condition 
In the model, it was assumed that the pressure at the outlet was zero, and that there was no backflow 
into the system.  
Wall boundaries 
The wall boundaries in the system are surfaces that are exposed to the airflow, which are the three side 
walls of the duct, the outer condenser surface and the pin fin surfaces. This is important as it will 
indicate to the software where the walls are, so air velocities are scaled down accordingly. 
Defining domains and material properties 
By defining volume domains, it indicates to the software to treat them as a single group, which can be 
convenient when selecting a large number of repetitive geometries (pin-fins). In every model, there are 
three domains: the inside air envelope, base plate and the pin-fins. The thermal conductivity of air will 
be calculated by the model based on the temperature by COMSOL; for the pin-fins and base plate, it will 
use the built-in thermal conductivity of 238Wm-1K-1 for aluminium.  
 









 CFD model used 
The initial calculation of the air entering into the duct was found to be turbulent. Using the definition of 
the Reynolds number, the dimension of the duct (200×260mm) and the maximum volumetric flow rate 







= 2.4𝑚. 𝑠−1, 
𝐷 𝑖𝑠 𝑡ℎ𝑒 ℎ𝑦𝑑𝑟𝑎𝑢𝑙𝑖𝑐 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑢𝑐𝑡 =
2 × 𝑏𝑎𝑠𝑒 × ℎ𝑒𝑖𝑔ℎ𝑡
𝑏𝑎𝑠𝑒 + ℎ𝑒𝑖𝑔ℎ𝑡
= 0.23𝑚 
𝜌 𝑎𝑛𝑑 𝜇 = 1.225𝑘𝑔𝑚−3 𝑎𝑛𝑑 1.983 × 10−5𝑃𝑎. 𝑠 𝑓𝑜𝑟 𝑎𝑖𝑟 
𝑅𝑒 =
1.225𝑘𝑔𝑚−3 × 2.4𝑚. 𝑠−1 × 0.23𝑚
1.983 × 10−5𝑃𝑎. 𝑠
= 34000 (𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡) 
This means that to model the given airflow input, a turbulent model must be chosen instead of laminar 
flow. The literature already showed that the k-epsilon model is preferred due to its numerical stability 
and computation time. The limitation of this model is it will not compute flow in the viscous and 
transition boundary layer, which leaves behind a non-zero velocity.  
 Heat transfer validation with analytical solutions 
Heat transfer along a single pin was modelled on COMSOL to check whether it matches with the 
analytical solution. By doing this, it will give confidence that the heat transfer component of the CFD 
module is working as intended. The analytical equation that it is being compared to is taken from [16]. 
This equation was originally used for predicting at which height the pin will have the same temperature 
as the ambient air; therefore, anywhere after this height the material will not be rejecting any heat and 
thus is not needed. For this equation to work, the pin must be assumed to be infinitely long. Therefore, 
a length of 5m was chosen: 







𝑇(𝑥) 𝑖𝑠 𝑡ℎ𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑎𝑡 𝑝𝑖𝑛 ℎ𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑥, 𝑇∞ 𝑖𝑠 𝑡ℎ𝑒 𝑎𝑚𝑏𝑖𝑒𝑛𝑡 𝑎𝑖𝑟 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒,  
𝑇𝑏 𝑖𝑠 𝑡ℎ𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑎𝑡 𝑡ℎ𝑒 𝑏𝑎𝑠𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑖𝑛 





𝐷 = 10𝑚𝑚, 𝑘 = 238𝑊. (𝑚.𝐾)−1, ℎ = 100𝑊.𝑚−2. 𝐾−1, 𝑇𝑏 = 302.8𝐾 𝑎𝑛𝑑 𝑇∞ = 291.33𝐾 
 
Figure 4.3.9. Comparison between analytical and FEA temperature profile along the length of the pin. 
An extremely fine mesh setting was used on COMSOL, where the maximum and minimum element size 
were 0.1, 0.001m respectively. There seems to be, at the most, a magnitude 10-3 error from the 
analytical solution, both converging to the redundant height of 0.959595m.  
 Mesh settings 
The free tetrahedral mesh setting was preferred on COMSOL, as it was able to automatically set the 
default mesh settings for a given mesh refinement size; for example, extremely coarse, extra coarse, 
coarser, coarse, normal, extremely fine. In the first phase of optimisation for the optimal pin geometry 
and layout, the extremely coarse mesh was selected on COMSOL. However, some adjustments were 
made to the minimum element size of the pin-fins and base plate domain, due to the presence of 
narrow regions in the geometry. Trials have been done on adjusting the mesh settings from COMSOL’s 
default setting so that it could provide consistent results while computing in a reasonable time. It was 
found that the mesh size of each domain will also affect other domains. Therefore, it is recommended to 
use similar mesh sizes in all domains. There are cases where a particular mesh setting did not work for 
some of the design points due to the huge variation in geometry, most notably the number of fins, and 
their size and height. Below were the general mesh settings used throughout the optimisation for all 
design combinations shown in Table 4.3.1. There were cases where the minimum element size on the 
pin-fins had to be refined, as the mesh did not transition well to the air domain, which caused COMSOL 
not to recognize the internal boundary between the two domains. 
Table 4.3.1. Mesh size settings for each domain; only the base plate domain was refined to minimum element size=1mm.  
Mesh size settings Air domain Pin-fins Base plate 
Max element size (mm) 126 126 126 
Min element size (mm) 22.6 22.6  1 
Max element growth rate 1.5 1.5 1.5 
Curvature factor 0.6 0.6 0.6 
Resolution of narrow regions 0.5 0.5 0.5 
Table 4.3.2. Mesh settings for wall boundary layers. 
Boundary layer properties Value 
Number of boundary layers 5 
Boundary layer stretching factor 1.2 
Thickness of first layer Automatic 
Thickness adjustment factor 2.5 
x (m) 0 0.050505 0.10101 0.151515 0.20202 0.252525 0.30303 0.353535 0.40404 0.454545 0.50505 0.555555
Analytical T(x) (K) 302.8 297.2895 294.4264 292.9388 292.1659 291.7643 291.5557 291.4472 291.3909 291.3616 291.3464 291.3385
FEA T(x) (K) 302.8 297.2936 294.4291 292.9405 292.1669 291.7649 291.556 291.4474 291.391 291.3617 291.3465 291.3386
x (m) 0.60606 0.656565 0.70707 0.757575 0.80808 0.858585 0.90909 0.959595 1.0101 1.060605 1.11111 1.161615
Analytical T(x) (K) 291.3344 291.3323 291.3312 291.3306 291.3303 291.3302 291.3301 291.33 291.33 291.33 291.33 291.33





The minimum element size for the base plate was changed to 1mm as the thickness of the base plate 
was 2mm. To compute flow in the turbulent boundary layer, several layers of boundary mesh were 
needed for every wall surface that is exposed to the airflow. This includes all three side walls of the duct, 
the top surface of the condenser and the exposed fin surfaces.  
 
Figure 4.3.10. Complete mesh for all three domains (ducted air space, pin-fins and the condenser); the boundary layer mesh can 






Figure 4.3.11. The mesh generated for the circular pins; note the rough edging of forming the circle with tetrahedral mesh; and a 
finer mesh setting was used in part 2 and refined the CFD later. 
 
Figure 4.3.12. Thin edges on the base plate and mesh refinement between the pin-fins and base plate top surface. Note the 
growth rate of mesh size further away from the pin’s base was determined by COMSOL’s meshing algorithm.  
 





 Optimal fin geometry and layout 
The number of fins in the x and y directions were set to follow the 7:3 and 20:5 ratios, as illustrated in 
Table 4.4.1, to determine the effects of sparse and denser pin-fins arrays; these ratios were chosen 
arbitrarily for convenience. Note that the equivalent pin-fins ratio in staggered arrangement give one 
less pin-fin per every second column.  
Table 4.4.1. Result table for optimising between different numbers of pin-fins, fin geometries (square, circular, rectangular and 
elliptical) and arrangements (inline and staggered). The total heat removed from the fin array is measured in W; performance is 
measured in the total heat removal/volume of aluminium used, measured in kW/m3. 































































































































































Table 4.4.2. Summary table for the best case of each arrangement. 
Best case for: fin geometry Performance (kW/m^3) No fins 
7x3 inline Circular 12.50 21 
7x3 staggered Circular 11.03 18 
20x5 inline Circular 13.69 100 
20x5 staggered Circular 14.11 90 
 
The inline configuration was better in arrays with less fins, as the additional cooling effect of having that 
extra fin per every second column was significant. In denser fin arrays, the inline configuration falls 
behind the staggered configuration in both heat removal and performance, due to having more fins 
slowing down the airflow for the entire system. Regarding the optimal fin geometry, it was found that 
the circular pins performed better in sparser fin arrays due to a higher frontal surface area exposed to 
the airflow, 𝜋 × 10𝑚𝑚 = 31.42𝑚𝑚 for circular, compared to 𝐷 = 8.86𝑚𝑚 for square pins. It was 
originally thought that due to the rectangular and elliptical pins having the biggest total exposed surface 
area, it will have the highest heat rejection, but because its frontal area faces the airflow, it was 
significantly smaller than the other two geometries, and both had the lowest heat rejection and 
performance. Because of this, it could be of interest to model the heat rejection if the rectangular and 
elliptical pins were rotated by 90° to expose their wider face to the airflow, but due to time constraints, 
this was not considered. 
Later studies show that the mesh used in this set of optimisations were too coarse and did not give 
mesh convergence. The heat rejection for the flat plate result in Section 4.5.3 was 39.46W, which was 
higher than any of the results in Table 4.4.1. Despite these uncertainties, in the manufacturing phase, it 
was decided that the circular pin was the only feasible pin geometry, given the limitations in 
manufacturing complexity. In the literature findings in Sections 2.1.2 and 2.2.1, it was mentioned that 
circular pins with a staggered arrangement usually perform better than other configurations, except for 
other complex pin geometry designs, such as the aerofoil shape. 
 Optimization part 2 
 Optimization for pin height and number of fins 
From this part onwards, the plate thickness was changed to 6mm from 2mm due to new manufacturing 
requirements, while the inner condenser temperature remained the same. Eight different fin densities 
were modelled, with the 1950 fins being an extreme case to determine the effects of overcrowded fins. 
Each fin density was tested using five different pin heights of 40, 80, 120, 160 and 200mm. For the 300 
fins, an 80mm high candidate did not converge on COMSOL. Therefore, the pin height was moved to 
85mm to complete the trend. Apart from determining the heat rejection per volume of aluminium used 
(performance), other information such as air velocity and temperature profiles were studied as they 





 Model simplification and modifications 
In this study, the coarser mesh setting was selected on COMSOL with further refinements on the pins 
and the base plate. Due to a large amount of optimisation and the level of mesh size precision required, 
ways of simplifying the model were looked at. A simplified sliced model was used to approximate the 
full-size model shown in Fig. 4.5.1. To simulate the effects of staggered flow, a minimum of three rows 
of pin-fins were used. The fan flow rate from Fig. 4.3.8 was down-scaled proportionally according to the 
slice width while maintaining the same pressure characteristic. The same inner condenser temperature 
was prescribed on the slice model as heat transfer was expected to occur mainly in the upwards 
direction. The width of the slice was changed according to the number of fins, which equals 𝐷_𝑦.  After 
obtaining the heat rejection from the integral approach in 4.2.1, this value was then scaled up in 
proportion to the slice width to obtain the total heat rejection as for the full model. However, this 
overestimated the heat rejection value, as it does not take into account the viscous effects from the side 
walls, and also the overhang airspace shown in Fig. 4.5.2. A visual explanation of how the overhang 
caused the heat rejection to be overestimated can be found in Figs. 8.5.1 and 8.5.2. A comparison of the 
slice and full-size model, using the same mesh settings will be discussed in Table 4.5.3. The slice model 
computed in 13 hours while the full-size model took 69 hours for the 165 fins, 200mm high pin-fin 
model.  
                                                                        





                                                                   
Figure 4.5.2. Mesh of the full scale 165 fins 200mm tall condenser.  
Table 4.5.1. Mesh settings for the simplified model and the full scale as shown in Figs. 4.5.1 and 4.5.2. 
Mesh size settings Air domain Pin-fins Base plate 
Max element size (mm) 126 126 126 
Min element size (mm) 1 1 1 
Max element growth rate 1.5 1.5 1.5 
Curvature factor 0.6 0.6 0.6 
Resolution of narrow regions 0.5 0.5 0.5 
Table 4.5.2. Mesh settings for wall boundary layers. 
Boundary layer properties Value 
Number of boundary layers 5 
Boundary layer stretching factor 1.2 
Thickness of the first layer Automatic 







Figure 4.5.3. A finer mesh setting was used on the pin-fins as for part one of the optimisation. 
 
The input conditions for the inner condenser plate temperature was 29.81℃, while the fan curve was 
scaled down proportionally accordingly for the simplified model. It was assumed that the full-scale 
model was more accurate than the simplified model due to the overhang issue illustrated in Fig. 4.5.2; 
therefore, it was used as the reference for this comparison. A relative error of 33% was found for total 
heat rejection on Table 4.5.3 by using the width scaling method to determine the full-scale heat 
rejection for the simplified model; this was due to the simplified slice model not taking account that the 
overhang region will provide less heat rejection as there are no fins (see Fig. 4.5.2). Also, the viscous 
effect from the side walls were not taken into account in the simplified model, which would have 
increased the amount of airflow and made the heat rejection higher. 
The heat rejection per volume of aluminium value was more conservative as it does not accumulate 
more error from width scaling, but it still overestimates by 15%. After this comparison, it was decided 
that this amount of overestimation was acceptable for the purposes of design optimisation, which 









 Flat plate model 
To set the benchmark for the optimisation, a case with the 6mm flat plate was considered. Using the 
same ambient, inner condenser plate temperature (18.33°C and 29.81°C) and mesh setting as in Tables 
4.5.1 and 4.5.2, except without the section on the pin-fin. It was found that the heat rejection and heat 
rejection per volume of aluminium values were 39.46W and 20.14kW.m-3.  
 Limitation in part one results 
It was observed that the heat rejection values in part one were smaller than the value for flat plate. This 
was a cause for concern as theoretically the pin-fin condenser should reject more heat than the flat 
plate given sufficient air passing through it. This inconsistency was due to the different mesh settings 
used in Tables 4.3.1 and 4.5.1. To repeat all 16 runs in part one using Table 4.5.1 setting would require 
as much as 69 hours for models with higher fin density, which was already carried out once for the 165 
fins 200mm model in full scale. Therefore, the results for part one would be accepted knowing that 
there is a limitation whether the circular pin was the best geometry of the four and whether the stagger 
layout was better than inline. Due to manufacturing limitations, circular pins were used in constructing 
the rig. In the future the simplified approach could have been adopted in part one, but this simplification 
technique was not known at the time.  
 Part two results 
Optima and chosen optimal candidate for experiment 
The optimal performance of 65.14 kW.m-3 was found to be at 228 fins, 200mm tall. There was no sign of 
a point of inflexion for the height of the fins as it gets better for taller fins except for the 1950 fins series. 
For the number of fins, it was found that the 228 fins performed the best at 200mm tall followed closely 
behind by 165 fins with a difference of 0.67kW.m-3. Therefore, it was decided that the 165 fins at 
200mm tall should be manufactured instead as the optimal design due to a reduction in time and 
material cost for this project. This design was estimated to produce 338.94W of heat rejection at the 
ambient, inner condenser plate temperature of 18.33°C and 29.81°C using the simplified slice approach, 
as shown in Fig. 4.5.8. 
Implication of airflow experience by the pins 
Heat rejection performance increased as the pin-fins got taller, except for the 1950 fins series, see Fig. 
4.5.4. This was due to the compression of airflow caused by continuity, and more air is forced to travel 
between the fins and above the fins. The air velocity on to the fins was found to decrease with the 










Full-scale heat rejection (W) 338.94 254.81 33.0165 





amount of material. However, with taller and less fins the heat needs to travel further in order to be 
rejected, as to shorter and more fins; therefore, there exists an optima at 228 fins, 200mm high and not 
at 38 fins. For 1950 fins, the sharp decrease in air velocity after 160mm showed that the effect of 
pressure drop was significant enough (207 Pa in 1950 fins, 200 mm; 83.4 Pa in 228 fins, 200mm) as 
evidential from checking the low-speed fan curve from Fig . 4.3.7. This drop in airflow directly correlated 
to the drop in heat rejection per volume material after the pin height of 160mm for the 1950 fins in Fig. 
4.5.4.  
                                                                              
Figure 4.5.4. The overall plot of the optimisation, with the objective being the maximum heat rejection per volume of aluminium.  
Implication of temperature profile 
The temperature difference between the air and pin-fins was an important factor in predicting heat 
rejection, as shown in Fig. 4.5.7, because if the pin-fins were tall or slender enough to have a portion of 
its height at the same temperature as the flowing air, then there would be no heat transfer occurring for 
that portion. This effect was not seen in 38-475 fins between 40-200mm high pins. Therefore, the heat 
rejection per volume of aluminium value gets higher as the pin height increased. As for the 1950 fins 
200mm high, the temperature of the pin-fins and air were almost identical, causing total full-scale heat 
rejection to fall after 160mm (see Fig. 4.5.4).  
Explanation of the performance trend 
Due to the given constraint parameters, this was the resulting optima. However, if factors such as the 
fan, height of the air space and diameter of the fins were to be changed, the optima would not be the 
same. Looking at the trend in Fig. 4.5.4, if the ceiling were to be higher than 200mm, then there would 
be a point where the 475 fins would overtake the 228 and 300 fins line, judging from the steepness of 
the gradient. At a pin height of 200mm, the top surface of the pin would be touching the roof of the 
duct. Therefore, the loss of this top surface would cause a penalty in convective heat transfer, which 
slowed down the rate of increase in heat rejection per volume material for most fin numbers, as shown 

















































densities had the lowest performance. These pins were dense enough that the air was treating the top 
surface of the pin as a single flat surface. Therefore, the airflow gets pushed upwards, resulting in a loss 
in convection to the fins. Samples with low pin densities, from 38-70 fins have a lower performance at 
40mm high because the amount of additional performance the pins were able to provide was small in 
comparison to the plate (flat plate condenser at 6mm thick has a performance of 20.14kW.m-3). At 113 
and 165 fins, the amount of available pin surface area was able to provide more heat rejection while 
sufficient air was able to travel through the pins.  
Conclusion 
There were two modes of heat transfer involved in this problem: conduction and convection. Heat 
transfer by conduction occurs from the inner condenser surface to the tip of the fins, while convection 
occurs on the fin surface area exposed to the airflow. Too much conduction but not enough convection, 
as shown in the 1950 fins, 200mm pin height sample, would not allow enough cool air to pass through 
for convection to occur. Not enough conduction, but a high amount of convection, such as the 38 fins, 
40mm pin height sample and the flat plate condenser, do not make good use of the cool air that is 
available. Therefore, the goal of obtaining the optimal design is to maintain the balance between 
conduction and convection. 
 




















































Figure 4.5.6. Average air velocity along the height of the pin fin, measured at the outlet. 
 
Figure 4.5.7. The difference between the average temperature of the pins in the heat sink and the average temperature of the 








































































Figure 4.5.8. Estimated full-scaled heat rejection based on the ratio of the simplified slice width versus the width of the full-scale 
model (260mm).  
By comparing the 3D velocity profile from COMSOL, in Fig 4.5.9 and 4.5.10 for two extremity in fin 
densities (38 and 1950 fins), Fig 4.5.9 shows that there is airflow being compressed thus causing a higher 
amount of air on to the fins, and in Fig 4.5.10 there was little airflow as the pressure loss caused the fan 
to stall. 
Looking at the 3D temperature profile of the two fin densities, the fins in the 38 fins array was hotter 
than the air, which meant there was heat transfer, as shown in Fig 4.5.11. In Fig 4.5.12, the fins and the 
air was almost the same temperature, which meant that the heat was not being rejected due to 






































Figure 4.5.9. Velocity profile of the 38 fins, 200mm high simplified model. 
 





   
Figure 4.5.11. The temperature profile of the 38 fins, 200mm high simplified model. Notice the temperature difference between 
the pins and air. 
 
Figure 4.5.12. The temperature profile of the 1950 fins, 200mm high simplified model. Notice the temperature between the pins 






 Test rig design and manufacture of the condenser 
In this section, the fabrication of the test rig will be discussed to best match the conditions modelled in 
the CFD optimisation. Though it was understood that not all conditions could be met due to limitations 
in equipment, some assumptions were made and a final fully detailed CFD was done after the 
experiment to account for it. The main deliverables of the test rig were to provide a constant 
temperature input on the inner condenser surface, a ducted airflow along the condenser and a mean of 
measuring the air velocity and temperature profile inside the duct such that it was comparable to the 
detailed CFD results. Using the data collected, heat rejection was evaluated using the integral approach 
in Section 4.2.1.  
Due to the size and specific design of the condenser, it was not feasible to manufacture it from a single 
piece of aluminium due to wastage. Therefore, the condenser was manufactured by attaching the pin-
fins onto the plate. It was accepted that there would be thermal contact losses between the fins and the 
plate. To minimise this loss in heat transfer, thermal grease was used between the aluminium surfaces.  
 Finalised design of the condenser plate and pin-fin arrangement 
From Section 4.5.5 the optima was found to be at 228 fins each at 200mm tall. However to reduce 
manufacturing time the 165 fins, 200mm tall variant was built instead, as the difference in performance 
was found to be small. The optima would then be validated by on the basis that the experimental results 
of the 165 fins condenser matches the refined CFD study. 
Therefore, there are 15 long and short columns according to the formulation of Section 4.1.1. Each pin-
fin is 9.5mm in diameter as no supplier could source 10mm rods and a plate 6mm thick. The exact 
dimensions of the condenser are described in Fig. 4.6.1. In this model, the aluminium was considered to 
have a thermal conductivity of 238W.(m.K)-1, but this cannot be ensured in the experiment as there are 
many grades of aluminium. This problem was accounted for in the fully detailed CFD.  
 
Figure 4.6.1. Layout view of the optimal condenser at 165 fins, each fin 200mm tall. 
 
 Manufacturing options for the condenser 





1. Bolting the pin-fin on to the base plate using a 3mm bolt. 
2. Machining 4mm blind holes on the 6mm plate, and letting the fins sit on the blind holes 
assuming the pin-fins do not become loose due to the airflow. 
3. Gluing or welding the pin-fins onto the plate. 
   
Figure 4.6.2. From left to right, bolting, blind holes and adhesive were considered as potential options to join the pin-fins on to 
the condenser. Image M. Leung. 
 
 
Considerations of the three fastening options 
For the first option, a 4mm countersink screw was the minimum possible fastener that could be drilled 
and taped reliably. Still, this would change the overall thermal conductivity as the bolts are made of 
steel. Though this difference in thermal conductivity can be accounted for in the fully detailed CFD. The 
advantage of this option is it would maintain a tight connection between the two surfaces under airflow 
and can be easily removed. The second option considered is sitting the pin-fins on a 4mm blind hole; it 
was not known whether the airflow would be strong enough to make the pin-fins fall over, but if it is 
enough to make the pin-fins tilt slightly, then thermal contact between the two surfaces is lost. Of the 
three options, this would require the most machining and time due to the amount of precision to ensure 
the pin-fins are perfectly in contact with the blind hole. The merits of adopting this option would be that 
it does not need any foreign material to fasten the two objects and it would be easy to assemble. Some 
form of adhesive, such as glue or soldering around the edge of the pin-fins was considered. The 
downside of this approach was that there was no means of making sure the pin-fins are attached in the 





intended for the plate and pin-fin surface. Advantages of this approach would be minimal manufacturing 
process required.  
Chosen pin-fin fastening option 
Flathead countersunk screws were used as they could provide a strong, accurate attachment with the 
plate while also being convenient to install. Other options had various advantages, but it could not be 
ensured that the pin-fins would remain intact with the plate under airflow or whether the pin-fins were 
perpendicular to the plate. The first option had flaws that could be resolved in the fully detailed CFD, 
whereas the other options could introduce undesirable errors that cannot be accounted for if they did 
occur.  
 Specific requirements for data acquisition 
To obtain experimental data that was comparable to the detailed CFD, the rig must be designed in such 
a way that allows temperature and air velocity measurements to be carried out inside the cavity of the 
airflow. Temperature measurements must be within ±0.5℃ and velocity measurements ±0.2m/s to be 
relevant to the CFD results.  
 Conceptual design for the test rig 
Water container module 
The initial concept for supplying constant heat was via heating a volume of water with a water heater. 
Therefore, the design must be able to provide a watertight seal between the condenser and container, 
and be structurally stable when supporting the load of the condenser unit (about 10 to 15kg). Also, the 
designs must have a mechanism to allow water to be refilled and air bubbles to escape, and a place for a 
stirring device to evenly mix the water.   
The first design consists of only a sheet metal form from 1mm stainless steel, in which the edges would 
be welded. A design feature of this concept is that it has an overlap on three sides to support the weight 
of the condenser module. The overhangs would be such that the open space area exposed to the water 
would be equivalent to 1256×260mm, which is the heating domain that was modelled in the CFD. 
Therefore, the condenser plate must be bigger to allow for this overhang. Another feature is the flat 






Figure 4.6.3. First concept for the water container: a sheet metal water container. 
 
By replacing the overhangs with a wooden support reduces the volume of water that needs to be 
heated. The potential problem of this design is the electrical wiring coming out of the heating element 
may become a fire hazard if the support is made from wood. This problem can be resolved if both ends 
are supported by an external piece of metal instead.  
                            
Figure 4.6.4. The second concept for the water container: the use of supports to hold up both ends of the condenser module. 
Instead of using sheet metal as the container material, Perspex was used in this design to insulate the 
water so that the temperature controller would need less effort to maintain constant water 
temperature. Acyclic glue and waterproof tape would be used to seal up any gaps on the side of the 
container. Silicone glue would be used to seal between the condenser and the container unit as it needs 
to be removed at least once for the flat condenser and pin-fin condenser testing. The overhang piece 
was omitted in this design as the watertight mechanism would be incorporated into the condenser 
module instead (see the third concept of the condenser module). By doing so, less gluing is needed to 






Figure 4.6.5. The third concept for the water container: a Perspex container. 
 
Condenser module 
The first concept consists of three pieces of Perspex as the duct, which would be held straight by two 
wooden frames bolted onto the edge of the extended condenser plate. A 4mm deep channel would be 
machined on both sides of the plate to ensure that no water enters the ducted cavity. The Perspex 
pieces would be glued using acrylic glue, and the connection between the Perspex duct and silicone glue 
would be used to seal the edge between the Perspex and the condenser plate.  
 
Figure 4.6.6. The first concept of the condenser cover:  fastening the walls with two wooden frames. 
 
The second concept uses a single piece of Perspex that is heat folded, which can be fastened onto the 
condenser plate. Two lengths of waterproof tape would be used to seal the edge between the Perspex 
cover and the condenser plate. This concept eliminates the need for an aligning mechanism, though the 
resulting radius of the bend may affect airflow.  
 
Figure 4.6.7. The second concept of the condenser cover: a single-piece Perspex cover formed by heat folding. 
This is similar to the first concept for the Perspex ducting, but this also has an in-built water sealing 
mechanism. The rails on both sides are of different heights, and the higher piece would be used to 





rail; this could be used as a point of support from an external object, such as the wooden supports in the 
second and third water container concepts.  
 
Figure 4.6.8. The third concept of the condenser cover: fastening the walls with a metal frame made from a flat bar.  
 
Heating element specifications 
If water was selected as the heating media, a submerged water heating element was considered. Due to 
the long aspect ratio of the condenser, one heating source would not be sufficient to provide even 
heating of the water. Therefore, the heating element was based on a 2.4kW, 1069mm long water 
heater. Based on the container dimensions in Fig. 4.6.3, the volume of water was determined to be 
0.033m3=33kg. To heat up this volume of water from 18°C to 29.81°C would take 11 minutes assuming 
no heat loss. The water temperature of 29.81°C was selected as explained in Section 4.3.3, and a PID 
controller was used to maintain constant water temperature. To ensure even heating along the 
container, a paint mixer was used to stir the water at the inlet.  
 
Figure 4.6.9. Heating element layout inside the water container. 
 
Temperature controller 
Because there was a need to maintain constant water temperature to ±1°C, a PID controller was used. 
The PID controller was connected to a K-type thermocouple which was bonded to the inner condenser 
surface. Depending on the response time of the system from factors, such as thermal mass and heat 
transfer rate to the surroundings, the PID system was calibrated to reduce the amount of fluctuation in 






Figure 4.6.10. Digital PID controller used to maintain constant water temperature. Photo M.Leung. 
 
Limitations of the water container design and the heating foil concept 
It was originally thought that water would be the most suitable heating medium due to its high thermal 
mass. Due to the amount of manufacturing complications with the water container for ensuring water 
tightness, the heating foil option was considered instead. The new concept was to use a 2000W.m-2 
heating foil to apply heat to the condenser, and use the same PID controller to regulate the power going 
into the heating foil so that a constant inner condenser temperature could be achieved. The 
disadvantage of this was that the foil was made out of arrays of heating wires spaced at 23.8mm, which 
could create cold spots on the condenser plate. To dampen out this effect a 6mm heating plate was 
added between the condenser and heating foil. 
 






Figure 4.6.12. The adhesive heat foil with the three-pin plug. 
 
Chosen rig concept 
Based on the convenience in manufacture and operation, the heating foil concept was used. An extra 
layer of 6mm aluminium plate was needed to spread the heat more evenly before reaching the 
condenser. Rig concepts that use water as the heating source were dropped due to: 
1.  The difficulty in ensuring the container is watertight; any leakage may cause fire hazards if in 
contact with the electronics. 
2. The container would be difficult to carry when filled with water due to its mass (>33kg including 
the condenser); it would also be inconvenient to drain the water without incorporating a 
draining mechanism at the bottom of the container.  
3. Due to the large volume of water, it would take significantly longer to heat the inner condenser 
up to the correct temperature compared to the heating foil. 
4. Originally, it was thought that water could provide more even heat distribution than heating foil, 
but because the heat rod did not cover the aspect ratio of the condenser plate fully, so a stirring 
device would be needed throughout the experiment. This would be inconvenient when taking 
measurements, and it was not known whether the stirring would introduce noise to the data.   
5. Any air bubbles caused by the stirring or when refilling the container with water would have a 
significant impact on heat transfer onto the condenser surface.   
Measuring heat rejection using the airflow 
To calculate the heat rejection of the condenser, an array of air velocity and temperature measurements 
were needed at the outlet and inlet, as taking the average across the cross-section was not sufficient to 
provide the level of accuracy, due to the influence of the wall viscous effects. Therefore, 77 
measurements of air velocities and air temperature were needed at the inlet and outlet of the flat plate 
and pin-fin condenser, as shown in Fig. 4.6.14.  To achieve this, 11 holes would be needed to be drilled 
on the side of the duct wall so that the pitot probe can enter the air space. When not taking 
measurements, the holes were sealed with tape to avoid disturbance to the airflow. Because of 





To determine the energy rejected on each square grid, the four nodes would be averaged to give 𝑉 and  
𝑇. For example, using the notation illustrated in Fig. 4.6.13, the average velocity in grid 1, 𝑉1 =
0.25(𝑉1,1 + 𝑉1,2 + 𝑉2,1 + 𝑉2,2). This process would be repeated for temperature and every grid at the 
inlet and outlet. Then the corresponding grid between the inlet and outlet would be matched, such that: 
?̇?1 = 𝐶𝑝𝐿𝑊(𝜌1 𝑜𝑢𝑡𝑙𝑒𝑡𝑉1 𝑜𝑢𝑡𝑙𝑒𝑡𝑇1 𝑜𝑢𝑡𝑙𝑒𝑡  − 𝜌1 𝑖𝑛𝑙𝑒𝑡𝑉1 𝑖𝑛𝑙𝑒𝑡𝑇1 𝑖𝑛𝑙𝑒𝑡  )(𝑊)  
By summing every corresponding product of each grid pair between the inlet and outlet, the total 
energy rejected would be this sum multiplied by two. 
 
Figure 4.6.13. Defining the velocity and temperature notation for each node.  
                                                                                                
Figure 4.6.14. Grid showing the 77 coordinates where the air velocity measurements were taken for the flat plate and pin-fin 





Condenser plate temperature control 
Ten 2x5mm deep holes were drilled on the edge of the condenser plate, each connected with a T-type 
thermocouple. The hole at the inlet was used to control the power output of the heating foil so that the 
inner condenser temperature was constant at 30°C, another hole was placed 4.5mm away to ensure the 
DAQ reading was close to 30°C. The other eight holes on the lengthwise edge were connected with the 
DAQ (data acquisition) to monitor any temperature change along the length of the condenser plate, so 
that this information could be accounted for in the refined CFD model. 
             
Figure 4.6.15. Location of side holes to control and measure the condenser plate temperature. 
Measuring heat rejection with power meter 
A METEC power meter was used to measure the energy supplied to the heating foil, but because the dial 
reading on the power meter was only accurate to 0.1kWhr, it was connected to a BK Precision 175MHz 
counter which was capable of displaying at 10-4kWhr. To obtain the power of the heating foil, the energy 
value would have to be divided by the accumulative measurement time, which was set at 30 minutes. 
This heat foil power value would then be compared with the CFD heat rejection value, assuming all the 





            
Figure 4.6.16. The METEC power meter was connected to the BK Precision 175MHz counter, where one tick corresponds to 10-4 
KWhr. 
Data acquisition equipment 
Pitot tube 
By measuring the difference between the static and dynamic pressure using the pitot tube, the air 
velocity can be determined using the Bernoulli equation. Due to the geometry of the probe being a right 
angle bend, the rig would need to be adjusted, so the head of the probe measures at the point of 
interest. Also, the pitot tube is only capable of measuring 1D flow in the incoming direction, and it was 
assumed that most of the flow measured would be parallel to the inline direction. 
 
Figure 4.6.17. Dimensions of the pitot tube used. 
Air temperature measurements 
A handheld T-type temperature probe was used to measure temperature profile along the cross-section 
of the duct, which would then be read off the DAQ. From the specifications, these probes are accurate 
to ±0.5K. 
Noise in DAQ measurements 
Because of the unstable nature of the airflow and heat transfer, it was not possible to obtain a stable 
reading from the DAQ equipment. To account for this problem, each measurement should be taken as 







Due to the circular outlet of the fan and the rectangular profile of the duct, a 400mm circular to 
rectangle transition was needed. It was expected that there would be some pressure loss associated 
with the transition, which was included in the fully detailed CFD after the experiment. The duct 
development would be folded using the cardboard pattern shown in Fig. 4.6.18.  
 
Figure 4.6.18 Left: laser-cutting pattern for forming the transitional duct. Right: the transitional duct connected to the fan. 
 
Fan selection 
As the RIL-150 fan was used in the initial CFD optimisation, therefore it must be used in the experiment 
for consistency purposes. The fan was originally selected due to its fan outlet diameter (147mm) being 
similar to the size of the main duct (260mm by 200mm high). An axial fan was preferred over a 
centrifugal fan due to cost, and axial fans can generate more flow given the same power. The 
disadvantage of using an axial fan is it will generate an omnidirectional flow compared to a consistent, 
straight flow. Flow straighteners were considered, but it was not known how much additional pressure 
loss could be introduced. Therefore, in both the optimisation and fully detailed CFD, the flow at the duct 






Figure 4.6.19. PROVENT RIL-150 SW axial fan, rated at 38W. 
 
Manufacturing considerations and constraints 
Pin-fins 
Due to the 10mm aluminium rods not being available, only 9.5mm aluminium rods could be purchased. 
These came in 5m lengths, which could be cut by a drop saw to 205mm to account for the turning 
process to smooth out the surface. Also, it was noted that 3mm was lost for every drop saw cut, so 
seven lengths of the aluminium rod were purchased. After turning both sides of every pin-fin to 202mm, 
a 20mm deep 2.5mm diameter blind hole was drilled to allow for the 3mm tap to be made. 
Drilling holes onto the pin-fin condenser plate 
It was identified that the plate would need to be 1286mm long due to the 15mm needed to account for 
the probe entry at the inlet and outlet. Because the digital milling machine could only reach 1m, it was 
decided to obtain two pieces of 643x260mm instead to allow easier management and transport. To 
avoid the drill from bending the work piece, smaller pilot holes were drilled before making the 4mm 
hole. Also, because the precision of the digital mill would only be 0.01mm, and by definition the x and y 
spacings are irrational, there would be an error of 0.02mm for the final hole in the x-direction. More 
errors were introduced when the work piece was rotated or moved during the session, but the hole 
locations were accurate to 0.5mm.  
Side walls, top wall and pin straightener of the duct 
The side walls of the main duct consist of four pieces of polycarbonate, each 643x208x4.5mm. This was 
because if it were a single piece it would be 1286x208mm and it would not fit inside the laser cutter. The 
top wall of the duct was split into two 643x209x4.5mm pieces, so that the main duct could be split into 
two pieces for better handling. Another two 643x200x2mm pieces of polycarbonate were also laser cut 
to be used as the pin straightener on the top wall of the main duct. 
Foil heater and plate 
Because the heating wires do not cover the edge of the heating foil, a bigger heating foil was needed to 
provide constant heat to the condenser region. The heating foil sourced was 1350x310mm so that the 





additional 1550x510x6mm plate was used so that the adhesive foil could be attached to this plate 
instead of the condenser plate, as there was a need to test two condenser plate variants (flat plate and 




























 Rig commissioning and data collection 
 Finalized design 
                                                    
Figure 5.1.1. Overview of the components in the flat plate and pin-fin condenser rig. 
The final design consists of one rig with two condenser plates (flat plate/pin-fin) that can be installed or 
removed via unscrewing the 14 M4 countersink screws, as shown in Figs. 11.2.2 and 11.2.3. The rig 
consists of three modules: the main duct assembly, the condenser plate heating module, and the air 
extraction assembly with some differences for the flat plate and pin-fin condenser, as shown in Figs. 
11.2.2-11.2.5. To allow for the pitot tube to measure the airflow inside the rig, 11 holes were drilled on 
the side wall of the main duct at the inlet and outlet location. A pitot stand was made so that the pitot 
tube would always enter in at the same angle for each hole.  
 Flat plate condenser 
A single piece of 5005 aluminium plate, 1286x260x6mm, was chosen to be the flat plate condenser. Ten 
2mm holes were drilled on the edge of the plate for the thermocouples T1-T9 to record the 
temperature, according to Fig. 4.6.15. Thermal grease was added to maximise heat transfer between the 
heating plate (brown) to the condenser plate, which was also bolted down by M4 countersunk screws 





                              
Figure 5.1.2. SolidWorks model of the flat plate condenser rig with polystyrene insulation (green). 
                                                                                  
Figure 5.1.3. Perspex side walls of the main duct and the pitot stand. Length of rig is 1550mm. 
 Pin-fin condenser 
Two separate pieces of 5005 aluminium was used instead to give the same condenser plate area due to 
manufacturing constraints. The pin-fins were attached to the plate with 165 M4 countersunk screws in 
the bottom of the condenser plate, and the bottom of each pin-fin was coated with thermal grease to 
help the plate-pin heat transfer. As mentioned in Section 4.6.4, only 9.5mm 6060 aluminium rods were 





Figure 5.1.4. SolidWorks model of the pin-fin condenser with polystyrene insulation (green). 
                                                                
Figure 5.1.5. Pin-fin condenser in construction, without the main duct and fan.  
 Design modification 
 Pitot tube 
Due to the hot wire anemometer being too fragile to be implemented in this rig, a pitot tube was chosen 
instead. The velocity expected from the CFD optimisation in Sections 4.4 and 4.5 were between 0.5-
2m/s within the rectangular duct section. Using Bernoulli’s theorem: 𝑃𝑑𝑦𝑛𝑎𝑚𝑖𝑐 − 𝑃𝑠𝑡𝑎𝑡𝑖𝑐 = 0.5𝜌𝑈
2, so 
the range of pressure difference=0.15 to 2.4Pa. However, the fan outlet was much faster due to 
transitioning to a smaller cross-section, from using conservation of mass flow rate the velocity at the fan 






Figure 5.2.1 Left: The 100Pa pressure transducer rated at ±0.75% of reading. Right: The fixing mechanism to keep the head of 
the pitot tube parallel to the airflow. 
 
Figure 5.2.2. Left: Close-up of the pitot stand and pitot tube; the pitot stand was designed to align with the 11 pitot holes on the 
side wall of the main duct. Right: Markers on the pitot tube to show each depth at which measurements would be taken; this 
was to be repeated for all 11 pitot holes, as demonstrated in Fig. 4.6.14. 
 
 Change in inlet location 
Due to the 50mm bend in the pitot tube colliding with the first row of pin-fins, the original inlet position 
that was defined in the previous CFD optimisation had to be moved 15mm to the front, and, as a 
consequence, the plate and rectangular duct were extended by 15mm. An additional 50mm portion of 





Because of this change, the geometric model in the refined CFD simulations was also updated. 
 
Figure 5.2.3. Location of the new inlet position due to the length of the pitot tube head; the pitot tube is shown in red. 
 
 Thermal insulation 
10mm of S-grade polystyrene foam was needed to seal the main duct to ensure minimal heat loss, as 
this would greatly improve the relevance of the power meter measurement.  
 
Figure 5.2.4. The complete rig setup with polystyrene and glass wool insulation. 
 
Glass wool was used underneath the heating foil and on the heating plate to prevent heat from escaping 
underneath. While not flammable, the heating foil could get above 100°C should the PID temperature 
controller fail.  
 Orientation of the fan 
It was found that the flow was not delivered evenly across the empty rectangular duct due to the hub of 
the fan generating less flow at the flow centre. Therefore, the fan was reversed so that the flow was 
being extracted from the condenser instead. By doing this, the amount of airflow would theoretically 
remain the same due to continuity, but in the experiment, this would produce a much more laminar 









Figure 5.2.5. The transitional duct and the fan, designed to extract air from the main duct. 
 
 Reliability of data acquisition and experimental equipment 
A Type T thermocouple was used for temperature measurements and temperature control. It has an 
error of ±0.5K; therefore, the experiments measuring temperature differences of less than 2K was not 
recommended assuming 20% accuracy. To minimize this problem, the measuring temperature should be 
much higher than the ambient temperature. The pressure transducer was determined to be suitable for 
the expected operating range of 0.15-32.6Pa, but the connecting rubber tubes must not be blocked 
when taking measurements. There was no information given for the pitot tube; it was obtained from the 
Mechanical department and it has a tolerance of ±2%. This should not cause more error unless the tube 
is bent such that the tube no longer allows air to pass through it. Regarding the axial fan, a pressure-flow 
rate curve was provided and was used in the CFD optimisation, but whether the existing fan operates 
according to this curve had not been tested. Assuming the difference between the actual fan and the 
curve is small, the flow rate would be measured in the experiment and compared with the CFD assuming 
the same pressure-flow rate curve. For determining the reliability of the power meter and counter unit, 
a measurement was taken at maximum heating foil power during test 5 of the pin-fin condenser 
experiment. This was found to be 657.4W, which is reasonable as the supplier stated a value of 666W.  
Table 5.3.1. Reliability of the sensors and equipment used in the rig and DAQ. 
Name of equipment Specification Precision 
Axial fan RIL-150 Measured in experiment 
Pitot tube Unknown ±2% of measurement 
First sensor 100Pa Pressure 
transducer 
LDES100UF6S ±0.75% of reading  





PID controller thermocouple Type T thermocouple ±0.5K 
Pitot probe thermocouple  Type T thermocouple ±0.5K 
PID controller Type T thermocouple ±0.5K 
Power meter METEC IEC 1036 10000 impluse/KWhr 


























 Results for Flat plate condenser 
 Heating foil power output 
Originally, it was thought that the same inner condenser temperature and the ambient temperature 
according to Test 17 by Gorrie could be achieved in the experiment. However, the ambient temperature 
was found to fluctuate during the entire 30 minutes measurement; also, the inner condenser did not 
have a constant temperature profile as originally expected. To account for these issues, the ambient 
temperature and all nine thermocouple measurements along the condenser plate were recorded every 
second for 30 minutes and averaged.  Tests were repeated at various ambient and inner condenser plate 
temperatures to determine whether this had any correlation with heat rejection. The average inner 
condenser plate temperatures for each test was obtained using the process described in Section 6.3. 
After six tests, it was found that there was a linear correlation between heating foil power and the 
difference between the ambient and average inner condenser plate temperatures, as shown in Fig. 
6.1.2. A summary table of the heating foil power for each test is in Fig. 6.1.1. 
Figure 6.1.1. Summary of the ambient and inner condenser temperature of each test and the heating foil power. 
 
Figure 6.1.2. Plot of the heating foil power at different dt=average inner condenser plate-ambient temperatures. 
 
 
Average ambient T (degC) Average inner condenser (degC) Condenser-Ambient (degC) Measured heating foil power (W)
Test 1 23.19 26.58 3.39 24.60
Test 2 22.53 38.08 15.55 96.00
Test 3 22.14 49.89 27.75 169.00
Test 4 21.33 61.77 40.44 239.00
Test 5 20.99 73.12 52.13 309.40

















dt (Average inner condenser plate T-ambient T) (K)
Heating foil power output onto flat plate condenser vs temperature difference between 






 Temperature profile of the inner condenser plate 
The temperature profile was important, because it was needed to determine the average inner 
condenser plate temperature, but also to study its heat rejection characteristic. All temperature profiles 
from Tests 1-6 were plotted in Fig. 6.2.1. It was observed that T1 was the coolest, as it corresponds to 
the inlet of the air. The plate gets hotter as it gets further away from the inlet; this is because the air also 
gets hotter as it travels through the length of the plate. After T7, there was a slight drop in plate 
temperature; this was thought to be due to the additional heat rejected due to the flow beginning to 
transit from uniform to swirl flow as it enters the fan. 
                       
Figure 6.2.1. Temperature profile along the inner condenser plate for a different experimental run. 
 Obtaining average inner condenser temperature 
Averaged inner condenser temperatures were obtained using the weighted average method, where the 
area under the temperature profile curve for each test run, shown in Fig. 6.2.1, were evaluated using the 
trapezoidal method. This was then divided by 1286mm, as this was the length of the condenser plate, to 
give the average inner condenser plate temperature.  
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑖𝑛𝑛𝑒𝑟 𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 =
∑ 0.5(𝑥𝑖+1 − 𝑥𝑖)
8
𝑖=1 (𝑇𝑖+1 − 𝑇𝑖)
1286
⁄  
where 𝑥𝑖 corresponds to the distance away from the inlet/T1 in mm. 
 Refined CFD setup and data processing for the flat plate condenser 
The main purpose of making a refined CFD model for the flat plate rig was to include the experimental 
factors that were not considered in Section 4.5.3. In the manufacturing of the rig, there were some 
changes made to the geometry and the layout of the rig, such as changing the direction of the flow to 
extract, and the addition of a transitional duct to connect the rig with the fan. These geometry changes 
were then included in the refined CFD model. During the experiment in Section 6.1, it was found that 



























Distance from inlet/T1 (mm)











constant along the length of the plate, as shown in Section 6.2. To model these variations, each 
experimental run was modelled according to its ambient temperature and the inner condenser 
temperature profile that was measured during the experiment. 
To save computational time and allow for higher mesh density, only half of the rig was modelled, as 
shown in Fig. 6.4.1. The transitional duct was included as well, to account for the pressure drop 
associated with it, which was found to be 27.5Pa. At the fan outlet, the airflow was extracted out by the 
same pressure curve used in Fig. 4.3.8, but the airflow was halved as only half of the rig was modelled. 
The flow was assumed to be extracted uniformly with no swirl motion, as this would require modelling 
the fan blade itself and it would be unreasonable in this timeframe. All the walls were assumed to be 
fully insulated except for the inlet, outlet and sliced area. Heat rejection was calculated using the 
integral approach in 4.2.1 but multiplied by two to obtain the full heat rejection for a single rig. 
  
Figure 6.4.1. The geometry of the rig for the flat plate condenser rig in COMSOL, which is composed of the condenser plate, and 
air in the main and transitional ducts. 
 
The normal mesh setting was selected on COMSOL; the statistics and detailed settings are shown in Fig. 
6.4.2 and Table 6.4.2. This resulted in 13 hours of computation and 17GB of ram used for each run.  
      






Table 6.4.1. Mesh settings for each domain. Note the 1mm minimum element size refinement applies to all domains. 
Mesh size settings Air domain Pin-fins Base plate 
Max element size (mm) 169 169 169 
Min element size (mm) 1 1 1 
Max element growth rate 1.5 1.5 1.5 
Curvature factor 0.6 0.6 0.6 
Resolution of narrow regions 0.5 0.5 0.5 
Table 6.4.2. Mesh settings for wall boundary layers. 
Boundary layer properties Value 
Number of boundary layers 5 
Boundary layer stretching factor 1.2 
Thickness of the first layer Automatic 
Thickness adjustment factor 2.5 
 
 
Figure 6.4.3. Slip flow condition applied to the sliced surface. 
 
The temperature profile along the condenser plate was non-uniform, which was the result of factors 
that cannot be considered in this refined CFD model, such as the swirl intensity at the outlet or heat loss 
by the rig to the surroundings. If this effect were to be included in the CFD, then the heating plate, 
heating foil, and heat paste in the contact region and surrounding air would have to be included on 
COMSOL. Therefore, the temperature profile polynomial was inputted onto the inner condenser surface 





                                            
Figure 6.4.4. The temperature profile for the condenser plate in Test 1 with its fifth order polynomial. 
 
Figure 6.4.5. Inputting the temperature profile onto the inner condenser surface on COMSOL. 
Because originally using the default inlet turbulence intensity value of 0.05 gave a heat rejection nearly 
half that of the experimental value (refer to Fig. 6.7.1), it was not known whether the actual turbulence 
intensity in the experiment was higher as it was not measured. Therefore, refined CFD models with an 
inlet turbulence intensity of 0.05 (default), 0.2 and 1 were all computed. From the literature, a 
turbulence intensity of 0.2 was considered to only occur in a high turbulence application, such as 
rotating machinery [56], which is comparable to the axial fan used in the experiment. A turbulence 
intensity of 1 would not be possible unless the flow was unstable, but this model gave an extreme 




























comparison. For the full result of the refined CFD modelling with different inlet turbulence intensity 
values, see Section 6.7. 
                                                                                    
Figure 6.4.6. Inputting inlet turbulence intensity onto the refined CFD model. 
 Velocity profile of the rectangular inlet and outlet 
The x-directional velocity measurements were taken at the inlet and outlet using the same grid in Fig. 
4.6.14. Each measurement was averaged over 30 seconds, as there were fluctuations in the air velocity. 
This was then compared with the x-direction velocity interrogated from the refined CFD using the same 
grid. Fig. 6.5.1 shows how the grid in Fig. 4.6.14 was measured, and how the terminology was used in 
the air velocity plots in Figs. 6.5.2 and 6.5.5. 
                                    





Looking at Fig. 6.5.2, the experimental velocity profile at the inlet was higher at the three edges but 
lower at the flow centre and the bottom edge. This difference was due to the different flow entry 
conditions between the experiment and the refined CFD model, which is illustrated in Fig. 6.5.3. In the 
experiment, the air was allowed to bend around the upper and side walls, which meant the air velocity 
was higher near those walls. However, at the bottom surface, the air velocity was lower due to the 
viscous effect from the protruding bottom plate, which can be seen in Fig. 6.5.1. In the refined CFD, the 
air was only allowed to enter through the rectangular profile and the viscous effect applied to all four 
sides, creating the parabolic flow profile.  
 
Figure 6.5.2. Experimental and refined CFD inlet air velocity profile; the solid half represents the half that was measured while 
the other half was mirrored assuming symmetry. Note that air velocities were not measured at the wall, and the refined CFD 
shows only the same location that was measured in the experiment. 
                                                       
Figure 6.5.3. Top view of the rig, showing the different flow entry behaviour at the inlet, between the experiment (left) and 
refined CFD (right).  
To graphically show the difference between the experiment and the refined CFD air velocity plot, the 





Fig. 6.5.4, the contours showed that there was a larger difference at the edges, which was due to the 
flow bending around the three walls causing a higher air velocity than what the refined CFD model 
suggests. At the flow centre, the experimental air velocity was lower, as a higher portion of the flow 
entered through the side walls, and the fan can only generate the same amount of flow. 
                                                                                                                   
Figure 6.5.4. Total error between the experimental and the refined CFD data for the inlet of the flat plate rig. 
At the outlet, the experimental flow profile had transitioned to the parabolic flow profile due to the 
viscous effect the flow experienced as it travels through the rectangular duct. Due to no measurements 
taken at the wall surfaces, the boundary viscous effect cannot be captured properly, as shown in Fig. 
6.5.5 when the velocity measurements did not reach zero. The closest measurements taken were 
1.5mm from the wall, but there were limitations in these measurements as the head of the pitot probe 
was bent slightly upwards. Therefore, when measuring air velocity at a height of 1.5mm it may have 
been measuring at 3mm, which meant that the air velocity would be higher. Near the roof of the duct it 
may have been measuring at 199mm instead of 198.5mm; therefore, the air velocity was lower. 
 
Figure 6.5.5. Experimental and refined CFD outlet air velocity profile; the solid half represents the half that was measured, while 
the other half was mirrored assuming symmetry. Note that air velocities were not measured at the wall and the refined CFD only 





The fluctuation in total error at the outlet, shown in Fig. 6.5.6, was overall less than at the inlet, as the 
viscous effect from all four wall surfaces was evidential from the experimental measurement. But the 
error was higher at the bottom of the duct due to the limitations in near wall air velocity measurements. 
In the experimental profile, the parabolic arcing was less, suggesting that the flow transitioned to the 
free stream velocity faster than what was predicted by the refined CFD model; thus it was more 
turbulent. 
                                                                                                                   
Figure 6.5.6. Total error between the experimental and the refined CFD data for the outlet of the flat plate rig. 
The flow rate was then calculated by integrating the air velocity profile plots and summarised in Fig. 
6.5.7. It was found that the experimental inlet flow rate was greater than the outlet profile. This 
problem could be due to other velocity components that were present at the outlet, thus affecting the 
static pressure port of the pitot tube and making the calculated air velocity to be lower. A better 
approach would have been to measure static pressure at the sidewall instead.  
This meant that the heat rejection using the integral approach described in Section 4.6.14 cannot be 
calculated, as the inlet and outlet flow rates were different. Therefore, only the heating foil power and 
refined CFD heat rejection values were used for comparison from this point onwards. The refined CFD 
inlet and outlet flow rates were similar with small errors due to the coarse grid size used. 
                                                                        
Figure 6.5.7. Flow rate obtained from integrating the velocity profile plot. It was found that the experimental outlet flow rate 
was smaller than the inlet. 
 Experimental temperature profile along rectangular cross-sections 
As part of the validation between the experiment and refined CFD results, a series of temperature 
measurements were taken during Test 6. Experimental measurements were taken along the 
cross-section of the duct according to Fig. 6.6.1, and were repeated for the inlet, outlet and 547mm 
from the inlet. Refined CFD temperatures were interrogated in the corresponding location and were 
plotted from Figs. 6.6.2-6.6.6. 







                                                                          
Figure 6.6.1. Measurement points along the cross-section were represented by stars; a series of measurements were taken near 
the wall (18.57mm) and at the flow centre. 
Originally, it was intended that temperature measurements were to be taken corresponding to the 
entire gird shown in Fig. 4.6.14 to calculate heat rejection using the integral approach. However, this 
was rejected after discovering that heat rejection could not be calculated, as the flow rate at the inlet 
and outlet did not balance. Also, it was not feasible, as the ambient temperature would have changed 
significantly before all 231 measurements were taken. The new aim of the temperature measurements 
was to quickly validate between the refined CFD results. Therefore, a new measuring grid, illustrated in 
Fig. 6.6.1, was used. This ends up with 42 measurements in total, with each measurement averaged over 
30 seconds. 
After data collection, it was found that the ambient temperature did change by 0.4K over the entire data 
collection process. Therefore, the data was standardised such that the individual air measurements 
were subtracted from the corresponding ambient temperature at the time of measurement. These 
temperature difference values would be added to the overall average ambient temperature. 
At the inlet, the temperature measurements were taken, as per Fig. 6.6.1. The temperature profile near 
the wall and at the flow centre were plotted in Fig. 6.6.2. It was found that the inlet temperature was 
not equal to the ambient temperature. This could be because of the error within the different 
thermocouples, which were rated at ±0.5K. On average, the experimental values were 0.5K greater than 
the ambient air. Alternatively, it could suggest pre-heating of the surrounding air; this effect was 







Figure 6.6.2. Temperature profile at the inlet; in the experiment it was found that the inlet air temperature was not equal to the 
ambient air temperature. 
For the temperature profile measured at 547mm from the inlet, 18.57mm from the side wall was 
plotted in Fig. 6.6.3. It was found that the experiment temperature profiles were hotter than all the 
refined CFD profiles. As the inlet turbulence intensity increased, this matched more closely the 
experimental measurements. This suggests that the refined CFD models predict a smaller heat transfer 
near the side wall, and that the wall viscous effect was not so significant in the experiment. 
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The temperature profile at the flow centre, 547mm from inlet, was plotted in Fig. 6.6.4. All turbulence 
models predicted a trend that was within the experimental profile from height 20 to 150mm, but it was 
difficult to determine which inlet turbulence intensity reflected the experimental trend better due to the 
noise in the experimental data. At a height of 1.5mm, the experimental data showed a cooler 
temperature than all the refined CFD models. This was due to the flow transitioning to the mainstream 
velocity faster from the plate surface than what the CFD predicts, as shown in Fig. 6.5.5.  
Above 150mm, all the refined CFD profiles predicted the airflow to be at ambient temperature. All 
experimental temperature profiles shown from Figs. 6.6.2-6.6.6, found that the temperature at the roof 
(198.5mm) was always slightly hotter than the 160mm measurement. This could be due to the roof 
material emitting some of the heat it had absorbed from its contact with the heating plate, despite the 
material of the roof/main duct being Perspex, which was meant to have a low thermal conductivity.  
                          
Figure 6.6.4. Temperature profile at 547mm from the inlet, measured at the flow centre. 
At the outlet, a similar situation occurred that the temperature profile at 18.57mm from the side wall 
did not match. In Fig. 6.6.5, the experimental profile was shown to be hotter than all the refined CFD 
profiles except at a height of 1.5mm. This was due to the airflow transitioning to the free stream faster 
in the experiment than what the refined CFD model predicts, resulting in the air being more evenly 
mixed. At the flow centre of the outlet, shown in Fig. 6.6.6, the same fluctuation occurred at the 2nd and 
3rd experimental temperature points from the plate surface similar to Fig. 6.6.4. This again made 
determining which inlet turbulence intensity best reflected on the actual situation difficult, as different 
inlet turbulence intensities fitted the experimental profile better depending on whether it was fitting 
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Figure 6.6.5. Temperature profile at the outlet, measured at 18.57mm from the side wall.
                                             
Figure 6.6.6. Temperature profile at the outlet, measured at the flow centre. 
From evaluating between Figs. 6.6.4 and 6.6.6, it seems that an inlet turbulence intensity of 0.2 was the 
most conservative, but none of the inlet turbulence intensity values managed to fit in Figs. 6.6.3 and 
6.6.5. This suggests the inlet turbulence intensity alone was not enough to account for the difference in 
heat rejection shown in Fig. 6.7.1. Other factors such as the swirl of the fan, and whether the extraction 
pressure across the rectangular duct was even due to the fan being circular was not considered in the 
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 Effects of turbulence intensity in the refined CFD  
Due to the disagreement between the first set of refined CFD results using the default inlet turbulence 
intensity value of 0.05 and the experimental data, other inlet turbulence intensity values of 0.2 and 1 
were also modelled to determine whether this would increase the amount of heat rejection. The heating 
foil power plot from Fig. 6.1.2 was compared with the heat rejection plot with different inlet turbulence 
intensities corresponding to the same experimental condition (ambient temperature and inner 
condenser temperature). All refined CFD results and the heating foil power are shown in Fig. 6.7.1 
below. 
 
Figure 6.7.1. Experimental heating foil power vs CFD heat rejection for the same conditions (ambient temperature and inner 
condenser temperature), assuming all the heat to the heating foil is being rejected by the airflow. 
To evaluate the heat rejection per volume of aluminium used, the linear trend line constants were 
obtained, shown in Table 6.7.1. Because the trend lines are linear, the heat rejection per volume of 
aluminium also increases linearly with temperature difference, therefore the unit can be converted to 
(kW/(m3K)). This result is compared with Section 4.5.3 using Gorrie’s experimental condition of ambient 
temperature=18.33°C, inner condenser temperature=29.81°C, which gave a result of 39.46W and 
20.14kW.m-3. This compared well with the refined CFD value for inlet turbulence intensity of 0.2 in Table 
6.7.1, with the interpolated value of 20.69kW.m-3. However, in Section 4.5.3 the transitional duct was 
not modelled, and the coarser mesh setting was used instead of the normal setting in this refined CFD 
study. This showed that despite these modelling differences, the CFD results were predicting relatively 
close to each other, except for extremely high inlet turbulence intensity values past 0.2.  A turbulence 





















dt (Average inner condenser plate T-ambient T)  (K)
Refined CFD heat rejection with different turbulence intensities vs experimental heating 















At the highest level of inlet turbulence intensity of 1, the heat rejection value still did not match the 
experimental values. This suggests that there could either be heat loss in the rig that was not taken 
account of, as the experimental data only measures electrical power going into the heating foil. Also, it 
could be due to the underlying flow mechanisms that was not understood, as the flow was not 
visualised, which meant that the flow could be swirling or distributed in a way that leads to more heat 
being rejected. The inlet and outlet velocity profile was shown in Section 6.5, but it was only a time 
average representation of the flow, which cannot give information as to its dynamic behaviour. 









under Test 17 
condition of A. 
Gorrie (W) 
Heat rejection per 
volume under Test 
17 condition of A. 
Gorrie (kW.m-3) 




Refined CFD turbulence 
intensity=0.05 
3.03 1.49 18.06 
(interpolated) 
18.06 (interpolated) 1.51 
Refined CFD turbulence 
intensity=0.2 
3.52 1.11 41.51 
(interpolated) 
20.69 (interpolated) 1.75 
Refined CFD turbulence 
intensity=1 
4.97 1.72 58.82 
(interpolated) 
29.32 (interpolated) 2.48 
experimental heating foil  5.88 4.51 71.98 
(interpolated) 
35.88 (interpolated) 2.93 
 
 Flat plate heat transfer empirical correlation 
Because there is uncertainty between the refined CFD and experimental results, and the heat rejection 
could not be determined from the airflow, there was a need to check with the empirical correlation in 
the literature. Section 2.12.6 mentioned a flat plate Nusslet correlation, which can be used to calculate 
convective heat transfer assuming heat transfer for a flat plate in an open space is similar to a ducted 
flat plate. Test 6 of the flat plate experiment would be used as the example input condition shown in Fig. 
6.8.1. Because the outer condenser surface was not measured in the experiment, the value was 






Figure 6.8.1. Determining the airflow heat rejection in Test 6, using the empirical correlation for an open flat plate. 
Following workings in example 9.2 of [38] and assuming isothermal plate:  
Film temperature of the air at the plate=(22.9599+60.655)/2=41.80°C 
Air properties at 25.89°C: 𝜇𝑎𝑖𝑟 = 1.9154 × 10
−5𝑘𝑔. (𝑚𝑠)−1, 𝜌𝑎𝑖𝑟 = 1.12255𝑘𝑔.𝑚
−3, 𝑃𝑟 = 0.7034, 
𝑘 = 0.027389𝑊. (𝑚.𝐾)−1 





1.122558𝑘𝑔.𝑚−3 × 1.286𝑚 × 2.473𝑚. 𝑠−1
1.9154 × 10−5𝑘𝑔. (𝑚𝑠)−1
= 1.86385 × 105 
Because this flow is considered laminar for an open flat plate, the following correlation is used: 
𝑁𝑢𝐿 = 0.664𝑅𝑒𝑥
0.5𝑃𝑟1/3𝑓𝑜𝑟 𝑖𝑠𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑝𝑙𝑎𝑡𝑒 𝑎𝑛𝑑 𝑅𝑒𝑥 < 5 × 10
5 





254.94 × 0.027389𝑊. (𝑚.𝐾)−1
1.286𝑚
= 5.4297𝑊. (𝑚2. 𝐾)−1 
𝑞 = ℎ̅𝐴(𝑇𝑜𝑢𝑡𝑒𝑟 𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟 − 𝑇𝑎𝑚𝑏𝑖𝑒𝑛𝑡)
= 5.4297𝑊. (𝑚2. 𝐾)−1 × 1.286𝑚 × 0.26𝑚 × (60.655 − 22.9599)𝐾 = 68.434𝑊 
Comparing the refined CFD value at turbulence intensity of 0.05 and the experimental heat rejection 
value, which were 166.25W and 329W, the value from the empirical correlation was 100W lower than 
the refined CFD value at Test 6. Even if it is assumed that the outer condenser temperature was equal to 
the inner condenser of 77.66°C, this value would be 99.3W which is still short of the 166.25W from the 
refined CFD value. As to the reason this empirical result was lower than the refined CFD, this could be 





open space this is 5 × 105. Because the critical Reynolds number for flat plate in open space is larger, it 
is harder for turbulent eddies to form, thus less heat transfers. This suggests that the assumption that 
flat plate heat transfer in an open space is similar to a ducted flat plate was not valid; therefore, it could 
not be proved whether the experimental or the refined CFD result at Test 6 was closer to the realistic 
value. 
 Flat plate summary 
Through experimentation, it was found that there is always a linear correlation between heat rejection 
and dt (condenser temperature-ambient air temperature), but the refined CFD modelling has 
underestimated the heat rejection for a flat plate condenser by a factor of 2 (1.51 as to 2.93 kW.m-3.K-1). 
A study in Section 6.5 showed that the heat was mixed more evenly near the side wall in the experiment 
than what was predicted in the refined CFD model. Flow profiles at the inlet between the refined CFD 
model and experiment did not match due to the assumptions made regarding uniform inlet airflow 
when setting up the refined CFD model, as described in Section 6.5. At the outlet, the flow profiles were 
better matched, but the viscous effect was less obvious in the experimental profile. The overall flow rate 
calculated for the experimental inlet and outlet did not match, this could be due to the incorrect 
approach in measuring the static pressure by the pitot tube. As a result, it was not possible to calculate 
the experimental heat rejection using the method that was proposed in Section 4.6.4 regarding 
“Measuring heat rejection using the airflow”. 
After varying the turbulence intensity value in Section 6.7, it was found that turbulence intensity alone 
was not enough to account for this difference in heat rejection and there are some underlying flow 
mechanisms causing a higher amount of heat rejection from the condenser plate. Because the 
experiment was measuring electrical heating foil power, it was not known whether the losses as the 
heat gets transferred from the foil to the condenser. Literature correlation was used to calculate the 
heat rejection by a flat plate in an attempt to validate either the refined CFD or the experiment results, 
however there was also limitation in the correlation itself, as it was only applicable for an open flat plate 
and not ducted. Therefore, it could not be determined whether the refined CFD or the experimental 
result was closer to the ideal scenario (no heat loss and uniform flow). 
In summary, heat rejection of the flat plate cannot be accurately due to complication in studying the 
flow mechanisms. It was assumed that the flow would be more predictable in the pin-fin study to come 
due to the flow straightening properties the fins would provide. Section 7 found that the difference 
between experiment and refined CFD heat rejection was significantly less at 25.6%, as the flow being 









 Results for Pin-fin condenser  
 Heating foil power output 
Five experimental runs with different ambient and inner condenser plate temperatures were conducted 
with the same procedures described in Section 6.1. The refined CFD runs for the pin-fin model were 
conducted using the standard turbulence intensity=0.05, as it was found that turbulence intensity alone 
was inconclusive to account for the disagreement in heat rejection for the flat plate study.  
More setups will be discussed in Section 7.2. From over plotting the experimental and refined CFD 
results in Fig. 7.1.2, it can be seen that the experimental heat rejection also follows a linear correlation. 
However, for the refined CFD, there were two outliers and it was uncertain whether Tests 2 and 3 or 
Tests 4 and 5 were the outlying pair (see Fig. 7.1.2). If Tests 2 and 3 were the outlying pair that would 
mean that the refined CFD predicts a heat rejection profile similar to the experimental data. If Tests 4 
and 5 were the outlying pair then the refined CFD would predict a smaller heat rejection gradient, 
similar to the situation for the refined CFD in the flat plate analysis. Further analysis was done in Section 
7.3 to determine which pairs were the outliers. 
 
Figure 7.1.1. Experimental and refined CFD summary of the pin-fin condenser. Results were plotted in Fig. 7.1.2. 
Figure 7.1.2. Experimental and refined CFD heating foil power/heat rejection plot.  
Average ambient T (degC) Average inner condenser (degC) Condenser-Ambient (degC) Measured heating foil power (W) CFD 
Test 1 19.88 24.36 4.48 121.00 93.37
Test 2 20.16 29.00 8.84 236.40 176.38
Test 3 20.08 33.70 13.62 358.80 247.48
Test 4 20.21 38.40 18.18 476.20 448.15


















dt (Average inner condenser plate T-ambient T) (K)









A summary table of different heat rejection quantities of the pin-fin condenser was added in Table 7.1.1. 
It contains results that were mentioned in later chapters of Section 7 with the different CFD studies. 





Heat rejection under 
Test 17 condition of 
A. Gorrie (W) 
Heat rejection per 
volume under Test 17 
condition of A. Gorrie 
(kW.m-3) 






_____ _____ 338.94 66.46 5.79 
Experimental 25.83 6.66 303.14 69.76 (interpolated) 5.94 
Refined CFD  
Test 1-5 
28.70 -74.96 254.54 58.58 (interpolated) 6.61 
Refined CFD 
Test 1-3 + 2 
auxiliary points 






7.7, Fig. 7.7.1 





 Temperature profile of the inner condenser plate 
Temperature measurements were collected in the same locations from the inlet as in Section 6.2 and 
also illustrated in Fig. 7.2.2, but the temperature profiles had a more dynamic characteristic due to heat 
rejection concentrated near the pins. Also, there are other interactions, such as the air getting hotter as 
it travels further into the pins. Therefore, the current plot in Fig. 7.2.1 does not have enough resolution 
to capture all the fluctuations due to the thermocouple locations of T1-T9, which were not situated 
equally away from the closest pin, as shown in Fig. 7.2.2. However, this was enough to determine the 
average plate temperature with reasonable accuracy for the refined CFD modelling. The general 
characteristic is that the temperature gets hotter as it gets further down the condenser, and unlike the 
flat plate condenser, the inner condenser temperature did not drop after T7.  This was because, despite 
the presence of a swirl near the outlet, the air was hot enough that the swirl made little difference for a 






Figure 7.2.1. Experimental temperature profile along inner condenser surface for Test 1-5. 
 
Figure 7.2.2. Thermocouple locations in relation to the pins. 
 Refined CFD setup for the pin-fin condenser 
A refined CFD model was also built to replicate the geometry of the pin-fin rig used in the experiment, as 
well as the external conditions experienced on each experimental run. This was then compared with the 
experimental data, as shown in Fig. 7.1.2. The purpose of this was also to determine whether the refined 
CFD model was sufficient in predicting the experimental heat rejection, so that in the future, CFD can be 
used to predict heat rejection without the need for experimentation. 
The coarse mesh setting on COMSOL was used, with the setting shown in Tables 7.3.1 and 7.3.2. This 
resulted in the meshed geometry in Fig. 7.3.1, containing 8.6 million elements and a computing time of 
three days, 56GB of ram for each run. Five CFD runs were required in total to compare the 
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Figure 7.3.1. Meshed pin-fin condenser model for the refined CFD analysis.  
                                                                                                                                                                                                                             
Table 7.3.1. Mesh settings for the refined CFD model in each domain. Note the 1mm minimum element size refinement applies 
to all domains. 
Mesh size settings Air domain Pin-fins Base plate 
Max element size (mm) 175 175 175 
Min element size (mm) 1 1 1 
Max element growth rate 1.5 1.5 1.5 
Curvature factor 0.6 0.6 0.6 
Resolution of narrow regions 0.5 0.5 0.5 
Table 7.3.2. Mesh settings for wall boundary layers in the refined CFD model. 
Boundary layer properties Value 
Number of boundary layers 5 
Boundary layer stretching factor 1.2 
Thickness of the first layer Automatic 
Thickness adjustment factor 2.5 
 
The inner condenser temperature profiles in Fig. 7.2.1 were all correlated with a 2nd-degree polynomial; 
an example of such is shown in Fig. 7.3.2 and inputted on to COMSOL using the same method in Fig. 
6.4.5. It was unnecessary to use a 6th-degree polynomial as in Section 6.4 for the flat plate, because it 
does not have enough resolution to capture the exact trend, as discussed in Section 7.2. The modelling 
approach was similar to the flat plate in Section 6.4, but there was increased computational complexity 





                                           
Figure 7.3.2. Characteristic polynomial of the inner condenser plate in Test 5, pin-fin condenser. 
To determine the outlying pair in the refined CFD study in Fig. 7.1.2, two additional auxiliary points were 
modelled at dt=17 and 23K using the same refined CFD model. The inner condenser temperature and 
ambient temperature of these auxiliary points were not based on any experimental runs, so the ambient 
temperature was assigned to be the same as Test 3, and the inner condenser temperatures were 17K 
and 23K greater than the ambient temperature. 
Looking at Fig. 7.3.3, the auxiliary study showed that Tests 4 and 5 were the outliers and that the refined 
CFD model should predict a lower heat rejection than the experiment. This was the same situation as in 
the flat plate experiment, where the refined CFD model predicts only a half of the experimental heat 
rejection. In the case of the pin-fin, looking at Fig. 7.3.3, the difference is less than 25.6% of the 
experimental heat rejection, assuming that Tests 4 and 5 were the outliers.  
Some reasons why the refined CFD model predicts a lower heat rejection value than the experimental 
data: 
1. In the experimental data, the heating foil power was assumed to be fully rejected by the airflow, 
not accounting for any losses on the way to the condenser plate. 
2. Section 7.5 shows that the air was more thermally mixed in the experiment than what the 
refined CFD model predicts, particularly in the near wall region (see Figs. 7.5.2 and 7.5.4). This 
resulted in more heat being rejected. Section 6.7 discussed the possibility of unknown flow 
dynamics that might have caused more heat in being rejected; this may also apply to the pin-fin 
condenser. 
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Figure 7.3.3. Overplotting the two auxiliary points with dt=17 and 23K to determine the outliers from the refined CFD study.  
The error for these two outliers could also be due to how the heat rejection was calculated on COMSOL. 
To interrogate for the heat rejection from the COMSOL file, the surface integral energy sums were 
determined at the inlet and outlet, and then subtracted using the approach from Section 4.2.1: 
?̇? = 𝐶𝑝 ( ∑ 𝜌𝑖 𝑜𝑢𝑡𝑙𝑒𝑡𝑣𝑖 𝑜𝑢𝑡𝑙𝑒𝑡𝑇𝑖 𝑜𝑢𝑡𝑙𝑒𝑡  𝐴𝑖 𝑚𝑒𝑠ℎ
𝑚𝑒𝑠ℎ𝑖=𝑛1
0




For example, in Test 5 of the refined CFD model, for the pin-fin condenser, the inlet and outlet sum were 
19434.4 and 19773.7W. To give the heat rejection, the outlet sum was subtracted from the inlet sum, 
which gave 339.3W. Then this was multiplied by 2 because the refined CFD model only models half of 
the rig, which gave 678.6W. 
The problem with this is that when the two large sums are subtracted to give a small product (heat 
rejection), any precision error in the large sums will affect the product significantly. Because the product 
was only 339.3/19773.7=1.7% relative to the outlet sum, and due to the more complex nature of the 
flow compared to the flat plate study, it is easy for errors to be propagated.  
Another issue was the four inverted elements found on the refined CFD model, which caused the 
minimum element quality to be negative as shown in Fig. 7.3.4. An inverted element occurs when the 
element is skewed to a point where it becomes an hourglass shape, as shown in Fig.7.3.5. This may have 
contributed to the outliers in Tests 4 and 5; looking at Fig. 7.3.3, Tests 1 to 3 of the refined CFD run and 
the two auxiliary modelling points do not form a perfectly straight line, suggesting the inverted elements 


















dt (Average inner condenser plate T-ambient T) (K)












                                                                            
Figure 7.3.4. Mesh statistic for the refined CFD pin fin model. Note the negative minimum element quality due to the inverted 
element issue.      
 
Figure 7.3.5. Mesh skewness and its relation to element quality, note the inverted element giving a negative element quality. 
After deciding that the refined CFD model for Tests 4 and 5 were outliers, the difference between the 
experimental data and the new refined CFD trend line was 25.6%. This difference would have come from 
overestimating the heat rejection by measuring the heating foil power, and also from unknown flow 
mechanics that had increased the heat rejection, for both the flat plate and the pin-fin experiment. 
Without obtaining heat rejection from the airflow, this cannot be fully confirmed.  
This meant that for the purposes of using CFD to predict the actual heat rejection by the airflow, for a 
worst case scenario, the CFD would be 25.6% from the true value. It is expected that the true error 
should be lower than this value, if heat rejection can be measured directly from the airflow. The 
outcome of this suggests that CFD is sufficient for predicting heat rejection in the pin-fin condenser with 
some amount of uncertainty, which can still be applied to other potential pin-fin condenser designs that 
were not considered in this research.  
Also, to determine whether the computational time could be decreased, the simplified model approach 
from Section 4.5 was tested. It was found that this fitted well with the experimental data and gave a 
straight trend, but was also found to overpredict the actual heat rejection. Results and discussion for 






 Velocity profile of the rectangular duct 
The same procedures were followed as per Section 6.5 to collect the experimental inlet and outlet 
velocity profile. The same height and width convention was used in Figs. 7.4.2 to 7.4.5 as per the 
description in Fig. 7.4.1.  
                                                               
Figure 7.4.1. Description of the duct height and width corresponding to the air velocity profile plots. 
At the inlet shown in Fig. 7.4.2 (left), a similar situation with the flow entry behaviour, as illustrated in 
Fig. 6.5.3, caused the experimental inlet velocity profile to be similar to Fig. 6.5.2 (left). This is because, 
in the refined CFD model, it assumes only the air entering within the rectangular boundary, the pressure 
drop effect was already induced at the front of the pin array, which caused this saddle shape profile 
shown in Fig. 7.4.2 (right). In the overhang areas (refer to Fig. 4.5.2), the air velocity predicted by the 
refined CFD model was much higher than what was measured in the experiment, because there was no 
obstacles slowing down the flow. This could also be one of the flaws in the design, as some of the 
airflow was not contributing to the heat rejection. More heat rejection can be achieved if the airflow 





     
Figure 7.4.2. Experimental and CFD inlet air velocity profile; the solid half represents the half that was measured while the other 
half was mirrored assuming symmetry. Note that air velocities were not measured at the wall and the refined CFD only shows 
the same location that was measured in the experiment. 
At the height of 198.5mm, for the experimental inlet profile in 7.4.2, air velocities on this level were all 
measured to be zero by the pitot tube. From checking with the DAQ measurement of pressure 
difference inside the pitot tube, it was found that this pressure difference was negative and therefore 
the pitot tube gave a zero air velocity reading. This suggests that the velocity at 198.5mm was not zero, 
but that there was flow going outwards from the inlet. For the flat plate inlet velocity measurements, 
this problem did not occur and it was not well understood why this occurred for the pin-fin rig. To 
identify this problem, the PIV or the dye method could be used to visualise the flow at the inlet. 
The error ranged from 1.25 to -2.25m/s for the inlet; according to Fig. 7.4.3, this was due to the flow 
entry condition assumed in the refined CFD was different from in the experiment, as shown in Fig. 6.5.3. 
Also, because the airflow was allowed to enter from around the three side walls, the pressure drop 
distribution across the inlet due to the pin-array was more evenly spread in the experimental velocity 
profile, as seen in Fig. 7.4.2 (left). 
                                                                                        





At the outlet, the flow in the experiment had time to transition to the flow predicted by the refined CFD 
model, which captured the slowing effects due to the positions of the pin-fins (shown in Fig. 7.4.4). This 
resulted in a lower absolute error than the inlet shown in Fig. 7.4.5. More measurements would be 
needed to remove the sharp edges in the plot, but this is sufficient to show the refined CFD model is 
valid. The experimental heat rejection value cannot be evaluated using the integral approach described 
in Section 4.6.14 without giving a negative value. This was again due to the experimental inlet and outlet 
flow rate not balancing. The refined CFD flow rate values (Fig. 7.4.6) also did not match, which could be 
due to the sharp edges in the plot, giving a coarse resolution when integrated for flow rate. 
              
Figure 7.4.4. Experimental and CFD outlet air velocity profile; the solid half represents the half that was measured while the 
other half was mirrored assuming symmetry. Note that air velocities were not measured at the wall and the refined CFD only 
shows the same location that was measured in the experiment. 
                                                                                                                        
Figure 7.4.5. Total error between the experimental and the refined CFD data for the outlet of the pin-fin rig. 
                                                                           
Figure 7.4.6. Flow rate obtained from integrating the velocity profile plot, with the inlet and outlet flow rate not matching. 
 







 Experimental temperature profile along rectangular cross-sections 
Temperature measurements gathered at the same locations are shown in Fig. 6.6.1, for the inlet and 
outlet during Test 5 of the pin-fin experiment. The measurement for 547mm from the inlet and the flow 
centre had to be shifted by 18.57mm to avoid collision. All temperature measurements were 
standardised using the method mentioned in Section 6.6. At the inlet, there was a similar problem with 
the measured temperature higher than the ambient air temperature. Because the measurements were 
always higher and not lower than the ambient air, it also occurred in Fig. 6.6.2; the assumption that the 
error came from thermocouple accuracy can be rejected. This was most likely due to the pre-heating of 
air from the rig as it enters the inlet, and is most noticeable near the plate surface. The air near the side 
wall was hotter, which could be due to the side wall emitting some of the heat it had absorbed from 
being in contact with the heating plate.  
 
Figure 7.5.1. Temperature profile of the inlet for the pin-fin condenser. 
For the profile at 547mm from the inlet, 18.57mm from the side wall shown in Fig. 7.5.2, the refined CFD 
model prediction was lower than the experimental except near the plate surface. This problem was also 
seen in Section 6.6 when all three refined CFD models with different inlet turbulence intensities 
predicted a stronger viscous effect from the side wall, thus lowering heat transfer onto the free stream 
airflow (refer to Figs. 6.6.3 and 6.6.5).  
However, from Figs. 7.5.2 to 7.5.5, the experimental temperature measurement at 198.5mm was not 
greater than the measurement at 160mm, which was observed consistently from Figs. 6.6.3 to 6.6.6 for 
the flat plate study. It was thought that this was due to the heat emission from the roof in the flat plate 
experiment, but because the air stream was hotter in the pin-fin experiment from flowing past the pin 
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temperature near the roof was no longer ambient temperature as there was a higher heat transfer due 
to the presence of 200mm pins.  
                                                  
Figure 7.5.2. Temperature profile at 547mm from the inlet, measured at 18.57mm from side wall, pin-fin condenser. 
The profile for 547mm from the inlet shown in Fig. 7.5.3 had to be shifted by 18.57mm from the flow 
centre due to collision with the pins. Due to the difficulty in manoeuvring between the pin array to get 
to the corresponding measuring location, the tip of the thermocouple wire may have been bent, 
resulting in positional error of ±5mm. These positional error can become significant if the thermocouple 
wire was deflected closer to one of the pins than it was supposed to. As seen in Fig. 7.5.3, the third and 
fourth experiment measurements from the plate surface might have been a result of the thermocouple 
wire deflecting closer to one of the pins. Other experimental measurement points matched closely, 
points 6 and 7 were off by approximately 1°C from the refined CFD, which could again be due to 

























Air temperature deg C
Temperature profile 547mm from inlet, measured at 18.57mm from 









                             
Figure 7.5.3. Temperature profile at 547mm from the inlet, measured at 18.57mm away from flow centre, pin-fin condenser. 
At the outlet, 18.57mm from the side wall, Fig. 7.5.4 showed that the refined CFD model again predicts 
less heat transfer onto the mainstream airflow due to the stronger viscous effect, similar to the situation 
in Fig. 7.5.2. For the temperature profile at the flow centre of the outlet in Fig. 7.5.5, the refined CFD 
prediction was much closer to the experimental measurements than any previous plots. This was due to 
the consistency in air velocity plot shown in Fig. 7.4.4, where both profiles were nearly identical. Unlike 
at the outlet for the flat plate study in Fig. 6.6.5, where there was still some disagreement, as the 
refined CFD model predicted a sharper parabolic profile than the experimental data. 
                                

























Air temperature deg C































Air temperature deg C










                       
Figure 7.5.5. Temperature profile at the outlet, measured at flow centre, pin-fin condenser. 
 Temperature profile on selected pins 
To determine whether the thermal grease between the condenser plate and pins had an effect on the 
amount of heat transfer, the temperature profile on the selected pins were compared with the refined 
CFD model for Test 5 (location is shown in Fig. 7.6.1). During the measurement, four thermocouples 
were attached and spaced 20mm apart, as illustrated in Fig. 7.6.3. Each measurement measured all four 
thermocouples for 30 seconds and averaged. The results in Fig. 7.6.4 show that the experimental 
temperature trends match the refined CFD model, with the back fin being 3K hotter at 0.06m. This could 
be due to the tape used for fixing the thermocouples insulating the heat, resulting in a higher local 
temperature. Overall, it can be concluded that the thermal grease did not have an effect on plate to pin-
fins heat transfer. 
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Figure 7.6.2. Fastening the four thermocouples onto the back pin.
                                          





                
Figure 7.6.4. Location of the selected front and back pin on the rig. 
 Remodelling using the simplified model from Section 4.5 
Due to the outliers in the refined CFD model shown in Fig. 7.1.2, the conclusion that despite larger 
models, they are able to mimic the actual experimental situation in more detail than the simplified 
model. This may allow for more errors to be propagated due to the higher complexity in the modelled 
airflow and the mesh size used. Therefore, the simplified model from Section 4.5 was used to replicate 
Test 1-5. The modelling approach as per Section 4.5, with the condenser plate lengthened by 30mm and 
the flow changed to extract instead of inflow.  
The model required 13 hours to run with each taking 30GB of memory; it was found that this produced a 
linear correlation as would be expected, shown in Fig. 7.7.1. Despite fitting closely with the experimental 
data, the simplified model does overestimate heat rejection as it does not take into account the viscous 
loss from the side wall and the transitional duct. Also, the experimental data itself was an 
overestimation on the heat rejection, as it assumes all the heat from the heat foil reaches the condenser 
and the pins, neglecting any heat loss in the process. In Section 8.4 the overhang issue was discussed, 
illustrated in Figs. 8.5.1 and 8.5.2, showing that the airflow on the pin was higher on the simplified CFD 
model than in the refined CFD model, which would contribute to a higher heat rejection seen in the 
simplified model.  
The main advantages of using the simplified model were its lower computational time and stability, and 
unlike the refined CFD model it did not produce any outliers. This can be useful for general optimisation, 
but for accurately determining heat rejection, the mesh on the refined CFD model will have to be 
refined, particularly in the inlet and outlet region so that the surface integral sum can be determined 


































In terms of heat rejection per volume of material per temperature difference, this was calculated to be 
6.71 kW.m-3.K-1, as presented in Table 7.1.1. This was higher than the experimental and refined CFD 
value due to its overestimated heat rejection.  
 
Figure 7.7.1. Remodelling of the pin-fin condenser using the simplified approach adopted in Section 4.5. 
 Pin-fin condenser summary 
Through experimentation, it was validated that there was a linear relationship between heat rejection 
and dt (condenser temperature-ambient air temperature). There was uncertainty as to how much of the 
experimental heating foil power was rejected by the airflow and how much was due to heat loss, so it 
was difficult to know whether the refined CFD model was close to the actual solution. Also, the refined 
CFD model contains inverted elements which may have contributed to the two outliers in Tests 4 and 5. 
Note that the refined CFD Tests 1-3 and the two auxiliary CFD points in Fig. 7.3.3 did not form a perfectly 
straight line, which suggested that the inverted elements may have contributed to these CFD points but 
to a lesser degree.  
The simplified model gave a linear correlation as expected, but it overestimated heat rejection as the 
model ignores the viscous effect from the side wall and predicts a higher airflow reaching the pin than 
the refined CFD model (see Figs. 8.5.1 and 8.5.2). 
Other studies with the pin-fin condenser include the temperature profile analysis on selected locations 
inside the rig (Section 7.5), the temperature gradient along selected pins (Section 7.6) and also the air 
velocity profile at the inlet and outlet (Section 7.4). It was found that the heat was better mixed in the 
experiment than what was predicted by the refined CFD model, particularly when closer to the side wall 
(see Figs. 7.5.2 and 7.5.4). This showed that there are unknown airflow mechanics that are causing more 
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closely with the refined CFD model, suggesting that there is little thermal loss in heat transfer between 
the condenser plate and the pins. Looking at the air velocity profiles between what was predicted by the 
refined CFD model and measured, the same problem occurred as in the flat plate study, regarding the 
disagreement between the inlet air velocity profiles (see Fig. 7.4.2). This problem was illustrated in Fig. 
6.5.2. Otherwise, the outlet velocity profiles matched closely, which showed that the pitot tube was 
sensitive enough to capture the velocity fluctuations behind and between the pins. Similar to the flat 
plate study, the overall flow rates at the inlet and outlet did not balance due to the error in static 
pressure measurements. This made evaluating the heat rejection using the method in Section 4.6.4 in 
“Measuring heat rejection using the airflow” not possible.  
Overall, the 25.6% uncertainty between the experiment and refined CFD heat rejection in Fig. 7.3.3 was 























 Discussion  
 Heat rejection summary and validation of part 2 of CFD optimisation 
In Table 8.1.1, a summary of the heat rejection findings from part 2 of the optimisation, 
experimentation and the CFD (if relevant) that was done after the experiment were included. 
Optimisation part 2 results for the 38, 228 and 300 fins condenser variant were also included to check 
that the experimental and refined CFD did also show that the 165 fins condenser was close to the 
optima and should perform better than these two other variants.  
It was decided that all results should be converted to represent heat rejection per volume of aluminium 
per temperature difference, as it was identified that the correlation between heat rejection and dt was 
linear.   
The result from the refined CFD heat rejection for the flat plate matched closely with the predicted 
result in Section 4.5.3, showing that the modification in rig geometry in the refined CFD study caused a 
small decrease in heat rejection. However, the experiment heat rejection value was almost twice that of 
the predicted and refined CFD value. This was caused by assuming that all the electrical heating foil 
power was rejected by the airflow, hence ignoring other heat loss and unknown airflow mechanisms. 
These loss mechanisms likely contributed to a higher heating foil power to maintain the same inner 
condenser temperature. 
Table 8.1.1. Summary of heat rejection per volume of aluminium per temperature difference (inner condenser-ambient). No 
interpolation was needed by assuming heat rejection varies linearly with temperature difference.  
 A B C D E 
1 All test results 
converted to 
represent heat 
rejection per volume 




rejection per volume 
of aluminium per 
temperature 
difference, 




foil power per volume 
of aluminium per 
temperature 
difference (kW.(m-3K)) 
Refined CFD heat rejection 





Simplified CFD, Section 
7.7 heat rejection per 
volume of aluminium 
per temperature 
difference (kW.(m-3K)) 




2.93 1.51 Not modelled 
3 38 fins, 200mm 3.92 Not tested Not modelled Not modelled 
4 165 fins, 
200mm 
(manufactured) 
5.61 5.94 4.42(Fig. 7.3.3 with 
2 auxiliary points)- 
6.61 (Fig. 7.1.2 with 
outliers 4 and 5) 
6.71 
5 228 fins, 
200mm 
5.67 Not tested Not modelled Not modelled 
6 300 fins, 
200mm 
5.43 Not tested Not modelled Not modelled 
 
For the pin-fin results, the optimisation part 2 results matched closely with the simplified CFD in Section 
7.7, as both used the simplified approach with only small changes in the pin diameter from 10mm to 





these two values, but the refined CFD study showed that there was uncertainty in the heat rejection due 
to the two outliers. Overall, the refined CFD predicted a value that was less than the experimental 
optimisation and simplified CFD results. It was thought that the experimental heating foil power did 
overestimate heat rejection due to measuring heating foil power instead of the experimental heat 
rejection by the airflow (which was not possible due to limitations in the measuring devices). However, 
unlike the flat plate study, where the difference between the experimental heating foil power and the 
refined CFD study was nearly doubled, this was 25.6% for the pin-fin study. 
 
As to whether the optima found in optimisation part 2 was valid, because only one pin-fin condenser 
variant was constructed (165 fins, 200mm) and it cannot be confirmed certainly that the 228 fins, 
200mm high variant was the optima. It was originally thought that if both the optimisation and refined 
CFD result were identical to the experimental results, then it can be concluded that this optima is 
correct.  
 
However the amount of uncertainty between the refined CFD and experimental results was 25.6%. Also, 
comparing B5 and B6 with D4, the optimsation results for the 228 and 300 fins variants were within the 
range of the refined CFD for the 165 fins variant. This suggest that the 228 fins, 200mm may not be the 
optima, and the heat rejection performance between the 165, 228 and 300 fins condenser variant could 
be similar. However, if the same amount of uncertainty was scaled for the 228 and 300 fins variants 
using the optimization results, then the 228 fins variant should still be the optima.  
 
Overall the heat rejection results on their own tentatively support the 228 fins variant as the optima, 
with a possibility that either the 165 or 300 fins variant may also perform adequately in terms of heat 
rejection per material usage.  However, the optimisation did not account for manufacturing cost (see 
below in Section 8.4.5). As will be shown, the lower manufacturing cost of the 165 pins variant made it a 
more economical choice to be deployed in Tonga, while also being in the acceptable range of heat 
rejection performance with the other two variants. 
 
 Experimental and modelling findings 
During the optimisation phase in Section 4.5, it was found that the key to finding the optimal number 
and height of the fins was balanced between conduction (amount of pins to transfer the heat from the 
plate) and convection (amount of airflow reaching the pins surface). For example, the 1650 fins variant 
did not allow sufficient air to pass through due to the pressure drop it induced on the fan, thus greatly 
reducing its heat rejection performance. Therefore, the 228 fins variant was found to be the optimal 
design in terms of heat rejection per volume of material used from the optimisation phase.  
The discovery of a linear relationship describing heat rejection and temperature difference between the 
inner condenser plate and ambient air in the experiment made it convenient to correlate, as each 
experimental run started at a different ambient temperature. 
The main finding from the flat plate experiment was that the refined CFD modelling has underestimated 





refined CFD study. From the pin-fin condenser experiment, the heat rejection per volume per 
temperature difference values were 5.94 kW.m-3.K-1 from the experiment and 4.42-6.61 kW.m-3.K-1 from 
the refined CFD study. There was a level of uncertainty due to the presence of two outliers at refined 
CFD points 4 and 5. It was decided that this level of uncertainty was acceptable for estimating heat 
rejection of a condenser design using CFD, considering that the experimental result was within this 
uncertainty range. 
The simplified CFD model was able to give a linear correlation and fitted closely with the experimental 
data, but it was considered to be an overestimation of the actual system as it was expected that the CFD 
model should be lower than the experimental values, due to the experimental values not taking into 
account the heat loss from the rig. The overestimation came from the simplified model neglecting the 
viscous effect from the side walls and the overhang issue causing a higher flow onto the pins, as 
discussed in Section 7.7. 
An entire study on an outlet flow mixer design was done in Section 11.1; this was done as an attempt to 
look for ways to evenly mixed at the outlet. By doing so, only one temperature measurement will be 
needed along with the ambient temperature to determine heat rejection. It was found that the most 
basic design of a straight duct would require as much as 100 pipe diameters for temperature to be 
considered even. For the Kenics mixer, three or more mixer units were needed to be above 90% mixing 
effectiveness. The choice of the blade aspect ratio and air velocity made no difference in mixing 
effectiveness when the number of mixer blades is more than three as shown in Fig. 11.1.10. Though the 
Kenics mixer unit does induce a pressure drop which can be predicted by the correlation provided by 
[53]. To minimise the pressure drop without sacrificing mixing effectiveness, the aspect ratio of the 
blade must be longer. In the end, this concept was not implemented in this research due to space 
limitation and the manufacturing time required, but if constructed it will be able to evenly mixed the air 
temperature at the outlet.  
In summary the main finding was that refined CFD results predicted outcomes within the experimental 
results, but there was a level of uncertainty due to measuring heating foil power instead of the heat 
rejected by the airflow.  For the flat plate, the difference between the experimental and refined CFD 
prediction was nearly 50%, suggesting that the uncertainty likely arose from measuring heating foil 
power alone and also flow mechanisms inside the rig. The level of uncertainty was different between the 
flat plate and pin-fin study, suggesting the presence of additional heat loss mechanisms associated with 
the more unconstrained flow regime in the flat-plate situation. This issue is discussed in Section 8.3. 
 Explanations for differences between CFD and experimental data 
From the experiment with the flat plate and pin-fin condenser, it can be concluded that the uncertainty 
in the flat plate experiment came from flow mechanisms inside the rectangular duct and any heat loss 
that resulted in more heat supplied by the heating foil. Turbulence intensity alone was not enough to 
explain for the uncertainty; even at an inlet turbulence intensity of 1, the CFD result still did not match 





fan caused more heat to be rejected. The swirl effect would be more severe at the outlet as it was 
closest to the fan (see Fig 8.3.1 for description).  
 
Figure 8.3.1. Flow behaviour inside the rig and at the outlet. 
Flow visualisation using a tuft was done at the inlet and it was found that the flow was not stable in Fig. 
8.3.2 with the tuft deflecting by 30°, suggesting that there was some level of turbulence intensity in the 
flow, but not more than 0.2. Also, the refined CFD model assumes that air enters the inlet uniformly, 
whereas the experimental profile showed that higher velocity was present at the side and top walls, due 
to the air being able to come behind the walls.  
 
Figure 8.3.2. Flow visualisation at the inlet, where the tuft was deflected by 30°. Images are from two stills from a video, and 
show the extent of fluttering in the inlet airflow.  
Other sources of error came from assuming that all the heat from the heating foil reaches the condenser 
plate. Some of the rig’s heat loss would have came from the losses as the heat was being transferred 





                                                                                                   
Figure 8.3.3. The path that the heat must travel along to get from the heating foil to the condenser plate. 
Overall, the flow mechanics was shown to have a greater effect in the flat plate study than the pin-fin. By 
comparing the similarity between the experimental and refined CFD outlet velocity profiles from Figs 
6.5.5 and 7.4.4, the experiment pin-fin airflow was shown to be more predictable than the flat plate. This 
is a somewhat counter-intuitive finding, in that the flow might be expected to be more complex in the 
finned arrangement. We believe that the explanation is that the fins constrain the flow, whereas the flat 
plate allows more flow paths for the air. Consequently, the experimental heating foil power was closer to 
the refined CFD prediction for the pin-fin than for the flat plate study. 
 Implications for deployment 
 The setup of the pin-fin condenser unit in Tonga 
Despite uncertainties with the refined CFD study for the flat plate condenser, the pin-fin condenser is 
superior to the flat plate in terms of heat rejection per volume of aluminium used. Ultimately, this 
design would need to be implemented in Tonga. The fan was originally used to simulate natural 
convection, but it was found by Gorrie that without an active cooling system, the productivity decreased 
by 60% [1]. For this research, a new fan was used, and from power meter measurement the fan requires 
38W of power to run. In an outdoor environment, this can be powered by a polycrystalline solar panel. 
Looking at the Komaes website, the KM(P) 60 model is able to provide 60W at STC (1000W.m-2, 25°C). 
The dimensions of this panel are 690x680x35mm, which is small enough to be placed somewhere above 
the solar still, preferably above the condenser unit so that it is not in the way of the absorber while 
gaining maximum solar energy (see Fig. 8.4.1).  
The condenser unit is installed on the solar still as shown in Fig. 8.4.2. Whether this condenser unit is 
robust enough to survive in an outdoor environment, especially close to the sea is an issue as it has only 
been tested indoors. More effort is needed to design a waterproof housing for the fan to avoid any 
damage to its electronics. For the main and transitional ducts, they would need to be made from a 
durable material that can resist rust/UV light and also be malleable enough to absorb thermal or 





should be cleaned regularly to avoid salt deposits from forming as it may decrease the life of the axial 
fan.  
Other considerations are theft and any form of vandalism on the solar still, because aluminium is a 
valuable metal and can be sold to scrap collectors. To prevent such events from happening the 
condenser unit needs to be internally fastened to the solar still, and implement a locking device so that 
only the owner can access it. 
                   





                                                                                     
Figure 8.4.2. Installing the optimised condenser unit on to A. Gorrie’s solar still. Note the duct will be made of sheet metal 
instead of Perspex for structural benefits. 
 Manufacturing considerations 
Regarding manufacturing time, assuming automated mass production with only one person, the 
condenser unit alone would require 3.22 hours to construct if done in series. The process can be 
separated into three main streams, the pins (2.15 hours), the condenser plate (0.6 hours) and the duct 
(0.45 hours), as illustrated in Fig. 8.4.3. Assuming that the work stream can be done in parallel with 
minimal manual intervention, then this would only take 2.15 hours. Below, the time required and 






Figure 8.4.3. The work stream for manufacturing the condenser unit. 
 Estimated water gain 
Heat rejection was the main focus in this research as the condenser was not implemented on Gorrie’s 
solar still. Therefore, it is not known whether the optimised condenser design will make any meaningful 
gain in water production. Without experimental data, it is difficult to predict water production with solar 
still models like Dunkle’s or Chilton-Coburn as they require experimental data inputs. Also, the design of 
Gorrie’s rig is different to the single or double slope solar stills these models were intended for.  
Because the pin-fin condenser is able to reject heat at 4.4 times the rate of the flat plate condenser 
(25.83 W/K as to 5.88 W/K from Table 7.1.1 and 6.7.1, 25.83/5.88=4.39), it will condense 4.4 times as 
much water. However, the problems with making this simple assumption are: 
1. It is not known how much impact the higher heat transfer rate on the inner condenser surface 
will have on the temperature of the entire solar still. If this causes the solar still to be cooler, 
Drilling 15mm into 
the 9.5mm rod, 10 
s/pin on automatic 
CNC lathe 
Tapping a M4 hole 
into the 9.5mm rod, 
30 s/pin on automatic 
CNC lathe 
Cutting the rod off 
at 200mm, 5 s/pin 
on automatic CNC 
lathe 
Feed time for the next 
length of rod, 3 s/pin 
on automatic CNC 
lathe 
Laser cutting the 
6mm plate to 
1286x260mm, 
5mins/plate 
Drilling 165 4mm holes on 
the aluminium plate, 
10mins/plate on CNC 
milling machine 
Countersink 165 4mm 
holes on the aluminium 
plate, 10mins/plate on CNC 
milling machine 
Laser cut the sheet 
metal duct unit, 3 mins 
for the main duct and 2 
mins for the transitional 
duct 
CNC folding of the duct, 
2 mins for the main duct 
and 5 mins for the 
transitional duct 
Assembly of the 
main and 
transitional ducts 
with the fan, 5 mins 
Manual fastening of 165 
pins on to the plate, and 
also applying thermal 
grease, 2 hours 
Final assembly 






then less water will evaporate. Despite the higher condensation rate at the inner condenser 
surface, if less water vapour forms then that means less water production. 
2. There is also a convection mechanism for the water vapour, driven by temperature and internal 
pressure. From Dunkle’s model, the rate of evaporation is determined by the evaporation 
term 𝑞𝑒, which is equal to ℎ𝑒(𝑇𝑤 − 𝑇𝑔). This ℎ𝑒 is related to [29]:  




)  𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑣𝑒 
ℎ𝑐 = 0.884 [𝑇𝑤 − 𝑇𝑔 +
(𝑃𝑤−𝑃𝑔) × 𝑇𝑤





Pressure can be correlated by [29]: 
𝑃(𝑇) = 𝑒𝑥𝑝 [25.317 −
5144
𝑇
]      𝑇(283 − 363𝐾) 
If the heat rejection performance does affect the absorber and the basin water temperature, 
then there would be a difference in the evaporation and condensation rate. Without 
experimentation, it is unknown how much these temperature variables change between the flat 
plate and pin-fin condenser. 
3. The efficiency of the water collection mechanics at the condenser is not known without 
conducting experiments. This efficiency is dependent upon factors such as the tilt angle of the 
condenser, the size of the water droplets that form and whether some portion of the water 
vapour escapes the solar still. At different temperatures, these interactions may be different and 
applying a single efficiency value may not be enough. 
Without experimentation, it is difficult to predict the water production rate. For the general purposes of 
comparison in the remainder of this research, it will be assumed that the pin-fin condenser will produce 
4.4 as much as the flat plate condenser. To give a rough estimate, in Gorrie’s Test 17, 2.377kg of water 
was collected in 20 hours, which is equal to 3.3×10-5 kg/s. This would mean that with the pin-fin 
condenser, the water production rate would be 14.52×10-5 kg/s. Note that in Gorrie’s experiment the 
fan used was different and the airflow was not ducted.  
 
 Payoff period for the pin-fin condenser over the flat plate 
To decide whether the increased water production rate by the pin-fin condenser is worth the cost of 
manufacturing it, a costing analysis was conducted. It was estimated in Table 8.4.1 that $755 was 
needed to manufacture the pin-fin condenser unit; without the pins and with just the flat plate 
condenser this cost would be $432, which includes the fan and ducting unit as well. Considering a 
location in Tonga, where there is no tap water and the cost of a 1.5L bottle of water in Tonga is $2.07 
T=$1.36NZD, which equates to 90c/kg. Without assuming travel costs, the estimated water production 
rate of the pin-fin condenser is 14.52×10-5 kg/s, while for the flat plate condenser it is 3.3×10-5 kg/s. This 
equates to 12.54kg and 2.85kg of water per day; therefore, the gain in water production by the pin-fin 
condenser over the flat plate condenser is 9.69kg per day. This means that $8.72 is saved every day by 





expensive to make than the flat plate condenser, it would take 37 days for the pin-fin condenser to be 
paid off, assuming the labour of assembling the pin-fin condenser is free.  
Another scenario is on an island further away from any town in Tonga, and the water must be delivered 
by boat; the cost must now include petrol. For a small 100hp powerboat, the petrol consumption is 
34L/hour. Petrol is $2.13/L, assuming the boat travels at a constant speed of 40kph, the cost per 
distance travel is $1.8/km. Typically these boat can carry 4 passengers=320kg, 320kg of water=$288 if 
purchased from bottled water. Therefore, the formula for the cost of water depends on two variables, 
the mass of water and the distance it needs to travel: 
𝑐𝑜𝑠𝑡 (𝑁𝑍𝐷) = 0.9𝑀 + 1.8𝐷,𝑤ℎ𝑒𝑟𝑒 𝑀 𝑖𝑠 𝑡ℎ𝑒 𝑚𝑎𝑠𝑠 𝑜𝑓 𝑤𝑎𝑡𝑒𝑟 𝑖𝑛 𝑘𝑔, 𝐷 𝑖𝑠 𝑡ℎ𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑟𝑎𝑣𝑒𝑙 𝑏𝑦 𝑏𝑜𝑎𝑡 
In Tonga the furthest island away from any towns is about 70Km (see Fig. 8.4.4). This would mean the 
cost equation becomes: 
𝑐𝑜𝑠𝑡 (𝑁𝑍𝐷) = 0.9𝑀 + 126 
If carrying the maximum possible amount of 320kg of water, travelling to one of these islands would 
make the total rate $1.29/kg of water.  
Deploying the pin-fin condenser in this remote island would save $12.50 per day per solar still. The 
payback period of the pin-fin condenser is 26 days, as the pin-fin condenser is $323 more expensive to 
make than the flat plate condenser. 
Table 8.4.1. Cost to manufacture a single condenser unit. Assumes 165 fins and variants. 
Item  Amount Costs Comments 
1 piece of aluminum 
plate 1286x260x6 
1@$172.70 each (Ulrich) $172.70  
9.5mm aluminum 
round bar 
$18.40 per length (1 length=5m) 
165×200mm=33m=6.6lengths 
=$121.44  (Ulrich) 
$121.44 (1) This cost is 
expected to 
scale linearly 






3.22 hours of machining time 
@$60/hour 
$193.20 See note (1) 
0.95mm Sheet 
metal 
1.35m2=10.422kg=$6.25 @$600/tonne $6.25  
M4 Counter sunk 
screws 
300 countersunk screws @$15 $8.25 See note (1) 
Waterproof paint $15 per can $15  
Centrifugal fan $238 (Fantech) $238  






                                                                                                                                 
Figure 8.4.4. Map of Tonga and its islands. 
 Estimated gain of the 228 and 300 fins variant 
From assuming that scaling the optimisation results for the 228 and 300 fins variant to estimate the 
experimental heat rejection was valid, it was found that the these variants rejects 5.15 and 5.90 times 
more heat than the flat plate condenser respectively. This equates to a water production rate of 17×10-5 
kg/s and 19.47×10-5 kg/s per day.  
The estimated cost of building the 228 and 300 fins variant were $854.61 and $962.2 resp., with cost 





For the first case in Section 8.4.4 when travelling cost was required to deliver the water was not 
considered, the cost saving per day for these variants are $10.64 and $12.57 per day resp. over the flat 
plate condenser. Thus, the payoff times are 40 and 43 days, for the 165 fins variant this was 37 days. 
In the second case when travelling cost was also considered, the cost saving per day for these variants 
were calculated to be $15.25 and $18.01 per day resp. over the flat plate condenser. Payback period 
were determined to be 28 and 30 days resp., this was 26 days for the 165 fins variant. 
This section answered which variants was the optima due to uncertainty in Section 8.1 as the heat 
rejection results of the three variants were close. From the optimisation part 2 the 228 fins variant was 
determined to be the optima in terms of heat rejection per volume of material use. But if manufacturing 
cost was to be added then the 165 fins variant would be the best candidate followed by the 228 fins to 
be deployed in Tonga. The 300 fin design is excluded because it has poorer heat rejection per material 
volume (even though it has better total heat rejection), and is more expensive to manufacture.  
We therefore conclude that the optimal design, taking into account heat transfer performance and 
manufacturing economics, is 165 fins, followed by 228 fins.  
 
 Limitations of the current research 
This research only considers four pin geometries, with the pin size fixed at 10mm diameter, as stated in 
Section 4.1. After a basic optimisation process in Section 4.4 to determine the best pin geometry and 
layout, it is not known whether other geometries would perform better at different pin sizes. 
Rectangular and elliptical pins also have an extra variable due to their geometry, which makes the 
optimisation process more complex. A summary of the limitations for the optimisation stage are: 
1. A limited number of pin geometries were considered; other pin shapes, such as triangular, were 
not studied. 
2. Only a single size of pin was considered, which was 10mm (but 9.5mm was manufactured). 
3. The height of the pin was fixed at 200mm. From Section 4.5 it was shown that the optimum 
could exist >200mm, but this would mean the duct would need to be changed. 
4. In Section 4.4, when deciding on the best geometry and layout, only a limited number of 
combinations were attempted, with the height of the pin fixed at 100mm. 
5. If the flow rate of the fan changes, then the optima will also change. 
6. Very coarse mesh was used in Section 4.4, which caused the solution not to fully converge, as 
shown when the heat rejection values in Table 4.4.1 are even lower than a flat plate condenser. 
This may have caused a wrong decision to be made as to the optimal pin geometry and layout 
(inline vs staggered). But due to construction limitations, it is difficult to manufacture elliptical 
pins, or even making sure that the square/rectangular pins are aligned with the plate. Therefore, 
the circular pins were the only reasonable choice, with support from the literature that it 





Regarding the CFD model used, the k-epsilon model was used due to its stability in convergence and its 
low memory requirements, which was better suited for optimisation as precision was not needed. In the 
CFD optimisation and in the refined CFD modelling, the limitations experienced were: 
1. The boundary layer was not computed but instead approximated using a wall function on 
COMSOL. Therefore the velocity at the wall is non-zero. It was not known if modelling the 
boundary layer would change the current heat rejection values. However, if the refined CFD 
studies were to be more accurate, then the SST model would have to be used, which requires an 
initial solution from the k-epsilon model and more internal memory. Currently, 56GB of ram is 
needed for the refined CFD model of the pin-fin rig. 
2. In the refined CFD for the pin-fin condenser, there were four inverted elements found. This 
resulted in two possible outlying pairs in Fig. 7.1.2; it was only after modelling the two auxiliary 
points in Fig. 7.3.3 that Tests 4 and 5 became the outliers. However, even after ignoring the 
outlier points, the remaining point did not form a straight line, suggesting that the inverted 
elements may have contributed to this error. 
3. Section 7.3 suggested that the current approach of interrogating the heat rejection from the 
refined CFD COMSOL files could generate large errors. This was due to subtracting the two 
larger sums, inlet and outlet energy to give a product (heat rejection) that was an order of 
magnitude or two smaller. 
4. The simplified model did fit relatively close to the experimental results of the pin-fin condenser. 
Note that the experimental result may be an overestimation of the heat rejection by the 
condenser as it measured the heating foil power. The simplified model may also be 
overestimating more than the experimental value as it does not take account of the pressure 
loss by the transitional duct and the viscous effect from the side walls. Also, the simplified 
model does not take into account the overhang region (see Fig. 8.5.1). Because it is easier for 
the air to travel through this region than through the pin array, therefore the airflow 






                               
Figure 8.5.1. Airflow distribution for the refined CFD of the pin-fin condenser; airflow is higher in the overhang region. 
                                  
Figure 8.5.2. Airflow distribution for a simplified model of the pin-fin condenser; airflow experienced by the pins is higher 
than in Fig. 8.5.1. 
5. The overhang region does contribute to a loss of heat rejection opportunity for the fins. This 





𝐷_𝑦. To ensure the maximum possible amount of airflow reaches the pins, the layout algorithm 
should be changed so that the pins can spread more evenly along the plate. 
In the data acquisition process, the heat rejection could not be determined using the integral approach 
described in Section 4.6.4 as the inlet and outlet flow rate did not balanced. Without this heat rejection 
value from the integral approach, it had to be assumed that the condenser rejects all the heat from the 
heating foil. This caused the heating foil power to be approximately 50% larger than the refined CFD 
heat rejection value for the flat plate study (standard inlet turbulence intensity=0.05), and 25.6% larger 
in the pin-fin study. Other limitations with the air velocity measurement was that the probe was too 
thick to measure flow at the boundary layer (probe diameter=3mm). Whether this would make a 
significant difference in calculating the integral heat rejection value is unknown.   
All experimental measurements, air velocity, internal air temperature, inner condenser temperatures 
(T1-T9) and ambient temperature were measured over a period and averaged. This was due to the 
fluctuation in the system, which was caused by the constantly changing ambient temperature and the 
PID controller trying to maintain the same inner condenser temperature. When averaging and 
processing these measurements, some assumptions were made, such as the temperature profile 
measurements. Because the ambient temperatures were different for all 42 internal air measurements 
due to only one measurement being taken at a time, it was decided that the temperature difference 
between the internal air and the ambient temperature measurements were considered instead. This 
value was then added back to the overall averaged ambient temperature to give a steady-state 
representation of the temperature profile inside the duct, as implemented in Sections 6.6 and 7.5.  
The main problem with comparing this averaged experimental result against the CFD is that the CFD 
assumes a steady-state condition. It is not known whether the amount of fluctuation when collecting 
time averaged experimental data was significant enough to generate errors. If there are enough data 
acquisition channels available and the power meter is able to display power instead of accumulative 
energy, then only one second of measurement is needed. Then this measurement can be inputted 
directly onto the refined CFD model and compared directly, eliminating any need for averaging, and 
standardising of the experimental data. It is also not known whether having 42 thermocouple probes 
inside the rig at the same time would affect the airflow.      
 Implications for future research 
This research focused on optimising heat rejection of the geometric design of the external condenser 
surface. If future research were to be done on this pin-fin condenser unit, the main priorities could be: 
1. Obtain more powerful computing facilities so that a finer mesh can be used on the refined 
model for the pin-fin condenser. 
2. Alternatively, seek ways to simplify the model while also taking account of the viscous effect 
from the wall and the pressure drop of the transitional duct. 
3. Remove the overhang region (see Figure 8.5.1) by redistributing the pins more evenly, so that a 





4. Attempt the optimisation with other different circular pin sizes. Note that changing to non-
circular pin geometries makes it difficult to manufacture. It was found that the pins near the 
outlet are hotter due to the heating of the passing air by the pins at the front, as shown in Fig. 
8.6.1. This means that the pins at the back are not rejecting as much heat as the pins at the 
front; the scope for future research can look at shortening the back pins to increase the heat 
rejection per volume of material value. One idea would be a stepped pin-fin condenser design, 
as shown in Fig. 8.6.2. 
          
Figure 8.6.1. Temperature distribution of the pin-fins; note the hotter pins near the outlet. 
                     





5. A better means of measuring the flow rate and average temperature at the outlet would be 
desirable. It was difficult to calculate heat rejection using the integral approach with the air 
velocity and temperature. If this is possible that would mean only three measurements are 
needed to evaluate heat rejection, ambient temperature, flow rate and average temperature at 
the outlet. A concept of adding a control volume after the outlet is introduced in Fig. 8.6.3; the 
role of this control volume is to allow the heat and the airflow to mix evenly after the initial air 
volume is replaced. Then the flow rate can be measured at the outlet of the control volume. This 
outlet must be placed somewhere that would allow enough time for the air to mix evenly. The 
heat rejection will simply be: 
?̇? = ?̇?𝑂𝑢𝑡𝑙𝑒𝑡 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑣𝑜𝑙𝑢𝑚𝑒𝐶𝑝(𝑇𝑂𝑢𝑡𝑙𝑒𝑡 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑣𝑜𝑙𝑢𝑚𝑒 − 𝑇𝐼𝑛𝑙𝑒𝑡) (𝑊) 
𝐶𝑝 𝑜𝑓 𝑎𝑖𝑟 = 1.005𝑘𝐽. (𝑘𝑔. 𝐾)
−1 𝑆𝑝𝑒𝑐𝑓𝑖𝑐 ℎ𝑒𝑎𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝑎𝑖𝑟 
 
Figure 8.6.3. The control volume concept to allow the air to mix evenly, so that the heat rejection can easily be calculated. 
6. Due to the difference between experimental and refined CFD inlet air velocity profile, as 
discovered in Sections 6.5 and 7.4, this could have contributed to the disagreement in heat 
rejection for the flat plate condenser experiment. For future research scope, the rig could be 
modified so that the inlet is lengthened to allow time for the flow to transition. From 
calculations, the length of duct required for the flow to develop fully is:  
𝐿𝑒 = 1.6𝐷𝑒 (
𝜌𝑎𝑖𝑟𝐷𝑒𝑈𝑚𝑎𝑥
𝜇𝑎𝑖𝑟
) 1/4𝑓𝑜𝑟 2300 < 𝑅𝑒 < 107 
Assuming the average inlet velocity is 2.4m.s-1, the entrance length is 4.89m. Therefore, 5m of 
duct is needed before the inlet to allow the flow to be fully developed before reaching the inlet. 
A reason this was not done in this research was due to space restrictions in the lab, and would 
not be practical to install a condenser unit this long on the solar still. Another way to improve 
the flow without lengthening the rig significantly is by adding bell mouths at the inlet. This will 
allow the flow to enter the duct more smoothly.  
7. Gorrie identified the need to increase the available evaporative surface area to increase water 
production rate for a solar still [1]. Consequently a new concept is proposed as shown in Fig. 
8.6.4. This concept works by implementing a pump and a nozzle to spray seawater particles 
inside the solar still, because of the great increase in evaporative surface of the seawater 
particles, it may increase evaporation rate and thus water production. However, it is unknown 






                               



























 Conclusions  
This work makes several contributions. The first contribution was optimising the heat rejection of the 
condenser in terms of the volume of aluminium used. This concept was formed as A. Gorrie’s proposed 
concept of the pin-fin condenser in Fig. 2.11.1 to increase heat rejection. A second component was 
added to this scope that the optimised condenser should minimise the use of aluminium. This was to 
accommodate the context that this condenser and solar still unit would be deployed in Tonga, where 
aluminium is scarce. In the literature, it was found that similar work looking at optimising heat rejection 
per volume of material was done in [17] and [18]. However, the limitations of those works were that 
heat rejection per volume of material was looked at only from an analytical approach in [17], and also 
the lack of experimental validation in both [17] and [18]. There was no literature that looked at the 
viability of using a pin-fin condenser on the solar still to increase water production, but there was 
literature regarding heat sink design, layout and pressure loss but they were all tailored for their 
particular situations.  
The second contribution came during the experimental phase when a new method of measuring the 
heat rejection using the airflow was studied, due to the failure of the integral method proposed in 
Section 4.6.6. If this was achievable, then only one measurement is needed for the outlet flow rate and 
temperature to determine heat rejection. To do this, the literature review and CFD analysis were done 
on a Kenics mixer, where it was found that despite the mixer being able to mix thermally stratified air 
evenly, as shown in Section 11.1.2, but the pressure loss associated with these mixer units would change 
the original optimisation problem. Therefore, this concept was not taken further as it was considered 
not suitable. However, there was a contribution made as it was found that there was no literature that 
looked at using the Kenics mixer to mix thermally stratified air. Most literature only looked at using the 
mixer for chemical mixing applications. 
The main outcome of this research was determining the optimal circular pin-condenser candidate. In 
terms of only heat rejection per volume of aluminium, this was found to be the 228 pins with each pin at 
200mm high. After adding in manufacturing consideration, the 165 fins x 200mm variant was more 
economical to be deployed in Tonga while having a similar heat rejection per volume performance to 
the 228 and 300 fins variant.   
Another outcome was determining that CFD can be used to predict heat rejection of pin-fin condensers 
within 25.6% of the experimental measurements. If heat rejection can be measured from the airflow 
this uncertainty is expected to be less. An implication for this outcome is that CFD could be used in the 
future to predict heat rejection for another condenser design without experimentation.  
Also this work predicted water productivity and viability of deployment of a solar still in Tonga. It was 
estimated that because the heat rejection of the 165 pins, 200mm condenser was 4.4 times greater than 
the flat plate condenser, proportionally more water would be collected. This makes the payoff period 
from upgrading to the 165 pins, 200mm condenser from the flat plate would be about 26-37 days 
depending on whether it is located in mainland Tonga or on an island 70km away. The cost of water was 
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 Thermal stratification problem and mixer study 
This part of the study was to look at ways to evenly mix the heat at the fan inlet (or air outlet in Section 
6.4), so that when calculating for heat rejection using the integral method, only one temperature 
measurement is needed instead of using the integral method and measuring all 88 points at the 
rectangular outlet. However, this concept was not adopted at the end, as the findings below showed 
that it would require additional manufacturing time and could change the initial optimisation problem. 
In Section 8.5, Fig. 8.5.3 there is a better concept that looks at using a control volume to evenly mixing 
the heat as well as the flow rate. 
In Fig. 11.1.1 shows how the heat is distributed at the rectangular outlet and fan inlet, the portion in 
white shows that it is hotter than the surface averaged of the outlet, evaluated to be 288.15K.  
                                                  
Figure 11.1.1. Thermal stratification at the fan inlet, as illustrated from one of the refined CFD runs for Test 6 in the flat plate 
experiment. 
The level of stratification is shown numerically in Fig. 11.1.2, there is a steep change in temperature at 
the fan inlet between y=0-50mm, where it transitioned from 290.4K to the ambient temperature 
(287.94K). The rest of the fan inlet was at ambient temperature from y=50-147, which shows that the 





                            
Figure 11.1.2. Temperature profile of the fan inlet of Test 6, which shows a steep change in temperature from y=0-50mm. 
 Straight pipe mixing   
First form of mixing that was looked at was adding a length of straight pipe between the fan and the fan 
inlet as shown in Fig. 11.1.3. The diameter will remain the same at 147mm, while a 2D parametric CFD 
analysis was used to determine at what length the flow is thermally mixed before reaching the fan. From 
literature review, it was found that 100 diameters is needed [48].   
 
Figure 11.1.3. Concept of the straight pipe to eliminate thermal stratification at the fan inlet. 
At the fan inlet of the CFD analysis, the temperature profile of Fig. 11.1.2 was inputed, as well as a flow 
velocity of 7m/s (see Fig. 11.1.5), as this was the fan inlet (air outlet) velocity in the refined CFD for flat 




















Figure 11.1.4. Straight pipe mixing CFD analysis to validate that 100 pipe diameter is enough for complete mixing from [48] 
                                              
Figure 11.1.5. Air velocity at the fan inlet (air outlet)=7 m/s. 
To evaluate how well the length of pipe has mixed the airflow, the following formula is used: 
Pipe inlet temperature 
profile as per Fig 11.1.2, 
inlet velocity=7m/s 
obtained from Fig 11.1.5 
 Length range from 5-100 diameters 
Diameter=0.147m 
Outlet of the pipe, where 






𝑀𝑖𝑥𝑖𝑛𝑔 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠 = 1 −
𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑟𝑎𝑛𝑔𝑒 𝑎𝑡 𝑡ℎ𝑒 𝑜𝑢𝑡𝑙𝑒𝑡
𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑟𝑎𝑛𝑔𝑒 𝑎𝑡 𝑡ℎ𝑒 𝑖𝑛𝑙𝑒𝑡
 
Temperature range can be determine using the surface maximum and minimum function on COMSOL. 
From this, Fig. 11.1.6 showed that at 100 diameter the airflow is 95% mixed. This would imply that the 
length of straight pipe to be greater than 14.7m, which is not feasible to be installed due to indoor space 
limitation. Therefore, this concept of straight pipe mixing was rejected. 
 
Figure 11.1.6. Temperature homogeneity at the pipe outlet. 
 Kenics mixer CFD study 
Because of space limitation, a more compact design was needed to thermally mix the stratified flow. 
Kenics mixers variant were looked at in the literature review, with one reporting that the Kenics RL 140° 
was found to have the most efficient mixing [51].  
A full 3D CFD study was conducted in two stages. The first stage looked at comparing the CFD result with 
the literature correlation in [53], this work has no originality as it has already been done by the [53]. But 
the purpose of doing so is to validate whether the CFD model on COMSOL predicts pressure drop 
reliably.   
The second study looked at adding an arbitrary temperature stratification example, shown in Fig. 11.1.8. 
Then by modifying the model from the first CFD study, the mixing capability of different Kenics mixer 
variants was compared. This study is adding originality to this research as there was no work done on 
how different flow velocities (Reynolds number), aspect ratio and number of mixer blades affects 
thermal mixing.   
For both studies, because the conventional Kenics blade angle is 180° and not 140°, the Kenics RL 180° 
was used instead. Because [53] commented that there was negligible difference in between the laminar 
and k-epsilon CFD results even at high Reynolds number (105), therefore the laminar model was used 















































Pressure loss study 
The study by [53] derived the master curve for describing pressure loss as a function of Reynolds 
number, aspect ratio of the mixer blades and the number of mixer units using CFD and dimensional 
analysis.  
𝐶𝑓𝐴𝑅
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To validate this the pressure loss was tabulated using the master curve and compared with the CFD for a 
number of inlet velocities and blade aspect ratio, while the number of mixer units was fixed at five. 
Below in Fig. 11.1.7 describes the CFD geometry and setup, and in Fig. 11.1.8 the definition of the blade 
geometry was shown.  
                         






Figure 11.1.8. Definition of the mixer unit geometry, aspect ratio=Le/De. 
In Fig. 11.1.9 shows the result of the literature master curve against the COMSOL parametric CFD study. 
It was found that the literature correlation predicts a lower pressure drop than the CFD particular at 
high velocities (high Reynolds number) and low aspect ratio. At low velocities and high aspect ratio the 
literature correlation predicts similar to the CFD, with the CFD still predicting a higher pressure loss. This 
could be due to that the coefficient 𝐾 and 𝑛 does not describe the correlation well enough using a single 
constant after 𝑅𝑒
𝐴𝑅2.15⁄
 is greater than 1000. Therefore, the limitation of this study was found that 
neither the master curve nor the CFD is reliable at high velocity, low aspect ratio situations as no 
experimentation was done to validate. The current fan only has a static pressure of 215Pa from Fig. 
4.3.8, so at low pressure loss region the correlation or the CFD should be valid. Due to the additional 
pressure loss from the five Kenics mixer units, the fan inlet velocity from Fig. 11.1.5 will no longer be 
7m/s if this mixer unit was to be deployed on the flat plate condenser rig. This would change the original 
optimisation problem as it would reduce the overall flow rate, unless the aspect ratio of the mixer blade 






Figure 11.1.9. Comparison of the Kenics mixer pressure drop correlation by [53] against the COMSOL CFD parametric study. 
Thermal mixing study 
Despite disagreement in predicting pressure loss between the literature correlation and the CFD at high 
inlet velocities and low blade aspect ratio, it was found that the mixing effectiveness did not depend on 
inlet velocity, as shown in Fig. 11.1.11. This meant that for the remainder of the thermal mixing analysis, 
inlet velocity could be kept constant. The setup of the new parametric CFD study is shown below in Fig. 
11.1.10 by defining an arbitrary thermal stratification scenario, which was a more severe case of thermal 
stratification than the one shown for the fan inlet in Fig. 11.1.2. The geometry was the same as from the 
pressure loss study, but the number of mixer units can vary from 1-5 as well. 
    
Figure 11.1.10. Temperature stratification input where both half of the inlet area were given a different inlet temperature, 









                                 
Figure 11.1.11. Mixing effectiveness of a Kenics mixer unit with two mixer blades, each with an aspect ratio of 1 against 
different inlet velocities.  
Because it was found that the inlet velocity had no effect on the mixing effectiveness, the inlet velocity 
was fixed at 3m/s for the thermal mixing analysis with the different number of mixer units and blade 
aspect ratio, as shown in Fig. 11.1.12 below. It was shown that at a mixing effectiveness of about 95% 
can be achieved with three mixer units, at five mixer units this would be 99.5-99.8%. The aspect ratio of 
the blade was not a significant factor after the number of mixer units was greater than two. 
 
Figure 11.1.12. Temperature homogeneity at the outlet based on number of mixer units and mixer aspect ratio under constant 
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 Specification of equipment and parts used in the rig 
 
























Figure 11.2.5. Installation of the main duct module for the pin-fin condenser. 
    
