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A b s tra c t
T his thesis describes th ree  co m p u ta tio n a l studies; the  decom position of 
the  geom etric and  electronic s tru c tu re s  of ferrocene and iron pen tacarbonv l. and 
the  electronic s tru c tu re  and  sp ec tra  of th e  com plexes T h (//8C 8H8)2. P a(//8C 8H s)2 ’ 
T h (//8C h(C H .,).,H ,)2 and  P a ( ^ C 8(C H ,) ,H ,) '2 .
T he p red ic tion  and  ra tio n a lisa tio n  of the decom position p roducts  of BCljj4" 
has been achieved by a charac te risa tio n  of the  lowest energy singlet and trip le t 
po ten tia l energy surfaces using ab i n i t i o  m ethods. T he  d iagnostic has been 
used to  assess th e  degree of m ulticonfigurational charac te r in the  coupled-cluster 
w avefunctions. T he  su itab ility  of th is  m ethod is determ ined  by a partia l re­
ch a rac te risa tio n  of the  system  using m ulticonfigurational m ethods. T he frag­
m en ta tio n  p ro d u c ts  located  are in good agreem ent w ith  available experim ental 
d a ta  provided  by m ass spectrom etry .
T h e  s tru c tu re s  of ferrocene and  iron pen tacarbonv l are calcu la ted  using a va­
riety  of m e th o d s  including  coupled-cluster (CC) theory. CC  from a H artree-Fock 
reference p roduces good s tru c tu re s , bu t w ith d iagnostics th a t  suggest single 
reference m e th o d s  to  be unreliable. CC from K olm -Sham  (KS) references re tu rn  
equally  good s tru c tu re s , b u t w ith  significantly reduced values, suggesting th a t 
th e  ,.‘7J m ay no t be a reliable ind icato r of m ulticonfigurational charac ter in these 
system s. T h e  single configurational n a tu re  of Fe(C 0)5  is confirm ed by m ulticon­
figu rational calcu la tions. E xperim entally , Fe(CO)s is observed to  have equatorial 
M -C b onds th a t are sho rter th a n  the  axial; a lthough the  predicted  s tru c tu res  
agree well w ith  experim en t, th is  feature cannot be reproduced.
T D -D F T  is used to  calcu la te  excita tion  sp ec tra  for thorocene, p ro tac tinocene 
and  th e ir  m e th y l-su b s titu ted  derivatives. T he experim ental UV-vis d a ta  for these 
species are  ex trem ely  lim ited  and  previous theoretical studies give assignm ents of 
these d a ta  w hich are  not consistent. T he effects of the m olecular s tru c tu re  and 
use of different, exchange-correla tion  po ten tials  011 the spec trum  are investigated 
for thorocene. C onsisten t excita tion  sp ec tra  for each species are calcu la ted  and 
assigned; these are used to  suggest new assignm ents of the  experim en tal da ta .
Acknowledgements
Although this thesis represents a number of years of research, it also represents the 
combined support that I have been afforded by my colleagues, friends and family. 
I must initially thank Nik; the research undertaken would not have been possible 
without the advice and inspiration tha t he has provided, and I consider myself 
extremely fortunate to have received such dedicated supervision. I must also 
thank the members of the group and of G19, both past and present, particularly 
Andy, Leif and Rosie. The working environment to which you have all contributed 
has been friendly, humourous and above all academically fruitful; it is this that 
has made the undertaking of this research especially enjoyable. Good friends are 
a valuable asset, and I feel particularly wealthy in this regard. I must thank 
all of you for your invaluable contributions, but particularly Andrea, Daniel, 
Kieran, Kieron and Stephen. Lastly, I must thank my Mother, Father, Sister and 
Grandfather. I feel privileged to have received the unconditional love and support 
of my family, which has been essential in so many ways; this thesis is dedicated 
to them.
Contents
List of Figures 3
List of Tables 6
1 Theory Relevant to the Projects Undertaken 8
The Utilisation of the Theory in the Projects Undertaken 53
2 An ab in itio  Study of the Electronic Structure of B C l^  and its 
Decom position Pathways 54
3 A Study of Ferrocene and Iron Pentacarbonyl using DFT and ab 
in itio  m ethods 84
4 TD -D FT Studies of the Electronic Absorption Spectra of the 
Actinocenes of Thorium  and Protactinium  138
5 Appendices 207
Bibliography 209
2
List of Figures
1 . 1  Diagrammatic representation of the two dimensional space for improving
an ab initio calculation.................................................................................... 19
1.2 Division of the orbitals of the system into regions in the CASSCF pro­
cedure, and the types of excitations in the MRCI procedure..................... 20
1.3 The oscillating nature of MPn theory for a system well described by a
HF wavefunction..............................................................................................  27
1.4 The representation of a Is STO by several GTOs...................................... 43
2.1 Diagrammatic representation of decomposition by charge separation and
neutral loss processes....................................................................................... 56
2.2 Schematic representation of the experimentally observed decomposition 
products of BClg"1-, and the fragmentation processes suggested by Love
and Price...........................................................................................................  60
2.3 Diagrammatic representation of the structures of the stationary points
on the singlet surface of B C l^ ......................................................................  63
2.4 Definition of the geometric variables for BCl3+..........................................  64
2.5 Potential energy surface for decomposition of 1BCl3+ at the MP2 and
CC levels of theory........................................................................................... 65
2.6 Potential energy surface for 1BCl3+ at the MCSCF and MRCI levels of
theory................................................................................................................. 69
2.7 Potential energy surface for decomposition of 3BCl3+ at the MP2 and
CC levels of theory.........................................................................................  73
2.8 Schematic representation of the fragmentation pathways following the
initial fragmentation of BClg^ at the MP2 and CC levels of theory. . . .  78
3.1 MO diagram for ferrocene showing the linear combinations of 2 p2 carbon
orbitals that make up the Cp ring orbitals................................................... 8 6
3.2 MO diagram showing the interaction between the ring 7r-orbitals and the
metal orbitals of ferrocene..............................................................................  8 8
3 . 3  MO diagram for the carbonyl ligand showing the splitting into the sym­
metry adapted linear combination of orbitals under D^h symmetry. . . .  92
3.4 Schematic MO diagram for iron pentacarbonyl........................................... 93
3.5 The location of the geometric variables for ferrocene.................................... 106
3.6 The RMS% difference between the theoretical and experimental struc­
tures for ferrocence, considering both the entire structure and only the 
metal-ring centroid distance.............................................................................. 108
3.7 The effect of the core size on the metal-ring centroid distance and 8F\
diagnostic for ferrocene...................................................................................... 1 1 0
3.8 The RMS% difference between the theoretical and experimental struc­
tures for ferrocene with the CC methods used, considering both the entire 
structure and only the metal-ring centroid distance.......................................1 1 2
3.9 Correlation diagram for ferrocene showing the relative ordering of the
B3LYP and HF orbitals..................................................................................... 113
3.10 The location of the geometric variables for iron pentacarbonyl................... 114
3.11 The RMS% difference for the optimised structures of Fe(CO)5 with a 
variety of methods.............................................................................................. 116
3
LIST OF FIGURES
3.12 The RMS% difference for the optimised structures of Fe(CO)s f°r all of
the CC methods.................................................................................................. 118
3.13 The difference between the axial and equatorial metal carbon bond 
lengths of Fe(CO)s for all the methods investigated......................................120
3.14 Correlation diagram for Fe(CO)5  showing the relative ordering of B3LYP
and HF orbitals................................................................................................... 121
3.15 The variation with the number of basis functions of the RMS% difference 
from experiment and the difference between the axial and equatorial 
metal-carbon bond lengths for Fe(CO)s using B3LYP, PBE and CCSD 
with a variety of Pople style basis sets.............................................................125
3.16 The variation with the number of basis functions of the RMS% difference 
from experiment and the difference between the axial and equatorial 
metal-carbon bond lengths for Fe(CO)5 using PBE, BLYP and B3LYP 
with a variety of correlation-consistent and ZORA basis sets.......................128
3.17 The variation of the M-C bond lengths and total energy with the car­
bonyl bond length for Fe(CO)s using CCSD, PBE and B3LYP................... 131
3.18 The RMS% difference for Fe(CO)s with HF and the multiconfigurational
and CC methods used........................................................................................ 133
4.1 The e2u, e2g, eiu, e\g bonding orbitals, the weakly bonding e-$u orbital
and the a,2U non-bonding orbitals of thorocene............................................... 142
4.2 Qualitative MO diagram showing the 7r-orbitals of COT and their inter­
action to form the frontier MOs of (COT) 2 .....................................................143
4.3 MO diagram showing the interaction of the d- and f-orbitals of thorium
with the conjugated 7r-system of the COT rings.............................................144
4.4 Schematic representation of the interaction between the ring p-orbitals
and the metal d22 orbital...................................................................................147
4.5 MO diagram showing the interaction of the d and f-orbitals of thorium
with the conjugated it system of the rings after the descent in symmetry 
from Dsh to ^4h caused by the methyl substitution to the rings.................149
4.6 The definition of the geometric variables for unsubstituted actinocenes. . 158
4.7 Theoretical electronic excitation spectrum for Th(COT) 2 using LB94 at
the BLYP geometry............................................................................................160
4.8 MO diagram from an LB94 calculation of Th(COT)2 at the BLYP geom­
etry. Overlayed on the diagram is the breakdown of each band into the 
component excitations, and each excitation into inter-orbital transitions. 161
4.9 Theoretical electronic excitation spectrum for Th(COT )2 from a TD-
DFT calculation using SAOP at the VWN geometry.....................................165
4.10 MO diagram from an SAOP calculation at the VWN geometry for Th- 
(COT)2 - Overlayed on the diagram is the breakdown of each band into 
the component excitations, and each excitation into inter-orbital transi­
tions...................................................................................................................... 166
4.11 Theoretical electronic excitation spectrum calculated with TD-DFT us­
ing BLYP at the optimised BLYP geometry, using ADF.............................. 167
4.12 MO diagram from a BLYP calculation at the BLYP geometry for Th- 
(COT)2 , calculated with ADF. Overlayed on the diagram is the break­
down of each band into the component excitations, and each excitation
into inter-orbital transitions............................................................................ 168
4
LIST OF FIGURES
4.13 Electronic excitation spectrum for Th(COT)2 from a TD-DFT calcula­
tion using BLYP at a BLYP optimised geometry, using Gaussian...............172
4.14 MO diagram from a BLYP calculation at the BLYP geometry for Th- 
(COT)2 , calculated with Gaussian. Overlayed on the diagram is the 
breakdown of each band into the component excitations, and each exci­
tation into inter-orbital transitions................................................................... 173
4.15 Electronic excitation spectrum for Th(COT )2 from a TD-DFT calcula­
tion using B3LYP at a B3LYP optimised geometry, using Gaussian. . . 176
4.16 MO diagram from a B3LYP calculation at the B3LYP geometry for 
Th(COT)2 , calculated with Gaussian. Overlayed on the diagram is the 
breakdown of each band into the component excitations, and each exci­
tation into inter-orbital transitions...................................................................177
4.17 Definition of the geometric variables for substituted actinocenes of the 
type An(TMCOT) 2 .............................................................................................180
4.18 Theoretical electronic excitation spectrum for Th(TMCOT)2 from a TD- 
DFT calculation using LB94 at the BLYP geom etry...................................181
4.19 MO diagram from an LB94 calculation at the BLYP geometry for Th(TM- 
COT)2 - Overlayed on the diagram is the breakdown of each band into 
the component excitations, and each excitation into inter-orbital transi­
tions.......................................................................................................................185
4.20 Theoretical electronic excitation spectrum for Pa(COT)2 calculated us­
ing TD-DFT using LB94 at the BLYP geometry............................................189
4.21 MO diagram from an LB94 calculation at the BLYP geometry for Pa- 
(COT)2 - Overlayed on the diagram is the breakdown of each band into 
the component excitations, and each excitation into inter-orbital transi­
tions.......................................................................................................................190
4.22 Schematic representation of the MO diagram of the actinocenes studied, 
showing the division of the MOs into regions..................................................191
4.23 Theoretical electronic excitation spectrum for Pa(TMCOT)2 from a TD- 
DFT calculation using LB94 at the BLYP geom etry...................................195
4.24 MO diagram from an LB94 calculation at the BLYP geometry for Pa(TM- 
COT)2 - Overlayed on the diagram is the breakdown of each band into 
the component excitations, and each excitation into inter-orbital transi­
tions...................................................................................................................... 2 0 0
4.25 Variation of the first five excitation energies with the metal-ring centroid 
distance calculated with LB94 at the BLYP geometry using ADF. . . . 206
5
List of Tables
2.1 The energies of the stationary points on the singlet surface of B C l^ 
calculated with MP2, CCSD and CCSD(T). 3?\ diagnostic results are 
shown for the CC methods.............................................................................  62
2.2 The structures of the stationary points on the singlet surface of BCI34" 
using MP2 and CCSD.....................................................................................  64
2.3 The energies of the stationary points on the singlet surface of B C l^ 
calculated with MCSCF and MRCI, and the analysis of the composition
of the resulting wavefunctions........................................................................  67
2.4 The structures of the stationary points on the singlet surface of BCl^"1" 
calculated using MCSCF................................................................................. 6 8
2.5 Structures of the stationary points on the triplet surface of BCl3+ from 
MP2 and CCSD calculations..........................................................................  74
2.6 The energies of the stationary points on the triplet surface of BClg4- 
from MP2, CCSD and CCSD(T) calculations. diagnostic results are 
shown for the CC methods.............................................................................  75
2.7 The optimised structures of the triatomic and diatomic fragmentation 
products of BCl3+ calculated using MP2 and CCSD...................................  79
2.8 Total energy of the fragmentation products of BClj^ calculated with 
MP2, CCSD and CCSD(T)............................................................................  80
2.9 Energy of the fragmentation asymptotes of BCl^"1" determined from MP2, 
CCSD and CCSD(T) calculations and from experimental data obtained 
from the NIST Scientific and Technical Databases website..........................  81
3.1 The definition of the core sizes used for the ferrocene and iron penta­
carbonyl calculations.......................................................................................... 1 0 0
3.2 Structural and energetic data for the partial optimisation of ferrocene 
using a variety of different methods................................................................. 105
3.3 Structural and energetic data from the full optimisation of ferrocene 
using a variety of different methods................................................................. 107
3.4 Optimised metal ring-centroid distances, energies and 8F\ diagnostics for 
ferrocene using CCSD with a variety of different core sizes.......................... 109
3.5 Structural and energetic data and &\ diagnostic values for ferrocene 
using CC methods with different reference functions..................................... I l l
3.6 Structural and energetic data for Fe(CO)s using a variety of different 
methods. The Sf\ diagnostic is given for the CC wavefunctions...................115
3.7 The effect of basis set on the structure of Fe(CO)s using double-^ Pople 
style basis sets and a variety of method...........................................................123
3.8 The effect of basis set on the structure of Fe(CO)s using triple-^ Pople 
style basis sets and a variety of method...........................................................124
3.9 The effect of basis set on the structure of Fe(CO)5 using B3LYP and PBE 
with a variety of correlation-consistent Dunning basis set on carbon and 
oxygen.................................................................................................................. 127
3.10 The effect of basis set on the structure of Fe(CO)s using BLYP and PBE 
with variety of ZORA basis sets........................................................................127
3.11 Partially optimised geometries for Fe(CO)s at fixed, identical carbonyl 
bond lengths, using CCSD, PBE and B3LYP................................................. 130
6
LIST OF TABLES
3.12 Structural and energetic data for Fe(CO)s using a variety of multicon­
figurational methods...........................................................................................132
4.1 Available experimental UV-vis data for the actinocenes studied.................. 149
4.2 The structure of thorocene as determined by a variety of density func­
tionals, and the experimental structure........................................................... 156
4.3 The energy of the first allowed excitation for thorocene from TD-DFT
calculations using a variety of different methods and geometries................. 157
4.4 Tabulated electronic excitation data for Th(COT)2 calculated with LB94,
at the BLYP geometry using ADF................................................................... 162
4.5 Tabulated electronic excitation data for Th(COT)2 calculated with SAOP,
at the VWN geometry using ADF....................................................................164
4.6 Tabulated electronic excitation data for Th(COT)2 calculated with BLYP,
at the BLYP geometry using ADF...................................................................169
4.7 Tabulated electronic excitation data for Th(COT)2 calculated with BLYP,
at the BLYP geometry using Gaussian............................................................171
4.8 Tabulated electronic excitation data for Th(COT)2 calculated with B3-
LYP, at the B3LYP geometry using Gaussian................................................ 175
4.9 Total bonding energy for each of the isomers of Th(TMCOT) 2 ................... 178
4.10 Optimised geometries for Th(TMCOT) 2 using a variety of density func­
tionals...................................................................................................................179
4.11 Tabulated electronic excitation data for Th(TMCOT)2 calculated with 
LB94, at the BLYP geometry using ADF........................................................183
4.12 The optimised geometry of Pa(COT)2 with BLYP, in a number of dif­
ferent electronic configurations......................................................................... 186
4.13 Tabulated electronic excitation data for Pa(COT)2 calculated with LB94,
at the BLYP geometry using ADF................................................................... 188
4.14 Optimised geometries and total binding energies for Pa(TMCOT)2 cal­
culated with BLYP and a variety of electronic configurations...................... 193
4.15 Energy separations from figure 4.22 for Pa(COT) 2 and Pa(TMCOT)2 - . 194
4.16 Tabulated electronic excitation data for Pa(TMCOT)2 calculated with 
LB94, at the BLYP geometry using ADF........................................................197
4.17 The equivalence of excitations for the difference actinocenes....................... 201
5.1 Character of the cartesian tensors and s, p, d and f functions for the D ^
point group..........................................................................................................207
5.2 Character of the cartesian tensors and s, p, d and f functions for the Dgh
point group..........................................................................................................208
5.3 Descent in symmetry from Dg>l to D4^.............................................................208
7
Chapter 1
Theory Relevant to the Projects 
Undertaken
C ontents
1.1 The Born-O ppenheim er Approxim ation and the M olec­
ular W a v e fu n ctio n ................................................................... 9
1.2 H artree-Fock Self C onsistent Field T h e o r y .................  12
1.3 T he Inclusion o f Electron C o r r e la tio n ...........................  16
1.3.1 Configuration Interaction (Cl) .....................................  17
1.3.2 Multiconfigurational Techniques ..................................  18
1.3.3 Mpller-Plesset theory.......................................................  22
1.3.4 Coupled-cluster theory....................................................  28
1.3.5 MP and CC theory in com parison...............................  32
1.3.6 The S?\ d iagnostic ........................................................... 32
1.4 D ensity  Functional T h e o r y ...................................................  34
1.4.1 Exchange Correlation Functionals ...............................  37
1.4.2 Time-dependent DFT and the calculation of excitation
energ ies............................................................................  40
1.5 B asis S e t s ....................................................................................  42
1.5.1 Pople style basis s e ts ........................................................ 46
1.5.2 Correlation-consistent (cc) basis s e t s ............................  47
1.5.3 Ahlrichs-type basis s e t s .................................................. 47
1.6 The Inclusion of R elativistic E f f e c t s ...............................  48
1.6.1 Effective core potentials (ECPs) ..................................  49
1.7 The O ptim isation o f M olecular G eo m etr ie s .................. 50
8
1.1 The Born-Oppenheimer Approximation and the Molecular
Wavefunction
The following chapter gives a theoretical background for the types of calcu­
lation that have been used in the undertaking of the research presented in this 
thesis. These include the ab initio methods Hartree-Fock, Mpller-Plesset per­
turbation theory, coupled-cluster, multiconfigurational self consistent field and 
multireference configuration interaction, as well as density functional theory of 
both the time-independent and time-dependent varieties. This chapter is not 
intended to provide a complete resource for the methods used, but to provide a 
theoretical framework for the projects undertaken.
1.1 T he Born-O ppenheim er Approxim ation and 
th e M olecular W avefunction
The Hamiltonian for a system of charged particles, nuclei and electrons can be 
expressed as n „ „
"  =  - E ; r - v « +  E r ^ -  d -D
.  2m “ 7 Z  |r“ -  r,)l
where m a are the masses and qa the charges of the particles in the system, and 
the Laplacian is given by 1
_ 2 /  S2 82 82 \
V ° - \ S x l  +  5y l  +  S z l ) -  ( )
Invoking the Born-Oppenheimer (BO) approximation allows the nuclear motion 
and the electronic motion to be separated out from one another. This is a good 
approximation due to the factor of 1 0 3 to 1 0 5 between the mass of the electrons 
and nuclei. 1 This assumption dramatically simplifies the problem to be solved 
since the nuclei are considered to be static, and this naturally leads to the intro­
duction of potential energy surfaces where the energy is plotted as a function of 
the nuclear structure. The Hamiltonian is now rewritten in terms of the nuclear 
components (Tnuc) and the electronic components (Hei)
i  nuc. H  t l
/x P i /z,i 1 M 11 K j  1 1 -71 n<u 1/1
(1.3)
where the nuclei are given the indices n  and v and the electrons the indices i and 
j }  At this point the nuclei are clamped, and the electronic motion can be consid­
ered around the rigid molecule. The electronic part still depends parametrically 
on the nuclear positions in the nuclear-electron term, and thus the nuclear-nuclear 
repulsion term  is also included, although this is constant for a particular molecu­
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lar arrangement. 1 W ith the nuclei fixed, the Schrodinger equation can be solved 
for the electronic part,
Hel (r, R) i)ei (r, R) =  Eei(R)ipei (r, R ) , (1.4)
where the electronic wavefunction (V>ej) depends upon the nuclear coordinates 
(R ) and the electronic coordinates (r), but the electronic energy only depends 
upon the nuclear coordinates . 1 Under the Born-Oppenheimer approximation, we 
can write the total wavefunction of the system as a product of the nuclear and 
electronic wavefunctions1
^BO (r, R) = 'ipnuc (R) (r, R ) . (1.5)
The total energy of the system can be found by solving the Schrodinger equation
|T nuc (R) + Eel( R ) ] ^ nuc(R) = Etot^Pnuc (R ) , (1 .6 )
where the electronic motion is represented by the potential E ei, which is a function 
of R .1 The potential energy surfaces presented in this thesis are nuclear potential 
energy surfaces and only consider the electronic component of the total energy. In 
this situation, although the nuclear-nuclear repulsion is considered in the energy, 
the component due to the nuclear motion (Tnuc) is ignored.
Although the BO approximation is essential in simplifying the wavefunction to 
the point where it can be solved using the available methods, it does not introduce 
a significant error into the method, apart from under certain circumstances. An 
example of such a problem is where avoided crossings occur when potential energy 
surfaces of the same symmetry approach each other, such as for the dissociation 
of LiF .2 At the equilibrium geometry the wavefunction is strongly ionic, but the 
dissociation products are neutral atoms. At the avoided crossing between the 
ionic and covalent surfaces the ground state wavefunction changes rapidly from 
being ionic to covalent.2 By introducing the BO approximation we allow the 
separation of the nuclear from the electronic motion, by ignoring the terms where 
the nuclear and the electronic motion combine, and thus the dependence of the 
nuclear motion on the explicit electronic positions. These are also the terms that 
allow the interaction between different electronic configurations, and thus regions 
of potential energy surfaces where configuration mixing is expected are poorly 
represented . 2
The separation of the wavefunction into a nuclear and an electronic component 
provides a dramatic simplification. The next approximation tha t can be made is 
to write the total wavefunction of the system (\P) as a product of one-electron 
functions, or orbitals. The simplest form of this is a Hartree product ( 0 ) , 1
10
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0 (1 ,2 ,..., n) =  '0i(l)t/>2 (2)...'0n(n). (1.7)
For the wavefunction to obey the Pauli principle, it must change sign upon the 
interchange of a pair of electrons, because electrons are identical and fermionic. 
Therefore the wavefunction should obey the following condition
Pijty =  tyint =  - t f ,  (1 .8 )
where Pij is an operator tha t interchanges electrons i and j . 1 However, this is 
clearly not the case for a simple product wavefunction 0 , since
0 (1 ,2 ) =  <M1)<M2) (1.9)
A,20(1,2) = 0 (2,1) = </>i(2h/>2(l) ± -^ (1)^(2), (1.10)
and therefore 0  is not a suitable choice for the wavefunction ty. A suitable 
wavefunction can be constructed from the Hartree product (0 ) by forming a 
Slater determ inant. 1 The Slater determinant is a linear combination of all the 
Hartree products tha t can be constructed by interchange of all pairs of electrons, 
or, the determ inant of a n x n matrix of n electron arranged in n  orbitals. This 
process which symmetrises the wavefunction is represented by A,
=  - 1 = j4 9  =  - 4 =  *51, (1.11)
vra! vn!
'S /si =  d e t ( 1.12)
where
~ V-i(i) <M2) 
iM i)  ^ 2 (2 )
=  ^ ( 1 ) ^ ( 2 ) - ^ , ( 2 ) ^ ( 1 )  (1.13)
=  0 (1 , 2 ) - A ,  2 0 (1 , 2 ) (1.14)
=  0 ( 1 ,2 ) - 0 ( 2 ,1 )  (1.15)
=  hM l),!fc(2 ) |. (1-16)
The wavefunction can be written in a number of ways, and has been normalised
by the factor. Acting on ^  with A ,2 now gives the desired result
A ,2 *  =  A ,2 4 =  (V’i ( 1 )’0 2 (2 ) -  ^ i ( 2 ) ^ ( l ) )  (1.17)
v n !
=  -± =  W>i(2 ) * ( l )  -  V i(lW a(2 )) (1.18)
vn!
=  - * ,  (1.19)
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since the wavefunction has changed sign upon exchange of a pair of electrons.
1.2 Hartree-Fock Self Consistent Field Theory
Ab initioa techniques involve defining a many electron wavefunction for the system 
which is solved using the Schrodinger equation by making a series of approxima­
tions .2 The most fundamental method considered here is the Hartree-Fock self 
consistent field technique (HF-SCF). The electronic Hamiltonian is as follows,
Te vn Vee Vnn
1
( 1.20)
i n ,i ^  i< j J n< v
where Te is the kinetic energy of the electrons, Vne the nuclear-electron attrac­
tion, Vee the inter-electron repulsion and Vnn the internuclear repulsion, which is 
constant for a set arrangement of nuclei.2 The equation is then rearranged into 
one and two electron terms2
where
and
Nelec Neiec
Hel ^   ^ -|- ^   ^Qij -|- V^n,
i j>i
-i N e le c  ry
■hi  =  -  V  -  y  - A _9 Z r  — t -
( 1 .21 )
( 1 .22 )
9ij r< -  r,
(1.23)
The energy associated with the wavefunction 'F is then found variationally"
E =  ( V
_  l_ 
n\
Hel
^  si
-  h«•*
<F
Hel
hi
*Sl
V s i )  +  {  * s i  \ 9 i j  I ^ S ( + V„
(1.24)
(1.25)
(1.26)
'F5 / has terms from all the possible arrangements of electrons in orbitals, i.e. all 
possible Hartree products. The one-electron operator, hi acts only on the i th 
electron of each wavefunction, and because the single electron functions are 
chosen to form an orthogonal set, the hi contribution to E  only survives when 
it is acted upon by the same Hartree product both left and right . 2 For a two 
electron system, the following integrals are possible for electron one,
&Ab initio is a latin expression literally meaning “from the beginning”.
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(e(i,2)|ft,|e(2,i)) = 
(e(2,i)|ft1|©(2,i)) =
^ i( l )  
^ i ( l )
hi
hi
Tpl
^ i ( 1 )^ 2 (2 ) hi ip\(2 ) ,0 2  
V>1( l) |f t i |V '2 ( l ) ) { ^ (2 ) |^ i (2 ) )  = 0  
^ ( 1 ) ^ ( 2 )  | f t , | < M l ) < / > i ( 2 ) )  
^ 2 ( 1 ) hi ^ 2 (1 ) )  ^ i ( 2 )|V'i(2 )^ 
"0 2 (1 ) ^ 2 ( 1 ) )  ■
(1.27)
(1.28)
(1.29)
(1.30)
(1.31)
(1.32)
(1.33)
(1.34)
The first and third case are for identical Hartree products, and give the one- 
electron contribution to the energy of an electron in a specific orbital. The second 
case is zero, because the integral ( ”0 1  (1 ) 1-0 2 (1 )) is zero due to the orthogonality of 
the orbitals. For the two electron case, there will be four one electron integrals 
contributing to F , corresponding to permutations of two electrons and two or­
bitals. However, due to the normalisation constant, and since the two electrons in 
the system are identical, this simplifies to two interactions, one for the i th electron 
in each orbital.
For the operator, <7^, a similar treatment is possible, except that now con­
tributions are obtained from integrals with the same Hartree product (0  \gij\ 0 )  
and those which differ from each other by only a single transposition of a pair of 
electrons, ( 0  \gij \ P ^ © ).2 Thus integrals are obtained of the form
© 9ij e )  =  <Vi( 1)^(2) |5y| 0x(l)0j(2)) =  Jy, (1.35)
and
0 \gi j \P i jQ^ =  ^0i(l)0j(2) \gi:j\ ^(1)^(2)^ = K.13• (1.36)
The first of these two-electron integrals (J^) is termed the Coulomb integral. 
It has a classical analogy, which is that it represents the electrostatic repulsion 
between the two occupied orbitals, with charge distributions Vh(l)2 and 0 2 (2 ) 2 .2 
The second integral (A’y), is termed the exchange integral, it has no classical 
analogy, but arises as a direct consequence of the Pauli principle.2 The result of 
these three integrals, hi , Jij and Kij gives the general expression for the energy.2
•Ve/cc Nelec N el ec
E =  £ Ai +  E  E ( j 6 - * « ) + k
i=l i= 1 j> i
(1.37)
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N ' U c  ,  N el CC N e l  <-’etc  ^ iT *ec *' <ec
=  ^  1 “t  2  ^  > 5  > (^ lJ ~  Vnn (1.38)
t—1 i=l j =1
N e le c  ^  N e [ec N e iec
=  ^ 7  +  2  H  5 1  ( v ^ ' ^  ^ ' )  ”  ^  ^ ) )  +  ^nn ^ - 39)
where
and
Jij \Tpj(2) ) = ( ^ ( 1 )  Iffijl V’i(l)}  IV’j(2)> (1.40)
K'ijl’M 2)) =  W 1) Iffyl^j(l)) l^*(2)>- (1-41)
By summing over all i and j  the effect of each electron with all of the other
electrons in the system is taken into account, thus including the inter-electron
interaction twice. The factor of a half, together with the fact that the self inter­
action energy (i.e. Jij — K ij) is zero corrects for this problem .2 The exchange and 
Coulomb integrals have been expressed more succinctly as operators (equations 
1.41 and 1.40), where it should be noticed that the exchange operator effectively 
exchanges the i and j  indices on the two particles before the integral is evaluated . 2
The one-electron Fock operator (Ft) is defined as2
N e te c
Fi = hi + Y .  [ J'i ~  k 'i )  ■ (142)
j
This is a contribution to the energy of the system for the i th electron, representing 
its attraction to the nuclei of the system and the interactions with the other 
electrons . 2 It can be seen that the total Hamiltonian of the system is not just a 
sum of Fock operators; the Fock operator is arrived at by considering the variation 
of the energy.2 The Fock operator acting on the i th electron of the system, gives 
the energy ei? however, the total energy of the system is not simply a sum of the 
orbital energies e*, but
N e lec  -I N e lec
Elat =  J 2  t i  -  2 E  ( ^  +  +  V""' (1 4 3 )
i ij
where the second term corrects for the double counting included by summing the 
orbital energies. 2 Because the orbital energy describes the effect of the combined 
electronic field on the ith electron, it only describes the inter-electronic forces in 
an average way, and thus is a mean-field approximation . 2
In order to solve the problem to give an optimised HF wavefunction for a 
molecule, the molecular orbitals (MOs) rpi are written as a linear combination of 
atomic orbitals (x) weighted by coefficients c*, and these are inserted into the HF 
equation2
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F ^ i  =  ei'ipi
ifri = ^   ^QkXk
(1.44)
(1.45)
k
F t  ^   ^ C i k X k  ^   ^ Ci k Xk - (1.46)
fc
Each side is then multiplied by the complex conjugate of a member of the set, 
X/, and integrated ,2
to give the secular equations (equations 1.49). One of the solutions to the secular 
equations is trivial, where Cik = 0 , and is not very useful, however, non-trivial 
solutions can found by solving the secular determinant3
This gives an equation with i solutions e,, the orbital energies. Each e* is then 
used to solve the secular equations to give the coefficients which make up each
A problem arises at this point, because the secular equations are dependent on 
the MOs, and thus the coefficients c^ fc, such that they must be known in advance, 
before the problem can be solved. The solution to this is an iterative approach, 
where the initial orbitals for the system are chosen by a “guess” calculation, typ­
ically using a lower level technique . 2 One way in which the guess orbitals can be 
formed is to calculate only the component for the core terms of the Hamiltonian, 
i.e. the one electron terms. These are trivial to calculate and do not involve an 
iterative solution . 2 This guess is used to form the secular equations, the secular 
determinant is then solved, and the secular equations then give the new values of 
Cik• These are then used to calculate a new set of e*, and Cik. Provided that the 
process converges, the iterative solution is reached when the MOs are (within a 
certain convergence criterion) unchanged by the process. 2
There are three different formalisms of HF theory, which apply different con­
straints to the MOs. For a system at its equilibrium geometry with the same 
number of a  and (5 electrons in a singlet configuration there is usually no require-
(1.47)
Y l Cik /  XiFtXkdT =  ci y ' j cik / 
k J  k J
X l X k d r (1.48)
(1.49)
k
| F l k  — £ t5 H ; |  =  0 . (1.50)
MO .3
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ment for one-electron orbitals with different spatial components. Thus a closed 
shell formalism can be used, which requires that the spatial component of the 
spin orbitals containing a  and [3 electrons for a MO be the same. This is usually 
given the name restricted HF, or RHF .2 Where there is an imbalance between the 
number of up and down spin electrons, or the wavefunction has unpaired elec­
trons, there are two approaches that can be taken. The first is the unrestricted 
approach, where each electron occupies a spin-orbital with no restriction on the 
spatial wavefunction. This is usually termed unrestricted HF, or UHF .2 The 
second is restricted open-shell HF, or ROHF. The double occupied orbitals are 
restricted to have the same spatial wavefunction for both a  and f3 components, 
while the unpaired electrons are represented by spin-orbitals without restriction . 2
The majority of the computational effort in calculating the HF energy is 
in evaluating the two-electron integrals, of which there are of the order of N 4 
where N  is the number of basis functions . 2 Because this is the step which scales 
the poorest it will dominate the calculation. The computational expense of HF 
therefore scales as N 4.2 Various techniques such as orbital screening (which 
involves the neglect of the near-zero-valued and therefore unimportant integrals), 
and direct methods (where integrals are calculated as required) can be used to 
reduce the expense of the calculation to some degree.2
One of the major limitations of HF theory is tha t it does not include electron 
correlation; each electron only experiences the combined average effect of all of 
the other electrons . 2 This means that the position of each electron is independent 
of the position of each of the other electrons. The implication of this is that even 
with an infinite basis set, one cannot calculate an energy that is equal to the total 
electronic energy of the system; the most negative value tha t can be calculated, 
the HF limit, does not include the electron correlation energy (or the effects of 
relativity ) . 2
For a more detailed treatment of HF theory the reader is directed to the text 
book “Introduction to Computational Chemistry” by Jensen . 2
1.3 The Inclusion of Electron Correlation
The RHF method typically recovers 99 % of the total energy, despite its neglect 
of instantaneous electron-electron interactions . 2 Unfortunately, however, this 1 
% of the energy is of the same order of magnitude as that relating to chemical 
processes, so really, from a chemical point of view, it is this remaining energy that 
is vital to the calculation of accurate energies. 2 In order to recover the remaining
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1 % of the energy, it is necessary to consider the inter electronic interactions 
explicitly, or in other words, the electron correlation . 2 As a result this energy is 
usually called the correlation energy.
Electron correlation can be divided broadly into two types, dynamic and static 
(or non-dynamic), however, the boundaries between these classes are somewhat 
indistinct. Broadly, dynamic correlation can be envisaged e l s  the attem pt by the 
electrons in the same orbital to avoid each other on an instantaneous timescale, 
while static correlation involves altering the orbitals to better describe the ground 
state wavefunction, allowing the two electrons in different orbitals to avoid each 
other .2 Electron correlation can be incorporated into ab initio methods in a 
number of different ways, of these the main methods are configuration interac­
tion (Cl), coupled-cluster (CC) and Mpller-Plesset perturbation theory (MP). 
Multiconfigurational representations of the wavefunction through MCSCF (mul­
ticonfigurational self consistent field) and MRCI (multireference configuration 
interaction) can also be used, although these can in some ways be thought of as 
variants of C l .2
1.3.1 Configuration Interaction (C l)
Cl is a fairly intuitive way of including electron correlation. Its main features will 
be discussed here in order to explain the concepts involved in some of the other 
methods, however, it will not be discussed in great detail. In order to account 
for the correlation energy, it is necessary to include the effects of excited state 
determinants in the wavefunction, as well as the Hartree-Fock configuration $ hf
^ c i  = ao $ hf +  +  ... =  (1-51)
3 d t i=0
where are the singly excited states, individually weighted by a coefficient ai, 
the importance of this configuration. 2 The logical extension of this method, full 
CI, includes the effects of all excited states.
There are really only two ways of improving the accuracy of an ab initio 
calculation. The first is to increase the size of the basis set, while the second 
is to consider more configurations. Full CI with an infinite basis will give the 
exact non-relativistic energy within the Born-Oppenheimer approximation . 2 This 
situation is represented in figure 1 .1 . Full CI is very expensive, and intractable, 
except for small molecules, although it is often the bench mark against which 
other methods are compared . 2 Often, truncated CI is used, usually at the CISD 
level, which includes the effects of single and double excitations from the HF 
reference wavefunction. The energy is then minimised variationally to optimise
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the CI coefficients.4 In the CI expansion all of the excitations are from the HF 
reference, using the set of MOs optimised with the HF method; these remain 
fixed throughout the calculation, since for full CI, at least, it is unnecessary to 
re-optimise the orbitals because all of the possible CSFs are considered .4
An approximation can be made to the energy of the quadruple excitations, 
by using the Davidson correction. This is given by
A E q = ( l — a2) (E qisd — E h f ) , (1-52)
where the coefficient ao is the CI coefficient for the HF determinant in the CI 
expansion .2 This correction is then added onto the CISD energy. It must be 
emphasised tha t this is only an approximation to the quadruple excitation energy; 
this is highlighted by the results of a calculation on a two electron system, where 
CISD is equivalent to full CI, yet A E q is not zero . 2
CI is usually considered to include the effects of dynamical correlation, how­
ever, in the limit of full CI, all of the electron correlation is accounted for, includ­
ing tha t originally considered to be static correlation. Truncated CI methods are 
not size extensive - the energy does not scale with the size of the system. This 
will be discussed in greater detail in the coupled-cluster section .4
1.3.2 M ulticonfigurational Techniques
Truncated CI may suffer from the problem that the HF reference is poor, and 
hence its orbitals will not describe either the ground or excited determinants 
well. Another way of considering this problem is that the wavefunction cannot 
be adequately separated into a set of one-electron functions (orbitals) in such a 
way tha t these functions adequately represent the system. The solution to this 
problem is to move away from a single configurational technique. MCSCF can be 
viewed as a form of CI, where not only are the coefficients of the CI expansion 
optimised, but also the coefficients of the basis set expansion of the MOs.2,b This 
method really requires that the concept of one-electron orbitals be abandoned, 
because the orbitals are correct only for the full CI expansion4 and not for the 
individual configurations in the same way as the HF orbitals are for the ground 
state configuration.
The complexity of full MCSCF is greater than that of full CI, and is as such 
formidable. In most practical cases, MCSCF is solved in a slightly different way 
from CI. Rather than truncate the CI expansion and consider only excited states
bMCSCF is multiconfigurational, but single reference, because all of the excited state deter­
minants are generated from a single determinant, the HF determinant.
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Figure 1.1: Diagrammatic representation of the two dimensional space for improving 
an ab initio calculation.
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that are related by single and double excitations from the ground configuration 
(as in CISD), one considers all possible configurations inside a small subset of 
orbitals, termed the active space. 2 This type of MCSCF calculation is often 
referred to as a complete active space SCF (CASSCF) calculation, although in 
the results chapter of this thesis the term MCSCF is used to imply that a CASSCF 
calculation is being performed.
Initially the occupied and virtual MOs of the system are divided into four sets. 
The first set of orbitals, the core, have a fixed occupation of two electrons each, 
and their expansion in terms of basis functions is frozen to match the optimised 
orbitals from the calculation used to generate the reference, e.g. HF orbitals. The 
second region of orbitals are the closed set. Again, these remain doubly occupied 
throughout the calculation, however, the basis set coefficients for these orbitals 
are optimised variationally to reduce the total energy. The third region, the active 
orbitals, comprise some which were formerly doubly occupied, and some which 
were formerly virtual levels of the reference. The CASSCF calculation considers 
all of the determinants which can be generated by exciting the n electrons inside 
the active space into the N  orbitals within the active space. The CI vectors which 
weight these determinants are optimised to reduce the energy, as are the basis 
function expansion coefficients which define these orbitals. The fourth region are 
the virtual levels. These are vacant in all determinants, and therefore do not
19
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Figure 1.2: The division of the orbitals of the system into regions in the CASSCF 
procedure. The single and double headed arrows represent the one and two electron 
excitations in the MRCI procedure.
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contribute to  the energy. T his m eans th a t the  v irtual orbitals are not optimised. 
Figure 1.2 represents d iagram m atically  the  division of the orbitals into regions.
The choice of orbitals which go in to  th e  active space is the crux of an  CASSCF 
calculation.4 Suppose th a t in a  HF calculation there is a small energy separation 
between the HOMO (highest occupied m olecular orbital) and the LUM O (low­
est unoccupied molecular orbital) levels such th a t if the LUMO were populated  
instead of the HOMO, th is  o rb ita l would be stabilised to  give a new aufbau  con­
figuration. The resulting calculation is likely to  be poor, because the orb itals are 
only optimised on one of the  two close lying configurations, and such it will be 
difficult to  know which (if either), is the ground s ta te  configuration. A m ulticon­
figurational approach where b o th  of these orbitals are included in the active space 
is likely to  be more reliable. T he M CSCF wavefunction is w ritten  as a  weighted 
linear com bination of each of th e  configurations th a t can be generated by rear­
rangem ent of the electrons in the  orbitals of the active space, and thus all the 
orbitals will be populated  in a t least one determ inant. The optim isation of the
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orbitals therefore considers all the determinants that expand the wavefunction,
rather than the single determinant that is chosen in the HF calculation. This 
means that the orbitals are a better basis in which to expand the wavefunction.
Ideally, the active space would be chosen to include all the valence orbitals, 
however, the number of determinants, Ndet, increases rapidly as more orbitals are 
included in the active space as defined by Weyl’s formula, 1
the total spin of the system. Because of the factorial relationship in equation 1.54, 
N ^ t  strongly increases with the number of active orbitals, and is greatest for a half 
filled active space. The maximum number of orbitals that can be included in the 
active space is in the region of 12-13 with commonly available resources, 2 although 
for systems with more or less electrons than orbitals it is possible to increase this 
number slightly. Some of the calculations in this study have 16 orbitals in the 
active space. This may not be large enough to contain all of the orbitals of the 
valence space, and so a decision needs to be made about which orbitals to include. 
The choice of orbitals needs to be consistent for all of the stationary points of the 
system (e.g. all conformations and isomers on the surface); this adds an extra 
constraint when choosing the active space. Furthermore, the choice of active 
orbitals will certainly influence the results of a calculation, if the calculation even 
converges at all, which it may not if the orbitals have been chosen poorly. These 
factors make CASSCF calculations much more complex than single determinant 
methods such as HF, and MP; as a result CASSCF is often described as “not a 
black box method” .2
MCSCF is usually considered to include the effects of static correlation, be­
cause the orbitals of the system are being improved to take into account electron 
correlation. However, if the active space is chosen to include all the orbitals, then 
all excited state determinants are included, and this is therefore equivalent to full 
CI .4 All of the effects of correlation within the basis set limit, including those 
termed dynamic correlation, will be included in such a calculation.
The effects of dynamical correlation can also be incorporated into a multicon­
figurational approach using multireference CI (MRCI). This is similar to regular
Ndet n  +  1 f  +  S  +  1
2 5  T  1 tl -1 -1
(1.53)
where the binomial coefficients are given by the relation
(1.54)
where n is the number of active orbitals, N  the number of active electrons, and 5
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Cl, except that single and double (and possibly higher) excitations are included 
from each configuration of the CASSCF wavefunction. 2 This allows many of the 
important remaining configurations to be included .0
In MRCI the system is divided into four regions, as it was in CASSCF. These 
may be chosen to match those from the CASSCF calculation, or the core may be 
made larger to reduce the number of orbitals in the closed region. Excitations 
are considered from the active space to the virtual levels, from the closed region 
to vacant orbitals of the active region, and from the closed region to the virtual 
region, as indicated by the red arrows in figure 1 .2 .
The computational effort can be reduced by considering only excitations from 
important determinants, those which contribute strongly to the MCSCF wave­
function .2 This reduces the total number of determinants to be considered, but 
also gives rise to a new type of excitation, those from the occupied active or­
bitals to the virtual active orbitals and are indicated by blue arrows in figure 
1 .2 . These excitations regenerate some of the determinants from the CASSCF 
calculation tha t were ignored as being too small to consider. A further reduction 
in complexity may be introduced by closing off some of the high lying virtual 
orbitals to avoid generating configuration state functions (CSFs) with extremely 
high energy.4 The Cl coefficients of these determinants are then determined vari- 
ationally . 1
If one finds th a t a particular Cl coefficient relating to an excited determinant 
has a high weight, then this might indicate that the active space has been poorly 
chosen, and perhaps should have included the orbital to which this excitation 
took place. Further, if any of the single and double excitations which regenerate 
the determinants of the CASSCF calculation are large, then perhaps this deter­
minant should have been included in the reference determinants from which the 
excitations took place.
1.3.3 M 0ller-P lesset theory
Mpller-Plesset (MP) theory is based on Rayleigh-Schrodinger perturbation theory 
(RSPT), and was originally proposed in 1934.5 In RSPT, rather than solving the 
Schrodinger equation for the true system, one modifies the result of a known 
problem by considering the effect of a small perturbation to the system . 2 The 
exact Hamiltonian for the system is expressed as the sum of the zeroth order
CMRCI is both multiconfigurational and multireference since the excited determinants are 
generated from more than one reference configuration. Cl is only multiconfigurational, since 
the excited configurations are generated from the (usually) HF ground configuration.
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Hamiltonian, and a perturbation XV,2
H  =  H {0) +  \H '.  (1.55)
Provided that A is small, the exact wavefunction, energy and Hamiltonian for the 
system can be considered as a Taylor expansion with the n th order term weighted 
by a An factor (as indicated by the superscripts),
'to =  ' 4 ° > +  A ^ 1’ +  A2^ 2) +  . . .  (1 .56)
£ 0 =  £o0) +  a 4 °  +  a 2 4 2) +  ■ ■ •. (1-57)
where only the corrections to the ground state energy and wavefunction axe
considered, as indicated by the subscripts . 2 These are then inserted into the
Schrodinger equation. In first order perturbation theory, only terms up to A1 are 
considered,
Hty o =  £ 0 * 0  (1.58)
( i / <0) +  A /r )  ( ^ 0) +  A5’o ))  =  ( 4 0> +  A 4 1')  (*o0> +  ^^o1’) • (1.59)
When this is multiplied out, the terms in A2 are discarded,
JZ<0)4 0) +  A tf<0)^ 1) +  A H '^ 0) =  4 0>*o0) +  A 4 0)^ r  +  (1-60)
and terms with equal powers of A are equated
A° : H (0>W(00> =  4 0 >^ o0) (1 .6 i)
A1 : +  ff'<J>(00) =  4 ° >^ o1) +  4 1>4 ° )- (1.62)
The first order perturbation in the wavefunction is then expanded in states of the 
unperturbed system, which are orthogonal,
*<0!) =  £ < i n* l0>. (1.63)
71=0
Combining equations 1.62 and 1.63, and rearranging this gives,
H<0) y ;  an>t<,0> +  = Ei0) (1-64)
71=0 71=0
J 2  ( t f (0) -  4 0)) » i0) =  ( 4 °  -  H ’)  4 0) (1.65)
71=0
an ( 4 0) -  4 0)) = ( 4 l) -  H’) 4 0)l (1-66)
71=0
and then both sides are multiplied by an<^  integrated,
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a„ (e<°> -  JEg») (<>|¥<<*>) =  £<» . (1.67)
n=0
The left hand side of equation 1.67 equals zero since for n = 0 the energies cancel,
and for n  ^  0 the integral becomes zero. This gives
0  =  4 11 -  (>40)|tf'l'I'o0))  . (1 -6 8 )
and thus the first order correction to the energy is given by the expectation value
of the first order correction to the Hamiltonian over the unperturbed ground state
wavefunction. , 4 v .
E%1) = ^ < 0) |E '|« r '0)y  (1.69)
By setting the A =  1, we obtain the energy and wavefunctions corrected to first 
order,
H  = H (0) + H' (1.70)
Eo =  4 0) +  (^ o 0)I^ 'I^o0>) -  (1-71)
In MP theory, the ground state Hamiltonian is chosen to be the sum over the 
Fock operators2
#(°) =  \ p £ .  (172)
t
Although there is some implicit error caused by this choice, specifically the double 
counting of the inter-electron interactions, the ground state problem needs to have 
a known solution, which is satisfied by this choice. 2 The exact Hamiltonian for
the reference system is thus given by the following equation, where F* is the Fock
operator for the i th electron in the system, and then the MPO energy is simply 
the sum of orbital energies, 2
= 53 = 53 £i^ »0) (L73)
i i
= (1-74)
t
The first order correction to the Hamiltonian is given by the true electron-electron 
interaction, with Fock operator subtracted from it,
H ' = H  -  = H (1.75)
i
The first order correction to the energy given by,
£ «  =  ^ < 0) \H'\ (1-76)
=  |H  -  i / (0) | ^ 0) )^ (1.77)
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' y
^o0) >, (1-78)
and by using equations 1.35 and 1.36 this can be reduced to
’(i) _  A t,(o)( * o 0)l £ £ ( ^  -  * « )  -  £  £  ( J „  -  Ktt) |*<0)\  (1-79)
\  i i<j i j /
®o0)| £ £ ( 4 # - * « ) I * o 0)V  (1-80)
The M P1 corrected energy is then given by
E0(M P l)  = J 2 e i + Eo ) = E (H F). (1.81)
t
It may be observed th a t the MP1 energy is essentially the Hartree-Fock energy; 
the first order correction to the energy corrects for the double counting of the 
interaction energy introduced by the choice of the unperturbed Hamiltonian .2
The second order perturbation to the energy depends on the sum over the 
levels of the unperturbed system , 2
£$*> =  ( f l t f V l ’J # 1)  ■ (1-82)
but the first order correction can be expanded in terms of the states of the un­
perturbed Hamiltonian , x
^ 1) =  £ Cn3'<0), (1.83)
^  - ( 0) c.(0) • (1-84)
where the coefficients are given by
( # i 0) \H'\ *<0))
4 ° ’ -  E n
This allows the second order energy to be simplified to
*20) =  £ c » ( * 8 ))|f f ' l* £ )>)  (i-85)
^ 0) ,2
£  E m  E (o> t 1-86)
The energy will converge quickly where there is a large spacing between the levels 
and the sum may be truncated without much effect. Only double excitations 
from the ground wavefunction can contribute toward the second order energy 
correction. This is because for single excitations the numerator of equation 1.86
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would contain
-  H ^ \ % )  =  ( < > | / / | ^ )  -  (*< 0, |F \% )  = 0, (1.87)
where ^ ra represents a state generated by the excitation of a single electron from 
orbital a to orbital r. The first term is zero due to Brillouin’s theorem,d while the 
second is zero because the spin-orbitals are eigenfunctions of the Fock operator. 
Thus they return an energy with the eigenfunction, which is orthonormal with 
^ 0) and thus zero. 2
MP2 includes the effects of double excitations from the HF ground config­
uration; the effect of the third order correction to the energy is to include the 
correlation energy between pairs of electrons .2 In order to calculate the second 
order energy correction, it is necessary to know the first order correction to the 
wavefunctions. Once these are known, the third order energy correction (MP3) 
can also be calculated . 2 Since no extra perturbations to the wavefunction axe 
required, it can be deduced that, again, only the effects of double excitations 
are considered; and can be envisaged as the interaction between electron pairs, 
as opposed to MP2 which includes the interaction between pairs of electrons. 2 
In order to calculate higher perturbation energy corrections, it is necessary to 
calculate the perturbation of the wavefunction to a higher level, and this makes 
the method more expensive.2
Since it is not necessary to calculate any more integrals than are required 
for a HF calculation this part of the calculation still scales as TV4, however, it is 
necessary to do a series of integral transformations in order to solve the problem. 
These integral transformations scale poorer than N 4, and therefore for large N  
it is these tha t dominate and represent the significant expense. MP2 recovers 
approximately 80-90 % of the total correlation energy, and scales as N 5, while 
MP3 recovers 90-95 % of the correlation energy, and scales as TV6 . 2 MP4(sdq), 
including the effects of singles, double and quadruple excitations scales as N 6, 
while the inclusion of triples also in MP4(sdtq) scales as N 7 but recovers 95-98 % 
of the correlation energy. 2 This, however, is still competitive with CISD, which 
also scales as N 6, but only recovers 80-90 % of the correlation energy. 2
MP perturbation theory is size extensive for all levels of theory. Brueckner 
showed this for the first few orders, and Goldstone showed, using a diagrammatic 
approach, that MP perturbation theory is size extensive for all orders .6 This is 
not generally true for other forms of perturbation theory, and so Mpller-Plesset
dBrillouin’s theorem states that the matrix elements between the ground determinant and 
singly excited determinants are zero for HF orbitals.
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Figure 1.3: The oscillating nature of MPn theory for a system well described by a HF 
wavefunction.
n
exact
theory has become the most used form . 2
The energy calculated by the Hartree-Fock method is an upper bound of the 
correct energy. This is ensured by the variational principle, such that the energy 
found is always less negative than the true energy, and this is also true for CL 
For Mpller-Plesset theory, there is no guarantee that this is the case because the 
method is non-variational.2 Provided that we are interested in energy separations, 
this does not pose a serious limitation, because nothing can be inferred about the 
range of an energy difference between two variationally correct numbers (i.e. those 
with upper bounds).
The main assumption of perturbation theory in the calculation of the cor­
relation energy is that the perturbation is small.2 If the HF wavefunction is a 
particularly poor representation of the electronic structure of the system and so 
the perturbation is large, then the method may not converge. 2 However, other 
factors affect the convergence of MP methods, for instance the basis set chosen; 
the addition of diffuse functions may prevent convergence. 2
Cramer and He proposed that for an ideal system with well separated pairs 
of electrons, a smooth convergence to a limiting value should be observed as 
terms are added to the perturbation series. 7 However, for most systems well
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described by an HF wavefunction, an oscillating convergence is seen, such as in 
figure 1.3.2 Typically the first term to include a type of excitation overestimates 
its effects. Thus MP2 over estimates the effect of correlating electron pairs, while 
MP4 overestimates the effects of singles and triples .2 If the expansion is plotted 
and found to converge toward a limit, a good estimate of the correlation energy 
should be an average of the MP3 and MP4 energies. This would be MPoo which 
is equivalent to full C l . 2 MP theory is a single reference method. If the system 
is not well described by a single reference wavefunction, then the MP series may 
not converge well. However, calculating each of the energies up to MP4 should 
show whether the system is well behaved, and allow an estimate of the full Cl 
correlation energy.
1.3.4 Coupled-cluster theory
Coupled-cluster theory was originally developed by Coester and Kummel in 1960, 
and was originally formulated for the study of nuclear physics. 8 In the 1960s, the 
theory was reformulated by Cizek and Paldus to make it suitable for the study 
of electronic structure .9 Since then, it has become known as the “gold stan­
dard” technique for quantum chemical calculations. 4 One of the main benefits of 
coupled-cluster methodologies over more intuitively straight-forward techniques 
for including electron correlation, such as Cl, is their size extensivity . 2
Both Cl and CC methods use the concept of an excitation operator, T, which 
is expanded in terms of the number of electrons excited to generate a particular 
set of excited states2
f  =  T\ + f2 + f3 + ... +  TNelec, (1.88)
where T\ produces single excitations from the ground state, and excites all 
N  electrons .2 In Cl, a linear ansatz is used,
4*c i =  (1 +  T)4> o =  (1 +  T\ +  T2 +  T3 +  ...)4>o, (1.89)
while in coupled-cluster an exponential ansatz is used, which is then expanded 
as a Taylor series2
*cc = ef *o = (1 +  T + i f 2 +  i f 3 +  ...)<E-0 (1-90)
=  ( ' E h f k ) * ° -  ( 1 -9 1 )
\fc= 0  ' /
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If for a moment, we consider CCD, where only double excitations are included, 
then2
T  =  f 2 (1 .92)
» c c  =  f  1 +  f 2 +  +  i f 23 +  A  4>o, (1 .93)
where occ vac
(L94)
i> j a>b
In comparison to CID, where
^ c i  =  1 + T2 , (1 .95)
we observe that there are extra terms included in the CC wavefunction that are 
not included in the Cl wavefunction. The terms with products of T2 are called 
disconnected, or product terms, and it is these that account for the size extensivity 
of coupled-cluster theory .2,4
Consider a hydrogen molecule, which is represented by a minimum basis. A 
CID calculation will give a wavefunction with two terms, the ground configura­
tion, and the two-electron excited configuration; the energy of such a system we 
shall call E h2• If two hydrogen molecules are considered, initially at infinite sepa­
ration, then one might expect that the total energy should equal 2E h2-2 However, 
for CID, this will not be the case, since it cannot represent the configuration where 
both H2 molecules are simultaneously in the doubly excited state; this would be 
a quadruple excitation . 2 Thus the energy is deficient by this term, and this is an 
example of size non-extensivity. In the coupled-cluster approach, the product of 
double terms (T j) can represent the quadruply excited configuration in 2 H2 and 
ensure that the energy scales with the size of the system .2,6
It is usual to include the effects of both single and double excitations in 
coupled-cluster theory, i.e. CCSD. The doubles contribution has the biggest 
effect, because the single excitations from the HF wavefunction do not contribute 
to the energy due to Brillouin’s theorem . 2 However, once the double excitations 
are taken into account, it is not much more expensive to add the single excitation 
contributions, which can contribute because of their disconnected contributions, 
which would not be considered when performing what might be termed “CCS” . 2
Due to the highly non-linear nature of the exponential ansatz, it is not possible
eM0ller-Plesset theory is also size extensive, however, while MP2 includes the effects of all 
excitations to the second order, CCD includes the effects of double excitations, but to an infinite 
order.
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to calculate the energy using the variational procedure
|# |  ^ c cipvar _
&CC ~ (^ c c l^ c c )
eT4>0 H ef $ 0
ef $ 0\ef $o
(1.96)
(1.97)
because the denominator does not terminate in a convenient way as in HF . 2 
Instead, the energy is calculated by projecting the coupled-cluster Schrodinger 
equation (equation 1.98) onto the reference wavefunction.2
H eT$  o =  E eT$  0
H e1 ) =  E q c  y4>o|eT4>o 
=  E cc  ^4>0| ^1 +  T\ +  T2 +  4>0
=  E c c ($ o \$ o )  +  ($o\TN<f>o) ,
and due to the orthogonality of the states
^ o |^ n 4 >o') =  0 ,
we have
Ecc =  ($ 0 H eJ
(1.98)
(1.99) 
( 1 . 100) 
( 1 . 101)
( 1. 102)
(1.103)
T  is now expanded, but since H  is the Hartree-Fock Hamiltonian, which 
contains only one and two electron integrals, only the one and two electron terms 
from the expansion of T  are kept, because matrix elements between the ground 
and excited determinants related by higher than a double excitation are zero. 2
^(l + Ti+fa + f 2)
$ 0  ) +  ( 4>o 
1
HH
+  ( 4>o IH I T 2<E>o )  +  — ( 4>o
H
$ 0
T ^ 0/
H  f 2 4>0
$?)
H+ E E ( 4« + ^ - ^ “) ( * °
i< j a<b
$
(1.104)
(1.105)
(1.106)
(1.107)
(1.108)
and since the second term is zero due to Brillouin’s theorem,
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occ v ir
£ c c  =  £o +  £ E  (*« +  -  tit;) (*o
i< j a<b
The coupled-cluster energy thus depends only upon the double excitations, the 
disconnected terms between single excitations, and the product terms of the single 
and double excitations. Provided that canonical HF orbitals are used this does 
not represent an approximation . 2
In order to calculate the amplitudes for this equation, it is necessary to for­
mulate and solve the coupled-cluster equations. Initially, the cluster expansion 
is terminated at a desired level. Since the single excitations on their own cannot 
contribute due to Brillouin’s theorem, the first stage of approximation is CCD. 
The next stage of approximation that can be made is CCSD, and because there 
are many more doubly excited determinants than singly excited determinants, 
CCSD is not much more computationally demanding than CCD, and so this is 
usually where the truncation is made .2
For CCSD, T  = T\ +  T2 . The coupled-cluster equations involve integrals be­
tween a de-excited excited determinant and the Hamiltonian acting on an excited 
ground configuration . 2 Although the Hamiltonian only gives non-zero integrals 
for one and two electron integrals, the result of the coupled-cluster equations has 
terms containing single, double, product (T\2), product triple (T1T2 & T\3) and 
product quadruple (T2 & T 4) excitations. 2 Thus, when the single and double am­
plitudes are calculated, these extra levels of excitation are taken into account. 2 
The size extensivity of coupled-cluster theory is due to these extra connected 
terms, which do not appear in CISD . 2 The truncation of the coupled-cluster ex­
pansion results in approximate amplitudes being calculated, which leads to an 
approximate energy when they are used in equation 1.109.2 The calculation of 
the CCSD energy involves a computational expense that scales on the order of 
A 6, where N  is the number of basis functions.4
The consideration of the next term in the coupled-cluster expansion results in 
the CCSDT method. This is usually too computationally demanding, except for 
small systems, as it scales on the order of N 8.4 The most important term which 
is excluded when comparing CCSD with CCSDT is the disconnected triples con­
tribution, given by T3 . 2 The extra four electron terms that also arise, such as 
T1T3 are expected to be small because the effect of the singles excitations is ex­
pected to be small, 2 since there is no direct energy contribution from the single 
electron excitations. Rather than calculating the full CCSDT energy the signif­
icant terms contributing to the energy can be calculated with MP theory using 
the coupled-cluster amplitudes, and these are then added to the CCSD energy.2
H (1.109)
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This technique is termed CCSD(T). This represents a significant reduction in the 
computational effort, since the method only scales to the order of N 7 instead of 
TV8 . 1
1.3.5 M P and CC theory in com parison
A comparison of coupled-cluster methodology with Mpller-Plesset theory reveals 
a few interesting points. Since M P2  and MP3 include only double excitations, 
it is implicit tha t these are the most significant correction to the wavefunction, 
while single excitations are not introduced until MP4 . 2
Both Mpller-Plesset and coupled-cluster theory rely on the HF wavefunction 
being a suitable reference from which to include correlation. In MP theory, if the 
reference wavefunction is poor, then a large perturbation must be considered in 
order to represent the true system, and the theory can tend to become unreliable. 2 
CC theory tends to be more robust, because of the extra terms included in the 
expansion . 2 If the HF wavefunction is poor, one way of progressing is by a multi­
configuration SCF calculation, where the wavefunction is improved by mixing in 
excited determinants when optimising the orbitals. A significant contribution to 
improving the wavefunction comes from the orbital relaxation caused by single 
excitations , 2 which can contribute to the energy because the MCSCF orbitals are 
not eigenfunctions of the Fock operator.
In methods based on a HF reference, such as CC and MP, there is no first order 
contribution to the energy from single excitations as the relevant integrals axe 
formally zero by Brillouin’s theorem . 2 They are however included to some extent 
in higher order terms through coupling interactions. If the singles amplitudes 
from solving the CC equations are large, this can be an indication that the HF 
wavefunction is poor, and is often taken as an indication of multiconfigurational 
character . 2 An equivalent way of looking at this is that if singles amplitudes are 
large, one might expect that they should be included as a first order effect!
1.3.6 The diagnostic
The diagnostic for a coupled-cluster wavefunction is defined as
where ||t i || is the norm of the single excitation amplitudes . 10 will therefore 
be large when the effect of single amplitudes is important, and is often taken 
as an indication that the system has significant multiconfigurational character.
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Therefore it is often used as a measure of the reliability of a CC wavefunction.2 
The bigger the 3f\ value, the more likely the wavefunction is multiconfigurational, 
and hence the less reliable the single reference coupled-cluster method will be. 
There remains some debate as to the maximum acceptable stemming partly 
from there being several different ways of calculating it, although the generally 
accepted upper limit is 0 . 0 2  for a closed-shell system.
The Gaussian11,12 quantum chemical package uses the method of Lee and 
Taylor10 to calculate 3 1 diagnostics for both closed-shell and open-shell systems. 
However it was pointed out by Rienstra-Kiracofe et a/ . , 13 that this method is for­
mulated for use on closed-shell wavefunctions, 13 and more specifically “..closed- 
shell coupled-cluster wavefunctions that are based on a RHF reference func­
tion , . . ” . 14 Thus it may not be ideally suited to open-shell wavefunctions. 13
Jayatilaka and Lee formulated an alternative method for calculating the 
diagnostic for open-shell systems. 14 This method takes into account that some 
of the amplitudes tha t are included in the closed-shell formalism should not be 
included in the open-shell approach, since they become the coefficients of doubly 
excited determinants. As the closed-shell ^  method includes these extra ampli­
tudes when applied to open-shell systems, Jayatilaka and Lee concluded that 8f\ 
values calculated in this way would be significantly larger than those produced 
by their reformulated approach. This was also pointed out by Lee and Taylor 
when they formulated the closed-shell diagnostic m ethod . 10
“It is not the purpose o f this paper to provide numerous numerical ex­
amples o f the open-shell 3?\ diagnostic, but mainly to give a definition 
for the open-shell 3[ diagnostic that is consistent with the closed-shell 
quantity. It is apparent that a similar definition for 3[ from previous 
open-shell coupled-cluster theories would include a contribution from 
the fc“f  amplitudes. However since these amplitudes are considered 
coefficients o f doubly excited determinants, it would appear that such 
a diagnostic would generally be quite a bit larger than the one pro­
posed here and, more importantly, it would be inconsistent with the 
closed-shell 2?\ diagnostic.”14
Thus, a diagnostic value for an open-shell system with an acceptable degree 
of multiconfigurational character will be larger than that for a closed-shell system 
when the method of Lee and Taylor10 is applied to each. However, the method of 
Jayatilaka and Lee14 as applied to open-shell systems should be comparable with 
the method of Lee and Taylor10 as applied to closed-shell systems, suggesting 
that in both cases 0 . 0 2  is the upper limit for the diagnostic.
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In an attem pt to further clarify the use of a Ef\ diagnostic, Rienstra-Kiracofe 
et al. applied the open-shell formalism of Jayatilaka and Lee14 to the reaction of 
C2 H5 with O2 . 13 They noted that although the diagnostic for the HO2 radi­
cal is 0.034 at the CCSD(T)/TZ 2 P level, coupled-cluster calculations accurately 
treat the system . 13 Calculations were also performed on the CN radical, which is 
renowned for having spin-contamination problems with unrestricted methodolo­
gies. However, CCSD(T) replicates well the experimental results, even with a £f\ 
of 0.045.13 Thus Rienstra-Kiracofe et al. suggested that the upper limit for the 
f t  diagnostic calculated with the open-shell procedure of Jayatilaka and Lee14 
should be 0.045,13 and not 0.02.
Peiro-Garcfa and Nebot-Gil15 used Gaussian 98 to calculate diagnostics 
for the reaction of O3 with OH. They accept the value of 0.0481 as reliable15 
for the transition state with connectivity [HOOOO], since energy separations 
between CCSD(T) single points replicate experimental data reasonably well, and 
because it is not much larger than the value of 0.045 proposed by Jayatilaka and 
Lee. 14 Thus, it seems that some confusion has taken place, since these workers 
seem to be applying the limit (0.045) proposed by Jayatilaka and Lee14 for the use 
of the open-shell ^  diagnostic on open-shell systems, despite using the method 
of Lee and Taylor to calculate the for their open shell systems. This ‘new’ 
upper limit has been used in several papers , 15-17 although it unclear whether the 
limit has any real validity when used in this way.
In summary, the limit of the diagnostic for an open-shell system computed 
using the open-shell formalism can be as high as 0.045.13 Furthermore, the 
diagnostic for the same system computed using the closed-shell method is likely 
to be even higher. This suggests that when using the Gaussian code on an open- 
shell system, the diagnostic could be in excess of 0.045 without substantial 
multiconfigurational character. Certainly it seems unreasonable to look for 
diagnostic results smaller than 0.02 when using the method of Lee and Taylor on 
open-shell systems . 10
Chapters 2 and 3 will return to the subject of the diagnostic, discussing 
both the maximum value that should be considered to indicate a reliable CC 
wavefunction, and situations where the diagnostic may give misleading results.
1.4 D ensity Functional Theory
In the 1960s, Kohn and Hohenberg proved that the ground state properties of a 
system can be predicted entirely from a knowledge of the ground state electron
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density ;18 this is the principle behind density functional theory (DFT). The total 
electronic energy can be written as a function of the density, kinetic energy (T), 
inter-electronic repulsion (V^) and electron-nuclear attraction ( V n e)
F  [p] — T  [p] -1- Vee [p] -I- Vne [p] .
The problem is variational, so the energy obtained for an approximate density is 
always greater than that obtained for the true density4
F [Pfrue] ^ F  [papprox] • ( 1. 112)
Initially, a fictitious system is envisaged with the simplification of non-interacting 
electrons, which move in a potential V  (r ) which represents the nuclear potential 
in a true system. The non-interacting wavefunction ( ^ n i ) is represented by a 
normalised Slater determinant of the one-electron functions
y/ni
(1.113)
which is acted on by the one-electron Hamiltonian (hui) to give the one electron 
i
h Ni A =  ( ~ \ y 2 -I- F ( r )^  'ipi =  eiTpi. (1-114)
energies e.
These one electron functions are used to calculate the electron density of the
system4
(1.115)
1 = 1
In the non-interacting system, the kinetic energy, and total energy are given by 
the expressions1,2
Tn i [p] =  ( 'Un i NI
= e (* 4 v2V'i
¥■ T tr u e  [P\
E ni [p\ = Tn i [p] +  Kie [p]
=  TNi [p] +  J  p(r)vnuc(r)dr.
(1.116)
(1.117)
(1.118)
(1.119)
( 1.120)
and given the one electron functions they are easy to calculate.
Knowing how to calculate the kinetic energy for the true system is one of the 
major problems for orbital free density functional theory. However, Kohn and 
Sham recast the problem by noticing that it was possible to use the kinetic energy
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of the non-interacting system provided that the potential was modified to take 
this into account. 19 The total electronic energy is then written
F  \p] = Tn i [p] +  J  [p] +  Exc [p] +  Vne [p] (1.121)
F xc [p\ = T [ p \ -  Tni  [p] +  Ke [p] ~J [ p ] ,  (1 .1 2 2 )
where Exc is a term that corrects for the difference between the true and non­
interacting kinetic energy (sometimes called the kinetic correlation energy) and 
the difference between the Coulomb energy (J) and full electron-electron inter­
action . 1 The total energy of the real system is then given by the expression2
E  [p] = Tn i [p\ +  J  [p] +  E xc [p] +  J  p{r)vnuc{r)dr (1.123)
So, it is possible to calculate the total energy, provided that we know the electron 
density of the true system. This is obtained from a one-electron Hamiltonian, with 
the electron experiencing a modified potential, Veff ,  the Kohn-Sham potential,4
W i  = ( ~ 5 V 2  +  Veff(r ) j  =  (1.124)
V'tsir) = vnuc(r) + f  -r^T-dr' + Vxc(r). (1.125)
J \r -  r  I
where equation 1.115 is then used to calculate the density. In order to solve
the one-electron Hamiltonian (equation 1.124), Vef f  must be known, which is
obtained from the derivative of the exchange correlation functional with respect
to density ,20 &E . ,
V„{r) = V r r -  (1126)dp(r)
Equations 1.115, 1.124, 1.125 and 1.126 are the Kohn-Sham equations. A guess 
set of orbitals is generated, and equation 1.115 is used to calculate the density. 
Vef f  is then calculated using equations 1.126 and 1.125, and a new density is 
calculated using equations 1.124 and 1.115. This process is iterated to self con­
sistency. The total energy of the system can then be calculated using equation 
1.123.
In principle the process described above is exact, unlike the HF equations, 
where the mean-field approximation is required. However, although the Kohn- 
Sham theory states tha t an exact exchange-correlation functional (E xc) exists, it 
does not indicate what its functional form might be !20 This is the goal of Kohn- 
Sham density functional theory, to find the true exchange-correlation functional, 
or, more realistically, to design exchange-correlation functionals to represent E xc. 
Although the Kohn-Sham process is variational, this is only rigorously correct
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with the exact Exc. W ith approximate functionals, which are in practice all that 
are available, the process is no longer variationally correct.4
The electron density (p) is dependent only on three coordinates, the position 
in space .2 However, when orbitals are introduced to the system, this dramatic 
simplification compared with HF is lost, since 3N  coordinates are required to 
describe the orbitals. As a consequence KS-DFT formally scales as N 4 with the 
number of basis functions, however, it is possible to make the method slightly 
more economical by fitting the density to a linear combination of functions, and 
then using this fit when calculating the Coulomb integrals. This can reduce the 
computational expense of the method to N 3.2
1.4.1 Exchange Correlation Functionals
There are many different exchange-correlation functionals that have been de­
signed and implemented in commonly used codes, and it is beyond the scope of 
this section to discuss them individually in any detail, however, an overview of 
the different types that have been used and their benefits will be given.
As already stated, the Kohn-Sham theorem states that a functional form for 
the exchange-correlation energy exists, but makes no inferences about what the 
functional form might be .20 Unfortunately, the true form of the functional is 
entirely unknown, to the point that there is no clear understanding about how 
to improve a functional; the best that can be achieved is an approximation based 
on trial and error, and chemical intuition, although guidance exists in the form of 
properties that the functional should have such as the cusp condition when two 
electrons coincide in the same position . 20
The simplest form of the exchange correlation functional is based on the local 
density approximation, a uniform electron gas is defined as a system in which 
electrons move in an electrically neutral environment, caused by a positively 
charged background potential. 20 This infinite volume of an infinite number of 
electrons has the density of a uniform electron gas . 20 For a metallic system, 
this may not be too poor an assumption, however, this is obviously not so for 
molecules, where the electron density is concentrated in the bonds. One major 
advantage of this strategy, however, is that it is the only system for which a 
functional form for Exc is known.20
The exchange correlation functional can be written as
<LDA (1.127)
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where exc is the energy per particle of the uniform electron gas (a function of the 
density), which is weighted by the probability of finding an electron occupying a
certain volume of space, p{r).20 The energy per particle can be split into exchange 
and correlation components
and is termed the Slater exchange.20 For ec, the functional form was derived 
from a fit to numerical simulations of the uniform electron gas. An example 
is the correlation functional of Vosko, Wilk and Nusair, which when combined 
with the Slater exchange functional gives the standard LDA method, SVWN .20 
The form of e^WN is not given because it is fairly complex. Although the LDA 
method makes a drastic assumption which clearly does not hold for molecules, 
the LDA method gives better results than HF, although it significantly over-binds 
molecules.20
The next step to improving the functional form can be made using the gener­
alised gradient approximation, or GGA, where the exchange correlation functional 
depends not only on the charge density but also on the gradient of the density, 
V p(r ) . 20 This allows the charge density to vary and thus better represent the 
electron density in a molecular environment. GGA functionals are often described 
as non-local, in contrast to the local density approximation. While they include 
the effects of a non-constant density, this is calculated by an expansion of the 
local wavefunction. A better description of these functionals is therefore gradient 
corrected .20
GGA functionals can be written as
exc (p(r)) = t x (p (r)) +  ec (p(r)), (1.128)
where
(1.129)
Ex ° A [Pa, Pp] =  J  f  ( P « >  PP< v P a >  v f t s )  d r > (1.130)
where pa and pp are the densities of the up and down spin electrons respectively.20 
E GGA can then be divided into exchange and correlation contributions
i GGA<GGA (1.131)
and E GGA is then written20
<GGA <LDA (1.132)
The argument of / ,  sa is the reduced density gradient for spin <r,
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M O  =  (1-133)IV /M O I 
pj/3(r)
and can be thought of as an inhomogeneity parameter, which takes into account 
the different regions and variations of density found in a molecular environment; 
for the homogeneous electron gas s ^ O . 20
Two classes of functional form exist for / .  The first of these is parameterised, 
as in the case of the B8 8  functional of Becke
f B = ' (1134>1 +  6 (3sa sinh sa
where (3 is a parameter which is optimised on rare gas atoms, and has the value 
0.0042.20
The second class of /  are formed on a rational function expansion of sa. 
Examples are the P 8 6  and PBE functionals. They do not contain any semi- 
empirical parameters. PBE can be written as
f PBE =  i +  « -  t - 4 t  . (i-i35)4hsI / k
where /i= 0.21951 and k=0.804.21
For the correlation functionals, both semi-empirically fitted examples exist, 
such as P 8 6 , and LYP, as do non-parameterised forms, such as the PW91 and
PBE correlation functionals. 20 The functional forms of the correlation functionals
are even more complex than their exchange counterparts, and thus are not given 
in this treatment, however, they are often based on a correction term to the LDA 
correlation functional. One exception to this is the popular LYP functional of 
Lee, Yang and Parr .20 This functional is not based on the uniform electron gas, 
but on a fit to accurate ab initio calculations on helium atom s .20 One problem 
with GGA functionals is that their form is motivated by achieving chemically 
sensible results, not from a comprehension of the physics of the system . 20
The third major class of density functionals to be considered here are the hy­
brid density functionals. In the LDA and GGA functionals mentioned so far, the 
exchange and correlation contributions are approximated by a functional form. 
However, it is possible to calculate the exact exchange energy of a Slater deter­
minant, so why not just use a functional form to calculate the correlation compo­
nent? The reason why this methodology is not adopted is because the exchange 
and correlation components of exchange-correlation functionals are both calcu­
lated using a local mathematical approximation, gradient corrected or otherwise. 
This means that there is some complementary error cancellation which does not 
occur if exact exchange is used, because this has a non-local formulation .20
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energies
One method of circumventing this problem is to augment the density-functional 
exchange with some exact exchange. An example of this is given by the B3PW91 
functional of Becke
E B 3 P W 9 l  =  E L S D  +  a  ( £ A = 0  _  E L S D J  +  ^ 5 8 8  +  c E P W 9 1   ^ ( 1
where E g D is the local density exchange-correlation functional, a is a param­
eter which allows the mixing of a proportion of exact exchange ( E^ ° ) ,  b adds 
some gradient corrected exchange and c, a proportion of the gradient corrected 
correlation energy.20 The three parameters are semi-empirically determined from 
atomisation data, and have values a=0.20, 6=0.72 and c=0.81.20 In fact, this 
method calculates the energies of molecules in the G2  set of atomisation energies 
to within 8 - 1 2  kJmol_1.20,f
An adjustment to this functional was made by Stephens et al.,22 such that 
the GGA correlation is provided by LYP rather than PW91.20 Thus
E™ lyp  =  ( 1  -  a )E iSD +  a E ^ f  +  bEf 88 +  c E ? p +  (1 -  e)ELc SD, (1.137)
where the values of the parameters are chosen to match those determined for 
B3PW91.20 B3LYP should probably be described as the most popular hybrid 
functional developed. Although the introduction of these parameters has added 
a semi-empirical nature to the functional, it has allowed energies of the desired 
chemical accuracy of about 8  kJmol- 1  to be calculated, provided that one is 
working within the scope of the data set for which the parameters are determined. 
In fact, as will be evident from this study, and from previous studies , 23,24 B3LYP 
returns sensible results for species outside the scope of its parameterisation, such 
that it is often thought of as being universally applicable.
For a more detailed treatment of density functional theory the reader is di­
rected to The Chemist’s Guide to Density Functional Theory . 20
1.4.2 T im e-dependent D FT and the calculation of excita­
tion energies
The calculation of excitation energies is essential for explaining many experi­
mental phenomena such as those observed in photo-electron spectroscopy. The 
calculation of excitation energies with DFT has been achieved over the years 
using a number of different techniques, with varying success. Time-dependent
fThe G2 set of molecules are a set of 50 species for which accurate experimental atomic 
data are available. For this reason they are often used for comparing the quality of theoretical 
techniques.20
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1.4.2 Time-dependent DFT and the calculation of excitation
energies
DFT (TD-DFT) represents the current state-of-the-art method for calculating 
excitation energies. 25
One way in which excitation energies can be approximated is by taking the 
energy differences between the Kohn-Sham orbital eigenvalues (or pseudo-orbital 
energies), however, because neither the orbitals, nor the eigenvalues have any 
real meaning, and because they are all calculated from the ground-state density, 
this method is not rigorously correct. 25 The only correct interpretation of the 
Kohn-Sham eigenvalues is for tha t of the HOMO, which gives the negative of the 
ionisation potential. 26
Although normal DFT allows one to calculate the ground-state properties 
of a system from its ground-state density, with the introduction of molecular 
symmetry this can be achieved for the ground-state of each symmetry type. A 
comparison of the total energies thus indicates the first excitation energy of each 
symmetry species.25 This method is obviously only of limited usefulness because 
of the number of excitations tha t can be calculated is severely restricted, and no 
guarantee can be made to the energy ordering of the excitations. In fact, if the 
lowest energy excitation is to a state of the same symmetry as the first excited 
state, then it may not even be possible to calculate the lowest energy excitation.
The calculation of excitation energies with TD-DFT may be achieved using 
a formulation of the theory based on linear-response theory. For calculations on 
systems involving strong LASER fields, it is necessary to use the more rigorous 
formulation of TD-DFT which does not depend on a perturbative approach ,25 
however, this will not be discussed any further detail here.
The calculation of excitation energies using TD-DFT relies on the linear re­
sponse of the system when an oscillating field is applied to it; when the frequency 
of the field matches the difference in energy between two states of the system 
resonance occurs . 27 The excitation energies can therefore be extracted from the 
susceptibility calculated for the ground-state density of the system calculated 
with the linear response theory. The oscillating linear electric field of frequency 
u  is written as
When the frequency u  is equal to the energy separation between two states, 
the denominator of equation 1.139 becomes zero, and this causes a pole in the
E  = rcos(ujt), 
and the frequency dependent polarisability
(1.138)
s ta te s
(1.139)
frequency dependent polarisability. By calculating the position of these poles
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using a propagator method, it is possible to calculate the electronic excitation 
energies without calculating the excited state wavefunctions.4 In TD-DFT the 
Hamiltonian is written using various exchange integrals and KS orbital energies,4 
however the formulation is very complex and will not be given here.
If regular exchange-correlation functionals are used such e l s  BPW91 or B3LYP, 
then care needs to be taken that only low energy excitation energies are calculated; 
high energy excitations may be inaccurate because of the poor quality of the 
high energy virtual KS orbitals .4 This deficiency has been addressed by the 
development of exchange correlation potentials which have a correct asymptotic 
nature, such that they approach — 1 /r as r  —*• oo.28 Two such functionals of this 
type are LB9429 and SAOP .30
Casida et al. have suggested two rules of thumb for use when performing TD- 
DFT calculations to improve reliability. Firstly, the excitation energies that are 
being calculated should not exceed the ionisation potential for the molecule, as 
given by —chomo■ The second is that electron promotions should not take place 
to KS orbitals with positive eigenvalues. 31,32 Casida et al. also point out that 
because TD-DFT response theories are based on the ground state KS orbitals, 
it is possible to get multiconfigurational descriptions of the excitations arising, 
where an excitation comprises a mixture of orbital to orbital transitions .33
A study of the electronic excitation spectra of RUO4 and OSO4 shows mean 
absolute errors (MAEs) of 0.23 eV and 0.24 eV respectively for the first three 
excitations calculated with LB94 when compared with experiment.34 This shows 
an improvement over the use of revPBE which gives an MAE over the first three 
bands of 0.47 eV for RUO4 , although the results for OSO4 are similar to LB94.34
1.5 Basis Sets
The use of basis sets is central to the methods in which the majority of ab initio 
and density functional calculations are performed. The expansion of the wave­
function of a system in terms of a set of functions (the basis set) introduces an 
approximation into the calculation, because the basis set is not infinite .2 The 
scaling of at least N 4 for ab initio methods and DFT methods (when using an 
atomic basis) means that a balance needs to be made between the size of the 
basis set and the difficulty of the calculation to be performed .2 In one extreme 
the results will be extremely poor, while in the other, the calculation will be 
completely intractable.
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Figure 1.4: A Is orbital represented as a STO (black line) and several GTOs (red lines).
There are two types of commonly used basis functions for molecular calcula­
tions, the Slater type orbital (STO, equation 1.140) and the Gaussian type orbital 
(GTO, equation 1.141)
X ( ,n , i ,m ( r ,  8, </>) = NY,.m (1.140) 
Xcn,i,m(r, 8,0) =  NYi,m (1.141)
where £ is the exponent of the exponential function, n, I and m  are the quantum 
numbers of the orbital being represented, AT is a normalisation constant, Y  are 
spherical harmonics, and 9, (f) and r  are the coordinates defining a point in space. 2
Atomic orbitals have a cusp at the nuclei, where the gradient of the function 
becomes discontinuous. The STO reproduces this cusp like behaviour, while the 
GTO gives a continuous function at the nuclei, and also falls off too rapidly with 
increasing r  due to the r 2 dependence of the exponential.2 In order to better 
mimic atomic orbitals it is necessary to use approximately three times as many 
GTOs as STOs.2 Figure 1.4 shows an atomic Is STO and its representation using 
three GTOs.
However, GTOs have one major advantage in that they can be integrated 
analytically, 2 while STOs require numerical integration to solve the two electron 
integrals. The result of this is that GTOs are the most commonly used type of
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basis function, the principal exception being the ADF package, which uses STOs. 
Neither GTOs or STOs have radial nodes so it is necessary to build these into 
the orbitals by using several GTOs or STOs.
Core orbitals contribute significantly toward the electronic energy of a system. 
Fortunately, the core orbitals for a particular atom are fairly independent of its 
chemical environment, and so the functions representing a core electron can be 
contracted down to a single function thus2
X C G r o  =  i > X „ P G T 0  ( 1 - 1 4 2 )
71=1
A contracted-GTO (CGTO) has the contraction coefficients (a) of the i prim- 
itive-GTOs (PGTO) optimised, often in an atomic environment, 1 and are then 
fixed. Contraction always increases the energy of a system relative to the use 
of entirely PGTOs, because the basis has become less flexible, however, it also 
makes the calculation of larger systems much simpler, because it can reduce the 
number of variables to be optimised . 2 Two types of contraction scheme exist. 
The older type is termed segmented contraction, and this means that each PGTO 
is only present in one, or at most two adjacent CGTOs. The second, termed 
general contraction involves all of the PGTOs being present in all of the CGTOs 
of the basis, provided that they are of the correct angular momentum type .2
A minimal basis has a single contracted basis function per occupied orbital per 
atom of the neutral species, thus H and He will both have a single Is function, 
a CGTO. For Li-Ne, it is conventional to have a Is, 2s and 2 p function for 
each atom .2 A double-C (DZ) basis set has two basis functions per orbital per 
atom. This immediately gives the basis set a lot more flexibility. 2 An example 
of the requirement for this flexibility would be in the molecule ethyne (C2 H2 ). 
Each carbon atom forms a o bond with a hydrogen, and a n bond with the 
other carbon. Both types of bonding involve the 2p orbitals of carbon, however 
the p-orbitals involved in the a and those involved in the n bond should have 
different radial extensions. A double-C basis (DZ) basis has two p-functions with 
different exponents to model this behaviour, while a minimal, or single-C basis 
(SZ) requires both of these p-orbitals to have the same exponent. 2
As already mentioned, the core electrons behave essentially constantly for an 
atom in a molecule. Thus, it should not be necessary to represent them with 
as many basis functions as are required for the chemically important valence 
electrons.2 A valence-DZ (VDZ) basis represents the core electrons with a single 
CGTO, and the valence orbitals with a pair of functions. Similarly, a VTZ basis 
uses three functions to represent the valence electrons. 2
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In order to represent polarised electron density, it is necessary to add func­
tions of higher angular momentum than the highest angular momentum valence 
electron of the system .2 These are termed polarisation functions. If a hydrogen 
atom has only s-functions to represent it, then it is not possible to have a different 
behaviour of the electron perpendicular to the bond compared with that along 
the bonding direction, which will probably be the case; thus, a set of p-functions 
is added . 2 Similarly, main group elements are polarised with a set of d-functions, 
and transition metals with a set of f-functions, although to polarise a system cor­
rectly it might be necessary to add even higher angular momentum polarisation 
functions.2
Polarisation also has a second critical role to play in describing electron cor­
relation .2 Two methods can be envisaged for this, termed in-out and angular 
correlation. The first involves the two electrons being at slightly different dis­
tances from the nucleus. Thus two functions are needed with different exponents 
to describe this, and so a DZ basis will give more flexibility compared with a 
SZ basis .2 The second involves the two electrons being on the opposite sides of 
the nucleus. Thus a p-function is necessary to augment an s-function in order 
to describe this behaviour. Such functions are more correctly termed correlation 
functions.2 These higher angular momentum functions are important for meth­
ods which include electron correlation but are not needed in HF or orbital based 
DFT calculations .2 The exponents of basis functions are usually determined by a 
calculation on an atom with either HF, or a correlated m ethod .2 This procedure 
involves optimising the exponents variationally in order to minimise the energy.
Diffuse functions can also be added to a basis set. Usually, a basis function 
with a small exponent is added for each electron with a differing angular mo­
mentum. These are especially useful when performing calculations on anionic 
species, with diffuse outer electrons, since they improve the long range fall off of 
the basis set, and correct for the less accurate r2 dependence of a GTO . 2 Care 
needs to be taken with large basis sets that include diffuse functions. Since these 
represent regions of space at significant distances from a nucleus, it is possible 
that the same region of space will also be represented by a basis function on a 
neighbouring nucleus.2 This means that the basis set is larger than it needs to be, 
and in the extreme can cause the basis set to be nearly linearly dependent. This 
means that the overlap integral between the two basis functions that represent 
the same region of space will be close to unity. Part of the technique for solving 
the HF equations is to find the inverse of the S  matrix, and since this becomes 
poorly defined when there are off-diagonal elements which have values close to
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one, it can make the solutions to the HF equations inaccurate, or unobtainable.
Different parts of a molecule can be described by different basis sets, with the 
region thought to explain most of the chemistry represented with a larger basis. 
However, care needs to be taken that the calculation is not biased by this choice of 
partitioning. For instance, if a homonucleax diatomic is represented by a SZ basis 
at one end an a DZ at the other, then a dipole moment will be predicted; the end 
with the more basis functions per electron will attract the most electron density 
since it is better represented .2 This problem gets less significant with larger basis 
sets because they have many more functions per electron, so the relative increase 
in the number of functions is smaller. 2
1.5.1 Pople style basis sets
These basis sets were designed by Pople and co-workers. Two types will be con­
sidered. STO-nG basis sets are a minimal basis where each orbital is represented 
by a single STO to which is fitted a number of PGTOs which are then contracted 
to a single CGTO. It is not usually necessary to use more than 3 PGTOs since 
no real improvement is observed . 2
A variety of basis sets exist of the form a-bcdG(x,y). They are split valence 
bases where the exponents of the s and p-functions are set to be the same, thus 
limiting their flexibility while reducing their computational cost. 2 The number 
of PGTOs contracted to a single CGTO in order to represent the core electrons 
is given by a. The number of PGTOs representing the valence electrons and 
their contraction scheme is indicated by 6 , c and d. For example a 6-31G basis 
uses 3 PGTOs contracted to a single CGTO and a further PGTO to represent 
each valence electron. It is a double split valence basis. A 6-311G basis uses an 
additional PGTO to represent the valence electrons.
Usually diffuse functions are only added for heavy atoms (indicated by a 
+  before the G) however, diffuse functions can also be added for hydrogens, 
indicated by + + . Polarisation functions for the heavy atoms are represented 
by x , while y represents the polarisation functions for hydrogen, for instance 6 - 
311++G(2df,2pd) indicates diffuse functions on all atoms, 2d and If polarisation 
functions on heavy atoms, and 2 p and a d polarisation function on each hydrogen.
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1.5.2 Correlation-consistent (cc) basis sets
These are basis sets designed to recover correlation in a systematic, consistent 
way from the smallest, cc-pVDZg to the largest, cc-pV6 Z. They are based on 
a general contraction scheme.2 The energy correction made by the first set of 
f-polarisation functions is similar to that offered by the second set of d-functions, 
while the first set of g-functions make a similar contribution to the second set 
of f-functions and so on. Therefore, in order to make a consistent improvement 
to the accuracy of the basis set, when adding a new type of higher angular 
momentum functions, one should also add another set of each type of the lower 
angular momentum functions .2 Furthermore, so that the error associated with 
an incomplete polarisation space does not get smaller than that associated with 
the occupied basis functions, when a new set of polarisation functions is added 
an extra (^-function is added to the valence basis. Thus the cc-pVDZ basis has 
a d-polarisation function. The cc-pVTZ has 2d and an f, while the cc-pVQZ 
has 3d, 2f and a g-function .2 The exponents of these polarisation functions are 
optimised by using CISD calculations on atomic systems. 2 Although this results 
in the bases becoming very large very quickly, with each step nearly doubling 
the number of functions, it ensures that the correlation energy is consistently 
recovered as one improves the basis set. For the Pople style basis sets this is not 
the case, because some are under, or over polarised by comparison with the cc 
bases, and also because the Pople bases are not constructed from a consistent set 
of PG TO s .2 Diffuse functions can also be added to cc bases, usually one for each 
type of angular momentum function in the valence space. 2
1.5.3 Ahlrichs-type basis sets
These basis sets, designed by Ahlrichs and co-workers are available in qualities 
from SVP (split valence polarised) to QZV (quadruple zeta valence). It should be 
noted that the number of basis functions of the s and p type are not immediately 
obvious from the label, the SVP having 3s2p, the TZV, 5s3p and the QZP 7s4p 
functions. The exponents and contraction coefficients are optimised variationally 
using HF, while the polarisation functions are added from the cc-pVrrZ basis of 
equivalent quality . 2
gLower case letters have been used to avoid confusion with coupled-cluster theory which uses 
the acronym CC.
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1.6 The Inclusion of R elativistic Effects
One of the major advancements in science at the beginning of the 2 0 th  century
1905. According to the theory of relativity, all frames of reference that travel 
with a constant velocity axe equivalent, and thus the same physical laws should 
apply in each reference frame; in particular, one physical law that should apply 
to all of these frames is the speed of light, c, which is constant irrespective of the
the same physical laws, it is necessary to use four coordinates, three spatial, and 
one time coordinate . 2 One consequence of the constant speed of light, c, is that 
the mass of a particle increases with its speed u, such that
where mo is the rest mass of the particle.
It is clear tha t the effect is negligible except for particles that travel with a 
speed which is a good proportion of the speed of light. Unfortunately, the speed 
of an electron in a Is orbital of an atom is equal to the nuclear charge Z  in 
atomic units, while the speed of light in the same units is approximately 137.2 
The increase in the mass of the Is electrons causes the contraction of the orbitals 
tha t they occupy, and because of the orthogonality of the orbitals, the s-orbitals 
of higher principal quantum shells also contract. The contraction of the s-shells 
increases the screening of the nuclear charge from the higher angular momentum 
orbitals, which penetrate the core less, and this results in the d and f-orbitals 
becoming less contracted .2
As well as altering the radial expansion of the orbitals of the system, the 
relativistic mass increase also alters the total energy. This is not significant for 
the first three rows of the periodic table, however, for the lanthanides, actinides 
and the third transition metal series, the relativistic correction to the energy is 
larger than the correlation energy,2 and clearly cannot be ignored if accurate 
results are to be obtained.
The requirement that the same physical laws apply in all reference frames, or 
that the physical laws are invariant to a change of the coordinate system is not 
satisfied by the Schrodinger equation. Furthermore, the concept of spin is only 
introduced in an ad hoc way in order to produce a wavefunction that satisfies 
the Pauli principle, and thus phenomena which depend on the spin explicitly, for
was made by Einstein in the development of the theory of special relativity in
speed of the observer. 2 In order to describe the different frames of reference with
(1.143)
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instance spin-orbit coupling cannot be described . 2
The formulation of a substitute for the Schrodinger equation that meets the 
requirement for relativistic invariance, has a usable mathematical form, is vari- 
ationally stable and can be used in the available computational codes without 
the requirement to entirely recode them results in a considerable complexity that 
will not be discussed here, however, a useful treatment is given in the following 
source. 1 One way in which the relativistic Hamiltonian can be made to behave in 
a variationally stable way in regions that lie close to the nucleus is to make the 
regular approximation; this involves an expansion of the problematic term as a 
series, which is terminated at a specific point. 1 It is this termination that results 
in variationally stabilising the problem . 1 The method that is used in the present 
study involves terminating the expansion at zeroth order, resulting in the ZORA 
Hamiltonian which can be written as
- l
b { a - p ) v ~ ^ )  { a ' v ) + v
tPzora (r ) =  E4>zora ( r ) , (1.144)
where p in the momentum of the electron, V  its potential energy and a are the 
Pauli spin matrices tha t incorporate electron spin into the equation . 1
When performing calculations that make the ZORA to the relativistic wave- 
function is necessary to use a basis set that is formulated to give reliable results. 
The Amsterdam Density Functional (ADF) package includes basis sets for this 
purpose which have functions with adapted core behaviour which are designed 
for use with the ZORA Hamiltonian . 28 These basis sets are available in a variety 
of qualities from SZ to QZ4P depending upon the atom considered.
1.6.1 Effective core potentials (ECPs)
Another problem caused by molecules with heavy atoms, for instance the lan­
thanides and actinides is that all electron calculations become expensive due to 
the large number of basis functions that are required to treat the core electrons, 
despite these having little influence on the chemistry . 2 It is necessary to include 
these electrons in the calculation because the valence electrons will only behave 
correctly if they experience both the correct nuclear charge and combined be­
haviour of the core electrons .2
There are two approaches that can be used to treat these core electrons. The 
first is to have a frozen core. The core electrons are optimised for the atom and 
then are assumed to be unaltered in a molecular environment. 2 This has the 
advantage that the valence electrons still interact with the core electrons. The
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second approach is by introducing an ECP to model the core electrons. This 
method offers significant saving of computational effort for heavy atom s . 2 The 
construction of an ECP involves performing an initial high accuracy calculation 
using a HF, Dirac-HF or DFT calculation on an atom, with a regular basis set. 
The valence orbitals are then replaced by pseudo-orbitals, which have the correct 
nodal structure in the outer region, but lack the inner core nodal structure . 2 
The core orbitals are replaced by a set of potentials (which can be polynomial 
or Gaussian functions), usually one for each angular momentum value. These 
potentials are then optimised such that the pseudo-orbitals best match the true 
valence orbitals in terms of functional form . 2
One function of the radial nodes in orbitals is to ensure tha t they are orthog­
onal to one another. Since a large number of electrons have been removed from 
the system, and replaced by the ECP which mimics their en masse behaviour to 
the outer valence region, it is no longer required for the valence orbitals to be 
orthogonal to as many orbitals and thus not so many radial nodes are required. 
The introduction of ECPs has a second advantage. In heavy atoms, the core 
electrons can atta in  speeds close to the speed of light. Thus they begin to behave 
relativistically, and need to be treated so. The ECP can be designed to incorpo­
rate this, such th a t the relativistic nature of the core electrons can be implicitly 
included into the treatm ent of a molecule using a non-relativistic m ethod , 2 for 
instance DFT. An ECP needs to be used with one of the basis sets for which it 
was designed.
1.7 T he O ptim isation o f M olecular G eom etries
The optimisation of molecular geometries in order to find minimum energy struc­
tures and transition states plays a major role in this thesis. The following section 
gives a brief overview of the methods used.
The potential energy surfaces of a molecule may have many stationary points, 
and many local minima of which the most energetically stable is termed the 
global minimum. Only optimisation to minima and transition states have been 
used in these studies. At a stationary point, the gradient of the energy, the 
force, is zero in every direction of the multi-dimensional molecular surface. For a 
minimum, the curvature of the surface (the second derivative) is positive in each 
direction. For a transition state (a first order saddle point), however, the second 
derivative m atrix (or Hessian) will have a negative value in one specific direction, 
tha t which corresponds to the reaction coordinate. The presence of this negative
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curvature in one direction is one reason why optimisation to transition states is 
more methodologically challenging than optimisation to a minimum . 2
The square-root of the curvature of the surface can be used to calculate the 
vibrational frequencies of the molecule. A frequency analysis for a minimum 
will give 37V-6 (3Ar-5 for linear species) normal vibrational modes, which will all 
be real, where N  is the number of atoms in the molecule. A transition state 
will have a negative curvature in one direction, which will manifest itself as a 
single imaginary mode among the real modes, due to taking the square-root of a 
negative number. Thus frequency analysis may be used to identify the nature of 
a stationary point.
The optimisation of a structure to a minimum requires that the energy is min­
imised along each coordinate of the surface. The steepest descent method entails 
defining a vector in which direction the potential energy surface (PES) is the 
steepest.2 Steps are taken in the negative direction of this vector, thus reducing 
the energy, until the energy again begins to rise. At the lowest energy point a 
new steepest descent direction is determined, and the process is repeated. Since 
the energy was minimised in the direction of the previous steepest descent vector, 
no further energy minimisation is possible in this direction, and so the new steep­
est descent vector is orthogonal to the previous one. The energy is successively 
lowered, although each step slightly degrades the effect of the previous one. This 
method ensures convergence to a local minimum, although the minimum will 
never actually be reached, just approached increasingly more slowly. 2
For optimisation to a transition state, the situation is far less straightforward. 
This is because it is not desired to simply optimise the structure in the opposite 
direction to the steepest descent, 35 since this will eventually just locate a local 
maximum on the surface, where the curvature is negative in all directions. W hat 
is required is to find a stationary point which has a minimum in all directions 
except one . 35 The steepest descent method is only useful for optimising to a 
minimum, although a method termed the quadratic steepest descent method can 
be used for locating a transition s ta te . 35 This involves calculating a quadratic 
image potential by mirroring the PES at a point close to the transition state. In 
this image potential, the transition state behaves as a minimum, such that the 
structure may be optimised to a transition state by using the steepest descent 
m ethod .35
The Gaussian package uses the Berny algorithm, of Schlegel et a l36'37 to 
optimise structures to both minima and transition states. This method uses a 
series of steps calculated from a knowledge of the Hessian, and a series of line
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searches and polynomial fits to interpolate a new structure between two calculated 
points. The rational function optimisation (RFO) approach is used to ensure that 
a specific step does not exceed the trust radius of the calculation, i.e. that the 
calculated step is not too large such that it moves the next point an unreasonably 
large distance from the previous point .38 The MOLPRO package uses this RFO 
approach for optimising to minima, and the quadratic steepest descent method for 
optimising to transition states. The ADF package uses a quasi-Newton method 
for optimisation of geometries .39 This involves the expansion of the true function 
about a current point using the gradient of the surface .2,28
By default, these methods usually generate an initial Hessian using a valence 
force field type of approximation, and this Hessian is then updated using the first 
derivative information during the course of the optimisation. For optimisation 
to a transition state, this model Hessian will not be an acceptable initial guess, 
since these optimisations are very sensitive to the curvature of the surface.38 The 
options available for a situation are to either calculate the initial Hessian using 
analytical second derivatives if they are available, e.g. for MP2, HF or DFT, or 
to calculate it numerically using a series of small displacements of the molecular 
framework .38 This method can be very expensive for methods such as CCSD(T) 
and an alternative is to import a Hessian calculated analytically using a lower 
level technique .38 Although this is an approximation it should at least have the 
correct number of negative eigenvalues necessary to guide the calculation to the 
transition state, and will be updated using the first derivatives at each optimised 
point, such th a t as the optimised geometry is approached the Hessian improves.
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the Projects Undertaken
The following three chapters (2 , 3 and 4) contain separate studies drawing on the 
methods tha t have been discussed in chapter 1 .
Chapter 2 is a study of the fragmentation pathways by which the dication 
BCl£+ may decompose. This study employs HF, MP and CC theories, which 
have been used to characterise the potential energy surfaces using geometry opti­
misation and frequency analysis. The diagnostic has been used to quantify the 
multiconfigurational nature of the CC wavefunctions and to assess the applicabil­
ity of single reference methods. A further investigation of the multiconfiguration 
nature of the system has been achieved by a partial re-characterisation of the 
system using MCSCF and MRCI.
Chapter 3 considers the species ferrocene and iron pentacarbonyl, both of 
which are well known to present problems for poorly correlated methods such 
as HF theory. The structures of these species have been determined by using 
HF, MP, CC and DFT. The multiconfigurational character of the CC wavefunc- 
tion has been assessed using the ^  diagnostic. Calculations using CC theory 
but from a KS reference have been performed, along with MCSCF and MRCI 
(for iron pentacarbonyl only) to dem onstrate tha t neither system is significantly 
mult iconfigur at ional.
Chapter 4 is a study of the electronic excitations of thorocene, protactinocene 
and their methyl substituted derivatives using TD-DFT at optimised geometries 
obtained using DFT. This study considers the effects of scalar relativistic effects 
using the ZORA Hamiltonian together with ZORA basis sets. Assignments of the 
available experimental spectra are made on the basis of the theoretical results.
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2.1 Introduction
The study of doubly charged molecular cations (dications) has become increas­
ingly popular since the early 1980s,40 43 mainly due to the realisation that di­
cations might be involved in the mechanisms of processes such as the industrial 
plasma etching of semiconductors .44 -49  Radio frequency (rf) plasmas based on 
boron trichloride can be used in the etching process of semiconductors based on 
aluminium and silicon and have generated considerable interest.48 In this process, 
BCI3 is ionised using rf radiation46 to generate species which decay by a compli­
cated series of reactions to produce a plethora of charged and radical species.48 
Both positive49 and negative50,51 ions are present in the plasmas, and neutral 
BC1 is thought to be a particularly im portant etchant.46 In order to gain a bet­
ter understanding of how to adjust the plasma to give the best etching result (a
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goal of great commercial importance) it is necessary to model the plasma pro­
cess. 45 This, however, requires data  on the chemical and physical properties of 
the species present in the plasma and unfortunately for many of these, reliable 
experimental data  are not available .45 For many species “...experimental studies 
are difficult, and only limited experimental results are available.” ,48 and therefore 
several research groups have focused on characterising computationally molecules 
and ions thought to be present in the plasma process.45 ,46 ,48  The resulting data 
can then be used to augment and verify the experimental data for use in the 
plasma modelling process ,48 or indeed to rationalise and correct the discrepancies 
between experimental data  obtained by different groups .46
The aim of this work is to characterise the dication of BCI3, and to explore its 
decomposition pathways and energetics using ab initio computational techniques. 
The data  obtained are used to augment experimental studies previously carried 
out in this departm ent .52 This computational study has been published in an 
abridged form in the journal Physical Chemistry Chemical Physics . 53
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2.2.1 G eneral Properties o f M olecular D ications
Molecular dications have been described as “...highly energy-rich and reactive 
m etastable species. . . ” 41 and generally have few electronic states with long life­
tim es .42 Indeed most electronic states of dications are purely repulsive,42 and if 
the species is generated in such a state, the molecule simply dissociates to prod­
ucts immediately, since there is no activation barrier to overcome. It is, however, 
generally believed tha t many small dications have at least one electronic state 
which is metastable with respect to dissociation into products, either by a neu­
tral loss reaction, or a charge separation reaction .41 ,42 Usually these species are 
experimentally studied using mass spectrometric techniques, and must therefore 
have a lifetime of at least the microsecond order .54
The existence of a metastable state arises from an activation barrier against 
separation into products being present in the potential surface of the dication .42 
The origin of this potential barrier is not unambiguous, however there are two 
theories tha t have been proffered. The first is that it is the product of an avoided 
crossing between the repulsive surface of two monocations and the attractive sur­
face of a dication and a neutral species.54 However a somewhat simpler approach 
has been postulated by O ’Neil et a/.; th a t the barrier can be modeled by adding 
a Coulombic repulsion to the normal bonding potential of the neutral species.54
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Figure 2.1: Diagrammatic representation of decomposition by charge separation (a) 
and neutral loss (b) processes.
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However, this theory has been shown to be inaccurate for some species.54 The 
potential well of a typical metastable state is usually deep enough to contain 
several vibrational states, thus causing the species to have a significant lifetime.42 
However, if the molecule is in a sufficiently high vibrational state, then tunnelling 
may occur,54 and the molecule may dissociate to an asymptote which is lower in 
energy than the minimum of the potential well (see figure 2 . 1  a).
Both experimental and computational work is being carried out to try to 
discover the relative stabilities of various charged species,45 how they decay to 
products ,42 the associated energetics, and how they interact with other atoms and 
molecules.41 Since the geometry of cations cannot be detected by mass spectro­
metry, this, as well as other molecular properties such as electronic structure, are 
often studied computationally .41,49 Such a computational study is the focus of 
the present project.
2.2 .2  C om p u tation a l s tu d ie s  o f  related  system s
Due to space restrictions, this is by no means a full account of all of the research 
that has been undertaken in this field. The examples chosen represent previous 
work that is pertinent to the particular system that I have studied, and the 
difficulties that I have encountered.
To date there has been very little computational work undertaken and re­
ported in the literature on the dication of B C I 3 . By comparison, the monoca­
tion has been studied significantly by computational methods such as ab initio 
coupled-cluster methodology, to calculate structures, vibrational modes and ion­
isation potentials in order to elucidate possible decomposition paths .48 Heats of
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formation have also been calculated by hybrid DFT techniques for the series of 
species BClJ (n = l-3 ) . 49
One particular computational study tha t was used successfully to correct the 
discrepancy between various experimental studies and previous computational re­
sults was tha t on BC1 by Irikura et al.46 They noted that previous experimental 
results obtained by various techniques gave different results for the adiabatic ioni­
sation energy; mass spectroscopic results yielded a value between 9.9 and 12 eV ,46 
while spectroscopic results from the extrapolation of two members of a Rydberg 
series gave a value of 9.03 eV . 55 Since these spectroscopic determinations usually 
produce very accurate results, this 1 eV difference seemed very large .46 Irikura et 
al. characterised the species by using ab initio methodology and calculated the 
adiabatic ionisation energy to be (9.96±0.04) eV; their conclusion was that Verma 
had mis-assigned the Rydberg states used for the previous determination .46
There has been highlighted a number of problems with different computational 
methods in the characterisation of certain species; this is particularly apparent 
with BX3 cations ,49 ,56  where X is a halide. Kaltsoyannis and Price noted that 
ab initio techniques find the minimum energy geometries of doublet B F j, and 
valence iso-electronic species A1FJ, CF^* and S iF j1" to be C^t,, with a slightly 
higher lying D$h minimum .56 The species were then characterised using B3LYP, 
which also found the two minima, of which the C^v structure was the lower lying, 
except for B F j , where no C2V minimum could be found . 56 The use of pure DFT 
techniques also failed to find the C^v minimum .56
Bauschlicher and Ricca also encountered this type of anomaly49 for B F j and 
BClJ. These workers noted tha t previous studies had found B F j to be C^v 
and not D^h hi geometry , 49 while Baeck and B artlett found BClJ to have three 
minima, two of which were C2V (one with two long bonds, and one with two 
short bonds), and a D^h structure .48 The aim of Bauschlicher and Ricca was 
to clarify this by the use of B3LYP. They started their geometry optimisations 
from the previously found structures, and noted that they all converged to a D^h 
structure, for both the chloride and the fluoride cations .49 They also calculated 
the vibrational frequencies of the species using DFT, but these were found to be in 
poor agreement with experimental results .49 In light of the above inconsistencies, 
they probed the system further using MP2 calculations. 49 These found a D 3h 
and two C2v minima for both BClJ and B F j; a geometry with 2  long and 1 
short bonds (2 L1 S) was more stable for the chloride, while the 1 L2 S was found to 
be more stable for the fluoride.49 A CCSD(T) calculation confirmed tha t a C2v 
structure is most stable for B F j, but was less conclusive for BClJ; “For BClJ it
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is clearly difficult to definitively determine the structure” .49
Baeck and Bartlett thought it likely that the true ground state geometry 
of BClJ was in fact and by drawing parallels with the chemistry of N 03, 
suggested that including the effect of triple excitations in the coupled-cluster 
calculations was essential for this D3fl structure to be found.48
The potential energy surface of a species may be dependent on the compu­
tational method used, and it is often not clear why the computational methods 
give a different description. However it is clear that not all techniques are equally 
suitable for study of all areas of chemistry,49 and particularly in cases where dif­
ferent minima lie very close together energetically, as is the case for the BFj and 
BClJ systems.56
Piero-Garcia and Nebot-Gil used MP2 and QCISD theory to computationally 
model the reaction of OH with O3 to produce HO2 and O2 15 When MP2  was 
used, two transition states were located in close proximity to each other, with an 
intermediate minimum between them. However, when these structures were re­
optimised using QCISD, only one of the transition states could be found. When 
the extra transition state and minimum were used as initial structure for geometry 
optimisation, the calculation diverged toward the products. 15 They noted that 
this behaviour was also observed for the reaction of the iso-electronic NH2 radical 
with ozone. It is clear that it will be necessary to consider this failing of MP2 
when studying the BCl^1- system.
It is possible that there may be disagreements between the results obtained 
from different techniques used to study BCl3+, similar to those that have been 
observed in studies of the monocation.49,56 This is likely to complicate the com­
putational study of these species. There is an absence of work published in this 
area which could be partially explained by the lack of experimental data on which 
a computational study could be based.
2.3 Com putational D etails
The majority of the calculations were performed with the Gaussian 98u and 0312 
codes, using three different basis sets, a  is the Pople 6-31 lG(d) basis, while bases 
f3 and 7  are the correlation consistent polarised valence triple zeta (cc-pVTZ) and 
its augmented form (aug-cc-pVTZ) respectively. M0 ller-Plesset second order per­
turbation theory (MP2) was employed, together with the more highly correlated 
coupled-cluster (CC) approach at both the CCSD and CCSD(T) levels. Geom­
etry optimisations were performed at both the MP2/a and CCSD//? levels, and
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the energies of the stationary points were refined using CCSD(T)/7 . Both MP2 
and CC methods were used in both the restricted and unrestricted forms depend­
ing on the multiplicity of the electronic state in question. The closed-shell 
diagnostic of Lee and Taylor10 was calculated for the coupled-cluster wavefunc- 
tions at the optimised geometries, to assess the degree of multiconfigurational 
character in the wavefunction.
MP2 and CCSD frequency analyses were performed at the stationary points 
found by the geometry optimisations, both to determine the nature of the station­
ary points, and to calculate the zero-point vibrational energy. Intrinsic Reaction 
Coordinate (IRC) calculations were used to follow the reaction coordinate from 
the transition states located at M P2/a to determine the connectivity of the min­
ima on the surface.
Multiconfigurational self consistent field (MCSCF) and multireference config­
uration interaction (MRCI) calculations were performed on selected structures 
using the MOLPRO 2006.1 program package.57 MCSCF geometry optimisations 
were performed with an active space of 22 electrons in 16 orbitals (22/16). This 
active space was chosen to reflect the valence atomic orbitals 3s and 3p on chlo­
rine, and 2s and 2p on boron. This calculation also optimised all of the doubly 
occupied orbitals. In order to reduce the computational expense, the species were 
all assumed to be planar, such that a C8 point group could be used; this reduced 
the number of CSFs to approximately 2.25xl06. Basis set (3 was used for these 
calculations. MRCI single point Davidson corrected energies were calculated at 
the MCSCF stationary points, using the same active space as before, but with a 
core equivalent to the closed shell orbitals of the MCSCF calculation. Single and 
double excitations were considered from reference configurations of the MCSCF 
calculation with a Cl coefficient of 0 .0 2  or greater.
2.4 Experim ental O bservations o f the Decay of 
BC1|+
A brief summary of the experimental data obtained by Love and Price using 
time of flight mass spectroscopy (TOFMS) and ion-ion coincidence techniques52 
is now presented. The most abundant ion observed following the electron impact 
ionisation of BC13 is BClJ, the parent ion BClJ being less abundant. The BCl3+ 
dication is not observed; the only dication detected is BCl^1-. The other ions 
detected are BC1+, B+, Cl+, and ClJ although the peak due to ClJ is very small.
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Figure 2.2: Schematic diagram of the experimentally observed decomposition products, 
and the fragmentation processes suggested by Love and Price.52 The purple circles 
represent boron atoms, while the green circles represent chlorine atoms. The processes 
D1 and C2 will also produce neutral fragments, however these fragments are not shown 
since their identity cannot be inferred from the fragmentation scheme. Route C2 is 
suggested by Love and Price for formation of the B+ -I- Cl+ ion pair.52 Route B3  is 
deduced from the theoretical treatment of the system by the present study.
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2.5 Results and Discussion
Coincidence studies show th a t the most abundant pair of ions is (BClJ +  
CR), while (B+ +  CR) is the second most abundant pair. Other pairs observed 
are (CR +  CR), (BCR -I- Cl+), and (BCR +  C lJ), although only 16 counts are 
recorded for this last pair, compared with 1300 for the most abundant pair. The 
experimental results show th a t there is no dissociation of BC13 to form BC12 ,52 and 
so the dication BCl^"1" must come from the fragmentation of the parent dication 
BCl3+, by the loss of a chlorine atom 52 (See figure 2 .2 , pathway A l).
The following fragmentation mechanisms are hypothesised by Love and Price 
for the production of these ion pairs, based on analysis of the experimental ob­
servations. They conclude that (BC1+ +  CR ), (BClJ -I- CR) and (BCR -I- ClJ) 
originate from simple two body fragmentations; the first from B C l^  (figure 2 .2 , 
pathway A2), and the second two from BCl2-1" (via pathways B 1 and C l respec­
tively). By contrast, the (B+ +  CR ) ion pair results from a mechanism involving 
the initial fragmentation of BC12+ by charge separation, followed by the subse­
quent fragmentation of these products .52 It is suggested tha t the (BCR -I- ClJ) 
ion pair is the intermediate in this process, since the calculated gradient (the 
ratio of the momenta of the separating species) for the products of pathway C2 
is in good agreement with tha t observed . 52 Pathway C2 should also result in two 
unobservable chlorine atoms. It proved to be impossible to measure the gradient 
for the (CR +  CR) ion pair , 52 and hence it is not known whether pathway D1 
is single or multi-step, or which neutral species are produced.
2.5 R esults and D iscussion
2.5.1 T he Singlet Surface
The surface was initially explored, without symmetry constraints, using MP2 with 
basis set a . The minimum energy geometry of the parent neutral species (BC13) 
was used as the initial guess for a geometry optimisation of 1BCl3+a, and mini­
mum energy structure m ini was located (table 2.1 and figure 2.3). The potential 
energy surface of the singlet dication was then explored using M P 2 /a  starting 
from structure m ini. Each stationary point located was then re-optimised at the 
CCSD//? level, and CCSD(T ) / 7  single point calculations were then performed at 
each CCSD//? stationary point.
Figure 2.3 shows the structure of each stationary point, while tables 2.1 and
2 . 2  give the energetic and geometric data respectively. Figure 2.4 defines the geo-
aDue to the large number of species discussed in this study, for brevity and clarity the 
multiplicity of the species is indicated throughout by a preceding superscript.
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Table 2.1: The energies of the stationary points on the singlet surface with various methods and basis sets. The energies presented for MP2, 
CCSD and CCSD(T) are offset against the zero-point corrected energy of the D$h neutral structure, calculated using the same method and 
basis set. diagnostic results are shown for the CC methods. The numbers in parentheses after the CCSD(T) energies are the absolute 
differences between corresponding CCSD and CCSD(T) energies. All the MP2 structures are calculated in a C\ point group, with the electronic 
symmetry A\. The symmetry of the CCSD stationary points are given in the table. The CCSD(T) energies are from single points calculated 
at the same geometry and with the same symmetry as the CCSD optimised structures.
Mpller Plesset /  a Coupled-Cluster /  p Coupled-Cluster /  7
MP2 ZPE Imag modes CCSD ZPE Imag modes Electronic CCSD(T)
kJ mol 1 a /  cm- 1 kJ mol 1 a /  cm- 1 Diagnostic Symmetry kJ mol- 1 Diagnostic
mini 2761 21.46 - 2884 14.97 - 0.0175 D$h 2814(70) 0.0173
min2 2744 19.30 - 2747 18.43 - 0.0151 C2v lA ! 2742(5) 0.0150
min3 2777 18.45 - 2750 18.15 - 0.0168 Cs lA' 2749(1) 0.0168
tsl 2846 15.82 919i 2884 14.10 162i 0.0286 c2v lA x 2814(70) 0.0288
ts2 2780 17.60 1462 2762 16.94 2192 0.0166 cs JA' 2758(4) 0.0166
ts3 2878 16.30 142z 2859 15.82 1522 0.0191 Cs JA' 2863(4) 0.0194
ts4 3036 13.38 143i 3018 12.70 942 0.0358 Cs 1A/ 2911(107) 0.0356
ts5 3496 10.48 1072 3403 7.06 12 1 2 0.0358 c2v lA\ 3394(9) 0.0378
O ito
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Figure 2.3: Diagrammatic representation of the structures of the stationary points on 
the singlet surface. The red circles indicate boron atoms, while the green circles indicate 
chlorine atoms.
I L L
(a) mini. (b) tsl. (c) min2. (d) ts2. (e) min3.
I 1  #% A
(f) ts3. (g) ts4. (h) ts5.
metric parameters used in table 2.2. Figure 2.5 shows the zero-point corrected en­
ergies and connectivities for each stationary point obtained from M P2/a, together 
with the CCSD(T ) / 7  energies of each stationary point obtained at CCSD//?, in­
cluding the zero-point correction at CCSD//?.
Vertical double ionisation from BCI3 will initially populate the dication singlet 
surface in the geometric locale of the D^h structure mini, because mini has a 
similar geometry to the parent neutral species, which is with a bond length 
of 1.74 A .  However, structure mini is found to be relatively unstable compared 
with the other minima on the singlet surface. By following the potential energy 
surface over transition state ts l the singlet dication may form the more stable 
minimum energy structure min2. Structure min2 is the most stable structure on 
the singlet surface at both the CC and MP2  levels, perhaps because of the short 
inter-chlorine distance which is 2.09 A  (compared with 2 . 0 1  A  in CI2 , table 2.7). 
However, the barrier for conversion of min2 to min3 via ts2 is not large (34 kJ 
mol- 1  with M P2/a and 15 kJ mol- 1  with CCSD(T)/7 ), and proceeds by cleavage 
of one B-Cl bond in the trigonal unit. From min3 the dication may fragment in 
three ways. The cleavage of the inter-chlorine bond via transition state ts3 results 
in the ion pair (1BClJ(min41) -I- 1C1+) (asymptote la), where ^ C l J  is formed 
in its linear ground state, while cleavage of the central B-Cl bond via ts4 allows
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Figure 2.4: Definition of the geometric variables used in the tabulated data. The red 
circles indicate boron atom s, while the green circles indicate chlorine atom s.
Table 2.2: The structures of the stationary points on the singlet surface o f BCl^-1" at 
M P2 / q and CCSD//?. The geometric variables are defined in figure 2.4.
Structure
Bond Lengths /  A 
n  P2 r\
Bond Angles /  degrees
e <f> p dihedral
m ini 1.746 1.746 1.746 - 120.01 120.01 - 180.00
min2 1.601 1.853 1.851 - 145.21 145.24 - 179.96
min3 1.574 1.734 - 2.097 177.68 - 99.10 179.99
ts l 1.647 1.767 1.767 - 130.70 130.63 - 180.00
TJto ts2 1.578 1.729 - 2.097 173.74 - 81.81 179.48
© ts3 1.591 1.659 - 3.098 178.87 - 128.14 175.51
ts4 1.594 3.124 - 1.902 173.39 - 124.50 164.46
ts5 4.290 2.028 2.028 - 149.66 149.66 - 180.00
m ini 1.725 1.725 1.725 - 120.00 120.00 - 180.00
min2 1.607 1.870 1.870 - 145.99 145.99 - 180.00
O
Q
min3 1.579 1.750 - 2.067 178.20 - 100.00 180.00
t s l 1.704 1.736 1.736 - 123.29 123.29 - 180.00
m
u ts2 1.589 1.753 - 2.084 166.82 - 73.64 180.00
■5& ts3 1.597 1.666 - 3.075 177.45 - 125.37 180.00
ts4 1.591 3.474 - 1.900 175.27 - 124.42 180.00
ts5 3.878 2.083 2.083 - 150.78 150.78 - 180.00
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Figure 2.5: Potential energy surface for decomposition of 1BCl|+. The red curves in­
dicates stationary points calculated at MP2/a including zero-point corrections, while 
the black curves indicate CCSD(T) / 7  single point energies calculated at the CCSD//? 
optimised stationary points, corrected with CCSD//? zero-point energies. The curves 
connecting the stationary points are schematic. The energies on the surface are off­
set against the zero-point corrected energy for neutral BCI3 calculated with the same 
method and basis set. The asymptote assignments on the right of the diagram axe as 
follows: la) 1BClf(min41) + 1C1+, 4a) 1BClf(min43) + lCl+ and 6 a) 2BC1+ + 2ClJ.
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dissociation to (2 BC1+ +  2 Cl2 ) (asymptote 6 a). Cleavage of the terminal B-Cl 
bond via ts5 allows formation of the ion pair ^BClJ(m in43) +  ^1+ ) (asymptote 
4a), where the ^ C l J  is formed in an excited electronic state with a triangular 
geometry.
Figure 2.5 reveals tha t both M P2  and CC give essentially the same general 
description of the surface, although there are some energetic differences. Of note 
is the barrier height for formation of the inter-chlorine bond, given by the energy 
separation between ts l  and m ini. Moller-Plesset theory calculates this to be ap­
proximately 80 kJ mol-1 , while CCSD (T)/7 //C C SD //? suggests that the process 
is essentially barrierless when zero-point energies are taken into consideration.
The zero-point corrected activation barrier to fragmentation from min3 to 
(2 BC1+ -1- 2 C lJ) (asymptote 6 a) is 254 kJ mol- 1  with M P2 / a  and 157 kJ mol- 1  
with CC SD (T)/7 / /  CCSD//?. For fragmentation to ^B C lJ +  1C1+) (asymp­
tote la), the activation barrier from min3 is 99 kJ mol- 1  with MP2 and 112 kJ 
mol- 1  with C C SD (T)/7 / /  CCSD//?. Formation of the ion pair ^B C lJ +  1C1+) 
(asymptote 4a) via ts5 has an activation barrier from min2 of 743 kJ mol- 1  at 
the M P2 / a  level, and 641 kJ mol- 1  with CCSD (T)/7 / /  CCSD//?.
The closed-shell CCSD//? and CCSD(T ) / 7  diagnostic values (table 2.1), 
calculated at the optimised CCSD//? structures, suggest tha t the minima on the 
singlet surface are well represented by single reference wavefunctions, since the 
values are less than the commonly used threshold of 0 . 0 2  for closed-shell wave­
functions. For the transition states the same may also be said for ts2 and ts3, 
although it is possible that transition states ts l, ts4 and ts5 have significant mul­
ticonfigurational character in their wavefunctions since their 8f\ values are higher 
than this threshold. This is perhaps not surprising given tha t these structures 
contain dissociating bonds.
In order to gain some measure of the extent of multiconfigurational character 
in the stationary point wavefunctions, a re-characterisation of the surface using 
the MCSCF and MRCI approaches was undertaken. The details of the active 
space used for these calculations is detailed in section 2.3. The assumption that 
the species are all planar is supported by the structures of the stationary points 
found with MP2. Table 2.3 gives the MCSCF and MRCI energies, and the break­
down of their wavefunctions by the number of CSFs with a specific weight. Also 
shown are the weights of the dominant excitations from the MRCI calculation. 
Table 2.4 gives the optimised stationary point structures from the MCSCF calcu­
lations. Figure 2.6 shows schematically the MCSCF and MRCI surfaces. These 
have been offset against min3 since this is the stationary point with the lowest
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Table 2.3: The energies of the stationary points on the singlet surface with MCSCF and MRCI using basis set (3. The composition of the 
multiconfigurational wavefunction is broken down into the number of CSFs which contribute a specific percentage to the total wavefunction. 
For the MRCI calculations, the Davidson corrected energy is given, along with the breakdown of the reference wavefunction. Also given is 
the percentage contribution to the total wavefunction of the most dominant internal excitation, and single and double external excitations. 
The energies are offset against min3, the most stable structure on the MCSCF surface.
MCSCF MRCI CCSD
DiagEnergy Reference Configs /  % Energy Reference Configs /  % Largest Excitation /  %
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mini 77 6 6 0 2 0 0 40 61 0 0 2 0 0.019 0.013 0.003 0.0173
min2 6 90 0 0 0 0 - 1 0 79 0 0 0 1 0.024 0.008 0.004 0.0150
min3 0 91 0 0 0 0 0 80 0 0 0 1 0.029 0.018 0.003 0.0168
tsl 81 6 8 1 0 0 0 67 61 1 0 0 0 0.023 0.007 0.004 0.0288
ts2 17 90 0 0 0 l 8 80 0 0 0 1 0.028 0.074 0.023 0.0166
ts3 97 78 0 0 2 0 1 0 1 72 0 0 1 1 0.028 0.164 0 . 1 0 1 0.0194
ts4 155 71 0 1 0 0 180 64 0 1 0 0 0 . 0 2 2 0.073 0.028 0.0356
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Table 2.4: The structures of the stationary points on the singlet surface of B C l^ 
using MCSCF with basis set /?. The geometric variables are defined in figure 2.4. All 
calculations were performed in the Cs point group.
Bond Lengths /  A Bond Angles /  degrees
Structure n ^2 r3 e <t> P dihedral
mini 1.757 1.757 1.757 - 1 2 0 . 0 1 1 2 0 . 0 0 - 180.00
min2 1.605 1.898 1.898 - 145.86 145.83 - 180.005»**-*
o
CO
O
min3 1.579 1.774 - 2.098 177.89 - 101.46 180.00
tsl 1.633 1.872 1.872 - 130.35 130.35 - 180.00
ts2 1.590 1.779 - 2.124 164.51 - 71.72 180.00
■Co ts3 1.594 1.687 - 2.914 177.16 - 122.27 180.00
ts4 1.586 2.805 - 1.957 175.65 - 119.40 180.00
energy on the MCSCF surface. Unfortunately, due to the computationally de­
manding nature of these calculations, frequency analyses were not performed at 
the MCSCF level. Ts5 could not be found at the MCSCF level, this was at­
tributed to the long B-Cl distance, which caused convergence problems with the 
MCSCF routine.
The orbitals inside the active spaces resulting from the MCSCF calculations 
were checked for consistency across the surface, by inspecting orbital plots from 
the optimised calculations. The suitability of the active space is also supported 
by the weights of the dominant excitations from the MRCI calculation. The 
largest of these is a single external excitation with weight of 0.164% for ts3. 
This indicates tha t there are no unoccupied orbitals significantly coupled to the 
active space, which should have been incorporated into it. The largest internal 
excitation is 0.029%, for min3, confirming tha t the consideration of excitations 
from only the CSFs of the MCSCF calculation with Cl coefficients of 0.02 or 
greater is also sound. The highest energy closed shell orbital from the MCSCF 
calculation (with essentially boron Is character) was found to be at least 6.5 H 
(«  20,000 kJ mol-1) more stable than the lowest energy orbital inside the active 
space. It is felt that this is sufficient ground for not considering excitations from 
the closed shell orbitals of the MCSCF calculation in the MRCI calculation, which 
would have been beyond our computational resources in any case.
The structural data  obtained (table 2.4) indicate that much of the surface is 
very similar to that obtained with MP2 or CC, with most bond lengths agreeing 
with those from CC to within a few hundredths of an Angstrom. The exceptions 
to this are ts l, which shows a more marked difference of 0.136 A, and ts3 and 
ts4 , where the the long interaction between the product fragments is reduced by
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Figure 2.6: Potential energy surface for ^Clj}"1". The green curves indicates station­
ary points calculated at MCSCF//?, while the blue curves indicate MRCI//? single 
point energies calculated at the MCSCF//? optimised stationary points. Zero-point 
energy corrections are not considered. The curves connecting the stationary points are 
schematic. The energies on the surface are offset against the stationary point with the 
lowest energy from the MCSCF surface, min3.
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0.161 A in ts3, and 0.669 A in ts4, when comparing CCSD and MCSCF data.
Given the lack of dynamical correlation, it might be expected that the MC­
SCF surface (figure 2.6) would be energetically poorer than that calculated at the 
CCSD(T) level. However the general form of the MCSCF surface is energetically 
very similar to that calculated using coupled-cluster theories (and MP2). Com­
paring the non-vibrationally corrected energies, the barrier for conversion of mini 
to min2  via tsl (4 kJ mol-1) is much closer to the CCSD(T) value (0 kJ mol-1) 
than to the MP2 (85 kJ mol-1). The activation barriers for fragmentation via ts3 
(97 kJ mol-1) and ts4 (155 kJ mol-1) are also similar to the CCSD(T) values, 
114 and 162 kJ mol- 1  respectively, when zero-point corrections are ignored.
Inclusion of dynamical electron correlation with MRCI changes the form of 
the surface very little. The global minimum changes from being min3 to min2 
and the barrier for conversion of mini to min2 via ts l increases by 23 kJ mol-1, 
although this value is still closer to the CCSD(T) value than the MP2 value. The 
activation energies for fragmentation via ts3 and ts4 are also slightly increased, by
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4 and 25 kJ mol- 1  respectively. Since only the general form of the surface is being 
considered, it is not felt significant tha t the zero-point energy correction is being 
ignored, since it should be fairly consistent for each stationary point. Prom the 
CCSD data, the zero-point energy corrections only differ by 1 1  kJ mol- 1  across 
the surface, reducing to 6  kJ mol- 1  when ts5 is ignored.
Given the similarities between the MCSCF, MRCI and coupled-cluster sur­
faces, it was decided to examine the composition of the multiconfigurational wave­
functions at each stationary point, and to compare them with the diagnostics 
obtained at the CCSD(T ) / 7  level. These data  are shown in table 2.3, which gives 
the number of configuration state functions (CSFs) with a given weight at each 
stationary point and the weight of the dominant CSF.
In general, there is a reasonable inverse correlation between the size of the 
and the weight of the dominant configuration. Min2, min3, ts2 and ts3 all have 
low Sf\ values and MCSCF dominant weights of >75%, while ts l  and ts4 have 
higher values and lower dominant weights. The exception is m ini, which has 
a dominant weight comparable with that of ts l, but a rather lower diagnostic. 
Linear regression analysis yields a correlation coefficient (R 2) of 0.38 between 
the diagnostic and the size of the dominant configuration, but this rises to 
0.78 if m ini is excluded from the data set. If the weights of the dominant CSF 
from the MRCI calculation are used, R 2 increases to 0.82 when m ini is excluded 
from the data  set. The dominant weights are slightly lower for the MRCI data 
compared with those from MCSCF. This takes into account the contribution to 
the wavefunction of the many low weighted single and double excitations.
An alternative gauge of the reliability of the CCSD(T) results is to examine 
the energy differences between corresponding CCSD and CCSD(T) calculations. 
If the triples contribution is large, it might be concluded th a t the coupled-cluster 
series is not converged and that there is potentially multiconfigurational character 
to the wavefunction. The absolute CCSD/CCSD(T) energy differences are given 
in table 2.1, and comparison of these data with those in table 2.3 shows that there 
is a very good inverse correlation between the magnitude of the CCSD/CCSD(T) 
energy difference and the size of the dominant weight in the MCSCF calculation.
So do the diagnostic and CCSD/CCSD(T) energy differences indicate that 
single reference treatments are unsafe? In general, I believe th a t they do not, 
given th a t the form of the MCSCF surface, both structurally and energetically, 
is similar to the coupled-cluster surfaces. However, it is possible th a t some of the 
transition states are not well represented at the coupled-cluster level, especially 
ts4, which has one of the smallest dominant weights, a high ^  diagnostic, a
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large CCSD/CCSD(T) energy difference and a large CCSD/MCSCF structural 
difference.
2.5.2 Triplet Surface
An initial survey of the triplet surfaces using M P 2/a  located 11 stationary points 
with C2V symmetry. It rapidly became clear tha t the triplet surfaces are ex­
tremely complicated, and hence a more systematic approach to the location of 
the stationary points was adopted. Starting from the D$h geometry of the parent 
neutral, the structure was slightly distorted so as to produce a C2V geometry. This 
distortion was deemed necessary because (a) our initial MP2 survey had located 
many C2V triplet minima and (b) the excitation of one or more electrons from the 
closed-shell electronic configuration of D^h 1BCl3+ will yield Jahn-Teller active 
ZE  states. The open-shell electronic configurations of the C*, distorted B C l^  
as generated by the INDO and Harris guesses in Gaussian were then used as 
references, from which all the possible one and two electron promotions from the 
12-n highest occupied MOs into the 1 0 + n lowest virtual orbitals were performed, 
where n= 0 for a  orbitals and 2  for (3 orbitals.
The results from this procedure confirmed tha t the system is indeed very com­
plex. W ithin the first 1000 kJ mol- 1  from the lowest lying triplet electronic state, 
41 new states were located. The close energetic spacing of these states posed a 
problem in th a t it was not obvious how many of them should be probed further. 
The energetic spread of stationary points on the singlet surface was therefore 
used as a guide to the number of triplet states tha t should be considered. The 
energy separation between ts5 and min2  at the CCSD(T ) / 7  level is 652 kJ mol-1. 
Starting from the lowest energy triplet state generated by the orbital rotation pro­
cess, the largest energy gap (80 kJ mol-1) occurred between states 660 kJ mol- 1  
above the lowest state, and hence all the states below this energy ( 2 1  states) were 
considered further.
M P 2 /a  optimisations performed on each of the these 21 triplet states (without 
symmetry constraints) resulted in the location of many minima and transition 
states. Hartree-Fock theory is a ground state theory, and hence in principle one 
can be confident only in those stationary points which are the lowest energy of 
a given state symmetry. As most of the minima located by the M P 2 /a  search 
without symmetry constraints had geometries very close to those of higher point 
groups, these structures were re-optimised with symmetry constraints (in either 
Cs or C2v symmetry). The geometries of these stationary points together with 
those obtained from CCSD//? optimisations, are given in table 2.5, and their ener­
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gies and state symmetries are given in table 2.6, together with their CCSD(T ) / 7  
diagnostics. The energies and geometries of the re-optimised structures are in 
most cases essentially identical to those obtained without symmetry constraints. 
One or two of the stationary points located by the no-symmetry M P2 / a  searches 
have structures which are some way from namely m in i5 and t s l 3  which, 
although planar, have three unique bond lengths and angles.
In some cases it was found th a t optimisations from two different initial elec­
tronic structures would converge on the same stationary point, resulting in fewer 
stationary points than initial electronic structures generated by the orbital rota­
tion process. IRC calculations were performed from each of the transition states 
found, to deduce their connectivity to the true minima.
Fragmentation pathways were explored from each of the minima by the stretch­
ing of one of the B-Cl bonds (usually the unique bond) in a series of partial 
geometry optimisations. The connectivities of the dissociation transition states 
located by this technique were also verified by IRC calculations.
There may be regions of these potential energy surfaces which cannot be 
reached by a geometry optimisation from the starting geometry, because the 
route into these regions would initially involve increasing the energy of the system. 
This may be why some of the minima found by the unstructured search of the 
system were not found by the structured search using the orbital rotation method, 
although it is possible tha t the structured search would locate these stationary 
points if more than the first 2 1  states were considered.
Figure 2.7 shows the energies and connectivities on the stationary points in 
the triplet surface. M in ll is the lowest energy triplet structure, and can disso­
ciate endothermically to (2 BC12+ +  2 Cl) (asymptote 5a), 229 kJ mol- 1  above it 
at the M P 2/a  level, and 248 kJ mol- 1  at CCSD(T ) / 7  //C C SD //?. This path­
way has no transition state. M inl2 can dissociate via t s l l  to ^BClJ(m in42) +  
3 C1+) (asymptote 3a) with the BClJ ion formed in an excited singlet electronic 
configuration. The activation energy for this pathway is 278 kJ mol- 1  with both 
M P 2 /a  and CCSD(T ) / 7  //CCSD //?. The process is exothermic by 4 kJ mol- 1  
at M P 2 /a  but endothermic by 7 kJ mol- 1  at CCSD (T)/7 //CCSD //?.
M inl4a can dissociate to (1BClJ(min41) -1- 3 C1+) (asymptote 2a) via transi­
tion state ts l2  with an activation energy of 12 kJ mol- 1  at M P2/a. This process 
forms the BClJ ion in its ground state and the process is exothermic by 499 
kJ mol- 1  at M P2/a. M inl4a could not be located with CCSD, instead tsl2  al­
lows dissociation from m inl4b to (1BCl2’(min41) +  3 C1+) (asymptote 2 a). This 
process has an activation barrier of 31 kJ mol- 1  and is exothermic by 418 kJ
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Figure 2.7: Potential energy surface for decomposition of 3 BCl3+ . The red curves 
indicate stationary points calculated at M P 2 /a  including zero-point corrections, while 
the black curves indicate C C SD (T ) / 7  single point energies calculated at the CCSD//? 
optimised stationary points, corrected with CCSD//? zero-point energies. The MP2 
energy for m in i2 is zero-point corrected with the CCSD zero-point energy due to the 
apparent over-estimation of the zero-point energy with MP2. The curves connecting 
the stationary points are schematic. The energies on the surface are offset against 
the zero-point corrected energy for neutral BCI3 calculated with the same method and 
basis set. The asym ptote assignments on the right of the diagram are as follows: 2a) 
‘BClj (min41) +  3 C1+ , 3 a) 1BClJ(m in42) +  3C1+ and 5 a) 2BC1^+ +  2C1.
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Table 2.5: Structures of the stationary points on the triplet surface of BClj^" at MP2 /q  
and CCSD//?. a - These structures were found by the unstructured search of the triplet 
surface, b - These structures were found by the structured search, c - These structures 
were found by the exploration of the surface subsequent to finding another point located 
on it. The definition of the geometric variables is given in figure 2.4.
Bond Lengths /  A Bond Angles /  degrees
Structure n 7*2 7*3 e 0 dihedral
m inllab 1.822 1.714 1.714 126.04 126.03 180.01
minl2 ab 1.874 1.705 1.705 124.70 124.70 180.00
minl3a 1.614 1.852 1.852 135.82 135.82 180.00
minl4aa 1.891 1 . 6 8 6 1 . 6 8 6 107.14 107.15 180.00
£ minl4bab 1.648 1.833 1.833 120.27 119.87 180.01"dto minl5Qb 1.637 1.831 1.882 121.09 124.22 180.01
ft tsl l c 3.600 1.717 1.717 126.07 126.05 180.00
ts l2 c 2.163 1.650 1.650 99.97 98.98 180.00
tsl3c 2.167 1.606 1.729 122.04 88.58 180.00
tsl4b 1.775 1.754 1.754 119.87 119.87 180.00
m inll 1.827 1.721 1.721 127.29 127.29 180.00
m inl2 1.878 1.713 1.713 126.16 126.16 180.00
minl3 1.619 1.862 1.862 137.74 137.74 180.00
Oo
minl4a - - - - - -
minl4b 1.669 1.817 1.817 117.53 117.53 180.00
C/3 minl5 1.655 1.812 1.879 116.70 125.34 180.00
tsl 1 3.861 1.725 1.725 126.93 126.93 180.00
ts l2 2.142 1.659 1.659 97.89 97.89 180.00
tsl3 2.142 1.614 1.753 123.68 88.04 180.00
tsl4 1.771 1.771 1.771 1 2 0 . 0 0 1 2 0 . 0 0 180.00
m ol"1 at CC SD (T)/7 //CCSD//?.
M inl4b has a structure with two long bonds and one short bond (2L1S), which 
can undergo an internal rotation process where a long bond and a short bond 
interchange. The activation energy for this process via ts l4  is 25 kJ mol-1 at 
M P2/a, and 24 kJ mol-1 with CCSD(T)/7 //CCSD //?. A frequency analysis of 
tsl4  with CCSD//? indicates that the structure has no imaginary modes, however, 
at M P2/a, a single imaginary mode is found. Analytic MP2 frequency analysis is 
likely to be more accurate on the energetically shallow surface than the numerical 
method employed with CCSD, and thus it is believed that ts l4  is a transition 
state.
M inl4b can dissociate to ^BClJ(min41) +  3C1+) (asymptote 2a) via tsl3  at 
both the MP2 and CCSD levels of theory. Tsl3  has a geometry which, again, 
cannot be idealised to C<iv, and offers a lower activation barrier compared with
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Table 2.6: The energies of the stationary points on the triplet surface with various methods and basis sets. The energies presented for MP2, 
CCSD and CCSD(T) are offset against the zero-point corrected energy of the D$h neutral structure, calculated using the same method and 
basis set. diagnostic results are shown for the CC methods. The numbers in parentheses after the CCSD(T) energies are the absolute 
differences between corresponding CCSD and CCSD(T) energies. All the MP2 structures are calculated in a C\ point group, with the electronic 
symmetry A\. The symmetry of the CCSD stationary points are given in the table. The CCSD(T) energies are from single points calculated 
at the same geometry and with the same symmetry as the CCSD optimised structures.
Mpller Plesset /  a CoupledCluster /  0 Coupled-Cluster /  7
MP2 ZPE Imag modes CCSD ZPE Imag modes Electronic CCSD(T)
kJ mol 1 a /  cm- 1 kJ mol 1 a /  cm- 1 Diagnostic Symmetry kJ mol- 1 Diagnostic
minll 2791 25.27 - 2804 19.06 - 0.0182 C2v 3Ai 2812(8) 0.0182
minl2 2806 18.99 - 2820 18.99 - 0.0209 C2v 2827(7) 0.0209
minl3 2844 19.76 - 2873 15.62 - 0.0209 C2v 3Bi 2857(16) 0 . 0 2 1 0
mini4a 2822 36.19 - - - - - - - -
mini4b 2803 17.46 - 2809 15.31 882 0.0301 c2v 3£ 2 2822(13) 0.0301
mini 5 2814 17.89 - 2821 16.24 - 0.0307 Cs 3A" 2835(14) 0.0307
ts ll 3092 10.70 129z 3099 11.17 133i 0.0411 c2v 3Ai 3113(14) 0.0433
ts l2 2847 23.27 541z 2853 17.79 4912 0.0258 C2v 3B2 2851(2) 0.0260
tsl3 2849 15.18 540z 2845 14.85 3432 0.0274 Cs 3A" 2852(7) 0.0276
tsl4 2835 10.19 293i 2835 12.16 204(real) 0.0257 C2V 3b 2 2849(14) 0.0258
01
2.5.2 
Triplet 
Surface
2.5.3 Product Ion Fragmentation
the dissociation process via t s l2 to asymptote 2a. The activation barrier for 
dissociation of m inl4b to asymptote 2a via tsl3  is 44 kJ mol- 1  at M P 2 /a  and 30 
kJ mol- 1  at CC SD (T)/7 //CC SD //?, while the process is exothermic by 461 kJ 
mol" 1 at M P 2/a  and 418 kJ mol" 1 at CCSD(T)/7 //CC SD //?.
Two further minima were located, minl3 and minl5, from which it proved 
impossible to find a fragmentation route, or a route into one of the other minima 
from which fragmentation has already been discussed. The potential wells of 
these minima were found to be very steep, and cross several other potentials, 
onto which the electronic structure converges preferentially. Since BC12+ is not 
observed as a product in the mass spectrum of the double ionisation of BCI3 it 
must be concluded th a t either a) the surfaces connecting into m inl3 and minl5 
are repulsive at the geometry of BC13 at which the dication is formed, or b) 
that at least one pathway exists out of these minima which cannot be located 
computationally due to the tendency of the SCF convergence routines to locate 
preferentially the most stable electronic structure.
As discussed in section 1.3.6, it is likely that diagnostics of up to 0.045 are 
acceptable for open-shell systems to be adequately described by a single reference 
wavefunction (and a strong case can be made that even this limit is conservative 
when using Gaussian to calculate open-shell ^  diagnostics). Table 2.6 shows 
tha t the largest diagnostic for an optimised structure on the triplet surface 
is 0.043 (for ts l 1), and thus all of the ^  values are below the acceptable limit. 
Furthermore, as discussed in section 2.5.1, the CCSD/CCSD(T) energy difference 
can be used as a measure of multiconfigurational character. These data are given 
in table 2.6, and show only very small values. Thus the diagnostics and 
CCSD/CCSD(T) energy differences are in agreement in suggesting that single 
reference treatments of the triplet surface are adequate.
2.5.3 Product Ion Fragm entation
Attention now turns to an analysis of the initial fragmentation products from 
singlet and triplet BCl3+ and exploring how these products can further fragment, 
with the aim of rationalising the experimental data of Love and Price .52
The geometry of all of the product ions resulting from the initial fragmentation 
processes A l, B 1 and C l (figure 2 .2 , contributing to asymptotes la -6 a), have 
been optimised using both M P 2/a  and CCSD//?. The geometric data for these 
fragments are presented in table 2.7 and their energies in table 2.8, together with 
their CCSD(T ) / 7  single point energies and the CCSD//? and CCSD(T ) / 7  ^  
diagnostics.
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Table 2.9 collects the combined fragment energies for each asymptote, offset 
against the zero-point corrected energy of BCI3 in its minimum energy structure. 
Experimental enthalpies of formation for each asymptote are also presented in 
table 2.9, offset against the enthalpy of formation of BC13. These have been 
collated from the NIST Scientific and Technical Data website. 58 Agreement be­
tween experiment and the CCSD(T ) / 7  energies is very good, suggesting that the 
CCSD(T ) / 7  description of the system is reliable.
The ion pair (BClJ -I- Cl+) formed via route B 1 (figure 2.2) can be produced 
by four different processes, two by the singlet dication fragmenting to asymptotes 
la  or 4a (table 2.9, figure 2.5), and two from the triplet dication decomposing to 
asymptotes 2 a or 3a (table 2.9, figure 2.7). (BC1+ -I- C lf ) formed in process C l 
can result from the fragmentation of IBCl3+ to asymptote 6 a. BCl^4- produced 
in route A 1 is formed as 3 BCl3+ cleaves to asymptote 5a.
It is not possible, however, to explain all of the ion pairs observed by Love and 
Price52 (figure 2.2) by considering only the initial fragmentation of BCl3+ in either 
its triplet or singlet states. It is necessary to consider a second fragmentation step 
in order to explain the formation of the ion pairs (Cl+ +  BC1+) resulting from 
route A2 , (Cl+ +  Cl+) from route D 1 and (B+ +  Cl+) formed either via route 
B2  or C 2 .
Partial geometry optimisations were used to explore the fragmentation pro­
cesses for the ions resulting from processes A l, B 1 and C l. Since many of the 
ions from these initial processes carry only a single positive charge, most of the 
pathways to further fragmentation lack transition states. The asymptotes result­
ing from further fragmentation, and the sum of the fragment energies (lb , 2 b 
h  4b-6b) are presented in table 2.9 and the optimised geometries and energies 
are collected in table 2.7 and table 2.8. Figure 2.8 shows the connectivity of 
the fragments resulting from processes A l, B 1 and C l with those from A2 , B2  
and C2  in the form of schematic potentials. The asymptotes on the left of the 
figure represent the products formed by the initial fragmentation of BC12+, while 
the asymptotes 011 the right result from a second fragmentation step. A frag­
mentation pathway could not be found for the ^ C l J  (min42) ion formed by the 
separation of the dication to asymptote 3a.
Fragmentation of 2 BCl2+ (formed by decomposition of 3 BClg+ in process Al) 
allows formation of the pair of ions (2 BC1+ -I- 3 C1+) via transition state ts44. This 
explains the presence of the ion pair resulting from route A2 , in a two step process; 
initial fragmentation of 3 BC12+ to asymptote 5a followed by fragmentation of 
2 BCl2+ to asymptote 5b.
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Figure 2.8: Schematic representation of the fragmentation pathways following the initial 
fragmentation of BCl^. CCSD(T)/7//CCSD//3 results are shown with black curves, 
while MP2/ q data are shown with red curves. The horizontal axis is representative of 
the internal coordinates of the fragment species such that fragmentation occurs from 
left to right. The energy of the potential is offset against the energy of ^C ls  calculated 
at the same method.
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Table 2.7: The optimised structures of the triatomic and diatomic fragmentation prod­
ucts of BC12+ calculated at M P2/a and CCSD//?.
Structural Parameters
Structure n /A J^/A e/°
'BCIJfm iiril) 1.611 1.611 120.00
1 BClJ (min42) 1.738 1.747 101.85
1 BClJ (min43) 2.237 2.237 54.04
2 2BCl^+(min44) 1.760 1.572 179.98
*0 'BCl 1.710 - -to
p 2BC1+ 1.597 - -
‘Cl2 2.028 - -
2ClJ 1.935 - -
2BC1^+((s44) 2.838 1.579 181.00
'BClJ (min41) 1.618 1.618 179.89
‘BClJ (min42) 1.754 1.754 98.81
'BClJ (min43) 2.363 2.363 50.55
O 1BCu+(min44) 1.762 1.579 181.02O cn 2BC1 1.727 - -a 2b c i+ 1.603 - -
‘Cl2 2.009 - -
2ci2 1.905 - -
2BCl^+(ts44) 3.043 1.584 181.19
Two pathways have been found to explain the (Cl+ +  B+) ion pair, both via 
two step processes. The first involves the fragmentation of 2BC1+ and 2Cl2 formed 
from the initial fragmentation of ^ C l^ 4- to asymptote 6a via route C l. This re­
sults in the formation of four atomic species on asymptote 6b after process C2 has 
taken place. The second route is via the fragmentation of ^C lJ(m in43), resulting 
from the initial decomposition of 1BCl3+ to asymptote 4a. Since ^ C l J  (min43) 
has a triangular structure with an angle of 50.55° at boron (CCSD//?), it can 
fragment to ^ C b  +  1B+) in process B2 as there is already a partial inter-chlorine 
bond, causing the ion pair (1B+ -1- l C\+) to be the charged fragments of asymp­
tote 4b. Both of these processes are two step, with one ion resulting from each 
fragmentation. This implies that 1B+ and ^ 1 +  will not have equal and opposite 
momentum. It is noted that asymptote 4b lies lower than 6b by the energy of a 
Cl-Cl bond, and thus process B1 -I- B2 would be energetically more favourable 
than C l +  C2. By considering processes C l and C2 as separate consecutive 
events, theoretical prediction of the gradient of the ion pair agrees well with 
tha t experimentally measured,52 and since processes C l and C2 each have appre­
ciable energy barriers it seems reasonable tha t they should occur consecutively.
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Table 2.8: Total energy of the fragmentation products of BClj^ calculated with M P 2/a, CCSD//? and C C SD (T)/7.
Moller Plesset /  a Coupled-Cluster /  (3 Coupled-Cluster /  7
MP2 ZPE /  10-* Imag modes CCSD ZPE /  10“* Imag modes CCSD(T)
Hartree <7 /  cm- 1 Hartree cr /  cm- 1 Diag Hartree Diag
‘BCIJ (min41) -943.801235 5.541 - -943.962453 5.372 - 0.0145 -943.994109 0.0143
'BClJ (min42) -943.622381 2.669 - -943.790521 4.004 - 0.0190 -943.823783 0.0190
1BCl2"(min43) -943.539573 2.323 - -943.738540 1.970 71z 0.0139 -943.773461 0.0141
2BCl^+(min44) -943.084436 4.776 - -943.242339 4.415 - 0.0278 -943.272292 0.0276
'BCl -484.343059 2.017 - -484.444927 1.920 - 0.0163 -484.463771 0.0163
2BC1+ -483.995598 2.726 - -484.081590 2.614 - 0 . 0 2 0 1 -484.098394 0.0199
1Cl2 -919.235781 1.227 - -919.409188 1.281 - 0.0081 -919.437706 0.0086
2C1+ -918.821433 1.345 - -918.989921 1.506 - 0.0126 -919.017152 0.0131
'Cl-*- -459.043789 - - -459.135027 - - 0 . 0 1 0 0 -459.146797 0 . 0 1 0 0
3 C1+ -459.130582 - - -459.200572 - - 0.0076 -459.206687 0.0076
2C1 -459.585137 - - -459.666282 - - 0.0066 -459.676216 0.0066
1B+ -24.269565 - - -24.296454 - - 0 . 0 1 2 0 -24.296627 0 . 0 1 2 0
2BCl^+(ts44) -942.985447 3.103 2 2 0 i -943.147539 2.978 2 1 0 * 0.0291 -943.174397 0.0297
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Table 2.9: Energy of the fragmentation asymptotes of BCl^1*. The total energies are given in atomic units, and are also presented (in kJ 
mol-1) offset against the zero-point corrected energy of the D$h neutral structure, calculated using the same method and basis set. AH f has 
been calculated for each asymptote from experimental data collated from the NIST Scientific and Technical Databases website.58 These are 
presented offset against the experimentally determined AHf(BC\z).58 The difference between the CCSD(T) / 7  and experimental numbers is 
given in parenthesis after the experimental data.
oo
Asymptote Fragment Total Energy /  Hartree Offset Energy /  kJ mol 1
Number Species M P2/a CCSD//? CCSD(T) / 7 MP2 CCSD CCSD(T) Experimental58
la 1BClJ(min41) + AC1+ -1402.839484 -1403.092109 -1403.135534 2587 2565 2577 2591(14)
2 a (min41) + 3 C1+ -1402.926276 -1403.157653 -1403.195424 2359 2393 2419 2452(33)
3a 1BClf(min42) + 3 C1+ -1402.750294 -1402.987089 -1403.030470 2821 2841 2853 -
4a 1BClJ(min43) + -1402.581040 -1402.871597 -1402.920258 3265 3144 3142 -
5a 2BC1^+ + 2C1 -1402.664797 -1402.904206 -1402.944093 3045 3058 3079 -
6 a 2BC1+ + 2 Cl£ -1402.812959 -1403.067390 -1403.111426 2656 2630 2640 2636(4)
2BCl^(ts44) + 2C1 -1402.567482 -1402.810842 -1402.847635 3301 3303 3333 -
lb jBCl + *01+ + lCi+ -1402.428621 -1402.713061 -1402.755445 3665 3560 3575 3574(1)
2 b ABC1 + lCl+ + 3CP -1402.515413 -1402.778606 -1402.815335 3438 3388 3417 3435(18)
4b XB+ + iC P  -1- 1C12 -1402.547908 -1402.839387 -1402.879848 3352 3229 3248 3282(34)
5b 2BC1+ + 3C1+ + 2C1 -1402.708591 -1402.945829 -1204.978683 2930 2949 2988 3026(38)
6 b XB+ + lC\+ + 2 C1 + 2 C1 -1402.483629 -1402.764044 -1402.795855 3521 3426 3468 3526(58)
2.5.3 
Product 
Ion 
Fragm
entation
2.6 Conclusions
However, formation via pathway B 1 +  B2  can only have the experimentally de­
termined gradient if the two processes occurred in a concerted, non-sequential 
event. Given that process B 1 has a large activation energy, and the binding en­
ergy of 1B+ to 1CI2 in min43 is very weak, it is suggested that fragmentation 
of the dication to asymptote 4a results in a concerted further fragmentation of 
^ C l J  (min43) to asymptote 4b. This would result in a gradient different from 
that expected as a result of two isolated fragmentation processes.
Fragmentation of 1BClJ(min41) via the loss of ^ l *  connects asymptote la  to 
lb  or 2 a to 2 b depending upon whether the initial fragmentation occurred on the 
singlet or triplet surface. It is suggested that formation of the (Cl+ -I- Cl+) ion 
pair via process D 1 is a two step process, B 1 -I- B3, i.e. BCl3+ initially fragments 
on either the singlet or triplet surface to asymptote la  or 2 a respectively (process 
B l), followed by the cleavage of ^ C l J  to asymptotes lb  and 2 b (process B3). 
It is noted th a t the final asymptotes for (Cl+ +  Cl+) formation are high in 
energy. Indeed asymptote lb  at the M P 2 /a  level is the highest energy asymptote 
calculated.
Since fragmentation of the dication to asymptotes la-4a results in formation 
of BClJ in various electronic states which are indistinguishable mass spectromet- 
rically, it is unsurprising that this ion is the most abundant observed.
2.6 Conclusions
The experimental data from the mass spectra obtained following double ionisa­
tion of BCI352 have been successfully rationalised by ab initio characterisation of 
the potential energy surfaces of ^ C l 2"1" and 3 BC12+. The singlet surface is rel­
atively straightforward, but the triplet surface is very complicated, with a large 
number of stationary points lying within a narrow energy range. Nevertheless, 
routes to all of the experimentally observed ion pairs, (BClJ +  Cl+), (B+ -I- Cl+), 
(Cl+ -I- Cl+), (BC1+ +  Cl+), and (BC1+ +  C lf ) and the dication BC12+ have been 
found, and no products have been located that are not experimentally observed. 
Furthermore, since (BClJ +  Cl+) is the product of the fragmentation process 
with the smallest activation barrier for both the singlet and triplet systems, and 
can be formed by a total of four different fragmentation pathways, it is unsurpris­
ing tha t this should be the experimentally most observed ion pair. The quality of 
the CCSD(T ) / 7  data is indicated by the good agreement between the theoretical 
and experimental energies for the fragment asymptotes.
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Dissociation pathways could not be located for m in i3 and m in i5 on the triplet 
surface; this might suggest th a t B C l^  should be long-lived. However, the me­
thodical search of the triplet surface of the dication also located at least one 
potential surface tha t was repulsive at the geometry of the neutral species. This 
is not indicated in diagram 2.7 because this surface was not fully investigated and 
the asymptote to which it connects was not conclusively determined. However, 
if this surface cuts through the other potential of the system, then it may be 
possible for an intersystem crossing to take place from a bound potential to a 
repulsive one. This would open up another mechanism for fragmentation of the 
dication, although the investigation of these processes is beyond the scope of this 
research.
An attem pt has been made to gauge the multiconfigurational character of the 
singlet system through calculation of diagnostic values, CCSD/CCSD(T) en­
ergy differences and a recharacterisation of the surface using MCSCF and MRCI 
calculations. The form of this surface is in overall good agreement with that 
calculated with the coupled-cluster method. There is a generally good inverse 
correlation between the weight of the dominant configuration in the MCSCF cal­
culation and the 8F\ diagnostic, and also between the dominant weight and the 
CCSD/CCSD(T) energy difference. It is concluded tha t single reference treat­
ments are adequate for most of the stationary points on the singlet surface, al­
though ts4 in particular may be less well represented at this level.
For the triplet system, the majority of the diagnostic values are larger than 
the traditional limit of 0.02. However, when using the closed-shell diagnostic 
method of Lee and Taylor10 with open-shell wavefunctions, one should expect 
larger ^  diagnostic values compared with those from closed-shell systems . 14 If 
the open-shell upper limit of 0.045 for a diagnostic value of Rienstra-Kiracofe 
et al. is used , 13 then all of the optimised stationary points of 3 BCl3+ have ac­
ceptably single-reference wavefunctions. This conclusion is fully supported by the 
CCSD/CCSD(T) energy differences, which are very small in all cases.
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Pentacarbonyl using DFT and ab initio
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3.1 Introduction
3.1.1 The G eom etric and Electronic Structures o f Ferro­
cene
The first reported syntheses of ferrocene (FeCp2 , C p= 775-CsH5 ) were by Pauson 
and Kealy ,59 and Miller, Tebboth and Tremaine60 in 1951, and the D5h structure 
of this sandwich complex was elucidated independently by two groups61,62 in 
1952. The bonding in ferrocene is predominantly between the 3d and 4p orbitals 
on iron, and linear combinations of the C 2 p2 orbitals on the Cp rings. In order 
for the Cp rings to become aromatic, they must obtain an extra electron from 
iron, to complete their 4n+2(=6) electron complement. Therefore, the bonding 
can be thought of as between Fe2+ and 2Cp- , although this suggests that the 
bonding is purely ionic, which is not the case. The bonding is in fact largely 
covalent, and is expected to occur in the following way.
Figure 3.1 shows the 7r-combinations from the C 2 pz orbitals of the rings. 
These combine in the Cp2 ligand field to give a 'l5 a2, ei> ei> e 2 an(l  e 2 orbitals. 
The 3d orbitals on iron span the a[ and e'[ and e2 irreps under D$h, while the 4p 
orbitals span the a 2 and e\ irreps. The e2 ring combinations have no symmetry 
match, and consequently form a non-bonding set of orbitals.
Although the ligands sit in an axial position relative to the metal, they are 
not expected to interact significantly with the 3 d22 metal orbital. This is because 
the nodal cone of this orbital is oriented such that it lies along the direction of 
maximum electron density of the p-orbitals of the rings, and such most of the 
overlap cancels out. This leaves the 3 d 22 as largely non-bonding. The interaction 
of the metal e2 set (3 dxy)I2_y2 ) with the ligand orbitals results in 5 -back-bonding 
orbitals. These three orbitals are expected to be the highest occupied MOs, with 
the 3 d22-like orbital being the HOMO. These orbitals are expected to contain 
the 6  d-electrons from iron. The LUMO is expected to be formed by the anti-
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Figure 3.1: MO diagram showing the linear combinations of 2 p* carbon orbitals that 
make up the Cp ring orbitals.
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3.1.1 The Geometric and Electronic Structures of Ferrocene
bonding combination of the e” ring orbitals with the metal (3diz y2) in a 7r-fashion. 
A schematic representation of the binding in ferrocene is given in figure 3 .2 .
Since its discovery, ferrocene has been the subject of many theoretical stud­
ies,63-76  which have often focused on calculating the equilibrium metal to ring 
distance ,6 3 -67  a param eter which is “notoriously difficult” 66 to compute accu­
rately. Gas phase electron diffraction studies yield an Fe-Cp centroid distance 
of 1 . 6 6  A, but early Hartree-Fock (HF) calculations found this distance to be 
1.89 A .65 The inclusion of electron correlation at the MP2  level results in sig­
nificant overcompensation, e.g. Klopper and Liithi obtained 1.47 A  with MP2  
extrapolated to the full basis set lim it.77
Park and Almlof68 used the modified coupled pair functional (MCPF) method 
to obtain a metal-ring distance of 1.69 A when both single and double excitations 
from the HF reference were included, rising to 1.72 A  when the single excitations 
were excluded .68 Comparison of MP2 with MCPF data indicated clearly that 
single excitations are necessary to account for orbital relaxation of the reference 
wavefunction, which may explain the poor performance of MP268 (single excita­
tions are not included in Mpller-Plesset theory until Ath order). This study also 
showed the importance of correlating more than just the 18 electrons normally 
attributed to the bonding in stable transition metal complexes; correlating 6 6  
electrons shortens the metal-ring distance by as much as 0 . 1  A .68
Pierloot et al. tackled ferrocene using CASSCF and CASPT2  calculations.69 
They obtained 1.643 A  for the Fe-Cp centroid distance, and their success was 
attributed by Koch et al. primarily to the inclusion of orbital relaxation effects 
in the CASSCF procedure . 66 Indeed, Koch et al. suggested that the ferrocene 
problem is essentially one of accounting for the dynamical correlation effectively.66 
To illustrate this, they used coupled-cluster (CC) theory with single and double 
excitations (CCSD) to optimise the metal-ring distance, correlating either 6 6  or 
all 96 electrons. Correlating more electrons, or improving the basis set, generally 
shortens the metal-ring distance, yielding 1.672 A  and 1.664 A respectively when 
6 6  or 96 electrons are correlated .66 Using CCSD(T), and correlating 6 6  electrons, 
gives a metal ring distance of 1.660 A. A recent study by Coriani et al. fully 
optimised the structure of ferrocene to give a metal-ring distance of 1.670 A  with 
CCSD and 1.655 A  with CCSD(T) when 6 6  electrons were correlated .67
Liithi used the CCSD method, correlating 58 electrons,63 to give a metal-ring 
distance of 1.633 A, rising to 1.652 A  with CCSD(T). Interestingly, the ^  diag­
nostic calculated for a CC wavefunction was 0.049.63 This is appreciably higher 
than the normally accepted limit of 0.02 for closed-shell species, as set out by Lee
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Figure 3.2: MO diagram showing the interaction between the ring 7r-orbitals and the 
metal orbitals. The HOMO is indicated by the half arrows.
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and Taylor, 10 above which one would usually consider single reference methods to 
be unreliable due to the onset of multiconfigurational character. However, given 
that there is expected to be only limited multiconfigurational character in ferro­
cene (e.g. the HOMO-LUMO gap calculated by Taylor and Hall is approximately 
16 eV70) and that single excitations are important, it is likely that it is the ef­
fects of orbital relaxation that lead to a high ^  diagnostic. Hence high ^  values 
should not necessarily be interpreted els indicating significant multiconfigurational 
character .63 ,66
The diagnostic is not the only measure of multiconfigurational character 
that can be calculated from a single reference method, and there has been signif­
icant discussion in the literature about which diagnostic tool is the best .48 ,78,79  
Niesen and Janssen suggest that their D 2 diagnostic, which takes into account 
the effects of the doubles amplitudes in the coupled-cluster expansion, shows im­
provements over the ^  diagnostic, partly because it is independent of system 
size.79 Gordon et. al. favour inspection of the occupation numbers of the natural 
orbitals resulting from a single-determinant method as a diagnostic of multi­
configurational character;78 non-integral (or even negative) occupations indicate 
the breakdown of the single-determinantal wavefunction .78 Whatever its short­
comings, however, the ^  diagnostic remains a popular (and readily available) 
analysis tool80_89,a.
Taylor and Hall probed the failure of the HF method by inspecting the molec­
ular orbital structure ,70 particularly how the energies of the orbitals vary with 
metal-ring distance. The most striking feature is that the a'x Fe 3 d 22-based or­
bital is the HOMO-5 at both the experimental geometry and at the HF optimised 
geometry. This is significantly different from the generally accepted orbital struc­
ture of sandwich compounds, which places the metal d22-based level much closer 
to the HOMO, els discussed above. Ishimura et al., in a more recent study of the 
ground and excited states of ferrocene, noted the particularly poor ordering of the 
molecular orbitals resulting from a HF calculation . 71 The Koopmans’ ordering 
is very poor when compared with the photoelectron spectrum, although the use 
of symmetry adapted cluster Cl (SAC-CI) from the HF orbitals gives ionisation 
energies which agree well with experiment. 71 However, considerable mixing of 
configurations is necessary to achieve this good agreement, probably because of 
the poor quality of the HF orbitals.
The use of density functional theory at the (LCGTO)Xa level found a metal- 
ring distance of 1.603 A ,72 marginally better than contemporary Cl calcula-
aThe papers indicated are some of those published between January and June 2007.
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tions , 70,73 but at much reduced computational expense. Delley et al. note that 
the X a method “did not show many of the inadequacies of the Hartree-Fock 
model.” 74 More recent DFT studies, including full geometry optimisations, have 
obtained remarkable results. BPW91 finds the metal-ring distance to deviate 
from experiment by less than a thousandth of an Angstrom , 75 while the use of 
B3LYP, BLYP and BP 8 6  gives metal-ring distances within 0 . 0 2  A  of the exper­
imental structure . 76 Xu et al., find the HOMO to be of e'2 symmetry with 3dxy 
and 3 dx2 _ y2 contributions from iron, while the HOMO- 1  is of a* symmetry, with 
3 d22 character . 76 This is consistent with the photoelectron spectrum and gen­
erally accepted MO structure. A recent study by Biihl et al. using BP8 6 , with 
an Ahlrichs split QZVP basis set reports the metal-ring centroid distance to be 
1.651 A .90 The success of DFT in modelling the geometry of ferrocene may there­
fore be (partly) due to its correct modelling of the orbital structure, in contrast 
to HF theory. W ith ab initio methods, correlation treatments including single 
excitations are necessary to obtain the correct geometry, suggesting that the HF 
reference is poor.
3.1.2 T he G eom etric and Electronic Structures o f Iron 
Pentacarbonyl
The bonding in Iron Pentacarbonyl (IPC) is an example of the synergic bonding 
in many transition metal complexes. Although the nature of the bonding is quite 
complex, in IPC it is possible to simplify the bonding mechanism by a group 
theoretical analysis.
The carbonyl ligand (CO) has a MO structure typical of the first row molec­
ular diatomics. The carbon and oxygen 2s and 2p2 orbitals combine to form a 
interactions, while the 2 pX)y orbitals form 7r interactions. The HOMO in CO is 
of cr-antibonding character, and is essentially a combination of the C and O 2 pz 
orbitals, although it is mainly carbon based. The LUMO is a degenerate pair of 
orbitals; the antibonding 7r-combination, and again is mainly carbon based. The 
HOMO from CO is responsible for donating electron density to iron through a 
interactions with the metal orbitals of the correct symmetry. Each ligand donates 
two electrons, which allows iron to fill its 18 electron expanded octet. The LUMO 
of CO can receive electron density from iron, and thus back-bonding interactions 
are formed. This electron density pushed into the antibonding 7r-orbital of the 
CO ligand results in a weakening of the C-0 bond with the strengthening of the 
M-C bond. The strength of the M-C bond can thus be quantified by the effect
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it has on the carbonyl stretching frequency, which can easily be probed by IR 
spectroscopy.
The symmetry adapted linear combinations (SALCs) of the a donating or­
bitals of CO under D3h symmetry are a\, a2, e' and a\. These combinations 
should have similar energies to the metal 3d orbitals, which transform as a\ , e', 
e". As a result, the a2 combination is expected to be essentially non-bonding. 
These combinations are shown in figure 3.3. The higher lying CO back-bonding 
orbitals transform as a2, a2, 2e' and 2e". The a2 combination has no symmetry 
match with a metal orbital, and so forms a non-bonding pair. These back-bonding 
combinations are similar in energy to the 4p metal orbitals, which transform as 
a 2 and e'. The higher lying e" ligand combination does not have a close energetic 
match with a metal orbital of the correct symmetry, and so is expected to be 
essentially non-bonding.
Because it is not possible to completely separate out the forward and back- 
bonding orbital interactions (since they span, in part, the same irreps), the MO 
diagram for Fe(CO)s is fairly complex. A further complication is the 7r-bonding 
interactions of carbon with oxygen, which although not considered to have sig­
nificant overlap with the metal orbitals, do contribute to the character of some 
orbitals because they also span the same irreps at similar energies. A schematic 
molecular orbital diagram is shown in figure 3.4.
The HOMO is expected to be formed from the 3 dxy)X2 _ y2 metal orbitals, which 
can interact with the forward bonding, and back-bonding combination of ligand 
orbitals. The LUMO is expected to have largely ligand back-bonding character, 
however the many close lying levels make it difficult to predict the exact character. 
Fe(CO )5  has a significant HOMO-LUMO gap, and is closed-shell. It is thus 
expected to be well represented by a single reference wavefunction, and so should 
be treated accurately by the more correlated ab initio methodologies, without 
the requirement for multiconfigurational techniques.
However, iron pentacarbonyl has been as difficult to study theoretically as 
ferrocene.6 4 ,74 ,91-97 The experimental structure from gas phase electron diffrac­
tion studies show iron pentacarbonyl to have a D^h structure with an axial M-C 
bond length of 1.807 A and an equatorial bond length of 1.827 A; the axial metal- 
carbon bonds are slightly shorter than the equatorial bonds by 0 . 0 2  A .98 In its 
solid form, x-ray crystallography indicates that the axial metal-carbon bonds are 
the longer.99
In an early study Pietro and Hehre used HF with an STO-3G basis set, cal­
culated an equatorial bond length of 1.643 A, and an axial bond length of 2.016
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Figure 3.3: MO diagram of the carbonyl ligand showing the splitting into the symmetry 
adapted linear combination of orbitals under D$h symmetry. Only the splitting of 
the orbitals considered to be involved in bonding, or back-bonding to the metal are 
considered.
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Figure 3.4: Schematic MO diagram for iron pentacarbonyl. Only the SALCs of the 
carbonyl ligands that take part in the bonding to the metal are considered. The higher 
lying orbitals of a antibonding character are not shown, however these may interact 
with the metal 4p orbitals.
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A ,  thus each bond length is in error by approximately 0 . 2  A  and the calculation 
is seen to both under and over estimate bonds of the same type in the same 
molecule.91 Demuynck et al. improved this result by calculating a HF structure 
in which the equatorial metal-caxbon bond length matched well with experiment, 
but the axial bond was 0.15 A  longer than the equatorial bond .92 This behaviour 
mimics the poor treatm ent of ferrocene with HF theory, except that in ferrocene 
the second indicator of performance is lacking, as it has no equatorial ligands; for 
iron pentacarbonyl HF seems to describe one carbonyl position more precisely 
than the other .64
Liithi et al. used CCI calculations to partially optimise the M-C bond lengths 
in Fe(CO)5 , with fixed, identical carbonyl bond lengths .64 This technique uses 
perturbation theory to estimate the effects of most of the single excitations. The 
active space used to calculate their best results correlated 1 0  electrons in 1 0  
orbitals, thus some of the orbitals involved in the metal-carbonyl bonding in­
teractions are ignored .64 Because of the difficulties of performing an MCSCF 
calculation on an active space of this size with the resources they had available, 
the CCI was instead performed from a reference generated using an initial CCI 
calculation on the HF reference.64 Using the HF reference as the sole reference for 
the CCI calculations gave structures as poor as those just using HF. Their best 
structures for Fe(CO)s calculate the axial M-C bond at 1.815 A ,  and the equato­
rial bond 0 . 0 2 1  A  longer, at 1.836 A . 64 Although both of these bond lengths are 
0 . 0 1  A  too long, the axial bond is the correct amount shorter than the equatorial. 
W hat is not clear is the extent to which the incomplete treatm ent of the system 
influences these results; what would have happened to the structures if a bigger 
active space had been used?
Persson et a/., in a later study of Fe(CO)5 , used CASSCF and CASPT2 .93 
They comment that the use of multiconfigurational treatm ents is necessary in 
systems where the d-orbitals are split into two sets (the double-shell effect) such 
as in Fe(CO)5 . Their treatment also uses a 10/10 active space, which correlated 
the 5 3d-orbitals, the CO axial cr-donating orbital with a\ symmetry, and a pair of 
ligand e' and e" orbitals .93 Their CASPT2 calculation correlated the full valence 
space, freezing only the Is orbitals on carbon and oxygen, and the ls-3p orbitals 
on iron. The effects of basis set superposition error were included at the CASPT2  
level. Again, this study assumes identical CO bond lengths, although these are 
optimised. CASPT2  gives M-C bond lengths of 1.792 A  and 1.798 A  for the axial 
and equatorial environments respectively .93 The inclusion of the BSSE correction 
improves the agreement with experiment, giving 1.800 A  and 1.810 A .  Inclusion
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of relativistic effects result in final values of 1.791 A  and 1.800 A  respectively.93 
These results are both about 0.02-0.03 A  too short, and they predict a shorter 
axial than equatorial distance. Although these results are of good quality, again, 
the whole system has not been treated in the active space, and it is unclear how 
this has influenced the results.
The multiconfigurational character of Fe(CO)s is not considered to be large. 
The Cl calculations of Liithi et al. gave dominant Cl coefficients of approxi­
mately 0.9 for their equilibrium structure. The study of Persson et al. gave the 
natural occupations of the CASSCF wavefunction with a maximum of 0.15 of an 
electron in the vacant orbitals of the HF reference state. The system is therefore 
dominated by the HF reference, so the CC technique should well describe the 
system.
Liithi et al. suggest a reason why the axial M-C bond length might be shorter 
than the equatorial. In a simple ligand field model the d8 configuration of iron 
should have the d 22 orbital vacant. This is more directionally localised along the 2 - 
axis of the molecule, and thus has a better overlap with the axial CO than with the 
equatorial ligands through the less directional torus.64 The 3dxz,yz e" orbitals can 
form effective back-bonding interactions with both axial and equatorial ligands, 
but do not take part in the a bonding. The 3 dxy)X2 _ y 2 orbitals can form both 
a and n bonds with the equatorial ligands, but the n  back-bonding must offset 
the charge donation from the a interaction to the 3dxyx2_y2 orbitals which are 
formally already occupied.64 Consequently a donation from the axial sites can be 
expected to be stronger, since it is not necessary to offset the charge donation to 
the unoccupied d22 orbital with n back-bonding, and thus the axial bond should 
be shorter.
Ab initio calculations using the multi-coupled pair functional (MCPF) were 
used to fully optimise the structure of iron pentacarbonyl.97 These results are 
significantly better than those from the HF treatment, but the method still seems 
to perform better at predicting the equatorial metal-carbon bonds than the axial 
ones, predicting the axial bond to be longer than the experimental results. They 
comment that the refinement model used in the gas phase electron diffraction 
study of Beagley and Schmidling assumed the carbonyl bonds to all be the same 
length.98 They wonder how the metal-carbonyl distances would have changed if 
the model was instead fully optimised.97
Other groups have attem pted to study systems involving iron pentacarbonyl 
with ab initio methods. Apostolova et al. attem pted to deduce the mechanism of 
thermolysis of iron pentacarbonyl using MP2.100 The electron correlation effects
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in this system are over estimated by MP2, in the same way as they are in ferrocene. 
The predicted metal-carbon distance is 1.67 A  for the axial, and 1.68 A  for the 
equatorial. Although both distances are significantly shorter than the gas phase 
model,98 and the energy for removal of a single carbonyl ligand is over estimated 
by 3.5 times the expected amount, they point out that the environments are at 
least described such that the axial ligands have a shorter metal-carbon bond than 
the equatorial!100 Liithi’s study, using CCSD(T), gives very reasonable results, 
but like the majority of the other correlated methods (with the exception of MP2 
and Cl), the equatorial metal-carbon bond length is calculated accurately (within 
0.001 A  of experiment) while the axial bond is over estimated.63 Although the 
CCSD(T) structure is of “unexpectedly good quality” ,63 it is accompanied by a 
8F\ diagnostic larger than might be deemed acceptable, although the value is not 
given.
Density functional theory using the local density approximation also has prob­
lems describing the bonding in iron pentacarbonyl, calculating both metal-ligand 
bonds to be 1.77 A ,  somewhat shorter than the experimental result.94 This is 
typical of the over binding usually encountered with LDA.
Li et al. used gradient corrected DFT with a quasi-relativistic correction to 
study iron pentacarbonyl.96 Their results agree well with experiment to 0.01 A ,  
and thus GGA functionals seem to perform as well as CASSCF,64 except that 
their calculations also give the axial metal-ligand bonds to be longer than the 
equatorial, by 0.004 A . 96 Delley, Wrinn and Liithi, using B88-LYP, also overes­
tim ate the axial metal-ligand bond by 0.01 A  and underestimate the equatorial 
bond by an similar amount.74 Matveev et al. calculated the geometry of iron 
pentacarbonyl with the PBE functional. Again, this reproduces the experimental 
results for the equatorial environments to within 0.007 A ,  but the axial bond is 
too long, by about 0.02 A . 95 A more recent DFT study by Buhl et al. with BP86 
and a QZVP Ahlrichs basis set, calculated an axial metal-carbon bond length of 
1.8080 A ,  and an equatorial bond of 1.8079 A . 90
Due to the discrepancies between the structure of iron pentacarbonyl as pre­
dicted by various ab initio and DFT studies, and the electron diffraction result, 
it was decided by McClelland et al. to re-characterise iron pentacarbonyl experi­
mentally. In their structural refinement model, they refined four variables under 
Dsh symmetry; the axial and equatorial metal-carbon bond lengths and the axial 
and equatorial carbonyl bond lengths. This model uses the rotational constants 
from the geometric structure as calculated with B3LYP as a refinement param­
eter to be compared with the experimental values from rotational spectroscopy.
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This model also includes the effect of multiple scattering. The data from their 
best model structure gives the average iron-carbon bond length to be 1.829 A ,  
while the axial bond is shorter that the equatorial by 0.032 A . 101 They claim 
that the statistical probability that the axial environment is longer is “absolutely 
negligible” .101
If the wealth of theoretical data is considered, then it would seem that al­
though the best single reference ab initio methods match well with experiment, 
none of them reflect the difference between the axial and equatorial metal-carbon 
bonds correctly. This trend is reflected by the CASSCF calculation, although in 
the study by Liithi the carbonyl bond lengths are not individually optimised,64 
and it is not clear to what extent the incomplete treatm ent of the bonding by the 
choice of active space influences these results. Given the synergic nature of the 
bonding in iron pentacarbonyl, this is likely to place quite a constraint on the 
iron-carbon distances.
3.1.3 KS orbitals as a reference for further correlation  
treatm ents
In a CCSD(T) study of iron carbonyl species, Harvey and Aschi102 highlight a 
general problem in using the Sf\ diagnostic as a measure of multiconfigurational 
character.b They find diagnostics in the range 0.04-0.06, reminiscent of that 
calculated for ferrocene by Liithi.63 They imply that the coupled-cluster di­
agnostic can be particularly misleading for systems where the HF reference is 
known to show fundamental inadequacies, e.g. in transition metal complexes. To 
demonstrate that the ^  diagnostics are large because of an underlying problem 
with the reference function, Harvey and Aschi performed coupled-cluster calcula­
tions from a density functional based reference (i.e. Kohn-Sham (KS) orbitals), 
arguing that since this reference will include some electron correlation, it is ex­
pected to be better than HF for coupled-cluster calculations. They were rewarded 
by f t  diagnostics in the range 0.02-0.025.102
In general, the technique of conducting coupled-cluster calculations from a 
density functional based reference has not been used extensively, probably be­
cause it shows little improvement compared with coupled-cluster from a HF ref­
erence, apart from in certain difficult systems.103-105 A second reason may be that 
because the eigenfunctions which result from a density functional calculation do 
not describe a true “wavefunction” as they do in ab initio based methodologies, it
bAlthough this study reports energetic details for Fe(CO)5 , such as bond dissociation ener­
gies, it does not report any optimised geometries for this species.
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is formally incorrect to use them as a reference for further correlation treatment. 
This is in much the same way that the spin contamination evaluated by DFT 
should really be calculated with a (S 2) functional rather than from the eigen­
values of the Kohn-Sham orbitals. However, this is a commonly used technique 
because it produces chemically sensible results. If a DFT “wavefunction” can 
be used successfully in such a way, why should it not be possible to use it as a 
reference for higher level correlation treatments?
Villaume et al. have used CCSD and CCSD(T) from a KS reference to cal­
culate the energy splitting between the electronic states of N iCH j-103 The poor 
performance of HF theory, due to spin contamination problems, causes the 2A2- 
2Ai(g.s.) splitting to be four times that calculated with CCSD, with either a HF 
or a KS reference. Although the choice of reference makes little difference to the 
CCSD energy, it does dramatically alter the spin contamination in the CCSD 
wavefunction, reducing (S 2) from 2.43 with a HF reference to 2.09 with a KS 
reference.103
Beran et al. used CCSD with a BLYP reference to study a variety of diatomic 
radical systems. For these open-shell species it is known tha t HF and MP2 
perform erratically, and these workers conclude that KS based coupled-cluster 
methods can offer cost effective methods to treat these difficult systems with 
near closed-shell accuracy.104
Graham et al. studied the activation of N2 with molybdenum amine com­
plexes using a variety of coupled-cluster based methods, including KS-CCSD(T), 
HF-CCSD(T) and OD(T).c They note that the use of these different methods 
provides qualitatively similar descriptions of the surface, but with significantly 
different energetics.105 In complex transition metal systems, such as those studied, 
Hartree-Fock usually provides a poor description of the system, even qualitatively, 
due to the open-shell wavefunction breaking spin and spacial symmetry. They 
comment tha t because of the poor HF reference they expect HF-based Mpller- 
Plesset perturbation results to be unreliable,105 because the perturbation to the 
wavefunction cannot be considered small. Although OD(T) gave better results 
than HF-CCSD(T), it was found to be computationally too expensive to perform 
for the whole system.105 KS-CCSD(T) and HF-CCSD(T) were both computa­
tionally accessible, and the KS-CCSD and KS-CCSD(T) results generally agree 
well with those from OD and OD(T) where these methods were used.105
cIn OD(T) the (initially Hartree-Fock) reference wavefunction is optimised to minimise the 
CC energy, and so the triples contribution is more reliable, presumably because the perturbation 
is smaller.
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KS orbitals have also been used as a reference for M0ller-Plesset perturbation 
theory. Bour studied a range of simple open and closed-shell species with the 
aim of demonstrating that the KS determinantal “wavefunction” can indeed be 
used as a reference for further correlation treatm ents.106 However, this study 
concludes that at the MP2 level the KS reference leads to a less accurate result 
than the use of a HF reference.106
Overall, then, it appears tha t it is not unreasonable to use a KS reference as a 
starting point for higher level treatm ents of correlation, especially CC methods. 
Chemically sensible results can be obtained with computational costs similar to 
conventional techniques, but with the added benefit of better performance on 
difficult systems. Presumably this is because the reference is more robust in 
systems where the mean-field approximation is unable to adequately describe the 
system even qualitatively. Perturbation theory with a KS zero-order wavefunction 
appears not to perform quite so well. This may, however, only be the case for 
systems where the HF reference is adequate. If the perturbation is large, then this 
situation might be reversed. However, if KS-CC can be afforded, this is clearly 
preferable to KS-MP methods.
The aim of this project is to evaluate the performance of Kohn-Sham based 
coupled-cluster calculations on iron pentacarbonyl and ferrocene (both systems 
where the HF reference is poor), with the purpose of determining if (a) that when 
a KS reference is used for the coupled-cluster expansion tha t the diagnostic 
is substantially reduced (to below the threshold where one might expect the 
onset of multiconfigurational character), and (b) that the KS-CC geometries are 
chemically sensible for these systems. The structure of Fe(CO )5  is investigated 
in some detail, with both single reference and multiconfigurational methods, and 
the effect of a variety of different basis sets is considered. Particularly, will the 
KS-CC calculations compare well with experiment generally, and in particular 
improve on the iron pentacarbonyl geometry to give an axial metal-carbon bond 
shorter than the equatorial?
3.2 C om putational M ethodology
3.2.1 General ab initio  and density functional calcula­
tions
The calculations were performed with the MOLPRO 2002.6 and 20 06.157,107-118 
program packages, using the Ahlrichs valence triple-£ basis set on iron, supple­
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mented with a set of f-functions with a radial exponent of 1.633, and the Ahlrichs 
polarised valence double-^ basis set on carbon, oxygen and hydrogen. This basis 
set is similar to that used by Koch et al,66
Calculations were performed at the following levels of ab initio theory, HF, 
MP2, MP3, MP4(sdq), CCD, CCSD, and CCSD(T). Density functional calcula­
tions were conducted using the following functionals; VW N,119,120 BLYP,121-123 
BP86,121,124 B3LYP,22 PBE,21 PBEO,125 PW91,126 B97127 and B97R.128 The 
coupled-cluster calculations were performed from five different reference func­
tions; the standard Hartree-Fock reference, and Kohn-Sham references generated 
by the B3LYP, BLYP, BP86 and PBE density functionals.
The coupled-cluster calculations employed a variety of different core sizes, 
although the m ajority of the calculations either used the standard core (core 5) 
where 54 electrons are correlated, or core 3, correlating 86 electrons. In the 86 
electron treatm ent, there is no core present on the main group atoms. Table 3.1 
details the core sizes. The Mpller-Plesset calculations treated all of the electrons. 
Analytic gradients were employed for HF and the density functional techniques, 
while the remaining methods (including MP2) used numerical gradients.
For ferrocene, geometry optimisations were carried out using the aforemen­
tioned methods. Full optimisations were performed under D5h symmetry con­
straints, and also partial optimisations in which the ring geometry was fixed at 
the experimental values, and only the metal-ring centroid distance (ri) optimised. 
The effect of core size was gauged by performing partial geometry optimisations 
of the metal-ring centroid distance.
Fully optimised geometries were calculated for Fe(CO)s under D3h symmetry, 
using the same set of density functionals and ab initio methods as for ferrocene. 
KS-CC calculations were, however, only performed using the B3LYP reference.
Table 3.1: The definition of the core sizes used, giving the breakdown into the functions 
on iron, carbon and oxygen.
Core
Number
Atom Number of
Valence
Electrons
Iron Carbon
Oxygen
1 - - 96
2 Is - 94
3 Is2s2p - 86
4 Is2s2p Is 66
5 Is2s2p3s3p Is 54
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Partial optimisations at fixed carbonyl bond lengths were used to investigate the 
constraint this imposes on the metal-carbon bond lengths. The calculations used 
B3LYP, PBE and CCSD (core 5) with the standard Ahlrichs basis set as described 
above.
3f\ diagnostic values were calculated at the coupled-cluster optimised geome­
tries using the method of Lee and Taylor,10 using both HF and KS-based coupled- 
cluster wavefunctions.
3.2.2 C oupled-cluster calculations involving Kohn-Sham  
orbitals
Coupled-cluster calculations were performed from the Kohn-Sham references in 
the following way. Initially, a density functional single point calculation was per­
formed, and the orbitals saved. These orbitals were then read into an HF calcu­
lation, set to perform zero iterations, and saved. The orbitals were then read into 
the closed-shell coupled-cluster code. Geometry optimisations were performed 
using the manual geometry optimisation routine, with the forces calculated by 
looping back to the initial density functional calculation each time, such that 
the gradient was calculated using the KS-CC technique rather than the HF-CC 
technique (which would be performed by the automatic optimisation routine). A 
final KS-CC single point was calculated at the optimised geometry.
Because of the infancy of this method, and its use by relatively few groups,102-105 
who all use different codes, and thus slightly different methods, I sought to con­
firm that the method that I am using is computationally robust. Professor Peter 
Knowles voiced two particular issues with the use of this technique, firstly that 
it may not be safe to rely on the use of the zero-iteration technique for treatment 
of the reference, because newer versions of the MOLPRO code may not behave 
in the same way, and secondly that the closed-shell CCSD(T) code makes the 
assumption that the reference orbitals diagonalise the Fock matrix, and that the 
restricted open-shell CC code (rCC) is more robust in this respect.129 If the rCC 
code is used, then the CC calculation can be performed directly after the density 
functional calculation, and the zero iteration HF step is not required. However it 
is found that its presence makes no difference to the rCC energy, thus indicating 
that it really is a passive step.
For ferrocene it is found that although KS-CCSD and KS-rCCSD agree to 
lxlO-6 H (indeed HF-CCSD and HF-rCCSD agree to the same degree), the agree­
ment between KS-CCSD(T) and KS-rCCSD(T) is less good, in the order of mH. 
This behaviour has also been noted by Jeremy Harvey, in tha t he finds the KS-
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rCCSD(T) results for N2 seem to give a better agreement with the results of 
Graham et al.105 than KS-CCSD(T), although he notes that the difference he 
finds (.3 mH) is generally small enough to be within the errors expected of such 
calculations due to other factors.130 It might be expected that this error would 
scale with the size of the system,130 and indeed this seems to be the case, however, 
I expect it to remain fairly constant for similar geometries of the same species, 
such that the optimised geometry is less sensitive to this effect than the energy, 
because energy differences are being considered and this error would largely can­
cel.
Since the absolute energy of the system from different methods is not be­
ing compared, only used to calculate optimised geometries, I have chosen to use 
the KS-CCSD(T) code, because it represents a significant reduction in computa­
tional expense over the use of the KS-rCCSD(T) code. However, an attempt 
has been made to gauge the effect on the geometry of the error from using 
this “less robust” CC code, by optimising the metal-ring centroid distance in 
ferrocene using HF-CCSD, HF-CCSD(T), HF-rCCSD, HF-rCCSD(T), B3LYP- 
CCSD, B3LYP-CCSD(T), B3LYP-rCCSD and B3LYP-rCCSD(T). The HF-rCC 
and HF-CC results agree with each other to a thousandth of an Angstrom for the 
metal-ring centroid distance (indeed the methods should be exactly equivalent), 
as is the agreement between KS-CCSD and KS-rCCSD. Upon the inclusion of 
triples (KS-CCSD(T) and KS-rCCSD(T)), a discrepancy of a few thousandths 
of an Angstrom is seen for the metal-ring centroid distance, however, the po­
tentials are of the same shape, with a fairly shallow gradient at the minimum 
energy structure, despite being offset by a couple of mH. I would argue, given the 
substantial reduction in the time taken to run the calculations, this difference in 
structure from using the closed-shell code over the restricted-open-shell code, is 
small enough to be acceptable.
3.2.3 Assessm ent of the effect of basis set
Gaussian 0312 was used to assess the effect of basis set size on the structure of iron 
pentacarbonyl. Full geometry optimisations were performed using PBE, B3LYP 
and CCSD (core 5), with Pople style basis sets between 6-31G and 6-311+G(3df) 
on all atoms. Further optimisations were performed using the 6-311+G(2df) 
basis on iron, and Dunning’s correlation-consistent basis sets on the main group 
atoms between cc-pVDZ and cc-pV5Z. The effect of adding diffuse functions 
was also investigated. To assess the effect of Slater type orbitals (STOs) and 
relativistic effects on the structure, the Amsterdam Density Functional (ADF)
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2006.01 package131-133 was used with ZORA basis sets between SZ and QZ4P to 
calculate optimised structures with BLYP and PBE. Further details of the basis 
set combinations are given in section 3.4.4.
3.2.4 M ulticonfigurational calculations
Fe(CO )5 represents a system of significant size for an MCSCF calculation, for to 
treat the system, one ideally would choose an active space that contained all five 
3d metal orbitals, the five a and 10 7r SALCs from the ligands and perhaps the 
metal 4s and 4p orbitals. This represents a 18/24 system (or a 18/20 without the 
4s and 4p orbitals), which is far beyond the scope of current hardware and time 
constraints!
In this study, the active space chosen is of 16/14 size, and includes the five 
3d metal orbitals, the 4 a ligand combinations with symmetries other than a2, 
and the two lowest lying pairs of n orbitals with e' and e" symmetry. Finally, the 
4s iron orbital was included. The a,2 a and 7r combinations are essentially non­
bonding, while the a2 orbital does not have a symmetry match on the metal. The 
higher lying e' and e" 7r back-bonding combinations only interact weakly with 
the metal, having mainly ligand character. After the initial MCSCF calculation, 
the 14th orbital was dropped from the active space, since it was found to be very 
contracted on the iron centre, and thus not involved in the metal-ligand bonding. 
This orbital also had an essentially zero natural occupation.
An MRCI calculation was used to introduce dynamical correlation into the 
system. Excitations were considered from 24 valence orbitals, including the 13 
from the active space of the MCSCF calculation. This included the a2 carbonyl 
combination, and the 10 orbitals with 7r bonding combinations internal to the 
carbonyl ligands. During the geometry optimisation the structure was minimised 
on the Davidson corrected energy. Excitations were considered from reference 
states which contribute to the MCSCF wavefunction with weights greater than 
0 . 1.
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3.2.5 The RMS% difference measure for com paring theo­
retical and experim ent structures
The difference between theoretical and experimental structures has been calcu­
lated as a root mean squared (RMS)% difference using the following equation:
where n is the number of variables used in the optimisation and x n is the value of 
that variable. Since the RMS% difference is dependent on the choice of variable 
in a system, it can only be used to compare the efficacy of different methods 
to reproduce a particular experimental structure, and because of the way that 
the quantity is normalised, it should not be used to compare between different 
structures. When n =  1 the RMS% difference reduces to the absolute percentage 
difference, although, for consistency, the term RMS% difference is used irrespec­
tive of the value of n.
3.3 R esults and Discussion - Ferrocene
3.3.1 Evaluation o f the performance of ab initio  and D FT  
m ethods
Initially a methodological survey was conducted using a variety of ab initio meth­
ods, and commonly used density functionals, using the Ahlrichs basis sets as de­
scribed in section 3.2. Tables 3.2 and 3.3 gather together the geometric data 
obtained from optimisations of the metal-ring distance with the cyclopentadienyl 
rings held in the experimentally observed orientation,134 and from full optimisa­
tion under D5h symmetry. diagnostic values were calculated for the optimised 
coupled-cluster wavefunctions, and are given in tables 3.2 and 3.3. Figures 3.6 
shows the RMS% difference for these structures, for just the metal-ring distance 
from the partially and the fully optimised structures, and for all variables of the 
fully optimised structure respectively, as calculated with equation 3.1.
Inspection of figure 3.6, and the minimum energy structures in table 3.2 and 
3.3, confirms the difficulty with which non-highly-correlated ab initio methods 
describe the geometry of ferrocene. HF predicts an over long metal-ring distance, 
with contracted cyclopentadienyl rings, while MP2 significantly underestimates 
the metal-ring distance, but with a better ring geometry. Increasing the order
experiment structures
RM S% (3.1)
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to which the perturbation is considered, using MP3 and MP4(sdq), reveals the 
typical oscillation of the M0ller-Plesset series,2 except that the series appears 
divergent. MP3 overestimates the metal-ring distance by 0.08 A, while MP4(sdq) 
underestimates it giving an even poorer result than MP2. MP4(sdq) suggests also 
that the hydrogen atoms should cant away from the metal, while all of the other 
methods used reflect the experimental structure with hydrogens that cant in 
towards the metal. MP4(sdq) includes the effects of single excitations, thought 
to be very im portant for the correct description of the wavefunction,68 and so 
one might expect that the MP4 structure would be better than it is. However, 
it is likely that the failure of Mpller-Plesset perturbation theory arises from a 
poor zero-order (HF) wavefunction, and so Mpller-Plesset theory is inherently 
unreliable, even if performed to high orders, due to the perturbation to the zero- 
order wavefunction not being small.
By contrast to Mpller-Plesset theory, all the coupled-cluster methods perform 
impressively, giving almost quantitative agreement with experiment. Our CC
Table 3.2: Structural and energetic data for the partial optimisation of ferrocene using 
a variety of different methods. The number in brackets after the CC methods indicates 
the core size used for these calculations (table 3.1). rpex  is the metal to ring-centroid 
distance, and is defined in figure 3.5. The diagnostic is given for the optimised 
coupled-cluster wavefunctions. a) The experimental geometry is that of Haaland et 
a/.134 The numbers in parentheses are the errors in the last digit of the quantity.
Method TFeX  /
A
Energy/
Hartree Diag
HF 1.846 -1646.4650849 -
MP2 1.461 -1648.6564538 -
MP3 1.774 -1648.4979866 -
MP4(sdq) 1.371 -1648.8378066 -
CCD(C5) 1.656 -1648.1219902 -
CCSD(C5) 1.642 -1648.1774856 0.0459
CCSD(T)(C5) 1.631 -1648.2749342 0.0458
VWN 1.576 -1644.6464319 -
BP86 1.635 -1650.8048139 -
PW91 1.629 -1650.5309794 -
BLYP 1.671 -1650.4250387 -
B3LYP 1.668 -1650.1908958 -
PBE 1.632 -1650.0957223 -
PBEO 1.636 -1650.0972345 -
B97 1.662 -1650.3024793 -
B97R 1.664 -1650.3234974 -
Expta 1.661(5) - -
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Figure 3.5: The location of the geometric variables for ferrocene in the D$h point group.
#  Iron
•  Carbon 
Hydrogen
data also agree well with the previous studies of Koch et al.66 and Coriani et al.,67 
with the metal-ring centroid distances agreeing to within three one-hundredths of 
an Angstrom, when like methods are compared. This range of values is compara­
ble with the error in the gas-phase electron diffraction structure of Haaland.134 It 
is noticeable that the CCSD and CCSD(T) 3f\ diagnostic values are significantly 
above the limit of 0.02 as set out by Lee and Taylor,10 as noted by previous 
workers.63 This is discussed further in section 3.3.3.
By contrast to the HF and MP2 methods, density functional approaches per­
form remarkably well. The local density method underestimates the metal-ring 
distance, as might be expected, but the use of gradient corrected functionals 
improves the geometry such that the performance, as measured by the RMS 
structural difference, is as good as the coupled-cluster methods (figure 3.6).
3.3 .2  T h e effects o f  core size on th e cou p led -clu ster cal­
cu la tion s
The effect of the core size used in the coupled-cluster expansion was investigated 
by optimising the metal-ring distance at the CCSD level with a variety of core 
sizes (table 3.1). For these calculations the rings were fixed in a planar HF opti­
mised orientation. The difference between the Hartree-Fock and the experimental
zFeXH
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geometry for the rings is not large, and we do not anticipate that the use of the 
former will make much difference to the core size analysis. The structural (ri) 
and energetic data are collected in table 3.4, together with the ^  diagnostics, 
and figure 3.7 presents the rq and data graphically. Prom figure 3.7 it can be 
seen that after inclusion of the 3s and 3p orbitals on iron in the correlation treat­
ment (i.e. moving from core 5 to core 4), reducing the core size further makes 
increasingly smaller differences to the optimised metal-ring distance; removal of 
the 2s and 2p iron electrons from the core (i.e. core 3 to core 2) makes less than 
a one thousandth of an Angstrom difference to r\. There is a good correlation 
between the «^ i diagnostic and the number of correlated electrons (R2 = 0.82). 
This trend can be explained by considering orbital relaxation. The diagnostic 
(equation 1.110) is normalised by the number of electrons included in the correla­
tion treatment. As more core orbitals are included that do not require significant 
relaxation, the size of the diagnostic is reduced.
Upon consideration of the data, I have chosen core 3 as the standard for fur-
Table 3.3: Structural and energetic data from the full optimisation of ferrocene using a 
variety of different methods. The number in brackets after the CC methods indicates 
the core size used for these calculations (table 3.1). The lengths and angles are defined in 
figure 3.5. The £F\ diagnostic is given for the optimised coupled-cluster wavefunctions. 
a) The experimental geometry is that of Haaland et a/.134 The numbers in parentheses 
are the errors in the last digit of the quantity.
Method TFeX  /
A
rx c  /  
A
rxH /
A
ZFeXH
O
Energy/
H Diag
HF 1.857 1.200 2.279 89.87 -1646.4788773 -
MP2 1.459 1.226 2.315 89.76 -1648.6597826 -
MP3 1.782 1.208 2.295 89.49 -1648.5041542 -
MP4(sdq) 1.392 1.243 2.336 90.68 -1648.7510309 -
CCD(C5) 1.666 1.212 2.300 89.34 -1648.1262630 -
CCSD(C5) 1.649 1.215 2.305 89.63 -1648.1811205 0.0459
CCSD(T)(C5) 1.636 1.221 2.313 89.68 -1648.2774267 0.0462
VWN 1.583 1.215 2.315 89.55 -1644.6487685 -
BP86 1.637 1.224 2.322 89.78 -1650.8067529 -
PW91 1.632 1.223 2.318 89.77 -1650.5322859 -
BLYP 1.673 1.227 2.323 89.92 -1650.4273940 -
B3LYP 1.676 1.215 2.305 89.73 -1650.1947116 -
PBE 1.634 1.224 2.320 89.76 -1650.0968351 -
PBEO 1.645 1.212 2.300 89.57 -1650.1019112 -
B97 1.667 1.219 2.309 89.70 -1650.3054835 -
B97R 1.669 2.218 2.308 89.68 -1650.3264995 -
Expta 1.661(5) 1.225(2) 2.328(8) 88.25(6) - -
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3.3.3 Kohn-Sham-based coupled-cluster calculations
Figure 3.6: The RMS% difference (equation 3.1) between the theoretical and exper­
imental structures for ferrocence. The left hand side considers just the metal-ring 
centroid distance for each method used. The purple bars indicate the result if only 
the metal-ring distance is optimised and the cyclopentadienyl rings are held in their 
experimental geometry, while the green bars result from full optimisation, although 
only the metal-ring distance is used to calculate the bar length. The right hand side 
considers the RMS% difference taking into account the entire structure.
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ther coupled-cluster calculations, as it best balances accuracy with computational 
speed. With this core 86 electrons are correlated, including all of the ligand-based 
electrons.
3 .3 .3  K ohn-Sham -based  coup led -cluster calcu lations
We have chosen a subset of four functionals from those given in table 3.3 in order 
to generate the KS reference from which to perform a coupled-cluster expansion; 
these are BP86, BLYP, PBE and B3LYP. These were chosen not only because of 
their common use and general applicability to a wide variety of chemical systems, 
but also because they include examples of pure (BP86, BLYP), hybrid (B3LYP) 
and non-parameterised (PBE) functionals.
108
3.3.3 Kohn-Sham-based coupled-cluster calculations
Table 3.4: Optimised metal ring-centroid distances, energies and S?\ diagnostics for 
ferrocene using CCSD, with a variety of different core sizes. The core sizes are defined 
in table 3.1.
Core T'FeX / E /
A Hartree Diag
1 1.6601 -1648.6128631 0.0352
2 1.6601 -1648.5759304 0.0356
3 1.6610 -1648.4883622 0.0373
4 1.6627 -1648.4600008 0.0426
5 1.6583 -1648.1774999 0.0407
Full geometry optimisations were performed, using CCD, CCSD and CCSD(T) 
from our chosen KS reference functions. For each optimised structure the di­
agnostic was calculated. The results of these calculations are given in table 3.5 
and figure 3.8, together with the results from coupled-cluster from a HF refer­
ence for comparison. Figure 3.8a shows the RMS% value for the whole structure 
(equation 3.1), while figure 3.8b considers only the metal-ring distance from the 
full geometry optimisation.
The results of the full geometry optimisations of ferrocene with coupled-cluster 
methods shown in figure 3.8 suggest that CCD from a HF reference reproduces 
experimental results slightly better than CCSD or CCSD(T) if just the metal- 
ring distance is considered (figure 3.8b), but CCSD performs slightly better if the 
entire structure is considered (figure 3.8a). The figures also show tha t the results 
of coupled-cluster from a KS reference are in all cases slightly worse than HF if 
equivalent methods are compared. However, all methods give results which are 
very close to experiment, and it could be argued that the differences between all 
of the geometries presented in table 3.5 are negligible. Indeed, a striking feature 
of figure 3.8a is how little difference in overall performance there is between the 
15 methods employed - less than 0.3 separates the smallest RMS % difference 
from the largest.
Consideration of the diagnostic (table 3.5) gives insight into the benefit of 
using a KS reference instead of the normal HF reference. Although the structural 
differences from experiment are very small independent of reference and method, 
a much smaller diagnostic is observed for the coupled-cluster wavefunction 
from a KS reference. Two conclusions can be drawn from this. First, it is 
confirmed that the ^  diagnostics from the HF-based calculations do not give a 
true indication of the multiconfigurational character in the wavefunctions, since
109
3.3.4 Comparison of the HF and B3LYP valence molecular orbitals
Figure 3.7: The effect of the number of correlated electrons on the metal-ring centroid 
distance (ri) and diagnostic in ferrocene. The numbers next to the points on the 
graph are the core size numbers (table 3.1).
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KS-CC is also an inherently single configurational method and gives acceptable 
^  diagnostics. Second, if the large ^  from a HF coupled-cluster calculation is 
mainly a result of orbital relaxation due to the poor reference function, and for 
KS-CC these large singles amplitudes are not necessary to improve the reference 
(giving a much smaller ^  diagnostic value), then the KS reference is a better 
description of the MO structure. In order to probe this further I now turn to a 
comparison of the HF and B3LYP MOs, the latter being chosen because of the 
exceptionally low (0.0075) ^  diagnostics in the coupled-cluster calculations.
3.3.4 Comparison of the HF and B3LYP valence molecu­
lar orbitals
Figure 3.9 shows the relationship between the HF molecular orbitals and the 
B3LYP orbitals at the experimentally observed geometry. It can immediately be 
seen that the molecular orbital ordering is very different, in both the occupied and
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3.3.4 Comparison of the HF and B3LYP valence molecular orbitals
Table 3.5: Structural and energetic data for ferrocene using coupled-cluster methods 
from a variety of different reference functions. The definition of the lengths and angles 
are given in figure 3.5. The diagnostic is given for the optimised coupled-cluster 
wavefunctions. a) The experimental geometry is that of Haaland et a/.134 The numbers 
in parenthesis are the errors in the last digit of the quantity.
Method TFeX
/ A
rx c
/ A
rxH
/ A
ZFeXH
/ °
Energy 
/  Hartree
f t
Diag
HF-CCD 1.666 1.210 2.298 89.36 -1648.4348611 -
HF-CCSD 1.653 1.214 2.302 89.64 -1648.4913249 0.0378
HF-CCSD(T) 1.638 1.220 2.310 89.69 -1648.5966507 0.0381
BP86-CCD 1.636 1.212 2.299 89.51 -1648.4123994 -
BP86-CCSD 1.644 1.213 2.300 89.50 -1648.4575438 0.0127
BP86-CCSD(T) 1.636 1.220 2.311 89.67 -1648.5987452 0.0126
BLYP-CCD 1.636 1.212 2.299 89.51 -1648.4123994 -
BLYP-CCSD 1.644 1.213 2.300 89.50 -1648.4565704 0.0135
BLYP-CCSD(T) 1.636 1.220 2.311 89.67 -1648.5976545 0.0135
B3LYP-CCD 1.649 1.213 2.300 89.52 -1648.4462491 -
B3LYP-CCSD 1.649 1.213 2.301 89.52 -1648.4646120 0.0075
B3LYP-CCSD (T) 1.633 1.220 2.310 89.66 -1648.5970890 0.0075
PBE-CCD 1.634 1.213 2.300 89.54 -1648.4192081 -
PBE-CCSD 1.644 1.213 2.300 89.50 -1648.4575856 0.0129
PBE-CCSD(T) 1.636 1.220 2.311 89.66 -1648.5986569 0.0128
Experimental0 1.661(5) 1.225(2) 2.328(8) 88.25(6) - -
the virtual levels. The five highest energy occupied molecular orbitals are ordered 
entirely differently, with the HOMO for B3LYP having a strong contribution from 
the 3dxy and 3dx2_y2 orbitals on iron, and the HOMO-1 having essentially 3 d22 
character. For the Hartree-Fock calculation these two molecular orbitals form 
the HOMO-2 and HOMO-4 orbitals respectively, while the HOMO consists of 
metal px/y ring combinations and the HOMO-1 has a strong contribution from 
the 3dX2 and 3dy2 orbitals on iron. The ordering of the virtual orbitals is also 
significantly different. In particular, the LUMO for the B3LYP calculation has a 
strong contribution from the iron 3dX2 and 3dy2 orbitals, while this orbital in the 
Hartree-Fock calculation is significantly destabilised, forming the LUMO+6.
The generally accepted MO structure of metallocenes,136 and other transition 
metal sandwich molecules,137-139 is much closer to the B3LYP results than it is to 
the HF orbitals. Ligand field arguments and experiment (especially photoelectron 
spectroscopy) suggest that the HOMO of ferrocene is the largely non-bonding Fe 
3d22-based orbital, while the HOMO-1 is a degenerate pair of Fe 3dxy x2_y2-based 
orbitals which are ^-back-bonding with the carbocyclic ligands. These three or-
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3.3.4 Comparison of the HF and B3LYP valence molecular orbitals
Figure 3.8: The RMS% difference (equation 3.1) between the theoretical and experi­
mental structures for CCD, CCSD and CCSD(T) from each reference functional. The 
left hand side considers the entire structure, while the right hand side considers only 
the metal-ring centroid distance.
1.4 1.3 1.2 1.1
RMS% difference 
from experiment
Method
PBE-CCSD(T)-C3
PBE-CCSD-C3
PBE-CCD-C3
B3LYP-CCSD(T)-C3
B3LYP-CCSD-C3
B3LYP-CCD-C3
BLYP-CCSD(T)-C3
BLYP-CCSD-C3
BLYP-CCD-C3
BP86-CCSD(T)-C3
BP86P-CCSD-C3
BP86-CCD-C3
HF-CCSD(T)-C3
HF-CCSD-C3
HF-CCD-C3 d
1.0 0.0 0.5 1.0 1.5 2.0
RMS% difference of r, 
from experiment
bitals contain the six Fe-based electrons expected for an Fe(II) system. The 
LUMO is anticipated to be the Fe 3dX2 yz-based metal-ring n* orbitals. This de­
scription is close to the B3LYP molecular orbital structure, but is rather different 
from the ordering of the HF orbitals.
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3.3.4 Comparison of the HF and B3LYP valence molecular orbitals
Figure 3.9: Correlation diagram showing the relative ordering of B3LYP orbitals and 
HF orbitals for ferrocene. The calculations are performed with the molecule in the 
experimentally observed orientation.134 The colours of the lines indicate the irreducible 
representations of the molecular orbitals under symmetry. Red - aj, Red dashed 
- aj, blue - e'j, blue dashed - e", green - e'2, green dashed - e2. The lower part of the 
diagram shows the occupied orbitals, and the virtual levels are shown in the upper 
diagram. The spacial representations of the MOs are all from the HF reference, and 
show 0.05 isosurface, except for the LUMO which shows 0.035 isosurface. The orbital 
plots were generated using MOLDEN.135
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3.4 Results and Discussion - Fe(CO)rj
3.4 R esults and D iscussion  - Fe(C O )5
3.4 .1  E valuation  o f  th e  perform ance o f a b  i n i t i o  and D F T  
m eth od o logy
The structure of Fe(C0)5 was fully optimised using the same set of ab initio 
methods and density functionals as used for ferrocene, using the Ahlrichs basis 
sets as described in section 3.2. The optimised parameters are given in table 
3.6, while the geometric variables are defined in figure 3.10. Figure 3.11 gives 
the RMS% differences of the theoretical structures from the two experimental 
structure refinements as calculated with equation 3.1.
Consideration of the minimum energy structures from each method, both nu­
merically (table 3.6) and graphically (figure 3.11) reveals similar trends to those 
observed for ferrocene. HF gives a very long axial M-C bond length, but an equa­
torial M-C bond which is in much better agreement with experiment. In contrast, 
MP2 gives an axial M-C bond which is «  0.13 A  too short, and equatorial bonds 
which are «  0.08 A  too short. MP3 gives the poorest performance for the axial 
M-C bond, but more reasonable equatorial bonds. It seems that the MP series for 
the axial bond is even more divergent than for the metal-ring centroid distance in 
ferrocene, where MP3 performed slightly better than MP2. An MP4(sqd) struc-
Figure 3.10: The location of the geometric variables for Fe(CO)s in the D^h point 
group.
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3.4.1 Evaluation of the performance of ab in itio  and DFT
methodology
Table 3.6: Structural and energetic data for iron pentacarbonyl using a variety of differ­
ent methods. The number in brackets after the CC methods indicates the core size used 
for these calculations (table 3.1). The definition of the lengths is given in figure 3.10. 
The ?7\ diagnostic is given for the optimised coupled-cluster wavefunctions. a) The 
experimental geometries are those of a) Beagley and Schmidling98 and b) McClelland 
et al. (best model).101
Method r FeCax
/ A
T'FeOax
/ A
r FeCeq
/ A
r FeOeq
/  A
Energy 
/  Hartree Diag
HF 2.049 3.155 1.852 2.970 -1825.43808178 -
MP2 1.682 2.851 1.767 2.924 -1828.06986992 -
MP3 2.426 2.546 1.792 2.930 -1827.47720197 -
CCD(C5) 1.812 2.949 1.795 2.935 -1827.29537112 -
CCSD(C5) 1.832 2.972 1.800 2.945 -1827.35318395 0.0399
CCSD(T)(C5) 1.813 2.962 1.802 2.954 -1827.47004745 0.0397
VWN 1.770 2.920 1.762 2.913 -1823.32522108 -
BP86 1.808 2.965 1.798 2.958 -1830.32947059 -
PW91 1.805 2.960 1.795 2.953 -1830.01659183 -
BLYP 1.830 2.987 1.820 2.981 -1830.05434762 -
B3LYP 1.827 2.969 1.809 2.955 -1829.65686216 -
PBE 1.807 2.964 1.797 2.956 -1829.52687962 -
PBEO 1.807 2.946 1.788 2.931 -1829.41619278 -
B97 1.819 2.963 1.802 2.950 -1829.71273837 -
B97R 1.820 2.963 1.802 2.949 -1829.75170137 -
B3LYP-CCD(C5) 1.821 2.960 1.796 2.939 -1827.30143204 -
B3LYP-CCSD(C5) 1.821 2.959 1.795 2.937 -1827.31721685 0.0106
B3LYP-CCSD(T)(C5) 1.818 2.967 1.805 2.958 -1827.46543944 0.0106
CCD(C3) 1.815 2.951 1.798 2.937 -1827.59558934 -
CCSD(C3) 1.835 2.973 1.801 2.945 -1827.65478664 0.0332
CCSD(T)(C3) 1.811 2.959 1.800 2.952 -1827.78263309 0.0329
B3LYP-CCD(C3) 1.824 2.961 1.798 2.940 -1827.60572666 -
B3LYP-CCSD(C3) 1.824 2.961 1.796 2.938 -1827.62558084 0.0088
B3LYP-CCSD(T)(C3) 1.819 2.967 1.805 2.957 -1827.78784446 0.0088
Experimental0 1.807 2.959 1.827 2.979 - -
Experimental^ 1.813 2.969 1.845 2.988 - -
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3.4.1 Evaluation of the performance of ab initio and DFT
methodology
Figure 3.11: The RMS% difference (equation 3.1) for the optimised structures of 
Fe(CO)5 with a variety of density functionals and ab initio methods. The red bars 
(darker) are relative to the structure of Beagley and Schmidling,98 while the blue 
(lighter) bars are relative to the structure of McClelland et a/.101
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ture could not even be converged, confirming the unstable nature of MP methods 
with this system.
The carbonyl bond lengths show much less difference from experiment than 
the axial M-C bond. This indicates that the more poorly correlated methods are 
fairly robust for the treatment of the carbonyl bonding. This is supported by the 
observation that a longer C -0 bond is observed for the carbonyl ligand which is 
more tightly bound to the metal (i.e. has a shorter bond), compared with the 
carbonyl ligands bound to the alternative sites. This is due to the back-bonding 
pushing electron density into the C -0 antibonding orbital, as described in section 
3.1.2.
The density functional methods all give much better agreement with experi­
ment than HF and the MP methods, with VWN being the poorest, as expected, 
since it is not gradient corrected. By a short margin, B3LYP gives the best agree­
ment with experiment. As for ferrocene, it is a surprise that the B97 and B97r 
functionals perform as well as the other functionals used, given that they are not 
refined for the energy of the system, but for magnetic shielding constants.
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3.4.1 Evaluation of the performance of ab in itio  and DFT
methodology
The coupled-cluster methods also show very good agreement with experiment; 
in fact, of all the methods used, CCSD(T) gives the best agreement with the 
structure of McClelland et a/..101 The 8F\ diagnostic from the CC methods is 
found to be very large, 0.0397 for CCSD(T). This is taken to indicate that the 
reference is poor, rather than that the system is significantly multiconfigurational, 
as is also suggested by the poor HF structure.
Two conclusions can be drawn from the theoretically predicted minimum en­
ergy structures. Firstly, the agreement is generally better with the structural 
determination of McClelland et al.101 for all the methods except HF and MP3, 
which have already been demonstrated as unreliable. This suggests that the struc­
ture of McClelland et al. is better than that of Beagley and Schmidling,98 which 
is as expected from the fact that the former optimised both the axial and equato­
rial carbonyl distances individually rather than assuming them to be the same, as 
in the refinement model of the latter. Secondly, although all the methods (with 
the exception of HF, MP2, MP3 and VWN) give generally good agreement with 
experiment, they give an axial M-C bond that is longer than the equatorial M-C 
bond, by 0.01-0.034 A ,  while the experimental structure of McClelland et al.101 
indicates that this should be the shorter metal-ligand bond, by 0.032 A .  MP2 is 
the only method found to give a shorter axial bond, but the effect is exaggerated 
(0.078 A  shorter) and this method also fails to give a sensible structure for the 
rest of the molecule.
In an attem pt to improve the minimum energy structures from the CC cal­
culations, the core size was reduced from size 5 to size 3 (see table 3.1). This 
reduced core includes only the Is, 2s and 2p orbitals on iron, rather than the 
Is orbitals on carbon and oxygen, and ls-3p orbitals on iron. These structures 
are given in table 3.6, and the RMS% difference for all the CC methods is given 
in figure 3.12. The smaller core makes only small differences to the geometry, 
the largest difference made to any single variable is three one-thousandths of an 
Angstrom.
From this I conclude that with the basis sets used, the core size makes no real 
extra improvement to the structure. The only slight improvement that is observed 
is the reduction in ^  diagnostics (from 0.0397 to 0.0329 with CCSD(T)). This 
indicates that the Is ligand and 3s and 3p metal orbitals do not require as signif­
icant orbital relaxation as the valence orbitals, so they dilute the diagnostic, 
because it is normalised by the number of electrons correlated.
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3.4.2 KS-based Coupled-Cluster Calculations
Figure 3.12: The RMS% difference (equation 3.1) for the optimised structures of 
Fe(CO)5 from coupled-cluster calculations using both cores 3 and 5 (see table 3.1) 
and from both HF and B3LYP reference functionals. The red bars (darker) are relative 
to the structure of Beagley and Schmidling,98 while the blue (lighter) bars are relative 
to the structure of McClelland et al.101
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3.4 .2  K S-based  C oup led-C luster C alcu lations
The structure of Fe(CO)5 was fully optimised using KS-CC calculations with 
B3LYP to generate the reference, because this method gave the smallest di­
agnostic for the CC calculations on ferrocene. The calculations were performed 
with both core sizes 3 and 5 to gauge any effect of core size on the structure. The 
results of these calculations are given numerically in table 3.6 and graphically by 
RMS% difference in figure 3.12.
From figure 3.12 it is easy to draw the conclusion that using B3LYP as a 
reference makes little difference to the minimum energy structures given by the 
CC calculation; certainly no improvement to the structure is observed. It is noted 
that all the CC methodologies fall within the range 0.7 - 1.3 RMS% difference 
from the structure of McClelland et a/.,101 and in an even closer range from the 
structure of Beagley and Schmidling,98 1.1 - 1.6. Equivalent levels of CC give 
structures which agree to 0.2 RMS% difference depending upon core size and 
reference. One conclusion from these observations is that CC is insensitive to the 
reference chosen, and for this system, also to the core size. The latter suggests
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3.4.3 Comparison of the HF and B3LYP valence molecular orbitals
that much of the correlation occurs within the valence orbitals, or that the basis 
set used is not effective at correlating the core orbitals.
One improvement of KS-CC over HF-CC is the size of the ^  diagnostic. This 
has been reduced substantially with B3LYP as the reference, and then again 
slightly when using the smaller core; the smallest value (0.0088) was obtained 
with B3LYP-CCSD and B3LYP-CCSD(T). This indicates that B3LYP is a better 
reference functional than that generated with HF, and that less orbital relaxation 
in the form of single excitations is necessary in the calculation, resulting in the 
smaller ^  diagnostic.
Although all of the theoretical structures are in good agreement with the 
structures determined experimentally, they all predict the equatorial M-C bond to 
be shorter and most the axial bond longer than those determined experimentally, 
although in some cases this difference is as small as a few thousandths of an 
Angstrom. This results in the axial bond being longer than the equatorial bond 
in all cases where the method gives a sensible structure, and suggests that all the 
methods used favour binding to the equatorial environment over the axial in some 
way. The difference between the axial and equatorial M-C bond lengths (Aax_e(?) 
is summarised in figure 3.13, along with the difference from the two experimental 
determinations. The data from HF, MP2 and MP3 are not shown because the 
structures are not considered to be sensible. The best agreements for Aax_e<7 are 
seen for VWN, PBE and CCSD(T) in rank order. The general structure from 
VWN is however not as good as that from PBE or CCSD(T). A reduction of 0.04 
A in A ax_eg would be required to match the experimental results of McClelland 
et al..101
3.4.3 Comparison of the HF and B3LYP valence molecu­
lar orbitals
Figure 3.14 shows the correlation between the HF and B3LYP MOs at the experi­
mentally determined geometry of McClelland et al.101 The HOMO-LUMO gap is 
larger for HF than B3LYP, as expected, due to the failure of the orbitals from den­
sity functional theory to obey Koopmans’ theorem. Unlike for ferrocene, the HF 
structure of Fe(CO)s is fairly sensible, and does not show significant reordering 
of the MOs when compared with the B3LYP orbitals.
The only reordering that occurs for the occupied levels is the 3 d 22 based 
orbital which is slightly less stable in the HF description. The virtual orbitals 
show a slightly greater re-ordering; this does not change the LUMO, which is 
still 7r-back-bonding in character, however, the LUMO+1 for HF (which is 3 d22
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3.4.3 Comparison of the HF and B3LYP valence molecular orbitals
Figure 3.13: The difference between the axial and equatorial metal carbon bond lengths 
(Aax-eq) for all the methods investigated in this study. The values are shown for the 
experimental determinations of Beagley and Schmidling98 and McClelland et a/.101
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based), becomes the LUMO+7 for B3LYP, while the LUMO+4 for B3LYP (also 
3d22 based), correlates with the LUMO-l-7 in the HF description. If the 
diagnostic is only large for HF-based CC due to orbital relaxation effects, then it 
seems strange that the HF-CC diagnostic for Fe(CO)s is larger that that for 
ferrocene, despite the apparently largely correct ordering of the MOs for Fe(CO)5. 
Given the significantly greater re-ordering necessary to correlate the B3LYP and 
HF orbitals for ferrocene, one might expect this reordering to require more orbital 
relaxation, which should result in a larger ^  diagnostic. It seems unlikely that 
the 3 d22 based orbitals can account for the entirety of the re-ordering effect and 
the large ^  value for Fe(CO)5 . It seems more likely that the orbital relaxation 
in Fe(CO)5 affects a lot of orbitals approximately equally (while treating the 3 d22 
based orbitals differently), so that only minor reordering is observed.
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3.4.3 Comparison of the HF and B3LYP valence molecular orbitals
Figure 3.14: Correlation diagram showing the relative ordering of B3LYP orbitals and 
HF orbitals at the geometry of McClelland et a/..101 All the MO plots are from the 
B3LYP calculation irrespective of their position on the diagram. The red lines indicate 
orbitals of a\, symmetry, the red-dashed lies of a2, blue lines of e', blue-dashed of e" 
and green lines of a2 symmetry. The spacial representations of the MOs are all from 
the HF reference, and show 0.05 isosurface, except for the HF LUMO+1 which shows 
0.035 isosurface. The orbital plots were generated using MOLDEN.135
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3.4.4 The variation of geometry with basis set
3.4.4 The variation of geom etry w ith basis set
All the methods used up to this point (with the exception of HF, MP2, MP3 
and VWN) give good structures for Fe(CO)s. However, despite these good agree­
ments, typically to within a few hundredths of an Angstrom, all the theoretical 
structures have a longer axial than equatorial metal-carbon bond length. It might 
be valid to question the accuracy of the electron diffraction structure determi­
nation. However, this issue has already been addressed by McClelland et a/.,101 
who have recalculated the molecular structure from a new x-ray experiment with 
this particular problem in mind. Their refinement model also included the ef­
fects of rotational distortion and multiple scattering, in an attem pt to clarify the 
question of which of the environments has the longer metal-carbon bond. They 
claim that the chance tha t the axial M-C bond is longer than the equatorial is 
“utterly negligible” for their preferred model structure,101 the results from which 
are used in the present study. This structure gives the axial M-C bond length 
to be shorter than the equatorial by 0.032 A, even shorter than that determined 
by Beagley and Schmidling.98 It seems that the theoretical structures must be 
at fault, although it should be remembered that the theoretical structures are 
very good and tha t the discrepancy being investigated is very small. This section 
attem pts to gauge the effect of basis set size on calculated structures.
Tables 3.7 and 3.8 give the results from PBE, B3LYP and CCSD (core 5) 
calculations using basis sets of the style 6-31G(a:), 6-31+G(:r), 6-311G(a;) and 
6-311+G(:r) respectively,d where x are polarisation functions. Figure 3.15 shows 
the variation of the RMS% difference from the structure of McClelland et al 
and the variation in the difference between the axial and equatorial metal-carbon 
bond lengths (Aax_e9) with the number of basis functions.
The trends for the Pople style basis sets are divided into double and triple-^ 
and polarised and un-polarised groups to aid analysis. The trends for the RMS% 
difference in figure 3.15 show a general decrease with increasing basis set size. 
B3LYP is consistently slightly better than PBE, while CCSD performs better 
than PBE, but worse than B3LYP. The triple-^ basis sets perform better than 
the double-^ equivalents when few polarisation functions are included, but with 
larger basis sets, this difference is smaller, especially with B3LYP. The large step 
in the plot between the 3d and 2df bases suggests that the extra d-function is 
preferable to an f-function; with 3df polarisation functions added, the result is 
approximately as good as 2df. When diffuse functions are present, this trend is
dFor the CCSD calculations, the largest basis set usable before system resources were ex­
hausted was 6-311G(2d)
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Table 3.7: The effect of basis set on the structure of iron pentacarbonyl using double-^ 
Pople style basis sets, and a variety of different method. The geometric variables are 
defined in figure 3.10.
No. I'FeCax r FeOax rF eC eq T'FeOeq Energy
Basis Set Functs / A /  A / A / A /H Diag
6-31G A 119 1.8121 1.1654 1.7945 1.1697 -1830.0889439 -
6-31+G B 172 1.8223 1.1657 1.8106 1.1698 -1830.1484817 -
6-3lG(d) C 186 1.8129 1.1474 1.7994 1.1514 -1830.3201555 -
6-31+G(d) D 239 1.8280 1.1478 1.8187 1.1518 -1830.3722140 -
6-3lG(2d) E 253 1.8116 1.1411 1.8002 1.1452 -1830.3702999 -
to
CO 6-31+G(2d) F 306 1.8226 1.1406 1.8167 1.1447 -1830.4128630 -
6-3lG(3d) G 320 1.8200 1.1413 1.8122 1.1452 -1830.4001172 -
6-31G(2df) H 332 1.8106 1.1407 1.7997 1.1446 -1830.3882018 -
6-31+G(3d) I 373 1.8221 1.1420 1.8155 1.1459 -1830.4168143 -
6-31+G(2df) J 385 1.8214 1.1404 1.8161 1.1444 -1830.4284253 -
6-3lG(3df) K 399 1.8173 1.1401 1.8102 1.1439 -1830.4175623 -
6-31+G(3df) L 452 1.8188 1.1411 1.8132 1.1448 -1830.4331925 -
6-31G A 119 1.7948 1.1806 1.7855 1.1839 -1829.3313009 -
6-31+G B 172 1.8042 1.1808 1.7994 1.1838 -1829.3895081 -
6-3lG(d) C 186 1.7947 1.1615 1.7882 1.1647 -1829.5409253 -
6-31+G(d) D 239 1.8078 1.1620 1.8050 1.1648 -1829.5922432 -
6-3lG(2d) E 253 1.7943 1.1557 1.7889 1.1589 -1829.5883232 -
TJ 6-31+G(2d) F 306 1.8033 1.1553 1.8036 1.1583 -1829.6296193 -to
M 6-3lG(3d) G 320 1.8015 1.1558 1.7998 1.1585 -1829.6171164 -6-3lG(2df) H 332 1.7930 1.1553 1.7878 1.1584 -1829.6047050 -
6-31+G(3d) I 373 1.8029 1.1566 1.8028 1.1593 -1829.6343311 -
6-31+G(2df) J 385 1.8020 1.1551 1.8024 1.1580 -1829.6438662 -
6-3lG(3df) K 399 1.7989 1.1546 1.7976 1.1573 -1829.6328489 -
6-31+G(3df) L 452 1.7998 1.1558 1.8004 1.1583 -1829.6491522 -
6-31G A 119 1.8457 1.1675 1.8139 1.1740 -1826.8538167 0.0466
OO
6-31+G B 172 1.8604 1.1691 1.8334 1.1750 -1826.9575869 0.0464
6-3lG(d) C 186 1.8207 1.1465 1.7973 1.1517 -1827.6565094 0.0411
C/D
O 6-31+G(d) D 239 1.8404 1.1481 1.8206 1.1530 -1827.7377084 0.0416
6-3lG(2d) E 253 1.8206 1.1380 1.7999 1.1430 -1827.8778311 0.0396
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Table 3.8: The effect of basis set on the structure of iron pentacarbonyl using triple-^ 
Pople style basis sets and a variety of different method. The geometric variables are 
defined in figure 3.10.
No. r  FeCax r FeOax r FeCeq r FeOeq Energy
Basis Set Functs /A /A /A /  A /H Diag
6-311G M 169 1.8173 1.1615 1.7980 1.1658 -1830.3441563 -
6-311+G N 221 1.8233 1.1609 1.8144 1.1652 -1830.3848796 -
6-311G(d) 0 226 1.8189 1.1388 1.8044 1.1428 -1830.5763250 -
6-311+G(d) P 278 1.8278 1.1389 1.8209 1.1430 -1830.6091858 -
6-311G(2d) Q 283 1.8245 1.1373 1.8120 1.1413 -1830.6055697 -
w
CO 6-311+G(2d) R 335 1.8301 1.1371 1.8222 1.1411 -1830.6252934 -
6-311G(3d) S 340 1.8267 1.1363 1.8196 1.1401 -1830.6221591 -
6-311G(2df) T 362 1.8216 1.1366 1.8104 1.1405 -1830.6231209 -
6-311+G(3d) U 391 1.8284 1.1368 1.8216 1.1408 -1830.6348764 -
6-311+G(2df) V 414 1.8268 1.1365 1.8203 1.1404 -1830.6424812 -
6-311G(3df) w 419 1.8254 1.1357 1.8190 1.1394 -1830.6403505 -
6-311+G(3df) X 471 1.8264 1.1361 1.8203 1.1400 -1830.6524884 -
6-311G M 169 1.7976 1.1772 1.7867 1.1804 -1829.5822291 -
6-311+G N 221 1.8037 1.1765 1.8013 1.1795 -1829.6222204 -
6-311G(d) 0 226 1.7987 1.1537 1.7914 1.1564 -1829.7900223 -
6-311+G(d) P 278 1.8065 1.1538 1.8060 1.1566 -1829.8231711 -
6-311G(2d) Q 283 1.8042 1.1522 1.7988 1.1551 -1829.8176570 -
6-311+G(2d) R 335 1.8077 1.1521 1.8067 1.1549 -1829.8377666 -
CO
M
6-311G(3d) S 340 1.8051 1.1511 1.8046 1.1537 -1829.8335181 -
6-311G(2df) T 362 1.8013 1.1515 1.7972 1.1542 -1829.8338123 -
6-311+G(3d) U 391 1.8063 1.1518 1.8062 1.1546 -1829.8474899 -
6-311+G(2df) V 414 1.8048 1.1513 1.8049 1.1541 -1829.8535985 -
6-311G(3df) W 419 1.8036 1.1505 1.8038 1.1531 -1829.8503407 -
6-311+G(3df) X 471 1.8042 1.1510 1.8048 1.1537 -1829.8636875 -
6-311G M 169 1.8415 1.1626 1.8053 1.1692 -1827.1674976 0.0450
O
O
6-311+G N 2 2 1 1.8521 1.1630 1.8275 1.1692 -1827.2511525 0.0454
6-311G(d) 0 226 1.8248 1.1369 1.7977 1.1421 -1828.0084759 0.0400
m
O 6-311+G(d) P 278 1.8414 1.1375 1.8223 1.1425 -1828.0661297 0.0409
6-311G(2d) Q 283 1.8338 1.1349 1.8102 1.1399 -1828.1687258 0.0395
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Figure 3.15: The variation of the RMS% difference from the structure of McClelland et al. and the variation of the difference between the 
axial and equatorial metal-carbon bond lengths (Aax- eq) with the number of basis functions for 6-31G(a;) and 6-31 lG(a:) (solid lines) and 
6-31+G(:r) and 6-311+G(z) (dashed lines) style Pople basis sets. The double-^ basis sets are shown on the left. These basis sets are defined 
in tables 3.7 and 3.8. The red lines indicate the B3LYP results, the blue lines PBE results and the black lines CCSD.
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3.4.4 The variation of geometry with basis set
significantly less noticable. One general feature indicated by the plots is that the 
basis set saturates quite quickly, certainly by 6-31+G(2d) and 6-311+G(2d).
Although B3LYP gives a structure closer to experiment than PBE, the latter 
gives a slightly negative value of Aax_eg for a number of basis sets (although 
Aax-eq is still slightly too large), while CCSD gives the poorest agreement for 
Aax-eq- If is interesting to note similar trends in the variation of A ax_e<7 with 
basis set size as observed for the RMS% difference plots, especially the saturation 
of Aai_eg with larger basis sets, which suggests that replicating the experimental 
value of Aai_eg is not simply a m atter of using a large enough basis set.
Table 3.9 gives the optimised structures from PBE and B3LYP using the 6- 
311+G(2df) basis set on iron and Dunning’s correlation consistent basis sets on 
carbon and oxygen, from cc-pVDZ to cc-pV5Z. The effect of diffuse functions was 
considered for all except the largest. Figure 3.16 gives the variation of RMS% 
difference and Aax_eg with the number of basis functions respectively. These 
calculations indicate again that B3LYP performs slightly better than PBE for 
the RMS% indicator. One curious trend is that the smallest basis set gives 
the smallest RMS% difference, particularly, for PBE. It appears that the use 
of diffuse functions makes a slight improvement, however the main indication 
of these data is that the basis set saturates very quickly. PBE gives a slightly 
better performance for Aox_e<7 than B3LYP (figure 3.16); the best match for 
experiment is with the aug-cc-pVDZ basis, although this value is only slightly 
negative. Larger basis sets appear not to improve the situation, another similarity 
with the Pople style basis sets.
Table 3.10 collects the optimised structures from the geometry optimisations 
using STO basis sets from SZ to QZ4P with ADF, using BLYP and PBE.e Figure 
3.16 gives the variation of the RMS% and Aax_eg values with the number of basis 
functions respectively. The optimised structures indicate that BLYP performs 
better than PBE for the RMS% difference test (figure 3.16). Although the SZ 
basis set is seen to perform very poorly, after the DZ basis is used, saturation 
occurs very quickly, and gives similar RMS% values to those observed for the 
other basis set classes. The Aax_eg value is positive for all the basis sets, and 
again saturates very quickly, such that it appears that it will not be possible to 
replicate the experimental value.
T he inclusion of relativ istic  effects by Persson e t  a l ,93 in the ir study  of Fe(C O )5 
m ade a correction of approxim ately  a h undred th  of an A ngstrom  to  the  ligand
eIt was not possible to use B3LYP, because the ADF package does not support the use of 
this functional for geometry optimisations.
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Table 3.9: The effect of basis set on the structure of iron pentacarbonyl using both 
the B3LYP hybrid density functional and the unparameterised PBE functional with a 
Pople style basis set on iron, and a correlation-consistent Dunning basis set on carbon 
and oxygen. The geometric variables are defined in figure3.10.
Basis Set No.
Functs
r FeCax
/ A
TFeOax
/  A
r FeCeq
/ A
rFeOeg
/ A
Energy
/H
cc-pVDZ Oc 214 1.8294 1.1453 1.8220 1.1492 -1830.4925729
aug-cc-pVDZ P 304 1.8262 1.1448 1.8200 1.1489 -1830.5243348
CO cc-pVTZ 7 374 1.8267 1.1375 1.8204 1.1413 -1830.6546999
COtr1 aug-cc-pVTZ 6 534 1.8266 1.1371 1.8203 1.1410 -1830.6624691
k cc-pVQZ e 624 1.8260 1.1354 1.8194 1.1393 -1830.7010172
aug-cc-pVQZ c 874 1.8265 1.1355 1.8197 1.1394 -1830.7035218
cc-pV5Z e 984 1.8261 1.1354 1.8194 1.1392 -1830.7146595
cc-pVDZ a 214 1.8073 1.1601 1.8066 1.1627 -1829.7114066
aug-cc-pVDZ P 304 1.8049 1.1597 1.8053 1.1625 -1829.7440924
cc-pVTZ 7 374 1.8045 1.1523 1.8048 1.1549 -1829.8655610V
ro aug-cc-pVTZ 8 534 1.8046 1.1520 1.8048 1.1547 -1829.8739441w cc-pVQZ e 624 1.8040 1.1504 1.8039 1.1531 -1829.9134465
aug-cc-pVQZ c 874 1.8043 1.1505 1.8042 1.1533 -1829.9162521
cc-pV5Z 9 984 1.8039 1.1503 1.8039 1.1530 -1829.9284434
Table 3.10: The effect of basis set on the structure of iron pentacarbonyl using BLYP 
and PBE with a basis set of Slater type orbitals. The geometric variables are defined 
in figure 3.10. The binding energy presented is that relative to the atom fragments.
Basis
Set
No
Functs
r FeCax
/  A
r FeOax
/ A
r FeCeq
/ A
r FeOeq
i  A
Energy
/H
SZ 68 1.7227 1.2230 1.6507 1.2265 -3.5923061071
Cd DZ 138 1.8299 1.1752
1.8212 1.1548 -2.7790064893
TZP 232 1.8272 1.1557 1.8244 1.1588 -3.0563150762
*< TZ2P 309 1.8246 1.1516 1.8218 1.1548 -3.0859976112
QZP 518 1.8249 1.1507 1.8232 1.1540 -3.0944629506
SZ 68 1.7085 1.2179 1.6407 1.2209 -3.7119740545
DZ 138 1.8011 1.1735 1.7979 1.1766 -2.9103730102
73tn TZP 232 1.7996 1.1545 1.7955 1.5272 -3.2086277045
M TZ2P 309 1.7961 1.1508 1.7925 1.1535 -3.2378711751
QZP 518 1.7978 1.1501 1.7950 1.1529 -3.2469744213
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Figure 3.16: The variation of the RMS% difference from the structure of McClelland et al. and the difference between the axial and equatorial 
metal-carbon bond lengths (AOI_eq) with the number of basis functions for Dunning’s correlation consistent basis sets with (solid lines) and 
with out diffuse functions (augmentation, dashed lines) and ZORA basis sets of Slater type functions. These basis sets are defined in tables 
3.9 and 3.10. The red lines indicate the B3LYP results, the blue lines PBE results and the purple lines, BLYP results.
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3.4.5 Optimisations at fixed carbonyl bond lengths
axial bond length, causing a slight contraction. These effects were included using 
first order perturbation theory at the CASSCF level. The present study also pre­
dicts the effects of relativity to be small, based on a comparison of the structures 
optimised with the ZORA basis sets compared with those from the other basis 
sets used. The PBE M-C bond lengths from the largest basis set calculation of 
each style provide the best comparison between methods. These structures vary 
by less than a thousandth of an Angstrom for the Pople and Pople/Dunning cal­
culations. The results from the calculations with the ZORA Slater type orbital 
basis differ from the non-relativistic results by approximately 0.007 A, comparable 
with the results of Persson et al.
In summary, the RMS% and Aax_eq values tend to saturate quickly for all the 
basis set classes investigated. Although all the basis set classes can be used to 
give structures tha t are in good agreement with experiment, none of them give a 
Aax-eq value which is negative enough, although in a few cases is was possible to 
at least achieve a (slightly) negative value! These results are in good agreement 
with the results of Buhl et a/., which differ from the PBE results by only a few 
thousandths of an Angstrom.90 Although it is noted that the discrepancy is small, 
it is curious that none of the method/basis set combinations used so far give a 
value of Aax_eq that is too negative, this suggests that the failure, although small 
is a problem with the methods being used, not just the basis set.
3.4.5 Optim isations at fixed carbonyl bond lengths
Of all the calculations that have been performed in past studies, the only two 
that predict the axial M-C bond length to be shorter than the axial are those of 
Liithi at al.64 and Persson et al.,93 using multiconfigurational methods. However 
both of these studies assume the axial and equatorial carbonyl bond lengths to be 
identical. Given the synergic nature of the bonding in Fe(CO)s, what constraint 
does this impose on the M-C bond lengths? Further, is it possible to replicate 
the correct value of Aax_eq by introducing this constraint into the present study?
Table 3.11 gives the partially optimised structures, at fixed, identical carbonyl 
bond lengths using PBE, B3LYP and CCSD (core 5). Figure 3.17 shows the 
variation of bond lengths, A ax_eq and energy with carbonyl bond length.
The variations of the M-C bond lengths are found to be negatively correlated 
to the carbonyl bond length. This is as expected from the discussion of the 
bonding in these complexes, where a stronger, shorter M-C bond results in the 
weakening of the carbonyl bond. Although the variation induced in the length 
of the M-C bond is of the same order of magnitude as Aax_eq, both axial and
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Table 3.11: Partialially optimised geometries for Fe(CO)s at fixed, identical carbonyl 
bond lengths, using CCSD, PBE and B3LYP with the standard Ahlrichs basis set as 
defined in section 3.2. The coupled-cluster calculations used core size 5 (see table 3.1).
r(C-°) r(Fe—0)ax V(Fe — 0 ) e q Energy ^ ax—eq
/A /  A /A /H / A
1.06 1.8148 1.8069 -1829.1230425 0.0079
1.08 1.8124 1.8043 -1829.1716277 0.0081
1.10 1.8101 1.8019 -1829.2166124 0.0082
1.12 1.8080 1.7995 -1829.2296754 0.0085
1.14 1.8060 1.7973 -1829.2422007 0.0087
*0
ro 1.16 1.8042 1.7952 -1829.2455614 0.0090H 1.18 1.8026 1.7932 -1829.2410216 0.0094
1.20 1.8011 1.7914 -1829.2295418 0.0097
1.22 1.7998 1.7897 -1829.2120421 0.0101
1.24 1.7986 1.7881 -1829.1893506 0.0105
1.26 1.7976 1.7866 -1829.1621846 0.0110
1.06 1.8386 1.8215 -1829.5602631 0.0171
1.08 1.8350 1.8182 -1829.6028554 0.0168
1.10 1.8317 1.8151 -1829.6319323 0.0166
1.12 1.8286 1.8121 -1829.6491797 0.0165
CO 1.14 1.8259 1.8094 -1829.6560299 0.0165
GO 1.16 1.8232 1.8067 -1829.6538298 0.0165
l-d 1.18 1.8205 1.8040 -1829.6437484 0.0165
1.20 1.8183 1.8018 -1829.6268104 0.0165
1.22 1.8163 1.7995 -1829.6039385 0.0168
1.24 1.8143 1.7974 -1829.5759591 0.0169
1.26 1.8125 1.7954 -1829.5435947 0.0171
1.06 1.8425 1.8120 -1827.2590927 0.0305
1.08 1.8393 1.8091 -1827.3016650 0.0302
1.10 1.8364 1.8063 -1827.3304208 0.0301
1.12 1.8336 1.8037 -1827.3470496 0.0299
o
o
1.14 1.8311 1.8012 -1827.3530508 0.0299
1.16 1.8288 1.7989 -1827.3497569 0.0299
CO
O 1.18 1.8266 1.7967 -1827.3383572 0.0299
1.20 1.8246 1.7946 -1827.3198928 0.0300
1.22 1.8228 1.7926 -1827.2953165 0.0302
1.24 1.8211 1.7908 -1827.2654614 0.0303
1.26 1.8196 1.7890 -1827.2310752 0.0306
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Figure 3.17: The variation of the M-C bond lengths (solid - axial, dashed - equatorial), 
the difference between these bond lengths and the total energy with carbonyl bond 
length. Red indicates the B3LYP results, black, CCSD and blue, PBE. The B3LYP 
and PBE energies are offset by -1-1829 H, and the CCSD by -1-1827 H.
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equatorial environm ents are affected approxim ately  equally, so A ax_e<7 is fairly 
constant. T he m inim um  in the  energy profiles is a t th e  point expected from the 
full optim isations. T he fact th a t  the  carbonyl bond lengths in th e  fully optim ised 
struc tu res  are v irtually  identical simplifies th is analysis.
T he conclusion from these calculations is th a t a “b e tte r” m atch  w ith  exper­
im ent cannot be induced in to  th e  present study  by fixing th e  carbonyl bond 
lengths a t an arb itrary , sensible distance. It is not clear exactly  w hat effect fixing 
th e  carbonyl bond  lengths has on the  calculations of Liithi e t  a/.,64 or Persson e t  
a l .;93 however, the  effect would appear to  be small, provided th a t  these studies 
tre a t th e  axial and  equatorial environm ents w ithou t bias (as in th e  CC calcula­
tions) in troduced  by th e  choice of th e  active space, which, due to  com putational 
necessity, does no t include all of the  m etal-ligand bonding orbitals.
3.4.6 The treatm ent of multiconfigurational character
M C SC F and  M RCI geom etry optim isations were perform ed w ith  th e  aim  of im­
proving th e  s tru c tu re , specifically w ith the  aim  of calculating an  axial M-C dis­
tance  sh o rter th a n  th e  equatorial. W hile is is appreciated  th a t  th e  CC calcula­
tions are a lready in good agreem ent w ith experim ent, it is hoped th a t  trea ting  
th e  lim ited  m ulticonfigurational natu re  of the  wavefunction m ight m ake the  small 
a lte ra tio n  to  th e  s tru c tu re  th a t  is desired.
Table 3.12: Structural and energetic data for iron pentacarbonyl using a variety of single 
and multi-reference methods. The definition of the lengths is given in figure 3.10. The 
parentheses after the coupled-cluster methods indicates the core size used for those 
calculations. The cores are defined in table 3.1. a) The experimental structures are 
those of a) Beagley and Schmidling98 and b) McClelland et al. (best model).101
Method r FeCax
/ A
r FeOax
/ A
r FeCeq
/  A
T’FeOeq
/  A
Energy 
/  Hartree
HF 2.049 3.155 1.852 2.970 -1825.43808178
MP2 1.686 2.854 1.764 2.921 -1827.56814246
CCD(C3) 1.815 2.951 1.798 2.937 -1827.59558934
CCSD(C3) 1.835 2.973 1.801 2.945 -1827.65478664
CCSD(T)(C3) 1.811 2.959 1.800 2.952 -1827.78263309
MCSCF 1.875 2.988 1.842 2.960 -1825.75596310
MRCI 1.842 2.964 1.820 2.945 -1826.58006857
Experimental0 1.807 2.959 1.827 2.979 -
Experimental6 1.813 2.969 1.845 2.988 -
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Figure 3.18: The RMS% difference (equation 3.1) for the multiconfigurational methods 
used, compared with those from HF and the CC calculations with core 3.
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The optimised structures are given in table 3.12, while the RMS% differences 
are given in figure 3.18. For ease of comparison, the CC and HF results are 
repeated. The inclusion of static correlation with MCSCF can be seen to offer a 
dramatic improvement over the HF results. This can be thought of as a direct 
consequence of the inclusion of much of the orbital relaxation with this method. 
Inspection of the natural orbitals from the calculation indicated that there were 
no orbitals outside the active space with the character of the metal-ligand bonding 
interactions that it had been intended to include in the active space. The lowest 
active orbital was seen to have essentially metal s-character, however, it was 
decided to keep this orbital as active, since removing it caused the cr donating 
all-in-phase a\ orbital to appear in the doubly occupied levels, which it had been 
intended to include as active.
The MRCI calculation makes a further improvement to the structure. Inclu­
sion of single and double excitations, and the estimated Davidson cluster energy, 
gives a structure which is comparable to the CC results with core 3. This struc­
ture has an axial M-C bond some 0.03 A too long and an equatorial bond 0.025 
A too short, thus, again failing to predict the experimental trend that the axial 
environment should be the shorter. The MCSCF wavefunction is found to be 
dominated by a single CSF, with a weight of approximately 85%, with the next 
largest CSF contibuting 1.2%. The MRCI wavefunction is also dominated by 
a single CSF (80%), while the next most significant contribution has a weight 
of 3%. The dominant CSF is the HF configuration in both MCSCF and MRCI 
wavefunctions, however, both methods show some multiconfigurational character, 
with a contribution from lots of low weight CSFs.
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Unfortunately, the complex bonding mechanism exhibited by Fe(CO)s due to 
the synergic nature of the bonding means that a large active space is required 
to treat the system without bias. The active space used in this treatm ent in­
cludes all of the a  bonding and anti-bonding combinations of the ligands with 
the metal, and the most significant 7r combinations. It is larger than that used 
in the studies of Liithi et al.65 and Persson et al.,93 and hopefully deals with all 
the major interactions. Although the study does not include a BSSE correction, 
it is not envisaged that this will have a sufficiently significant effect as to alter 
the optimised structure.
The optimised structures from the MCSCF and MRCI calculations, and es­
pecially the value of A ax- eq when compared to those from the earlier studies of 
Persson et al.93 and Liithi et al.65 suggest that the system is extremely sensi­
tive to the choice of active space, and rather asks the question: “which active 
space is more appropriate” . The past studies get a “better” answer, but the 
present study uses a larger active space, and gets a result of approximately the 
same quality as the CC results. This suggests that a careful interpretation of the 
results is required before drawing any conclusion about which theoretical study 
gives the best results. In other words, it is not inconceivable tha t the previous 
multiconfigurational studies65,93 get the right answer for the wrong reasons.
3.5 Summary and Conclusions
The present study uses both ab initio and density functional methods, especially 
HF and KS-based coupled-cluster theory, to study the electronic and geometric 
structure of both the iconic sandwich molecule ferrocene, and a typical metal- 
carbonyl compound, iron pentacarbonyl. In agreement with previous workers, I 
find that HF theory performs badly for both the geometry and orbital structure 
of both systems. Mpller-Plesset theory also performs poorly, which is perhaps 
not surprising, as it relies on the perturbation to the HF reference wavefunction 
being small.
It is clear from my results and past theoretical WOrk,63,66,67,102 that coupled- 
cluster theory can accommodate a poor reference function to generate good struc­
tures, but at the expense of significant relaxation of the molecular orbitals. The 
3 1 diagnostic from HF based coupled-cluster theory is therefore large. The 
diagnostics from B3LYP-based (and other DFT-based) coupled-cluster calcula­
tions are found to be much smaller, which we attribute to the B3LYP reference
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being much closer to the expected MO structure, i.e. orbital relaxation is less 
significant.
The large 3f\ diagnostics from HF-based coupled-cluster calculations can be 
attributed to the poor reference wavefunction. Since coupled-cluster calculations 
from better references (i.e. KS orbitals) return equally acceptable geometries, yet 
significantly smaller ^  diagnostics, it can be confirmed that neither ferrocene nor 
iron pentacarbonyl are dominated by multiconfigurational wavefunctions. This is 
contrary to what might be concluded if the ^  diagnostic from HF-based coupled- 
cluster theory were used as the sole indicator of multiconfigurational character. 
This is supported by the large HF HOMO-LUMO gaps of approximately 13 eV 
and 12 eV for ferrocene and Fe(CO)s respectively.
For Fe(CO)5 , multiconfigurational calculations indicate that the HF reference 
dominates the wavefunction (accounting for 80%) while the remaining 20% is 
accounted for by many other CSFs, with the largest of these accounting for only 
3% of the wavefunction. The minimum energy structure from this calculation 
is comparable with that from CCSD(T), indicating that this single reference 
method is capable of treating the system accurately, a further indication that 
the multiconfigurational character is not as large as might be construed from the 
HF-CC diagnostic.
The present calculations suggest that the KS-CC approach may be a useful 
tool in situations where single reference behaviour is anticipated, yet the diag­
nostics from regular coupled-cluster theory are high. Under such circumstances 
it is likely that the HF reference is poor, and that regular coupled-cluster expan­
sions result in significant orbital relaxation. Perhaps the KS-CC 8f\ diagnostic 
could be a useful addition to the arsenal of indicators of multireference character, 
because it appears to be less sensitive to the often misleading effects of orbital 
relaxation than the HF-CC diagnostic.
CC and DFT methodologies give good results for the structure of Fe(CO)5 , 
agreeing with the experimental structure to within a few hundredths of an Ang­
strom. However, an exact agreement with the experimental structure is found to 
be particularly difficult to achieve. In fact, all of the single reference methods 
used (except MP2) are found to be in error, giving a longer axial than equatorial 
metal ligand bond lengths. A study of the system with various basis sets up to 6- 
311+G(3df), cc-pV5Z and STO-QZ4P quality finds the molecular structure, and 
Aax-eq to become saturated quite quickly and it is concluded that the problem of 
the longer axial bond cannot be solved by varying the basis set size. The effects 
of the larger basis sets with the CC methodology have not been fully investigated
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because of the limitation on available system resources. It is possible that it is 
necessary to simultaneously use a large basis set, a well correlated method and to 
consider relativistic effects in order to further improve the theoretical structure; 
this is beyond the scope of this study.
Multiconfigurational calculations have been used to probe the effect of the 
small (but not insignificant) contribution to the wavefunction due to multicon­
figurational character. W ith the active space used it is found that the geometry 
is slightly poorer than those calculated using CC methods. It is clear from a 
comparison of this study with earlier studies that the choice of active space can 
make a difference to the structure predicted. More specifically, it appears that a 
smaller active space gives a structure that is in better agreement with experiment 
than that predicted when a larger active space is used. No attem pt was made to 
repeat the calculations with the smaller active spaces used in the previous stud­
ies, because it was not clear exactly which orbitals were included in these active 
spaces. Unfortunately, the bonding mechanism involved in Fe(CO)s results in 
contributions to the orbitals affecting the metal-ligand bonding from all of the 
atoms in the system; i.e. many of the important molecular orbitals have atomic 
contributions from all the atoms of the molecule. This means that a very large 
active space would be required to include all of these orbitals, making such a 
calculation unfeasible.
It is unclear why it is not possible to reproduce the structure of Fe(CO)5  
exactly, particularly the correct value of A ax- eq. It seems most unlikely that 
the experimental structure is in error; however, there may be a slight disparity 
between what is being measured in the experiment and the results of the cal­
culations performed. The electron diffraction experiment involves the expansion 
of gaseous Fe(CO)5  through a nozzle at 300 K.101 This results in a cooling of 
the gas, and decreases the number of collisions between molecules significantly. 
This process effectively removes the mechanism for vibrational relaxation of the 
system, which is through quenching (i.e. collisions between molecules), and as 
such each molecule should have a similar amount of vibrational energy as it had 
at 300 K, before it was expanded. The removal of collisions results in a much 
cleaner electron diffraction pattern, because the measurements are being made 
of species with a fixed partitioning of the vibrational energy between vibrational 
states.
Due to the anharmonic nature of bonds, as higher vibrational states are pop­
ulated the vibrationally averaged bond length (ra) diverges from the equilibrium 
bond length (re), ultimately with the result that the bond can dissociate; even
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the zero-point averaged bond length is slightly different from re. It is the vi- 
brationally averaged structure that is being measured in the electron diffraction 
experiment. However all of the structures calculated in the present study (and in 
the past studies that are considered) are at equilibrium, free from vibrational mo­
tion, which will be slightly different from that measured. An important question 
is the size of this effect at the temperature of the experiment. It is not considered 
to be large, however, the disagreement between the experimental structures, and 
the predicted structures is only small, of the order of a few hundredths of an 
Angstrom! For FeCl2 , the bond length from electron diffraction using a nozzle 
temperature of 981 K is reported to be 2.151 A, while the equilibrium bond length 
from a anharmonic cubic potential is calculated to be 0.023 A shorter, at 2.128
A . 140
Fe(CO )5  has 27 normal vibrational modes. A B3LYP calculation with Gaus­
sian using a 6-31+G(2d) basis set indicates that although the symmetrical stretch 
has a frequency of 2179 cm-1, it also has 4 modes with frequencies under 100 
cm-1, and a further 3 at approximately 100 cm-1. Thus, at 300 K (which cor­
responds to ~  210 cm-1) there should be a significant population of the excited 
states of many of these vibrational modes. It is most certainly not straight­
forward, however, to estimate the effect on the bond lengths in such a system, 
or even if the axial and equatorial environments will undergo the same degree 
of vibrational expansion. With Gaussian, I have calculated the anharmonic vi­
brational frequencies and the resulting zero-point thermally averaged structure. 
This shows an extension of the metal-ligand bonds by approximately 0.7 thou­
sandths of an Angstrom. Unfortunately, Gaussian does not allow the calculation 
of vibrationally averaged structures at specific temperatures.
In the absence of another explanation for the small disparity between the the­
oretical and experimental structures, it is suggested that the effect of vibrational 
averaging should be considered as a possible cause. It is beyond the scope of 
the present study to consider the effect of vibrational averaging quantitatively, 
although I suggest that this effect should be investigated in further attempts to 
improve upon these calculations.
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4.1 Introduction
The first actinide-carbocyclic ligand sandwich compound - bis(cyclooctatetraenyl) 
uranium (U(COT)2, COT=778-C8H8) - was synthesised by Streitwieser and Miiller- 
Westerhoff in 1968,141 and dubbed uranocene due to the structural similarity 
to the metallocenes of the d-block transition metalsa. The synthesis of further 
actinocenes soon followed, with thorocene, by Yoshida and Streitwieser in 1969,142 
and protactinocene by Stark et al. in 1973.143
Thorocene and uranocene were found to have Dgh structures by x-ray analy­
sis,142 however, due to the extreme rarity of protactinium15, a full x-ray diffraction
aThe term metallocene in its formal sense implies a metal bound to two five membered 
cyclopentadienyl (Cp) rings to form a sandwich compound, however, the term actinocene (or 
sometimes actinidocene) is not taken to imply Cp rings.
bProtactinium-234 was first discovered in 1913 as a decay product of 238U, and Pa-231 in 
1916.144 Although it occurs naturally as a few ppm in ores, such as pitchblende, the world’s 
main supply of pure protactinium was separated by the UK Atomic Energy Authority from 60 
tons of waste in 1960, yielding 130 grams.145
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pattern was unachievable, although the data available showed it to be structurally 
similar to its neighbouring analogues;146 the exact structure, including the metal- 
ring centroid distance remains unknown.
The effects of adding substituent groups to the rings in metallocene com­
plexes is to stabilise them both kinetically and thermodynamically.147 This is 
because the substituents generally shield the metal centre,147 and because in 
the case of alkyl substituents, the inductive effect causes the ring orbitals to be 
a better energy match with the metal orbitals, thus allowing a stronger cova­
lent bond to form. Th(TM COT)2 (TMCOT=778-C8(CH3)4H4) was first synthe­
sised by Levanda and Streitwieser in 1981,148 and the protactinium analogue, 
Pa(TMCOT)2 by Solar et al. in 1980.146
One of the main efforts in the theoretical study of actinocenes is to understand 
the nature of the metal-COT bond.145 In particular the balance between ionic 
and covalent bonding, and the extent to which the f-orbitals are involved in the 
bonding.149 The second main interest in studying actinocene species is to gain a 
better knowledge of the behaviour of the f-electrons in complexes. The typical ex­
perimental means of determining electronic structure (e.g. optical spectroscopy), 
generally give data which are very difficult to interpret for actinide species, an 
effect which is attributed to the nature of the 5f electrons; a possible exception 
to this is for highly symmetrical systems, such as uranocene and thorocene.150
Due to the nature of the M-COT bond, the extra two electrons present in 
uranocene compared with thorocene are expected to occupy an orbital that is 
essentially non-bonding. Due to the weak interaction of these electrons with the 
ligand field, the uranium atom in uranocene can be thought of as having an f2 
configuration; the interaction of these electrons results in extremely complex be­
haviour, which makes spectroscopic assignment difficult. In fact, it is not clear 
from experiment exactly which orbitals contain the unpaired electrons.150 Sim­
ilarly, thorocene has an effective f° configuration; all its valence electrons are 
involved in ring bonding. Since the complexity of the electronic spectra of these 
species is attributed to the f-electrons, thorocene should have a much simpler elec­
tronic absorption spectrum than uranocene, since there should be no transitions 
originating from orbitals with strong metal f-character. The importance of the 
study of protactinocene in the quest for understanding the complex nature of the 
f-electrons stems from this fact. Protactinocene, with an f1 configuration should 
provide the most direct evidence for the nature of the f-electrons, because, in some 
respects it allows for the study of an individual f-electron, which interacts with 
the ligand field only and not with any another metal based f-electrons. Under­
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standing the electronic properties of protactinocene thus represents an important 
step in the quest for a better understanding of the behaviour of f-electrons.
TD-DFT has been shown to be a generally useful tool for calculating the 
electronic excitations of many species, especially transition metal complexes.151 
It is more versatile than calculating excitations using Slater’s transition state 
method, because it allows for configuration mixing, which helps correct for the 
orbitals of the ground state (g.s.) not being representative of the orbitals of 
the excited states.151 TD-DFT to the best of my knowledge has not been used 
to study actinocene systems, and it is hoped that it will prove a useful tool in 
furthering the understanding of the electronic structure of these species.
4.2 The Electronic Structure of Actinocenes
4.2.1 U nsubstituted  actinocenes of D$h sym m etry
Cyclooctatetraene (COT) forms particularly stable covalent bonds with the early 
actinides, due to a number of electronic and structural factors. The larger ring 
diameter in COT compared with smaller carbocyclic ligands (such as benzene), 
forces the metal atom to sit closer to the ring plane for the same metal-carbon 
distance. This increases the overlap between the metal and ring orbitals. The 
COT ligand donates electron density to the metal through interactions of the 
p-orbital combinations on the rings with the metal d- and f-orbitals, which are of 
a good energy match. The eight carbon atoms in each ring allow it-combinations 
to be formed which can interact with the metal to form cr, 7r, 6 and 0 bonds with 
the d- and f-orbitals (see figure 4.1). The 7r-combinations formed on the rings are 
shown in figure 4.2.
Figure 4.3 depicts schematically the interaction of the d- and f-orbitals of 
thorocene with the p-orbital ring combinations formed by the COT sandwich. 
The COT ligand requires two electrons to become aromatic, and such it can be 
viewed as occupying two metal valencies. The actinide atom can thus be thought 
of as being in its 4+ oxidation state in the complex.
The high symmetry of these systems has the effect that the d- and f-orbitals 
cannot mix in bonding interactions with the rings,152 the former being gerade 
parity while the latter are ungerade. This facilitates analysis of the contributions 
to the bonding. The d-orbitals can interact with the a\g, e\g and e2g ring orbitals 
forming cr, ir and S interactions respectively. The f-orbitals can interact with the 
eiu, e2u and e3u ring orbitals forming cr, 7r, S and (f) interactions. The extent of
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metal-ring mixing between orbitals of the same symmetry type, depends strongly 
upon having a good energy match.
In the 3d metallocenes, it is the d7r interactions with the rings which stabilises 
the system, the interaction of the d£ orbital with the rings is weak.149 Streitwieser 
and Muller-Westerhoff originally proposed that the main stabilising interactions 
in thorocene were of the metal f-orbital (the HOMO) with the e2U ring 7r-orbitals, 
in a ^-fashion, since these orbitals project directly into the ring plain.141 This is 
analogous to the bonding in ferrocene of the HOMO (ei5) with the rings.153 It was 
soon realised that this description of the bonding was too simplistic, and could 
not predict the photo-electron (PE) spectrum for uranocene, or thorocene.154
Clark and Green recorded the PE spectra for these species and noted that 
the ordering of the e<ig and u orbitals matched that expected for the interaction 
between the rings in the absence of the metal (i.e. g more stable than e2U), 
except that the splitting of approximately 1 eV was much greater than one would 
expect from the ring-ring interaction alone.150
Figure 4.1: The e2U, e2g, e\u, e\g bonding orbitals, the weakly bonding esu orbital and 
the a2u non-bonding orbitals of thorocene.
f t#
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Figure 4.2: Qualitative molecular orbital diagram showing the 7r-orbitals of COT and 
their interaction to form the frontier MOs of (COT)2 -
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Figure 4.3: Molecular orbital diagram showing the interaction of the d- and f-orbitals 
of thorium with the conjugated 7r-system of the rings. The half arrows indicate the 
electrons in the HOMO of Th(COT)2 -
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The interaction of the e\ and e2 type orbitals between the rings should be 
roughly equivalent, however, experimentally the eiu/e ig splitting is smaller than 
the e2u/e-2g splitting in the complex. If the only interaction of the metal was of the 
fe2u type, one would expect the g to be the smaller due to the stabilisation 
of the e2u orbitals.150 Thus the PE spectral data indicate involvement of the 
d-orbitals with the e2g ring combinations, and that this interaction is likely to 
be the major source of covalent bonding in these species. The fe2u interaction is 
unique to the f-block and the extra stabilisation afforded (which should be greater 
for uranocene than thorocene) is likely to be very important to the stability of 
these species.150
The deductions made from this experimental study were confirmed by a num­
ber of theoretical studies, including the study by Boerrigter et al using the 
HFS-LCAO m ethod,149 and Rosch and Streitwieser using X a scattered wave cal­
culations on thorocene and uranocene.153 The earlier study of Hayes and Edel- 
stein excluded d-orbitals from the analysis, thus failing to predict the importance 
of the d-orbitals in the covalent bonding interaction.155
The reversal of the e\g/e iu ordering in M(COT )2  compared with the (COT)2 
dimer indicates a significant interaction of the rings with the 6d7r metal orbitals, 
but little mixing of the metal-eiu f-orbital with the rings (although the symmetry 
match is correct, the energy match is poor).149 The 5f orbitals are very contracted 
compared with the 6d orbitals, thus 5f-ring interactions are only significant when 
the energy match is good; the 6d-ring interactions axe less sensitive to this energy 
match.149
Although the e3u orbital has a symmetry match with a ring combination, this 
metal f-orbital has little radial extension along the principal molecular axis, and 
thus should not interact significantly with the ring orbitals; this non-bonding 
orbital is the LUMO for thorocene.
The e35, b\g and 62u ring orbitals have no symmetry match with the metal, 
requiring g- and h-metal functions. The metal a\g d-orbital and a2U f-orbital 
interact only weakly with the ring 7r system in the pseudo-axial environment 
of actinocenes, because there is very little overlap (see figure 4.4). These metal 
orbitals can be expected, however, to interact more strongly with the a framework 
of the rings, and this effect, although not shown in figure 4.3, is likely to cause 
a slight re-ordering of the low lying virtual orbitals, depending upon the energy 
match with the ring system.
Although the interactions of the 6p7r orbitals with the e\u orbitals is expected 
to be small, since the energy match is poor, it is thought to be exchange re-
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pulsion between these occupied orbitals which prevents the metal-ring centroid 
distance becoming small enough to allow significant f-orbital overlap with the 
ring orbitals.149
Protactinocene can be expected to have a similar molecular orbital structure 
to thorocene, however the effect of the open-shell electronic configuration needs 
to be considered. In thorocene, the closed shell electronic structure can be treated 
with a restricted methodology where each MO is occupied by two electrons. Thus 
the up- and down-spin components of the molecular orbitals can be considered to 
have the same space function and are degenerate. In protactinocene, the open- 
shell configuration means that there is one more up-spin than down-spin electron. 
Thus, in an unrestricted methodology the degeneracy between the up- and down- 
spin components of the same MO is lifted. The largest a-(3 splitting is expected 
for the orbital with the ‘single’ electron and the vacant orbital of the same spatial 
type, however all the f-orbitals will exhibit this a-(5 splitting since the up- and 
down-spin components are orthogonal, and so the down-spin orbitals will ‘see’ 
one less electron than the up-spin orbitals.
The f-orbitals are fairly contracted and sire not expected to interact strongly 
with the ligand orbitals, thus they will have similar orbital energies to each other. 
For a species with a single electron in nearly degenerate orbitals, we would expect 
a multiconfigurational wavefunction. However if the electron is forced to occupy 
a single orbital, as in a single determinantal wavefunction, then we might expect 
it to occupy the a2u, or the e3U f-orbital, because these should interact to the 
legist extent with the pseudo-axial ligand field. Indeed Li and Bursten predict 
Pa(COT)2 to have an 2A 2u electronic ground state.156
One important observation from the electronic structures predicted by Kalt- 
soyannis & Bursten157 and Li & Bursten156 is that the MOs are much more evenly 
spaced out in terms of energy, and this results in a smaller HOMO-LUMO gap 
than seen for thorocene. Of course, due to the close spacing of the f-based or­
bitals, the HOMO-LUMO gap is expected to be very small for protactinocene. 
Due to the close energetic spacing of the f-orbital based levels, Kaltsoyannis and 
Bursten found it necessary to employ a thermal spreading factor, resulting in the 
partial occupation of two metal-f based MOs.157
Kaltsoyannis and Bursten used DFT with spin-orbit (SO) corrections to study 
Pa(COT)2. They confirm the importance of the interaction between the 5fJ metal 
orbitals and the e2u ring orbitals gis being a major source of the covalency in the 
metal-ring interaction, but also note the important participation made by the 6d 
orbitals.157 This observation is consistent with the observation of Boerrigter et
146
4.2.1 Unsubstituted actinocenes of D$h symmetry
Figure 4.4: Schematic representation of the interaction between the ring p-orbitals and 
the metal dz2 orbital; in Dgfl mixing can only occur between the a\g ring orbital and 
the dz2 metal-orbital. For simplicity only a slice through the molecule (which contains 
the principal molecular axis) is shown in the diagram. The dashed line represents the 
nodal-cone of the d-orbital, bisecting the region of greatest electron density on the 
rings.
a / . , 149 th a t relativistically, the  6 d orbitals contribute significantly to  the m etal- 
ring S- and 7r-bonds. The MO structure is found to  have a  region in which 
th e  f-orbital based MOs lie in very close energetic proximity, except for the  5f5 
based-orbital - the anti-bonding com ponent of the ring-m etal S bond, which is 
significantly destabilised. This was taken to  support the  notion th a t it is only 
th is f-orbital th a t is significantly involved in the ring-m etal b o n d . 157
T he 6 dcr orbital was found to  lie above th is manifold of f-m etal based levels, 
having essentially non-bonding character w ith no significant in teraction w ith the 
pseudo-axial ligand environm ent. 157 The reason suggested for th is is th a t the 
lobes of the p-orbitals on the rings bisect the nodal cone of th e  d z2 orbital, thus 
giving minimal overlap (figure 4.4 ) . 157 The inclusion of relativistic effects in the 
system , using SO coupling have the main effect of lifting the  degeneracy of the 
e-orbitals. The m etal-6 p orbitals are stabilised, and so in teract less w ith the 
ring orbitals; a  similar stabilisation is noted for the 6 d 22-based orbital, moving it 
into the  same energy range as the  m etal f-orbital based levels . 157 This does not, 
however, alter the ground s ta te  configuration from being f1, bu t does imply a  low 
lying f—>d transition.
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4.2.2 Substituted actinocenes of D$h sym m etry
Th(TM C 0 T)2 , where the COT rings have each been substituted with four methyl 
groups, has a slightly modified MO structure compared with the unsubstituted 
species for two main reasons. Firstly, the substituent orbitals on the rings cause 
the MOs to lie at slightly higher energy, and thus the ligand orbitals are expected 
to be a better energy match with the metal orbitals. Secondly, the descent in 
symmetry from Dgh to D 4  ^ causes an alteration of the symmetry properties of the 
ligand field. Upon the descent in symmetry, the orbitals of the e2u/ 5 irreducible 
representation (irrep) in D8h are split into 6 l u / 5 and 62u/p components in D4  ^
(table 5.3, section 5.1), while the orbitals of e\u/g and e^u/g symmetry in Dsh 
span the same irrep in D 4 ,^ eu/g.
On lowering the symmetry, the big and fr2u ring n combinations translate to 
aig and a2u symmetry respectively, and so all of the ring 7r-combinations have 
symmetry matches with the metal d- and f-orbitals. However this does not imply 
significant mixing of the higher lying ligand orbitals with the metal orbitals, 
because these may still not be of a good energy match. Figure 4.5 represents 
diagrammatically the effects on the MO structure caused by the alteration of the 
ligands, and accompanying change in the framework symmetry.
Upon the substitution of protactinocene to form Pa(TM COT)2, it is expected 
that the same splitting that occurred in thorocene should occur to both the a  and 
/5-orbitals of protactinocene, thus further removing degeneracy from the system.
4.2.3 Experim ental UV-vis data
There are very few experimental data available in the literature for the elec­
tronic spectra of the species under investigation, and unfortunately there are no 
experimental electronic excitation data available for protactinocene at all. For 
Th(CO T ) 2 and Th(TMCOT ) 2 the energy of the lowest energy band is published, 
while for Pa(TM COT ) 2 the lowest energy band, and a shoulder are reported. 
These data are given in table 4.1. Unfortunately no actual spectra are shown for 
any of these compounds, which could aid with the assignment of the experimental 
bands to a theoretically calculated excitation.
It is clear that the experimental data available for the compounds studied are 
scant, but it also appears that the data for Pa(TM COT ) 2 are inconsistent with 
the data available for the thorium compounds, since they do not fit in with a 
simple explanation of these systems using molecular orbital theory.
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Figure 4.5: Molecular orbital diagram showing the interaction of the d- and f-orbitals of 
thorium with the conjugated 7r system of the rings after the descent in symmetry from 
Dgh to D±h caused by the methyl substitution to the rings. The half arrows indicate 
the electrons in the HOMO of Th(COT)2.
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Table 4.1: Available experimental UV-vis data for the species studied.146
Compound Wavelength /  nm
Th(COT)2
Th(TMCOT)2
Pa(TMCOT)2
450
480
380, 490(sh)
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As one progresses across th e  actinocenes, th e  m etal o rb ita ls becom e more 
contracted , and are stabilised, however the  f-orbitals con tract m ore quickly than  
the  o ther orb itals due to  the  poor shielding of the  f-orbitals from the  nucleus 
by the  o ther electrons (leading to  the  actin ide contraction). For thorium  the 
m etal d-orbitals lie below th e  f-orbitals, b u t th is s itua tion  is reversed for u ra­
nium; for p ro tac tin ium  one would expect them  to  lie very close together. These 
m etal orb itals occur a t a  higher energy th a n  the ir sym m etry  m atches w ith the 
ring 7r system , and  th e  general stab ilisation  im proves th e ir energy m atch with 
the  ligand orbitals. T his im proves the  efficacy of th e  bonding, and should also 
result in a sm aller energy separation  between the  ligand and  m etal based orbitals. 
E xcitations in p ro tac tin iu m  com pounds should thus occur a t lower energies than  
their equivalents in tho rium  com pounds (i.e. the  spectrum  should be red-shifted), 
because of th is  sm aller energy separation.
M ethyl su b stitu en ts  push  electron density into th e  ring system  (the induc­
tive effect), w hich resu lts  in th e  destabilisation of the  ring o rb ita lsc, and so they 
becom e a  b e tte r  energetic m atch  w ith the  m etal d- and  f-orbitals. T he smaller 
energy separation  betw een th e  ligand and m etal o rbitals causes th e  transitions 
in T h (T M C O T )2  to  occur a t lower energies th an  in T h (C O T )2; the  spectrum  
is expected  to  be red  shifted. The experim ental d a ta  shows th e  first band 
for T h (T M C O T )2  to  occur a t longer wavelengths by 30 nm  com pared w ith 
T h (C O T )2 , th u s  supporting  th is argum ent.
In P a (T M C O T )2  the  HOM O should be of f-orbital character; one would ex­
pect th a t  th e  lowest energy band in the spectrum  of P a (T M C O T ) 2 would be 
from th is  f-orbital, to  o ther close lying m etal or ring based orbitals. T hus if 
one assigns th e  490 nm  shoulder to  this f-electron transition , th en  the  na tu ra l 
assum ption  would be for the  380 nm  band to  have th e  equivalent assignm ent as 
th e  highest energy band  in T h (T M C O T )2. T his clearly does no t m atch  w ith  our 
sim ple description of th e  system  - the band has been blue shifted by 1 0 0  nm, not 
red-shifted as expected. If the  490 nm  band  is assum ed to  be th e  equivalent of the 
highest band  in T h (T M C O T )2 , it contradicts the  idea th a t  th e  HOM O should 
have f-electron character, unless transitions originating from th is  o rb ita l are miss­
ing from the  spectrum  (i.e. they occur a t too  low energy, or have no intensity). 
T he 380 nm  band  is unlikely to  be the  lowest energy tran s itio n  originating from 
the  HOM O f-based orb ital since it would then  occur a t a  higher energy than  
the  ligand-to-m etal charge transfer (LM CT) transition . I t seems th a t  we should 
tre a t th e  P a(T M C O T ) 2 d a ta  w ith suspicion, and  I ten ta tive ly  suggest th a t the
ci.e. the extra electron density in the rings makes ionisation from the orbitals easier.
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bands appearing axe not equivalents of the  bands observed for T h (C O T ) 2 and 
T h(T M C O T )2.
4.2.4 Previous assignm ents of electronic spectra
4.2.4.1 Th(CO T ) 2
Rosch and Streitwieser, using the X a scattered wave methodology, assigned the 
experimentally observed band at 450 nm to a LMCT transition with 7re2g —>5fe3u 
character.153 This was based on the difference between orbital energies, their 
theoretical band occurring at 409 nm. This method, of course, ignores orbital 
relaxation effects, and calculates the excitation energy purely from g.s. properties.
Dolg et al., using MRCISD, calculate the lA \g g.s. to be 5f°7r42u, with a good 
energy separation to the first excited state, which they calculate to lie 2.45 eV 
above the g.s.158 The first excited state corresponds to a 6dJ 7t32ii configuration 
with 3E2u symmetry. This gives a vertical transition energy of 454 nm.158 Dolg et 
al. also calculate the 7re2g —>5fe3u transition suggested by Rosch and Streitwieser153 
to occur at 230 nm in their study, and estimate that the 7re2u—>6daig transition 
occurs at 577 nm in the study of Rosch and Streitwieser.158
This analysis agrees with the study of Boerrigter et al., who calculate that 
non-relativistically the lowest lying vacant orbitals in thorocene are f-based, with 
a higher lying da-orbital.149 However, when relativistic effects are included, a 
differential stabilisation of the f and d-orbitals is caused, such that the f-orbitals 
are preferentially destabilised; the LUMO thus becomes metal da instead of M-f 
based.149
4.2 .4 . 2  Pa(COT ) 2 and Pa(TM COT ) 2
Chang et al. used Cl calculations to predict the lowest energy excitation of 
protactinocene, including the effects of spin-orbit (SO) coupling.159 The g.s. is 
predicted to be i?5/2u, which is essentially e$u based. They calculate the lowest en­
ergy excited states to be 5f! based, however, the 6d! level, with d z 2 character lies 
between the lower 5f levels and the higher lying 5fe2u level, which is destabilised 
by interactions with the ring orbitals.159 The 5fe3u orbitals are predicted to be 
lowered by the slight interaction with the ring e$u orbitals.159 The 6d orbitals are 
predicted to be split more significantly than the 5f, due to more significant inter­
actions with the rings, except for the 6daig, which is essentially non-bonding.159 
Their lowest energy allowed transition is at 338 nm and is of 7r—>d character,
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although the  exact character of the  orbitals involved in th is transition  are un­
clear . 159
K altsoyannis and  B u rs ten 157 used D FT  w ith a spin-orbit (SO) corrected wave- 
function to  investigate th e  electronic transitions of P a(C O T )2 , using S la ter’s tra n ­
sition s ta te  m ethod. T he form al g.s. from bo th  non-relativistic and  relativistic 
calculations is p redicted  to  be f1, although the  M-dcr based level lies a t only a 
slightly higher energy once relativ istic  effects are considered. A t the  relativis­
tic level, the  lowest energy allowed transition  was found to  have f—>d character 
occurring a t 911 nm  which m ay m ask two transitions from the  m etal-f levels to  
an tibonding levels w ith  largely m etal-ring e2U-character a t 8 8 6  and  736 nm . 157 
These are observed to  be of too  low energy to  explain th e  experim ental spec­
trum . T he lowest energy charge transfer (C T) transitions are of LM CT character 
and occur a t 467 and  360 nm; these occupy th e  low lying vacant m etal-f based 
levels from th e  ring based e2U and e 2g bonding orbitals respectively. A further 
transition  a t 351 nm  is of M LCT character, popula ting  the  ring e$u anti-bonding 
orb itals from th e  Pa-f manifold of levels. 157
Since no spectrum  is available for P a (C O T )2 , these theoretical transitions are 
com pared w ith  those for P a(T M C O T )2 , a lthough th e  effects of th e  bathochrom ic 
shift expected upon substitu tion  of the  C O T  rings for T M C O T  are not consid­
ered . 157 T he sim ilarity between th e  spec tra  of T h (C O T )2  and  P a(T M C O T )2 , as 
observed by Solar e t  a l ., is in terpreted  by K altsoyannis and  B ursten  as good ev­
idence th a t the  spectrum  of P a(T M C O T ) 2 is dom inated  by th e  only transitions 
which can occur in T h (C O T )2  - those of charge transfer character. T hey suggest 
th a t  the  shoulder and band  observed experim entally  a t 490 and  360 nm  should 
be in terpreted  in term s of th e  theoretical LM CT bands a t 467 and 360 nm and 
th e  M LCT band a t 359 n m . 157 Since the  f—»d tran sitio n  a t 911 nm  occurs a t an 
energetically sensible energy in com parison w ith  th a t  in uranocene, it is deduced 
th a t th is  band was not observed in the  experim ental d a ta , since it occurs in the 
IR . 157
Li and B ursten studied various properties of protactinocene, including its ge­
om etry  and  electronic tran s itio n s . 156 T heir scalar-relativ istic calculations predict 
th e  electronic g.s. to  be of 2A 2 U sym m etry, w ith  th e  single electron in the  f23- 
orbital. W ith  th e  inclusion of spin-orbit effects, they  calculate the  g.s. to  be 
^ 5/ 2u, corresponding to  the  outer configuration (e5/ 2U) \  which corresponds pre­
dom inantly  to  the  f^ 1 configuration . 156
T he lowest energy transitions from the  f^ 1 ou ter configuration are ^ 5/25
and E ^ /2u ^ E j / 2g^  which b o th  occur a t 397 nm; these correspond to  populating
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the Ze$g orbital, which has antibonding character between the rings . 156 The sec­
ond allowed transition {E5/2U—*E3/2g) occurs at 368 nm, and the dominant orbital 
transition character is the formation of an excited state with a d<V outer config­
uration . 156
Only two electronic transitions from the ligand based orbitals were found to 
occur in the visible region of the spectrum, the remainder occurred in the UV 
part of the spectrum. These LMCT transitions occur at 435 and 430 nm and 
correspond to transitions from the 5 e5/2U and 7 e3/2U orbitals to the 8 ei/25 orbital 
respectively . 156 These relate to transitions from the 3 e2U ligand-based orbitals to 
the Pa-dcr based MO.
Solar et al. suggested that the band occurring in the spectrum of Pa(TMCOT )2  
at 380 nm should occur at 365 nm in Pa(COT)2 , based on the bathochromic shift 
observed when COT is replaced with TMCOT in other actinocene complexes. 146 
Li and Bursten assign the band predicted to occur at 365 nm to the transition 
with f<j>—>d(5 character at 368 nm and suggest that the two LMCT bands at 435 
and 430 nm could be the origin of the shoulder in the spectrum of Pa(TMCOT ) 2 
(490 nm 146), once the effect of a hypsochromic shift has been considered. 156 They 
further suggest tha t it is these bands that give Pa(COT ) 2 its characteristic golden- 
yellow colour, since these bands absorb in the violet region of the spectrum . 156
The aim of this study is to calculate the electronic excitations of An (COT) 2 
and An(TM COT ) 2 (An =  Th, Pa) using TD-DFT, and to use these results to 
confirm, or reinterpret the previous assignments149 ,156-159 of the available experi­
mental UV-vis spectral features for these species. A comparison of the results of 
this study with the previous studies should lead to a more thorough understand­
ing of the electronic structure of these species, but will also extend the range 
of systems for which TD-DFT has been used, hopefully reinforcing its general 
applicability.
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4.3 M ethodology
4.3.1 Com putational M ethodology
The structures of An(COT)2 and An(TMCOT)2 (An =  Th, Pa), were deter­
mined using the TZP ZORA basis sets on thorium, protactinium and carbon, 
and the DZP ZORA basis set on hydrogen, using the VWN,119,120 BLYP,121-123 
OLYP,122,123,160 BP86,121,124 PW 91,126 PBE,21 KT1 and KT2161 density function­
als with the Amsterdam Density Functional (ADF) 2006.01 package.131”133
TD-DFT with VWN, BLYP, OLYP, BP86, PW91, PBE, KT1, KT2, SAOP,30 
LB9429 and GRACLB162 was used to calculate the lowest allowed electronic tran­
sition energy for Th(CO T)2, and this was compared with experiment, to deter­
mine the best method for calculating the electronic spectra. For the LDA and 
GGA functionals the electronic spectra were calculated at the geometry optimised 
with the same functional, while a variety of optimised geometries were chosen at 
which to calculate the excitation energies with the model potentials. The calcu­
lations used an integration grid value of 5, and a geometry convergence criterion 
of lx l0~4 on the gradient of the energy.
The electronic spectra for Th(TM COT)2, Pa(CO T)2 and Pa(TM COT)2 were 
calculated with the method which gave the best agreement with experiment for 
thorocene.
These results were augmented with Gaussian 03163 calculations using the 
S tuttgart ECP60SEG basis sets for thorium and protactinium with the ECP60- 
MWB relativistic core potentials of Dolg.164,165 Dunning’s cc-pVTZ basis set was 
used for carbon, but with the f-functions omitted, while the cc-pVDZ basis set 
was used for hydrogen. The BLYP and B3LYP22 density functionals were used 
to optimise geometries and calculate excitation energies using TD-DFT.
For the ADF calculations MO plots were calculated with Molekel,166 and the 
UV-vis spectra were visualised with ADFSpectra.167 For the Gaussian calcula­
tions, Gaussview168 was used to plot the molecular orbitals, while GaussSum169 
was used to plot the spectra. All the molecular orbital plots used a space value 
of 0.02.
4.3.2 Analysis M ethodology
4.3.2 . 1  Electronic spectra
The output from the TD-DFT calculation gives the dipole allowed molecular 
electronic excitations in order of energy, along with their calculated oscillator
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strengths. The quantitative breakdown of each excitation into electronic transi­
tions between orbitals is indicated by weighting coefficients similar to those from 
a Cl calculation, with the labels of the MOs involved.
These data have been used to plot the electronic spectrum, and each of the 
band envelopes above 200 nm has been assigned a letter. Where a band envelope 
(for instance band A) contains more than one overlapping molecular excitation, 
they have been tabulated as A l, A2, A3 etcetera. Any excitations with oscillator 
strengths of less than (l/10)x  that of the dominant excitation of the band have 
been neglected. A molecular excitation may be comprised of several electronic 
orbital transitions; these are tabulated along with the percentage weight they 
contribute towards the excitation. Only transitions which contribute at least 
5% towards an excitation are tabulated. The character of the transition is also 
tabulated, where R and M indicate ring and metal based orbitals respectively. 
These transitions are indicated on the MO diagrams by vertical lines between the 
relevant orbitals. The width of the line indicates the proportion of the excitation 
with that character and the colour indicates the nature of the transition in terms 
of the MOs involved, to allow comparison between diagrams. Only transitions 
which contribute at least 10% towards an excitation are marked on the diagram.
4.3.2 . 2  Selection rules
Transitions must span either the E \u or A 2u irreps in the D8h point group, and 
Eu or A 2u in the D4h to be dipole allowed, because the cartesian coordinates span 
these irreps, and therefore the direct product of the irreps of the initial and final 
states must contain one of these irreps. This of course implies the laporte (g/u) 
selection rule.
Since the /-quantum number is not a good quantum number in molecular 
systems, the A l =  ±1 selection rule must be considered more carefully. The 
angular momentum of the MOs is influenced by all their atomic components, and 
will not necessarily be integral. However, we might expect transitions between 
orbitals dominated by metal orbitals where A l =  1 to have a stronger oscillator 
strength than other metal-based transitions.
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4.4 Com putational Results for Th(C O T )2
4.4.1 G eom etric structure
The structure of thorocene was optimised with a variety of density functionals 
under Dgh symmetry. Table 4.2 gives the optimised parameters while figure 4.6 
defines the geometric variables. The experimental metal-ring centroid distance, 
C-C and Th-C bond lengths as determined by single crystal x-ray diffraction are 
also given.170
The agreement of the theoretical results with the x-ray data is within 0.1 A of 
experiment for the metal-ring centroid and Th-C distance, and rather better for 
the C-C bond length. The best method appears to be VWN, while the poorest is 
BLYP. Curiously, the KT1 and KT2 functionals work as well as the other func­
tionals used at predicting the structure, which is slightly surprising since they are 
not parameterised for geometries, but for calculating shielding constants! The 
hydrogen atoms bend inward towards each other for all of the methods investi­
gated. This can be explained by the p-orbitals on the carbon atoms which make 
up the 7r-system having better overlap with the metal orbitals if this orientation 
is adopted. This explanation was first suggested by Hodgson and Raymond for 
U(COT)2.171
Table 4.2: The structure of thorocene as determined by a variety of density functionals. 
The experimental data are from single crystal x-ray diffraction.170 The definition of 
the geometric parameters is given in figure 4.6.
VWN BLYP OLYP BP86 PW91 PBE KT1 KT2 Expt
Th-X /  A 1.998 2.106 2.043 2.057 2.042 2.043 2.033 2.013 2.004 A
x -c  /  A 1.836 1.857 1.850 1.853 1.851 1.852 1.862 1.842 -
X-H /  A 2.929 2.947 2.936 2.943 2.940 2.943 2.952 2.920 -
Th-X-H /  ° 88.10 88.39 88.09 88.25 88.15 88.16 88.01 88.02 -
Th-C /  A 2.713 2.808 2.756 2.769 2.756 2.758 2.757 2.729 2.701(4)
C-C /  A 1.405 1.422 1.416 1.418 1.417 1.418 1.425 1.410 1.386(9)
C-H /  A 1.096 1.091 1.090 1.093 1.091 1.093 1.093 1.081 -
H def /  ° 84.91 84.84 84.84 85.28 85.01 85.05 84.62 84.64 -
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Table 4.3: The energy of the first allowed excitation for thorocene as calculated with 
TD-DFT using a variety of different methods at a selection of geometries. The GR- 
ACLB model potential requires the Ist ionisation potential as a parameter. This has 
been calculated theoretically, from the energy difference between the neutral and cation 
at the same geometry, and obtained experimentally from PE spectroscopic data.150 All 
of the transitions are of E\u symmetry
Method Excitation Energy
TD-DFT Geometry eV nm
VWN VWN 4.103 302
BLYP BLYP 3.634 341
BP86 BP86 3.862 321
OLYP OLYP 3.811 325
PW91 PW91 3.930 315
PBE PBE 3.634 341
KT1 KT1 4.068 305
KT2 KT2 4.050 306
SAOP BLYP 4.312 288
OLYP 4.426 280
PBE 4.412 281
VWN 4.534 270
PW91 4.420 280
LB94 BLYP 2.641 469
OLYP 2.900 428
PBE 2.888 429
VWN 3.105 399
PW91 2.898 432
GRACLB BLYP 3.705 335
theoretical OLYP 3.935 315
Ist IP VWN 4.103 302
GRACLB BLYP 3.705 335
experimental OLYP 3.934 315
1st IP VWN 4.103 302
Experimental 2.76 450
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Figure 4.6: The definition of the geometric variables for unsubstituted actinocenes. 
AnX is the metal to ring-centroid distance, XC and XH are the distances from the 
centroid to the carbon and hydrogen atoms respectively, and angle AnXH is the angle 
subtended by the XH and AnX distances. H-def is the deflection angle measured from 
a vector through the carbon atom to which the hydrogen atom is bonded, parallel to 
the AnX distance. Angles less than 90° indicate that the hydrogen atoms bend inwards 
towards those on the opposite ring.
ZAnXH
4.4 .2  T he use o f A D F  to  ca lcu late th e  U V -v is  sp ectrum  
w ith  T D -D F T
4.4.2.1 A general m ethodological com parison
Table 4.3 gives the energy of the first allowed electronic excitation w ith a  va­
riety  of functionals and model potentials. For the GRACLB model potential, 
it is necessary to  supply, as a  param eter, the first ionisation potential. This 
has been calculated from the energy separation between the neutra l and cation 
ground sta tes  a t the  neutra l geometry, and has also been obtained from PE  
spectroscopy.150 The calculations using the model po tentials were performed a t 
a  num ber of different optim ised geometries, while excitations from the  VW N and 
the  GGA functionals were calculated a t the optim ised geom etry using the same 
m ethod.
Com parison of the calculated first excitation energy w ith the experim ental 
d a ta  indicates th a t the excitation energies are extrem ely dependent on the m ethod 
used, and to  a lesser extent also on the geometry. The poorest agreem ent w ith
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experiment is seen for SAOP at the VWN geometry, while the best is for LB94 
with a BLYP geometry. In fact, although the VWN geometry agrees well with 
experiment, it gives the poorest first excitation energy for all of the TD-DFT 
methods used, while the TD-DFT results at the BLYP geometry gives the best 
agreement when a model potential is used, although the BLYP geometry was, by 
a small margin, the poorest from all the methods used.
4.4.2.2 Calculation of the UV-vis spectrum with LB94 at the BLYP 
geometry
The method which gave the best first excitation energy for Th(COT)2 , LB94 at 
the BLYP geometry, has been used to calculate the electronic excitation spectrum 
for bands > 200 nm in wavelength. Figure 4.7 shows the theoretical electronic 
excitation spectrum. The MO diagram resulting from the LB94 calculation is 
shown in figure 4.8. Agreement with the simple diagram proposed for the inter­
action of the 7r-system with the metal is good (figure 4.3 on page 144), however, 
the ordering of the low lying virtual orbitals is subtly different from that ex­
pected. This is attributed to the mixing of the metal d z 2 and f23 orbitals with 
the <j-framework of the rings, an effect not considered in figure 4.3.
The symmetry allowed electronic excitations have been calculated and over- 
layed on to the MO diagram (figure 4.8), and are given in table 4.4. As expected 
from our simple model, the destination of the lowest energy excitations are metal- 
based orbitals that interact weakly with the ring orbitals. Since these orbitals 
have ungerade symmetry, transitions to these orbitals cannot originate from the 
HOMO, as this also has ungerade symmetry. The two lowest energy bands (A&B 
in figure 4.7) each comprise two transitions from the HOMO-1 (7e25 which has 
strong ring character), to the LUMO+1 (5e3„) and LUMO+2 ( l le iu) orbitals, 
which are metal-f based. Band C populates the slightly higher lying metal-f based 
orbital with 6e2u symmetry (LUMO-t-4). These bands are ring to metal charge 
transfer (LMCT) bands. Band D is formed of two transitions from the HOMO 
and HOMO-1 orbitals to the LUMO+7 and LUMO+6 orbitals respectively. Both 
of these orbitals have strong ring character, however, one is slightly (f) antibonding 
with the metal.
The spectrum in the region 200 - 250 nm contains many excitations. Bands 
E, F, G, I & J all involve transitions from lower lying ring-based orbitals to metal 
based orbitals, while bands H, I and J involve transitions from the HOMO and 
HOMO-1 orbitals to higher lying ring-based orbitals. The low energy bands from 
the HOMO and HOMO-1 to the metal based f-orbitals, and low lying vacant ring
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4.4.2 The use of ADF to calculate the UV-vis spectrum with
TD-DFT
Figure 4.7: Theoretical electronic excitation spectrum for Th(C0T)2 using LB94 at 
the BLYP geometry. Each of the bands in the spectrum has been assigned a label to 
aid in identification.
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MOs are well resolved, and do not overlap with neighbouring bands due to the 
the reciprocal energy scale; it is anticipated that analysis of the bands equivalent 
to these in the spectra of Pa(COT )2 and the substituted species will yield the 
most information about the electronic structure.
The experimental band recorded at 450 nm falls between bands A&B in the 
theoretical spectrum. Band B has the larger oscillator strength, however, it is 
not clear which of the bands should be assigned to the experimental band since 
the actual spectrum is not available. Perhaps broadening in the spectrum would 
indicate a single band in this region of which A&B are the major components.
4.4.2.3 SAOP vs. LB94
Although it is clear that LB94 with a BLYP geometry gives the best agreement 
with experiment for the first electronic excitation energy, it would be useful to 
understand why the different methods give significantly different results, and to 
understand how the rest of the spectrum is affected. Is it purely shifted to higher
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4.4.2 The use of ADF to calculate the UV-vis spectrum with
TD-DFT
Figure 4.8: MO diagram from an LB94 calculation of Th(COT)2 at the BLYP geometry. 
The half arrows indicate the HOMO. Overlayed on the diagram are the calculated 
excitations using TD-DFT; details of how to interpret these data are given in section 
4.3.2.1. Table 4.4 gives this information in numerical form.
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4.4.2 The use of ADF to calculate the UV-vis spectrum with
TD-DFT
Table 4.4: Tabulated electronic excitation data for Th(C0T)2 calculated with LB94, 
at the BLYP geometry using ADF. Details of the interpretation of these data may be 
found in section 4.3.2.1. These data are presented as a spectrum in figure 4.7, and are 
overlayed on a MO diagram in figure 4.8.
Feature Excitation
on Transition Energy A f Transition
Spectrum Symmetry eV nm From To % Character
A 1 E i u 2.64 469 5.38xl0-3 7 e 2g 
7 e 2g
5e3«
lle i u
57.6
41.8
R,7t—»M-f 
R,7r—»M-f
B 2 E \u 2.80 442 2.47xl0~2 7 e 2g 
7 e 2g
ll^iu
5e3U
58.0
40.5
R,7r—+M-f 
R7T->M-f
C 1 A2u 3.70 335 1.17xl0_1 l e 2g
5e2U
6e2u 
8 e 2g
94.4
5.1
(4-1 
(4-1 
1 
1
s 
s
T 
T
Pi 
Pi
D 3 Elu 4.79 259 2.70xl0"2 5e2u
7 e 2g
4 e 3g
0^3 u
61.7
37.7
R7T—>R7T 
R7T—>R7T
E 2 A2u 5.18 239 1.06xl0"3 3e3 g 5e3u 99.7 Rcr—>M-f
F 3 A 2u 5.38 230 3.11xlO-'J l e i  g
5e2u
11 Giu
8 e 2g
92.3
7.2
R?r->M-f
R7T—>R7T
G 5 E\u 5.50 225 1.26xl0-2 10eiu 14 CLlg 97.6 R7t—>M-d
H 4 A2u 5.70 218 5.32xl0_1 5e2 u
l e i  g
8 e2g 
1 lClu
80.4
7.3
R7T—>R7T
R7t—>M-f
I 8 E\u 5.85 212 2.52xl0_1 7ei g
7 e2g 
6 e2g 
5e2u 
6e2g
6e2u
6e3u 
lle i u
4 e 3g 
5e3u
32.2 
25.0
12.4
12.4
10.3
RTT^M-f 
R7T—>R7T
Rcr—>M-f
R7T—>R7T
Rff->M-f
J1 9 -Eiu 6.01 206 1.92xl0~2 6e2g 
7ei g 
7e2g
1 leiu 
6e2u
12eiu
20.1
10.4
6.8
R < 7 —»M-f
R<t—>M-f 
R7r—►Rcr
J2 10 Eiu 6.05 205 2.76xl0-2 le2g 12ei u 90.4 R tt^ R cj
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4.4.2 The use of ADF to calculate the UV-vis spectrum with
TD-DFT
energies, is there reordering of the bands, or does the character of the excitations 
change entirely? In order to determine this, the spectrum of the best method 
(LB94//BLYP, figure 4.7), and the worst method (SAOP//VW N, figure 4.9) 
have been compared for thorocene. One thing that is immediately apparent from 
figure 4.9 is that energies of the excitations for SAOP are extremely contracted on 
the wavelength scale, with the excitations occurring at higher energies. However, 
what is not clear from a simple visual inspection is if the ordering of the bands 
remains constant, or even if all the bands are present.
Comparison of the MO diagram from the SAOP calculation (figure 4.10) with 
that from the LB94 calculation (figure 4.8) indicates that the HOMO-LUMO 
gap is much greater when calculated with SAOP, 3 eV, compared with w l . 8  eV 
for LB94, thus the transitions, and consequently excitations for SAOP occur at 
higher energies. This is the major factor causing the spectrum from SAOP to be 
very contracted on the energy scale. The second difference between the two MO 
diagrams is in the ordering of the virtual orbitals, which is completely altered. 
The LUMO with LB94 ( l l a 2u), becomes the LUMO+3 with SAOP, while the 
LUMO for SAOP (14ai5) is the LUMO+3 for LB94. The elu and e2u f-based 
MOs are strongly destabilised, moving from LUMO+ 2  and LUMO+4 with LB94 
to LUMO+4 and LUMO+7 with SAOP respectively. The ordering of the ring- 
7r ^-bonding orbitals is reversed with SAOP. If the interaction of the metal fe3u 
orbital with the ring orbital of the same symmetry is weak, then one would expect 
the ordering of the 6 e3U and 4 e35 MOs (which have strong metal ring character), 
to match that when the two rings are in close proximity, with the metal absent 
(i.e. 6 e3u more stable than 4e35, see figure 4.2). However, the interaction of the 
metal fe3u orbital seems to be significant in the case of SAOP, and this has caused 
significant destabilisation of the anti-bonding 6 e3U orbital, such that it occurs 
about 1 eV higher than the 4e35 MO. With LB94 they are virtually degenerate, 
although the 6 e3u MO is the lower in energy.
These alterations in the MO structure translate to significant alterations to 
the transitions which make up the excitations. The ordering of the excitations 
which have clear equivalents between SAOP and LB94 is significantly altered. 
The closest equivalent excitation is J 2  in LB94, which becomes E3 in SAOP. All 
of the other excitations have significantly different characters; for instance, there 
is no excitation in LB94 with the character (i.e. broken down into roughly the 
same proportion of equivalent transitions) of excitation A in SAOP.
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4.4.2 The use of ADF to calculate the UV-vis spectrum with
TD-DFT
Table 4.5: Tabulated electronic excitation data for Th(C0T)2 calculated with SAOP, 
at the VWN geometry using ADF. Details of the interpretation of these data may be 
found in section 4.3.2.1. These data are presented as a spectrum in figure 4.9, and are 
overlayed on a MO diagram in figure 4.10.
Feature Excitation
on Transition Energy A f Transition
Spectrum Symmetry eV nm From To % Character
A 1 E\u 4.53 273 2.07xl0-2 7e2g
5e2u
be3 u
4e3g
71.1
28.2
R.7T—>M-f 
R,7T —►R'7T
B 2 E\u 5.38 231 6.77xl0-3 7 e2g 
5e2u
1 1g\u 
4 e3g
93.0
5.0
RTT^M-f 
R,7r—►Rtt
C 3 E \u 5.50 225 4.80xl0-3 5e2u 8ei g 99.0 R7T—>Rct
D 4 E\u 5.84 212 3.88xl0-1 10eiu 
5e2u 
7 e2g 
7 e2g 
le2q
I4aig 
4 e3g 
I2e\u 
5e3u 
6e3u
27.9
32.3
14.0
12.8
6.5
R7t—>M-d 
R7T—^R7T 
R7T —>R<7
R7t—+M-f 
R7T—>R7T
El 5 Eiu 5.95 208 9.14x10”^ 10eiu
7e2g
5e2u
14ai9
12eiu
4e35
70.0
12.5
9.4
R7t—>M-d 
R7T—^R<7 
R7T—>R7T
E2 1 Mu 6.03 206 1.80xl0_1 5e2u 
7 e2g
8 e2g
6e2u
69.4
27.5
R7T—+R7T 
R7T—>M-f
E3 6 Eiu 6.11 203 2.98xl0_1 7 e2g 
5e2u 
7 e2g 
7 e2g
12eiu
4 e35 
be3u 
be3u
73.1
11.4
5.9
5.8
R7T—>Rct 
R7T—>R7T
R7t—>M-f 
R7T—>R7T
F 2 A2u 6.40 194 4.14xl0-1 5e2u 
7 e2g 
5e2u
9 e2g 
6e2u
8 e2g
53.0
39.5
6.6
R7T—>Rcr 
R7t —>M-f 
R7T—*R(J
G 3 A2u 6.72 184 3.23xl0_1 10a2u 
5e2u 
7 e2g 
5e2u
14a\g 
9 e2g 
6e2 u 
8 e2g
25.1
36.5
22.8
13.4
R7t—>M-d 
R7T—>Rcr 
RTT^M-f 
Rn—>Rcr
HI 4 A2u 6.99 177 2.07xl0-1 10a2u 
7 e2g 
5e2U 
5e2u
14(2 Ig 
6e2u 
9 e2g 
8 e2g
73.5
8.7
7.7 
7.0
R7T—*M-d 
R?T->M-f
R7T —► Ro- 
R7T—>R7T
H2 8 Eiu 7.08 175 5.55xl0-1 7e2g
lOeiu
5e2u
5e2u
6e3u
15ai5
4^3 g 
9ei g
70.5
5.0
7.3
6.4
R7T—>R7T 
R7T—>Rcr 
R7T—»R7T
Rtt-4R(7
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4.4.3 TD-DFT with B3LYP - ADF vs. Gaussian
Figure 4.9: Theoretical electronic excitation spectrum for Th(C0T)2 from a TD-DFT 
calculation using SAOP at the VWN geometry.
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4.4.3 T D -D FT  w ith B3LYP - A D F vs. Gaussian
Although Gaussian does not support the LB94 functional, one can use hybrid 
functionals, which are supported in Gaussian for all types of calculation. One can 
perform a single point calculation using a hybrid functional with ADF, however, 
hybrid functionals cannot be used for geometry optimisations, or for TD-DFT. 
The low energy transitions for Th(CO T )2 have been calculated with BLYP and 
B3LYP with Gaussian, the former for comparison with a BLYP spectrum calcu­
lated using ADF. Initially the use of BLYP to calculate the electronic excitations 
of Th(COT )2  is investigated. A comparison between the BLYP spectra calculated 
with Gaussian and ADF is then made, followed by a comparison of the BLYP 
and B3LYP results calculated with Gaussian.
4.4.3.1 ADF BLYP vs. LB94
Figure 4.11 shows the theoretical excitation spectrum from a BLYP calculation 
with ADF. Table 4.6 gives the breakdown of these bands into their various exci-
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4.4.3 TD-DFT with B3LYP - ADF vs. Gaussian
Figure 4.10: MO diagram from an SAOP calculation at the VWN geometry for 
Th(COT)2 . The half arrows indicate the HOMO. Overlayed on the diagram are the 
calculated excitations using TD-DFT; details of how to interpret these data are given 
in section 4.3.2.1. Table 4.5 gives this information in numerical form.
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4.4.3 TD-DFT with B3LYP - ADF vs. Gaussian
Figure 4.11: Theoretical electronic excitation spectrum calculated with TD-DFT using 
BLYP at the optimised BLYP geometry, using ADF.
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tations and transitions, while figure 4.12 presents this information diagrammati- 
cally.
Comparison of the BLYP spectrum (figure 4.11) with the LB94 spectrum 
calculated at the same geometry (figure 4.7, page 160) indicates the differences 
between the two methods. The features on the BLYP spectrum are all shifted 
to lower wavelengths; this is attributed to the larger HOMO-LUMO gap with 
BLYP («  2.6 eV) compared with LB94 («  1.8 eV). From a visual inspection it is 
fairly obvious that bands A&B are equivalent in both spectra, however comparing 
the relative intensity of bands C&D between spectra suggests that either bands 
C(BLYP) and D(LB94) are equivalent, as are C(LB94) and D(BLYP) (i.e. their 
relative position has changed), or that the intensity of the bands is not consistent 
between the methods. Comparison of the tabulated data (tables 4.4 and 4.6, 
pages 162 and 169) indicates that bands A-D have the same character in both 
spectra, while band E(BLYP) matches with band H(LB94). Bands G&I (BLYP) 
do not have equivalents in the range of energies studied in the LB94 spectrum. 
The differences between the spectra are attributed to alterations in the general
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4.4.3 TD-DFT with B3LYP - ADF vs. Gaussian
Figure 4.12: MO diagram from a BLYP calculation at the BLYP geometry for 
Th(COT)2 , calculated with ADF. The half arrows indicate the HOMO. Overlayed on 
the diagram are the calculated excitations using TD-DFT; details of how to interpret 
these data are given in section 4.3.2.1. Table 4.6 gives this information in numerical 
form.
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Table 4.6: Tabulated electronic excitation data for Th(COT)2 calculated with BLYP, at the BLYP geometry using ADF. Details of the 
interpretation of these data may be found in section 4.3.2.1. These data are presented as a spectrum in figure 4.11, and are overlayed on a 
MO diagram in figure 4.12.
Feature Excitation
on Transition Energy A f Transition
Spectrum Symmetry eV nm From To % Character
A lEm 3.63 341 1.56xl0-2 7 e2g 
7e2g
5e3U
lleiu
61.4
35.6
Rvr^M-f 
R,7r—>M-f
B 2-Eau 3.83 324 3.76xl0-2 7e2g 
7 e2g
lle i u 
5e3u
63.9
31.6
R7T—>M-f 
RTT^M-f
C 1A2u 4.56 272 1.69xl0~2 7 e2g 
5e2 u
6e2u 
8 e2g
86.0
13.7
RTT-^M-f
R7r-^R7r
D 3-Eiti 5.13 242 1.23xl0-1 5e2 u 
7 e2g
4 e3g 
6e3U
62.1
33.0
R7T—»R7T 
R7T—»R7T
E 2^2u 5.60 221 6.61xl0_1 5e2u 
7e2 g 
5e2 u
8 e2g 
6e2u
9 e2g
75.4
10.8
7.5
R7T—>Rtt
R7t—>M-f 
R7T—>Rcr
F 3A2u 6.01 206 6.08xl0-2 5e2u 9 e2g 90.8 R7T—>Rcr
G 7-Eq u 6.20 200 5.22xl0-2 7elg 1 lfl2u 93.1 R7T—>M-f
H S E \ U 6.38 194 8.56xl0_1 7 e 2g
5e2u
7 e ig
5e2u
7 e ig
0e3 xi
4 e3g 
1 l®2u 
9ei 9
6e2u
47.2
19.2 
5.6 
7.0
5.8
R7T—►Rtc 
R7t—>R7t 
Rvr-^M-f 
R7T—>R<7 
RTT^M -f
I 1 0 E i u 6.77 183 1.08xl0-1 5e2u
l e i g
9ei g
6e2u
87.1
8.0
R7T—►Rcr 
R7r->M-f
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4.4.3 TD-DFT with B3LYP - ADF vs. Gaussian
structure of the virtual MOs (i.e. their ordering and spacing).
As stated, the HOMO-LUMO gap is «  0.8 eV larger, and the unoccupied 
orbitals with strong metal-f character have a similar energy spacing (although 
the lAaig orbital becomes the LUMO with BLYP), however, the MOs then get 
much more closely spaced. For LB94 the highest energy MO (12eiu) on figure 
4.8 (page 161) is «  3.7 eV above the LUMO, but with BLYP the equivalent 
orbital occurs «  2.25 eV above the LUMO. Thus, although the HOMO-LUMO 
gap has increased with BLYP, the 12eiu orbital has a smaller separation from 
the HOMO; the lower lying virtual orbitals have been destabilised relative to 
the HOMO, while the higher lying virtual orbitals have been stabilised. Perhaps 
this is indicative of increased radial extension of the f-orbitals, and thus greater 
interaction with the ring orbitals compared with LB94.
The energy of the lowest energy transition, and thus the only experimental 
datum, is a fair indication of the methods ability to correctly attain the HOMO- 
LUMO gap, because (ignoring selection rules), it is a transition from the highest 
lying occupied orbitals to the lowest lying virtual orbitals across the HOMO- 
LUMO gap. It is assumed that the method which gives the best first transition 
energy also represents the rest of the spectrum correctly, however, there is neither 
further evidence to support this supposition, nor extra data with which to im­
prove upon this situation. The lower energy end of the spectrum is dominated by 
transitions from the HOMO-1 to the metal f-based anti-bonding orbitals. Apart 
from the position of these excitations on the energy scale, these bands seem to 
retain fairly constant character between methods. The higher energy portion of 
the spectrum is much more method dependent, more complex and generally less 
dependent on the size of the HOMO-LUMO gap. In conclusion, it seems to be 
sensible to concentrate the discussion to the low energy section of the spectrum, 
which is simpler, more consistent in character between methods, and more im­
portantly, is better supported by the extremely limited experimental data. This 
should make comparison between the different species, different methods and 
experimental data simpler.
4.4.3 .2  ADF-BLYP vs. G03-BLYP
The BLYP spectrum calculated with Gaussian is given in figure 4.13, while the 
excitations are presented graphically and in tabulated form in figure 4.14 and 
table 4.7. Only the low energy excitations have been calculated due to the com­
putational expense of the use of Gaussian type orbitals. Figures 4.11 and 4.12 
and table 4.6 give the ADF results for comparison.
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Table 4.7: Tabulated electronic excitation data for Th(COT)2 calculated with BLYP, at the BLYP geometry using Gaussian. Details of the 
interpretation of these data may be found in section 4.3.2.1. These data are presented as a spectrum in figure 4.13, and are overlayed on a 
MO diagram in figure 4.14.
Feature Excitation
on Transition Energy A f Transition
Spectrum Symmetry eV nm From To % Character
A 21/22E\U 3.68 337 2.50xl0“2 68/69e2 g 73/74e3u 67.8 Rtt—*M-f
68/69e2 g 76/77eiu 23.8 R,7r—>M-f
B 28/29E\u 3.89 319 2.64xl0-2 68/69e2 g 76/77eiu 74.6 Rtt—+M-f
68/69e2 g 73/74e3u 17.6 R7T—>M-f
C 39A2u 4.69 265 2.51x10-2 68/69e2g 79/80e2u 85.7 Ryr-^M-f
70/71e2u 88/89e2g 12.7 R7T—>R7T
D1 50A2u 5.06 245 1.30xl0“3 68/69e2g 81/82eiu 96.8 R7T—>R(7
D2 54/55£lu 5.20 238 1.55xl0-1 68/69e2g 85/86e3u 33.8 R 7t—>R7t
70/7le2u 83/84e35 56.2 R 7r—>R7t
D3 58/59£iu 5.54 224 4.00xl0“4 66/67eiu 72a\g 97.1 R7T—>M-d
D4 66/67Eiu 5.62 220 4.00xl0“4 70/71e2u 90/91ei g 97.3 R7T—>R<7
E 77 A2u 5.88 211 6.72xl0-1 68/69e2g 79/86e2u 39.1 R 7t—>M-f
70/71e2u 88/89e2g 35.6 R7T—>R7T
69a2u 72a\g 6.1 R 7t—>M-d
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4.4.3 TD-DFT with B3LYP - ADF vs. Gaussian
A comparison of the Gaussian data with the ADF data indicates that the 
four bands calculated with Gaussian are positioned within 7 nmd of each of the 
first four bands calculated with ADF. The relative intensities of these bands are 
roughly equivalent (figures 4.11 and 4.13), and the transitions comprising the 
dominant excitations are the same (figures 4.12 and 4.14). The spacing of the 
MOs is roughly equivalent, although there are a number of MOs which are not 
ordered consistently, for instance the 12eiu orbital in figure 4.12, lies «  0.6 eV 
closer to the LUMO in the Gaussian calculation. The HOMO-LUMO gap is «  
0.1 eV bigger in the Gaussian calculation, however, since the LUMO daiff-based 
orbital is not involved in any of the intense transitions, this difference does not 
manifest itself in the spectra calculated here.
The results of the BLYP calculations on Th(COT )2 with ADF and Gaussian
dOnly the dominant excitation has been considered for band D (D2) (see table 4.7). This is 
>100 times the intensity of all of the other excitations comprising this excitation.
Figure 4.13: Electronic excitation spectrum for Th(CO T ) 2  from a T D -D FT  calculation 
using BLYP at a BLYP optimised geometry, with Gaussian.
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4.4.3 TD-DFT with B3LYP - ADF vs. Gaussian
Figure 4.14: MO diagram from a BLYP calculation at the BLYP geometry for 
Th(COT)2 , calculated with Gaussian. The half arrows indicate the HOMO. Over- 
layed on the diagram are the calculated excitations using TD-DFT; details of how to 
interpret these data are given in section 4.3.2.1. Table 4.7 gives this information in 
numerical form.
4.4.3 TD-DFT with B3LYP - ADF vs. Gaussian
indicate that the two codes give essentially identical results given the differences 
in the basis sets used. We therefore have access to a wider range of computational 
techniques through the use of both codes, with results that should be comparable. 
The Gaussian calculations, due to the use of large Gaussian type basis sets, were 
time consuming, and beyond our computational resourses for all but the first 
few allowed excitations. The ADF calculations are more economical, since they 
use Slater type orbitals. Since ADF and Gaussian give essentially the same 
results with BLYP, it clearly makes sense to use ADF for calculations using pure 
functionals.
4.4.3.3 G03-B3LYP vs. G03-BLYP
Figure 4.15 shows the spectrum for the B3LYP calculation, table 4.8 gives the 
breakdown of the bands into excitations and transitions, and figure 4.16 presents 
this information graphically, for comparison with the BLYP data presented in 
figures 4.13 and 4.14 and table 4.7. All of the calculated excitations are shown 
for these calculations, independent of the oscillator strength, so that a direct 
comparison can be made between all of the available data. Unfortunately due to 
limited resourses, it has not been possible to calculate more excitations.
Visual inspection of the two spectra (figures 4.13 and 4.15) shows an imme­
diate difference; the first band in the B3LYP spectrum is blue-shifted by 60 nm, 
compared with the BLYP band. The tabulated data for BLYP shows five bands 
dominated by the excitations A,B,C,D2&E. In fact, the B3LYP data are very 
similar; bands A&B are direct equivalents of those in BLYP. Band C comprises 
two excitations, equivalent to C&Dl in BLYP, with roughly equivalent intensity. 
Band D has the same character as excitation D2 in BLYP. Band E for B3LYP is 
dominated by a single excitation (E3), which matches in character to band E in 
BLYP. The bands in each spectra are thus direct equivalents of each other in the 
character of their major component, however the minor excitations (D1,D3&D4 in 
BLYP and C2,E2&E1 in B3LYP) although equivalent, now form part of different 
bands; this is best illustrated by comparing figures 4.14 and 4.16. It is well known 
that HF calculations give larger HOMO-LUMO gaps than DFT calculations, so 
perhaps it is not surprising that the inclusion of some HF exchange should in­
crease the HOMO-LUMO gap (by « leV  in this case), and cause blue-shifting of 
the bands.
One objective for the comparison of BLYP with B3LYP was to determine if the 
calculated first excitation energy is a better match with the experimental data 
upon the inclusion of some exact exchange. The data presented here suggest
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Table 4.8: Tabulated electronic excitation data for Th(C0T)2 calculated with B3LYP, at the B3LYP geometry using Gaussian. Details of 
the interpretation of these data may be found in section 4.3.2.1. These data are presented as a spectrum in figure 4.15, and are overlayed on 
a MO diagram in figure 4.16.
Feature
on
Spectrum
Excitation
Transition Energy A f
Symmetry eV nm
Transition
From To % Character
2l/22E\u 445 279 5.56xl0~2 68/69e2 g 
68/69e2 g
73/74e3u
77/7Seiu
71.7
16.4
R7T-
R7T-
►M-f
►M-f
B 28/29Eiu 4.74 262 3.18xl0~2
225 7.30xl0-3
222 5.00xl0-3
68/69e25
68/69e2fl
77/78eiu
73/74e3lt
80.8
11.3
R7T-
R7T-
►M-f
►M-f
C l
C2
42A2u 5.51
47/48£iu 5.59
T
68/69e2g 
7Q/71e2u 
68/69e2g
81/82e2u
86/87e2g
79/80eiu
82.4
15.5 
95.8
R7T->M-f
R7T—>R7r 
R7T—►Rcr
D 54/55Eiu 5.99 207 4.39x10'
202 7.60xl0-3
200 1.58xl0-2
196 8.99xl0_1
70/71e2u 
68/69e2g 
66/67eiu
83/84e3g 
88/89e3u 
72ai5
65.1
16.9
5.5
R7T—»R7T 
R7T—^ R7T
R7r—»M-d
El
E2
E3
60/61£iu 6.15
62/63£iu 6.20
67^2u 6-32
70/71e2u 
66/67eiu 
70/71e2u 
68/69e2 g
90/91ei g 
72a\g 
86/87e2 g 
81/82e2u
89.5
87.9
71.9 
12.1
R7T—►Rcr 
R7T—>M-d
R7T—>R7T
RTT-^M-f
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4.4.3 TD-DFT with B3LYP - ADF vs. Gaussian
that for Th(COT)2, B3LYP is in fact poorer than BLYP, since the bands are 
blue-shifted, making the agreement with experiment poorer. This indicates that, 
at least on the basis of comparison with experiment, there is no advantage to 
using the B3LYP method. Therefore the remaining calculations in this study are 
performed using ADF.
Figure 4.15: Electronic excitation spectrum for Th(COT)2 from a TD-DFT calculation 
using B3LYP at a B3LYP optimised geometry, with Gaussian.
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4.4.3 TD-DFT with B3LYP - ADF vs. Gaussian
Figure 4.16: MO diagram from a B3LYP calculation at the B3LYP geometry for 
Th(COT)2 , calculated with Gaussian. The half arrows indicate the HOMO. Over- 
layed on the diagram are the calculated excitations using TD-DFT; details of how to 
interpret these data are given in section 4.3.2.1. Table 4.8 gives this information in 
numerical form.
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4.5 Computational Results for Th(TM COT)2 , Pa(COT ) 2  and
Pa(TMCOT)2 using ADF.
Table 4.9: Total bonding energy for each of the isomers of Th(TMCOT)2. a is the di­
hedral angle between the unique C-H methyl bonds and the thorium-ring centroid 
distance, a = 0.0° indicates that the unique methy 1-hydrogen atoms on opposite 
rings point in towards each other, while a = 180.0° indicates that they project out 
of molecule.
Point Group Q° Bonding Energy / kJ mol 1
D±h 0.0 +23.53
180.0 0 (-31118.91)
D±d 0.0 +26.24
Dm 180.0 +8.24
4.5 Com putational Results for Th(TM CO T)2, 
Pa(C O T )2 and Pa(TM C O T)2 using ADF.
4.5.1 Substituted  thorocene - T h(TM C O T )2
4.5.1.1 Geometric structure
It is not clear whether the substituted species should have the methyl groups on 
the two rings eclipsed, or staggered. Single crystal x-ray structure determination 
on U(TMCOT)2 indicates both isomers to be present in the structure , 171 however, 
no structural determinations have been performed for substituted thorocene, or 
protactinocene. Hodgson and Raymond suggest that there is no significant inter­
action between the methyl groups between rings, so any preference for a specific 
structure must be due to the resulting stability of the metal-ligand interaction. 
A further structural consideration is whether the methyl groups should be posi­
tioned on the rings such th a t the unique methyl-hydrogens project towards those 
on the opposite ring, or towards the outside of the molecule, where the closest 
approach of the hydrogens on the opposite rings would be slightly reduced.
In the absence of any conclusive experimental evidence for the most stable 
structure, BLYP optimisations on the two possible D ^  and D ^  structures have 
been used to predict the structure of the most stable isomer. These data indicate 
that the D4* isomer with the unique methyl hydrogens projecting outwards to be 
slightly lower in energy (table 4.9), although only by about 8  kJ mol-1 . Prom this 
point on, for brevity, all references to Th(TM COT)2, and Pa(TM COT ) 2 assume 
this structure.
Table 4.10 gives the results of geometry optimisations performed on Th(TM- 
COT ) 2 with a variety of functionals. Comparison of the optimised structures for
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Th(COT )2 and Th(TM COT)2 indicates that the methyl substituents on the rings 
makes a difference of only hundredths of an Angstrom to the thorium-ring cen­
troid distance. Thus it appears that the extra stabilisation caused by the better 
energetic match between the metal and ligand orbitals caused by the inductive ef­
fect of the methyl groups cancels with any interaction between the methyl groups 
on the upper and lower rings. Unfortunately there are no experimental data 
available with which to compare these optimised geometries.
The optimised geometries show that the Cs rings are slightly puckered, but 
essentially planar for all functionals investigated, however, different methods show 
the rings puckering in opposite directions. The hydrogen atoms attached to the 
rings (i.e. in the unsubstituted ring positions) are deflected towards the centre 
of the molecule with all methods. The carbon atoms of the methyl groups are 
deflected to a lesser extent than the hydrogen atoms, indeed with some methods 
they are deflected away from the centre of the molecule (e.g. BLYP or OLYP).
Table 4.10: Results from geometry optimisations on Th(TMCOT)2 using a variety of 
density functionals under D±h symmetry. The definition of the geometric variables is 
given in figure 4.17. Although optimised, the lengths and angles within the methyl 
groups are not given.
VWN BLYP OLYP BP86 PW91 PBE KT1 KT2
Th-X /  A 1.991 2.108 2.056 2.062 2.047 2.047 2.025 2.007
X-C(RH) /  A 1.823 1.845 1.836 1.840 1.838 1.840 1.851 1.831
C(RH) def /  ° 90.06 89.98 89.98 89.98 90.01 90.01 90.10 90.09
X-C(RM) /  A 1.856 1.879 1.872 1.874 1.872 1.874 1.880 1.860
C(RM) def /  ° 89.94 90.02 90.02 90.02 89.99 89.99 89.90 89.91
X-C(M) /  A 3.361 3.417 3.399 3.402 3.397 3.400 3.409 3.372
C(M) def /  ° 89.25 90.31 90.14 90.18 89.92 89.92 89.07 89.08
X-H(R) /  A 2.918 2.935 2.923 2.932 2.929 2.932 2.943 2.911
H(R) def /  ° 88.05 88.55 88.28 88.39 88.32 88.29 87.93 87.94
Th-C(H) /  A 2.701 2.801 2.756 2.763 2.752 2.752 2.746 2.719
Th-C(C) /  A 2.721 2.824 2.781 2.787 2.774 2.775 2.761 2.734
C(RM)-C(RH) /  A 1.408 1.425 1.420 1.422 1.420 1.421 1.428 1.413
C(RM)-C(M) /  A 1.505 1.538 1.527 1.528 1.525 1.526 1.530 1.513
C(RH)-H(R) /  A 1.098 1.091 1.088 1.094 1.093 1.094 1.096 1.084
H(M)-H(M) /  A 2.864 3.265 3.139 3.151 3.084 3.082 2.902 2.880
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Figure 4.17: Definition of the geometric variables for substituted actinocenes of the type An(TMCOT)2. Due to the D4/l structure the 
8 membered rings have two sets of symmetry inequivalent carbon atoms. These lie in two planes between which the centroid point X is 
considered to be equidistant. C(RM) is a ring carbon atom bearing a methyl group. C(M) is the methyl-carbon atom. C(RM)-def is the angle 
subtended by the X-C(RM) distance and the An-X distance. C(RH) is a ring carbon bearing a hydrogen atom. H(R) is a hydrogen atom 
bound directly to the Cs ring. C(RH)-def is the angle subtended by the X-C(RH) distance and the An-X distance. Angles < 90° indicate 
that the atom lies below the plane through the ring centroid perpendicular to the An-X distance. H(M)-H(M) is the closest approach of the 
methyl-hydrogen atoms on opposite rings.
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4.5.1 Substituted thorocene - Th(TMCOT ) 2
Figure 4.18: Theoretical electronic excitation spectrum for Th(TMCOT)2 from a TD- 
DFT calculation using LB94 at the BLYP geometry.
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4.5.1.2 Electronic structure
Due to the success of LB94//BLYP in calculating the energy of the first elec­
tronic transition of Th(COT)2 , this method was used to calculate the electronic 
spectrum for Th(TM COT )2  (figure 4.18). The transitions contributing towards 
the dominant excitations are shown in figure 4.19, and are given in tabular form 
in table 4.11.
In comparison with the spectrum of thorocene (figure 4.7, page 160) it is 
observed that the first band occurs at a lower energy. This is attributed to the 
smaller HOMO-LUMO gap, because of the destabilisation of the ring orbitals 
by the substituents, such that they are a better energy match with the metal 
orbitals. It is also observed that the number of bands observed has increased. 
This can be accounted for by the reduction in symmetry from D 8h to D±h caused 
by the addition of the methyl groups to the rings.
Bands A-D in Th(TMCOT )2  have essentially the same character as bands 
A&B in Th(COT)2, however, the (formerly 7e2g) orbital from which these transi­
tions originate has been split into two components by the reduction in symmetry.
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This has resulted in doubling the number of excitations. The reduction in the 
HOMO-LUMO gap (from 2 eV to 1.6 eV) coupled with the splitting of the 10b2g 
and Sbig orbitals («  0.5 eV) has caused bands A&C to be substantially red- 
shifted compared with the equivalent in Th(CO T)2. The reason for these bands 
now comprising excitations with essentially a single transition, compared with 
the 2:3 ratios seen for Th(CO T)2 is not understood.
Band E&F are equivalent to band C in thorocene. These excitations are based 
on transitions between orbitals which have both been split by the reduction in 
symmetry, however only two bands, not four, result from this single band, be­
cause the b\g—>b\u and b2g^ b 2u transitions are not dipole active. Bands G&H 
have the character of band D in Th(COT)2, however, band H has a very small 
oscillator strength. Band K comprises two excitations which match bands F&G 
in Th(COT)2, however, the remainder of the excitations which make up the 
Th(TM COT)2 spectrum are made up of many transitions, and do not have ob­
vious analogous excitations in the spectrum of Th(COT)2. The additional com­
plexity in the spectrum of Th(TMCOT)2 can be accounted for by the reduction 
in symmetry, which has both increased the density of states (due to the afore­
mentioned splitting), but has also caused more transitions to be dipole active 
since e\g/u and eig/u orbitals both become eg/u in Th(TM COT)2.e Therefore the 
number of transitions which can contribute towards an excitation has increased.
The experimental band at 480 nm could be assigned to either bands B (518 
nm) or C (456 nm), however the experimental band falls virtually between these. 
If the bands in the spectrum were sufficiently broad, then perhaps the experi­
mental assignment is a larger band at the average position of B&C. In any case, 
band A (569 nm) was not observed experimentally, perhaps due to its low energy 
and small oscillator strength.
eeig ® e$u =  b\u © b2u © e2u in D^h and such is dipole inactive. In D ^  the descent in 
symmetry causes these irreps to become eg and eu, since eg <8> eu =  a \u © a2u © b\u © b2u it is 
now dipole active.
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4.5.1 Substituted thorocene - Th(TMCOT )2
Table 4.11: Tabulated electronic excitation data for Th(TMCOT)2 calculated with 
LB94, at the BLYP geometry using ADF. Details of the interpretation of these data 
may be found in section 4.3.2.1. These data are presented as a spectrum in figure 4.18, 
and are overlayed on a MO diagram in figure 4.19.
Feature Excitation
on Transition Energy A f Transition
Spectrum Symmetry eV nm From To % Character
A 1 E u 2.18 569 6.32xl0~3 1 0  b 2g
S b \ g
19eu
19eu
89.6
7.9
Rtt—>M-f
R/7T —►M-f
B 2 E u 2.40 518 2.27xl0~3 m 2g 2 0 eu 95.9 Rtf—>M-f
C 3 E u 2.72 456 1 .6 6 x l0 ~ 2 8 b \ g
8 b i g
1 0 b 2g
19eu
2 0 eu
29eu
76.7
14.1
6 . 6
R7T->M-f 
Rtt—>M-f 
R7T->M-f
D 4 E u 2 . 8 8 430 1.09xl0~2 8 b \ g
8 b l g
2 0 eu
19eu
85.3
1 1 .1 jo 
JO
i 
1
£ 
£
 
1 
1
E 1 A .2 u 3.24 383 3.40xl0-2 I 0 b 2g
8 b l g
96iu
7 b 2 u
91.4
7.3
Rtf—>M-f 
Rtf—*M-f
F 2  A 2 u 3.71 335 7.65xl0-2 8 b l g
10623
7 b 2 u
96iu
89.0
5.9
R7t—»M-f 
R7T->M-f
G 5 E u 4.19 296 2.26xl0-2 8 b i u
10623
15 e g  
2 1 e u
73.2
22.7
R7F—>R7T 
R7F—>R7T
H 6  E u 4.53 274 6.31xl0-4 6 6 2u
IO623
l b e g
2 1 eu
62.8
29.5
R7F—>R7F 
Rtf —►Rtf
11 3 A 2 u 4.65 267 1.43xl0- 2 8 6 iu
14e5
6 6 2u
H 623
19eu 
96i 3
40.3
50.7
7.3
R7F —>R7F
R7t—>M-f
R7F—>R7F
12 7  E u 4.69 264 9.03xl0"3 14e9 16a2u 89.1 Rtf—MT
J1 8  E u 4.74 262 8.52xl0-2 8613  
IO623 
8 6 iu 
14 eg 
6 6 2u
2 1 eu 
2 1 eu 
15e3 
1 6 fl2u 
15 e g
39.1 
30.3
1 0 .1  
1 0 .1
6 . 8
R7F—>R7F 
R7F—>R7F 
R7F—>R7F 
R7t—>M-f
R7T—>R7F
J2 4 A 2 u 4.76 260 3.93xl0- 2 8 b i u
14
6 6 2U
H 623 
19eu 
96i 3
43.2
48.5
5.0
R7F —>R7F
R7f—>M-f
R7T—>R7F
K1 9 Eu 4.97 250 3.50xl0-3 1 8 e u 19oi3 97.6 R7f—»M-d
K2 5 A 2 u 4.98 249 4.17xl0-4 14 e g 2 0 eiu 95.9 Ryr->M-f
LI 6  A 2 u 5.29 234 6.79xl0- 2 13 e g  
6 6 2u
19eu
9613
69.7
2 1 . 2
Rtr—>M-f
R7F—>R7F
L2 11 E u 5.32 233 2 .1 0 x l0 _1 IO623 
8613  
6 6 2u 
14^3
2 2 eu
2 1 eu
15e9
7 b 2 u
45.3
24.9
8.3
5.7
R7T—>Rc^  
R7^ —>R7F 
R7F—>R7F 
R7T—>R7F
L3 7  A 2 u 5.33 233 1.25xl0_1 6 6 2u
13e5
8 6 iu
9 b i g
19eu
12623
43.4
30.0
13.3
R7T—>R7T
Rcr—>M-f
R7F—►Rd
Ml 1 2  Eu 5.46 227 4.93xl0~ 2 7 b l g 19eu 67.4 Rcr—>M-f
Continued on next page
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Continued from previous page
Feature Excitation
on Transition Energy A f Transition
Spectrum Symmetry eV nm From To % Character
m 2g 22eu 20.0 R,7t—>Rcr
M2 13 Eu 5.49 226 9 .8 9 x l0 -2 86iu 16eg 48.7 R7T—>R(J
1062g 22eu 16.8 R7t—>Rcr
7 b l g 19eu 10.2 Rcr—>M-f
Ueg 7 b 2 u 7.4 R rr^M -f
14 e5 9 b \ u 6.2 R7T—>M-f
M3 14 Eu 5.50 225 8 .3 4 x l0 -2 86iu 16 eg 47.4 Rn—»Rct
7 b l g 19eu 21.1 Rcr—»M-f
I 0 b 2g 22eu 12.7 R7T—>Rct
N1 9 A 2 u 5.58 222.3 3 .75x l0 -'2 85iu 1262g 54.5 R7t—>R<t
18aig 16o2u 53.4 R7t—>M-f
N2 10 A 2 u 5.64 220 1 .15x l0 -1 18ciig 16d2u 53.4 R7r—>M-f
86iu 12 b 2g 19.8 R7T—>R<r
15(22ix 19ai g 17.1 R7T—>M-d
6&2u 9 b \ g 5.0 R7T—>R7T
0 1 11 a 2u 5.80 214 3.73x10-2 15(3r2u 19flij 59.0 R7t—>M-d
6 b 2 u l O h g 32.1 R7T —>R(J
0 2 19 Eu 5.81 213 1 .08x l0_1 S b i g 22eu 20.8 R7t—>R(j
6&2u 16eg 20.3 R7T—>Rcr
14eg 9 b i u 19.5 R7t—>M-f
18aig 20eu 14.5 RTT-^M-f
14eg 7b2u 7.8 Rvr^M -f
9 b 2g 20eu 6.1 R<r->M-f
0 3 12 A2u 5.89 210 1 .68x l0_1 6b2u l O b i g 63.8 R7T—>R(7
15fl2u 1 9 a ig 18.7 R7r-+M-d
86iu 12b2g 5.0 R7r—>R<7
P 24 Eu 6.03 206 6 .6 6 x l0 -1 14 e5 9 b \ u 14.2 R7r—>M-f
14 eg lb2u 13.1 R7T—>M-f
S b l g 22eu 10.9 R7T—>R(j
9 b2g 20eu 8.5 Rcr—>M-f
6&2u 16eg 8.3 R7T—>Rcr
S b l g 21eu 7.5 R7T—>R7T
18ai g 20eu 6.0 RTT^M-f
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Figure 4.19: MO diagram from an LB94 calculation at the BLYP geometry for 
Th(TMCOT)2 , calculated with ADF. The half arrows indicate the HOMO. Overlayed 
on the diagram are the calculated excitations using TD-DFT; details of how to interpret 
these data are given in section 4.3.2.1. Table 4.11 gives this information in numerical 
form.
4.5.2 Protactinocene - Pa(COT )2
4.5.2 Protactinocene - Pa(C O T )2
4.5.2 . 1  Geometric structure
Because of the close energetic spacing of the f-orbitals, it is possible that Pa(COT)2 
has a multiconfigurational g.s. wavefunction. However, due to the size of the sys­
tem, a multiconfigurational approach would be extremely difficult to execute. 
Instead, DFT was used, initially with a smearing factor, which allows the partial 
occupation of orbitals in a limited energy range. The geometry was optimised 
with this method, giving an electronic configuration with three partially filled 
f-orbitals, a2u, £iu and e3u. Single point energies were calculated with a single 
electron in each of these orbitals, and then the geometry was optimised with each 
of these new configurations. The configuration, molecular geometry and total 
energy of protactinocene in each of these electronic states is given in table 4.12.
The choice of electronic configuration makes little difference (0.027 A )  to the 
metal-ring centroid distance, with the X 2 Am  state giving the best agreement with 
the smeared configuration. Unfortunately there are no structural experimental 
data available for protactinocene - the closest is a partial powder diffraction pat­
tern.146 The best estimate for the metal-ring centroid distance in protactinocene 
(1.964 A )  is from the average of the uranocene (1.924 A )  and thorocene (2.004 A )
Table 4.12: The optimised geometry of Pa(COT)2 with BLYP, in a number of different 
electronic configurations. The smeared electronic structure has the following configu­
ration ( lla 6^ 7 + 5e6^ 6 + lle i 27). The definition of the geometric parameters is given 
in figure 4.6. The total binding energy is given relative to the lowest energy optimised 
structure X 2A 2U for each optimised geometry, and for single point calculations with 
each electronic configuration at the optimised geometry calculated with the smeared 
electronic structure.
Configuration
Smeared X 2A2u A2 E \u b 2e 3u
Pa-X /  A 2.056 2.056 2.064 2.037
x - c  /  A 1.857 1.857 1.857 1.858
X-H /  A 2.946 2.946 2.946 2.946
Pa-X-H /  ° 88.24 88.24 88.42 88.13
Pa-C /  A 2.770 2.770 2.776 2.757
c - c  /  A 1.421 1.421 1.421 1.422
C-H /  A 1.091 1.091 1.091 1.091
H def /  ° 85.24 85.24 85.73 84.95
E(SP) /  kJ mol"1 - -0.14 +35.14 +36.61
E(OPT) /  kJ mol"1 +28.5 0 (-19120.63) +36.01 +34.85
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experimental distances obtained from x-ray diffraction studies.170 BLYP is seen 
to over-estimate the metal-ring distance by «  0.1 A  if the lowest energy structure 
(2A2u) is considered, however this represents a shortening of the metal-ring dis­
tance of 0.05 A  compared with the BLYP result for thorocene (table 4.2), which 
matches the expected contraction from the experimental data (0.04 A )  fairly well.
4.5.2.2 Electronic structure
Unfortunately due to the limitations of the TD-DFT code in ADF, it is not 
possible to calculate excitations from smeared electronic configurations, or those 
with single electrons in degenerate orbitals, and so the only configuration from 
which excitations can be calculated is the X 2A 2u state, which fortunately is found 
to be the g.s. The optimised geometry with this electronic symmetry is lower in 
energy than the minimum energy structure in any other configuration, including 
the smeared one (table 4.12).
It is found that none of the electronic configurations resulting from the above 
calculations are aufbau. The result of moving the electron to the LUMO of the 
non-aufbau configuration is to destabilise that orbital, while stabilising the orbital 
from which the electron was removed, such that the new configuration remains 
non -aufbau. This is taken to indicate that the system would benefit from a multi­
configurational treatment.
The choice of the A 2E \U or B 2E3u electronic configuration, where there is a 
single electron in a degenerate set of orbitals should lead to a Jahn-Teller distor­
tion, in order to remove this degeneracy. This should lower the symmetry and 
alter the selection rules, resulting in more allowed transitions. Given this extra 
level of complexity (for which the requirement is uncertain), the general problems 
with performing such a calculation, and the generally accepted viewpoint that 
the species studied are highly symmetrical, it seems sensible to perform TD-DFT 
calculations from only the X 2A 2u ground state. W ith the “paucity”156 of experi­
mental data available for these species, and the extreme sensitivity of the energy 
of the excitations to the choice of method, it is thought unlikely that the choice of 
one state over another would significantly alter the conclusions from the study/
The spectrum from an LB94 calculation at the BLYP optimised geometry 
with an X 2A 2u configuration is given in figure 4.20, the transitions making up 
the dominant excitations are shown in figure 4.21, and tabulated in table 4.13. As 
expected, the removal of the a//? degeneracy in the open-shell calculation results
fNon aufbau electronic configurations have been used before to successfully account for 
experimental results,172 so it is not felt that the use of a non -aufbau electronic configuration in 
this study is a problem.
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Table 4.13: Tabulated electronic excitation data for Pa(COT)2  calculated with LB94, 
at the BLYP geometry using ADF. Details of the interpretation of these data may be 
found in section 4.3.2.1. These data are presented as a spectrum in figure 4.20, and are 
overlayed on a MO diagram in figure 4.21.
Feature
on
Spectrum
Excitation
Transition
Symmetry
Energy
eV
A f 
nm
T51 l.OlxlO-2 
743 9.50xl0"4
Transition
From To % Character
1 A2u 1.65 alla2u a l4 a i( 99.5 M-f—>M-d
B 1 E\u 1.67 oc7e2g
a7e2g
c*5e3u 
(35 e 3u
80.4
19.5
R/7T-
R7T-
►M-f
►M-f
2 Eiu L99 623 1.03xl0-2
3 Eiu 2753 490 2.34x10"*
(37e2g
Qi7e2g
(35e3u
o:5e3u
79.3
18.9
R,7T-
R7T-
►M-f
►M-f
D a7t2q a l le iu 97.2 R?r—M-f
E 4 E\u 1.79 445 3.52xl0-3 /37e2g (3 1 1 e \u 97.7 RTT-^M-f
2  A2u ~ 2 M  437 7.48xl0-3 ot7e29
(37e2g
o 6 e  2u
(36e2u
64.2
35.4
R7T- 
R7T-
►M-f
►M-f
4 A.2u 3.37 368 1.85x10
5 A 2U 4.34 285
5 Eiu 4.39 282
6 Eiu 4.48 277
(37 e 2g 
a.7 e2g
/3Ge 2U 
a6e2u
62.1
33.2
R7T-
R7T-
►M-f
►M-f
HI
H2
H3 1—4
o 3 e 3g 
alla2u 
135e2u 
o5e2u 
o 7  e 2g
oGc3u
a8ei5
(34e3g 
o 4  e 3g 
oGg3u
99.9 
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50.9 
38.8
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Ro^M -f
M -f-Ra
R7T—►Rtt 
R7T—►Rtt 
R7t —►Rtt
7 E lu T 7 9  259 8.04xl0-3 o5e2u o 4 e 3g 32.5
(37e2g (36e3u 28.2
(35g2u (34e3g 27.3
o7e2g o 6 e 3u 11.3
R7T—>R7T 
R7T—*R7T 
R7t—>Rtt 
R7T—>R7T
8 A 2U ~5T7 240 2.68xl0-3
12 E lu 5741 229 3.29x10-^
9 A2u 5.42 229 5.81xl0"3
a5e2u o 8 e 2 9 54.1
(35g2u (38e2g 37.4
o 7 e i g a l l e i u 8.1
R7T—►Rtt 
R7t—►Rtt 
R7t—>M-f
K1
K2
Oc7 G \g
0 .7 &2g
( 3 7 e \ g
oGe2u
o6g3u
P lle iu
80.9
8.0
95.6
RTT^M-f
R7T—►Rtt
R7t—►M-f
14 Eiu 5.59 222 3.50xl0-2
"5^ 85 212 2.37xl0_1
(37eig
0:1102,
(37e2g
(36e2u
o 9 e i g
(36e3u
66.3
13.0
5.2
R 7T -
M-f-
R7T—
►M-f
+R<r
►R7T
Ml
M2
10 A2u
1 1  A2u 5.90 210 2.08x10 - 1
1T06 205 9.22xl0~3
6.13 202 6.56xl0"2
a lla2 U alGaig 41.5 M-f-+Rcr
(35g2u (38e2g 28.7 R7T—►R7T
a b e 2 U o 8 e 2g 21.0 R7T— R7T
o l l a 2 u a l6 a i5 57.6 M-f—+Rcr
(35g2u (38e2g 17.9 R7T—R7T
o5&2 u o 8 e 2g 14.7 R7T-H R7T
N1
N2
24 Eiu 
12A2u
(36e2g P l l e i u 78.3
07 G-2g o l 2 e i u 16.2
oGe29 o 6 e 2u 90.1
Rcr—M-f 
R7T—►Rcr 
Rcr—>M-f
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Figure 4.20: Theoretical electronic excitation spectrum for Pa(COT)2  calculated using 
TD-DFT using LB94 at the BLYP geometry.
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in more bands. While it is not, of course, possible to promote an electron to the 
afa2u-orbital which contains the unpaired electron, it is now possible to promote 
this electron to a variety of vacant orbitals. It might therefore be expected that 
the spectrum of protactinocene would be significantly affected by excitations that 
are based on transitions of this single f-electron.
Although the prediction that the first transition should occur at longer wave­
lengths than for thorocene is correct, it is not simply a result of a smaller HOMO- 
LUMO gap caused by the better energy match between the ring and metal or­
bitals. The molecular orbital structure for protactinocene is more complex than 
that for thorocene. To a first approximation the MO structure has three regions, 
compared with two regions for thorocene; the lower region (bulk occupied) con­
tains the ring-based orbitals, and is fully occupied. The central region comprises 
the MOs with significant metal-f and dz 2 character, one of which contains the 
single unpaired electron. The third region is higher in energy, and contains the 
unoccupied ring-based orbitals (bulk vacant). These regions are shown in figure 
4.22. Four different types of transition are therefore expected - from the bulk
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4.5.2 Protactinocene - Pa(COT )2
Figure 4.21: MO diagram from an LB94 calculation at the BLYP geometry for 
Pa(COT)2 - The half arrows indicate the HOMO of the bulk occupied region, and 
the unpaired a electron. Overlayed on the diagram are the calculated excitations using 
TD-DFT; details of how to interpret these data are given in section 4.3.2.1. Table 4.13 
gives this information in numerical form.
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4.5.2 Protactinocene - Pa(COT )2
Figure 4.22: Schematic representation of the MO diagram of Th(COT)2 ,
Th(TM COT)2 , Pa(COT )2 and Pa(TM COT)2 , showing the division of the MOs into 
regions.
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occupied to the central region, from the bulk occupied to the bulk vacant, and 
for the o-orbitals only, from the occupied orbital in the central region to another 
orbital in the central region, or to the bulk vacant region.
One might expect that the energetic positioning of the central region in the 
MO diagram will affect the resulting spectrum significantly; more stable orbitals, 
closer to the occupied ring orbitals (i.e. small A E \)  will favour LMCT transitions 
at low energies, while if this region is less stable and thus closer to the vacant
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orbitals (i.e. small A2?2), MLCT bands will be favoured at lower energies. How­
ever transitions to, from, or within this central region will occur at lower energies 
than transitions from the bulk occupied to bulk vacant region (across AK4), and 
this explains the significant red-shifting of the theoretical spectrum (figure 4.20) 
when compared with that for Th(CO T)2.
The longest wavelength band (A, figure 4.20) is due to an electron transition 
from the f23-based MO to the d eb ased  orbital. Bands B&C are each formed 
from a single transition from the 7e25 ring orbital to the 5 e3U metal f-orbital, one 
due to the a  electron and one due to the (3 electron. Bands D&E are similar, 
except that the transition occurs to the l le iu f-based orbital. Bands B-E can 
thus be thought of as equivalents of bands A&B in Th(COT)2, which have been 
split two-fold by the removal of the a//3 degeneracy, however it is not understood 
why these excitations now comprise single transitions compared with the 2:3 ratio 
observed for Th(COT)2. Since the destination orbitals for these transitions now 
occur in the central region, significant red-shifting has occurred.
Bands C&D in the spectrum of Th(COT ) 2 (figure 4.7) are each split two-fold 
in Pa(COT)2, assigned to bands F&G and H3&;I respectively. The former of 
these pairs populates the metal fe2u orbital in the central group of MOs, and so 
these transitions occur at significantly lower energies than those making up bands 
H3&I which occupy orbitals in the bulk vacant region of the MO diagram.
Inspection of the spectrum indicates that the splitting of a single excitation 
into two components does not necessarily result in excitations with equivalent 
oscillator strengths. The lower energy component, dominated by the a  transi­
tions seems to have a lower oscillator strength, a phenomenon most obvious in 
the 7e2ff—*6 e2u dominated excitations F&G, where the lower energy excitation 
has an oscillator strength 25x that of the higher energy component G. It is not 
understood why this should be the case.
Although we might have expected the spectrum of Pa(CO T ) 2 to be dominated 
by transitions of the unpaired f-electron, only three bands in the spectrum have 
substantial fa2u-character - A,H&M. The first two of these are very weak, but 
occur at low enough energies to be well resolved. The third band, M occurs at 
short wavelengths, and so is less well resolved. The increase in the number of 
significant bands with A > 250 nm has increased from four to nine. However 
only two of these are due to first order effects of the f-electron (i.e. transitions of 
this f-electron). The rest of the complexity is due to the open-shell structure of 
Pa(COT ) 2 - due to the unpaired electron. This may be considered a secondary 
effect of the single f-electron.
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Table 4.14: Optimised geometries for Pa(TMCOT)2 calculated with BLYP at a variety 
of electronic configurations. The smeared electronic structure has the following con­
figuration (11 a®'25 + 19e„47 + 20e®-28). The definition of the geometric parameters is 
given in figure 4.17. The total binding energy is given relative to the most stable struc­
ture X 2A2u for each optimised geometry, and for single point calculations with each 
electronic configuration at the optimised geometry of the smeared electronic structure.
Configuration
Smeared X ZA2u a i e u B lEu
Pa-X /  A 2.059 2.074 2.050 2.066
X-C(RH) /  A 1.844 1.842 1.844 1.845
C(RH) def /  ° 89.98 89.99 89.96 89.99
X-C(RM) /  A 1.878 1.877 1.880 1.878
C(RM) def /  ° 90.02 90.01 90.04 90.01
X-C(M) /  A 3.416 3.415 3.417 3.416
C(M) def /  ° 90.17 90.10 90.34 90.33
X-H(R) /  A 2.934 2.932 2.933 2.934
H(R) def /  0 88.41 88.39 88.29 88.58
Pa-C(RH) /  A 2.764 2.774 2.756 2.769
Pa-C(RC) /  A 2.787 2.797 2.783 2.793
C(RH)-C(RM) /  A 1.425 1.424 1.425 1.425
C(RM)-C(M) /  A 1.537 1.538 1.537 1.538
C(RH)-H(R) /  A 1.091 1.092 1.091 1.091
H(M)-H(M)/ A 3.145 3.165 3.151 3.182
E(SP) /  H - -0.81 +19.89 +32.06
E(OPT) /  H +25.23 0 (-31145.32) +19.28 +32.37
LMCT bands H1&;K2 have analogous bands in thorocene (E&F respectively), 
however, only one component of each of these transitions has a significant oscil­
lator strength. The other component of these transitions is likely to be hidden 
behind another band in the 200-250 nm part of the spectrum, which is not well 
resolved due to the reciprocal scale. Band N1&N2 are the two components re­
sulting from band J 1 in Th(COT)2, again with LMCT character. The remainder 
of the bands have a fairly complex structure, comprising many transitions, some 
of which are not observed for Th(COT ) 2 or Th(TM COT ) 2 in the energy range 
studied.
4.5.3 Substituted protactinocene - P a(T M C O T )2
4.5.3.1 Geometric structure
Table 4.14 gives the optimised structures of Pa(TM COT ) 2 with BLYP in a num­
ber of different electronic configurations. The X 2A 2u state is again found to be
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Table 4.15: Energy separations from figure 4.22 for Pa(COT)2 and Pa(TMCOT)2 -
Energy Pa(COT) 2 Pa(TMCOT) 2
eV a P a P
A Ei 1.24 1.42 1 . 0 1 1.18
A E2 1.19 1.25 1.35 1 . 1 1
A £ 3 1.80 1.84 1.63 1.64
A £4 4.55 4.50 3.99 3.94
the g.s.; however, as in Pa(COT)2 , this electronic configuration is found to be 
non- aufbau. The metal-ring centroid distance is found to be similar to that in 
Pa(COT ) 2 if the smeared structure is used (table 4.12); if the X 2A 2U state is 
considered, a small increase is seen (0.018 A),  however in some states a small 
contraction is observed e.g. 0.014 A when the A  states are compared. When 
the X 2A 2u state is compared with Th(TMCOT)2 , a slightly larger contraction 
is observed in the metal-ring centroid (0.034 A),  just slightly smaller than the 
contraction observed in An(COT ) 2 of 0.05 A  when replacing thorium with pro­
tactinium. As with Th(TM COT)2, the C8 ring is essentially planar; however, 
the carbon atoms of the methyl group now lie above the ring plane, although the 
alteration is not significant. The hydrogen atoms lie below the ring plane (i.e. 
pointing in towards the opposite ring).
4.5.3.2 Electronic structure
The spectrum from an LB94 calculation at the BLYP optimised geometry of the 
X 2A 2u state is given in figure 4.23, and the transitions making up the dominant 
excitations are shown in figure 4.24, and tabulated in table 4.16. The spectrum 
has more bands than that for the unsubstituted analogue, and this increase in 
complexity can be explained by the effect of the descent of symmetry (as observed 
for thorocene on addition of the methyl groups), combined with the effect of the 
open-shell electronic structure on the MOs. The spectrum has been red-shifted 
when compared with Pa(COT)2 - This is explained by the reduction of the range 
of energies of the MOs as observed by the general reduction in A £ i_ 4 upon 
substitution of the COT rings with methyl groups (see table 4.15).
Unlike for Pa(COT)2 , where the lowest energy band is due to a transition of 
the single metal-f electron within the central region of orbitals, the low energy 
band in Pa(TMCOT )2 has LMCT character. This LMCT transition (10b2g—>19eu) 
is one component of the a7Tje2g ring to metal f5e3u transition which has been split
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Figure 4.23: Theoretical electronic excitation spectrum for Pa(TMCOT)2 from a TD- 
DFT calculation using LB94 at the BLYP geometry.
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two-fold by the descent in symmetry of the origin MO. Band B is the equivalent 
of band A in Pa(COT)2 , and has been red-shifted by 117 nm. The reduction 
in A E 3 which effects the energy of f—>d transition is «  0.2 eV when comparing 
Pa(TMCOT ) 2 with Pa(COT ) 2 (thus explaining the bathochromic shift), but this 
is comparable with the contraction in A E i , which affects the energy of the LMCT 
band. This, coupled with the splitting of the formerly 7e2g level causes the LMCT 
band to be of lower energy than the Mf—>d transition .8
Bands A,C,D&E are components of bands B&C in Pa(CO T ) 2 while bands 
F,G&I are components of bands D&E. This represents a two-fold splitting, al­
though the fourth component from bands B&C has a very small oscillator strength 
and occurs at 425.83 nm, an extremely small component of band K, and thus is 
not tabulated or shown diagrammatically. Bands F&G in Pa(C O T ) 2  are affected 
by the splitting of both the origin and destination MOs, and the dipole active
gBecause neither of the discussed transitions are between the frontier orbitals of the regions 
which are separated by the energies in table 4.15, these energies alone cannot be used to explain 
the reversal in the characters of the bands in the spectra; they do not take into account that 
the splitting of the orbitals has moved the origin of the LMCT closer in energy to the HOMO.
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components contribute towards excitations H,J,K1,K2&L.
Five bands in the spectrum, B,K,P&S have MLCT character, however the 
bands > 300nm are very small, with the other two contributing to the large 
absorption between 200 and 300nm. The remaining excitations which make up 
the spectrum are fairly complex, including many component transitions, of which 
a number are not seen in the spectra of the other species investigated.
It was expected tha t the extra complexity of the spectrum compared with 
Th(TM COT)2 was due to transitions of the f-electron from the 16a2u MO, how­
ever the majority of the bands in the spectrum are those that appear in Th(COT)2 , 
and hence Th(TM CO T)2, except that have they been split into components by 
both the second order (open-shell) effects caused by the un-paired electron, and 
by the reduced symmetry of the ligand field.
The experimental data for Pa(TMCOT)2 consist of a band at 380 nm with 
a shoulder at 490 nm. This suggests that the first band is quite wide, since the 
shoulder occurs at 490 nm, however, the actual spectrum is not available. It is 
clear that the lowest energy allowed transition (A, 936 nm), cannot be the first 
measured band at 380 nm, because the spectrum is unlikely to be recorded at 
such high wavelengths.11 It is also unlikely that the theoretical spectrum is offset 
by 500 nm! In accordance with Occum’s razor,1 I suggest that the first measured 
experimental band is theoretical band L calculated at 372 nm, while the shoulder 
at 490 nm is likely to be band H calculated at 489 nm. The higher energy bands 
have perhaps been missed due to their low oscillator strengths. If the spectrum 
is broadened sufficiently such that band H becomes a shoulder on band L, then 
bands I,J&K would occur under the resulting band envelope, thus increasing 
the intensity of the shoulder. This assignment would also resolve the problems 
discussed before, where the 490 nm band was assigned to an f-electron transition 
and 380 nm to the same low energy transition as observed for Th(TMCOT)2 i 
this band has not been blue shifted, when we expected it to be red shifted, it is 
apparently not even the same band!
hAny band at 936 nm would occur in the infra-red region of the electromagnetic spectrum 
where vibrational transitions dominate. Thus if the spectrum were recorded in this region, the 
band would probably be confused for a vibrational transition.
‘Occum’s razor is a principle attributed to the 14t/l century logician William of Ockham and 
states that given two explanations of a phenomenon, one should adopt the simpler explanation, 
or that which makes the fewest assumptions.
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Table 4.16: Tabulated electronic excitation data for Pa(TMCOT) 2 calculated with 
LB94, at the BLYP geometry using ADF. Details of the interpretation of these data 
may be found in section 4.3.2.1. These data are presented as a spectrum in figure 4.23, 
and are overlayed on a MO diagram in figure 4.24.
Feature Excitation
on Transition Energy A f Transition
Spectrum Symmetry eV nm From To % Character
A IEU 1.32 936 1.07xl0-3 al0b2g
(310b2g
al9eu
(319eu
93.6
5.1
Rtt—> M -f  
R7T—>M -f
B 1A2u 1.43 868 8.78xl0-3 al0a2u al9a\g 99.6 M - f —>M -d
C 2 Eu 1.54 806 2.47xl0-3 (310b2g
aSb\g
(319eu
al9eu
88.6
6.4
R,7r—> M -f  
R ,7T -»M -f
D 3EU 1.80 689 2.18xl0-3 aSbig
pSbig
al9eu
(319eu
82.9
12.5
R,7r—>M -f 
R T T -^ M -f
E 4 Eu 2.04 607 7.22xl0-3 fi&big
aSbig
(319eu
al9eu
83.0
9.1
R T T -^ M -f 
R7T—>M -f
F 5 Eu 2.21 562 2.76xl0-3 Ocl0b2q a20eu 96.1 R7T—» M -f
G 6 Eu 2.46 505 2.38xl0-3 (310b2g (320eu 98.3 R 7 r -+ M -f
H 2A2u 2.54 489 6.97xl0~3 al0b2g
(310b2g
a9biu
(39biu
77.5
21.3
R7T—>M -f 
R7T—>M -f
I 7 Eu 2.66 466 1.30xl0-3 aSbig a20eu 98.4 R7T—>M -f
J 3A2u 2.82 440 2.00xl0-2 m  b2g
aSbig
al0b2g
(39b\u
ot7b2u
a9b\u
62.9
21.8
14.1
R7T—> M -f  
R ? r ^ M - f  
Rtt^M T
K1 ^A2u 2.97 417 1.38xl0-2 a8big 
al6a2u 
/38big 
(310 b2g
Oi7b2u
a20a\g
(37b2u
(39b\u
43.4
24.3
23.4 
6.5
R7T—>M -f  
M - f - ^ R  a 
R7T—>M -f  
R7T—>M -f
K2 5 A2u 2.98 415 9.03xl0-3 al6a2u
a8b\g
(38big
a20aig
oc7b2u
(37b2u
75.4
11.0
10.2
M -f-+ R < r
R T T -^ M -f
R T T -^ M -f
L 6A2u 3.33 372 1.34xl0_1 (38big
OcSblg
(3l0b2g
(37b2u
a7b2u
(39b\u
64.0
22.1 
5.9
R T T -^ M -f  
R T T ^ M -f  
R7t—>M -f
M 11 Eu 4.22 294 4.60xl0-3 (310 b2g 
(38b\u
a8biu
(321eu
(315eg
albeg
39.3
32.0
24.7
R7T—>R7T 
R7T—>R7T 
R7T —►R'TT
N1 15 Eu 4.54 273 1.73xl0-2 a0b2u
(36b2u
al0b2g
(310b2g
a8biu
al5eg
(31heg
a21eu
(321eu
albeg
34.5
21.7
14.6
13.8 
6.0
R7T —>R7T 
Rir—»R7r 
R7T —>R7T 
R7T—>R7T 
R7T—>R7T
N2 17 Eu 4.66 266 4.98xl0-2 (38big
at8big
al0b2g
(310b2g
(36b2u
(321eu
ot21eu
a21eu
(321eu
(31beg
35.6
11.7 
10.9
9.7
8.3
R7T—>R7T 
R7T—>R7T 
R7T—>R7T 
R7T—>R7T 
Rtt—>R7T
Continued on next page
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on
Spectrum
Excitation
Transition Energy A f
Symmetry eV nm
Transition
From To % Character
a8b\u cxl5eg 6.5
a6&2u al5e9 6.3
(38biu (315eg 5.2
R,7t—>R,7r 
R7T—>R,7T 
R,7T —►R'zr
20EU 482 257 3.65xl0-a
15 A2u 4.89 253 3.29xl0~2
23 Eu 4.99 248 2.25xl(T2
24 Eu 5.04 246 3.95xl0~3
01
02
03
04
al8aig
OC%2g
(3Ueg
PSbiu
a8b\u
a6b2u
al4eg
oc8big
(318a\g
al4efl
al9eu
al9eu
/316a2u
(3llb2g
allb2g
a9big
oc7b2u
a21eu
(319eu
Oi9b\u
72.6 
18.1
6.8
52.7 
28.4
8.7
79.3
7.8
71.3
21.8
Rtt—>M-f 
R<7—>M-f 
R7T—>M-f
R7T—>R7T 
R7T—>R7T 
R7T—>R7T 
R7T—►Rtt 
R7T—>R7T
R7t—>M-f 
R-7T—»M-f
28 Eu 5T6 240 1.97xl0"'2
29EU 5.20 238 5.02X10"2
PI
P2
231 2.05xl0~2
228 1.41xl0-1
al6a2U
(3Ueg
(3Ueg
/314e5
al6a2u
(3Ueg
otl7eg 
(37 b2u 
(39biu 
(37 b2u 
al7eg 
(39biu
75.7 
10.9
5.2
48.7 
21.4 
10.1
M-f-
R 7T -
R 7T -
R 7T -
M-f-
R 7T -
+Rcr
►M-f
►M-f
►M-f
■>Rcr
►M-f
Qi
Q2
31 Eu 
19^ 12u
5.37
5.43
/318eu
al0b2g
(3§b2u
a6b2u
(38biu
a8b\u
220 3.55xl0-2 
219 7.48xl0~2
(3l9a\g
a22eu
(39big
oc9big
(3\2b2g
al2fr2g
72.3 
9.8
38.3 
26.5 
14.9
7.1
R-7T—>M-d 
R tt—►Rcr
R7T—► R tT 
R7T—^R7T 
R7T—»R7T 
R7t—►Rtt
R1
R2
R3
R4
R5
39 Eu
40 Eu
44 Eu
45 Eu
5.63
5.65
22 A2u 5.69
5.75
5.80
218 1.06x10'
216 2.58xl0-1
214 1.33x10- l
al3e5
(38biu
a8b\u
al8a\g
al3eg
a9b2g
al3eg
(38b\u
a8biu
(38biu
(318a\g
(37blg
a9b2g
al8aig
(37blg
(38big
Oil6d2u
ot7b2u
(3l§eg
o:16eg
a20eu
oc7b2u
a20eu
ot9b\u
(316eg
al2b2g
(312b2g
P16a2u
(320eu
a20eu
a 20eu
(320eu
(322eu
al8ea
62.2
14.1
5.4 
22.7
21.2 
16.9
9.1
6.8
40.1
29.0
6.0
36.6 
7.3 
6.6
59.7 
8.8
7.5
Rcr-
Kn-
R 7T -
R 7T -
Rcr-
Rcr-
Rcr-
R 7T -
R 7T -
R 7T -
R 7T -
Rcr-
Rcr-
R 7T -
R < 7 -
R 7T -
M-f-
►M-f
►Rcr
►Rcr
►M-f
►M-f
►M-f
►M-f
►RcT
► R7T
► R7T
►M-f
►M-f
►M-f
►M-f
►M-f
►Rcr
-►Rcr
SI 50 Eu lh93 209 7.65xl0-2 (318aig
(39b2g
(329eu
(320eu
35.6
22.8
R7T-
R cr-
►M-f
►M-f
Continued on next page
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Continued from previous page
Feature
on
Spectrum
E xcitation
Transition
Sym m etry
Energy
eV
A
nm
f Transition
From To % Character
o l 6 fl2u a l 8 e5 1 1 . 1 R7t —>R<j
P l 5e g P 9b i u 1 1 . 0 R<7—*M-f
a S b i g a22eu 6.4 R7T—>R7T
S2 28A 2u 5.96 208 7 .5 9 x l0 - 2 / 3 6 & 2 u p l O b i g 32.2 R7T—>R7T
al5a2u al9a\g 18.6 R7t—>M-d
a 662u a l Q b i g 16.4 R7T—+R7T
(37b l g P l b 2 u 7.1 R<j^M -f
0 9 6 2g o 9 6 i u 6.5 R7r—>M-f
P15 a2u (319a\g 6.3 R7T—>M-d
S3 53 E u 6 . 0 1 206 1 .80x l0_1 /36b2u pl5eg 40.4 R7t—»Rct
o 6 6 2 u a l 6 e5 16.4 R7T —>R(J
o l 6 a 2u a l 8 e5 1 2 . 8 M-f—> Rcr
(3l8aig p29eu 9.0 R7t—>M-f
P $ b 2g (320eu 7.4 Rcr—>M-f
S4 5 4 £ u 6.05 205 5 .60x l0 -1 0 6 6 2 U al8eg 2 0 . 2 R 7T—»Rcr
/36&2u pl5eg 18.3 Rtt-+R<j
P 9b 2g p20eu 8.9 Rcr—>M-f
p l S a i g (320eu 7.0 R7t—>M-f
S5 8 8 A 2 U 6.17 2 0 1 8 .3 7 x l0 - 2 P15 a2u pl9aig 70.1 R7r—»M-d
o l 6 a 2u o 2 3 a i5 7.8 R7r—>M-d
P9b2g P9b\u 5.2 Rcr—>M-f
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Figure 4.24: MO diagram from an LB94 calculation at the BLYP geometry for 
Pa(TMCOT)2 - The half arrows indicate the HOMO of the bulk occupied region, and 
the unpaired a electron. Overlayed on the diagram are the calculated excitations using 
TD-DFT; details of how to interpret these data are given in section 4.3.2.1. Table 4.16 
gives this information in numerical form.
200
4.6 Conclusions
Table 4.17: Excitations which have equivalent character in the spectra are indicated 
here. An excitation has only been considered if it is has approximately the same break­
down into component transitions. Some transitions which are not dominated by a 
single transition, and have significant mixed character have not been considered. More 
information on these mixed bands can be obtained by the colour coded transitions on 
the MO diagrams, figures 4.8, 4.19, 4.21 and 4.24.
Th(COT)2 Th(TMCOT)2 Pa(COT)2 Pa(TMCOT)2
A,B A,C B, C A, C, D, E
A,B B,D D, E F, G, I
C E,F F, G H, J, Kl, L
D G, H, J1 H3, I M, Nl, N2
E LI HI -
F K2 K2 -
G K1 - Qi
H 11, J2, L3 J, Ml, M2 02, Q2
J1 - Nl, N2 -
J2 L2 - -
- Ml - 01, 04
- Nl, 03 - R3, S2
- - Kl, L 03, P2
- - A B
4.6 Conclusions
4.6.1 Summary of LB94 electronic spectra for A n(C O T )2  
and A n(T M C O T )2 (An =  Th, Pa)
Table 4.17 summarises the equivalence of the excitations in the electronic spectra. 
For some bands there are no obvious equivalents, especially for the higher energy 
section of the spectra, however, the lower energy excitations have fairly consistent 
character and are split in a predictable way. Some of the split components have 
small oscillator strengths, and are hidden behind more intense excitations, and 
are thus not listed in table 4.17.
4.6.2 Assignment of the experim ental data in the present 
study
The band at 450 nm for Th(COT ) 2 is assigned to either LMCT bands A (469 
nm) or B (442 nm) in figure 4.7 (page 160), which populate the f-based e\u and
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e3u levels from the HOMO-1 (e25) ring orbital. The experimental band at 480 nm 
for Th(TMCOT )2 is likely to be either band B (518 nm) or C (456 nm) (figure 
4.18), which are two split components of bands A&B in Th(CO T)2, and thus 
also have LMCT character. Band A (569 nm) for Th(TM COT)2 appears to be 
missing from the experimental spectrum, perhaps due to low oscillator strength, 
or poor resolution.
For Pa(TM COT)2, the band at 380 nm is assigned to band L (372 nm), while 
the shoulder at 490 nm is assigned to band H at 489 nm (figure 4.24). Both 
these bands populate the split components of the formally e^u metal f-orbitals, 
from split components of the (formally HOMO-1) ring orbitals. Although they are 
LMCT transitions, the character is not the same as the excitations assigned to the 
experimental bands of the thorium species. A number of calculated bands are not 
reported in the experimental spectrum for Pa(TMCOT ) 2 (bands A-G), however, 
these all have small oscillator strengths, or occur outside visible wavelengths.
This assignment is fairly consistent with that proposed by consideration of 
the MO diagram for thorocene. This theoretical study assigns all of the experi­
mentally observed bands to LMCT transitions; none of the experimental bands 
are assigned to transitions of the outer f1 electron in the Pa system. The experi­
mental band in Th(TM COT)2 does indeed originate from the first observed band 
in Th(COT)2, shifted to longer wavelengths by the effects of the methyl groups. 
The effect of the methyl substitution of the rings was not envisaged to cause a 
band (A, figure 4.19) at wavelengths significantly shorter than the first recorded 
band in the spectrum,146 however this effect does not result in an alteration of the 
assignment of the first recorded experimental band (B/C); the band assigned to 
the experiment, and the aforementioned shorter wavelength band have the same 
character.
The extra complexity of the Pa(TM COT)2 electronic structure compared with 
that for Th(COT ) 2 accounts for the difficulty in assigning the bands in the pre­
calculation analysis, although it was clear that a discrepancy existed in the ex­
perimental data at this stage. The prediction that the Pa(TM COT)2 data are 
inconsistent with those for the thorium species is also born out by the theo­
retical data; indeed the experimentally observed bands, although having LMCT 
character, are not related to the experimental bands reported for Th(COT)2 or 
Th(TMCOT)2. The extra complexity has two effects. Firstly, the MO structure 
of Pa(TMCOT ) 2 is substantially different from that of the thorium species, with 
a central region containing the f-antibonding orbitals in which the electron pop­
ulation is predicted to be non-aufbau. This allows the possibility that the lowest
202
4.6.3 Comparison with past assignments of the experimental data
energy transition  can either be from  th e  f1 ou ter configuration to  a  higher lying 
orbital, or from th e  bulk  occupied region to  th e  first unoccupied o rb ita l in the  
central region (which is lower in energy th a n  th a t  containing th e  f-electron). For 
P a(C O T )2  th e  lowest energy tran sitio n  is of th e  former kind m entioned above, 
b u t for P a (T M C O T )2  it is th e  la tte r  kind. Secondly, it was no t envisaged th a t  
transitions would occur a t such low energies. All of the  bands in P a (T M C O T ) 2 
(A & C-E) which orig inate  from  th e  lowest energy transition  in T h (C O T )2 , and 
the  lowest energy tran s itio n  from  th e  f1 configuration (B), occur a t higher wave­
lengths th a n  th e  experim ental band, w ith band  A occurring in th e  infra-red, w ith  
A >900 nm. O n reflection, it is unsurprising th a t  these bands are not reported , 
and  th a t  th e  incom parability  w ith  the  experim ental d a ta  should have resulted.
4.6.3 Comparison with past assignm ents o f the experi­
m ental data
T he study  of Rosch and  Streitw ieser assigns the  lowest ban d  in  th e  spectrum  of 
thorocene to  a  LM C T transition  from the  7re2ff to  the  fe3ti o rb ita l . 153 Dolg e t  al. 
assign th is band  to  th e  7re 2 u — >dflls transition , w ith  a ra th e r closer agreem ent of 
the  energy to  experim en t . 158 T he assignm ent from th e  present s tudy  agrees more 
closely w ith th e  character of the  transition  of Rosch and  Streitw ieser, since bands 
A k ,  B for thorocene b o th  have some character of th is  transition . T he band  of 
Dolg e t  al. is no t dipole active in a  non-SO trea tm en t of th e  system , such as the 
present study.
Solar e t  al. suggest th a t  th e  m axim um  in th e  spectrum  of P a (T M C O T )2  (380 
nm ) will occur a t 365 nm  for P a (C O T ) 2 . 146 C hang e t  al. assign th is estim ated  
band  to  the  n —>d transition , although th e  character of th is  tran s itio n  is unclear . 159 
K altsoyannis and  B ursten  assign th is band  to  either a  M LC T from th e  m etal 
f(cr +  7r +  0) based o rb ital to  th e  ring-0 an tibonding  orbitals, or to  a  LM C T from 
th e  ring based 5e2g o rb ital to  the  aforem entioned lying f-levels. T he shoulder in 
th e  P a(T M C O T )2  spectrum  is assigned on th e  sam e principle to  a second LM CT 
transition , from the  ring Se2u orbitals, again to  low lying M -f orbitals. T he study 
of P a (C O T ) 2 by Li and B ursten 156 also used th e  assum ption  of Solar e t  a l . .146 
Li and  B ursten assign the  predicted band  a t 365 nm  to  a  M LC T band  from  the 
ou te r (fesu) 1 configuration to  the e 2g an tibonding  orbital. O n th e  sam e basis, 
they  assign the  shoulder a t 490 nm  to  a LM CT tran sitio n  (e2u—>6 d,j2 ) occurring 
a t 430-435 nm  for P a(C O T )2.
T he present study assigns the  features in th e  experim ental spectrum  of Pa(T M - 
C O T )2  to  LM CT transitions. The study  of K altsoyannis and  B ursten 157 also
203
4.6.4 The effect of errors on the assignment
proposed that LM CT transitions could be responsible for both features of the 
experimental spectrum, however, the character is not the same as those in the 
present study. The study of Li and Bursten assigns the spectrum by using a 
LMCT and a M LCT transition. The character of the LMCT is different from 
that assigned in th e  present study where it would not be dipole active.
The use by Li and Bursten of the assumption made by Solar et al.146 is 
supported by the present study; the excitations assigned to the spectrum of 
Pa(TMCOT)2 (L, 372 nm and H, 489 nm, figure 4.23) do have the same character 
as bands F (437 nm ) and G (368 nm) in the Pa(COT)2 spectrum (figure 4.20), 
except that they have undergone a bathochromic shift.
4.6.4 The effect of errors on the assignm ent
The spectra predicted with LB94 for Pa(COT)2, and the substituted species, all 
have bands at lower energies (longer wavelengths) than the lowest energy band 
reported for these species in the literature. However, these bands all have small 
oscillator strengths, and it seems reasonable to assume that they were too weak, 
or at too long a wavelength to be observed when the spectra were recorded.
The other functionals investigated tended to give spectra that were more 
contracted to higher energies, and although they might not have predicted so 
many unobserved bands for Th(TMCOT)2 and Pa(TM COT)2, they would also 
have failed to give a reasonable spectrum for Th(COT)2, one failing to account 
for the lowest energy band from experiment. In short, the use of LB94 seems 
to be justified, and seems to produce sensible assignments for the experimental 
bands, including the expected bathochromic shift due to the substitution of the 
COT rings.
This study ignores an imporant effect of relativity which is present in sys­
tems such as these with heavy atoms - that of spin-orbit (SO) coupling. The 
studies of Kaltsoyannis & Bursten and Li & Bursten both include the effects of 
SO coupling, but they calculated the excitations using Slater’s transition state 
method. This study uses the more advanced technique of TD-DFT (which allows 
for configuration mixing), but since we do not have access to any codes which 
allow this type of calculation to be performed with the inclusion of SO coupling 
(although efforts are being made to develop such codes, for instance by Gao et 
a/.),173 I have used the scalar relativistic approximation.
The following discussion attempts to judge the magnitude of the effects of 
SO coupling on the energy of the excitations, and then to compare it with the 
other sources of error in this study, such as the effects of basis set, geometry and
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choice of functional. A comparison of these quantities should indicate whether 
the exclusion of SO effects will be likely to significantly alter the findings of this 
study.
The effects of SO coupling will be the largest for the f-orbitals, because they 
feel the effects of the nuclear charge more strongly, while the interactions with the 
ligand field will be at their smallest due to their contracted nature. Edelstein and 
Kot,174 in their review of the Pa4+ ion, give the energy range of the splitting in 
the f-orbitals as 1 eV for the ion as a dopant in a Cs2ZnCl6 crystal; the effects of 
the crystal field were estimated to be approximately 0.25 eV. One would expect 
the SO interaction to be quenched in a molecular environment when compared 
with an isolated atom, however the degree to which the SO interaction is already 
quenched within the crystal is not clear.
A SO calculation using BLYP with ADF at the scalar relativistic optimised 
geometry for protactinocene has been used to gauge the magnitude of SO coupling 
the molecular environment. Unfortunately due to limitations with ADF it is 
necessary to run such calculations without symmetry, which makes analysis of 
the results quite difficult. However, since the f-orbitals do not mix strongly with 
the ligand orbitals, and because we do not expect the SO coupling to alter the 
basic MO structure, we can just use the energy separation between the ring and 
metal based orbitals (the HOMO-LUMO gap in thorocene) as an indication of 
the extra splitting due to SO effects over and above the effects of the ligand 
field. This energy separation has been reduced by 0.13 eV on the inclusion of SO 
coupling, and so we can estimate the extra splitting to be in the order of 0.13 eV. 
This represents a significant quenching compared with the Pa4+ in the crystalline 
environment.
Since the only experimental data for the actinocene complexes studied here 
are bands at «  400 nm, the effects of the SO splitting will be considered on this 
range of the spectrum, an alteration of 0.13 eV in the excitation energy equates 
to a shift of ~  40 nm on the wavelength. In comparison, the effect of an alteration 
to the metal ring-centroid distance are estimated to be 3.5 eVA-1. This figure 
has been calculated by noting the effect on the lowest energy excitation when the 
metal ring-centroid is varied with a constant ring geometry (figure 4.25). The 
accuracy with which the geometry is determined should lead to an error in the 
excitation energy of the same order of magnitude as the effects of SO coupling.
The effect of the basis set on the excitation energy is difficult to estimate from 
these calculations. This has been judged by comparing the B3LYP calculations 
from Gaussian with ADF. These calculations used basis sets of similar quality,
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Figure 4.25: Variation of the first five excitation energies with the metal-ring centroid 
distance calculated with LB94 at the BLYP geometry using ADF. The rings are fixed 
at the BLYP fully optimised geometry. Red lines indicate excitations of E \u symmetry, 
while black lines indicate transitions of A 2U symmetry
>O
a>
“  4 .0 -
o
3 .0 -
2.051.95 2.00 2.101.90
Metal-ring Centroid / A
however a variation of approximately 7 nm in the energy of the long wavelength 
bands was observed. This difference is taken to be an indication of the error in 
the wavelength caused by basis set effects. In a study of the electronic spectra 
of uranium complexes by Ingram and Kaltsoyannis a variety of different basis 
sets were used for the TD-DFT calculations. They concluded that the size of the 
basis set made little difference to their results.175
The largest factor affecting the excitation energies is the choice of functional. 
This is seen to make a difference of as much as 100 nm if the extremes of the 
first excitation energies are considered - LB94//BLYP and SAOP//VWN. This 
variation in the excitation energy is far larger than the effects of SO coupling, 
and so it is felt that the effects of the latter can be safely neglected considering 
this and the other errors discussed.
The logical extension to the study of these system would be to include the 
effects of SO coupling with TD-DFT. However, with the available experimental 
data it is felt that such a study would lead to conclusions which are no more 
valuable than those from this study. It is felt that neither the present assignment, 
nor the past assignments of the experimental data can really be confirmed for 
correctness until a more comprehensive experimental study of these systems has 
been undertaken, such as full UV-vis spectra which resolves some fine structure.
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Chapter 5
Appendices
5.1 A ppendix A - Point group tables
The tables in the following section indicate how the cartesian tensors and atomic basis 
functions span the irreducible representations for the D4  ^ and D8h point groups. This 
information is taken from Point-Group Theory Tables by Altmann and Hertzig.176
Table 5.1: How the cartesian tensors and s, p, d and f functions span the irreducible 
representations of the point group.
D 4 h 0 1 2 3
Alg 1 x 2 +  y2, z 2
A 2g R z
Big H to 1 to
B 2g xy
Eg (R X, R y) (xz, yz)
A \u
a 2u z (x2 +  y2)z , z 3
B \u xyz
B^u z (x2 -  y2)
E u f a y ) {x{x2 +  y2), y (x2 +  y 2)}, {xz2, y z2), 
{x{x2 -  Zy2),y{2>x2 -  y2)}
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Table 5.2: How the cartesian tensors and s, p, d and f functions span the irreducible 
representations of the D3h point group.
D$h 0 1 2 3
A\g 1 x 2 +  y2, z2
A 2g R z
Big
B 2g
Big (RX, Ry) {x z ,y z )
E 2g {xy, x 2 -  y2)
E3g
Aiu
a 2u z (;x2 +  y2)z, z3
Bm
b 2u
Bin (x,y) {x(x2 +  y2), y (x2 +  y2)}, (xz2, yz2)
b 2u {x y z ,z (x 2 - y 2)}
E3u {x{x2 -  3y2),y(3x2 -  y2)}
Table 5.3: Descent in symmetry for the irreducible representations of D^h under the 
point group.
D&h
A\g Alg
A 2g A 2g
B\g Alg
B 2g A 2g
Big Eg
E 2g Big  ® B 2g
E 3g Eg
Aiu Aiu
a 2u a 2u
Bin Aiu
b 2u A 2u
Em E u
e 2u Biu  © B 2u
CO e E u
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