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1 引言
人脸的自动识别是模式识别领域中的一个十分活跃的课
题 , 自 20 世纪 90 年代初开始得到高度的重视。它现已广泛地
应用于公安系统的罪犯身份识别、驾驶执照及护照等与实际持
证人的核对、银行和海关的监控系统及自动门卫系统等领域。


























独立成分分析方法是由法国学者 Herault 和 Jutten 于 1985




x 为 已 知 的 m 维 观 察 信 号 , A 为 m×n 的 未 知 混 合 矩 阵 , s 为 n
维的未知源信号( s 中的各个 分 量 之 间 时 互 相 独 立 的 , 并 且 最
多只能有一个分量是高斯分布的) , ! 为噪声。在实际的应用中
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Abstract: The Kernel Independent Component Analysis( KICA) based on an entire function space of nonlinear subspace is used
for feature extraction, and BP neural network is used as the classifier.First explains the basic concept of ICA in a concise way,
then the KICA’s basic principle and algorithm and how to construct the BP neural network is discussed, finally the experimental
and analysis results show that in the face recognition KICA+BP algorithm outperforms other algorithm.
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摘 要 : 用基于非线性子空间的核独立成分分析方法( KICA) 对人脸图像进行特征提取 , 用三层的 BP 网络作为分类器 , 对人脸进
行识别。在简单介绍基本的独立成分分析( ICA) 的基本原理的基础上 , 对 KICA 的原理和算法作了详细的描述 , 并详细介绍了三层
BP 网络的设计。最后为了验证 KICA+BP 网络的效果 , 进行对比实验和分析。实验和分析的结果表明 , 在人脸识别中 , 该方法的效
果明显好于其它方法。
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x=As ( 2)
所要做的就是根据一定的规则估计出混合矩阵 A 或分离
矩阵 W( W=A- 1) , 于是就得到 s 的一个估计
y=Wx ( 3)





ICA 的出发点比较简单 , 它假设各成分是统计独立且是线
性的 , 它不能处理人脸图像的非线性变化。下面介绍一种基于
非线性函数空间的 ICA 方法——KICA。它不是现有方法的核





换的具体形式。基于 ICA 和核技术的优点 , 提出在人脸识别中
应用核独立成分分析( KICA) 方法。其特点是利用重建核希尔
伯特空间( RKHS) 内的非线性函数作为对比函数 , 将信号从低
维空间映射到高维空间 , 并运用核方法在该空间内搜索对比函
数的最小值 , 比传统 ICA 算法具有更好的灵活性和鲁棒性。
设输入空间样本 xk∈Rp, k=1, 2, ⋯ , N, ! 是一个将特征空
间 Rp 映射到 q 维的核空间 Rq 的连续映射。根据核理论假设下
式成立 :
K( x1, xj) =〈!( xi) , !( xj) 〉 ( 4)
KICA 就是用满足核条件 [3]的核函数来代替两向量间的内
积 运 算 来 实 现 非 线 性 变 换 。 本 文 采 用 高 斯 核 函 数 [4], 其 具 体
形 式 为
K( x, y) =exp( - 1
2"2
‖x- y‖2) ( 5)
其中 " 为宽度参数 , 选取经验值 "=1。可以证明存在映射函数
! 把特征向量映射到的 q=∞核空间。因此 ! 的像空间为无穷
维的 Hilbert 空间。虽然不可能直接实现无穷维的映射 , 但是 !
是存在的。所以 Hilbert 空间中向量的点积运算可以通过式( 4)
在原模式空间中计算 , 这样 , 基于内积运算的子空间分类可以
在核空间中实现 , 而无需知道映射 ! 的具体表达式。











2 , ⋯ , x
N
2 }的 观 测 数 据 映 射 到 核 空 间 , 成 为
{!( x
1
1) , !( x
2
1) , ⋯ , !( x
N
1 ) }和{!( x
1
2) , !( x
2
2) , ⋯ , !( x
N
2 ) }, 然后
再用核广义方差算法。核广义方差和核典型相关性分析 [6]的计
算最后均可以归结为求特征值的问题。其中核典型相关性分析
得到的 F 相关系数其实就是 Kk#=$Dk# 的最小的特征值 , 而核
广义方差就是考虑该式的所有特征值。在只有两个变量的情况
下 , 核广义方差的定义为 : "
F!=
i
#( 1- %2i ) , 其中 %i 可以通过核典










, 其中 , K 表示 mN×mN 维矩
阵 , 当 i≠j 时 , 其块矩阵为 Kij=KiKj, Ki 是 Gram 矩阵 , 用 D 表示





( 1) 确定训练样本图像集{X1, X2, ⋯ , XN}和核函数 K( x, y) ;
( 2) 对样本图像集{X1, X2, ⋯ , XN}进行预处理 ;
( 3) 计 算 基 图 像{S1, S2, ⋯ , SN}的 中 心 化 Gram 矩 阵 K1, K2,
⋯ , Km, 其中 Si=WXi;





( 5) 计 算 W( i+1) ←W( i) - $&C, 再 将 C( W) 对 W 求 最
小 化:
C( W) =- 1
2






( 6) 若不收敛则转( 3) , 否则输出 W;
( 7) 输出 s=Wx。
2.3 提取特征
已经得到了基图像 s, 所有的 s 可以构成一个子空间 S, 把
人脸图像 f 投影到这个子空间 , 即用这一组基图像的线性组合
来表示 , 则有:
f=a1s1+a2s2+⋯+amsm ( 6)
( a1, a2, ⋯ , am) 为投影系数。根据这个系数就可以实现人脸
图片的分类。该投影系数可由下式求得 :
( a1, a2, ⋯ , am) =f×pinv( S) ( 7)
其中 pinv( ·) 为矩阵的伪逆。
3 人脸识别
BP 神经网络又称为多层前馈网络。这种神经网络的特点
是 : 各层神经元之间有连接 , 各层内神经元之间无任何连接 , 各
层神经元之间无反馈。1989 年 Robert Hecht- Nielson 已证明 ,
一个三层的 BP 神经网络( 如图 1 所 示) 可 以 实 现 任 意 精 度 地
近似任何连续函数 [7]。三层的 BP 网络能够实现任意的 n 维到
m 维的映射。将输入空间变换到由输出所张成的空间 , 使在这
个空间分类问题变得简单易行。目前 , BP 网络已广泛应用于函
数逼近、模式识别、分类、数据压缩等方面。
BP 网络用于人脸识别时 , 网络的每一个输入节点对应样
本的一个特征 , 而输出节点数等于类别数 , 一个输出节点对应
一个类。在训练阶段 , 如果输入训练样本的类别标号是 , 则训练
时的期望输出假设第 i 个节点为 1, 而其余输出节点均为 0。在
识别阶段 , 当一个未知类别样本作用到输入端时 , 考察各输出
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节点的输出 , 并将这个样本类别判定为具有最大值的输出节点
对应的类别。如果具有最大值的输出节点与其它输出节点之间
的距离较小( 小于某个阈值) , 则拒绝判断。
隐层神经元数目的确定是神经网络结构设计的关键 , 如果
数目少了 , 则不足以描述输入输出之间的关系 , 如果过多了 , 则
会导致网络训练数度缓慢。本文采用采用经验公式结合实验的
方法确定隐层神经元数目。经验公式为 : h=( m×n) 0.5, h 为隐层
神经元数 , m 为输入层神经元数 , n 输出层神经元数。然后依次
数目为基准 , 上下增减隐层的神经元个数 , 并通过实验对一定
的输入样本和输出样本考察网络的收敛速度及对已知样本的
工作结果 , 最终确定隐层神经元的个数。增加层数主要可以进
一步降低误差 , 提高精度 , 但同时使网络复杂化 , 从而增加了网
络权值的训练时间。误差精度的提高实际上也可以通过增加隐
层中的神经元数目来获得 , 其训练效果也比增加层数更容易观
察和调整 , 所以一般情况下 , 应先考虑增加隐层的神经元数目。
在 BP 网络样本训练过程中 , 为了提 高 算 法 的 收 敛 速 度 , 采 用
动量法和学习率自适应调整策略 , 降低了网络对误差曲面的局




400 幅大小为 112×92、灰度级为 256 的人脸图像所组成。每人
10 幅 , 共 40 人。训练集由每人前 5 幅共 200 幅人脸图像所组
成 , 测试集由每人后 5 幅共 200 幅人脸图像所组成 , 且训练集
和测试集中的人脸图像互不重叠。训练集的样本分为 40 类 , 每
类 5 幅图像。图 2 是其中一个人的 10 幅样本图。
实验步骤如下 :





( 4) 把处理过的测试样本投影到独立成份子空间中去 , 得
到其特征向量。
( 5) 构建三层 BP 网 络 , 用 训 练 样 本 的 特 征 向 量 对 其 进 行
训练。
( 6) 用训练好的网络来识别测试样本。
为了验证本方法的效果 , 进行了对比实验。图 4 是几种方
法结果的比较图。
从图 4 可以看出 KICA+BP 网络的效果要比其它的方法的
效果要好。
5 结束语
由于集中了 KICA 和 BP 网络的优点 , 基于 KICA 和 BP 网
络的人脸识别方法能取得比较高的识别率 , 获得比较好的结
果。但是 KICA 是近来才出现的新方法 , 它的理论和技术还处
于发展阶段 , 有待于进一步地完善。基于二维人脸图像的自动
识别 , 不可避免会受到环境( 光线、背景、视角等) 和人脸本身因
素( 姿态、表情、饰物、年龄、身体状况等) 的影响 , 进而影响到识
别率。随着三维技术的发展 , 利用直接的三维图像信息进行人
脸识别已经成为人们的研究侧重点。( 收稿日期 : 2007 年 1 月)
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