INTRODUCTION
The combination of light and radial velocity (RV) curves allows the determination of masses and radii of double-lined eclipsing binaries. The physical parameters so derived are par ticularly reliable in the case of well-detached systems, where the geometry of stars is nearly spherical and no strong inter action effects are present. If no mass exchange has occurred, stellar sizes and mass estimates for these systems can be com pared with results from numerical evolutionary models of sin gle stars.
The only galaxy for which the mass-luminosity relation has been obtained is the Milky Way. The study of Magellanic Cloud eclipsing binaries is an especially interesting opportunity for ex ploring the behavior of this relation in an environment of metallicity lower than that of the Milky Way. This would allow to test the models of stellar evolution and the universality of such a relation.
The quality and quantity of photometric data for eclipsing binaries, as well as the number of known systems, has been rapidly increasing in recent years as a consequence of the sys tematic microlensing surveys such as the MACHO, EROS, and OGLE projects (Alcock et al. 1997; Grison et al. 1995; Udalski et al. 1998, respectively) . However, the progress in the acquisition of spectra for those systems is comparatively slow because large telescopes and expensive observing time are required.
In 2001 December, we started at the E SO Very Large Telescope a project devoted to obtaining UVES high-resolution spectra in order to derive physical parameters for Large Magellanic Cloud (LMC) eclipsing binaries selected from the MACHO catalog (Alcock et al. 1997) . Since our aim is to establish the empirical mass-luminosity relation for the stars in the LMC, we included in our sample targets showing light curves that are characteristic of detached binary systems. In this paper we present the results for eight detached eclips ing binary systems already observed. By means of a simulta neous light and RV curve analysis we are able to derive accurate masses and radii for the stars in the observed sample. The com ponents of those binary systems have early spectral types, be tween 08.5 Vand B6 V, and short periods (~3 days). Using the parameters here obtained and those for other well-studied sys tems from the recent literature, we are able to construct a first mass-luminosity relation for the LMC.
SPECTROSCOPIC ANALYSIS AND RADIAL VELOCITY MEASUREMENTS

Observations and Their Reduction
The spectroscopic observations were carried out with the UV-Visual Echelle Spectrograph (UVES; D'Odorico & Kaper 2000) at the ESO-VLT Unit Telescope 2 (Kueyen) during 5 nights spread over two observing runs: 2001 December 5-7 and December 12-13. The setting used produced a blue spectrum covering the region 3260-4520 A and a red one spanning from 4580 to 6690 A. The spectral resolution (2 pixels) is 58000 and 67000 in the red and blue regions, respectively. The high-gain, 2x2 binning mode was used. These spectroscopic observations were obtained in nearly quadrature phases, according to the pho tometric ephemeris published by Alcock et al. (1997) . Individual exposure times ranged from 20 minutes to 1.5 hr. Long exposures were usually split into three parts.
The data were reduced with the standard routines of the IRAF-Echelle package. The spectra are of high quality: S/N per pixel was about 35-50 for the individual spectra. Figure 1 shows a small portion of typical spectra analyzed in this paper, 
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Spectral Classification and Radial Velocity Measurements
The spectral types were assigned applying the classification criteria described by Walbom & Fitzpatrick (1990) to the ob served spectra. Alternatively, the Digital Spectral Classification atlas by Gray (2000) was used, especially for spectra later than B3 V. Typical uncertainties in our classifications are of 1 spec tral subclass, mostly originating from insufficient S/N, making the evaluation of faint spectral lines difficult.
For the RV measurements of double-lined spectroscopic bina ries, we used the technique TODCOR (Zucker & Mazeh 1994) , especially developed for dealing with composite spectra. This method is a double correlation against two templates and has been shown to be useful in deriving reliable velocities of short-period binaries for which the spectral lines of the two components are strongly blended. As in González & Lapasset (2003) , we used as templates observed spectra of slowly rotating stars, previously convolved with calculated rotational profiles.
With this aim, we observed with the same instrument five earlytype slowly rotating stars with spectral types in the range O9-B4. The RV s of these spectra were determined by measuring between 20 and 30 metallic and helium lines. The root mean square (rms) of the line measures was typically 2 km s 1, and we estimate the probable error o f the final RVs to b e about 0.5 km s 1. Table 1 lists the spectral types and measured RVs of the five reference stars.
For the cross-correlation of the object spectra we used selected spectral windows, including most of the metallic and helium lines and excluding the broad H i lines, interstellar lines, and regions without lines. The resulting RVs for the individual observations are listed in Table 2 : MACHO identification num bers, heliocentric Julian Dates, orbital phases, RVs and their er rors for both binary components, and observed-minus-computed differences are given. RV errors were assigned as in González & Lapasset (2003) . Since most of the spectra were obtained near quadrature phases, the main source of error is not related to the line blends but to the noise of the data.
Spectroscopic Radius Ratio
Considering that it is often difficult to obtain the radius ratio from the light curves, especially in binaries without total eclipses, we attempted to derive an independent value of the radius ratio from our high-resolution spectra. We performed these calculations by means of two procedures using different spectroscopic infor mation: (1) the luminosity ratio derived from the intensity of spec tral lines, and (2) the rotational broadening of the spectral lines.
In the first method we measured the equivalent widths of the most conspicuous helium lines for both components in the best-quality spectra of each binary (e.g., He i 4026, He i 4387, He i 4471). Then we computed the luminosity ratio as the quo tient of the line intensities. In the cases of binaries with compo nents of different spectral types, we corrected the measurements for the variation of the equivalent width of each particular line with the spectral type. The behavior of each spectral line along the temperature sequence was derived by measuring the lines of the reference spectra broadened to v sin i = 140 km s 1, which is a typical value for our objects. In this way we were able to obtain the luminosity ratio at the wavelength of the measured spectral lines, mainly located between 4000 and 5000 A. Fi nally, in order to obtain the bolometric luminosity ratio, we ap plied bolometric corrections using the Schmidt-Kaier (1982) calibration. The bolometric correction for B-type stars depends strongly on the spectral type, and even on the luminosity class. Considering that we need only the difference of the bolometric corrections for the two stellar components, we preferred to use the temperature ratio accurately derived from the light-curve analysis (see § 3). It must be noted that the relative temperature of the components, mainly related to the eclipse depths, does not correlate with the radius ratio that we are attempting to obtain. We used the tabulation corresponding to luminosity class V for all our binaries except star 1.4290.113, for which we adopted the class III calibration. This choice was based on the ultimately computed stellar parameters rather than on the pure spectral types. Finally, the radius ratio was computed from the luminosity ratio and the photometric temperature ratio. Evidently, some corrections ap plied during the calculation ofthe radius ratio depend on the stellar parameters obtained after the orbital analysis. However, this de pendence is not strong, and the calculations converged after a few iterations. Errors were calculated taking into account the error of the line measurements, the error of the photometric temperature ratio, and the uncertainty in the bolometric corrections.
We also computed relative radii from the rotational velocity of the components. We considered the systems to be rotating synchronously, which is a reasonable assumption considering their short orbital periods and the fact that their eccentricities are very low (in most cases indistinguishable from zero). With this assumption, the radius ratio can be calculated as the ratio of the parameter /sin/ of the two components. The rotational velocities were computed by comparing the width of the stellar lines with those of the low-rotation reference spectra previously convolved with different rotational profiles.
The typical uncertainty for the radius ratio derived from rota tional velocities was 0.20, while from line intensities the typical error of that parameter was 0.10. The differences between the two 
ORBITAL ANALYSIS AND STELLAR PARAMETERS
Preparation of the Photometric Data
The binary stars analyzed here were selected among the large sample of eclipsing binaries discovered in the LMC as a by product of the MACHO project (Alcock et al. 1997 ). Since we aim to derive an empirical mass-luminosity relation for the stars in the LMC, we draw our attention to objects showing light curves indicative of (1) detached systems (thus no strong inter actions are expected between components) (2) having short or bital periods (in order to be able to observe both quadrature phases in observing runs spanning a few nights) and (3) bright enough to achieve high S/N for RV determinations at the high resolution produced by UVES. Of the dozens of available targets, ultimately the fixed observing dates determined which stars could be adequately observed in both quadratures. Note that this de parture from the traditional approach of monitoring the full RV curve, motivated by the need to economize valuable telescope time, works surprisingly well, at least for nearly circular orbits, provided high-quality data are acquired.
It is important to stress that we do not aim for a complete sample in any sense, but to cover the largest possible range in masses. This philosophy is the same applied to construct the Galactic mass-luminosity relation (Andersen 1991) , and it is different from the selection applied to the systems used for the distance-scale measurements (Guinan et al. 1998 ). However, the high-quality data and results available from the distance scale measurements can also be used to complement this work.
The light curves analyzed here were based on the MACHO photometric data available at the MACHO Web site,4 in the two photometric bands Mb (Ac = 5311 A, Az = 1302 A) and Mr (Ac = 6949 A, Az = 1389 A).
We tuned the orbital periods by a least-squares method using preliminary light curves to fit the observations. These improved ephemerides are given in Table 3 position of the telescope with respect to the pier. In the observa tions taken from the west and east sides of the pier, a given star lands on different CCD detectors of the array, introducing sys tematic differences (Alcock et al. 1999) . As an example, Figure 2 shows the dependence of the photometric data on air mass for star 1.4290.113 and the pier position for the star 80.7436.52.
In order to use in our light-curve analysis the highest quality available photometric data, we discarded the observations ob tained at air masses higher than 2. Furthermore, a zero-point cor rection was applied to the observations with opposite pier position. Finally, points lying beyond 4 times the rms of the residuals, which were typically 0.015-0.020 mag, were not considered.
Four of our eight binary stars (1.4539.37, 78.6097.13, 78.6827.66, and 79.5017.83) are also contained in the catalog of variable stars detected by the OGLE program (Zebrun et al. 2001b ). We included in our analysis the OGLE photometric curves in the I band.
Light and Radial Velocity Curve Analysis
The Mb and Mr light curves available from the MACHO database and /-band light curves from OGLE were analyzed phase together with our RV measurements using the Wilson & Devinney code (Wilson & Devinney 1971; Wilson 1990 We used for the bolometric albedos and gravity-darkening coefficients the values corresponding to radiative envelopes, i.e., A = 1.0 (Rucinski 1969) and g = 1.0 (Lucy 1976 van Hamme (1993 ) . The components of the studied binary systems were assumed to be in synchronous rotation. All the above-mentioned parameters (albedos, gravity-darkening co efficients, limb-darkening coefficients, and rotation) were kept fixed.
We adopted the temperature calibration of Schmidt-Kaier (1982) , which seems to be in good agreement with determina tions for similar stars in our Galaxy (for example, Harries et al. 1997 Harries et al. , 1998 Hilditch et al. 1996; Martins et al. 2002) .
However, the temperature scale for early-type stars is a subject where no general consensus has yet been achieved. Recent works, for example Martins et al. (2002) and Bianchi & Garcia (2002) , give quite different temperatures for a certain spectral type. If a dif ferent scale were adopted, some of the fundamental parameters derived here would change.
The effective temperatures for the primary components of each binary system were taken according to the corresponding spectral types, and we left the temperature of the secondary as a parameter to be derived in the analysis.
In a first attempt we used the DC program of Wilson & Devinney to fit the following parameters: the semimajor axis a, the systemic radial velocity Vy, the orbital inclination i, the sur face temperature of the secondary star T2, the gravitational po tentials Q | and ( .l2, the mass ratio q. and the luminosity of the primary component Lj. These parameters were grouped in two different sets in order to perform the fit. We first adjusted the parameters in the first group: a, q, and VT After that, those parameters were set as fixed and the fit was improved by allowing the parameters in the second group to vary: i, T2,Q\,Q2, and /_ |. We then recomputed the parameters in the first group, leaving those in the second set as constant, and repeated those steps itera tively until convergence was obtained. Since all our systems are detached, operation mode 2 was selected for the DC program.
This strategy gave good results only for star 6.5730.3092, which presents total eclipses. All the remaining stars display partial eclipses. In such cases, the ratio of the stellar radii could not be derived with accuracy from the light-curve analysis. As an example, Figure 3 shows the sum of the residuals versus the radius ratio for star 6.5730.3092, the only one with total eclipses, and 1.4290.113, which is representative of the seven remaining cases. For star 6.5730.3092 we computed the stellar radii from the light curves as described above. However, for the remaining systems we adopted the spectroscopic radius ratio and we computed with the DC program the sum of the radii, which is a parameter well defined by the 
Errors
As mentioned above, the temperature of the primary star was not adjusted, but it was derived from the spectral type. The error of this parameter is estimated to be about 10%. This corresponds to 0.5-1.0 spectral subtypes for early-B stars, about 1.2 spectral subtypes for late-0 stars, and 1.6 subtypes for star 1.4290.113, a middle B-type star. The adoption of a different temperature scale would certainly modify our results. Although this issue is beyond the scope of the present paper, we acknowledge the temperaturespectral type calibration as a major source of uncertainty in our derived luminosities. On the other hand, the influence of the tem perature on the computed masses and radii is certainly negligible.
We consider that in our case, standard errors as provided by the DC program of the Wilson & Devinney method are not good estimates of the real uncertainty of the adjusted parameters. In the case of the spectroscopic parameters (R7, q, and a), the reason is that they are based on very few measurements, typi cally two spectra at each quadrature. Consequently, the resid uals of the RV curve, on which the calculation of standard error is based, are expected to be significantly smaller than the mea surement errors. For that reason we preferred to derive the error Fig. 7. -Fits of the light and RV curves for the binary system MACHO 78.6097.13. of those parameters using the measurement errors of the indi vidual RVs instead of the residuals of the fit. On the other hand, the number of the individual photometric measurements is large, typically between 1500 and 2500. In this case, standard errors are good estimates of the parameter un certainties only if the dispersion of the residuals reflects the purely random distribution of the photometric errors. When the residuals of the light-curve fit do not follow a purely random distribution, the standard errors are not a good measure of the true uncertainties for the adjusted parameters.
In order to assign realistic errors for the photometric pa rameters, we analyzed the distribution of the light-curve resid uals. We computed smoothed residual curves by replacing each point by the average of m points yielded in a given phase in- terval around the original point. We carried out the same proce dure for different /«-values and computed the rms of the smoothed residual curves. If the residuals are distributed at random, then the rms of these curves will be proportional to m~°5.
As an example, Figure 12 shows the behavior of the rms of the residual curves as a function of the number m of individual points included in each average. In several cases, the existence of nonrandom modulations of the residuals with the orbital phase of the order of 0.001-0.005 mag could be seen. These values are significantly larger than expected and might be related to small differences between the model and the real binary (presence of star spots, inappropriate limb or gravitational darkening, small or bital eccentricity, departures from the Roche geometry, con tamination from a third light, etc.). From this analysis we derived for each light curve an estimate of the amplitude of the system atic modulations present in the residuals.
In summary, the errors for the photometric parameters (T2, ri + r2, i) were assigned in such a way that include all solutions whose light curves differ from the adopted solution by less than the amplitude of the nonrandom modulations of the residuals.
These final errors are 5-10 times larger than errors computed by the Wilson & Devinney code, but we trust that they provide a more realistic estimate of the uncertainties in the parameters. Finally, for the calculation of luminosities, the uncertainty in 7-| was added to the error in T2 listed in Table 4. 4. RESULTS AND THEIR DISCUSSION: THE LMC MASS-LUMINOSITY RELATION Figure 13 compares the observed stellar parameters with the oretical models of Bertelli et al. (1994) Bertelli et al. (1994) ; thick solid line, Salasnich et al. (2000) ; thin solid line, Schaerer et al. (1993). sizes are about 0.8 times the radius corresponding to the end of the main-sequence stage for their masses; the age is almost 90% of their main-sequence lifetime. All the remaining stars are in the range (1.6-4.0) x 107 yr.
The results of the previous sections allow us for the first time to determine an empirical mass-luminosity relation for the LMC valid for masses between 4 and 20 A linear regression fit to our data gives logZ, = 3.09 log A/ + 6.89.
At this point it must be noted that since stellar luminosities were computed from temperahues derived using a spectral type temperature calibration based on Galactic stars, the validity of the obtained mass-luminosity relation is conditioned by the ap plicability of that temperature scale to the LMC stars. Inversely, the absence of any appreciable systematic difference with respect to stellar models for the LMC chemical composition (Fig. 14) might be considered as an indication that the possible system atic errors in the temperature calibration would be well below our observational errors. In other words, in a more strict sense, what can be asserted is that the mentioned agreement of the mass-luminosity relations and the applicability of the Galactic temperatoe scale are mutually consistent.
Although it is beyond the scope of the present paper, we mention that a more reliable study of the incidence of the chem ical composition on the temperatoe scale could be established through the line measurement of synthetic spectra computed for different chemical compositions. Figure 14 shows our data supplemented with previous works on detached eclipsing binaries in the LMC. In this figure, open triangles show data from the distance-scale projects of Ribas et al. (2000 Ribas et al. ( , 2002 , Fitzpatrick et al. (2002), and Guinan et al. (1998) , while open squares show high-mass binary stars stud ied by Massey et al. (2002 ) in 30 Dor. Binary systems with mass transfer between the components were not included. A very good agreement between the different data sets was found.
Comparison with the mass-luminosity relation established for the Milky Way is shown in Figure 15 . We have adopted essentially the mass-luminosity relation from Andersen (1991) , supplemented by some early-type binaries from Popper (1980) not included in Andersen (1991) and the more recent works by Holmgren et al. (1990 Holmgren et al. ( , 1991 , Andersen et al. (1993) , Giménez & Clausen (1994) , Hill & Holmgren (1995) , Clausen (1996) , Alencar et al. (1997) , Vaz et al. (1997) , and Hensberge et al. (2000) .
The Milky Way luminosity function is based on disk stars, with mean metallicity likely to be solar (Geisler et al. 1992; Friel & Janes 1993; Friel et al. 2002) . Instead, the field LMC stars have a mean metallicity of Z = 0.008 ( Westerlund 1990; Schaerer et al. 1993 ) . However, there does not appear to be any difference between the mass-luminosity relations of the two galaxies for the range of masses considered here. This is the first empirical mass-luminosity relation for the LMC, and it is re assuring that massive stars in a different galaxy behave as they do in the Milky Way. Comparisons with the theoretical mass-luminosity relation from evolutionary models are also shown in Figures 14 and 15 . More-than-reasonable agreement between the theoretical pre dictions and the observations is found. Figure 14 Fig. 15 ).
It would be valuable to increase the mass range, as well as the number of systems, in order to explore the mass-luminosity re lation with more detail. Particularly, at lower masses (e.g., 2 M&) it would be possible to verify the departure from the Galactic mass luminosity relation predicted by the theoretical models.
Even if our data showed a global agreement with stellar models, the point spread in the M-L diagram (Fig. 14) is more notice able than in the case of the M-R diagram (Fig. 13) Finally, we comment on the possibility of using these bina ries for the determination of the distance to the LMC. In fact, a large number of stars with known luminosity would allow us, in principle, to obtain the LMC distance with good precision. The absolute dimensions of the 16 stars derived here are suitable to be used for this purpose. However, it is necessary to also have good-quality data about apparent magnitudes and reddening, which are lacking for our binaries.
We estimate the contribution of the radius error to the dis tance modulus uncertainty to be about 0.05-0.10 mag. On the other hand, the error of the temperatures derived here from spectral types (about 10%) introduces an error of about 0.45-0.50 mag in bolometric magnitudes. The incidence on the dis tance modulus depends on the photometric band, but might be not more than 0.2 mag in the red. However, it must be taken into account that a systematic error might be present as a consequence of the uncertainty in the adopted spectral type temperature calibration. Although it was small, this systematic error would not be reduced by averaging the distance moduli of several binaries.
The interstellar reddening, as well as an independent temper ature estimate, could be derived from UV spectrophotometric ob servations (see, for example, Guinan et al. 1998; Fitzpatrick et al. 2002; Ribas et al. 2002) . In addition, absolute multicolor pho tometry of these binaries at maximum phase is necessary for a confident distance determination.
CONCLUSIONS
We determined accurate absolute parameters (masses, radii, spectral types, and luminosities) for eight early-type detached eclipsing binaries in the LMC. This work more than doubles the number of such systems analyzed in the LMC.
With these high-quality data we build the first empirical mass-luminosity relation for a galaxy other than the Milky Way. This is particularly interesting because the LMC has a lower mean metallicity than the Milky Way.
The LMC mass-luminosity relation derived from our data is valid for early-type stars ranging from 4 to 20 M&. This first LMC mass-luminosity relation provides key tests for the mass luminosity relation of our Galaxy and for models of stellar evolution.
Even though we expect that this first mass-luminosity relation will be improved with the addition of new systems yet to be ana lyzed, we can already assert that the latest stellar models are in good agreement with the observations, at least for unevolved stars with masses below 20 M&. This result is similar to that obtained by Burkholder et al. (1997) for a sample of Galactic binaries.
This work also constitutes a proof of concept for the procedure, which does not measure full RV curves but takes advantage of the available accurate light curves that allow the planning of ob servations in both quadratures, thus economizing valuable tele scope time. In the near future, new instruments such as FLAMES at the ESO Very Large Telescope (Pasquini et al. 2000) will allow us to populate this mass-luminosity relation with more than a hun dred systems and extend it to fainter candidates, perhaps reaching 2 M&. This will help us to perform a more detailed comparison of the LMC mass-luminosity relation with that of our Galaxy and the theoretical models.
