Multi-operator based biogeography based optimization with mutation for global numerical optimization  by Li, Xiangtao & Yin, Minghao
Computers and Mathematics with Applications 64 (2012) 2833–2844
Contents lists available at SciVerse ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Multi-operator based biogeography based optimization with mutation
for global numerical optimization✩
Xiangtao Li, Minghao Yin ∗
College of Computer Science, Northeast Normal University, Changchun, 130117, PR China
a r t i c l e i n f o
Article history:
Received 28 November 2011
Received in revised form 7 April 2012
Accepted 11 April 2012
Keywords:
Biogeography based optimization
Multi-parent crossover operator
Global numerical optimization
Exploration
Exploitation
a b s t r a c t
Biogeography based optimization (BBO) is a new evolutionary optimization based on the
science of biogeography for global optimization. We propose two extensions to BBO.
First, we propose a new migration operation based multi-parent crossover called multi-
parent migration model, which is a generalization of the standard BBOmigration operator.
The new migration model can satisfy a balance of exploration and exploitation. Second,
the Gaussian mutation operator is integrated into multi-operator biogeography based
optimization (MOBBO) to enhance its exploration ability and to improve the diversity of
population. Experiments have been conducted on 23 benchmark problems of a wide range
of dimensions and diverse complexities. Simulation results and comparisons demonstrate
the proposed MOBBO algorithm based multi-parent crossover model is better, or at
least comparable to, the BBO, PBBO and evolutionary algorithms from literature when
considering the quality of the solutions obtained.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Optimization problems play an important role in both industrial application fields and the scientific research world.
During the past decade, we have viewed significant progress on tackling optimization problems. Different kinds of classical
techniques have been advanced to handle optimization problems [1–4]. Among them, Meta-heuristic based methods, such
as the simulated annealing algorithm (SA) [5], the genetic algorithm (GA) [6,7], the Artificial Immune system Algorithm
(AIS) [8], the particle swarm optimization algorithm (PSO) [9–12], the ant colony algorithm (ACO) [13,14], the differential
evolution algorithm (DE) [15–17], Biogeography based optimization [18,19], and the estimation of distribution algorithm
(EDA) [20,21], which may be one of the most popular methods.
Particularly, Biogeography based optimization (BBO) is a novel meta-heuristic algorithm for global optimization that
was introduced in 2008. The basic idea of BBO is based on the biogeography theory, which is the study of the geographical
distribution of biological organisms. Different from other population based algorithms, in BBO, poor solutions can improve
the qualities by accepting new features from good ones. Several variations of BBO have been proposed to enhance the
performance of the standard BBO recently. Du and Simon [22] proposed a new biogeography based optimization based
on evolution strategy, where a new immigration refusal approach is added to BBO. In this literature, F-tests and T -
tests are also used to demonstrate the differences among different implementations of BBOs. Ergezer and Simon [23]
proposed an oppositional biogeography based optimization (OBBO). The algorithm employs the opposition-based learning
(OBL) alongside BBO’s migration rates to create oppositional BBO. The results demonstrate that with the assistance of
quasi-reflection, OBBO significantly outperforms BBO. Boussaïd and Chatterjee [24] proposed an algorithm combining the
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biogeography based optimization with the differential evolution algorithm. The populations of this algorithm are updated
by applying the BBO and DE updating methods alternatively. The paper also proposed an additional selection procedure for
BBO, which preserves fitter habitats or subsequent generations. Gong et al. [25] proposed a real-code BBO approach, called
RCBBO, for the global optimization problems in the continuous domain. What is more, in order to enhance the diversity of
the population and to improve the exploration of RCBBO, the mutation operation is incorporated into RCBBO. Simon [26]
proposed a simplified version of BBO and performed an approximate analysis of the BBO population by using probability
theory to find three quantities: the probability per generation that its population optimum improves, the state transition
matrix of the algorithm, and the excepted amount of improvement in the population optimum. However, this field of study
is still in its early days, a large number of future researches are necessary in order to develop new improved BBO based
algorithms for solving real world problems other than only for those areas the inventors originally focused on.
BBO has a structure similar to PSO. In these two approaches, solutions are maintained from one iteration to the next, but
each solution can learn from its neighbors and adapt itself as long as the algorithm progresses. PSO represents the change
over time of each solution as a velocity vector. However, PSO solutions do not change directly; it changes according to their
velocities, and this indirectly results in solution changes. Compared with PSO, the solutions of BBO are changed directly
via migration from other solutions. In a word, BBO solutions directly share their attributes with other solutions. It is these
differences between BBO and PSO methods that may prove to be its strength.
In this paper, we propose amulti-operator biogeography based optimization (MOBBO)method, integratingmulti-parent
crossover into biogeography based optimization, which we call MOBBO. First, we propose a new migration operation
based multi-parent crossover called multi migration, which is a generalization of the standard BBOmigration operator. The
proposed multi-parent migration was used to generate new offspring to find the global optimal solution. In the proposed
migration model, three individuals are able to generate three offspring. Second, we add the Gaussian mutation operator to
MOBBO to improve the diversity of population. Simulation results and comparisons demonstrate the effectiveness of the
proposed algorithm.
The rest of this paper is organized as follows: in Section 2 we will review basic Biogeography based optimization.
Section 3 describes the proposedMOBBO algorithm. Benchmark problems and corresponding experimental results are given
in Section 4. In the last section we conclude this paper and point out some future research directions.
2. Biogeography based optimization
Biogeography based optimization Simon [18] is a new evolution algorithm developed for the global optimization. It is
inspired by the immigration and emigration of species between islands in search of more friendly habitats. Each solution is
called a ‘‘habitat’’ with a habitat suitability index (HSI) and represented by an n-dimension real vector. The variables of the
individual that characterize habitability are called suitability index variables (SIVs). An initial individual of the habitat vectors
is randomly generated. Those solutions that are good are considered to be habitats with a high HSI. Those that are poor are
considered to be habitats with a low HSI. The high HSI tends to share their features with low HSI. Low HSI solutions accept a
lot of new features from high HSI solutions. In BBO, a habitat H is a vector (SIVs) which follows migration andmutation step
to reach the optimal solution. The new candidate habitat is generated from all of the salutation in the opulation by using the
migration and mutation operators.
In BBO, the migration strategy is similar to the evolutionary strategy in which many parents can contribute to a single
offspring. BBOmigration is used to change existing solution andmodify existing island. Migration is a probabilistic operator
that adjusts a habitat Hi. The probability Hi is modified is proportional to its immigration rate λi, and the source of the
modified probability comes from Hj is proportional to the emigration rate µj. Migration can be described as follows:
procedure Habitat migration
Begin
for i = 1 to NP
Select Xi with probability based on λi
if rand(0, 1) < λi then
for j = 1 to D
Select Hj with probability based on µj
if rand(0, 1) < λj then
Hi(SIV )← Hj(SIV )
end if
end for
end if
end for
End.
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Mutation is a probabilistic operator that randomly modifies habitat SIVs based on the habitat’s a priori probability of
existence. Very high HSI solutions and very low HSI solutions are equally improbable. Medium HSI solutions are relatively
probable. The mutation ratem is expressed as:
m = mmax

1− Ps
Pmax

(1)
wheremmax is a user-defined parameter. This mutation scheme tends to increase diversity among the population. Mutation
can be described as follows:
procedureMutation
Begin
for i = 1 to NP
Compute the probability Pi
Select Hj(SIV ) with probability based on Pi
if rand(0, 1) < mi then
Replace Hj(SIV ) with a randomly generated SIV
end if
end for
End.
3. Multi-operator based biogeography based optimization
3.1. Multi-parent migration model
BBO is a new population-based biogeography inspired global optimization algorithm, which gives it certain features in
commonwith other EAs. In BBO, each real number in the array is considered as SIV. The goodness of each solution is called its
habitat suitability index (HIS)which is analogous to ‘‘fitness’’ in other population-based optimization algorithm. In BBO, each
individual has its own immigration rate λ and emigration rateµ. The immigration rate and emigration rate are functions of
the number of species in the habitat. They can be calculated as follows:
λk = I

1− k
n

(2)
µk = E

k
n

(3)
where I is the maximum possible immigration rate, E is the maximum possible emigration rate, K is the number of species
of the kth individual, and n is the maximum number of species. As we can see, this model is a linear migration model.
Migration is the movement species between different habitats. The migration strategy is similar to the evolutionary
strategy in which many parents can contribute to a single offspring. BBO migration is used to change existing solution
and modify existing island. Migration is a probabilistic operator that adjusts a habitat Hi. The probability Hi is modified
proportional to its immigration rate λi, and the source of the modified probability comes from Hj is proportional to the
emigration rate µj. Migration can be described as follows:
Hi(SIV )← Hj(SIV ). (4)
In this paper, we propose a new migration operator based multi-parent crossover called multi-parent migration, which
is a generalization of the standard BBO migration operator, and which is inspired by multi-parent crossover in GA [27].
Multi-operator crossovers were used in GAs [27,28] in 2011.
The idea of themulti-parent crossover (MPC) comes from the heuristic crossover and themutation operator in DE. In this
research, we deal with real-value encoding:
The steps of MPC are:
1. Select three habitat based on a selection rule.
2. If one of the selected individuals is the same as another, then replace it with a random individual from the selection pool.
3. Rank these three individuals from the best (x1) to the worst (x3), based on their fitness function.
4. Generate a random number β that follows a normal distribution with mean value µ and standard deviation σ .
5. Generate three new habitats oi
o1 = x1 + β × (x2 − x3) (5)
o2 = x2 + β × (x3 − x1) (6)
o3 = x3 + β × (x1 − x2). (7)
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In Eq. (5), the worst individual x3 is subtracted from x2, then the difference is multiplied by β and then the total is added
to the best individual x1. This equation can explore the direction of a better part of the search space. The same method is
applied in Eq. (7). It can make o3 a better generated point. In the Eq. (6), we subtract the best point x1 from an inferior point
x3, this ensures that f (o2) ≤ f (x2), and therefore that it will extend a diverse point. The reason for using x3 − x1 instead of
x1 − x3 in Eq. (7) is that moving toward the best individual may make the algorithm stick in a local minimum.
In the multi-parent migration model in BBO, a solution feature Hi is not simply replaced by a feature from solution Hj.
Instead a new solution feature in a BBO feature from another solution, and the newmigration, three consecutive individuals
are chosen, then three new individuals are generated as described before. Then we modified them as follows:
o1 = Ha(SIV )+ β × (Hb(SIV )− Hc(SIV )) (8)
o2 = Hb(SIV )+ β × (Hc(SIV )− Ha(SIV )) (9)
o3 = Hc(SIV )+ β × (Ha(SIV )− Hb(SIV )) (10)
where a ≠ b ≠ c and f (Ha(SIV )) < f (Hb(SIV )) < f (Hc(SIV )). The crucial idea of the proposed multi-parent migration
operator is based on two considerations. First, the operator is very easily used with the continuous-domain problems.
Second, the multi-parent crossover has been added to the GA and DE [28]. Multi-parent migration is an attractive BBO
modification from a couple of different view points. On the one hand, the Eq. (9) can give a better direction to the solution.
On the other hand, Eq. (10) can avoid the algorithm to get trapped into the local optimal solution. Themulti-parentmigration
can be described as follows:
procedureMulti-parent migration model
Begin
for i = 1 to NP
Select Xi with probability based on λi using a sinusoidal migration model
Select two individuals (Ha and Hb) based on a selection rule
β = N(0.5, 0.3)
for k = 1 to D
if rand(0, 1) < λi then
Select Hj with probability based on µj using a sinusoidal migration model
Rank these three individuals (Ha,Hb and Hj) from the best to the worst, based on
their fitness function.
if rand(0, 1) < µj then
Hik,1(SIV )← Hak(SIV )+ β × (Hbk(SIV )− Hjk(SIV ))
Hik,2(SIV )← Hbk(SIV )+ β × (Hck(SIV )− Hak(SIV ))
Hik,3(SIV )← Hck(SIV )+ β × (Hak(SIV )− Hbk(SIV ))
else
Hik,1(SIV )← Hjk(SIV )
Hik,2(SIV )← Hjk(SIV )
Hik,3(SIV )← Hjk(SIV )
end if
end for
end if
end for
End.
3.2. Mutation model with mutation operator
In order to enhance the exploration ability of BBO,weuse a newmutation operator basedGaussian operator. TheGaussian
mutation can be as follows:
The formula for the probability density function of the Gaussian distribution [29] is
fµ,σ 2(x) =
1
σ
√
2π
e−
(x−µ)2
2σ2 (11)
where µ is the mean and σ 2 is the variance. Then the Gaussian mutation with µ = 0 and σ = 1 can be described as
X ′i (j) = Xi(j)+ Nj(0, 1) (12)
where Xi(j) is jth dimension variable of individual Xi and Nj(0, 1) indicates that the random number is generated a new for
each individual of j. In this paper, we use the Gaussian distribution to update the individual based linear migration model.
Mutation can be described as follows:
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procedureMutation
Begin
for i = 1 to 3 ∗ NP
Compute the probability Pi using the sinusoidal migration model
Select Hj (SIV ) with probability based on Pi
if rand(0, 1) < mi then
Replace Hj(SIV )with Gaussian mutation to generate a new SIV
end if
end for
End.
3.3. Boundary constraints
TheMOBBO algorithm assumes that the whole population should be in an isolated and finite space. During the searching
process, if some individuals will move out of bounds of the space, the original algorithm will stop them on the boundary.
In other words, the particle will be assigned a boundary value. The disadvantage is that if there are too many individuals
on the boundary, and especially when there exist some local minimum points on the boundary, the algorithm will lose its
population diversity to some extent. In order to tackle this problem, we propose the following repair rule:
xi =

li + mod ((li − xi), (ui − li))
ui − mod ((xi − ui), (ui − li)).
3.4. Main procedure of MOBBO
In this section, we introduce the new multi-operator BBO. The MOBBO algorithm uses a new migration operator based
multi-parent crossover calledmulti-parentmigration, which is a generalization of the standard BBOmigration operator, and
which is inspired by multi-parent crossover. In addition, the MOBBO has a simple structure and thus is easy to implement.
Moreover, this algorithm combines the exploration capability of the BBO algorithm and the stochastic exploitation of the
multi-parent operator. This method can overcome the lack of the exploitation of the BBO algorithm. The algorithm is
described as follows:
procedureMulti-operator based biogeography based optimization
Begin
Create a random population H1,H2, . . . ,Hn
Evaluate the fitness for each individual
While the termination criteria is not satisfied do
For each habitat, map the HSI to the number of species S, the immigration rate λ, and the
emigration rate µ using a sinusoidal migration model.
for i = 1 to NP
Select Xi with probability based on λi using a sinusoidal migration model
Select two individuals (Ha and Hb) based on a selection rule
β = N(0.5, 0.3)
for k = 1 to D
if rand(0, 1) < λi then
Select Hj with probability based on µj using a sinusoidal migration model
Rank these three individuals (Ha,Hb and Hj) from the best to the worst, based on
their fitness function.
if rand(0, 1) < µj then
Hik,1(SIV )← Hak(SIV )+ β × (Hbk(SIV )− Hjk(SIV ))
Hik,2(SIV )← Hbk(SIV )+ β × (Hjk(SIV )− Hak(SIV ))
Hik,3(SIV )← Hjk(SIV )+ β × (Hak(SIV )− Hbk(SIV ))
else
Hik,1(SIV )← Hjk(SIV )
Hik,2(SIV )← Hjk(SIV )
Hik,3(SIV )← Hjk(SIV )
end if
end for
end if
end for
(continued on next page)
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procedureMulti-operator based biogeography based optimization
Update the probability for each individual.
for i = 1 to 3 ∗ NP
Compute the probability Pi
Select Hj(SIV ) with probability based on Pi
if rand(0, 1) < mi then
Replace Hj(SIV ) with Gaussian mutation to generate a new SIV
end if
end for
Evaluate the fitness for each individual
Rank these individuals and store the NP individual.
endwhile
End.
4. Experimental results
To evaluate the performance of our algorithm, we applied it to 23 standards benchmark functions. These functions have
been widely used in the literature. Since we do not make any modification of these functions, they are given in Table 1. The
five of seven functions are unimodal functions. The f06 is the step function which has one minimum and is discontinuous.
Function f07 is a noisy quadratic function. The following seven functions are multimodal test functions. For these functions,
the number of local minima increases exotically with the problem dimensions. Then, ten multimodal test functions with fix
dimension which have only a few local search minima are used in our experimental study. Table 1 has shown the details
of these functions. So far, these problems have been widely used as benchmarks for study with different methods by many
researchers.
4.1. Experimental results
For MOBBO, we have chosen a reasonable set of values. For all experiments, we use the following unless a change is
mentioned.
Population size: NP = 65 (for the multi-parent migration, they will generate three individuals every generation.
Therefore, the total population size is 195)
Maximum immigration rate: I = 1
Maximum emigration rate: E = 1
Mutation probability:mmax = 0.005
Maximum number of Fitness Evaluation (Max_NFFEs):
The maximum number of generations: 1500 for f01, f06, f10, f12, and f13, 2000 for f02 and f11, 3000 for f07, f08, f09, and 4000
for f15, 5000 for f03, f04, f05, 100 for f14, f16–f19, f21, f22, f23. For all test functions, the algorithms carry out 50 independent
runs. All algorithms are coded in MATLAB 7.0, and experiments are made on a Pentium 3.0 GHz Processor with 1.0 GB of
memory. The source code can be obtained from the first author upon request.
4.2. Comparison of RCBBO, DE, and MOBBO
In order to show the effectiveness of our proposed MOBBO approach, we compare it with the original DE algorithm and
the RCBBO algorithm. In the experiment, the mean results of 50 independent runs are summarized in Table 2. Compared
with the DE algorithm, from Table 2 we can see that theMOBBO is significantly better than DE on 12 functions. However, DE
is outperformed by MOBBO on eight functions. For the remaining 13 functions, there are no significant differences. For the
multimodal function with many local minimum, i.e. f08–f13, it is clear that the best results are obtained by MOBBO. MOBBO
can obtain the best solutions over all 50 runs with the Max_NFFEs. DE may trap into the local minima for two out of six
functions. The MOBBO can find better solutions than the DE algorithm within the Max_NFFEs. This result illustrates the
algorithm has better ability to escape from local optima and locate a good near-global optimum.
Compared with RCBBO: From Table 2, it is obvious that MOBBO performs better solutions than BBO for all unimodal
functions. For multimodal function, the MOBBO can provide better solutions than BBO for all functions. For f14–f19 with
only a few local minima, the dimension of the function is also small. In this case, it is hard to judge the performances of
individual algorithms. All algorithms were able to find optimal solutions for these two functions. For f20–f23, there is no
superior algorithm either. For f21–f23, MOBBO algorithm is better than RCBBO.
In general, the performance of MOBBO is highly competitive with DE, especially for the high-dimensional problems.
Moreover, MOBBO is better than BBO for some functions. For the low-dimensional functions, all algorithms have no
significant difference; we will not use these functions in the following experiments.
X. Li, M. Yin / Computers and Mathematics with Applications 64 (2012) 2833–2844 2839
Table 1
Benchmark functions based in our experimental study.
Test function D Range Optimum
f01 =ni=1 x2i 30 [−100, 100] 0
f02 =ni=1 |xi| +ni=1 |xi| 30 [−10, 10] 0
f03 =ni=1(ij=1 xj)2 30 [−100, 100] 0
f04 = maxi{|xi|, 1 ≤ i ≤ D} 30 [−100, 100] 0
f05 =D−1i=1 [100(xi+1 − x2i )2 + (xi − 1)2] 30 [−30, 30] 0
f06 =Di=1(⌊xi + 0.5⌋)2 30 [−100, 100] 0
f07 =Di=1 ix4i + random[0, 1) 30 [−1.28, 1.28] 0
f08 =Di=1−xi sin(√|xi|) 30 [−500, 500] −418.9829∗n
f09 =Di=1[x2i − 10 cos(2πxi)+ 10] 30 [−5.12, 5.12] 0
f10 = −20 exp(−0.2

1
D
D
i=1 x
2
i )− exp( 1D
D
i=1 cos 2πxi)+ 20+ e 30 [−32, 32] 0
f11 = 1400
D
i=1 x
2
i −
D
i=1 cos(
xi√
i
)+ 1 30 [−600, 600] 0
f12 = πD {10 sin2(πyi)+
D−1
i=1 (yi − 1)2[1+ 10 sin2(πyi + 1)] + (yD− 1)2 +
D
i=1 u(xi, 10, 100, 4)}yi =
1+ xi+14 u(xi, a, k,m) =
k(xi − a)
m xi > a
0 −a < xi < a
k(−xi − a)m xi < −a
30 [−50, 50] 0
f13 = 0.1{10 sin2(πyi)+D−1i=1 (yi − 1)2[1+ 10 sin2(πyi + 1)] + (yD− 1)2} +Di=1 u(xi, 10, 100, 4) 30 [−50, 50] 0
f14 = [ 1500 +
25
j=1
1
j+2i=1(xi−aij)6 ]−1 2 [−65.53,65.53] 0.998004
f15 =11i=1[ai − x1(b2i +bixi)b2i +b1x3+x4 ]2 4 [−5, 5] 0.0003075
f16 = 4x21 − 2.1x4i + 13 x61 + x1x2 − 4x22 + 4x42 2 [−5, 5] −1.0316285
f17 = (x2 − 5.14π2 x21 + 5π x1 − 6)2 + 10(1− 18π ) cos x1 + 10 2 [5, 10] ∗ [0, 15] 0.398
f18 = [1+ (x1 + x2 + 1)2(19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22)]
[30+ (2x1 − 3x2)2(18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)]
2 [−5, 5] 3
f19 = −4i=1 ci exp(−3j=1 aij(xj − pij)2) 3 [0, 1] −3.86
f20 = −4i=1 ci exp(−6j=1 aij(xj − pij)2) 6 [0, 1] −3.32
f21 = −5i=1[(X − ai)(X − ai)T + ci]−1 4 [0, 10] −10.1532
f22 = −7i=1[(X − ai)(X − ai)T + ci]−1 4 [0, 10] −10.4029
f23 = −10i=1[(X − ai)(X − ai)T + ci]−1 4 [0, 10] −10.5364
Table 2
Comparisons of RCBBO, DE, MOBBO.
Function Max_FES RCBBO DE MOBBO
Mean Std dev Mean Std dev Mean Std dev
f01 150000 8.86e−01 3.26e−01 5.2833e−014 3.5135e−014 7.1308e−050 8.4658e−050
f02 200000 2.42e−01 4.58e−02 7.2007e−010 5.6668e−010 8.6358e−042 3.6906e−042
f03 500000 4.16e+02 2.02e+02 1.8283e−011 1.6653e−011 0.0020 0.0033
f04 500000 7.76e−01 1.72e−01 0.0860 0.1075 0.0167 0.0070
f05 500000 9.14e+01 3.78e+01 0.2657 1.0293 21.0237 6.8503
f06 150000 2.80e−01 5.36e−01 0 0 0 0
f07 300000 1.90e−02 7.29e−03 0.0044 7.6711e−004 0.0349 0.0063
f08 300000 −12569.0 1.65e−01 −1.25457e+004 66.3979 −1.2569e+004 1.0502e−012
f09 300000 8.50e−02 3.42e−02 1.2869e+002 28.1729 0 0
f10 150000 3.48e−01 7.06e−02 2.2021e−008 6.0555e−009 6.2172e−015 0
f11 200000 4.82e−01 1.27e−01 4.9306e−004 0.0019 0 0
f12 150000 5.29e−03 5.21e−03 6.9083e−015 8.2614e−015 1.5705e−032 2.8850e−048
f13 150000 1.42e−01 5.14e−02 2.5765e−014 1.9767e−014 1.4237e−032 1.5591e−033
f14 10000 0.998013 2.74e05 0.9980 2.7195e−016 0.9980 1.9582e−016
f15 100000 9.00e−04 2.68e−04 4.5e−4 3.3e−4 7.2637e−004 7.3901e−005
f16 10000 1.03095 1.09e−03 −1.0316 7.1858e−013 −1.0316 7.1665e−014
f17 10000 0.398327 4.26e−04 0.3979 0 0.3979 0
f18 10000 3.007858 9.57e−03 3 2e−015 3.0000 9.8693e−015
f19 10000 −3.86253 2.62e−04 −3.8628 9.4950e−016 −3.8628 4.1869e−016
f20 20000 −3.30741 3.90e−02 −3.2665 0.0614 −3.3101 0.0376
f21 10000 −4.49193 3.34e+00 −10.1532 3.3577e−006 −6.6598 3.7522
f22 10000 −6.73583 3.40e+00 −10.4029 9.8943e−006 −9.8714 1.6808
f23 10000 −7.80261 3.29e+00 −10.5364 4.7510e−007 −9.8663 2.1190
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Table 3
Comparisons of RCBBO-G, PBBO-G, and MOBBO.
Function Max_FES RCBBO-G PBBO-G MOBBO
Mean Std dev Mean Std dev Mean Std dev
f01 150000 1.39e−03 5.50e−04 5.6196e−011 4.9291e−011 7.1308e−050 8.4658e−050
f02 200000 7.99e−02 1.44e−02 3.0772e−007 1.7960e−007 8.6358e−042 3.6906e−042
f03 500000 2.27e+01 1.03e+01 0.5930 0.1839 0.0020 0.0033
f04 500000 3.09e−02 7.27e−03 0.0128 0.0020 0.0167 0.0070
f05 500000 5.54e+01 3.52e+01 7.5483 10.2009 21.0237 6.8503
f06 150000 0.00e+00 0.00e+00 0.00 0.00 0 0
f07 300000 1.75e−02 6.43e−03 1.16e−02 3.9e−03 0.0349 0.0063
f08 300000 −12569.5 2.20e05 −1.2569e+004 4.1678e−012 −1.2569e+004 1.0502e−012
f09 300000 2.62e−02 9.76e−03 1.7351e−011 1.1184e−011 0 0
f10 150000 2.51e−02 5.51e−03 3.3491e−006 2.3129e−006 6.2172e−015 0
f11 200000 8.49e−02 5.44e−02 0.0084 0.0149 0 0
f12 150000 3.28e−05 3.33e−05 7.8095e−014 1.1985e−013 1.5705e−032 2.8850e−048
f13 150000 3.72e−04 4.63e−04 5.3300e−012 9.4363e−012 1.4237e−032 1.5591e−033
f14 10000 0.998017 5.23e−05 0.9980 3.6700e−011 0.9980 1.9582e−016
f15 100000 7.86e−04 1.80e−04 7.2753e−004 1.9368e−004 7.2637e−004 7.3901e−005
f16 10000 1.03101 9.01e−04 −1.0316 5.9236e−007 −1.0316 7.1665e−014
f17 10000 0.398414 6.77e−04 0.3979 1.0306e−006 0.3979 0
f18 10000 3.009504 1.12e02 3.0000 1.7557e−008 3.0000 9.8693e−015
f19 10000 −3.86248 3.65e04 −3.8628 7.3015e−009 −3.8628 4.1869e−016
f20 20000 −3.31691 2.36e02 −3.2744 0.0614 −3.3101 0.0376
f21 10000 −5.51341 3.35e+00 −6.6284 3.1750 −6.6598 3.7522
f22 10000 −6.80022 3.52e+00 −7.4888 3.8490 −9.8714 1.6808
f23 10000 −7.28480 3.38e+00 −6.3403 3.7343 −9.8663 2.1190
4.3. Comparison of RCBBO-G, PBBO-G, and MOBBO
To investigate the sensitivity of the proposed algorithm to variations of mutation operator and multi-operator operator,
some experiments are carried out on a scalability study comparing RCBBO-G and PBBO-G for the scalable functions in the
test suit. Gong [25] extends the original BBO and presents a real-coded BBO approach, referred to as RCBBO, for global opti-
mization problems in the continuous domain. Furthermore, in order to improve the diversity of the population and enhance
the exploration ability of RCBBO, the mutation operator is integrated into RCBBO. We propose a new perturb biogeogra-
phy based optimization in [30]. We use the sinusoidal migration model as the migration model instead of linear model. We
show that the BBO based sinusoidal migration model is better than the BBO based linear model. Then, we propose a new
migration operation based sinusoidalmigrationmodel called Perturbmigration. Last, theGaussianmutation operator is inte-
grated into perturb biogeography based optimization (PBBO) to enhance its exploration ability and to improve the diversity
of population. The results for RCBBO-G, PBBO-G and MOBBO are shown in Table 3. It can be seen that, from Table 3, MOBBO
is significantly better than RCBBO-G. The result shows that the multi-parent crossover operator has a noticeable effect on
BBO performance. This is because the multi-parent crossover operator can balance the exploitation and exploration of the
population. MOBBO can locate the near-global optimum for all these functions especially all multimodal functions. MOBBO
is better than PBBO-G for 19 functions. For f04, f05 and f07, PBBO-G can beat the MOBBO algorithm. Fig. 1 shows the MOBBO
converges faster than PBBO-G due to its better exploration ability. From the RCBBO-G, PBBO-G andMOBBO, we find that the
Gaussian mutation can improve the diversity of the population. It can accelerate the convergence rate of these algorithms.
4.4. Comparison of MOBBO and FEP, CEP algorithms
In the experiment, we compare the performance of MOBBO with FEP and CEP. The average results of 50 independent
runs are summarized in Table 4. Results for the FEP and CEP algorithms are taken from [31]. From Table 4, it is clear that
no algorithm performs superiorly better than others, but no average MOBBO performs better than the other algorithm. For
the unimodal function f01, f02, f03, f04 and f06, MOBBO is better than FEP and CEP. For function f05, FEP performs better than
MOBBO. For function f07, CEP can obtain a better solution. For multimodal function with many local minima, it is clear that
the best results are obtained byMOBBO. For the function f14–f19, PBBO-G is better than FEP and CEP except f15. CEP performs
better than other algorithms for f15. For function f21, CEP is better than MOBBO. For f22–f23, MOBBO outperformed all the
contestant algorithms. For the results, the comparison shows that MOBBO gives better results on benchmark functions than
FEP and CEP. MOBBO is able to obtain smaller standard deviations of function values. It means that the solution quality of
MOBBO is more stable than FEP and CEP.
4.5. Comparison of MOBBO with Adaptive LEP and Bést Lévy algorithm
In this section, wewill compare our algorithmwith the Adaptive LEP and Best Lévy algorithm [32].We set the parameters
as in [32], the following parameters are used in our paper: population Size= 100, dimension: 30 for f01, f03, f07, f08, f09, f10,
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Fig. 1. Mean best error curves of MOBBO, RCBBO, and RCBBO-G for the selected functions. (a) f01 . (b) f02 . (c) f09 . (d) f12 .
Table 4
Comparisons of FEP, CEP, and MOBBO.
Function Max_FES FEP CEP MOBBO
Mean Std dev Mean Std dev Mean Std dev
f01 150000 5.7e−4 1.3e−4 2.2e−4 5.9e−4 7.1308e−050 8.4658e−050
f02 200000 8.1e−3 7.7e−4 2.6e−3 1.7e−4 8.6358e−042 3.6906e−042
f03 500000 1.6e−2 1.4e−2 5.0e−2 6.6e−2 0.0020 0.0033
f04 500000 0.3 0.5 2.0 1.2 0.0167 0.0070
f05 2000000 5.06 5.87 6.17 13.61 21.0237 6.8503
f06 150000 0 0 577.76 1125.76 0 0
f07 300000 7.6e−3 2.6e−3 1.8e−3 6.4e−3 0.0349 0.0063
f08 300000 −12554.5 52.6 −7917.1 634.5 −1.2569e+004 1.0502e−012
f09 300000 4.6e−2 1.2e−2 89.0 23.1 0 0
f10 150000 1.8e−2 2.1e−3 9.2 2.8 6.2172e−015 0
f11 200000 1.6e−2 2.2e−2 8.6e−2 0.12 0 0
f12 150000 9.2e−6 3.6e−6 1.76 2.4 1.5705e−032 2.8850e−048
f13 150000 1.6e−4 7.3e−5 1.4 3.7 1.4237e−032 1.5591e−033
f14 10000 1.22 0.56 1.66 1.19 0.9980 1.9582e−016
f15 400000 5.0e−4 3.2e−4 4.7e−4 3.0e−4 7.2637e−004 7.3901e−005
f16 10000 −1.03 4.9e−7 −1.03 4.9e−7 −1.0316 7.1665e−014
f17 10000 0.398 1.5e−7 0.398 1.5e−7 0.3979 0
f18 10000 3.02 0.11 3.0 0 3.0000 9.8693e−015
f19 10000 −3.86 1.40e−5 −3.86 1.40e−2 −3.8628 4.1869e−016
f20 20000 −3.27 5.9e−2 −3.28 5.8e−2 −3.3101 0.0376
f21 10000 −5.52 1.59 −6.86 2.67 −6.6598 3.7522
f22 10000 −5.52 2.12 −8.27 2.95 −9.8714 1.6808
f23 10000 −6.57 3.14 −9.10 2.92 −9.8663 2.1190
2 for f13, f15, 4 for f18, f19, f20, itermax: 1500 for f01, f03, f07, f08, f09, f10, 30 for f13, f15, 100 for f18, f19, f20. The experimental
results are listed in Table 5, form the Table 5, for the unimodal function f01, f05, the MOBBO can give the better solution
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Table 5
Comparisons of Adaptive LEP, Lévy, MOBBO.
Function Max_FES Adaptive LEP Lévy MOBBO
Mean Std dev Mean Std dev Mean Std dev
f01 150000 6.32e−4 7.6e−5 6.59e−4 6.4e−5 7.1308e−050 8.4658e−050
f03 150000 0.041850 0.059696 30.628906 22.1131122 6.6333 9.3031
f05 150000 43.40 31.52 57.75 41.60 23.6750 4.5656
f08 150000 −11469.2 58.2 −11898.9 52.2 −1.2569e+004 1.9174e−012
f09 150000 5.85 2.07 12.50 2.29 0 0
f10 150000 1.9e−2 1.0e−3 3.1e−2 2.0e−3 6.2172e−015 0
f11 150000 2.4e−2 2.8e−2 1.8e−2 1.7e−2 0 0
f12 150000 6.0e−6 1.0e−6 3.0e−5 4.0e−6 1.5705e−032 2.8850e−048
f13 150000 9.8e−5 1.2e−5 2.6e−4 3.0e−5 1.4237e−032 1.5591e−033
f16 10000 −1.031 0.0 −1.031 4.9e−7 −1.0316 7.1665e−014
f18 10000 3.000 0 3.000 0 3.0000 9.8693e−015
f21 10000 −9.54 0.69 −9.95 2.67 −6.6598 3.7522
f22 10000 −10.30 0.74 −10.40 2.95 −9.8714 1.6808
f23 10000 −10.54 4.9e−5 −10.54 2.92 −9.8663 2.1190
Table 6
Comparisons of CLPSO, CMA-ES, GL-25, MOBBO.
Function Max_FES CLPSO CMA-ES GL-25 MOBBO
Mean Std dev Mean Std dev Mean Std dev Mean Std dev
f01 150000 0.0019 7.0481e−004 5.8399e−029 1.5840e−029 2.8720e−120 7.3142e−120 7.1308e−050 8.4658e−050
f02 200000 3.1372e−004 4.7778e−005 0.0018 0.0069 2.5558e−038 9.8986e−038 8.6358e−042 3.6906e−042
f03 500000 8.1899e+002 1.3031e+002 1.4365e−026 3.0114e−027 0.2472 0.4823 0.0020 0.0033
f04 500000 3.3470 0.3561 3.8682e−015 5.6074e−016 0.0404 0.0246 0.0167 0.0070
f05 500000 5.4659 2.4469 0.5315 1.4027 21.2099 0.7930 21.0237 6.8503
f06 150000 0.0021 7.0022e−004 6.4602e−029 1.7938e−029 1.8550e−031 3.5308e−031 0 0
f07 300000 0.0091 0.0022 0.2347 0.0607 0.0018 5.6448e−004 0.0349 0.0063
f08 300000 −1.2569e+004 1.3749e−007 −7.0173e+003 6.8146e+002 −8.9972e+003 7.4014e+002 −1.2569e+004 1.0502e−012
f09 300000 9.1872e−004 5.4365e−004 2.4449e+002 36.8025 24.7145 6.1856 0 0
f10 150000 0.0268 0.0040 19.4732 0.1582 1.0301e−012 3.0491e−012 6.2172e−015 0
f11 200000 1.4242e−004 4.8850e−005 6.5715e−004 0.0025 1.2361e−008 3.9074e−008 0 0
f12 150000 4.5624e−005 2.0544e−005 2.4005e−029 4.3211e−030 0.0103 0.0327 1.5705e−032 2.8850e−048
f13 150000 0.0011 3.5998e−004 0.0014 0.0039 0.0042 0.0074 1.4237e−032 1.5591e−033
+ 0 – 3 – 2 –
− 13 – 10 – 11 –
= 0 – 0 – 0 –
than Adaptive LEP and Best Lévy algorithm. For function f03, Adaptive LEP is better than MOBBO. For multimodal functions
f08–f13 withmany local minima, the final results are more important because this function can reflect the algorithm’s ability
to escape form poor local optima and obtain the near-global optimum. The MOBBO achieve performance compared with
Adaptive LEP and the Best Lévy algorithm. For f16 and f18, the dimension of the function is very small. Therefore, all the
algorithms can find optimal solutions for these two functions. For f21–f23, the Best Lévy algorithm performs superiorly better
than the Adaptive LEP and MOBBO.
4.6. Comparison of MOBBO with CLPSO, CMA-ES, and GL-25
In order to evaluate the effectiveness and efficiency of MOBBO, we compare its performance with CLPSO [33], CMA-
ES [34], and GL-25 [35]. Liang et al. proposed a new particle swarm optimization-CLPSO, a particle uses the personal
historical best information of all the particles to update its velocity. Hansen and Ostermeier proposed a very efficient
and famous evolution strategy. Garcia-Martinez et al. proposed a hybrid real-coded genetic algorithm which combines the
global and local search. Each method was run 30 times on each test function. Table 6 summarizes the experimental results.
Overall, MOBBO significantly outperforms CLPSO, CMA-ES, and GL-25. For f01 and f07, GL-25 obtains the better solution.
CMA-ES can provide better solutions for f03–f05. MOBBO can outperform better than other algorithm on f02 and f06. For
multimodal functions f08–f13 with many local minima, the final results are more important because this function can reflect
the algorithm’s ability to escape form poor local optima and obtain a near-global optimum. MOBBO can superior to other
algorithms for all functions. Then, MOBBO performs better than CLPSO, CMA-ES, and GL-25 on 13, 10, and 11 out of 13 test
functions, respectively. CMA-ES is better than MOBBO on 3 test functions. GL-25 performs better than MOBBO on 2 test
functions.
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Table 7
Comparisons of DEaheSPX, ODE, MOBBO.
Function Max_FES DEaheSPX ODE MOBBO
Mean Std dev Mean Std dev Mean Std dev
f01 150000 2.9e−20 2.28e−20 4.33e−25 1.86e−24 7.1308e−050 8.4658e−050
f02 200000 4.47e−16 3.66e−16 2.81e−13 1.74e−13 8.6358e−042 3.6906e−042
f03 500000 5.11e−12 9.27e−12 2.50e−11 3.91e−11 0.0020 0.0033
f04 500000 7.99 3.18 9.44e−02 2.33e−01 0.0167 0.0070
f05 500000 1.24 1.67 28 9.24 21.0237 6.8503
f06 150000 2.81e+04 1.5e+03 2.29e+04 1.81e+03 0 0
f07 300000 3.52e−03 1.2e−03 1.03e−03 3.38e−04 0.0349 0.0063
f08 300000 4.98e+02 8.42e+02 1.63e+03 1.27e+03 0 0
f09 300000 13 8.11 1.65e+01 1.17e+01 0 0
f10 150000 3.89e−11 1.97e−11 5.34e−07 3.77e−06 6.2172e−015 0
f11 200000 1.82e−03 5.09e−03 2.12e−03 4.66e−03 0 0
f12 150000 6.22e−03 2.49e−02 3.44e−18 1.95e−17 1.5705e−032 2.8850e−048
f13 150000 3.22e−02 2.26e−01 2.05e−22 1.44e−21 1.4237e−032 1.5591e−033
+ 3 – 2 –
− 10 – 11 –
= 0 – 0 –
4.7. Comparison of MOBBO with DEahcSPX and ODE
MOBBO was compared with two other state-of-the-art DE variants, i.e., DEahcSPX [36], ODE [37]. Table 7 summarizes
the experimental results. For the unimodal function f01, f02, f04, f06, the MOBBO can give a better solution than the other
algorithms. For the unimodal function f03 and f05, the DEahcSPX can give a better solution than the MOBBO and ODE
algorithms. For f07, the ODE can give a better solution than the DEahcSPX andMOBBO algorithms. For multimodal functions
f08–f13 with many local minima, the final results are more important because of this function can reflect the algorithm’s
ability to escape form poor local optima and obtain a near-global optimum. MOBBO provided better solutions than all
functions. MOBBO significantly outperforms the DEahcSPX and ODE algorithms.MOBBO performs better than the DEahcSPX
and ODE algorithms on 10, and 11 out of 13 test functions, respectively. ODE is better than MOBBO on 2 test functions.
DEahcSPX performs better than MOBBO on 3 test functions.
5. Conclusions
In this paper, we propose a multi-operator biogeography based optimization algorithm. This algorithm combines the
multi-parent migration model with the BBO. In the proposed algorithm, an initial population was generated randomly and
three individuals are chosen and ranked. Then, the proposed multi-parent migration was used to generate new offspring. In
the proposed migration model, each individual was able to generate three offspring. Then, the Gaussian mutation operator
is integrated into MOBBO to enhance its exploration ability and to improve the diversity of population. To verify the
performance of MOBBO, 23 benchmark function chosen from literature are employed. The results show that the proposed
MOBBO algorithm clearly outperforms the basic BBO. Compared with the RCBBO-G and PBBO-G, the results show that BBO
is superior to or at least highly competitive with them. Compared with some evolution algorithms from literature, we find
our algorithm is better than these algorithms.
In this paper, we only consider the global optimization. The algorithm can be extended to solve other problem such as
constrained optimization problems.
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