Abstract-Over the past few decades, Synthetic Aperture Radar (SAR) images have been widely used to estimate the various features on the ground. As SAR is a radar system, its images are degraded by noise which limits the application of SAR images. Therefore, extracting features from SAR images with noise is an important issue. The goal of this paper is to develop and implement a beamlet based method to extract the linear features from SAR images with noise and a low signal-to-noise ratio (SNR). The proposed method uses digital image pre-processing techniques to offset the noise and low-contrast problems and to recalculate pixel values. Linear features such as a road network are then extracted by applying the beamlet transform based algorithm. The algorithm recursively partitions the image into sub-squares to build a beamlet dictionary to perform the transform. The complete linear features are then obtained with the post-processing algorithm to link the discontinuities. Experimental results have demonstrated the effectiveness of this method.
I.INTRODUCTION
Synthetic Aperture Radar (SAR) images provide useful information for many applications; they also present problems where the objects of interest consist of many linear features, for example, a road network or a river network seen from above [1] , and these data of road network or river network is useful for updating geographic information systems (GIS), traffic monitoring, or navigation, and so on. As an active system, Synthetic Aperture Radar (SAR) which can operate independently of daylight and good weather conditions [2] holds some advantages over optical image acquisition. Therefore, linear features such as road network information extracted from SAR images offer a suitable alternative to that from optical images. In the past few years, much research has been done to the extraction of linear features from SAR images. The rest of this section will review some of major approaches for linear feature extraction.
The classical 'edge detector' seems to work well when noise is nonexistent or weak. As a fundamental tool, the edge detectors identify points in the digital image where the brightness changes or discontinuities exist. This involves convolution of the image with an operator which is constructed to be sensitive to large gradients in the image while returning values of zero in uniform regions [3] , [4] . The majority of the edge detection operators can be grouped into two categories, gradient based and zero-crossing based. Robert, Prewitt, and Sobel are commonly used gradient based operators in image processing, these gradient based methods detect the edges by looking for the maximum and minimum in the first derivative of the image, while the zero-crossing based method finds edges by searching for zero crossings in the second derivative of the image [5] , [6] . The zero-crossing edge operator was originally proposed by Marr and Hildreth [7] . They suggested that the operator needs to have two essential characteristics to effectively detect intensity changes (edges). First, it must be a differential operator, taking either a first or second spatial derivative of the image. Second, it must be capable of adapting to any desired scale, so that blurry shadow edges can be detected by large filters and sharply focused details can be detected by small filters Duda and Hart invented the widely-used 'Generalized Hough Transform (GHT)' which is related to the patent of Paul Hough [8] . Hough transform estimates the parameters of the linear features from boundary points; in other words, it finds the imperfect instances of objects within a certain class of shapes by a voting procedure. This voting procedure is carried out in a parameter space, from which object candidates are obtained as local maxima in an accumulator space that is explicitly constructed by the algorithm for computing the Hough transform [9] . However, the process of Hough transform is very time-consuming for a large-sized image; because for each point in the image, a line must be computed in the parameter space, and the increment of each point in the model space through which the line passes must be computed as well. Moreover, the false peaks mixing up with the short filaments, which are generated by random alignments, also become the inevitable disadvantage of the GHT [10] , [11] . Much of the efficiency of the Hough Transform is dependent on the quality of the input data, that is to say, the linear features must be detected well for the Hough transform to be effective. Otherwise, the Hough transform may not be able to provide accurate results.
The beamlet transform, in which the role of line segments is similar to the role of points in wavelet transform, is based on dyadically-organized line segments with a wide range of scales, locations and orientations. The beamlets are a data structure forming a multi-scale framework for analyzing the linear and curvilinear features [12] - [14] . Thus, a method based on beamlet transform of linear feature extraction is proposed in this paper. The rest of this paper is organized as: Section II describes the pre-processing steps aiming to offset problems with noise or brightness and recalculate pixel values that minimize these problems. In Section I and Section IV, a method, based on beamlet transform, is proposed for linear feature extraction followed by a post-processing algorithm to link the discontinuous line segments. In Section V, experimental results are presented to illustrate the effectiveness of the approach. And the conclusion and future work are presented in Section VI.
II. PRE-PROCESSING TECHNIQUE
The data can be recovered by a series of pre-processing techniques to overcome the flaws and deficiencies in the raw data. The pre-processing techniques consist of operations to compensate for systematic errors, including the removal of the noise and other distracting effects to restore the image to its original condition. The problems that are considered in the pre-processing step could be briefly categorized as below [15] :
The radiometric distortion is mainly due to the instruments used for recording the data and the effect of the atmosphere. Generally, line-dropouts and de-striping are two methods targeting the removal of such defects. Noisy pixels can be replaced by the average value of the neighborhood. Usually, moving windows of 3 x 3 or 5 x 5 pixels are applied for random noise. Geometrical distortion is likely to occur as well due to earth curvature, non-linearity in scanning and platform motion. Rectification and registration are two methods both dealing with the geometrical distortion. The process of projecting data onto a plane and correcting the distortion by transforming the data into standard coordinate system is called rectification, while registration makes the image to conform to another image. The problem of atmospheric distortion occurs when the data generated by the remote sensing fails to regenerate the correct radiation properties of the object, one important step in the correction of atmospheric distortion is collecting the ground information such as target temperature and reflectance and calibrating these values or quantities on the ground. In addition, modeling the absorption or scattering effects for the measurement of the composition and temperature profile of the atmosphere, and utilizing the information about the atmosphere inherent to remotely sensed data are also effective solutions for atmospheric correction.
As only the image with radiometric distortion is considered in this paper, the proposed pre-processing algorithm consists of three steps. As shown in Fig. 2 .1 In the first stage, the original image is converted to a gray-scale image. The second stage is to obtain the intensity histogram of the gray-scale image. Because the histogram represents the distribution of the values of each pixel, histogram equalization is applied in this stage to adjust the global contrast of the image. Thus, a higher local contrast is obtained. In the third stage, median filtering is used to remove the noise while preserving the edges [6] .
However, pre-processing includes a wide range of operations from the very simple to the extremely abstract and complex, the appropriate technique to apply to the raw data is determined based on the nature of the image. The proposed pre-processing algorithm is intended for dealing with SAR images, some other types of images may require other pre-processing techniques III. BEAMLET TRANSFORM
A. Brief Introduction of Beamlet Transform
The Beamlet analysis was first introduced by Donoho and Huo as a tool for multiscale image analysis [12] . The concept of beamlet analysis deals with the approximation of the linear objects by line segments, as shown in Fig. 3 .1. . It follows that the speed of exhaustive searches through the collection of beamlets is much faster than the speed of exhaustive searches through beams. Despite reduced cardinality, the dictionary of beamlets is expressive. It is proved in [16] that a relatively small number of beamlets can be used as a substitute for any single beam, as shown in Fig. 3.1. Fig. 3 .2 presents the beamlets at different scales. 
Where E B is the collection of beamlets, and x(l) traces the beamlet b along a unit length path.
The digital beamlet transform of an n n  array 
Where  is the noise level, 
Because beamlets can be used as a substitute for any single beam, a test based on the maximum beamlet statistic which is over all beamlets is considered rather than over all beams. The maximum beamlet statistic is defined as below:
is the beamlet transform of data y and L (b) is the Euclidean length of the beamlet b. Thus, the problem of detecting the existence of linear features can be simplified as: whenever equation (8) exceeds a certain threshold, 0 H is rejected. A conclusion has been drawn in [17] that by using beamlets, we can have a low complexity algorithm yielding a good approximation to the Generalized Likelihood Ratio Test (GLRT).
C. Implementation of Linear Feature Extraction Based on Beamlet Transform
The proposed algorithm to extract the linear features is described in the following. 
The normalized beamlet transform coefficient in each dyadic square is compared with the threshold value. If
is greater than T, a line segment is considered to exist in the sub-square, if
less than the threshold value, the beamlet is discarded. In this paper, threshold value T=1.0. 5) Gradient Test: The gradient of each pixel on the beamlet which is saved from the threshold stage is tested. If the gradient of the pixel is not consistent with the beamlet, the pixel is discarded. The process of extracting linear feature using beamlet transform can be summarized in the following diagram, as shown in Fig. 3.4 . Table I is generated. 2) Orientation Calculation of Beamlet: This stage begins with finding the first sub-square with 'unchecked 'status and calculating the orientation of the beamlet with its distance changes in the x and y directions respectively. The status of the corresponding sub-square is then modified to 'checked', and the value of its orientation is saved in the data structure. The calculation proceeds to all its eight neighboring sub-squares with 'unchecked' status. 3) Calculation of Orientation Difference Between Beamlets: Having the orientation values of a sub-square and its eight neighboring sub-squares, the value of the orientation difference between two neighboring beamlets can be obtained. 4) Connectivity Analysis using Angle and Distance Measures: If the orientation difference between the two neighboring beamlets is less than the pre-set angle tolerance, then the point proximity is tested to determine linking the discontinuity that exists between the two beamlets. In this paper, the pre-set angle tolerance is chosen to be ) 180 / ( rad, and the maximum distance tolerance is two pixels. The process continues until all the eight-neighborhood sub-squares have been considered. The post-processing algorithm proceeds to all sub-squares until all the sub-squares are marked with status 'checked' or 'empty'. The flow chart of the algorithm is summarized in Fig. 4.1 .
Define each subsquare with 'unchecked' or 'empty'
Calculate the values of angle difference of two beamlets within the 8-neighborhood.
Calculate the angle of each beamlet
Link the two beamlets
The orientation difference is less than the angle tolerance.
The distance between two beamlets is within tolerance. Fig 5.1(e) and Fig 5.2 (e) . It is evident that the beamlet transform is able to identify the linear features much better than the Canny's edge detection scheme. In addition, other information detected by Canny's edge detector also interferes with the linear features. This paper presents a new beamlet transform based technique to extract the linear features from satellite images. Beamlet transform can be viewed as an extension of the wavelet transform because of its multi-resolution framework. Due to the property that the line segments in the beamlet transform play a role analogous to the role played by points in wavelet analysis, the beamlet transform appears to be very effective in extraction of linear feature in noisy environment. The method proposed in this paper includes three main steps: the first step is pre-processing which reduces the noise by histogram equalization; the next step is beamlet transform to extract the linear features followed by post-processing procedures to eliminate the discontinuities.
Experimental results in Section V show that beamlet transform provides an effective and robust approach for linear feature extraction in the SAR images with noise, compared with the traditional edge detection methods. The proposed beamlet transform algorithm could be enhanced by reducing its complexity and speeding up the computational process. Furthermore, the performance of the proposed method will be affected by the choice of pre-processing and post-processing algorithms, which could be further investigated in the future.
