Recent advancement in technology promises to yield a multitude of tests for disease diagnosis and prognosis. When there are multiple sources of information available, it is often of interest to construct a composite score that can provide better classification accuracy than any individual measurement. In this paper, we consider robust procedures for optimally combining tests when test results are measured prior to disease onset and disease status evolves over time. To account for censoring of disease onset time, the most commonly used approach to combining tests to detect subsequent disease status is to fit a proportional hazards model (Cox, 1972) and use the estimated risk score. However, simulation studies suggested that such a risk score may have poor accuracy when the proportional hazards assumption fails. We propose the use of a nonparametric transformation model (Han, 1987 ) as a working model to derive an optimal composite score with theoretical justification. We demonstrate that the proposed score is the optimal score when the model holds and is optimal "on average" among linear scores even if the model fails. Time-dependent sensitivity, specificity, and receiver operating characteristic curve functions are used to quantify the accuracy of the resulting composite score. We provide consistent and asymptotically Gaussian estimators of these accuracy measures. A simple model-free resampling procedure is proposed to obtain all consistent variance estimators. We illustrate the new proposals with simulation studies and an analysis of a breast cancer gene expression data set.
INTRODUCTION
We are interested in optimally combining multiple diagnostic tests for classifying subjects as diseased or nondiseased when the tests are measured prior to the occurrence of disease. Current statistical literature on assessing the classification accuracy of tests focuses primarily on the standard diagnostic setting where * To whom correspondence should be addressed. 
Robust combination of multiple diagnostic tests
217 tests and disease status are ascertained concurrently (Zhou and others, 2002; Pepe, 2003) . In practice, however, disease status often progresses during the follow-up, and thus, there is a time lag between the test measurements and the incidence of disease. For example, the Framingham risk score (Wilson and others, 1998) is often used as a marker for the risk of future cardiovascular events. To evaluate the accuracy of such tests, one needs to take the time lag into account since the accuracy may be higher when the tests are measured closer to the time of disease occurrence. For event-time outcomes, existing measures of accuracy include various summary indices based on explained variation (Schemper and Stare, 1996) , predictive accuracy (Graf and others, 1999; Moskowitz and Pepe, 2004) , and classification rates (Heagerty and others, 2000; Heagerty and Zheng, 2005; Cai and others, 2006) . Measures of explained variation are rarely used in clinical practice and may provide misleading results (Pepe and others, 2004) . Predictive accuracy measures such as positive/negative predictive values have some limitations due to their dependency on the prevalence of disease. For this reason, predictive values are not ideal for quantifying the inherent accuracy of the tests, whereas the classification probabilities, true-positive rate (TPR)/false-positive rate (FPR), are more relevant to that task (Pepe, 2003) . Therefore, we focus on combining tests to achieve optimal classification accuracy.
We consider the setting when the test value Y is measured to classify a subsequent disease status D(t) = I (T t) over time, where T is the time from the measurement to the occurrence of disease. Throughout, we use the convention that higher values of Y are more indicative of disease, namely, earlier failure. To extend the notion of classification accuracy to incorporate the time domain, Heagerty and others (2000) , Heagerty and Zheng (2005) , and Cai and others (2006) proposed various definitions of timedependent TPRs and FPRs by choosing different "diseased" and "nondiseased" populations at a given time point. The classification accuracy for the discrimination between D(t) = 1 and D(t) = 0 can be summarized by the "cumulative incidence"-based time-specific receiver operating characteristic (ROC) curve ROC t (u) = TPR t {FPR 
t).
The overall test performance specific to time t can be summarized by the the area under the corresponding ROC curve (AUC), AUC t = 1 0 ROC t (u)du. When there are multiple test measurements Z = (Z 1 , . . . , Z p )
T available for classification, it is of interest to construct an "optimal" composite score. There is a paucity of statistical literature on combining tests to improve accuracy for classifying subsequent time-varying disease status. The most frequently used approach is to fit a Cox's (1972) proportional hazards model,
and use the estimated risk score β β β T c Z as a composite score, where β β β c is the maximum partial likelihood estimate of β β β (Kalbfleisch and Prentice, 2002) . For example, the Framingham risk score for predicting cardiovascular failure is constructed using such an approach. Under what circumstances is β β β T c Z the optimal combination score based on Z and how do we assess the optimality? As shown below, when the Cox model holds, β β β T c Z is optimal with respect to the aforementioned time-dependent diagnostic accuracy measures. However, when the proportional hazards assumption fails, the risk score may have poor accuracy (Zheng and others, 2006) . Recently, Zheng and others (2006) proposed to obtain optimal composite scores through marginal likelihood score equations under time-varying logistic regression models. Similar to the Cox model derived score, it is unclear whether the likelihood-based score has any optimality property when the assumed model fails. Since any statistical model is merely an approximation to real data and involves error, in this paper we propose procedures to obtain a composite score that is the optimal score for classification when the model holds and remains optimal in a certain sense even when the fitted model is not correct.
To develop a robust procedure for combining multiple tests, we consider the following nonparametric transformation model as our working model: 1) and use the estimate of the linear score β β β T 0 Z for classification, where h 0 (·) is a completely unspecified increasing function and ε is a random error independent of Z with an unknown distribution function F 0 . Model (1.1) is a nonparametric extension of a wide range of commonly used survival models such as the proportional hazards model (Cox, 1972) , the proportional odds model (Pettitt, 1984; Murphy and others, 1997) , the semiparametric transformation model (Cheng and others, 1995; Chen and others, 2002) , and the accelerated failure-time model (Wei and others, 1990; Jin and others, 2003) . Under model (1.1), the conditional probability of having disease by time t is a monotone increasing function of β β β T 0 Z:
It follows from the lemma of Neyman and Pearson (1933) and similar arguments in McIntosh and Pepe (2002) that rules based on Y ≡ β β β T 0 Z y are optimal. They are optimal in the sense that no other classification rule based on Z can have a single accuracy point {FPR t (·), TPR t (·)} that lies above the ROC t (·) of Y for any given time t. Since the Cox model is a special case of model (1.1) and the maximum partial likelihood estimate of β β β 0 is consistent, β β β T c Z is optimal asymptotically. However, when the Cox model is inadequate, β β β T c Z may lose its optimality. Furthermore, β β β c involves the censoring distribution, which may not be desirable since classification of future subjects should not depend on the censoring pattern of the current study.
Inference procedures about β β β 0 under (1.1) have been well studied for noncensored data (Han, 1987; Sherman, 1993; Cavanagh and Sherman, 1998; Abrevaya, 2003) . Note that the regression coefficient β β β 0 in (1.1) is identifiable up to a multiplicative scalar. That is, one can only estimate c · β β β 0 , where c is some unknown positive constant. Nonetheless, in the classification setting, the accuracy of β β β T 0 Z is identifiable since the ROC curve is scale invariant. Recently, Khan and Tamer (2007) extended the maximum rank correlation estimator by Han (1987) to allow for censoring. However, similar to β β β T c Z, their estimator involves the censoring distribution when (1.1) is not the true model. In this paper, we propose robust procedures for constructing a composite score by using (1.1) as our "working" model such that the derived score is the optimal score when (1.1) holds. Furthermore, the limiting composite score Y remains optimal with respect to an overall accuracy measure and is free of the censoring distribution even when (1.1) fails. In Section 2, we delineate inference procedures for the proposed composite score. To evaluate the accuracy of Y , one may construct plug-in estimators for the time-specific ROC curve of the score based on estimators of h 0 (·) and F 0 (·) under (1.1) (Gørgens and Horowitz, 1999; Chen, 2002) . However, these estimators may be biased due to model misspecification. In Section 3, we provide nonparametric estimators for TPR and FPR of Y that consistently estimate these accuracy measures even if model (1.1) is not the true model. Robust procedures based on perturbation resampling are provided to obtain interval estimates for the regression coefficients and the accuracy measures. Numerical studies including an illustrative example with a breast cancer gene expression data set and a summary of simulation results to assess the finite sample properties of the proposed procedures are presented in Section 4. Some closing remarks and future considerations are given in Section 5.
ESTIMATION FOR THE REGRESSION PARAMETERS
Let T i be the failure time and Z i be the corresponding vector of test results for the ith patient, i = 1, . . . , n. For T i , one can only observe a bivariate vector (X i , i ), where X i = min(T i , C i ) and i = 1 if T i = X i and 0 otherwise. The censoring variable C i is assumed to follow the common survivorship function G(·) independent of T i and Z i . Without loss of generality, we assume the support of X is [0, τ 0 ]. For the uniqueness of estimation, without loss of generality, we assume that the first test is always included in the final score and we restrict the parameter space, denoted by 1 , to be a compact subset of = {β β β = (β 1 , . . . , β p )
T : β 1 = 1}. If the first covariate Z 1 is negatively associated with the risk of failure, we replace Z 1 with −Z 1 . As noted in Section 1, since the scale of a test does not affect its accuracy, {β β β T Z: β β β ∈ } contains all linear scores of interest, and thus it suffices to consider β β β in the parameter space only.
When T is always observed, Han (1987) proposed to estimate β β β 0 as the maximizer of the rank correlation statistic:
This is a reasonable estimator because β β β 0 is the unique maximizer of (Han, 1987) . Note that the limiting objective function Q(β β β) corresponds to half Harrell's C statistic and Kendall's tau with Q(β β β) = K (β β β)/4 + 1/4 (Harrell and others, 1996; Pencina and D'Agostino, 2004) , where K (β β β) is the Kendall rank correlation between T and −β β β T Z. In the presence of censoring, the dichotomous variables {I (T i > T j )} in (2.1) are not always observable. To accommodate censoring, Khan and Tamer (2007) proposed to modify the objective function as
The limiting objective function of (2.2), pr
, however, involves the censoring distribution. Thus, when (1.1) fails, the composite score derived on the basis of (2.2) may not be desirable. To construct a robust score free of censoring, we consider the inverse probability weighting approach by noting that conditioning on Z i and Z j , the expectation of j I (X i > X j )/G(X j ) 2 is the same as the expectation of I (T i > T j , T j < τ 0 ). Specifically, we propose β β β = argmax β β β∈ 1 Q n (β β β), where
and G(·) is the Kaplan-Meier (Kalbfleisch and Prentice, 2002) 
estimator of G(·).
In Appendix A, we show that under regularity conditions, β β β is consistent forβ β β = argmax β β β Q τ 0 (β β β) and n 1 2 ( β β β −β β β) converges in distribution to a zero-mean multivariate normal, where
Note thatβ β β = β β β 0 when (1.1) holds. If the support of the censoring is not shorter than that of T , then Q τ 0 (β β β) = Q(β β β). On the other hand, when the censoring has a shorter support, information about T is only available within the censoring support and thus the composite score is derived by restricting attention to P{D(t) = 1 | Z} for t < τ 0 .
The limiting covariance matrix, however, depends on the derivative of the unknown density function of the error term ε in (1.1) and is difficult to estimate well analytically under the nonparametric setting. Here, we develop a simple resampling method similar to those of Parzen and others (1994) and Jin and others (2003) to approximate the distribution of n 1 2 ( β β β −β β β). Specifically, we consider a stochastically perturbed Q n (β β β) in (2.3): 
. Let β β β * be a maximizer of Q * n (β β β). In Appendix B, we show that for large n, the unconditional distribution of n 1 2 ( β β β −β β β) can be approximated by the conditional distribution of n
In practice, to obtain the above approximation, one may generate a large number, J , of random samples {V i , i = 1, . . . , n}, and for each realized sample, obtain β β β * by maximizing (2.4). The covariance matrix of β β β * − β β β or β β β −β β β can then be approximated via the sample covariance matrix based on those J realizations of β β β * .
ESTIMATING THE DISCRIMINATORY CAPACITY OFβ β β T Z
To assess the accuracy of the composite score Y =β β β T Z in classifying the disease status D(t) at any give time t, we propose nonparametric estimators for the time-specific TPR and FPR functions of Y based on the fitted marker values Y i = β β β T Z i . Due to censoring, the accuracy measures are only estimable for t within the support of X , and thus throughout, we assume that t ∈ (0, τ 0 ). To this end, we note that under the assumption that the censoring is independent of Z and T ,
P(T t) .
This motivates us to estimate FPR t (y) = FPR t (y;β β β) and TPR t (y) = TPR t (y;β β β) empirically by FPR t (y) = FPR t (y; β β β) and TPR t (y) = TPR t (y; β β β), respectively, where
,
S(t) is the Kaplan-Meier estimate of S(t) = pr(T > t).
The time-specific ROC curve for summarizing the accuracy of Y can be estimated accordingly as
We show in Appendix C that for any fixed t ∈ (0, τ 0 ), TPR t (y), FPR t (y), and ROC t (u) are uniformly consistent for y in any given finite interval [y l , y r ] and u ∈ [u l , u r ] ⊂ (0, 1). Furthermore, we show that the processes
} converge weakly to zero-mean Gaussian processes. However, the limiting covariance functions of these processes are prohibitively complex, and it is difficult to estimate them analytically. In order to construct confidence intervals for these accuracy measures, we use a resampling technique similar to that presented in Section 2 to approximate the distributions of V Dt (·), VD t (·), and W t (·). It follows from arguments given in Appendix C that the processes V Dt (y), VD t (y), and W t (u) have the same limiting distributions as the perturbed processes
where F it (y) and T it (y) are obtained by replacing all theoretical quantities in F it (y) and T it (y) with their empirical counterparts and F it (y) and T it (y) are defined in Appendix C. Furthermore, for any
(y) converge weakly to the same Gaussian process, whereḢ is the derivative of H. Similar results hold for TPR t (·) and ROC t (·). These approximations allow us to construct pointwise and simultaneous intervals for the accuracy functions using realizations from the perturbed processes. For example, at any given time t, to obtain (1 − α) confidence intervals for FPR t (y), we let H(x) = log{− log(x)} and σ t (y) be the estimated standard error (SE) for H{ FPR t (y)} based on n
where for the pointwise interval, d α is the 100(1 − α/2)th percentile of the standard normal, and for the simultaneous interval for FPR t (y), y ∈ [y l , y r ], the cut-off point d α is chosen such that pr sup y l y y r n
NUMERICAL STUDIES

Example
We illustrate the proposed methods with a breast cancer gene expression data set previously studied by . In this data set, tumors from 295 women with breast cancer were selected from the fresh-frozen-tissue bank of the Netherlands Cancer Institute. All patients had been treated by modified radical mastectomy or breast-conserving surgery followed by radiotherapy if indicated. The gene expression measurement was the log-intensity-ratio between the red and the green fluorescent dyes. van de Vijver and others (2002) evaluated the performance of a classification rule based on a 70-gene profile previously established by van't Veer and others (2002) . Patients were classified as having a goodor poor-prognosis signature according to their correlation with the previously determined average profile in tumors from patients with a good prognosis. Using measures such as hazard ratios and signaturespecific Kaplan-Meier curves, demonstrated that their gene expression signatures had good prognostic values for overall and disease-free survival. Here, we aim to construct an optimal composite score based on the 70-gene profile and assess the accuracy of the resulting score for classifying subsequent disease status D(t) = I (T t), where T is the time to the occurrence of either distant metastases or death. We will also examine the variability in the estimated accuracy measures.
To reduce the dimension of markers, we use the first 2 centered and standardized principal component (PC) scores, {Z 1 , Z 2 }, of these 70 markers (Alter and others, 2000; Wall and others, 2003) . Since Z 1 is negatively associated with the risk of failure, we replace Z 1 with −Z 1 . Due to missingness, we only 222 T. CAI AND S. CHENG include 276 subjects with complete gene expression data for analysis. Of these patients, the median followup time was about 9 years and there was about 64% censoring. We are interested in optimally combining the 2 PC scores for classifying D(t) by fitting the nonparametric transformation model That is, there is a 78% chance of a subject who fails within 5 years having a higher score than a subject who is event free by 5 years.
For comparison, we also compute composite scores based on (1) the Cox's proportional hazards model and (2) the time-specific logistic regression (Tlogit) model considered in Zheng and others (2006) ,
After obtaining estimates for β 1 and β 2 in these 2 models, we have an estimator for β 2 /β 1 which corresponds to β in To select a cut-off point for classifying subjects as with good or poor profile specific to the 5-year disease status, we allow for 10% of false-negative rate as in van de Vijver and others (2002) and thus choose y 0 = −0.31. This corresponds to assigning subjects with Y = Z 1 + β Z 2 < −0.31 to the good-profile group and the rest to the poor-profile group, resulting in 119 subjects with a good profile and 157 subjects with a poor profile. The estimated FPR for this classification rule is about 45% (SE = 6.7%). Estimates of the TPR and FPR at various cut-off points are shown in Figure 2 . Now, to assess the predictive value of this classification rule, we show in Figure 3 the Kaplan-Meier estimates of survival probabilities for both groups. These estimates are fairly similar to the estimates reported in Figure 2A of indicating that these 2 classification rules have similar predictive accuracies. We can also extend the commonly used predictive accuracy measures to be time dependent. For any given time t, the positive predictive value can be defined as PPV t = pr{D(t) = 1 | Y y 0 } and the negative predictive value as NPV t = pr{D(t) = 0 | Y < y 0 }. The estimated 5-year predictive values for I (Y −0.31) are PPV 5 = 43% and NPV 5 = 93%. The 5-year disease prevalence is about 27%, indicating that I (Y −0.31) has practical prognostic values since the PPV 5 and NPV 5 would be about 27% and 73%, respectively, for a completely noninformative classifier.
T. CAI AND S. CHENG 4.2 Simulation studies
We conducted simulation studies to examine the validity of the large-sample approximations for making inferences with finite sample sizes. We simulated 2 independent markers Z 1 and Z 2 from standard normal and T from the model log T = −Z 1 − β 0 Z 2 + ε, where ε was generated from the standard extreme value distribution. Thus, the survival time T follows from a proportional hazards model. The censoring was generated from an exponential distribution with mean 3.57 to induce about 30% of censoring. We considered sample size n being 200 and 400. Throughout, the results are summarized based on 1000 simulated data sets for each configuration. For each simulated data set, the perturbation size J was chosen to be the same as the sample size for variance estimation. The time-specific accuracy measures FPR t (·), TPR t (·), and ROC t (·) were evaluated at 2 times points t 25 and t 50 , where t q are chosen such that pr(T t q ) = q/100. Various cut-off values y q for the composite score Y = Z 1 + Z 2 were selected for computing the FPR t and TPR t functions, where y q is the qth quantile of the distribution of Y . In Table 1 , we present the bias, average of the SE estimators, the sampling SEs, and the coverage probabilities of the 95% confidence intervals for β 0 = 1 and for the aforementioned accuracy measures. The proposed procedures yield estimators with essentially no bias. The estimated SEs obtained through the resampling approach are reasonably close to the sampling SEs. In addition, for confidence intervals, the empirical coverage probabilities are close to their nominal level.
To compare the new procedure to existing procedures with respect to efficiency in estimating β 0 , we considered the setting when the proportional hazards model holds and generated data from the same Cox model as in the previous study for β 0 = 1 and 2. The censoring was generated from either an exponential distribution with mean 3.57 or a uniform[0, 4.6] distribution to induce about 30% of censoring. For each simulated data set, we obtained estimators of β 0 based on the new procedure, the Khan and Tamer (2007) (K&T) procedure, the standard Cox partial likelihood procedure, and the Tlogit procedure considered in Zheng and others (2006) . The bias and the sampling SEs of these estimators are summarized in Table 2 . All procedures yield estimators with little bias. Relative to the partial likelihood estimator and the K&T estimator, the new estimator and the Tlogit estimator have slightly larger biases. The new estimator appears to have comparable but slightly lower efficiency compared to the K&T estimator with relative efficiency ranging from 83% to 100%. As expected, the Cox estimator is the most efficient among all estimators. The efficiency of the new estimator relative to the fully efficient Cox estimator ranges from 40% to 57%. For the Tlogit procedure, we obtained an estimate of β = β 2 /β 1 by only assuming logitP(T t | Z 1 , Z 2 ) = α + β 1 Z 1 + β 2 Z 2 to hold only for t = t 50 . The efficiency of the new estimator relative to the Tlogit estimator ranges from 1.3 to 1.6, suggesting that the robustness of the Tlogit procedure also results in a loss of efficiency. The results suggest that when the proportional hazards assumption is appropriate, the Cox procedure may be preferable for constructing the composite score. When the fitted nonparametric transformation model is not the true model, there is no longer a "true" β β β. Different estimation procedures may lead to different values of β β β in the limit and thus produce different composite scores for prediction. We next investigate whether the robustness of the proposed procedure could lead to composite scores with higher accuracy when the nonparametric transformation model fails to hold. To this end, we generated 2 markers (Z 1 , Z 2 ) from a multivariate lognormal with log(Z 1 , Z 2 ) following a multivariate normal with mean (0, 0), standard deviation (0.5, 1.8), and correlation −0.83. The survival time was generated from log T = −(5Z 2 1 + Z 2 2 ) + (Z 2 1 + 2Z 2 2 )ε, where ε was obtained from a mixture of the student t distribution with one degree of freedom and the standard logistic distribution. The mixture distribution was generated using a Bernoulli random variable with success probability 0.2 for the t distribution. The censoring was generated from an exponential distribution with mean 0.5 to yield about 20% of censoring. For each simulated data set, we obtained the linear composite scores based on all aforementioned 4 procedures and calculated the true AUC t corresponding to each score. Based on 1000 data sets with n = 400, at t = t 25 , for example, the sample average AUC t is about 0.56 for the Cox procedure, 0.72 for the Tlogit procedure, and 0.84 for both the new and the K&T procedures. Under this setting, the Cox procedure yields scores with poor accuracy when compared to the new procedure. Since the logistic regression model is not a good approximation to the true model, the Tlogit approach does not perform well in this setting. This suggests that when the true model cannot be approximated well by the nonparametric transformation model, the proposed procedure is relatively robust to model misspecification and produces composite scores with reasonable accuracy. The main difference between the new procedure and the K&T procedure lies in how censoring distribution affects the resulting composite score under misspecified models. To investigate this, we simulated 2 markers (Z 1 , Z 2 ) from standard bivariate lognormal with correlation 0.2 and generated T from log T = −Z 1 + 4Z 2 ε, where ε was generated from a mixture of N (0, 0.05 2 ) with probability 0.4 and N (2.5, 0.05 2 ) with probability 0.6. We considered 2 different censoring distributions, C 1 and C 2 . C 1 represents a mixture of a mean-30 exponential distribution and a gamma distribution with mean 25 and variance 125. The mixture distribution was generated using a Bernoulli random variable with success probability 0.3 for the exponential distribution. C 2 represents a mixture of a mean-20 exponential distribution with probability 0.7 and a uniform [0, 200] distribution with probability 0.3. The 2 distinct censoring patterns both yield about 42% censoring. To examine the limiting behavior of these estimators, we considered sample size n being 400 and 2000. The results shown in Table 3 indicate that asymptotically the proposed estimator of β does not depend on the censoring patterns, while the K&T estimator changes drastically with the censoring distributions. For example, with n = 2000 both methods produce estimates of β around −4.43 when there is no censoring. Under censoring C 1 and C 2 , our estimator remains close to that in the noncensored case with an average of −4.17 and −4.42, whereas the K&T estimator changes significantly to around −0.68 and −0.38, respectively. Similar patterns are observed for the accuracy of the corresponding linear scores. For example, the sample averages of AUC t 25 ( β β β), AUC t 50 ( β β β), AUC t 75 ( β β β) are (0.51, 0.67, 0.89) based on our procedure regardless of the censoring patterns. Based on the K&T procedure, the corresponding AUCs change to (0.68, 0.60, 0.71) under C 1 and to (0.71, 0.57, 0.64) under C 2 .
DISCUSSION AND FURTHER CONSIDERATIONS
In this article, we propose a procedure for optimally combining multiple tests through a nonparametric transformation model. Under the nonparametric transformation model, β β β T 0 Z attains the optimal cumulative incidence-based ROC t (·) across all t. In practice, other types of time-dependent accuracy measures may be of interest. For example, the "incidence"-based ROC curve (Heagerty and Zheng, 2005; Cai and others, 2006) , measures the accuracy of β β β T Z in distinguishing {T = t} from its risk set {T > t}. It is interesting to note that the limiting objective function Q τ 0 (β β β) is proportional to 
Using the lemma of Neyman and Pearson (1933) , one can show that λ (h 0 (t) − β β β T 0 Z) is the optimal score for the discrimination between {T = t} and {T > t}, where λ (·) is the hazard function of . Thus, if λ (·) is a monotone function, then β β β T 0 Z also attains the optimal incidence-based ROC curve across all t. Note that the class of generalized oddsrate models (Scharfstein and others, 1998) , which include the proportional hazards and proportional odds models, satisfies this condition.
The main advantage of our procedures is in their robustness. The proposed score β β β T Z is the optimal score asymptotically when (1.1) holds. More importantly, β β β T Z remains optimal among linear scores with respect to an overall accuracy measure when model (1.1) fails. Note that when T is binary, Q(β β β) corresponds to the AUC of β β β T Z and the proposed procedure reduces to the maximum AUC procedure proposed in Pepe and others (2006) for binary outcomes. The proposed inference procedures for the regression coefficient and the accuracy measures are also robust to the model assumptions. In addition, our variance estimation procedures are based on a simple resampling approach with theoretical justification.
It is important to note that when model (1.1) is only used as an approximation to the true model, one can no longer obtain a censoring-free composite score of Z for predicting T without estimating the conditional survival distribution of C. Furthermore, under misspecified survival models, if censoring depends on Z and some components of Z are continuous, it is rather difficult if not impossible to obtain consistent estimator of the survival distribution (Robins and Ritov, 1997) and consequently the accuracy measures, unless further assumptions are made about the conditional distribution of C. For simplicity, we make the independence assumption. Alternatively, if the censoring depends on Z, semiparametric models can be used to estimate the conditional censoring distribution as in Lin and others (2001) .
The classification rule obtained through the working model (1.1) provides an optimal linear composite score with respect to an overall classification accuracy measure. In some medical applications, one may only be interested in constructing classification rules that can accurately identify short-term survivors. As such, one may impose the working model (1.1) only for T t 0 , or equivalently,
where t 0 is some prespecified time point of interest with t 0 < τ 0 . To construct a composite score through (5.1), we consider modifying the objective function (2.3) to
It follows from the uniform almost sure convergence of { G(t) − G(t)}/G(t) → 0 (Kalbfleisch and Prentice, 2002) and sup t,β β β | q(t, β β β)| O p (1) that we have sup β β β∈ β β β | Q n (β β β) − Q n (β β β)| → 0 almost surely, which concludes (A.1) and thus the consistency of β β β forβ β β.
To justify the asymptotic normality of n 1 2 ( β β β −β β β), we need to show that the minimand Q n (β β β) has a "good" quadratic expansion around β β β 0 . First, the quadratic expansion of Q n (β β β) follows from arguments similar to those in Sherman (1993) for Q n (β β β) such that for β β β −β β β = O n
To complete the quadratic expansion of Q n (β β β), we use the martingale representation of n
Since q(t, β β β) is a uniformly bounded U process in (t, β β β), q(t, β β β) → q(t, β β β) in probability, uniformly in t and β β β. This, coupled with the uniform almost sure convergence of π n (t) → π(t) = pr(X > t), the weak convergence of the processM C (t), and a strong representation theorem (Pollard, 1990, Chapter 9) , implies that
in probability. It follows from (A.3) and the decomposite for Q n (β β β) that for all β β β such that β β β −β β β
whereq(t, β β β) = ∂q(t, β β β)/∂β β β and W n = W 1n + 2 ∞ 0q
(t,β β β) π(t) dM C (t). Since Q n ( β β β) − Q n (β β β) 0 and
This, together with the fact that A is a negative-definite matrix, implies that (t,β β β) π(t) dM Ci (t) . Because of the restriction that β 1 = 1 on 1 , the first component of W 1n andq(t, β β β), as well as the (1, k) and (k, 1), k = 2, . . . , p, components of A, are set to be zero. The (1, 1)-component of A, without loss of generality, is set to be a nonzero constant such that A is a negative-definite matrix. Therefore, n 1 2 ( β β β −β β β) converges in the distribution to a zero-mean multivariate normal.
APPENDIX B B.1 Justification for the resampling method
First, it follows from the martingale theory that sup t |{ G * (t) − G(t)}/G(t)| → 0 in probability. Thus, by the same argument given in Appendix A, β β β * is consistent forβ β β. Next, we note that
This, together with the arguments used in Appendix A for the asymptotic expansion of n 1 2 ( β β β −β β β), implies that n 1 2 ( β β β * −β β β) = n
where o p * (1) is with respect to the product probability measure generated by D and {V i , i = 1, . . . , n}. Therefore, Conditional on the data, it follows from the LindbergFeller central limit theorem that the conditional distribution of n 1 2 ( β β β * − β β β) converges to a multivariate normal distribution with mean 0 and covariance . This implies that, for any > 0, there exists a N 0 such that when n > N 0 , the probability, with respect to D, of the event sup Let FPR t (y; β β β) = pr(β β β T Z y | T > t) and TPR t (y; β β β) = pr(β β β T Z y | T t). It follows from a uniform law of large numbers (Pollard, 1990, Chapter 8) and the consistency of π n (t) and S(t) that for any given finite interval [y l , y r ], FPR t (y; β β β) − FPR t (y; β β β) → 0 and TPR t (y; β β β) − TPR t (y; β β β) → 0 in probability, uniformly in y ∈ [y l , y r ] and β β β ∈ 1 . This, together with the consistency of β β β, implies the uniform consistency of FPR t (·) and TPR t (·). The uniform consistency of { ROC t (u), u ∈ [u l , u r ]} immediately follows.
To derive the asymptotic distribution for VD t (y), VD t (y), and W t (u), we first note that by the standard empirical process theory (Pollard, 1990) , F it (y; β β β) −→ 0 in probability,
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where F it (y; β β β) = {I (β β β T Z i y, X i > t)− I (X i > t)FPR t (y; β β β)}/π(t). Furthermore, n 1 2 { FPR t (y; β β β)− FPR t (y; β β β)} converges weakly to a Gaussian process in (y; β β β) and thus is equicontinuous in y and β β β. This, together with (A.5), implies that VD t (y) n 1 2 {FPR t (y; β β β) − FPR t (y;β β β)} + n
{AD t (β β β)B i + F it (y)}, (C.1)
where F it (y) = F it (y;β β β) and AD t (β β β) = ∂FPR t (y; β β β)/∂β β β T . Thus, by a functional central limit theorem (Pollard, 1990 , Chapter 10), we have the weak convergence of VD t (y) to a zero-mean Gaussian process. To derive the large-sample distribution for V Dt (y), we note that similar to G(·), S(·) can be asymptotically expanded as whereṘOC(u) = dROC(u)/du. This, coupled with (C.1), (C.2), and a functional central limit theorem, implies that W t (u) converges weakly to a zero-mean Gaussian process.
