Structural vector autoregressions (VARs) are widely used to trace out the effect of monetary policy innovations on the economy. However, the sparse information sets typically used in these empirical models lead to at least two potential problems with the results. First, to the extent that central banks and the private sector have information not reflected in the VAR, the measurement of policy innovations is likely to be contaminated. A second problem is that impulse responses can be observed only for the included variables, which generally constitute only a small subset of the variables that the researcher and policymaker care about. In this paper we investigate one potential solution to this limited information problem, which combines the standard structural VAR analysis with recent developments in factor analysis for large data sets. We find that the information that our factor-augmented VAR (FAVAR) methodology exploits is indeed important to properly identify the monetary transmission mechanism. Overall, our results provide a comprehensive and coherent picture of the effect of monetary policy on the economy.
Introduction
Since Bernanke and Blinder (1992) and Sims (1992) The VAR approach to measuring the effects of monetary policy shocks appears to deliver a great deal of useful structural information, especially for such a simple method. Naturally, the approach does not lack for criticism. For example, researchers have disagreed about the appropriate strategy for identifying policy shocks (Christiano, Eichenbaum, and Evans, 2000, survey some of the alternatives; see also . Alternative identifications of monetary policy innovations can, of course, lead to different inferences about the shape and timing of the responses of economic variables. Another issue is that the standard VAR approach addresses only the effects of unanticipated changes in monetary policy, not the arguably more important effects of the systematic portion of monetary policy or the choice of monetary policy rule (Sims and Zha, 1998; Cochrane, 1996; Bernanke, Gertler, and Watson, 1997).
Several criticisms of the VAR approach to monetary policy identification center around the relatively small amount of information used by low-dimensional VARs. To conserve degrees of freedom, standard VARs rarely employ more than six to eight variables. 1 This small number of variables is unlikely to span the information sets used by actual central banks, who are known to follow literally hundreds of data series, or by the financial market participants and other observers. The sparse information sets used in typical analyses lead to at least two potential sets of problems with the results. First, to the extent that central banks and the private sector have information not reflected in the VAR analysis, the measurement of policy innovations is likely to be contaminated. A standard illustration of this potential problem, which we explore in this paper, is the Sims (1992) interpretation of the so-called "price puzzle", the conventional finding in the VAR literature that a contractionary monetary policy shock is followed by a slight increase in the price level, rather than a decrease as standard economic theory would predict. Sims's explanation for the price puzzle is that it is the result of imperfectly controlling for information that the central bank may have about future inflation. If the Fed systematically tightens policy in anticipation of future inflation, and if these signals of future inflation are not adequately captured by the data series in the VAR, then what appears to the VAR to be a policy shock may in fact be a response of the central bank to new information about inflation. Since the policy response is likely only to partially offset the inflationary pressure, the finding that a policy tightening is followed by rising prices is explained. Of course, if Sims' explanation of the price puzzle is correct, then all the estimated responses of economic variables to the monetary policy innovation are incorrect, not just the price response.
A second problem arising from the use of sparse information sets in VAR analyses of monetary policy is that impulse responses can be observed only for the included variables, which generally constitute only a small subset of the variables that the researcher and policymakers care about. For example, both for policy analysis and model validation purposes, we may be interested in the effects of monetary policy shocks on variables such as total factor productivity, real wages, profits, investment, and many others. Another reason to be interested in the responses of many variables is that no single time series may correspond precisely to a particular theoretical construct. The concept of "economic activity", for example, may not be perfectly represented by industrial production or real GDP. To assess the effects of a policy change on "economic activity", therefore, one might wish to observe the responses of multiple indicators including, say, employment and sales, to the policy change. 2 Unfortunately, as we have already noted, inclusion of additional variables in standard VARs is severely limited by degrees-of-freedom problems.
Is it possible to condition VAR analyses of monetary policy on richer information sets, without giving up the statistical advantages of restricting the analysis to a small number of series? In this paper we consider one approach to this problem, which combines the standard VAR analysis with factor analysis. 3 Recent research in dynamic 2 An alternative is to treat "economic activity" as an unobserved factor with multiple observable indicators.
That is essentially the approach we take in this paper. 3 Lippi and Reichlin (1998) consider a related latent factor approach that also exploits the information from a large data set. Their approach differs in that they identify the common factors as the structural shocks, factor models suggests that the information from a large number of time series can be usefully summarized by a relatively small number of estimated indexes, or factors. For example, Stock and Watson (2002) develop an approximate dynamic factor model to summarize the information in large data sets for forecasting purposes. 4 They show that forecasts based on these factors outperform univariate autoregressions, small vector autoregressions, and leading indicator models in simulated forecasting exercises. Bernanke and Boivin (2003) show that the use of estimated factors can improve the estimation of the Fed's policy reaction function.
If a small number of estimated factors effectively summarize large amounts of information about the economy, then a natural solution to the degrees-of-freedom problem in VAR analyses is to augment standard VARs with estimated factors. In this paper we consider the estimation and properties of factor-augmented vector autoregressive models (FAVARs), then apply these models to the monetary policy issues raised above.
The rest of the paper is organized as follows. Section 2 lays out the theory and estimation of FAVARs. We consider both a two-step estimation method, in which the factors are estimated by principal components prior to the estimation of the factoraugmented VAR; and a one-step method, which makes use of Bayesian likelihood methods and Gibbs sampling to estimate the factors and the FAVAR simultaneously.
Section 3 applies the FAVAR methodology and revisits the evidence on the effect of using long-run restrictions. In our approach, the latent factors correspond instead to concepts such as economic activity. While complementary to theirs, our approach allows 1) a direct mapping with existing VAR results, 2) measurement of the marginal contribution of the latent factors and 3) a structural interpretation to some equations, such as the policy reaction function. 4 In this paper we follow the Stock and Watson approach to the estimation of factors (which they call "diffusion indexes"). We also employ a likelihood-based approach not used by Stock and Watson. Sargent monetary policy on wide range of key macroeconomic indicators. In brief, we find that the information that the FAVAR methodology extracts is indeed important and leads to broadly plausible estimates for the responses of a wide variety of macroeconomic variables to monetary policy shocks. We also find that the advantages of using the computationally more burdensome Gibbs sampling procedure instead of the two-step method appear to be modest in this application. Section 4 concludes. An appendix provides more detail concerning the application of the Gibbs sampling procedure to FAVAR estimation. The two methods differ on many dimensions. A clear advantage of the two-step approach is computational simplicity. However, this approach does not exploit the structure of the transition equation in the estimation of the factors. Whether or not this is a disadvantage depends on how well specified the model is, and from a comparison of the results from the two methods we may be able to assess whether the advantages of jointly estimating the model are worth the computational costs.
Econometric framework and estimation
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Application: The dynamic effects of monetary policy
As discussed in the Introduction, an extensive literature has employed VARs to study the dynamic effects of innovations to monetary policy on a variety of economic variables. A variety of identification schemes have been employed, including simple recursive frameworks, "contemporaneous" restrictions (on the matrix relating structural shocks to VAR disturbances), "long-run" restrictions (on the shape of impulse responses at long horizons), and mixtures of contemporaneous and long-run restrictions. The fact that this simple method typically gives plausible and useful results with minimal identifying assumptions accounts for its extensive application, both by academic researchers and by practitioners in central banks. Nevertheless, a number of critiques of the approach have been made (see, for example, Rudebusch, 1998). Here we focus on two issues, both related to the fact that degrees-of-freedom problems necessarily limit the number of time series that can be included in an estimated VAR. We then evaluate the ability of FAVARs-which, potentially, can include much more information than standard VARs-to ameliorate these problems. the implied dynamic responses of the economy will be mismeasured by the econometrician. 9 A possible example of the effects of shock mismeasurement is the "price puzzle" discussed in the Introduction. We will check below whether including broader information set ameliorates the price puzzle.
Even if monetary policy shocks are properly identified, standard VAR analyses have the shortcoming that the dynamic responses of only those few variables included in the estimated VAR can be observed. As discussed in the Introduction, this limitation may be a problem for at least two reasons. First, for purposes both of policy analysis and model validation, it is often useful to know the effects of monetary policy on a lengthy list of variables. 10 Second, the choice of a specific data series to represent a general economic concept (e.g., industrial production for "economic activity", the consumer price index for "the price level") is often arbitrary to some degree, and estimation results may depend on idiosyncratic features of the particular variable chosen. To assess the effects of monetary policy on a concept like "economic activity", it is of interest to observe the responses of a variety of indicators of activity, not only one or two.
The FAVAR framework is well-suited for addressing both issues. First, the estimated system (2.1)-(2.2) can be used to draw out the dynamic responses of not only the "main" variables t Y but of any series contained in t X . Hence the "reasonableness" of a particular identification can be checked against the behavior of many variables, not just three or four. Second, one might also consider constructing the impulse response functions of factors (or linear combinations of the factors) that can be shown to stand in for a broad concept like "economic activity."
Empirical Implementation
We applied both the two-step and "one-step" (joint estimation) methodologies to the estimation of monetary FAVARs. In our applications, t X consists of a balanced For the baseline analysis, we assume that the federal funds rate is the only observable factor, i.e. the only variable included in t Y . In doing so, we treat the federal funds rate as a factor and interpret it as the monetary policy instrument. This is based on the presumption that monetary policy has pervasive effect on the economy, t X .
Moreover, the federal funds rate should not suffer from measurement error issues, which would otherwise imply the presence of an idiosyncratic component in the federal funds rate. The latent factors are then understood as capturing real activity and general price movements. A key advantage of this specification is that we do not have to take a stand on the appropriate measure of the real activity or inflation.
We order the federal funds rate last and treat its innovations as monetary policy "shocks", in the standard way. This ordering imposes the identifying assumption that latent factors do not respond to monetary policy innovations within the month. To implement this identification scheme, it is useful to define two categories of variables:
"slow-moving" and "fast-moving". A "slow-moving" variable is one that is largely predetermined as of the current period, while a "fast-moving" variable -think of an asset-price -is highly sensitive to contemporaneous economic news or shocks. The classification of variables between each category is provided in the data Appendix.
As discussed above, the joint likelihood estimation only requires that the first K variables in the data set are selected from the set of "slow-moving" variables and that the recursive structure is imposed in the transition equation. For the two-step estimation this identification requires first controlling for the part of t Ĉ that corresponds to the federal funds rate. This is achieved in the following way. The recursive assumption may be subject to criticism if components of the estimated factors, not accounted for by the federal funds rate, nevertheless respond contemporaneously to interest rate shocks. One way to address this potential problem would be to extract "slow-moving" and "fast-moving" factors from the respective blocks of data and order the "fast-moving" factors after the federal funds rate in the VAR ordering. However the "fast-moving" factors obtained in this way follow interest rate movements very closely and consequently introduce collinearity in the system. We interpret the results of this exercise as suggesting that there is little informational content in the "fast-moving" factors that is not already accounted for by the federal funds rate.
We therefore adhere to our original formulation.
Empirical Results
Our main results are shown in Figures 1-4 As we have discussed, an advantage of the FAVAR approach is that impulse response functions can be constructed for any variable in the informational data set, that is, for any element of t X . This gives both more information and provides a more comprehensive check on the empirical plausibility of the specification. In that respect, the most successful specification, in terms of plausibility, appears to be the two-step principal component approach with 5 factors, reported in Figure 3 . In this case, the responses are generally of the expected sign and magnitude: following a contractionary monetary policy shock, real activity measures decline, prices eventually go down and money aggregates decline. The dividend yields initially jump above the steady state and eventually go down. Overall these results seem to provide a consistent and sensible measure of the effect of monetary policy. Note that we display only 20 responses of all 120 that in principle could be investigated.
The FAVAR model appears successful in capturing relevant information. First, the price puzzle is not present in our FAVAR model estimated by two-step approach, even when only three factors are included. Given that our recursive identification of the policy shocks is consistent with existing structural VARs that display the price puzzle, our result might suggest that a few factors are sufficient to properly capture the information that Sims argued might be missing from these VARs. Second, increasing the number of factors generally tends to produce results more consistent with conventional wisdom. This is particularly obvious when comparing the response of money aggregates for the 2-step approach in Figure 1 the policy shock has not been properly identified. This is a possibility that would be worth considering in future research. It is important to stress, however, that although we considered a recursive identification of the policy shock, there is nothing in our proposed approach -other than the computational constraints mentioned above -that prevents using alternative, non-recursive, identification schemes. However, the fact that the twostep approach is relatively successful with the same identification scheme might suggest that the likelihood-based estimation suffers from the additional structure it imposes, which might not be entirely supported empirically.
To assess if differences between results of the two estimation methods are due to their alternative identification or the estimation method itself, we also generated factors under the same identification. It was accomplished by setting loadings on Y to zero in the observation equation for the likelihood-based estimation and by omitting a "cleaning" regression (3.1) in case of the principal components method. These are the alternative ways of partialling out the effects of the federal funds rate from the estimated factors. As it turns out, the two sets of factors generated in this way are significantly different. The factors estimated by principal component fully explain the variance of likelihoodestimated factors but the opposite is not true. Moreover, the principal component factors have greater short run variation. We interpret these findings as evidence that the differences in identification are not the sole source of the differences in results. Since it is the likelihood method that imposes additional structure on the model, we may expect PC factors to carry more information.
While the two methods yield somewhat different responses for money aggregates and the consumer price index, overall the point estimates of the responses are quite similar. We find it remarkable that the two rather different methods, producing distinct factor estimates as discussed above, give qualitatively similar results. On the other hand, the degree of uncertainty about the estimates implied by the two methods is quite different. In fact, for some series such as the consumer price index and industrial production, the likelihood based approach yields much wider confidence intervals. This might suggest that the likelihood-based factors do not successfully capture information about these variables. The next subsection investigates this possibility by including in the set of observable factors, t Y , the consumer price index and industrial production.
VAR -FAVAR Comparison
The benchmark specification considered thus far has the advantage of imposing minimal assumptions about the common components. In particular, we did not impose specific observable concepts for real activity or prices.
Our methodology does not prevent, however, assuming that factors, other than the federal funds rate, are also observed. For instance, we can expand t Y to also include industrial production, as a measure of real activity and the consumer price index as a measure of prices. The resulting FAVAR system thus nests a standard VAR in the variables that are directly suggested by standard monetary models: a monetary policy indicator, a real-activity measure and a price index. By comparing the results with and without the factors, it is then possible to determine the marginal contributions of the information contained in the factors.
The impulse response functions from this alternative FAVAR specification are presented in Figure 5 , for no factor, one factor and three factors. The Figure also reproduces the response obtained from the benchmark specification, with the federal funds rate assumed to be the only observable factor. The top panel shows the results from the two-step estimation and the bottom panel from the likelihood-based estimation.
When there is no factor, i.e. the standard VAR specification, there is a strong price puzzle and the response of industrial production is very persistent, inconsistent with long-run money neutrality. For the two-step estimation, adding one factor to standard VAR changes the responses dramatically. The price puzzle is considerably reduced and the response of industrial production eventually returns toward zero. In this case, adding one factor appears to be all that is needed. For the likelihood-based estimation, adding three factors tends to produce qualitatively the same responses as for the two-step estimation, although somewhat more pronounced. The estimated factors from both methods thus seem to contain useful information, beyond that already contained in the standard VAR.
An interesting aspect of these results is that the responses from the two-step estimation of the benchmark FAVAR are essentially the same as the one obtained from expanding the standard VAR by three factors from either estimation methods. This suggests that the two-step estimation of the benchmark FAVAR properly captures information about real-activity and prices, even though no such measure is imposed as observable factor. This is not the case for the likelihood-based factors and this seems to explain, at least in part, the appeared less successful for the benchmark FAVAR.
This comparison suggests that the FAVAR approach is successful at extracting pertinent information from a large data set of macroeconomic indicators. That does not mean, however, that the FAVAR approach is the only way to obtain reasonable results.
There exist, of course, other VAR specifications that could lead to reasonable results over some periods. For example, some authors have "improved" their results by adding variables such as an index of commodity prices to the VAR. 13 But unless these variables are part of the theoretical model the researcher has in mind, it is not clear on what grounds they are selected, other than the fact that they 'work'. The advantage of our approach is to put discipline on the process, by explicitly recognizing in the econometric model the scope for additional information. As a result, the fact that adding the commodity price index -or any other variables -fixes or not the price puzzle is not directly relevant to this comparison.
Variance Decomposition
Other than impulse response functions, another exercise typically performed in the standard VAR context is variance decomposition. This consists of determining the fraction of the forecasting error of a variable, at a given horizon, that is attributable to a particular shock. Variance decomposition results follow immediately from the coefficients of the MA representation of the VAR system and the variance of the structural shocks. For instance the fraction variance of ( ) variables. 14 The product of the two columns is the equivalent of the standard VAR variance decomposition.
Apart from the interest rates and the exchange rate, the contribution of the policy shock is between 3.2% and 13.2%. This suggests a relatively small but still non-trivial effect of the monetary policy shock. In particular, the policy shock explains 13.2%, 12.9% and 12.6% of capacity utilization, new orders and unemployment respectively, and 
Conclusion
This paper has introduced a method for incorporating a broad range of conditioning information, summarized by a small number of factors, in otherwise standard VAR analyses. We have shown how to identify and estimate a factoraugmented vector autoregression, or FAVAR, by both a two-step method based on estimation of principal components and a more computationally demanding, Bayesian method based on Gibbs sampling. Another key advantage of the FAVAR approach is that it permits us to obtain the responses of a large set of variables to monetary policy innovations, which provides both a more comprehensive picture of the effects of policy innovations as well as a more complete check of the empirical plausibility of the underlying specification.
In our monetary application of FAVAR methods, we find that overall the two methods produce qualitatively similar results, although the two-step approach tends to produce more plausible responses, without having to impose explicit measures of realactivity or prices. Moreover, the results provide some support for the view that the "price puzzle" results from the exclusion of conditioning information. The conditioning information also leads to reasonable responses of money aggregates. These results thus suggest that there is a scope to exploit more information in empirical macroeconomic modeling. To estimate equations (2.1) and (2.2) jointly via likelihood methods, we transform the model into the following state-space form: To be more specific, define ) , 
. We used these parameter estimates as starting values for θ in most runs, but
we have confirmed the robustness of the key results for alternative starting values. For example, we also tried starting values such that (1) Kim and Nelson (1999, p. 194-6) show how to modify the Kalman filter algorithm in this case.
Drawing from the conditional distribution
). , ( 
Turning to (A.4), we see that this system has a standard VAR form and can thus also be estimated equation by equation, to obtain Q vec), (Φ . Proceeding similarly as before, we impose a diffuse conjugate Normal-Wishart prior, This completes the sampling of the parameters θ conditional on the estimated factors from the previous iteration and the observed data. The column entitled "Variance Decomposition" reports the fraction of the variance of the forecast error of the common component, at the 60-month horizon, explained by the policy shock. "R 2 " refers to the fraction of the variance of the variable explained by the common factors, ( t F , t Y ). See text for details. *This is by construction.
