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Abstract— This paper introduces a new technique for com-
bining constellation shaping and bit-interleaved turbo-coded
modulation (BITCM) over additive white Gaussian noise channel.
The proposed scheme consists of serial concatenation of a binary
turbo code, short-length binary shaping code, and mapping func-
tion using Gray labeling. The corresponding receiver is made up
of four blocks (demapper, shaping decoder, and two constituent
RSC decoders) exchanging extrinsic information in order to
optimize error performance. A BITCM scheme employing 16-
PAM constellation to achieve a rate of 3 bits/dim is considered
as an example. It is shown that, by careful selection of the shaping
code parameters, shaping gains almost equal to 0.8 dB can be
obtained at a little cost in terms of system complexity.
Index Terms— Constellation shaping, iterative receiver, shap-
ing code, turbo-coded modulation.
I. INTRODUCTION
CONSTELLATION shaping refers to techniques used inbandwidth-efficient communication schemes to reduce
the average transmitted signal power (see, e.g., [1]-[8]). The
idea is to transmit constellation signal points with low energy
more frequently than those with high energy. The resulting
power saving, called shaping gain, is achieved while affecting
neither the data rate nor the error performance of the whole
system. For bandwidth-efficient communications over additive
white Gaussian noise (AWGN) channels, it is interesting to
investigate the combination of constellation shaping and turbo
coding [9], [10]. Some techniques have recently been proposed
to apply shaping principles to the design of turbo-coded
modulation by employing either a multi-level coding (MLC)
approach [11]-[13] or a bit-interleaved coded modulation
(BICM) approach [14]-[17].
In MLC, shaping and coding algorithms operate indepen-
dently of each other because the information bits that are
not channel-encoded can be used for shaping [3], [4]. It is
thus relatively easy to integrate coding and shaping within
a common MLC scheme. For practical applications, MLC is,
however, less attractive than BICM; indeed BICM schemes are
generally simpler to implement, more flexible, and have less
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decoding delay and simpler design rules than MLC systems.
Note that, in the context of this paper, the adjective flexible
refers to the ability of a system to accommodate different data
rates without requiring any change in the modulation and basic
channel coding functions. Despite its simplicity, BICM is, in
most cases, as power-efficient as MLC provided that near-
capacity channel codes, such as turbo codes, are employed
[18]. All these features have recently made BICM a very
popular approach for designing coded modulation schemes.
The error performance of BICM schemes could be further
improved by using constellation shaping. A major difference
between MLC and BICM is that, in BICM, all information
bits are channel-encoded, which means that coding and shap-
ing algorithms can no longer be separated. This makes the
integration of shaping and coding in the same system a more
challenging issue in BICM than in MLC.
Sommer and Fettweis were the first to apply constellation
shaping principles to BICM schemes using turbo coding,
hereafter referred to as bit-interleaved turbo-coded modulation
(BITCM) schemes [14]. Their idea consisted of employing
non-uniform pulse-amplitude modulation (PAM) constella-
tions for which signal points are transmitted with equal
probabilities but are placed on the one-dimensional (1-D) axis
according to a Gaussian distribution [19]. Recently, Raphaeli
and Gurevitz introduced a more sophisticated, and also more
power-efficient, method in which a variable-rate turbo code is
followed by a Huffman code mapping onto non-equiprobable
signal points of a PAM constellation. The turbo code rate is
matched to the Huffman code using time-varying puncturing
so that both data rate and transmitted signal rate remain
constant [15]-[17]. It was shown that, with such technique
applied to 16-PAM, shaping gains of approximately 0.6 and
0.9 dB can be achieved for data rates equal to 2 and 3 bits/dim,
respectively.
In this paper, we propose and investigate another method
for combining shaping and BITCM. Our approach, which is
radically different from those presented in [14]-[17], consists
of partitioning the basic constellation into several equal-sized
sub-constellations of increasing average energy. A shaping
code is then used to specify the sequence of sub-constellations
so that low-energy signals are transmitted more often than
high-energy signals [4]. The partitioning method preserves the
Gray mapping, and is therefore suitable for BITCM design,
provided that only one level of partition is considered, i.e.
the basic constellation is divided into two sub-constellations.
This relative compatibility between shaping and Gray mapping
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constitutes a crucial point since it is well known that BICM
schemes using near-capacity channel codes, such as turbo
codes, perform optimally when Gray mapping is used to label
constellation signal points [18], [20]. It is worthwhile men-
tioning that, when using low-complexity convolutional codes
instead of turbo codes, there are other labeling techniques
that perform better than Gray mapping (see, e.g., [21]-[27]).
The application of such techniques to BICM with shaping is,
however, beyond the scope of this paper because our goal
is primarily to design very power-efficient coding schemes
whose complexity is not necessarily the critical issue.
Throughout this work, we assume an AWGN channel and
only consider the case of 2m-ary 1-D constellations, referred
to as 2m-PAM constellations. The results given in this paper
are therefore directly applicable to the design of BITCMs
based on square quadrature-amplitude modulation (QAM)
constellations since any square 22m-QAM modulation using
Gray mapping is actually made up of two independent 2m-
PAM modulations in quadrature.
The organization of this paper is as follows. In Section II,
the general structure of the proposed BITCM scheme is
presented. Particular attention is paid to the description of the
iterative decoding algorithm that involves several constituent
blocks at the receiver side. Then, we consider in Section III an
example for which we give various theoretical and computer
simulation results. In the same section, we also show that
it is possible to simplify tremendously the receiver structure
without any significant error performance degradation. Finally,
Section IV presents conclusions of this work.
II. STRUCTURE OF THE PROPOSED BITCM SYSTEM
In this section, we present the structure of the BITCM trans-
mitter and receiver proposed in this paper. Before proceeding
further, let us stipulate a convention: A notation in the form
V = (vi)I shall be used hereafter to denote a block/sequence
V composed of I scalar quantities vi, i ∈ {1, ..., I}, that can
be either bits or log-likelihood ratios (LLRs) associated to bits.
The block diagrams of the proposed BITCM transmitter and
receiver are shown in Fig. 1.
A. BITCM Transmitter Structure
A frame U = (up)Nf composed of Nf information bits
up, p ∈ {1, ..., Nf}, is encoded by a rate-Rc binary turbo
encoder made up of two parallel-concatenated recursive and
systematic convolutional (RSC) codes separated by a random
interleaver [9], [10]. The coded sequence E is divided, using
a serial-to-parallel (S/P) converter, into m parallel sequences
which are then bit-interleaved separately in a random fashion
(πj , j ∈ {1, ...,m}). The bit stream available at the first
interleaver output (π1) is broken into L successive K-bit
blocks M = (mk)K . Each block M is fed into a block
shaping encoder (S-ENC) which generates a corresponding
N -bit codeword C = (cn)N , with N > K . The rate of this
encoder is thus Rs = KN . The sequence of codewords at the
shaping encoder output, whose length is equal to LN bits, is
then randomly interleaved (πs). The S/P converter is designed
so that the length of the (m−1) sequences fed into interleavers
πj , j ∈ {2, ...,m}, is also equal to LN bits. This S/P converter
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Fig. 1. Structure of the proposed BITCM scheme.
is therefore not a standard one since the first sequence (to be
interleaved by π1) contains only LK coded bits, i.e. fewer
bits than the other (m− 1) sequences. Hereafter, we use the
notations X1 = (xi,1)LN and Xj = (xi,j)LN , j ∈ {2, ...,m},
to designate the binary sequences at the output of interleavers
πs and πj , respectively. Finally, a vector (xi,1, xi,2, ..., xi,m),
where xi,j denotes the i-th bit in sequence Xj , j ∈ {1, ...,m},
is mapped onto a signal point of a 2m-PAM constellation,
called S, according to Gray labeling.
The transmission of a frame of Nf = RcL[K + N(m −
1)] information bits is performed by emitting LN successive
signal points si, i ∈ {1, ..., LN}. The data rate R obtained
with such system is thus given by
R = Rc(Rs + m− 1) bits/dim, (1)
and is lower than the rate R′ = mRc bits/dim obtained with an
equivalent BITCM scheme without shaping code. Hence, the
use of a shaping encoder in our BITCM transmitter results in
a loss in data rate that must be compensated for by increasing
either the number of signal points in S or the code rate Rc.
In our BITCM system, the simplest way to keep the data rate
constant consists of increasing the rate Rc by changing the
puncturing pattern at the turbo encoder output.
The constellation S is partitioned into two sub-constellations
S0 and S1 so that S0 contains the 2m−1 signal points of lowest
energies, whereas S1 is composed of the 2m−1 signal points
of highest energies [4]. The Gray mapping is performed in
such a way that bits xi,1, which are originally generated by
the shaping encoder, are used to select one of these sub-
constellations. Assuming that xi,1 = 0 leads to the selection
of S0, the shaping encoder is designed so that Pr{xi,1 = 0} >
Pr{xi,1 = 1}, i.e. S0 is emitted more frequently than S1. Since
the average energy of signal points in S0 is lower than that in
S1, it results in some energy saving at the transmitter output
with respect to the case where S0 and S1 are used with equal
probabilities (no shaping). The resulting energy saving Es, in
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decibels (dB), can be evaluated using
Es = 10 log10
[
E0 + E1
2(P0E0 + [1− P0]E1)
]
, (2)
where E0 and E1 are the average signal energies in sub-
constellations S0 and S1, respectively, and P0 designates the
average value of Pr{cn = 0} at the shaping encoder output:
P0 =
1
N
N∑
n=1
Pr{cn = 0}. (3)
The shaping gain, which represents the actual energy saving,
is obtained after the loss in data rate has been compensated
for.
B. BITCM Receiver Structure
In order to optimize the error performance of the receiver,
demapping, shaping decoding and channel decoding are per-
formed according to an iterative algorithm [28], [29]. This
receiver is made up of several soft-input soft-output (SISO)
modules, connected through interleavers/de-interleavers, that
exchange information in order to improve the reliability of
the LLRs flowing through them. A particular SISO module
processes LLR sequences, called a priori information, pro-
duced by the other modules in order to generate updated ver-
sions of those input sequences, called a posteriori information.
An extrinsic knowledge is then obtained by subtracting an a
priori LLR from the corresponding a posteriori LLR. This
extrinsic information is then passed as an a priori knowledge
to the other modules for further iterative decoding steps.
In our BITCM receiver, there are four iterative loops
operating in parallel and allowing for information exchange
between demapper and turbo decoder, demapper and shaping
decoder, turbo decoder and shaping decoder, and finally both
constituent decoders inside the turbo decoder. At first glance,
such structure may seem complicated, but we will see later
that it is possible to simplify it tremendously without any
significant error performance degradation.
In this sub-section, the operation and the role of the different
modules used in the BITCM receiver are explained. Note that,
hereafter, the notation Lβα(v), α ∈ {a, e}, β ∈ {d, s, t, t1, t2},
is used to denote the LLR of v, v being either a bit or a
block/sequence of bits.
1) The Demapper: For each transmitted frame of LN
signal points si, i ∈ {1, ..., LN}, the corresponding received
frame is composed of LN channel samples ri that can be
expressed as ri = si+ni, where ni is a Gaussian noise sample
with zero mean and variance σ2 = N02 , N0 being the one-sided
power spectral density of white Gaussian noise. The role of the
demapper is to compute, for each index i, the extrinsic LLRs
Lde(xi,j), j ∈ {1, ...,m}. To this end, it processes, at each
iteration, sample ri as well as m a priori LLRs Lda(xi,j), j ∈
{1, ...,m}, representing the extrinsic information generated by
both shaping and turbo decoders at the previous iteration. The
computation of LLRs Lde(xi,j) is performed using
Lde(xi,j) = ln
[
Pr{xi,j = 1, ri, Lda(xi,1), ..., Lda(xi,m)}
Pr{xi,j = 0, ri, Lda(xi,1), ..., Lda(xi,m)}
]
−Lda(xi,j). (4)
To further develop (4), let us assume that each LLR Lda(xi,j) is
a Gaussian sample with a mean equal to (2xi,j−1+Li,j) and a
certain variance δ2, where the parameter Li,j represents the a
priori knowledge regarding bit xi,j already available before
the first decoding iteration starts. The value of parameter
Li,j , i ∈ {1, ..., LN}, is computed using
Li,j = ln
[
1− Pr{xi,j = 0}
Pr{xi,j = 0}
]
. (5)
In practice, the variance δ2 can be given any suitable empirical
value. Using Bayes′ rule and taking δ2 = 2, it can then be
shown that (4) is equivalent to
Lde(xi,j) = ln
⎡
⎢⎢⎢⎢⎣
∑
s∈S1j
P{ri|s}Pr{Lda(xi,1→m, =j)|s}Pr{s}
∑
s∈S0j
P{ri|s}Pr{Lda(xi,1→m, =j)|s}Pr{s}
⎤
⎥⎥⎥⎥⎦
−Li,j , (6)
where Stj denotes the subset of signals s ∈ S whose labels
have the value t ∈ {0, 1} in position j ∈ {1, ...,m}, and
Lda(xi,1→m, =j) refers to the set composed of all a priori LLRs
except Lda(xi,j). The term P{ri|s} designates the transition
probability density function of the AWGN channel given by
P{ri|s} = 1√
πN0
exp
{
− (ri − s)
2
N0
}
. (7)
In (6), the terms Pr{Lda(xi,1→m, =j)|s}, s ∈ Stj , can be
computed using
Pr{Lda(xi,1→m, =j)|s} =
(
1√
4π
)m−1
exp
{
−1
4
m∑
l=1, =j
[Lda(xi,l)− (2sl − 1)− Li,l]2
}
,
(8)
where sl ∈ {0, 1} is the value of the label of signal s in
position l.
To find the expression of the extrinsic LLR Lde(xi,j),
we also need to determine in (6) the probability, Pr{s}, of
transmitting a particular signal s. It can easily be shown that
Pr{s} = Pr{xi,1=0}2m−1 if s ∈ S0 and Pr{s} = 1−Pr{xi,1=0}2m−1
if s ∈ S1. The average value of Pr{xi,1 = 0} over a
frame of LN transmitted signals si is equal to P0. The
LN probabilities Pr{xi,1 = 0} are obviously known by the
receiver. By combining (6), (7), and (8), and performing a few
simplifications, we obtain:
Lde(xi,j) = ln
⎡
⎢⎢⎢⎢⎢⎣
∑
s∈S1j
exp
{
A
}
∑
s∈S0j
exp
{
A
}
⎤
⎥⎥⎥⎥⎥⎦
− Li,j, (9)
where
A = − (ri − s)
2
N0
+ s1Li,1 +
m∑
l=1, =j
sl(Lda(xi,l)− Li,l). (10)
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In our system, the parameters Li,l, l ∈ {2, ...,m}, are actually
equal to zero. This is not the case for parameters Li,1 since
the bits xi,1 generated by the shaping encoder are more likely
to be equal to zero than one. The resulting simplification of
(9) yields
Lde(xi,j) = ln
⎡
⎢⎢⎢⎢⎢⎣
∑
s∈S1j
exp
{
− (ri − s)
2
N0
+
m∑
l=1, =j
slL
d
a(xi,l)
}
∑
s∈S0j
exp
{
− (ri − s)
2
N0
+
m∑
l=1, =j
slL
d
a(xi,l)
}
⎤
⎥⎥⎥⎥⎥⎦
.
(11)
It is worth mentioning that, in practice, the computational
complexity of the demapper can be reduced at a very neg-
ligible cost in terms of error performance by approximating
(11) with the following expression:
Lde(xi,j) = max
s∈S1j
(
− (ri − s)
2
N0
+
m∑
l=1, =j
slL
d
a(xi,l)
)
−max
s∈S0j
(
− (ri − s)
2
N0
+
m∑
l=1, =j
slL
d
a(xi,l)
)
.
(12)
Note that, at the first iteration, the initial values of a priori
LLRs are set as follows: Lda(xi,1) = Li,1 and Lda(xi,j) =
0, j ∈ {2, ...,m}.
2) The Shaping Decoder: For each frame of LN received
channel samples ri, the demapper produces m parallel se-
quences Lde(Xj) = (Lde(xi,j))LN , j ∈ {1, ...,m}. The first
sequence Lde(X1) is de-interleaved (π−1s ) and broken into L
blocks Lsa(C) = (Lsa(cn))N . At each iteration, the task of the
SISO shaping decoder (S-DEC) is to produce both extrinsic
LLRs Lse(M) = (Lse(mk))K and Lse(C) = (Lse(cn))N . The
LLRs Lse(M) are to be processed by the turbo decoder at
the same iteration, whereas LLRs Lse(C) will be used by the
demapper at the next iteration. The shaping decoder is not only
fed with a priori LLRs Lsa(C) produced by the demapper,
but also with a priori LLRs Lsa(M) representing the extrinsic
information generated by the turbo decoder at the previous
iteration. Since shaping codes typically operate on very short-
length blocks, it is realistic to use the MAP algorithm for
the shaping decoding. Hence, in order to compute Lse(M),
the SISO shaping decoder evaluates, for k ∈ {1, ...,K}, the
expression
Lse(mk) = ln
[
Pr{mk = 1, Lsa(M), Lsa(C)}
Pr{mk = 0, Lsa(M), Lsa(C)}
]
− Lsa(mk),
(13)
which is equivalent to
Lse(mk) = ln
⎡
⎢⎢⎢⎢⎣
∑
M∈Ω1k
Pr{Lsa(C), Lsa(m1→K, =k)|M}
∑
M∈Ω0k
Pr{Lsa(C), Lsa(m1→K, =k)|M}
⎤
⎥⎥⎥⎥⎦ ,
(14)
where Ωtk, t ∈ {0, 1}, denotes the set of all
blocks M for which mk = t
(|Ω0k| = |Ω1k|), and
Pr{Lsa(C), Lsa(m1→K, =k)|M} designates the probability
of receiving all input LLRs except Lsa(mk) given the
transmission of a particular block M .
Using an approach similar to that employed to obtain (11),
one can show that extrinsic LLRs Lse(mk), k ∈ {1, ...,K}, are
given by
Lse(mk) = ln
⎡
⎢⎢⎢⎣
∑
M∈Ω1k
exp {B}
∑
M∈Ω0k
exp {B}
⎤
⎥⎥⎥⎦ , (15)
where
B =
K∑
l=1, =k
tlL
s
a(ml) +
N∑
n=1
tn (Lsa(cn)− Ln), (16)
tl ∈ {0, 1} is the value of the l-th bit in the block M
under consideration, and tn ∈ {0, 1} is the value of the
n-th bit in the codeword C associated to this particular
block. Parameters Ln, n ∈ {1, ..., N}, represent the a priori
knowledge regarding bits cn available before the first decoding
iteration starts, and are computed using
Ln = ln
[
1− Pr{cn = 0}
Pr{cn = 0}
]
. (17)
In a similar fashion, it can be shown that the expressions of
extrinsic LLRs Lse(cn), n ∈ {1, ..., N}, are given by
Lse(cn) = ln
⎡
⎢⎢⎢⎣
∑
C∈Δ1n
exp {D}
∑
C∈Δ0n
exp {D}
⎤
⎥⎥⎥⎦ , (18)
where
D =
K∑
k=1
tkL
s
a(mk) +
N∑
l=1, =n
tl (Lsa(cl)− Ll), (19)
and Δtn, t ∈ {0, 1}, designates the set of all codewords C for
which cn = t. In this expression, tl ∈ {0, 1} is the value of the
l-th bit in the codeword C under consideration, and tk ∈ {0, 1}
is the value of the k-th bit in the block M associated to this
codeword. It is worthwhile mentioning that |Δ0n| > |Δ1n| since
there are more zeros than ones in codewords generated by the
shaping encoder.
Expressions (15) and (18) indicate that the computational
complexity of the MAP decoding algorithm can become pro-
hibitive for high values of K and N . In particular, the number
of additions required for the evaluation of these expressions
increases exponentially with K since |Ω0k| + |Ω1k| = |Δ0n| +
|Δ1n| = 2K . However, for small values of parameters K and
N , the implementation of (15) and (18) remains of reasonable
complexity. This is a crucial point since it is, fortunately,
possible to obtain significant shaping gains when using codes
with small values of K and N . To illustrate this statement,
let us consider an example. Fig. 2 shows the variation of the
energy saving, Es, as a function of the codeword length N ,
achieved when a rate-1/2 shaping code is combined to 16-
PAM constellation according to the configuration considered
in this paper. A computer program was written to generate
automatically the shaping code for any rate Rs and codeword
length N so that the average probability P0, i.e. the energy
LE GOFF et al.: CONSTELLATION SHAPING FOR BANDWIDTH-EFFICIENT TURBO-CODED MODULATION WITH ITERATIVE RECEIVER 2227
2
2.2
2.4
2.6
2.8
3
3.2
3.4
3.6
3.8
0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60
Codeword length N
En
er
gy
sa
vi
ng
E s
(d
B
)
Fig. 2. Energy saving Es as a function of the codeword length N , for a
16-PAM constellation combined to a rate- 1
2
shaping code according to the
configuration considered in this paper (one level of partition).
saving Es, is maximized. Note that the energy saving plotted
in Fig. 2 is achieved while decreasing the constellation entropy
from 4 bits/dim to 3.5 bits/dim.
The results in Fig. 2 show that the value of the energy saving
“saturates” as N increases. This indicates that, in practice,
there is not much to be gained by increasing the codeword
length N beyond a certain value. For instance, the energy sav-
ing achieved by using the moderate-complexity (N = 14,K =
7) code is 3.30 dB (corresponding to P0 ≈ 0.854), which
is only 0.18 dB less than that obtained with the much more
complex (N = 32,K = 16) code (P0 ≈ 0.866), and 0.30
dB less than that of the unpractical (N = 60,K = 30) code
(P0 ≈ 0.874). Note that the number of possible codewords for
these three rate-1/2 shaping codes is 27 = 128 for N = 14,
216 = 65536 for N = 32, and 230 ≈ 109 for N = 60. From
Fig. 2, it can be concluded that, if any significant shaping
gain is to be achieved, it will be without having to employ
complex shaping codes, which is an encouraging result as far
as the system complexity is concerned. Finally, note that the
small irregularities in the curve plotted in Fig. 2 mean that
a slight increase in the codeword length N does not always
result in a higher energy saving. In other words, for a given
rate Rs, some shaping codes clearly achieve a better “energy
saving-complexity” trade-off than others.
3) The Turbo Decoder: The sequences Lde(Xj) =
(Lde(xi,j))LN , j ∈ {2, ...,m}, as well as that composed of
L blocks Lse(M) are de-interleaved separately (π−1j , j ∈
{1, ...,m}), and then combined together through the P/S
converter to form a single LLR stream Lta(E) used as an a
priori information by the turbo decoder. The latter is made up
of two SISO constituent decoders separated by an interleaving
pair π/π−1 corresponding to the interleaving embedded in the
turbo encoder [9], [10], [28], [29]. The core of this decoder
is depicted in Fig. 3.
The SISO constituent decoder DEC-x, x ∈ {1, 2}, processes
the part of stream Lta(E) that is relevant to it, denoted as
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Fig. 3. Core structure of the turbo decoder made up of two SISO decoders
DEC1 and DEC2 connected through an interleaving pair π/π−1.
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Fig. 4. Structure of a BITCM receiver module required to implement a single
decoding iteration. This module processes (m + 3) a priori LLR sequences
and generate their corresponding extrinsic LLRs. For clarity sake, the delay
elements required for proper operation are omitted.
Ltxa (E) in Fig. 3, as well as some a priori information Ltxa (U),
regarding the sequence U of information bits, which was
produced by the other constituent decoder at the previous
iteration. Based on both sequences, decoder DEC-x generates
two extrinsic sequences Ltxe (E) and Ltxe (U) to be used at
next iteration by the demapper-shaping decoder pair and the
other constituent decoder, respectively. The reader is referred
to [30], [31] for more details regarding the algorithm used
to produce LLR sequences Ltxe (E) and Ltxe (U). Finally,
the turbo decoder generates the extrinsic sequence Lte(E)
representing the added value of this decoder to the a priori
sequence Lta(E).
After S/P conversion of this LLR stream and interleaving of
the m parallel sequences thus generated (πj , j ∈ {1, ...,m}),
we obtain the sequences Lda(Xj), j ∈ {2, ...,m}, and that
composed of L blocks Lsa(M) to be used as a priori infor-
mation at the next iteration by the demapper and the shaping
decoder, respectively.
As a summary, Fig. 4 shows the structure of a BITCM
receiver module that implements, in practice, a single decoding
iteration. Each module processes (m+3) sequences of a priori
LLRs, all of them generated by the previous module, in order
to produce the corresponding streams of extrinsic LLRs that
will be used by the next module.
III. PERFORMANCE OF THE PROPOSED BITCM SYSTEM
The error performance of our BITCM system is investigated
in this section. To this end, we consider the example of a
3-bit/dim 16-PAM BITCM scheme for which the achievable
shaping gains are evaluated and computer simulation results
are given. It is also shown that it is possible to simplify
the receiver structure without significant error performance
degradation.
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A. Achievable Shaping Gains
Let s ∈ S and r denote respectively the transmitted signal
and the corresponding received signal. Information theory tells
us that the mutual information I of the discrete-input Gaussian
channel, expressed in bits/dim, is given by [15]-[17]
I =
∑
s∈S
∫ +∞
−∞
Pr{s}P (r|s)log2
⎡
⎢⎢⎣ P (r|s)∑
s∈S
P (r|s)Pr{s}
⎤
⎥⎥⎦ dr,
(20)
where P (r|s) denotes the transition probability density func-
tion of the AWGN channel. It can be seen from (20) that the
mutual information depends both on the terms P (r|s), i.e. the
signal-to-noise ratio, and also on the probabilities Pr{s} of
transmitting the different signals s ∈ S. Consider a particular
value I of the mutual information. When all probabilities
Pr{s} are equal, this mutual information value is obtained
for a certain SNR, called γ0, which represents the channel
capacity limit of the system in the absence of constellation
shaping. If we apply a shaping algorithm that makes the
probabilities Pr{s} unequal, it is possible to achieve the same
mutual information I with a SNR value, denoted as γ1, which
is smaller than γ0. When γ1 and γ0 are both expressed in
dB, the potential shaping gain that can be obtained with the
shaping algorithm is simply equal to (γ0− γ1) dB. Therefore,
the concept of mutual information allows us to determine
the shaping gains achievable with the method proposed in
this paper. Based on (20), it could be shown that the mutual
information for the system described in this paper can be
expressed as
I = Es,r
⎡
⎢⎢⎢⎢⎣log2
⎛
⎜⎜⎜⎜⎝
2m−1exp
{
− 3γs(r − s)
2
4m−1(7− 6P0)− 1
}
∑
x∈S
p(x)exp
{
− 3γs(r − x)
2
4m−1(7− 6P0)− 1
}
⎞
⎟⎟⎟⎟⎠
⎤
⎥⎥⎥⎥⎦ ,
(21)
where Es,r [.] denotes expectation of "." with respect to s and
r, γs is the average signal-to-noise ratio (SNR) per transmitted
signal, and the term p(x) is equal to P0 for x ∈ S0 and equal
to (1− P0) for x ∈ S1.
Numerical integration of (21) via the Monte Carlo method
allows us to determine the achievable shaping gain for any
desired mutual information I and any values of parameters m
and P0. Fig. 5 shows the variation of the shaping gain as a
function of P0, when I = 3 bits/dim and m = 4 (16-PAM). It is
seen that the method described in this paper can offer shaping
gains larger than 0.7 dB provided that the shaping code is
designed so that P0 ranges from 0.69 to 0.85. The maximal
value of the shaping gain is equal to 0.80 dB, and is obtained
when P0 ≈ 0.78. Such value is 0.14 dB less than that obtained
with the method introduced by Raphaeli and Gurevitz which is
based on a partitioning of 16-PAM into four sub-constellations
[15]-[17].
B. Choice of Coding Rates Rc and Rs
To guarantee the best error performance at the receiver out-
put, it is important to select carefully the values of parameters
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Fig. 5. Variation of the achievable shaping gain as a function of P0 for the
proposed system, when I = 3 bits/dim and m = 4 (16-PAM).
TABLE I
SEVERAL POSSIBLE CONFIGURATIONS FOR DESIGNING A 3-BIT/DIM
16-PAM BITCM SCHEME
Rc Rs K N P0 Es (dB)
4/5 3/4 3 4 0.687 1.446 8 0.717 1.72
5/6 3/5 3 5 0.775 2.326 10 0.806 2.69
6/7 1/2
1 2 0.750 2.05
2 4 0.812 2.76
3 6 0.833 3.03
4 8 0.828 2.96
5 10 0.837 3.08
6 12 0.851 3.27
7 14 0.854 3.30
8 16 0.850 3.26
7/8 3/7 3 7 0.875 3.616 14 0.875 3.61
Rs and Rc. We indicate in Table 1 a number of configurations
that are of particular interest for the practical design of our
3-bit/dim 16-PAM BITCM scheme since they correspond to
turbo code rates Rc in the form Rc = nn+1 , n being an integer.
For complexity reasons, only shaping codes with a number of
codewords smaller than or equal to 28 = 256 (K ≤ 8) are
considered.
The results in Table 1 indicate that all listed configurations
for which Rc = 45 ,
5
6 , and
6
7 are potentially suitable since
they are associated with values of P0 that fall within the
appropriate range previously determined by the theoretical
analysis (0.69 < P0 < 0.85). On the other hand, the case
Rc = 78 and Rs =
3
7 corresponds to values of P0 which are
outside this range, and should therefore not be considered any
further. Obviously, this would also be the case for any other
configuration with Rc > 78 and Rs <
3
7 . This simple analysis
shows that a good design strategy consists of finding the right
balance between the rates of both codes so that the total
available amount of redundancy (1 bit/dim in our example) is
properly shared between shaping coding and channel coding.
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Once suitable configurations have been identified, we can
select the values of K and N that produce the highest energy
saving Es for each configuration. Note that, for a given value
of Rs, increasing K (or N ) does not necessarily result in a
larger energy saving (as indicated in Fig. 2). For instance, for
the case Rs = 12 , the (N = 12,K = 6) code provides the same
energy saving as the (N = 16,K = 8) code despite being four
times simpler to implement (four times lesser codewords).
C. Simulation Results
We simulated the error performance of several 3-bit/dim
16-PAM BITCMs made up of five different shaping codes
identified to be potentially the most attractive ones according
to the results given in Table 1. The (N = 6,K = 3) code was
also considered despite providing a smaller energy saving than
the (N = 12,K = 6) and (N = 14,K = 7) codes because it
is interesting to assess the shaping gain that can be achieved
using a very low complexity shaping code.
The rate- 45 , -
5
6 , and -
6
7 turbo codes are obtained by punctur-
ing a rate-1/3 turbo code built from two parallel-concatenated
16-state RSC codes with polynomials (23, 31). To ensure
optimal error performance, only parity bits are punctured. We
adopted the puncturing patterns proposed in [32]. The size
of the pseudo-random interleaver separating both RSC codes,
i.e. the length Nf of a frame of information bits, can be
either large (Nf = 10000 bits) or small (Nf = 2000 bits).
After transmission of a frame of Nf information bits, the
trellis of the first RSC encoder is reset to the all-zero state.
Turbo decoding is performed in 10 iterations, and the log-
MAP algorithm is used for the decoding of each RSC code.
In all cases, Gray mapping is such that maximum protection
is offered to parity bits. Figs. 6 and 7 show graphs of BER
versus EbN0 for several 3-bit/dim 16-PAM BITCM schemes, for
large and small frames, respectively. The BER curves obtained
without shaping are also displayed for comparison purposes.
From Figs. 6 and 7, it is seen that the shaping technique
described in this paper allows for significant error performance
improvement for both frame sizes. For instance, at a BER of
10−5, we achieve, with the (N = 14,K = 7) code, shaping
gains equal to 0.72 dB and 0.78 dB, for Nf = 10000 and
2000 bits, respectively. These simulation results indicate that
the best shaping code is the (N = 14,K = 7) code, closely
followed by the (N = 12,K = 6) and (N = 10,K = 6)
codes. As expected, smaller, but still significant, shaping gains
of 0.42 and 0.50 dB are achieved when using the very low-
complexity (N = 6,K = 3) code, for Nf = 10000 and 2000
bits, respectively.
D. Simplification of Receiver Structure
The receiver structure depicted in Figs. 1 and 4 may
seem complicated due to the four iterative loops operating
in parallel. It is therefore desirable to simplify such structure.
Hereafter, we propose to show that, in most practical cases, it
is possible to remove the demapper from the iterative decoding
loop without degrading the overall error performance. This
obviously results in a tremendous simplification of the receiver
structure since two iterative loops are then eliminated.
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Fig. 6. BER performance comparison over AWGN channel between several
3-bit/dim 16-PAM BITCM schemes operating on large frames (Nf = 10000
bits). Turbo decoding is performed in 10 iterations. The results are given
for five different shaping codes. For comparison purposes, the BER curve
obtained with the equivalent BITCM system without shaping is also plotted.
In the existing literature about convolutional-coded BICM,
it has been widely reported that iterative demapping is not
beneficial when Gray mapping is employed (see, e.g., [21],
[25]). On the other hand, some studies have reached opposite
conclusions since they have indicated that iterative demapping
with Gray mapping can actually bring some substantial per-
formance improvement [14], [28], [29]. It is thus necessary to
further clarify this point.
To this end, let us focus on a particular extrinsic LLR
Lde(xi,j) generated by the demapper, and assume that, in
addition to the channel sample ri, some a priori information
Lda(xi,1→m, =j) regarding the values of bits xi,l, l ∈ {1, ..., j−
1, j + 1, ...,m} is made available to this demapper. It is
well known that the demapper produces an erroneous LLR
Lde(xi,j), i.e. an LLR Lde(xi,j) that would generate a bit error
after hard decision, when the detected signal sdi is different
from the transmitted signal sti and the j-th bits in the labels
of sdi and sti are different.
Consider first the case where sdi and sti are nearest neighbor
signal points. With Gray mapping, the labels of two nearest
neighbor signal points can differ by only one bit. This implies
that the (m−1) bits in positions l, l ∈ {1, ..., j−1, j+1, ...,m},
in the labels of sdi and sti are identical. Therefore, any a priori
knowledge regarding the values of bits xi,l, l ∈ {1, ..., j −
1, j + 1, ...,m} cannot help the demapper in producing a
more reliable LLR Lde(xi,j). In such case, iterative demapping
does not improve the error performance of the whole BITCM
system.
The situation is different when sdi and sti are not nearest
neighbor signal points. In this case, the (m−1) bits in positions
l, l ∈ {1, ..., j−1, j+1, ...,m}, in the labels of these particular
signal points are not all identical. As a result, some a priori
knowledge Lda(xi,1→m, =j) generally allows the demapper to
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Fig. 7. BER performance comparison over AWGN channel between several
3-bit/dim 16-PAM BITCM schemes operating on small frames (Nf = 2000
bits). Turbo decoding is performed in 10 iterations. The results are given
for five different shaping codes. For comparison purposes, the BER curve
obtained with the equivalent BITCM system without shaping is also plotted.
perform a better distinction between both signal points, and
thus generate a more reliable estimate Lde(xi,j).
We conclude that, when Gray mapping is employed, it-
erative demapping does improve performance only if there
is a significant percentage of error events that are due to
some confusion between non-nearest neighbor signal points.
On AWGN channels, these error events only occur at low
SNR. To illustrate this statement, we evaluated via computer
simulations the percentage, Nerror, of such error events as
a function of the SNR EbN0 , for four different uncoded 2
m
-
PAM constellations. The results, plotted in Fig. 8, confirm
that the probability that transmitted and detected signals are
not nearest neighbors is significant only at low SNR values.
Hence, iterative demapping can only be beneficial for BITCM
systems operating at these low SNR values. By exploiting the
results given in Fig. 8, we found that, as a rule of thumb,
the error performance of a 2m-PAM BITCM scheme can be
improved by iterative demapping as long as the data rate R
is less than or equal to (m− 2) bits/dim. On the other hand,
if the desired rate is R = (m − 1) bits/dim, then iterative
demapping is not beneficial.
As an example, Fig. 9 displays the BER curves obtained
with two 16-PAM BITCM schemes using turbo codes with
rates Rc = 12 and
3
4 in order to achieve data rates of 2 bits/dim
and 3 bits/dim, respectively. No shaping code is employed in
both cases. From Fig. 9, it is clearly seen that the use of
iterative demapping does improve the error performance of
the 2-bit/dim scheme by approximately 0.3 dB, but does not
affect that of the 3-bit/dim system.
Shannon theory tells us that the best choice for designing
a (m − 1)-bit/dim coding scheme based on PAM signalling
consists of employing a constellation with 2m signal points.
In fact, the use of a larger signal set would only increase the
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uncoded 2m-PAM constellations and transmission over AWGN channel.
system complexity while keeping the error performance un-
changed [33]. This is the reason why 2m-PAM constellations
are, in practice, seldom used for transmitting information at
rates of (m − 2) bits/dim or less. Taking into account the
conclusions reached earlier, we can therefore state that, in
most cases of practical interest, it is possible to remove the
demapper from the iterative decoding loop without degrading
the error performance of the whole system.
Fig. 10 shows the corresponding simplified receiver struc-
ture. The only difference between such block diagram and that
of a classical BITCM receiver (see, e.g., [34]) is the presence
of a SISO shaping decoder fed, at each iteration, with blocks
Lsa(C) and Lsa(M) generated by demapper and turbo decoder,
respectively. The task of this shaping decoder is to generate the
extrinsic information Lse(M) to be processed at next iteration
by the turbo decoder. Note that, with such simplified structure,
both SISO constituent decoders DEC-x, x ∈ {1, 2}, embedded
inside the turbo-decoder are no longer required to produce
extrinsic LLRs of the parity bits since, in practice, only LLRs
of the information bits are exchanged between turbo and
shaping decoders. This further simplifies the receiver structure.
To check the conclusions reached in this sub-section, we
performed some computer simulations on a 3-bit/dim 16-PAM
BITCM system using a (N = 14,K = 7) shaping code. The
results, which are not displayed here due to the lack of space,
clearly confirmed that the demapper can be removed from the
iterative decoding loop without any noticeable performance
degradation.
Finally, it is interesting to compare the error performance of
the 3-bit/dim 16-PAM system proposed in [15]-[17], hereafter
referred to as Raphaeli′s scheme, with that of our system with
N = 14 and K = 7. We have represented in Fig. 11 six
BER plots obtained using both approaches, for frame sizes Nf
equal to 2000, 1000, and 500 bits. All these systems employ
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Fig. 10. Structure of the simplified BITCM receiver. The demapper has been
removed from the iterative decoding loop.
the same turbo code built from two parallel-concatenated 16-
state RSC codes with polynomials (23, 31). In all cases, both
RSC codes are decoded using the log-MAP algorithm and
10 iterations are used at the receiver side without including
the demapper inside the decoding loop. By examining these
results, it is seen that Raphaeli′s scheme outperforms our
system at high-to-medium error rates. However, as the SNR
is increased, the performance gap between both approaches
diminishes. For BERs smaller than approximately 10−4 −
10−5, our scheme actually turns out to be the most power-
efficient.
The method introduced in [15]-[17] is based on a parti-
tioning of 16-PAM into four sub-constellations. It provides
a potential shaping gain which is between 0.1 and 0.2 dB
higher than that achieved with our technique. However, this
is not the main reason behind the superiority of Raphaeli′s
scheme at low SNR. From Fig. 11, we observe that the
convergence threshold of our BITCM receiver is about 0.5
dB higher than that of Raphaeli′s receiver. We recall that
the convergence threshold is defined as the minimal SNR at
which the iterative decoding algorithm is able to converge, i.e.
decrease the bit error rate between two successive iterations.
In fact, the higher convergence threshold obtained with our
method is essentially due to the presence of a shaping decoder
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Fig. 11. BER performance comparison over AWGN channel between several
3-bit/dim 16-PAM BITCM systems designed using either Raphaeli’s method
or the technique proposed in this paper with N = 14 and K = 7. The
schemes operate on frame sizes Nf equal to 2000, 1000, and 500 bits. All
systems employ the same turbo code built from two parallel-concatenated
16-state RSC codes with polynomials (23, 31). In all cases, both RSC codes
are decoded using the log-MAP algorithm and 10 iterations are used at the
receiver side without including the demapper inside the decoding loop.
inside the receiver. To understand the negative impact of this
decoder on the convergence threshold, one must remember
that a shaping code is neither an error-correcting code nor
a systematic code. This is why the error probability at the
output of a shaping decoder is significantly greater than the
error probability at its input. As a direct consequence, the
insertion of such decoder inside an iterative decoding loop
does increase the convergence threshold of the receiver. The
fact that Raphaeli′s scheme does not use any shaping code
makes it more power-efficient than our scheme in the low
SNR region.
At larger SNR, Raphaeli′s scheme is outperformed by our
system. In the 3-bit/dim 16-PAM Raphaeli′s scheme, a time-
varying puncturing device is placed at the output of a rate-
1/2 turbo encoder. Such device operates on groups of six
coded bits composed of three information bits and three parity
bits. The puncturing pattern applied to the three parity bits
depends on the values of the three corresponding information
bits, and is therefore random. In some cases (one in four),
none of the three parity bits are actually transmitted. The
problem with such a random puncturing strategy is that some
sequences of information bits are left completely unprotected
since they are associated with no parity bit at all. The number
of these sequences is low compared to the total number of
possible sequences, which explains why the turbo decoder
still performs very well at low SNR. However, it is well
known in coding theory that the existence of a few unprotected
sequences is very detrimental to the asymptotic performance
of the decoder. The error floors exhibited by the BER curves
in Fig. 11 are a clear indication of the existence of these
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unprotected sequences in Raphaeli′s system. On the other
hand, our system uses a regular puncturing pattern at the
turbo-encoder output. This conventional puncturing strategy
guarantees a good asymptotic behaviour, and therefore makes
our system more suitable than Raphaeli′s scheme when low
BER values (< 10−4) are targeted.
As for the complexity issue, the comparison between both
approaches is quite straightforward. Assume that a classical
BITCM without shaping is taken as a reference. To implement
the shaping method proposed in [15]-[17], we just need to
slightly modify the demapping function in order to cope with
the fact that several groups of coded bits can be associated
with the same constellation signal point. If we assume that this
demapping function is not even part of the iterative decoding
loop, i.e. used only once no matter how many iterations
are performed, Raphaeli′s scheme can be considered as only
marginally more complicated than a traditional BITCM system
without shaping. It is therefore less complex than our system
because the implementation of the latter requires the insertion
of a shaping decoder inside the iterative decoding loop.
However, as long as this shaping decoder operates on short
blocks, we can state that the complexity difference between
both approaches remains quite moderate.
IV. CONCLUSIONS
A novel method to combine constellation shaping and
BITCM has been proposed and studied in this paper. Our
technique consists of inserting a single short-length binary
shaping code between turbo coding and modulation blocks.
The corresponding receiver structure is originally made up
of four main blocks (demapper, shaping decoder, and two
constituent RSC decoders) exchanging extrinsic information.
Simulation results carried out on a 3-bit/dim BITCM em-
ploying 16-PAM constellation, or equivalently a 6-bit/s/Hz
BITCM using 256-QAM signal set, indicated that, by carefully
selecting the shaping code parameters, it is possible to achieve
shaping gains almost equal to 0.8 dB. It has also been shown
that the demapper can be removed from the iterative decod-
ing loop while keeping this shaping gain value unchanged,
thus resulting in a tremendous simplification of the receiver
structure at no cost in terms of error performance. All results
achieved throughout this work lead to the conclusion that our
shaping technique can substantially improve the performance
of high spectral efficiency BITCM schemes over AWGN
channels while adding little complexity to these schemes.
Finally, note that the method introduced here can be applied
in a straightforward manner to BICM systems employing low-
density parity-check codes [35], [36] in place of turbo codes.
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