The solution of the financial application, be it asset pricing, portfolio allocation or risk management, relies on the simulation of discretized versions of the stochastic differential equations(SDEs). The simplest way to confront SDEs in numerical situations is to discretize them and use monte carlo simulation. The Euler scheme is most often used for discretization of SDEs. This discretization involves an approximation error. In this topic at the first we recall an introduction to SDEs and Monte carlo simulation. Then, we study the asymptotic error distribution of Euler approximations of solutions of SDEs. We also study the error distribution associated with a Doss transformation of the state variables. Convergence results for Euler schemes with and without doss transformation and the comparison of them with Milshtein scheme are presented at the end.
Introduction
Suppose that one seeks to compute the conditional expection 
 tt f ( t ,s ) E ( g ( s )
,
S (T ) .
Justification for this averaging rests on the law of large numbers. The combination of these two operations, labelled MCE (Monte Carlo with Euler discretization), produces an estimate of f ( t ,s ) that involves the two types of errors mentioned above. Understanding the tradeoff between these errors requires the asymptotic error 1 A detailed analysis o discretization schemes available can be found in [10] .
distribution. In an insightful paper, [6] highlighted the trade-off between the discretization error and the Monte Carlo averaging error. In this paper we study the asymptotic distributions of errors associated with discretization schemes for general diffusion processes and of Monte Carlo estimators of conditional expectations of diffusions. For the Euler discretization scheme the asymptotic error distribution was found by [11] and [9] . We extend their results by proposing a change of variables, commonly referred to as a Doss transformation (see [8] ; [4] ) that reduces the diffusion coefficient of the SDE to unity. This transformation has enjoyed recent popularity in financial econometrics (see, for instance, [1] ; [7] ) and has been used for the computation of optimal portfolios in dynamic asset allocation models ( [3] ). We show that a Doss transformation of the SDE can improve the speed of convergence of the discretization scheme. This paper is organized as follows. In sections 2 and 3, we review SDE and Monte carlo simulation in briefly. In section 4 we recall Euler scheme. Section 5 introduces the Euler approximation with doss transformation. The asymptotic laws of estimators of conditional expectations are presented in section 6 and new asymptotic convergence results for the Milshtein scheme are presented in section 7.
An Introduction to Stochastic Differential Equations
If we allow for some randomness in some of the coefficients of a differential equation we often obtain a more realistic mathematical model of the situation. Example 1. Consider the simple population growth model 
The t_0≤t≤T, the value of E [g (X (T))] can be calculated by Monte Carlo Markov Chain we have:
Simulating asset price dynamics
There are different possible models for asset price dynamics such as geometric Brownian motion, Ornsteinahlenbeck, cox-ingersoll-ross and … . we show here the geometric Brownian motion model for the asset price () St , with drift  and volatility  :
Where dz is a standard Wiener process. An equivalent expression is
We also put
Equation (9) is particularly useful as it can be integrated exactly, yielding
To simulate the path of the asset price over an interval ( , ) T , we must discretize time with a time step t  .
From the last equation, and recalling the properties of the standard Wiener process (see [ ]) , we get
Where ε~N(0,1) is a standard normal random variable. Based on equation (10), it is easy to generate sample paths for the asset price. Fig1. Naive code to generate asset price paths by Monte carlo simulation Due to the extent of contents we don't have opportunity to talk more about this subject. For more study see [2] .
Euler Approximation without Transformation
To put the stage for the convergence results with the transformation and Milshtein scheme, we review known results for the standard Euler scheme.
Consider the dl  random vector T S given by the terminal value of the solution of the SDE. The dependence of the asymptotic distribution on an independent Brownian motion, that does not exist on the original probability space, shows that it is not possible to approximate the distribution of the approximation error in a finite simulation experiment using a simulated benchmark for the true value T S .
Euler Approximation with Doss Transformation
Let us first introduce the doss transformation. Consider the transformed volatility coefficient, 
The error distribution of this approximation of the dvector ˆT S is given next.
Theorem3. Suppose that the rank and commutativity conditions (16) and (17) 
Asymptotic Laws of Estimators of Conditional Expectations
We now derive the asymptotic error of the estimate of the conditional expectation of a function of the terminal value of an SDE, T S . When the distribution of T S is unknown, an estimator of the expected value is obtained by sampling independent replications of the numerical solution of the SDE and averaging over the sampled values. The approximation error of this scheme has two components. The first is the error due to the discretization of the SDE. The second is the error in the approximation of the conditional expectation by a sampled average. Section 6.1 presents our central result, namely the asymptotic error distributions associated with estimators of conditional expectations. Auxiliary results concerning the error componenet associated with the discretization scheme are described in section 6.2. The second-order biases of these estimators are discussed in section 6.3.
Asymptotic error distributions
Suppose that we wish to calculate
where S solves (1) 
These estimators of the conditional expectation draw independent replications ,, can not be calculated in closed form. The theorem also shows that the estimators converge at the same rate. This follows from the fact that the convergence rate of the expected approximation error, described in theorems 4 and 5 in the next section is the same.
Expected approximation errors
We now provide auxiliary results concerning the error component associated with the discretization scheme. Let Theorem 5 can be used to deduce the asymptotic expected approximation error in these cases.
Euler scheme on the transformed state variables
To derive the expected approximation error for the estimator with transformation define the random variable 
Where ˆT V is defined in (34), and ˆN t e is defined in (29).
(proof [5] ) A comparison of (33) with (33) suggests that it will be difficult, in general, to establish the dominance of one method over the other on the basis of the asymptotic expected error. Indeed, the formulas reveal that both methods converge at the same speed N 1
, and for comparing two procedures we shoud use other criteria such as the computational cost. 7. A Comparison with Milshtein's second-order Approximation While Euler schemes for SDEs are appealing from a computational point of view, they might be judged insufficiently accurate. Second-order schemes such as Milshtein's scheme (see [12] , [13] , [16] , [17] , [18] ) have in fact been proposed to provide improved approximations. . This scheme is obtained using a stochastic Taylor expansion for the diffusion coefficient. Our next result describes the asymptotic distribution of the approximation error associated with (37). It will enable us to find an explicit expression for the Monte carlo estimator of a conditional expectation based in the Milshtein scheme. (see [5] ) A comparison of (33), (34) and (44), showes that these three methods converge at the same speed N 1 .
The Milshtein approximation of
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Conclusion


We saw that the doss transformation of SDE can develop the speed of convergence of discretization.
We introduced second-order Milshtein scheme which is used for bias-reduction and we provided it's asymptotic error distribution, showed that it could not dominate Euler scheme with transformation with respect to its convergence behavior.
Also we saw that for the conditional expectation estimators the rate of convergence of Milshtein scheme is the same as Euler schemes with or without transformation.
