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Abstract
There has been extensive study on the behavior of polymers in the presence of fluid flow over the past
century. There remain, however, fundamental questions about how flows couple to molecular degrees of
freedom and vice versa. This pressing problem has profound implications in polymer processing in industry,
both for traditional polymer systems as well as for advanced applications where the function is intimately
tied to processing conditions. We focus on two projects with the general aim of understanding these flow-
polymer interactions for systems that are at the forefront of polymer materials. The first project utilizes
Brownian Dynamics simulation techniques to examine the behavior of diblock copolymers in equilibrium
and flow conditions. In equilibrium the two blocks are found to behave primarily independently, with the
end to end distance of the copolymer scaling as expected for two uncorrelated blocks. In flow, however,
coupling between the blocks is observed and the stretching behavior of one block is no longer independent
of the behavior of the other block. Instead, as one block is stretched it induces stretching of the other
block, resulting in stretch transitions happening at an order of magnitude lower flow rates than for the lone
block in both shear and planar extensional flows. The second project is a new method for the simulation
of semidilute polymers in planar extensional flow that utilizes a consistently averaged method of calculating
hydrodynamic interactions that greatly reduces the run time of the simulations. Through the use of the
Kraynik-Reinelt boundary conditions, simulation times are not limited by the use of flow. This method
allows for the simulation of large systems in extensional flow with reasonable simulation times without
requiring supercomputer level hardware.
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CHAPTER 1
INTRODUCTION
Fluid flow is an ever present feature of industrial processing of polymers that can drastically alter the
polymer properties. Accordingly, the effects of flow on polymers, and vice-versa, has been a topic of study
since polymers were first synthesized and processed. As an example of the importance of understanding
these interactions, consider that many polymer solutions exhibit shear-thinning behavior where the viscosity
is reduced under shear strain [25]. Accounting for this is clearly important in situations such as flowing a
polymer solution through a pipe, a ubiquitous situation in industrial processing of polymer solutions. For
applications where the properties of the polymer are dependent on processing history, a common occurrence
in industrial polymer processing, understanding the effects of processing on the properties a priori allows for
better design and results in reductions in costs, time, and labor. As technologies become more advanced and
shrink to smaller and smaller length scales (e.g. transistors and organic LEDs for computers and smartphones)
properties on the level of a single polymer chain become important. However, the effects of flow on the level
of a single polymer chain are not as well understood as on the macro scale due in part to the difficulty of
examining single polymer chains. This is especially true in non-dilute concentrations, where the presence of
other polymer chains greatly increases the difficulty of observing a single chain [42]. Traditional methods
for the macro scale are inadequate to examine polymers in flow on the single chain level, but continuing
advances in both experimental and computational techniques allow for probing these microscopic systems
in ways that have previously been out of reach.
Numerical simulations provide an approach for probing the physics of polymeric systems from the micro
to the macro scale. Atomistic molecular dynamic (MD) simulations integrate Newton’s equations of motion
on a microscopic scale to fully describe the physics of the system by explicitly rendering every atom in the
polymer. These precise but complex simulations have been used to better understand things like protein
folding [4, 5, 23] where complicated interactions between atoms are required. Unfortunately scaling MD
simulations to macroscopic time and length scales is difficult if not impossible due to astronomical number
of degrees of freedom present in the system. To reach these time and length scales requires the use of other
methods such as continuum mechanics or field theoretic models. These techniques allow for the observation
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Figure 1.1: An approximation of the time and length scales accessible to various simulation methods. Atomistic
molecular dynamics can access small length scales, but are restricted to small time scales as well. Continuum
methods can access larger time scales but not the small length scales necessary for studying single polymers. Brownian
dynamics allows access to intermediate time and length scales.
of macroscopic properties such as non-Newtonian properties in flow [11]. Unfortunately, the approximations
made by these techniques generally results in the loss of information pertaining to length scales on the order
of a single polymer chain [11].
A simulation technique that captures the dynamics of single polymer chains without requiring complex
atomistic level interactions is Brownian dynamics (BD), figure 1.1. Brownian dynamics excels when the time
and length scales of interest are substantially larger than those of the solvent, such as for colloids and polymer
chains [11]. In Brownian dynamics simulations the effects of solvent molecules are rendered implicitly by
drag forces and random forces acting on the molecules of interest, removing the need to explicitly simulate
solvent molecules and greatly reducing the total number of degrees of freedom present in the system. By
implicitly rendering the solvent, the microscopic time and lengths associated with solvent molecules do not
need to be simulated and the focus of the simulation can be on relevant scales. This method has been used
to simulate systems from as small as a single polymer chain [1, 18, 36] to large systems of colloidal particles
[26]. Energetic interactions with the solvent are modeled by changing the strength of the interaction between
particles, where an attractive force translates into a poor solvent interaction and a repulsive force translates
into a good solvent interaction.
The equations of motion for Brownian dynamics can be described as the overdamped limit of Langevin
dynamics where acceleration is negligible. As such, the motion is described purely by the instantaneous
velocity of the particles at the time in question, independent of the motion at all previous times. In other
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Figure 1.2: Coarse-graining of a polymer chain where each coarse-grained bead (dotted circle) is made of four atoms
(orange circles).
words, in BD only changes in position are calculated each time step, contrasting with molecular dynamics
where changes in both position and velocity must be tracked. The equation of motion is thus given by
∂
∂t
r = −D∇U(t) + ξ(t), (1.1)
where D is a diffusion matrix and ξ(t) is a random velocity satisfying the fluctuation dissipation theorem.
This last parameter is often referred to as the “noise term” as it is the source of the random motion, or
“noise”, that is a key feature of Brownian motion.
The complexity of the simulation can be reduced further through the use of coarse-graining techniques.
By grouping several atoms or particles together into a single coarse-grained “bead”, as in figure 1.2, the
number of individual particles in the simulation is reduced. Coarse-graining has the effect of reducing
computational complexity but in exchange also reduces the amount of chemical detail. Enough information
is retained, however, that the physics of the simulation remains generally applicable even if the chemistry
is not unique. Frequently polymer chains are coarse-grained such that one “bead” is the size of a single
Kuhn monomer [19]. At this coarse-graining level the polymer chain can be treated as a freely jointed
chain of beads which allows for further reduced complexity by eliminating the need for angle and torsional
potentials. Because most polymer chains can be described by a series of Kuhn monomers the results of the
coarse-grained simulation can often be generalized to be applicable to any such polymer [19].
One notable problem with the implicit solvent approximation of Brownian dynamics simulations is that
the “solvent” is not altered by the movement of individual particles. In an actual solution, the movement of
a particle through the solvent would disturb the solvent flow and influence the motion of particles elsewhere
in the system. The traditional implicit solvent used in BD simulations neglects this interaction and thus
results in incorrect measurements of properties such as the polymer relaxation time [29]. These long range
interactions through the solvent, known as hydrodynamic interactions (HI), can be modeled mathematically
and inserted into the traditional BD method to properly account for perturbations of the solvent.
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One such way to model these interactions is through the use of the Oseen diffusion tensor [15]
Dij =
 I/6piηsa i = j1
8piηsrij
(I+ (rijrij/r
2
ij)) i 6= j
, (1.2)
where ηs is the solvent viscosity, a is the radius of the particle, rij is the distance between particles i and
j, and I is the identity matrix. This tensor describes the motion of the fluid, and thus the particles, due
to the forces acting on each particle. There is a serious flaw with this tensor, however, in that it does not
always remain positive definite [44], leading to unphysical behavior even for physically relevant system sizes.
The error stems from the assumption that the particles are point particles and so instead a tensor based on
nontrivial particle sizes is required.
An alternative tensor that properly accounts for particle size has been developed by Rotne, Prager [27],
and Yamakawa (RPY) [41]
Dij =

I/6piηsa i = j
1
8piηsrij
([
I+ (rijrij/r
2
ij)
]
+ (2a2/r2ij)
[
1
3I− (rijrij/r2ij)
])
i 6= j and r˜ij ≥ 2
1
6piηsa
[(
1− 9rij32a
)
I+ 332
rijrij
arij
]
i 6= j and r˜ij < 2
. (1.3)
This tensor remains positive definite for all systems and at long separations approaches the values of the
Oseen tensor of equation 1.2 [41]. The work presented in this thesis will use the RPY tensor.
I have applied these methods to the study of dilute and semidilute polymer solutions. In a dilute polymer
solution the individual polymer chains are spatially distant resulting in little to no interaction between
individual polymer chains. Consequently, the dynamics of the polymer chains is predominantly governed
by interactions with the solvent and intra-chain rather than inter-chain interactions. The physics of these
systems has been the topic of study since at least the 1950s with the Rouse model [28] and later the Zimm
model [43] used to characterize the dynamics of single polymer chains. Rouse described the viscoelastic
properties of polymer chains through a series of modes, where each mode relaxes on its own timescale. The
derivation of Rouse’s model describes the polymer chain as a series of beads connected by springs undergoing
Brownian motion, the same description used in Brownian dynamics simulations. This model fails to account
for hydrodynamic interactions between distant beads, however, which leads to different behavior than what
is observed experimentally, for instance the Rouse model predicts that the diffusion coefficient scales as 1/N
while experiments observe a scaling of 1/Nν [29], where ν is the Flory exponent.
The Zimm model, introduced in 1956 by Bruno Zimm [43], is an extension of the Rouse model that
accounts for hydrodynamic interactions through the use of a preaveraged form of the Oseen hydrodynamic
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tensor in equation 1.2. The Zimm model more accurately describes the dynamics of dilute polymer chains
and is capable of accurately predicting the diffusion coefficient, demonstrating the necessity of accounting
for hydrodynamics when numerically describing dilute polymer systems.
Because inter-chain interactions do not play a major role in the dynamics of dilute polymer solutions,
single-molecule studies can be used to probe the behaviors of these systems. Experimental single chain
studies have been traditionally difficult due to several of the length scales of single chains being smaller than
the optical limit of most microscopes [40]. Further, observing dynamic properties is especially difficult due
to the inherent motion of the polymer chains. To properly observe these molecules would require better
matching of length scales: either the microscopes need to be more powerful or the polymers need to be
larger. While the former is a persistent topic of research, the latter can be achieved through careful selection
of the polymer to be studied.
One polymer that is large enough to be used in optical measurements is double stranded DNA (dsDNA).
With a persistence length of nearly 50nm and chain lengths easily on the order of microns, dsDNA is large
enough to be observed using conventional fluorescence microscopy techniques [34]. Fluorescent dyes can be
attached to the DNA through the use of techniques such as click chemistry [7, 14]. DNA can be tethered
[17, 24] or trapped in a cross-slit device and subjected to flow to examine the dynamics in nonequilibrium
conditions [38]. Additional polymer chains, DNA or synthetic, can be attached to the DNA through the use
of click chemistry to examine the behavior of star, brush, or block conformations.
Experiments of single chains in flow have been successful in expanding the understanding of polymer
physics. Chains in shear flow have been shown to exhibit characteristic periodic motions [32] and hysteresis
effects have been observed in chains under extensional flow [31]. Molecular individualism has been observed
for short polymers in extensional flow [34] where the stretching behavior follows a wide distribution of paths.
Single chain experiments have been carried out in conjunction with polymer simulation. The lack of inter-
chain interactions renders these simulations straightforward, enabling single chain simulations to resolve
detailed molecular features of individual polymer chains. Furthermore, single chain simulations do not
require periodic boundaries and instead can utilize a body-fixed coordinate system fixed on the chain center
of mass, thus the application of flow is not complicated or restricted and any flow fields can be applied with
ease.
Simulations of single chains in flow have found many interesting results in agreement with experimental
observations. Lius, Ashok, and Muthukumar used BD simulations with HI to examine bead-rod polymers
in shear and extensional flows [20]. They found results in agreement with previous theory and experiments,
observing shear-thinning under shear flow and a coil–stretch transition that appeared to follow a first order
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transition. Alexander-Katz and Netz studied single-chain globules in shear flow and found them to undergo
repeated stretch-collapse transitions [1]. Sing and Alexander-Katz extended that idea to elongational flows
to study the globule–stretch transition and found that inclusion of hydrodynamic interactions results in a
screening effect within the globule that delays the stretching event to higher flow rates [35]. Sendner and
Netz examined coiled polymers in shear flow with hydrodynamic interactions and found them to undergo
a non-monotonic stretching process where the radius of gyration of the polymer decreases for a range of
shear rates [33]. We expand upon these works in Chapter 2 by simulating single chains comprised of not
just one type of polymer, but two different polymers that together form a single block copolymer. This is
the natural starting point for the exploration of non-homopolymers that leads into the study of non-trivial
polymer sequences such as random copolymers, combs, brushes, stars, and rings to name a few, which are
just coming into the realm of experimenters as polymer processing techniques improve. Simulations studying
these polymers will form the foundation by which experimenters can compare their results and allow for
screening of potential structures to help focus research on polymers which exhibit interesting behaviors.
While including new and novel molecular features are pushing the boundaries of flow-molecular interac-
tions, we are also interested in advancing the understanding of semidilute polymer solutions. As mentioned
previously, in the dilute regime the polymer chains are far apart and the properties of the polymer can be
described primarily by the interactions of the polymer with itself. On the other end of the concentration
spectrum in the concentrated polymer regime the polymers are surrounded by other identical polymers
where the properties are defined by inter-chain interactions. In the semidilute regime however, the solution
is primarily solvent by volume but the polymers are close enough that they start to overlap and both intra-
and inter-chain interactions must be taken into account. For these systems the local short-range properties
of the polymer behave like the dilute regime where intra-chain interactions dominate, for larger length scales
the inter-chain interactions begin to dominate.
This behavior is typically described using “correlation blobs” [6]. These blobs are space filling spheres
centered on the chains with radii equal to the correlation length ξ. For length scales less than the correlation
length, the polymers only interact with themselves. Beyond the correlation length, however, the polymers
directly interact with other chains. The lower end of the semidilute regime begins when the concentration
reaches the point that the correlation blobs first touch and the chains begin to interact. The concentration
at which this occurs is typically referred to as c∗. In good solvent the end to end distance of the chain scales
as Nν for length scales shorter than the correlation length, where ν ∼= 0.588 from experiments. Above the
correlation length, interactions with the other polymers screen the effect of the solvent and the end to end
distance scales instead by N1/2, the same scaling as seen in the concentrated regime. The semidilute regime
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ends and the concentrated regime begins when the concentration reaches the point where the correlation
length becomes small enough that the chain exhibits end to end scaling of N1/2 for all length scales.
Experiments looking at how single chains behave in semidilute solutions in flow are finding results that
are contradictory to previous simulation results. Research by Hsiao, Sasmal, Prakash, and Schroeder has
investigated the planar extensional flow-driven extension of a single chain of DNA in semidilute solution.
Their results demonstrate that increasing concentration from the dilute regime to the semidilute regime shifts
the coil–stretch transition to higher flow rates. However, simulations by Stoltz, de Pablo, and Graham [37]
looking at an analogous system find no concentration dependence on the extension of the polymer in flow.
Clues to the origin of this disparity are found in observations of single ring polymers in planar extensional
flow. These also find a delayed stretch transition when compared to linear chains in both experiment and
simulation [12], which is attributed to cooperative relaxation of the strands in the ring polymer. A single
ring polymer is clearly not the same as a semidilute solution, however the interactions between opposing
sides of the ring are similar to the inter-chain interactions between chains in a semidilute solution. We
hypothesize that the simulations performed by Stoltz, de Pablo, and Graham are missing some key element
to properly describe the behavior of these semidilute solutions. One element of note about their simulations
is that the largest simulation incorporated only about 4000 beads which may be too small to fully capture
the physics of the system. Larger simulations on the order of several tens of thousands of beads may provide
more accurate results.
Simply scaling up the system to a larger size is not as trivial as it may sound. The traditional method of
including hydrodynamic interactions in a BD simulation involves the Cholesky decomposition of the diffusion
matrix each time step, which scales as N3. Going from 4,000 beads to 40,000 beads would thus require one
thousand times the computation time. With that scaling, if a simulation required a day to complete at 4,000
beads it would require nearly three years to complete at 40,000 beads. Clearly a different method is required
for simulations of this size. There are alternative methods that replace the Cholesky decomposition, such as
the method proposed by Fixman [8] that scales as N2.25, but these still require calculation of the diffusion
matrix every timestep. In Chapter 3 we instead propose a new method using a consistently averaged diffusion
matrix that removes the need for computing the full diffusion matrix each time step and reduces the scaling
of the simulation to O(N2).
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CHAPTER 2
SINGLE CHAIN BLOCK
COPOLYMER DYNAMICS
2.1 Methods
Simulations of single molecules are performed using the Brownian dynamics techniques described previously.
Polymer chains are created by connecting N beads of radius a with stiff springs. The motion of any bead i
at position ~Ri is governed by the following equation:
∂
∂t
~Ri = v∞(~Ri)−
∑
j
µij∇rjU(t) + ξi(t) (2.1)
where v∞(~Ri) describes the unperturbed solvent flow field, µij is a mobility matrix dependent on the
presence of hydrodynamic interactions, and ξi(t) is a random velocity due to the implicit solvent that
satisfies the fluctuation dissipation theorem. Three flow profiles are considered; no flow, shear flow, and
planar extensional flow:
v∞(~R) =

0 no flow
˙yxˆ shear flow
˙xxˆ− ˙yyˆ extensional flow
(2.2)
˙ is the flow rate, x, y, and z are the spatial coordinates of the bead, and xˆ, yˆ, and zˆ are unit vectors parallel
to the x, y, and z axis. All flow fields used are independent of the z coordinate of the bead, i.e. planar shear
and planar extensional flows.
The mobility matrix used is dependent on whether hydrodynamic interactions (HI) are accounted for. In
the freely draining (FD) case, no HI are considered and instead each bead feels an independent drag force
due to the solvent. In this scenario the mobility matrix used is simply the identity matrix, I. In contrast,
the HI case considers how the motion of a bead is affected by the motion of all other beads through solvent
interactions. For HI, a more complex mobility matrix is required. We use the Rotne-Prager-Yamakawa
tensor as described in equation 1.3.
The potential, U(t), used in the simulation accounts for all direct bead-bead interactions due to bonding,
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Figure 2.1: Shear and planar extensional flow fields. Shear flow, left, is independent of the x or z coordinate and
applies a force parallel to the x-axis dependent on the y coordinate. Planar extensional flow, right, compresses along
the y-axis and elongates along the x-axis.
excluded volume, and bead-bead attractions through the use of a bonded potential Ubond and a nonbonded
potential Unonbond with U(t) = Ubond + Unonbond. Bonds are achieved through the use of a Hookean spring
force between adjacent beads:
Ubond =
κ
2
N−1∑
i=1
(ri,i−1 − req)2. (2.3)
The use of a rigid spring constant of κ = 200kBT results in behavior similar to the bead-rod polymer model
where bonds are not able to stretch or contract far from req. In our simulations we fix req = 2a such that
beads are touching at equilibrium without overlap.
Nonbonded interactions use the 12-6 Lennard-Jones potential which contains a short range repulsive
term (the 12 exponent) and a longer range attraction term (the 6 exponent),
Unonbond = εkBT
∑
ij
((
req
rij
)12
− 2
(
req
rij
)6)
. (2.4)
The choice of ε determines the depth of the potential well at req with a larger ε resulting in stronger
bead-bead attractions.
With an implicit solvent the solvent quality cannot be directly controlled; instead, unfavorable inter-
actions with the solvent are incorporated by including a bead-bead attraction and favorable interactions
with the solvent are incorporated by including a bead-bead repulsion. A theta solvent is a special case
where excluded volume repulsions exactly balance with attractive forces, such that a real polymer exhibits
random-walk statistics. Based on the findings from Alexander-Katz, et al. [2] and from previous works by
Sing and Alexander-Katz [35], we use a value of ε˜ = ε/kBT = 0.41 for the theta solvent and larger values
up to ε˜ = 2.5 for poor solvent simulations.
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Figure 2.2: The polymer model for several values of fA and ε˜AA. Blue beads, on the left of each image, belong to
Block A. Orange beads, on the right of each image, belong to Block B.
Our block copolymer model consists of two blocks, referred to as Block A and Block B. Block A is a
solvophobic block, where the ε˜AA for interactions between beads belonging to Block A varies from 0.41 to
2.5. The solvent is a theta-solvent for Block B and Blocks A and B do not strongly interact; we thus fix
interactions between Block A and Block B and within Block B at ε˜AB = ε˜BB = 0.41. The polymer consists
of N = 100 total beads with the fraction of beads belonging to Block A, fA, changing from 0 to 1 by 0.1
increments. When fA = 0 all 100 beads belong to Block B and the polymer behaves as an ideal chain.
Conversely, when fA = 1 all 100 beads belong to Block A and the behavior of the polymer is dependent
on ε˜AA, from a theta chain at ε˜AA = 0.41 to a collapsed globule at ε˜AA = 2.5. For fA between 0 and 1
a proportional number of beads belong to Block A with the remaining beads belonging to Block B, e.g.
fA = 0.7 results in Block A containing the first 70 beads with the remaining 30 beads assigned to Block B.
See figure 2.2.
Simulations were performed with a time step of dt = 10−4τ , where τ is the characteristic diffusion time
for a single monomer τ = a2/µ0kBT , µ0 = 1/(6piηa) is the Stokes mobility of a sphere with radius a, and η is
the viscosity of the fluid. Simulations were run for a minimum of 104τ with snapshots of the simulation saved
at least every 104 time steps. All calculations were made based on the bead positions at these snapshots.
Shear flow simulations were performed by applying flows from 10−3γ˙τ to 5γ˙τ for FD simulations or 15γ˙τ
for HI simulations, after equilibration without flow for at least 107 time steps. Extensional flow simulations
were performed sequentially such that a simulation at a flow rate R was started from the final conformation
of the simulation at the previous flow rate R − 1, with the first simulation at the lowest flow rate using
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the final conformation of a no-flow simulation. Extensional flow simulations were performed for flow rates
ranging from 10−4γ˙τ to 1γ˙τ .
2.2 Results
We focus of our investigation on the properties of single block copolymers. One standard property measured
for single polymer chains is the end to end distance: the average distance between the beginning and the
end of the polymer. Flory theory [9] predicts that the mean square end to end distance 〈~R2F 〉1/2 scales as
〈~R2F 〉1/2 ∼ 2aN1/2 for an ideal chain, 〈~R2F 〉1/2 ∼ 2aN3/5 for a chain in good solvent, and 〈~R2F 〉1/2 ∼ 2aN1/3
for a chain in a poor solvent. Here, N is the number of Kuhn monomers in the chain. A theta solvent
corresponds to an ideal random walk with step size 2a, which is what we would expect to see in the absence
of flow for the entire chain when fA = 0 or ε˜AA = 0.41. Assuming the presence of Block A does not affect
the statistics of Block B, this is also what we would expect for Block B. ε˜AA ≥ 0.41 for all simulations, so
we expect that Block A would exhibit scaling with an exponent between 1/2 and 1/3 that depends on the
value of ε˜AA. Figure 2.3 shows the measured end to end distance for Block A as the length of the block and
ε˜AA are increased compared to what is predicted by Flory theory. The end to end distance scales as would
be expected at the theta condition and at high ε˜AA, but appears to scale slower at moderate values of ε˜AA.
Figure 2.4 shows that Block B also exhibits the scaling predicted by Flory theory with 〈~R2B〉1/2 ∼ N1/2.
For both blocks it is noteworthy that the presence of hydrodynamic interactions does not affect the end to
end distance measurement. This is expected as the end to end distance is an equilibrium property of the
polymer and the presence of HI primarily affects the dynamics of the polymer.
While the end to end distance of each block appears to be undisturbed by the presence of the other block,
the end to end distance of the entire polymer is dependent on both of the blocks as shown in figure 2.5. The
total end to end vector of the polymer is the sum of the end to end vector of each block, ~Rtot = ~RA + ~RB ,
thus 〈
~R2tot
〉
=
〈(
~RA + ~RB
)2〉
=
〈
~R2A + 2~RA · ~RB + ~R2B
〉
=
〈
~R2A
〉
+ 2
〈
~RA · ~RB
〉
+
〈
~R2B
〉
, (2.5)
with ~RA and ~RB being the end to end vectors of Block A and Block B, respectively.
Now, figures 2.3 and 2.4 have shown that the end to end distance of the two blocks are independent of
each other, thus we assume
〈
~RA · ~RB
〉
≈
〈
~RA
〉
·
〈
~RB
〉
. Because Block B follows a random walk, we know a
priori that
〈
~RB
〉
= 0, meaning
〈
~RA · ~RB
〉
≈ 0. Putting equation 2.5 and the previous statements together
we find that 〈
~R2tot
〉
≈
〈
~R2A
〉
+
〈
~R2B
〉
. (2.6)
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Figure 2.3: End to end distance of Block A as the number of beads in the block, NA, increases for the freely draining
(left) and hydrodynamic interactions included (right) schemes. The solid blue line corresponds to scaling predicted
by Flory theory for an ideal theta polymer with 〈~R2〉1/2 = 2aN1/2A . The dashed red line corresponds to scaling
predicted for a polymer in poor solvent with 〈~R2〉1/2 = 1.61214713N1/3A .
To take this result further, we can assume that Block B behaves as an ideal chain and that Block A
behaves as in the non-solvent limit, where the interaction with the solvent is as unfavorable as possible. With
these approximations the scaling of the end to end distance of each block exactly follows the
〈
~R2A
〉1/2
∼ N1/3
and
〈
~R2B
〉1/2
∼ N1/2 predicted by Flory theory. We can then insert these into equation 2.6 to give
〈
~R2
〉1/2
=
√
αN
2/3
A + βNB , (2.7)
where α and β are scaling factors for fitting to the observed data.
In figure 2.6 we compare the result of fitting equation 2.7 to the data obtained for ε˜AA = 2.5 and see
very good agreement over the range of fA. Between fA = 0.6 and fA = 0.9 the data non-trivially deviates
from the curve, possibly due to the fitting of the final value at fA = 1.0. There is a sharp decrease in R from
fA = 0.9 to fA = 1.0 that skews the fit downward for the second half of fA. This corresponds to the change
from a two block copolymer to a single block homopolymer which suggests that the end to end distances of
the two blocks are not completely independent, in which case
〈
~RA · ~RB
〉
6=
〈
~RA
〉
·
〈
~RB
〉
.
While the two blocks behave essentially independently in the absence of flow, they can strongly affect
each other when flow is present. This is evident when looking at the extension of the polymer while under
flow. We measure the extension by determining the projection of the polymer on the x axis, i.e. the distance
between the largest and smallest x components of the bead positions. This measure provides a better
representation of the size of the polymer than the end to end distance for some configurations in flow, such
12
0 10 20 30 40 50 60 70 80 90 100
0
5
10
15
20
25
 0.41
 0.5
 0.75
 1.0
 2.0
 2.5
 N1/2
NB 
FD 
0 10 20 30 40 50 60 70 80 90 100
0
5
10
15
20
25
 0.41
 0.5
 0.75
 1.0
 2.0
 2.5
 N1/2
NB 
HI 
〈 R⃗2〉
1
/
2
〈 R⃗2〉
1
/
2
Figure 2.4: End to end distance of Block B as the number of beads in the block, NB , increases for the freely draining
(left) and hydrodynamic interactions included (right) schemes. The solid blue line corresponds to scaling predicted
by Flory theory for an ideal theta polymer with 〈~R2〉1/2 = 1.1× 2aN1/2B .
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Figure 2.5: End to end distance of the entire block copolymer chain. Again, no noticeable difference is observed
between the freely draining and hydrodynamic interaction included simulations. For ε˜AA = 0.41 the end to end
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Figure 2.6: Comparison of end to end distance data for ε˜AA = 2.5 to equation 2.7 with α = 1.589 and β = 4.486.
Values for α and β are determined by fitting equation 2.7 to the average of the FD and HI data at fA = 0 for β and
fA = 1 for α.
as hairpin conformations where the end to end distance might be small while the extension is closer to half
of the contour length of the chain.
As a baseline for understanding the behavior of polymers in flow, figure 2.7 shows the relative extension
of the polymer at fA = 1 under shear flow. Under shear flow the polymer undergoes a gradual transition to a
stretched state from a random coil or collapsed globule state. The flow rate at which this transition begins is
dependent on the strength of the attractions between beads, where stronger attractions delay the stretching
to higher flow rates. Whereas the inclusion of hydrodynamic interactions in the no-flow regime had little
to no effect on the end to end distance, the inclusion of HI has a very pronounced effect on the polymer
extension in flow. In shear flow with HI the polymer undergoes limited stretching for the flow rates examined
compared to that in the freely draining case. This behavior is also seen by Alexander-Katz and Netz for
simulations of collapsed globules in shear [1]. For ε˜AA = 0.41 with HI there is a distinct non-monotonicity
in the extension observed, which is also observed in simulations with HI by Sendner and Netz for flexible
and semi-flexible polymers [33].
We are then interested in how the extension behavior changes by having a coiled block, Block B, attached
to the predominantly globule-forming block, Block A. Figure 2.8 shows the extension of the polymer with
fA = 0.5, i.e. two blocks of 50 beads each, while under continuous shear flow in the freely draining case,
while figure 2.10 shows the same with hydrodynamic interactions included. We see from the figure that the
presence of Block A does not noticeably affect the stretching behavior of Block B; indeed the stretching is
qualitatively identical to that of figure 2.7 at ε˜AA = 0.41. The stretching of Block A appears very similar to
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Figure 2.7: Extension of the polymer at fA = 1 under shear flow. Lines are provided as a guide to the eye. The
polymer in the freely draining case, left, extends at a much lower flow rate γ˙τ than when hydrodynamic interactions
are included, right.
1E-3 0.01 0.1 1 10
0
20
40
60
80
100
120
140
160
180
200
 0.41
 1.0
 1.5
 2.0
 2.5
1E-3 0.01 0.1 1 10
0
10
20
30
40
50
60
70
80
90
100
 0.41
 1.0
 1.5
 2.0
 2.5
1E-3 0.01 0.1 1 10
0
10
20
30
40
50
60
70
80
90
100
 0.41
 1.0
 1.5
 2.0
 2.5
!!	 !!	 !!	
Full Chain Block A Block B 
∆
x
/a
∆
x
/a
∆
x
/a
Figure 2.8: Extension of the polymer at fA = 0.5 under shear flow in the freely draining case. Lines are provided as
a guide to the eye. The maximum on the extension axis for the separate blocks is 2aNA,B , the contour length of each
block. The extension of Block B is unaffected by the change of ε˜AA and looks qualitatively similar to the extension
of the ε˜AA = 0.41 case in figure 2.7. The overall extension of the polymer is proportional to the sum of the extension
of the two blocks.
the behavior in figure 2.7 with a few notable exceptions as covered below.
For one, the stretch transition for Block A in figure 2.8 begins at a lower flow rate than in figure 2.7,
due to the inclusion of HI. The protrusion-nucleation theory of Alexander-Katz and Netz suggests that for
globules in shear flow the protrusion of short strands of the polymer into the solvent facilitates the unfolding
of the globule [1]. Block B can be thought of as a protrusion of the globule (Block A) which is exposed
to the solvent and thus should promote the stretching of the globule. Indeed, at ε˜ = 1.5 we see unfolding
of Block A begin around γ˙τ = 0.02 which is an order of magnitude lower than where stretching begins for
the 100 bead homopolymer in figure 2.7 or the 50 bead homopolymer in figure 2.11. This suggests that the
presence of Block B promotes the stretching of Block A, resulting in early extension under shear flow.
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Figure 2.9: Stretching event for the polymer with fA = 0.5 and ε˜AA = 2.0 at a shear rate of γ˙τ ≈ 0.3981 in the
freely draining case. A polymer chain identical to Block A would not normally extend on its own in this region, but
stretching of Block B triggers unfolding of Block A into the stretched state.
Additionally, the stretching in figure 2.7 is a smooth, monotonic process while the stretching of Block
A in figure 2.8 is not, especially for ε˜AA ≥ 2.0 in the region where 0.1 < γ˙τ < 1 where a plateau can be
observed. For flow rates past this region the stretching again is smooth and for flow rates prior to this region
there is little to no stretching of Block A. This suggests that in this region the globule undergoes repeated
stretch–collapse cycles where the globule, normally unlikely to stretch under these flow rates, is stretched
apart by the motion of Block B and collapses again to the globule state. One such stretch–collapse cycle is
shown in figure 2.9 where Block B is stretched first, leading to a stretching of Block A and ending with a
collapse back to the relaxed state. Once the flow rate becomes high enough, the globule stretches on its own
as well and the normal stretching behavior occurs.
When including hydrodynamic interactions, as in figure 2.10, the behavior of the blocks does not deviate
far from the behavior seen in figure 2.7 and figure 2.11. This is in part due to the weak stretching observed
for Block B: if Block B does not stretch by much then it will not induce much additional stretching in Block
A.
Polymers in planar extensional flows exhibit abrupt transitions from a random coil or collapsed globule
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Figure 2.10: Extension of the polymer at fA = 0.5 under shear flow with hydrodynamic interactions included. Lines
are provided as a guide to the eye.
Figure 2.11: Extension of a polymer chain consisting of a single 50 bead block for the freely draining case, left, and
with hydrodynamic interactions included, right. Qualitative behavior is similar to that observed in figure 2.7 for a
polymer consisting of a single 100 bead block.
state to a fully elongated state, as seen in figure 2.12. This is a phenomenon previously observed for randomly
coiled chains [31] and for collapsed globules [35] that we again reproduce here. We observe that the stretch
transition occurs at a higher flow rate when hydrodynamic interactions are included as expected, which Sing
and Alexander-Katz attribute to hydrodynamic screening within the globule [35].
It is evident from figure 2.13 for the FD case and figure 2.14 for the HI case that the block copolymer
transitions to the fully stretched state at a lower critical flow rate than for a single 100 bead block as in
figure 2.12. To check whether this is due primarily to the reduced size of the globule forming block (50 beads
rather than 100), in figure 2.15 we calculate the extension of a polymer comprised of a single 50 bead block
and see that the stretch transition of the 50 bead polymer chain occurs at nearly the same flow rate as for
the 100 bead block. The drastic reduction in critical flow rate for the block copolymer must then be due to
the coupling of both blocks.
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Figure 2.12: Extension of the polymer at fA = 1 under planar extensional flow. Lines are provided as a guide to the
eye. The extension can exceed 200a when bonds are stretched past equilibrium by the flow. The polymer undergoes
a rapid transition from a relaxed coil or globular state to a stretched coil. The inclusion of hydrodynamic interactions
delays the stretching event to higher flow rates.
There are several features of interest in the stretch transition of the block copolymer that are noticeably
different from the stretching behavior of the homopolymer. As mentioned previously the critical flow rate
for the stretch transition is an order of magnitude smaller than for the homopolymer when ε˜AA > 0.41 for
both the whole chain and for Block A, indicating that the stretching of Block B promotes early stretching of
Block A. For ε˜AA ≥ 1.5 two stretching events are seen in the overall extension; first the coiled block, Block
B, stretches and then at a higher flow rate the globule block, Block A, undergoes stretching as seen in figure
2.16. For ε˜AA < 1.5 only one stretching event is seen implying that both blocks stretch within the same
simulation.
For the freely draining simulations Block B stretches at the same flow rate independent of what Block
A is doing. When hydrodynamic interactions are included, however, the stretching of Block B is delayed to
a higher flow rate for ε˜AA > 0.41 with an increasingly smooth transition as ε˜AA increases. This may be due
to hydrodynamic screening by the globule protecting the coil block from the flow. When the globule unfolds
the screening effect is lost and the coil fully stretches as well, as seen for ε˜AA = 1.0 where both blocks extend
at the same flow rate and to a lesser extent for ε˜AA = 1.5 where the coil begins to stretch leading to the
globule unfolding and the coil fully elongating. Once the flow is strong enough even the screening from the
globule cannot prevent the stretching of the coil block and the coil stretches, as seen for ε˜AA ≥ 2.0 where
the coil is nearly fully elongated before the globule unfolds.
Combining the observations above, the dynamics of the stretch transition in extensional flow for a block
copolymer chain comprised of a globule-forming block (Block A) and a coil block (Block B) is as follows:
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Figure 2.13: Extension of the polymer in the freely draining case in planar extensional flow. A distinct two-stage
stretch transition is observed for larger values of ε˜AA. Lines are provided as a guide to the eye.
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Figure 2.14: Extension of the polymer with hydrodynamic interactions included in planar extensional flow. A distinct
two-stage stretch transition is observed for larger values of ε˜AA. Extension occurs at a higher flow rate than in the
freely draining case. Lines are provided as a guide to the eye.
when considering hydrodynamic interactions, for a small range of flow rates above the critical flow rate for
extension of an ideal coil, hydrodynamic screening by the globule delays the stretch transition of the coil
block; the coil block stretches first and the drag on the outstretched coil applies an additional stretching
force on the globule; the combination of the stretching force from the flow field and the “tugging” by the
outstretched coil results in the globule unfolding, which can happen at the same time as the coil stretch
transition for weakly-bound globules or at a higher flow rate for more strongly-bound globules.
2.3 Conclusions
Block copolymers exhibit many similarities to their homopolymer cousins while retaining their own unique
behaviors, especially when subjected to dynamic processes such as fluid flow. In equilibrium situations we
have shown that, at least for averaged properties such as the end to end distance or radius of gyration, the
blocks can be treated as independent entities using theories derived for homopolymers. In flow the story
changes and the presence of the other block begins to affect the behavior of each block. In shear flow the
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Figure 2.15: Extension of a 50 bead polymer equivalent to a single block in the block copolymer for the freely draining
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Figure 2.16: The two-stage stretch transition for a polymer with fA = 0.5 and ε˜AA = 2.0 in the freely draining case.
At low extensional flow rates the polymer has minimal extension. As the flow rate increases, first the coiled block,
Block B, extends followed by the globule-forming block, Block A. Once extended, the polymer remains elongated and
does not collapse back into a relaxed state.
20
unfolding of the globule-forming block is promoted by the extension of the coil block and the coil induces a
repeated stretch–collapse cycle in the globule for shear rates lower than necessary to cause globule unfolding
on its own. For planar elongational flow the presence of the coil block induces the transition to the elongated
state at a flow rate an order of magnitude lower than without the coil block. A two-stage stretch transition
is observed for block copolymers with a strongly collapsed globule blocks attached to a coil block where the
coil extends first and leads to an early unfolding of the globule.
Further studies of these systems are needed to fully understand the processes by which these block
copolymers behave. Potential topics of interest are equilibrium dynamical properties such as relaxation
times, which may exhibit coupled behavior with the other block(s); additional blocks to form multiblock
copolymers or copolymers with unique geometries such as stars, combs, or brushes; and adjustment of ε˜BB to
observe the effects of solvent quality on the behavior of the copolymer. These studies are just the beginning
of an effort to observe the effects of sequence on polymer dynamics, an area of research that is quickly
gaining traction as the precision of polymer processing improves.
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CHAPTER 3
LARGE-SCALE SEMIDILUTE
POLYMER SYSTEMS IN
EXTENSIONAL FLOW
3.1 Methods
We are developing a method for simulating large systems of polymers in the semidilute concentration regime
in planar extensional flows. There are numerous challenges associated with developing this method due to
the size of the systems intended to be studied and the application of planar extensional flow on a system
with periodic boundary conditions. Indeed, semidilute polymers have long represented a challenge due to the
complicated interplay of hydrodynamic interactions, molecular conformation, and chain-chain interactions.
The inclusion of polymer flow makes this an unsolved problem in polymer science, yet one with a great deal
of importance in practical application. For instance, solution processing typically involves polymer solutions
with concentrations in or near the semidilute regime and nearly always involves some sort of fluid flow.
Components central to modern technologies such as organic light emitting diodes and photovoltaic cells are
constructed using solution processing techniques, where the properties of the components are dependent on
the properties of the polymers used. Therefore it is critical to develop a keen understanding of the effects of
flow on semidilute polymers, so as to develop better, more efficient, and less expensive technologies.
Notable efforts to model semidiliute solutions include the work of Stoltz, Graham, and de Pablo, who
used the well-known Fixman method for HI and found only minor changes in the flow properties of single
chains in the presence of semidilute polymers in planar extensional flows [37]. Larger simulations were carried
out using explicit solvent methods for shear flows by Huang et al. [13], who used massive parallelization to
obtain rheological properties of semidilute polymers. While these methods are both highly sophisticated,
experimental observations are not consistent with these simulation studies. Currently, efforts are underway
to apply new algorithms capable of expediting HI to planar extensional flows [30]. A new method is needed
to realize larger systems. In order to develop simulations of sufficient time and length scales, we must address
two challenges that serve as bottlenecks to the treatment of semidilute polymer systems: the computational
cost of HI and the difficulty of treating periodic systems in extensional flow. All current methods have
some way of addressing these, and we take inspiration from some existing methods while developing new
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Figure 3.1: Scaling of time with number of beads. At ten thousand beads a simulation that scales as O(N2) that
takes an hour to complete would require 417 days at O(N3) scaling.
procedures for other aspects of the calculation.
3.1.1 Developing a New Method for ‘Mean Field’ HI
One of the primary goals of the method is to simulate large systems of polymers with several tens of
thousands of beads in total. To accurately simulate the dynamics of these systems we must include the
effects of hydrodynamic interactions (HI). The “standard” implementation of HI used in Chapter 2 uses the
Rotne-Prager-Yamakawa tensor (equation 1.3) and requires the Cholesky decomposition of the tensor to give
the correct noise term. In theory this method will work for the semidilute polymers we wish to simulate,
but in practice the amount of time required is excessive due to the Cholesky decomposition being an O(N3)
process. As figure 3.1 shows, if the calculation of the hydrodynamics could be reduced to an O(N2) process
then the simulation would take N times less computation time. For example, a simulation of 10,000 beads
with an O(N2) process might take one hour to complete, but with an O(N3) process the same simulation
would take over a year to complete. It is evident that for the system sizes targeted for our method, an
O(N3) process is completely infeasible.
Only the calculation of the noise term involves an O(N3) process; the calculation of the diffusion matrix
is O(N2) and the calculation of forces is O(N2) or less if techniques such as the Verlet neighbor list are
used. Therefore if we can find an alternative method of calculating the noise term, the simulation complexity
can be reduced to O(N2). If the diffusion matrix calculation can be eliminated or reduced then the overall
complexity can be reduced further.
One technique to eliminate the costly recalculation of the diffusion matrix that can be applied to simula-
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tion of polymers in no-flow equilibrium conditions is to pre-average the diffusion matrix and use the Cholesky
decomposition of this pre-averaged matrix. This method was used by Bruno Zimm [43] to improve upon
the work done by Rouse [28] for dilute polymer solutions, where Zimm used a pre-averaged version of the
Kirkwood-Riseman tensor, equation 1.2, to account for HI.
In flow, however, pre-averaging does not capture the full dynamics of the polymer. O¨ttinger instead
suggests the use of a consistently averaged diffusion matrix which properly gives the viscometric functions
in shear flow as a function of the flow rate and a nonzero second normal-stress coefficient [22, 21], while the
pre-averaged matrix does not. In this method the average is not calculated using the equilibrium Gaussian
distribution function as in the pre-averaging done by Zimm, but instead by using an incomplete distribution
function with the requirement that the averaged diffusion matrix gives values for the distribution function
that are consistent with the input. In other words, the distribution function is given by the averaged diffusion
tensor, but the averaged diffusion tensor is dependent on the choice of distribution function. The distribution
function must be consistent, that is, the input must match the calculated output. The choice of distribution
function satisfying this condition is not obvious, but it can be reached through an iterative method: start
by choosing an initial distribution function and computing an average diffusion matrix, use the average to
compute a new distribution function, then use this newly calculated distribution function to find a new
average and repeat until the calculated distribution function matches the input distribution function. This
average is then a function of the flow rate and need not be calculated a priori.
We employ a consistent method in the vein of O¨ttinger for our simulation method, extending O¨ttinger’s
method beyond single polymer chains to any number of chains. The initial thought when incorporating
multiple chains would be to leave the method unmodified. The practice then would be to run a simulation
to compute an average diffusion matrix, then use that averaged matrix in a new simulation, continuing
the cycle until convergence. However, because the polymers can move freely throughout the simulation the
average distance between any two beads over the course of the simulation will converge to a single value
for all beads not part of the same chain. In other words, the pair correlation function for any two beads
on separate chains will tend toward unity, i.e. an averaged disordered state. As the individual elements of
the diffusion tensor for a system of identical beads are dependent only on the distance between beads, the
elements of the diffusion tensor will tend toward the same value. Using this tensor in a simulation would
then provide an equal weighting for all beads, no matter the actual distance between them, implying a bead
i will have as much of a hydrodynamic influence on another bead j at its maximal distance from j as it
would on a bead in its immediate vicinity. It is clear that this averaging method, while true for averages
over long timescales, does not contain enough information to describe the hydrodynamic interactions of an
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instantaneous time step in a simulation.
Because the simple averaging method averages out the spatial information, we must instead use an
averaging method that explicitly includes spatial data. By explicitly including spatial information the
hydrodynamic interactions of close beads are treated differently from the interactions between distant beads.
To that end we redefine our average diffusion tensor from being a function of purely the bead indices, i
and j, to being a function of ic, jc, and ∆RCoM , where ic and jc are the indices of the beads on their
respective chains (i.e., from 1 to the chain length, Nc) and ∆RCoM is the displacement vector between the
centers of mass of the chains. Effectively we calculate an average diffusion tensor consisting of Nc × Nc
different 3 × 3 matrices for every possible ∆RCoM in our system. We bin the ∆RCoM values to keep
the amount of data stored at a reasonable level and to improve the averaging: larger bins have more
∆RCoM values that lie within the bin at the expense of less accuracy. The total number of bins is given by
ceil(Xmax/dr)× ceil(Ymax/dr)× ceil(Zmax/dr) where Xmax, Ymax, and Zmax are the maximum lengths of
the simulation box along the x-axis, y-axis, and z-axis, respectively, ceil() is a function that rounds up to the
next integer, and dr is the size of the bin. For the Kraynik-Reinelt boundary conditions with an initial angle
of θ = 31.7◦ and p = 0.9624 the maximum projection along the y-axis is when the box is in the initial square
and is given by Ymax = L1(0) sin θ + L2(0) cos θ while for the x-axis the maximum projection is when the
box is fully elongated at  = p and is given by Xmax = 2.61797 (L1(0) cos θ + L2(0) sin θ), with Li = |Li|.
Assuming L1(0) = L2(0) = L, as is the case for the square lattice, these simplify to Ymax = L(sin θ + cos θ)
and Xmax = 2.61797L(cos θ + sin θ) = 2.61797Ymax. Zmax is unchanged throughout the simulation and is
equal to the depth of the simulation box as defined at the start of the simulation.
Because the averaged data is not trivially related to the bead indices but the equation of motion expects
the diffusion matrix to be in a form that is directly related to the indices, the averaged data must be
transformed into a form with the correct structure. For simulations where the number of chains is smaller
than the number of bins we always have more data available than is needed for a given time step. Whereas
the pre-averaged and consistently averaged methods presented for single chains used a fixed diffusion matrix
for all time steps, our method must remap the larger averaged data to a smaller diffusion matrix applicable
for the system at the current time step. This remapping must be done at least every time the distance
between the centers of mass of any two polymers transitions to a new bin, which if infrequent (e.g., for large
bin sizes or very low flow rates) could save time compared to remapping every time step. For simplicity we
choose to remap every time step as the process does not contribute significantly to the computation time
because the determination of the chain centers of mass is an O(N) process and remapping is O(n2), where
n is the number of chains.
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Figure 3.2: The “active” diffusion matrix for a system containing at least two chains of Nc = 4 beads in length. Each
3Nc × 3Nc block is a function of the ∆RCoM for the corresponding chains.
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Figure 3.3: The data that is saved is a vector of 3Nc × 3Nc blocks, with each block pertaining to a given ∆RCoM .
One block is stored for every possible ∆RCoM . The appropriate blocks are copied from this saved data to give the
active matrix.
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Mapping from the full set of data to the applicable diffusion matrix requires first determining the center
of mass of each polymer chain in the system. As mentioned previously this is an O(N) process that can
be combined with calculating forces due to bonded interactions. Then for all chains i and j the distance
between the centers of mass, ∆RCoM (i, j), is determined. This value is binned as previously described and
the data corresponding to this bin is inserted into the diffusion matrix at the indices corresponding to iNc
and jNc. This effectively maps D(∆RCoM , i, j, ic, jc), our averaged data, to D(u, v, t), the diffusion matrix
applicable to the current time step, where u and v are the unique indices of each bead, u = iNc + ic, and
v = jNc + jc.
It is clear that this method requires substantially more data storage than for simple averaging. A
200x200x40 simulation box, where distances are nondimensionalized by the radius of the bead, would have
Ymax = 275.3, Xmax ≈ 720.73, and Zmax = 40. For a bin size of 1 the total number of bins for this
system is (276) × (721) × (40) = 7959840. If we are using 20 bead chains then each bin contains a matrix
with 3(20) × 3(20) = 60 × 60 = 3600 individual elements. The total number of elements stored then is
7959840 × 3600 = 28655424000 ≈ 2.87 × 1010 elements. If these values were stored in double precision,
2.87× 1010 × 8 bytes = 2.296× 1011 bytes = 213.8 GiB of storage would be required for a single simulation.
This is a large but feasible storage requirement but due to the iterative nature of the method, multiple
simulations must be performed and the storage requirements can quickly become a problem. If instead a
bin size of 2 were used and the data was stored with single precision, only (138)(361)(20)(3600)× 4 bytes ≈
3.59× 109 × 4 bytes = 1.436× 1010 bytes = 13.37 GiB of storage would be needed, about 16 times smaller.
By using a larger dr and single precision floats some accuracy is lost in exchange for making the simulation
more tractable. It is noteworthy that the total number of beads in the system does not directly play a
role in these calculations, instead the number of beads in the system is indirectly related to the size of the
simulation box through the concentration of the system.
Unfortunately handling the D1/2 in the noise term is not as straightforward as it is for simple averaging.
If we could use the simple averaging method then D1/2 could be found by performing the Cholesky decompo-
sition on our averaged diffusion matrix and using the the resulting matrix throughout the simulation, limiting
the costly O(N3) process to being computed only once per simulation instead of every time step. Instead,
because our active diffusion matrix is time dependent and thus so is D1/2, we must recalculate D1/2 each
time step. Alternatively, if we could perform the Cholesky decomposition on the full set of averaged data
then a similar remapping scheme might work to remap from D1/2(∆RCoM , i, j, ic, jc) to D
1/2(u, v, t). The
required starting matrix for the Cholesky decomposition must include all possible ∆RCoM values, meaning
each dimension is at least 3NbinNc individual elements. If we use the previous example with a bin size of 2,
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a 200x200x40 simulation box, and a 20 bead chain, then there are about 2.87×1010 elements per dimension,
or about 8.24 × 1020 total elements. In terms of storage space, this is approximately 2.86 × 1012 GiB or
2.86 zebibytes, which is well beyond feasibility. Clearly an alternative description of the noise term is needed.
Geyer and Winter introduced an approximate method for the calculation of the noise term that is
independent of the choice of diffusion tensor and can be efficiently computed [10]. Their method reduces the
computation of the noise term to a series of two body interactions, eliminating the need for the D1/2 term
and reducing the scaling to O(N2). The equation presented for the noise term is thus
δ
δt
ri =
√
2Dii/dtCi
∑
j
βij
Dij
Dii
Rj(t), (3.1)
where i and j are now individual coordinates rather than specific bead or chain indices, dt is the length of
one time step, R(t) is a vector of normally distributed random numbers, and Ci and βij are discussed below.
Ci is given by the following (
1
Ci
)1/2
= 1 +
∑
j 6=i
β2ij
D2ij
DiiDjj
(3.2)
and acts as a normalization constant. βij is given by
βij =
 1 i = j1−√1−[(N−1)2−(N−2)]
(N−1)2−(N−2) i 6= j
(3.3)
where  = 〈Dij/Dii〉 with the average being over all elements of the diffusion matrix.
Because , βij , and Ci depend only on the diffusion matrix and the number of beads, we can compute
these values once using the averaged data and use them throughout the next simulation. These values should
be computed using the full matrix as described above to account for all possible ∆RCoM values which would
continue to require a prohibitive amount of storage. However, each 3Nc × 3Nc block of this large matrix
corresponds to a specific ∆RCoM , thus the full matrix can thought of as a tensor of Nbin ×Nbin individual
3Nc × 3Nc matrices. Each row of this tensor can be described by a linear combination of the averaged
D(∆RCoM , i, j, ic, jc) data which greatly simplifies the calculation of , βij , and Ci. Because  is the average
of all the elements of the full matrix divided by Dii it can be computed using the much smaller set of
averaged data using a weighted mean that takes into account how many times each corresponding ∆RCoM
is seen.
With  calculated, βij follows and the only remaining values to calculate are for Ci. Because each chain
is identical and sees the same hydrodynamics on average only one set of Ci values needs to be calculated, C0
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through CNc , using the set of averaged data. These three sets of values, , βij , and Ci, thus can be calculated
quickly and without substantial extra storage space. Utilization of this method thus removes the need to
calculate the diffusion matrix each time step and eliminates the computation of the Cholesky decomposition.
The most computationally expensive part of the method then is the sum over j in equation 3.1, resulting
in overall O(N2) scaling, but the lack of computing distances between all beads and other O(N2) processes
suggests that performing the averaging will make this method faster than if we used a non-averaged method.
3.1.2 Kraynik-Reinelt Boundary Conditions
Upon addressing the HI calculation, we are left with challenges pertaining to the periodic boundary conditions
used in the system. For single-chain simulations a body-centered coordinate system based on the center of
mass of the chain can be used, eliminating the need for periodic boundary conditions and simplifying the
application of flows. When multiple polymer chains are being simulated a body-centric coordinate system no
longer works and a static coordinate system is needed. Without walls the polymers can drift apart and the
local concentration drops toward the dilute regime. Rigid walls add additional constraints to the polymers
which alters the physics, so instead periodic boundaries are employed. With periodic boundary conditions
(PBCs) the polymers can pass through one side of the simulation box and reenter through the opposing side.
The polymers are then free to diffuse infinitely without being bound by artificial surfaces, but the overall
concentration remains steady.
Because the simulation box must also deform with the flow, once the deformation of the boundaries
exceeds some limit the simulation must be halted. This limit is when the compressing dimension reduces to
twice the radius of the largest interatomic potential as this is when particles begin interacting directly with
their own periodic images [39]. Kraynik and Reinelt [16] showed that square lattices are reproducible in
planar extensional flow and Todd and Daivis [39] expanded this idea for use in general molecular dynamics
simulations. We use the Kraynik-Reinelt (KR) boundary conditions in our simulations to allow for unlimited
simulation times in planar extensional flows.
We provide here a brief overview of the Kraynik-Reinelt method but suggest the reader look to the paper
by Todd and Daivis for more information [39]. The functionality of the Kraynik-Reinelt boundary conditions
hinges upon the reproducibility of the initial lattice structure in flow. Kraynik and Reinelt proved that a
square lattice in planar extensional flow is reproducible for certain values of θ, the angle of the initial lattice
vectors relative to the direction of the flow, and p, the Hencky strain. The conditions for which values
of θ and p result in reproduction of the initial lattice are outlined by Todd and Daivis [39], and for our
simulations we use the values of θ = 31.7◦ and p = 0.9624. With these values the initial square lattice
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is reproduced at times t = nτp, where n is an integer and τp is the time for one Hencky strain period,
τp = p/˙, where ˙ is the flow rate. The motions of the beads within the simulation box clearly do not lie
on the points of a lattice and so this treatment may initially appear to not be of use, however the periodic
boxes themselves form the lattice. In the initial time step the individual periodic images are aligned along
a square lattice with the positions of the particles within the boxes described as a basis attached to the
lattice. Thus the periodic simulation boxes are reproducible in strain and we can run the simulation for an
indefinite amount of time.
We apply the methods as outlined by Todd and Daivis [39] to simplify the application of the periodic
boundary conditions on the beads within the deformed box. First the lattice vectors L1 and L2 are updated
due to deformation by the extensional flow following the equations
x(t) = x(0)e˙t,
y(t) = y(0)e−˙t,
(3.4)
to give the new x and y coordinates of the vectors. From these updated vectors we calculate θ(t) through
θ(t) = tan−1
(
L1y
L1x
)
, (3.5)
which gives the angle between the simulation box and the x-axis. See figure 3.4. We use the Lagrangian
rhomboid (LR) scheme for our simulations and perform all calculations of minimum distances and trans-
formations due to boundary conditions in the “rotated state”. In this state the simulation box and all the
beads within are rotated by −θ(t) through the rotation matrix
M(t) =
 cos θ(t) sin θ(t)
− sin θ(t) cos θ(t)
 , (3.6)
such that the rotated lattice vector L′1 = M(t)L1 is parallel to the x-axis as in figure 3.5. The rotated second
lattice vector is given by L′2 = M(t)L2. To account for the periodic boundaries the positions of the beads
in the rotated state are updated through the following equations:
xi = xi − L′2x(t) ∗ round(yi/L′2y(t)),
yi = yi − L′2y(t) ∗ round(yi/L′2y(t)),
xi = xi − L′1x(t) ∗ round(xi−yi∗L
′
2x(t)/L
′
2y(t)
L′1x(t)
),
(3.7)
where round() is a function that rounds the result to the closest integer. The first two of these equations
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t = 0
t = τp
Figure 3.4: The simulation at t = 0 and t = τp. At t = 0 the simulation box (ignoring the z-axis) is a rotated square.
At t = τp the box is fully compressed along the y-axis and stretched along the x-axis and will be mapped back to the
t = 0 box dimensions at the end of the time step.
account for passage through the top and bottom boundaries and involve a displacement in the x position,
xi of the bead and the third equation accounts for movement across the tilted left and right boundaries.
For calculating minimum distances the equations are similar to those for translation across the boundaries:
rx = rx − L′2x(t) ∗ round(ry/L′2y(t)),
ry = ry − L′2y(t) ∗ round(ry/L′2y(t)),
rx = rx − L′1x(t) ∗ round(rx/L′1x(t)),
(3.8)
where rx = xi − xj and ry = yi − yj .
With the periodic boundary conditions applied and minimum distances calculated, the system is rotated
back to the “normal state” by θ through the use of the inverse rotation matrix
M−1(t) =
 cos θ(t) − sin θ(t)
sin θ(t) cos θ(t)
 . (3.9)
All vectors including the lattice vectors, bead positions, and minimum distance vectors are rotated using
M−1 before updating the positions through the Brownian dynamics update. The calculation of forces and
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Normal Rotated 
Figure 3.5: The “normal” state, left, and the “rotated” state, right. Calculation of minimum distances and application
of periodic boundary conditions are performed in the rotated state. All applications of forces and movement of beads
is performed in the normal state.
update of the positions then proceeds using the “normal state” minimum distances and positions.
3.2 Results
As of writing the implementation, testing, and verification of the method as detailed in the previous section
is still underway. Consequently, as of now we do not have comparisons to existing research to verify the
method works as expected. However, we believe the physical reasoning behind each assumption is valid and
expect positive results. Test runs are being performed currently and we hope to have full comparisons soon.
While we may not yet have data regarding the polymers within our simulations, we do have some data
regarding the efficiency of the method. Figure 3.6 shows how the computation time scales with the total
number of beads for a system with 20 beads per polymer chain and no excluded volume interactions on
a single processing thread. This compares favorably with other recent methods [30] and suggests that
our method will give reasonable simulation times for systems with greater than ten thousand particles.
Further, as this method is still new, additional improvements in computation speed and memory usage are
expected as the algorithms used are improved and optimized. Additionally, basic multithreading of the most
computationally expensive regions of code is being tested as shown in figure 3.7 with good results.
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Figure 3.6: Scaling of simulation time with number of beads. Points shown were from simulations performed with a
single thread on a 3.2GHz i5-4570 CPU. The solid black line is a fit to the data which is extrapolated up to 100,000
beads to give an estimate of simulation time over the range of system sizes plotted. Actual simulation speeds will
vary.
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Figure 3.7: Initial benchmarks of multithreading performance for a 2000 bead simulation using OpenMP for paral-
lelization on an i7-4790k processor. The dashed line indicates perfect scaling, where the speed increases linearly with
the number of threads. For our basic multithreading we see good scaling over the range tested.
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3.3 Conclusions
The method presented here for simulating large semidilute polymer systems in planar extensional flow meets
the goals we have set when we set out to create it. The use of Kraynik-Reinelt boundary conditions allows
for unlimited simulation times under constant extensional flow without overly complicating the computation
of the periodic boundary conditions and shortest distances. The use of consistently averaged hydrodynamic
interactions averts the need to calculate the diffusion tensor at every time step and the Geyer and Winter
method for calculation of the noise term allows for fast simulations with O(N2) scaling without excessive
storage requirements. Combined we are able to simulate large semidilute polymer systems in extensional
flow with hydrodynamic interactions for unlimited simulation time, in a reasonable amount of real time.
Several refinements to the method are already planned and are likely to be completed prior to any
other publications of the method. One such refinement is to replace the current form of the Rotne-Prager-
Yamakawa diffusion tensor with an Ewald-summed version that properly accounts for long-range hydrody-
namic interactions with the periodic images of the simulation box [3]. Another planned refinement is the
implementation of bins for ∆RCoM with non equal sizes where shorter distances where the hydrodynamic
interactions have a more prominent effect have smaller bins and subsequently higher accuracy, while longer
distances where the hydrodynamic interactions are less effective have larger bins to improve averaging and
reduce storage requirements. These non equal bins will make it easier to scale up the system size while
retaining accuracy without requiring significant increases in storage capacity.
A ‘mixed’ method is being explored where the hydrodynamic tensor is averaged as in this method but
the , βij , and Ci values are recalculated when the active diffusion matrix is updated. This mixed method
would be slower than the current method but still substantially faster than if the Cholesky decomposition
were performed and may give more accurate results. The fully averaged method is preferable, however, and
so this mixed method will only be fully explored if the tests of the method as implemented return negative
results.
The use of Kraynik-Reinelt boundary conditions, the Geyer and Winter approximations for calculation
of the noise term, and consistently averaged hydrodynamics with multiple polymer chains have not been
combined together to allow for large semidilute simulations until now. While the method is still a work
in progress we believe that once complete it will allow for the exploration of a branch of polymer physics
that is currently not well represented by computational methods. Large systems in the tens of thousands of
particles with hydrodynamic interactions are possible with this method as it stands now and as the method
is further improved it will become faster, more accurate, and be capable of simulating increasingly larger
systems.
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CHAPTER 4
CONCLUSIONS
Two different projects related to the dynamics of polymer chains were presented in this thesis. The first,
a study on the behavior of single block copolymer chains in no flow, shear flow, and planar extensional
flow, showed that in equilibrium the blocks act independently, but in flow the dynamics of the blocks are
coupled. In equilibrium the square of the end to end distance of the chain is well described by a summation
of the squares of the end to end distances of the individual blocks, as expected if the end to end distances are
uncorrelated. We have not yet looked into dynamic properties in equilibrium, such as the polymer relaxation
time, to observe whether these properties too are uncorrelated. Indeed, the imposed constraint of connecting
the blocks will likely affect the dynamics, while average properties are unimposed by this constraint.
Once subjected to flow the behavior of the blocks is affected by the presence of the attached block. The
most prominent differences are seen in the solvophobic block, Block A. In shear flow the unfolding of Block
A from a collapsed globule is enhanced by the presence of Block B, with unfolding happening at flow rates
an order of magnitude lower than that for the pure block. We suggest that Block B acts as a protrusion from
Block A which, per the protrusion-nucleation theory of Alexander-Katz and Netz, induces stretching of the
polymer. Without Block B attached, protrusions only form at higher shear rates and extension occurs only
for strong flows. In the flow region where Block B can stretch but Block A normally would not, repeated
stretch-collapse events occur where Block B stretches and causes Block A to stretch as well, with Block A
then collapsing back to the globule and continuing to resist future stretching.
In extensional flow similar behavior is observed. Block A undergoes a stretch transition to an elongated
state at a lower extensional flow rate when a coiled block is attached. We provide a description for the
extension behavior where it follows a two-stage process: first Block B extends and “pulls” at Block A, then
as the flow rate increases the additional force from Block B triggers the extension of Block A at a lower flow
rate than if Block A were alone. This contrasts to the traditional stretch transition of the homopolymer,
where extension of the chain happens all at once. Additional screening effects appear when hydrodynamic
interactions are included where when Block A is a collapsed globule the extension of Block B is delayed to
higher flow rates than if Block A is a coil.
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The importance of this research is in understanding the effects of sequence on the properties of the
polymer. Block copolymers are the most basic polymer structure with non-simple sequence as the polymer
is comprised of two or more blocks of shorter homopolymers. They are thus a natural starting point for
understanding sequence effects. The next step would be to look at more complicated structures such as
stars, combs, and brushes, or diversifying away from block copolymers to alternating, periodic, or random
copolymers. The processing capabilities of experimental researchers are only now reaching the point where
fine sequence control can be achieved. With computational methods, however, sequence effects can be
studied with ease, jump-starting the understanding of these unique polymers.
The second project presented was the formulation of a new method for simulating large systems of semidi-
lute polymers in planar extensional flows. The method is still under development, but initial benchmarks
show favorable scaling with the number of beads. The primary feature of the method is consistently aver-
aging the hydrodynamic interactions to remove the need for computation of the diffusion tensor each time
step. This is a new idea for multi-chain systems but has been performed for single chains in flow successfully
by O¨ttinger [22] and for single chains in equilibrium by Zimm [43]. Unfortunately, simple averaging results
in the spatial information being averaged out which results in short range and long range interactions being
identical, so instead an alternative averaging scheme is used. With this alternative scheme the diffusion data
is averaged based on the distance between the centers of mass of the chains over all the conformations of
the chains observed at that distance. Thus the spatial information is retained and the hydrodynamic effects
at short range are treated differently from those at long range as is expected.
This alternative method of explicitly including the spatial information has the side effect of complicating
the calculation of the Cholesky decomposition. To avert this we use the description of the noise term
presented by Geyer and Winter that removes the need for the Cholesky decomposition and gives the noise
term as a series of two-body interactions [10]. This description requires the calculation of several parameters
which can be quickly computed once using our averaged diffusion data and used throughout the simulation.
With these methods the simulation can be computed with O(N2) scaling and without the need to com-
pute the diffusion matrix each time step. This results in very fast simulations that scale reasonably as the
system size increases. As the force calculations are typically O(N2) as well, our simulations with hydrody-
namic interactions included are not being limited any extra by the hydrodynamic interaction calculations.
This enables access to a new range of simulations with high numbers of beads but concentrations lying in
the semidilute or dilute regime where hydrodynamics would traditionally make the simulation intractable.
Instead, these large systems can now be run on desktop machines as opposed to supercomputers, greatly
increasing the pool of potential researchers and reducing the costs associated with the infrastructure to run
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the simulations. Further optimizations of the method will serve to expand these benefits by enabling larger
systems to be run in less time and with simpler hardware requirements.
37
REFERENCES
[1] A. Alexander-Katz and R. R. Netz. Dynamics and instabilities of collapsed polymers in shear flow.
Macromolecules, 41(9):3363–3374, 2008.
[2] A. Alexander-Katz, M. F. Schneider, S. W. Schneider, A. Wixforth, and R. R. Netz. Shear-flow-induced
unfolding of polymeric globules. Phys. Rev. Lett., 97:138101, Sep 2006.
[3] C. W. J. Beenakker. Ewald sum of the rotne–prager tensor. The Journal of Chemical Physics,
85(3):1581–1582, 1986.
[4] Robert B Best. Atomistic molecular simulations of protein folding. Current Opinion in Structural
Biology, 22(1):52 – 61, 2012. Folding and binding/Protein-nucleic acid interactions.
[5] Gregory R. Bowman, Vincent A. Voelz, and Vijay S. Pande. Atomistic folding simulations of the five-
helix bundle protein 685. Journal of the American Chemical Society, 133(4):664–667, 2011. PMID:
21174461.
[6] Pierre-Gilles De Gennes. Scaling concepts in polymer physics. Cornell university press, 1979.
[7] Afaf H. El-Sagheer and Tom Brown. Click chemistry with dna. Chem. Soc. Rev., 39:1388–1405, 2010.
[8] Marshall Fixman. Construction of langevin forces in the simulation of hydrodynamic interaction. Macro-
molecules, 19(4):1204–1207, 1986.
[9] P.J. Flory. Principles of Polymer Chemistry. Baker lectures 1948. Cornell University Press, 1953.
[10] Tihame´r Geyer and Uwe Winter. An o(n2) approximation for hydrodynamic interactions in brownian
dynamics simulations. The Journal of Chemical Physics, 130(11):–, 2009.
[11] Sharon C Glotzer and Wolfgang Paul. Molecular and mesoscale simulation methods for polymer mate-
rials. Annual Review of Materials Research, 32(1):401–436, 2002.
[12] Kai-Wen Hsiao, Charles M. Schroeder, and Charles E. Sing. Ring polymer dynamics are governed by a
coupling between architecture and hydrodynamic interactions. Macromolecules, 49(5):1961–1971, 2016.
[13] Chien-Cheng Huang, Roland G. Winkler, Godehard Sutmann, and Gerhard Gompper. Semidilute
polymer solutions at equilibrium and under shear flow. Macromolecules, 43(23):10107–10116, 2010.
[14] Younghoon Kim, Sung Hoon Kim, Dean Ferracane, John A. Katzenellenbogen, and Charles M.
Schroeder. Specific labeling of zinc finger proteins using noncanonical amino acids and copper-free
click chemistry. Bioconjugate Chemistry, 23(9):1891–1901, 2012. PMID: 22871171.
[15] John G. Kirkwood and Jacob Riseman. The intrinsic viscosities and diffusion constants of flexible
macromolecules in solution. The Journal of Chemical Physics, 16(6):565–573, 1948.
[16] A.M. Kraynik and D.A. Reinelt. Extensional motions of spatially periodic lattices. International Journal
of Multiphase Flow, 18(6):1045 – 1059, 1992.
38
[17] B. Ladoux and P. S. Doyle. Stretching tethered dna chains in shear flow. EPL (Europhysics Letters),
52(5):511, 2000.
[18] R. G. Larson, Hua Hu, D. E. Smith, and S. Chu. Brownian dynamics simulations of a dna molecule in
an extensional flow field. Journal of Rheology, 43(2):267–304, 1999.
[19] Ronald G. Larson. The rheology of dilute solutions of flexible polymers: Progress and problems. Journal
of Rheology (1978-present), 49(1):1–70, 2005.
[20] S. Liu, B. Ashok, and M. Muthukumar. Brownian dynamics simulations of bead-rod-chain in simple
shear flow and elongational flow. Polymer, 45(4):1383 – 1389, 2004. Modeling of Chain Conformations
and Spatial Configurations.
[21] Hans Christian O¨ttinger. Consistently averaged hydrodynamic interaction for rouse dumbbells in steady
shear flow. The Journal of Chemical Physics, 83(12):6535–6536, 1985.
[22] Hans Christian O¨ttinger. Generalized zimm model for dilute polymer solutions under theta conditions.
The Journal of Chemical Physics, 86(6):3731–3749, 1987.
[23] Vijay S. Pande, Ian Baker, Jarrod Chapman, Sidney P. Elmer, Siraj Khaliq, Stefan M. Larson,
Young Min Rhee, Michael R. Shirts, Christopher D. Snow, Eric J. Sorin, and Bojan Zagrovic. Atom-
istic protein folding simulations on the submillisecond time scale using worldwide distributed computing.
Biopolymers, 68(1):91–109, 2003.
[24] Thomas T Perkins, Douglas E Smith, Ronald G Larson, and Steven Chu. Stretching of a single tethered
polymer in a uniform flow. Science, 268(5207):83, 1995.
[25] A. J. Poslinski, M. E. Ryan, R. K. Gupta, S. G. Seshadri, and F. J. Frechette. Rheological behavior
of filled polymeric systems i. yield stress and shearthinning effects. Journal of Rheology, 32(7):703–735,
1988.
[26] Sanjeev R. Rastogi, Norman J. Wagner, and Steven R. Lustig. Rheology, selfdiffusion, and microstruc-
ture of charged colloids under simple shear by massively parallel nonequilibrium brownian dynamics.
The Journal of Chemical Physics, 104(22):9234–9248, 1996.
[27] Jens Rotne and Stephen Prager. Variational treatment of hydrodynamic interaction in polymers. The
Journal of Chemical Physics, 50(11):4831–4837, 1969.
[28] Prince E. Rouse. A theory of the linear viscoelastic properties of dilute solutions of coiling polymers.
The Journal of Chemical Physics, 21(7):1272–1280, 1953.
[29] M. Rubinstein and R.H. Colby. Polymer Physics. OUP Oxford, 2003.
[30] Amir Saadat and Bamin Khomami. Matrix-free brownian dynamics simulation technique for semidilute
polymeric solutions. Phys. Rev. E, 92:033307, Sep 2015.
[31] Charles M. Schroeder, Hazen P. Babcock, Eric S. G. Shaqfeh, and Steven Chu. Observation of polymer
conformation hysteresis in extensional flow. Science, 301(5639):1515–1519, 2003.
[32] Charles M. Schroeder, Rodrigo E. Teixeira, Eric S. G. Shaqfeh, and Steven Chu. Characteristic periodic
motion of polymers in shear flow. Phys. Rev. Lett., 95:018301, Jul 2005.
[33] C. Sendner and R.R. Netz. Single flexible and semiflexible polymers at high shear: Non-monotonic and
non-universal stretching response. The European Physical Journal E, 30(1):75–81, 2009.
[34] Eric S.G. Shaqfeh. The dynamics of single-molecule DNA in flow. Journal of Non-Newtonian Fluid
Mechanics, 130(1):1 – 28, 2005.
[35] Charles E. Sing and Alfredo Alexander-Katz. Globule–stretch transitions of collapsed polymers in
elongational flow fields. Macromolecules, 43(7):3532–3541, 2010.
39
[36] Charles E. Sing, Thomas R. Einert, Roland R. Netz, and Alfredo Alexander-Katz. Probing structural
and dynamical transitions in polymer globules by force. Phys. Rev. E, 83:040801, Apr 2011.
[37] Christopher Stoltz, Juan J. de Pablo, and Michael D. Graham. Concentration dependence of shear
and extensional rheology of polymer solutions: Brownian dynamics simulations. Journal of Rheology,
50(2):137–167, 2006.
[38] Melikhan Tanyeri, Mikhil Ranka, Natawan Sittipolkul, and Charles M. Schroeder. A microfluidic-based
hydrodynamic trap: design and implementation. Lab Chip, 11:1786–1794, 2011.
[39] B.D. Todd and Peter J. Daivis. A new algorithm for unrestricted duration nonequilibrium molecular
dynamics simulations of planar elongational flow. Computer Physics Communications, 117(3):191 –
199, 1999.
[40] E. G. van Putten, D. Akbulut, J. Bertolotti, W. L. Vos, A. Lagendijk, and A. P. Mosk. Scattering lens
resolves sub-100 nm structures with visible light. Phys. Rev. Lett., 106:193905, May 2011.
[41] Hiromi Yamakawa. Transport properties of polymer chains in dilute solution: Hydrodynamic interac-
tion. The Journal of Chemical Physics, 53(1):436–443, 1970.
[42] Ute Zettl, Sebastian T. Hoffmann, Felix Koberling, Georg Krausch, Jo¨rg Enderlein, Ludger Harnau, and
Matthias Ballauff. Self-diffusion and cooperative diffusion in semidilute polymer solutions as measured
by fluorescence correlation spectroscopy. Macromolecules, 42(24):9537–9547, 2009.
[43] Bruno H. Zimm. Dynamics of polymer molecules in dilute solution: Viscoelasticity, flow birefringence
and dielectric loss. The Journal of Chemical Physics, 24(2):269–278, 1956.
[44] R. Zwanzig, J. Kiefer, and G. H. Weiss. On the Validity of the Kirkwood-Riseman Theory. Proceedings
of the National Academy of Science, 60:381–386, June 1968.
40
