The carrier frequency offset (CFO), destroying the orthogonality between subcarriers, greatly degrades the performance of an orthogonal frequency-division multiplexing system. One of the most frequently used ways for a CFO estimator design is to adopt maximum-likelihood (ML) estimation, achieving high accuracy tightly close to the Cramer-Rao lower bounds (CRLBs). One of the ML-based algorithms, called linearly-combined CFO (LC-CFO), evaluates all the single-time-slot CFO estimates first and then linearly combined these CFO estimates in the minimum mean-square-error sense. Its tracking range is quite wide up to half the carrier spacing, and convergence speed is very fast, costing only several tens of iterations; moreover, its mean-square error (MSE) performances are very much close to CRLBs at medium-to-high signal-to-noise ratio (SNR) values. However, a set of arctangent functions is needed to be evaluated for each iteration, which increases the computational complexity. In this article, a low complexity, called simplified LC-CFO (SLC-CFO), is proposed that the set of arctangent functions are replaced by low-complexity limiters, resulting in simplifying the receiver design and reducing the computational load while keeping nearly the same tracking range and MSE performances. With proper choice of a parameter, SLC-CFO even shows faster convergence speed and lower MSE value at low SNR, compared with LC-CFO. Simulation results demonstrate all these aforementioned properties.
Introduction
Orthogonal frequency-division multiplexing (OFDM) transforms a frequency-selective multipath fading channel into multiple frequency-flat channels that makes appealing for designing a receiver using simple signal processing techniques [1] . The orthogonality between subcarriers, allowing overlapping between sub-bands without introducing inter-channel interference, provides high spectral efficiency. However, the existence of carrier frequency offset (CFO) due to the Doppler spread and/or the instability of the local oscillators destructs the orthogonality, resulting in serious performance degradation [2] [3] [4] . Therefore, the demand for CFO estimation with high accuracy is essential to OFDM systems.
There are many correlation-based algorithms proposed for CFO estimation in [5] [6] [7] [8] [9] . They are proved useful for CFO acquisition, acquiring coarse CFO estimates. To secure CFO estimates with high accuracy, the technique using maximum-likelihood (ML) estimation perhaps is the best choice for CFO tracking, securing fine CFO estimates. In [10] [11] [12] [13] , the ML CFO estimators are developed. However, they can only work for systems employing repeated preambles. The others proposed in [14] [15] [16] [17] [18] [19] [20] have no such a limitation. Applying ML estimation for estimating CFO is usually cumbered by the nonlinear nature of the likelihood function. The problem of local extremum or multiple solutions arises. Many papers resort to making approximation by truncating high order terms of a Taylor series [14] [15] [16] [18] [19] [20] . Recently, some research papers consider the inclusion of phase noise when performing CFO estimation [21, 22] . The source of phase noise is the instability of local oscillators, which can be modeled as time-varying correlated noise [23] . In [21] , the truncation of high order Taylor series is used for acquiring the approximate CFO estimate. One of the two proposed methods in [22] must resort to exhaustive search for CFO estimation, and the other is correlation based, which is applicable to the systems employing repeated preambles. The closed-form formula for the ML CFO estimate without carrying out Taylor series truncation is reported in [17] , where the closed-form solutions to all the single-time-slot samples are first found and then those estimates are linearly combined in the sense of minimum mean-square error (MSE). Thus, we call it linearly combined CFO (LC-CFO) estimator. The conducted simulations for it show that the MSE performances of the CFO estimator are very much close to the Cramer-Rao lower bounds (CRLBs).
In this article, we develop a low-complexity CFO estimator, called simplified LC-CFO (SLC-CFO), adapted from LC-CFO developed in [17] . The main idea of SLC-CFO having a low complexity lies in replacing a set of arctangent functions in LC-CFO by simple, low-complexity limiters. As for the implementation issue of an arctangent function, the use of look-up table stored in memory perhaps is attractive for high-speed arctangent computation. However, this simple method requires high amount of memory to provide accuracy. In [24] , the rational approximation for an arctangent function is proposed. Dividers and multipliers are needed for the implementation. The circuit of coordinate rotation digital computer [25] is another choice for angle estimation. However, the quantization issue affecting the precision [26] must be considered. Since no arctangent functions are required in our proposed method, the receiver design is simplified and requires less computational loading. The effects on the replacement with limiters will be thoroughly discussed and examined by computer simulation. The tracking range, the convergent speed, and the MSE for CFO estimation as well as channel impulse response (CIR) estimation are included.
The rest of the article is organized as follows. Section 2 introduces the system model and derives the singe-timeslot CFO estimator. Section 3 reviews the LC-CFO algorithm. In Section 4, SLC-CFO, adapted from LC-CFO, is developed. Simulation results are then presented in Section 5, showing the advantages of SLC-CFO with detailed discussions. Finally, conclusions are drawn in Section 6.
System model and single-time-slot CFO estimator
Consider an OFDM system with N subcarriers. Let X k be the transmitted kth subcarrier symbol, H k be the kth subcarrier frequency channel response, k = 0, 1, ⋯, N − 1, and δ be the carrier frequency offset normalized to the carrier spacing. At the receiver, after discarding the cyclic prefix, the complex baseband received signal at the nth time slot, n = 0, 1, ⋯, N − 1, in an OFDM block can be expressed as
where w n is the additive white Gaussian noise with zero mean and variance σ 2 w at the nth time slot sample and
is the noise-free, CFO-free received signal at the nth time slot. The ML estimator of δ for each time slot sample in (1) can be obtained as [17] 
where Re{⋅} and Im{⋅} mean real part and imaginary part, respectively, and ε n is defined as
Notice that the parameter ε n is not be included in [17] . We have slightly modified the single-time-slot CFO estimator developed in [17] . The functionality of ε n is explained as follows. The arctangent function tan − 1 {⋅} in (3) represents the angle of the complex product r n y Ã n ; moreover, the range of tan − 1 {⋅} is from − π/2 to π/2. Aided by the additional parameter ε n following tan − 1 {⋅}, the angle of r n y Ã n represented can be extended to the range from − π to π. Furthermore, for the N received signal samples {r n , n = 0, 1, ⋯, N − 1} of (1), δ exists only in the N − 1 received signal samples {r n , n = 1, ⋯, N − 1}. The number of the single-time-slot CFO estimators of (3) is thus N − 1.
Review of the LC-CFO algorithm
Linearly combining these N − 1 single-time-slot estimators of (3), the LC-CFO estimator can be expressed as [17] 
where
is obtained from minimizing the estimate error Δδ ¼δ LC −δ in a linear-minimum-MSE sense.
The exact values of the noise-free, CFO-free received signals {y n , n = 1, 2, ⋯, N − 1} in Eqs. (3), (4), and (6) are unknown to the receiver due to the lack of the knowledge of CIR. By applying ML estimation to estimate CIR, the resulting estimator of y = [y 0 , y 1 ,
T with the superscript T denoting transpose can be readily obtained aŝ
with
and
The symbol diag{⋅} represents a diagonal matrix with its diagonal entries being inside the braces.
The parameter δ in (7) is still unknown at this present. To solve this problem, (5) and (7) are updated alternatively, which is called Version A in [17] . Another algorithm, called Version B in [17] or LC-CFO in this article, is to add an additional step to Version A after performing the CFO estimator of (5). Since the LC-CFO algorithm is iterative such that it will eventually converge after enough rounds of iterations, we will add an additional subscript s to represent the sth iteration. r s , for example, represents the received signal vector r having been performing the sth iteration. The LC-CFO (or Version B) algorithm, in our notations, are as the following.
Step 1)
Step 2) π when Re r n;s−1 y Ã n;s n o < 0 and Im r n;s−1 y
Step 3)
r 0 coming up at the first iteration is set equal to the received noisy signal r. Notice that, at Step 3, frequency offset is corrected, and an equivalent received noisy signal r s is produced. Then, the process goes back to
Step 1 for the next iteration to estimate the residual CFO left in the equivalent received noisy signal produced in the previous iteration. In Step 1, no need to make correction of CFO as made in (7) since in the previous step, i.e., in Step 3, the CFO correction has been done. After several iterations,δ LC;s in Step 2 will approximately be zero. After a total of L iterations are performed, the CFO estimate is summation of L LC-CFO estimates, i.e., X L p¼1δ LC;p . Then, the accumulated estimate error after s
the ML CIR estimator can be readily to be shown aŝ
The proposed SLC-CFO algorithm
From the LC-CFO algorithm reviewed in the previous section, the CFO estimatorδ LC;s of (14) estimates the residual CFO existing in r s − 1 . Here, we propose the replacement of the N − 1 arctangent functions in (14) by N − 1 simple limiters since the residual CFO estimator δ LC;s of (14) will approach to zero when LC-CFO converges and the fact that tan − 1 ϕ n,s ≈ ϕ n,s when ϕ n,s is small enough. The following describes the proposed SLC-CFO algorithm.
Step 2)
Where a) ϕ n;s ¼ Im r n;s−1ŷ Ã n;s n o =Re r n;s−1ŷ Im r n;s−1ŷ
The modifications to the LC-CFO algorithm lie in Step 2, resulting in the SLC-CFO algorithm with much low computational requirements. An additional parameter λ, acting as a threshold value for the N limiter functions {ϕ n,s , n = 1, 2, ⋯, N − 1}, is introduced since the discrepancy between tan − 1 ϕ n,s and ϕ n,s gets larger when the absolute value of ϕ n,s grows larger. This is illustrated in Fig. 1 . Thus, we introduce the parameter λ, limiting the maximum value change at every iteration, to prevent the algorithm from divergence. In addition, during the first several iterations or at a low signal-to-noise ratio (SNR) environment, the noise-free, CFO-free received estimator ŷ s is still unreliable, making what follows, the CFO estimatorδ LC;s , departs form the residual CFO existing in r s − 1 . This is why we need a limiter with two threshold values of the upper limit λ and the lower limit − λ. As for the choice of λ, it will be thoroughly discussed in the next section.
Regarding the implementation issues of the arctangent function in (14) , many researchers have suggested the CORDIC-related algorithms [1, 27] , which is far more complex than the limiter that we replace with.
The CIR estimator remains the same as described in (17) without modifying. When the Zadoff-Chu sequences [28, 29] with constant amplitudes are used for training symbols, (17) can be further simplified toĥ
The facts that U H X U X ¼ I N and F H v F v ¼ NI N , with I N denoting an identity matrix, have been used for the CIR estimator of (21) .
Notice that the proposed SLC-CFO as well as the original LC-CFO is in fact the joint estimation of CFO and CIR. The CIR information is hidden in the CFO-free, noise-free received signal vector y such that y ¼ 1 ffiffiffi
In each of the iterative round of (18) as well as (13), the temporary CIR estimate is implicitly evaluated. The reason why we do not explicitly show CIR in both the SLC-CFO and the LC-CFO is that we focus on the simplification of the iterative CFO estimator instead of the CIR estimator. The transient behavior of CIR estimates is of no importance. Only the final (or steady-state) CIR estimate is inspected using (21) in our simulations.
Simulation results and discussions
We evaluate the OFDM systems with the number of subcarriers N = 64. The CIR of length 9 is defined as h n , n = 0, 1, ⋯, 8. Both a static and a Rayleigh fading channels are considered. The two simulated channel models have the same power delay profile of E{|h n | 2 } = ae
, where E{⋅} denotes mathematical expectation, a is for power normalization to unity and n = 0, 1, ⋯, 8. All the simulated results are averaged over 2000 runs for the static channel and 20000 runs for the Rayleigh fading The static channel is first used to demonstrate the merits of SLC-CFO over LC-CFO and explore the properties of convergence speed and the estimator MSE. Figure 2 shows the learning curves of CFO estimators for LC-CFO and SLC-CFO at various CFO values. The threshold value of λ is set 0.5 for SCL-CFO. The results show us that the larger the CFO values, the slower the convergence speed as expected since more iterations are required for approaching the estimated CFO values. Also notice that SLC-CFO represents slightly faster convergence speed especially at larger CFO than LC-CFO. More details are unveiled in Figs. 3 and 4 for SLC-CFO at various threshold values and different CFOs. For δ = 0.2, SLC-CFO and LC-CFO have the same convergence speed when λ is greater than or equal to 1, shown in Fig. 3 . For a larger CFO of δ = 0.5, SLC-CFO shows faster convergence than LC-CFO when λ is slightly greater than 1 as shown in Fig. 4 . These results demonstrate that the larger the threshold value of λ, the faster the convergence speed, which is obvious for large CFO values. to [17] . We can observe that the curves of SLC-CFO and LC-CFO are tightly close at medium-to-high SNR values. At low SNR, choosing large λ, e.g., λ = 10 or 50, results in worse MSE performance than LC-CFO. A smaller threshold value of λ, e.g., λ = 1, presents better MSE performance than LC-CFO. The property is much more obvious in CFO estimator MSE than in CIR estimator MSE. The reason that the large λ brings about the large MSE value especially at low SNR is quite apparent that a fast tracking estimator will follow closely to the random noise in a noise-dominant environment, greatly degrading estimation accuracy.
Simulations for the channel with frequency-selective Rayleigh fading are shown in Figs. 9 and 10. We observe that λ = 1 has the best performance among others, and λ = 50 presents the worst case. With proper choice of λ, all simulations show that the low-complexity SLC-CFO presents fast convergence speed and low MSE performance.
After several more simulations are conducted, we conclude that the best choice of λ with both faster convergence speed and lower MSE than LC-CFO is somewhere between 1 and 3. The number of iterations required for convergence is around 20 for CFO up to 0.5. When the value of λ chosen is several tens, the convergence rate may be faster. However, its MSE will depart from the CRLB when the signal-to-noise ratio (SNR) is lower than 20 dB.
Finally, we will compare SLC-CFO with the existing method proposed by Salim et al. [21] because the Salim's method is one of the most competing methods. In [21] , a joint estimation of channel, phase noise, and frequency offset is considered. To make fair comparisons, no phase noise resulting from the instability of local oscillators is assumed, and the initial value of the CFO estimate is set zero. In Fig. 11 , the learning curves of SLC-CFO and Salim are plotted for δ ¼ 0:2 and 0.5 at SNR = 20 dB. The same static channel as adopted in the previous simulations is used. The results show that SLC-CFO has faster convergence rate and lower steady state MSEs, 
Conclusions
High accuracy for CFO estimation is essential for OFDM systems. Low complexity is one of the critical issues considered for implementation. We have proposed a low-complexity SLC-CFO algorithm adapted from LC-CFO with high accuracy. N − 1 simple limiters are adopted for each iteration instead of N − 1 arctangent functions used in LC-CFO. The computational complexity is thus reduced. By proper choice of a parameter for the limiters, not only the MSE values of the both CFO and CIR estimators at medium-tohigh SNR values maintain the same as those of LC-CFO, but the convergence speed and the MSE values at low SNR values can also be improved. A static channel and a Rayleigh fading one are employed for demonstrating those properties. In brief, without sacrificing the estimator performances, a new efficient algorithm is proposed.
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