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Abstract 
In the production of perishable goods, particular stress is often given to performance indicators 
generally less critical in such manufacturing settings as metal-cutting, or mechanical/electronic 
assembly. For instance, in food or biochemical productions, a prominent interest of the producer 
is to reduce the time from distribution to the so-called best-before end. A scheduling prob- 
lem with a goal of this sort is here addressed. The decision variables considered are launching 
and completion times of parts in a production line with critical aspects in the initial and/or 
final stages. The basic problem is to find an assignment of a maximum number of products to 
launching and completion times, so that no two products are assigned the same launching or 
completion time: feasible solutions have therefore the form of three-dimensional matchings. The 
problem is studied under two independent respects, assuming either (i) the relative perishability 
of products or (ii) the feasibility of launching/completion time pairs not affected by the inter- 
mediate transformation stage. We show that the problem is NP-Complete, even under such a 
ranking assumption as (i), whereas is in P under assumption (ii). Polynomial-time algorithms 
are also proposed to solve other optimization versions of the problem (in two cases, based on 
the identification of a matroid structure). 0 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
In general, a commodity is said to be perishable if some of its characteristics are 
subject to deterioration with respect to customer/producer requirements. Nahmias [6] 
considers two classifications of perishability: jixed lifetime and random l$etime. In 
the former case, units may be retained in stock for some fixed time after which they 
must be discarded; in the latter, items are discarded when they spoil, and the time to 
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spoilage is uncertain. In this paper we are concerned with the former category, which 
includes those cases where the lifetime is known a priori to be a specified number of 
periods or a length of time independent of all other parameters of the system. 
It is commonly recognized that managing perishability may represent a remarkable 
problem in production and service systems. Let us list some examples. 
The perishability issue arises naturally in many biochemical and food industries. 
The interest among researchers in this field has been sparked primarily by problems of 
blood bank management, and dates back to the pioneering work of Millard [5]. Since 
the erythrocyte degradation makes plasma unsuitable to transfusion after about 3 weeks 
from withdrawal, there are severe conditions on storage and distribution policies, and 
particular care has to be taken in order to limit waste and costs. 
In food industries, and in particular in processes requiring maturation, the fresh ma- 
terials to be transformed (e.g., meat, milk, vegetables, etc.) can be stored up to precise 
time limits after which the maturation process must necessarily begin. The duration 
of this process, instead, may generally exceed by relatively long time the minimum 
required. Once this period is over, the product is packed and preparation/expiry dates 
(differing from each other by a fixed interval) are printed onto the package. Limiting 
both the duration of the initial storage and the time distance between preparation date 
and trading is then one major interest of the producer. 
There are also cases in which the perishability issue is not as evident. For instance, 
in metallurgical industries certain transformation steps are executed at high temperature, 
and material cooling is a form of perishing (see [2]). In publishing trade, the delivery 
of newspapers to commuters is subject to severe time constraints. Here, the newspa- 
pers behave as perishable products with fixed lifetime, as highlighted in [4], where 
the authors also propose a classification of perishability according to manufacturer or 
customer requirements. 
On the other hand, despite the wide variety of practical situations where perishing 
may occur, the literature on perishability managing is not particularly rich. 
To the authors’ knowledge, the last review on Perishable Inventory Theory dates 
back to the work of Nahmias, 1982 [6]. In his paper both deterministic and stochastic 
demand for single and multiple products are considered. The problem is to determine 
optimal or suboptimal ordering policies for both fixed life perishable inventory, and 
inventory subject to continuous decay. The problem is analyzed in the framework of 
inventory theory, with a classical modelling approach to holding and set-up costs. 
Problems arising from fixed life perishability with deterministic demand turn out to be 
easily solvable in this context. 
Nahmias’ analysis completely neglects production issues, whereas, in practice, prod- 
uct decay often occurs also in some particular stages of the production process. This 
decay depends on the product, on the production step and on the specific features 
of the storing devices employed within the process. In these cases, finding adequate 
scheduling policies is critical for reducing the losses and costs due to perishing. 
An interesting example of this situation is provided by Starbird [8], who analyzes 
a scheduling problem occurring in an apple-packing plant operating in the State of 
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New York, USA. Fresh apples are stored in controlled-atmosphere storage facilities 
to slow the deterioration rate and expand the time over which the product can be 
sold. There are three different types of facilities which guarantee different degrees of 
preservation. Perishability of apples depends also on the variety but, in general, the 
longer the apples are exposed to the atmosphere, the lower the apple quality. Since 
the magazine loading sequence affects the exposition time, finding a suitable input 
sequencing is a critical decision. Moreover, the apples must be packed as soon as 
storage facilities are opened, so decisions are also to be made about the package 
completion times. 
Another example in which scheduling issues are critical arises in the context of 
steelmaking. High grade steelmaking plants produce different qualities of material for 
different subsequent plants (forges, rolling mills, etc.) which may not process the jobs 
in the same output sequence (see for example [2]). Now, a steelmaking plant can in 
principle use intermediate stockyards to stock the cast steel before further treatment. 
However, to be treated the steel needs reheating, and some qualities should not cool 
down at all: the first practice involves high costs, the reduction of which is therefore 
a primary goal, the second requirement imposes perishing restrictions. In conclusion, 
one has the problem of scheduling highly perishable products under severe temperature 
(and therefore time) constraints. We remark that perishing can induce restrictions only 
at some critical production stages. For example, in steel forging parts alternate forging 
operations, where they must be kept within precise temperature ranges, and heating 
operations, in which these constraints are less critical. 
Aim of this paper is to focus on the mathematical aspects of some scheduling prob- 
lems in the production of perishable goods. As observed above, in these models both 
inventory and scheduling aspects have to be accounted for, which, in our opinion, is a 
problem that has not been adequately addressed in the literature on operations research. 
As a matter of fact, the perishability issue is approached in various ways, but most 
of the scheduling models adopted for this kind of productions typically suffer from 
lack of information. For instance, an approximation often introduced when scheduling 
perishable goods with high decay rate is the introduction of tight no-wait constraints 
(see for example [7]). 
In production scheduling many different objectives can be pursued, in general con- 
cerning the optimization of some resource usage. Depending on the specific application, 
typical performance indicators are workload, makespan, and due date related objective 
functions [9, 11. On the other hand, other performance indicators deserve high priority 
when the production scheduling has to account for material perishing. 
In this paper we will concentrate on a basic model consisting of a flow line in which 
perishability occurs in the initial and/or final stages. This kind of model reproduces 
the layout typical of such production lines as [S], with ‘unsafe’ magazines (where crit- 
ical scheduling decisions are made) separated by a storage (or maybe manufacturing) 
facility in which the phenomena originating decay are mantained under control, and 
for this reason rather scheduling-unsensitive. Among the performance indicators, one 
adequate is therefore the cost (particularly relevant in steelmaking) of controlling such 
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phenomena. Other relevant objectives are products lead times and, when appropriate, 
set up costs. However, the main goal is in most cases the minimization of the number 
of discarded items. 
The paper is organized as follows. In Section 2 we define a formal model of the 
system and identify two meaningful special cases. In Section 3 we address the mini- 
mization of the number of discarded items and formulate the corresponding scheduling 
problem as a three-dimensional matching: in one of the special cases we prove that the 
problem is NP-complete, in the other we give a characterization of optimal solutions 
which leads to a polynomial-time algorithm. We then define (Section 4) the cost of a 
schedule according to several performance indicators. These reflect costs due to per- 
ishability control, to in-process inventory, to delayed launching/completion, and fixed 
costs due to process set-up. For some of these cost figures the above characterization 
allows us to reduce the problem to a two-matroids intersection problem. 
2. Problem definition 
In this section we formally define the problem. Consider a production system in 
which perishability occurs in the initial and final stages. The process is sketched in 
Fig. 1, where II distinct products share limited capacity input/output devices. Buffering/ 
manufacturing intermediate phases are non-critical and can be thought as performed by 
a set of n distinct workstations (unlimited buffer/production capacity). 
Each product is available at time t= 0 and must be completed within a given due 
date d. Product i requires operations for a total processing time of p; units (the case 
of intermediate buffer corresponds to pi = 0 for each product i). 
The problem is to find an input/output scheduling of products in the system. Hence, 
the decision variables considered are launching and completion times of products. 
The feasible launching times S = (si <s2 d . <s,) and completion times C = (cq < 
$-_I < ... <cl), cl = d, form discrete finite sets (from now on, we assume w.1.o.g. 
q =r). For any product i the feasible sets of launching and completion times are of 
the form Si = (~1 ,sz,. . . ,s,} C S, Ci = (~1, ~2,. . . , cq,} C c. A pair (sh,ck) of feasible 
launching-completion times is in turn feasible for product i if ck - sh 3 pi. The depen- 
dance on i of the feasible sets Si, Ci reflects the fact that product i deteriorates when 
stored for more than sIZ (than d - I+,) time units before (after) the input (the output) 
stage. 
Fig. 1. Process layout. 
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Hence, the problem boils down to finding an assignment of a maximum number of 
products to launching times Sh and completion times Ck, so that no two products are 
assigned the same launching/completion times. This problem, referred from now on to 
as perishable production scheduling, (PPS) is therefore a particular three-dimensional 
matching. 
In real-world applications, perishable goods production often presents peculiarities 
which can be accounted for by particular restrictions. Among others, the following are 
of interest (see e.g. [S]): 
Hl. Perishability depends only on product type: if product i is more perishable than 
product j, then the maximum storing time allowed to i is less than or equal to the 
one allowed to j in both the input and the output magazine, i.e. r, <r, + qi <qj 
and qi<qj+ri<rj, i,j= l,..., n. 
H2. For any feasible launching time, product i can be completed within any feasible 
completion time, i.e. cq, -s,; > pj, i = 1,. . ,n. 
In the following we first address the problem of scheduling a maximum number 
of products, which corresponds to finding a three-dimensional matching of maximum 
size. Complexity results about this problem will be then given with reference to both 
assumptions HI and H2. We will show that, as many variants of three-dimensional 
matching, also PPS is NP-Complete; what is somewhat surprising is that this negative 
result still holds under such a ranking assumption as HI ; on the other hand, under 
assumption H2 the problem turns out to be polynomially solvable. 
3. Scheduling as many products as possible 
This section is devoted to the problem of assigning launching and completion times 
to a maximum sized set of products, i.e., as explained in Section 2, of finding a 
three-dimensional matching T of maximum size m. In the following we will let J = { 1, 
2,. . , n} be the set of products. With each product i E J we associate an Y x r matrix 
Ai with elements in (0, l}, such that uik = 1 if and only if (Sh,Ck), with sh E Si and 
ck E Ci, is a feasible launching-completion pair. In view of the application, matrix A’ 
enjoys particular properties. 
Remark 3.1. By definition of feasible launching-completion pairs, uik = 1 =+ L$,,~, = 1, 
for 1 dibr, h’<h, k’<k. 
Remark 3.2. Under assumption H2 the non-zero entries of A’ form a rectangular sub- 
matrix, for 1 <i <II. 
We will make use of the following definition. 
Definition 3.3. Let A EIR”~” and B~lRp~q, with p < m, q <n. Then A dominates B 
if aijBb[i for 1 <i<p, 1 <j<q. 
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Remark 3.4. Under assumption Hl+H2 the products can be sorted according to in- 
creasing perishability. As a consequence A’ dominates Aj whenever i < j. 
The collection {A’, 1 <i <n} defines a three-dimensional n x r x r matrix C. A fea- 
sible solution of PPS is a set T of non-zero entries of C such that no two of them 
have a common index. Such entries are from now on referred to as disjoint. We say 
that T covers I C_ J iff each product in I is contained in a triple of T. In order to 
illustrate the structure of the matrices A’ under H2, let us introduce an example. 
Example 3.5. Consider the production of a set J = {a, b, c, d, e, f, g} of distinct perish- 
able products. Processing time for each product equals zero, therefore assumption H2 is 
verified. The feasible launching and completion time for each product are the following: 
&={a,.Q}, G={c,,...,c7}, 
~b={s1,...,~4}, G={c,,...,c3}, 
&={~1>...,~6}, ~c={~l,...,c4}, 
sd = {sl}, cd = {cI,cZ}, 
&={~1,...,~7), G = {Cl 1, 
~f={sl>...,s3}, Cf ={c1,...,c4}, 
s, = {SI,S2}, cg = {Cl,C2}. 
The corresponding matrices A’ are shown in Fig. 2, where the bold entries individuate 
a feasible solution: 
3.1. The complexity of PPS 
In the following, we show that PPS is NP-Complete even under assumption Hl. 
The proof is by reduction from Numerical Three-dimensional Matching (N3DM). An 
instance of N3DM consists of disjoint sets FV,X, Y, each containing n elements, a 
size zj E Z+ for each element j E W UX U Y, and a bound b c Z+. The problem is to 
partition W Ux U Y into n disjoint triples Ut, Uz,. . . , U,, such that each Ui contains 
exactly one element from each of W,X, and Y and such that, for 1 d i<n, 
This problem is NP-Complete in the strong sense [3]. 
As usual in the proofs of NP-completeness, we restate PPS in recognition form. 
An instance of PPSR consists of a set of n products J = { 1,2,. . . , n}, an ordered 
set of launching times S= (st <s2 d . . . Gs,.), an ordered set of completion times 
C=(ct>c23 ..’ a~,.), and a bound mdn. For each product i is given a process- 
ing time pi, a maximum starting time sri ES and a minimum completion time cq, E C. 
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Fig. 2. Feasible launching-completion pairs for Example 3.5 
The problem is to assign launching times sh, ,shz, . . , sh,, and Completion times ck, , 
c,+. ,..., Ck,tomproductsZ={it,i2 ,..., i,}SOthat:(i)fOri=tjEI,Sh,~S,,andCk,~Cy,; 
(ii) for i = ij E 1, sh, f pi < ck, ; (iii) no two products in 1 share the same launching/ 
completion time. 
Theorem 3.6. N3DM polynomially reduces to PPSR. 
Proof. We will show that for every instance of N3DM we can compute an instance 
of PPSR such that the former instance has a yes answer if and only if the latter 
instance has a yes answer. First, let us observe that an instance of N3DM has a yes 
answer only if Cjcr,ruxur , - z’ nb. If this is the case, condition (1) can be replaced 
byC. , ,Eu zj G 6, for 1 <i dn. Given an instance (W,X, Y, {zj}. b) of N3DM, construct 
an instance (J, S, C, {pi}, m) of PPSR as follows. A bijection 4 : Y +J associates an 
i E J with every y E Y. The processing time of i = 4(y) is by definition pi = z+ I(~). 
Any i E J is also associated with a feasible set of launching (of completion) times, 
defined as S,=S=={SEZ+: S=Z,,WE W} (as Ci=C={cEZ+: c=b -z,,xEX}). 
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Notice that any launching time in S - and any completion time in C - is feasible for 
any product. Set finally m = n. 
Saying that (J,S, C, {pi}, m) has a yes (a no) answer means that one can (cannot) 
univoquely associate a pair (sh,, ck,) E S x C with every product i E J so that 
sh, +  pi 6ck,, (2) 
and Sk, #Sk,, ck, # ck,, for i # j. But this is true if and only if (W,X, Y, {zj}, b) does 
(does not) admit n disjoint triples { Ui, . . . , Un} such that xjEU, zj <b, 1 <i<n: in fact, 
if (J,S, C, {pi},m) admits a solution, by setting Ui = (i,hi,ki) one gets cjE,, Zj =sh, 
+ pi + b - ck, <b (the inequality follows from (2)). To prove the converse is straight- 
forward. 0 
Note that PPSR is NP-Complete even if all the products share the same set of feasible 
launching and completion times. This circumstance has an interesting interpretation in 
terms of the restrictions occurring in practical cases. 
Remark 3.7. The proof of Theorem 3.6 constructs an instance of PPSR verifying Hl. 
In fact, since Si = S and Ci = C for any i E J, the corresponding products have all 
the same perishability. Notice also that, though such an instance does not fulfill H2, 
Remark 3.4 holds, since the element of Y (and therefore those of J) can be sorted 
according to non-decreasing sizes. 
3.2. A polynomial-time algorithm for case H2 
From now on we define maximum a set of products covered by a maximum sized 
set of disjoint non-zero entries in C, and let m denote such a size. For any i E J, 
let ri (let qi) denote the number of rows (columns) with a non-zero element in A’. 
Let r=(yj ,,..., rj,) and q=(qi! )...) qi,) be two n-dimensional vectors, ordered by non- 
decreasing components. For any set Z G J, denote as rI, qz the III-dimensional vectors 
obtained by deleting the components of r, q corresponding to products not in I. Denote 
also as C(1) the 111 x r x r matrix obtained by deleting the entries aik of C such that 
i $I. 
Finally, indicate as 
(i) DeZik(C) the (n - 1) x (Y - 1) x (r - 1) matrix obtained by deleting A’ from C, 
and by erasing the hth row and the kth column from Aj, Vj # i; 
(ii) Del’(C) the (n - 1) x r x r matrix obtained by deleting A’ from C. 
Theorem 3.8. Let Z C J be a set of products, and assume that C(Z) admits 111 disjoint 
non-zero entries. Then, t-1 and qI dominate (1,2,. . . , IZl). 
Proof. Let the triples (il, hl, kl), (ix, hz, kz), . . . , (ilrl, hill, klr() individuate disjoint non- 
zero elements of C(Z), with (i,., h,, k,) corresponding to product i,, r = 1,. . . ,111. Being 
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these elements disjoint, the vector (hi,h2 , . . . , Q) (sorted by non-decreasing values) 
dominates (1,2,. . . , IZl). Since h,<qi,, I’= l,...,/Z[, the thesis follows. 0 
Theorem 3.9. If r and q dominate (1,2,. . , i) for some positive id min{n,r}, then 
C admits i disjoint non-zero entries. 
Proof. By induction on i. The theorem is trivial for i = 1. Suppose it true for i <k ~ 1, 
let US prove that it holds for i = k. Assume first rj, < qi, . Assign to product ,j = j, E J 
launching time s,., and completion time cq,, i.e. select the entry of C corresponding 
to indexes j, rj, q,. Let C’ = DeZL,,,( C), and denote as Y’ and q’ the corresponding 
(k - 1)-dimensional vectors. Observe that Y’ is obtained by suppressing the first com- 
ponent of Y and by subtracting 1 to all the other components; similarly, q’ is obtained 
by suppressing the component corresponding to product j from q, and by subtracting 
1 to all the components of q with value greater or equal to qj. Since by assumption 
Y and q dominate (1,2,. . . , k), r’ and q’ dominate (1,2,. . . , (k - 1)). Thus, by induc- 
tive hypothesis, C admits (k - 1) disjoint non-zero entries. As these (k - 1) entries 
and (j,~j,qj) are disjoint, the thesis follows. The case Yj, >, q;, is proved through a 
symmetrical argument, by exchanging the role of rows and columns. 0 
Theorem 3.9 suggests an algorithm for computing a maximum product set. To this 
aim, it is sufficient to check whether, for increasing values of k, r and q dominate 
(1,2,. , k) or not. Call k the smallest value of k such that, say, Y does not dominate 
( 1,2,. . . , i). Let f E J be the set of products corresponding to the first it element of 
r. Theorem 3.9 states that C(J) admits less than i disjoint non-zero entries. At the 
same time, the minimality of i and Theorem 3.8 state that C(f) admits k ~ 1 disjoint 
non-zero entries. In order to find a maximum product set, we must then delete at least 
one element i E 7 so that Del’(C) admits as many disjoint non-zero entries as C. The 
following theorem shows how to select such an element i. 
Theorem 3.10. Let k be the smallest value of k such that r (such that q) does 
not dominate (1,2,. ., I;). Then there exists a maximum set J* not containing the 
element of I with smallest qi (with smallest r;). 
Proof. Assume first that Y does not dominate (1,2,. . , i). Let i E 7 be such that q1 <qi, 
Vj E I, and consider a maximum set j = {ji, j,, . . , jm}, ordered by non-decreasing 
values of j,, containing element i in the pth position (i.e. i = j,). If such a set does 
not exist, then the theorem is proved. Otherwise, by Theorem 3.8, ~j and qJ dominate 
(1,2 ,..., 131). Let h#i b e an element of 7 - j (then, by construction, qh 2 qi) and 
consider the new set J” = j - {i} U {h}. By construction of i and h, qJ* dominates qJ, 
thus qJ* dominates (1,2,. , (J* I). It remains to prove that UJ. = (Vi,, . . , rh,. , ri,,,) still 
dominates ( 1,2,. , (J* I). In fact, {rj, , ,Yj,,Q} & {rl,. .,ri} = Q; moreover, as k is 
minimal, any i - 1 elements taken from Q can be ordered in a vector so to dominate 
{ 1,. , % - 1 }. Then, applying Theorem 3.8 to J*, the thesis follows. The case in 
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which q does not dominate (1,2,. . . , it) is proved through a symmetrical argument, by 
exchanging the role of rows and columns. 0 
A maximum set J* is then obtained from J by repeatedly eliminating the element 
i individuated by Theorem 3.10. To get the set T* of disjoint non-zero entries of C 
one can in turn operate as follows: 
Remark 3.11. Once obtained a maximum set J*, a feasible solution of PPS is com- 
puted by picking the triples (j, h, k) such that j E J* and h (resp., k) is the position in 
rJ* (resp., in qJ*) of the component corresponding to j. 
Let us evaluate the complexity of this computation. 
Theorem 3.12. Under H2, a solution of PPS can be found in O(n log(n)) time. 
Proof. We compute a solution by repeatedly applying Theorem 3.10. Computing and 
sorting vectors Y and q requires O(n log(n)) time. An iteration of the algorithm consists 
of scanning vector Y (vector q) and either (i) removing from j the product selected 
by Theorem 3.10, or (ii) adding to j the next element of r. In order to meet the 
time bound, we construct a vector 4 (a vector F) as follows: for each i E I, store the 
corresponding qi (Ye) into 4 (F), mantaining it in non-decreasing order. Insertions can 
be performed in O(log(n)) time, whereas removing an element from f requires constant 
time. Since the algorithm needs n iterations, the thesis follows. 0 
Let us now apply this procedure to compute an optimal solution of PPS on the 
example 3.5. In the first step vectors r and q are built and sorted in nondecreasing 
order: 
r=(rd,rarrg, f9 b, r r r,,r,)=(1,2,2,3,4,6,7) 
q=(qe,qg,qd,qb,qc,qf,qa)=(1,2,2,3,4,4,7). 
Here i = 3, and f = {d, a, g}, since Y does not dominate (1,2,3). Among the elements 
of r one with smallest qi is i = g. This element is then suppressed from J, and the 
corresponding components r4 and qg are removed from r and q respectively. The 
resulting vectors are: 
r’=(rd,r,,rf,rb,r,,r,)=(1,2,3,4,6,7) 
q’=(qe,qd,qb,qc,q.f,qa)=(1,2,3,4,4,7). 
At this iteration we have k = 5 and 7 = {e, d, 6, c, f }, as q does not dominate ( 1,2,3, 
4,5). The element i EJ with smallest ri is now i = d. After eliminating this element 
one gets the maximum set J* = {a, b, c, e, f }. We have: 
y 
I, 
=f’J* =(~~,rf,rb,r,,r,)=(2,3,4,6,7) 
q”=qJ* =(qe,qb,qc,qf,qa)=(1,3,4,4,7). 
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Since element a appears as first in rJ* and fifth in qJ*, we select triple (a, 1,5) in C. 
The complete set of disjoint entries of matrix C, shown in Figure 2, is: 
T* = {(a, 1,5), (6,3,2), (c,4,3), (~5, l), (f>2>4)). 
4. Three optimization problems 
In Section 3.2 we described how to evaluate, in a particular case, the system ca- 
pacity in terms of the maximum number of items that can be produced in a given 
time interval. This amounts to reduce the waste due to perishing as long as possi- 
ble, which is often a primary objective (see e.g. [2]). Of course, production schedul- 
ing generally affects other performance indicators, such as production efficiency and 
costs (for instance, Dorn and Shams [2] stress job flow-times minimization). In our 
terminology, it makes then sense considering the problem of finding a set T of dis- 
joint non-zero entries of C of maximum size m such that some production costs are 
minimized. 
In practice, production costs are formed by several contributions. Some of these de- 
pend on the schedule adopted (e.g., through the individual launching and completion 
times of products); others are due to process set-up, and depend only on the par- 
ticular process activated. As for the contribution of the first type, we consider three 
different scenarios, according to production costs dominated (a) by perishing, (b) by 
launching/completion delays, (c) by lead times. The first scenario corresponds to cases 
in which costs are basically driven by quality decay occurring before the input and/or 
after the output device [8]; the last occurs when a high cost is incurred to mantain the 
quality standard required in the intermediate stage of production [2]. In order to model 
these situations, we introduce suitable penalty functions rr,~, respectively, defined on 
{s,, . ,sT}, {cl,. ,c,.}. Th e se u costs are, on the other hand, described by additional t- p 
terms o(i), i EJ. Thus, we express the cost of a solution T as the sum of two terms 
.f‘cn = c (4&l) + X(Ck)) + c o(i). (3) 
itJ* (i.sh,q)ET iEJ’ 
Cases (a), (b), (c), respectively, correspond to the following assumptions on penalties 
(T and x. 
Case (a). Both penalties B(s~),x(c~) are monotonically non decreasing with h, k; 
Case (b). Penalty X(Q) is monotonically non increasing with k, whereas I is 
monotonically non-decreasing with h; 
Case (c). Both penalties G(.s~), X(Q) are monotonically non increasing. 
In the sequel, we show how to solve cases (a), (b), (c) in polynomial time under H2, 
or Hl+H2 (observe that under Hl+H2 an instance of PPS is completely defined by 
the two-dimensional matrix A = c,,, A’ = {ahk}iGhGY,lskdr: the products can in fact 
be sorted so that, if ahk = b, then pair (sh. ck) is feasible for any product j = 1,. . , b). 
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4.1. Case (a) 
Let T be a solution of PPS of size m containing an element aik with h or k (or 
both) greater than m. Then, by H2 and Remark 3.1 there exists a solution F covering 
product i and containing no elements aik with h or k greater than m. Hence, any set 
of m products covered by some solution is also covered by F. On the other hand, in 
Case (a), 7 is optimal with respect to the first term of f(T), and under H2, can be 
obtained in O(n log(n)) time by an algorithm based on Theorem 3.12. We can therefore 
conclude with the following theorem. 
Theorem 4.1. In Case (a), under H2, f(T) is separable. Moreover, PPS can be 
solved in O(nlog(n)) time whenever w(i) = 0 ‘di E J. 
Let us now prove that the problem of minimizing set-up costs can be formulated as a 
two matroid intersection problem. A matroid M = (E, 9) is an ordered pair consisting 
of a finite ground set E and a nonempty family 9 of so-called independent subsets of 
E which satisfy the following axioms: 
Ml. AEF-, BcA+BE~-, 
M2. A,BEF, IAI=1B1+1+3eEA-B such that BU{e}EF. 
An independent set of maximum cardinality is called a basis. 
Assuming J as the ground set, we can prove the following results. 
Proposition 4.2. Define 3q as the family of the subsets I = {il,. . . , illI} C J such that 
CC,, . . . , ri,,, ) dominates (1,. . . , III). The pair (J,5$) is a matroid. 
Proposition 4.3. Define 9r as the family of the subsets I = {il,. . . ,iltl} C J such that 
(qi,, . . , q$,,, ) dominates (1,. . . , III). The pair (J,Xr) is a matroid. 
Proof. For any vector v, indicate as v(s, t) the sub-vector of v corresponding to the 
components ai, with s<i<t. 
Axiom Ml is trivially satisfied. To prove the exchange axiom M2, let X, Y be in- 
dependent sets such that I Y I = 1x1 + 1, and let j E Y - X be such that qj aqi for any 
iEY-X. We show that Z=XU{j} is an independent set. Suppose that qj occupies 
the kth position of qy, and denote as h its position in qz. Observe that h <k, since q 
and its sub-vectors are ranked by non-decreasing components, and hence any element 1 
of Y with qt >qj also belongs to X. This implies that qz(h, I Yl) dominates (h, . . . , I Yl). 
Recalling that QX( 1, h - 1) dominates (1,. . . , h - 1) the thesis follows. 0 
The characterization of optimal solutions provided by Theorems 3.8, 3.9 can be 
applied to obtain the following interesting result. 
Proposition 4.4. Under H2, any maximum weight solution T of PPS- Case (a) 
biunivoquely corresponds to a maximum weight independent of both I,. and 14. 
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Proof. Trivially follows from the above propositions, and from Theorems 3.8, 3.9. ??
The above result ensures that, under H2, Case (a) can efficiently be solved by 
matching tecniques [IO]. Under Hl fH2, this version of the problem can even be 
solved more efficiently. As far as the first term of f(T) is concerned, we have in fact 
the following: 
Theorem 4.5. Under Hl+H2, Case (a) can be solved in linear time whenever w(i) = 0 
for any i E J. 
Proof. If m is the maximum size of a solution, then one such solution is individuated, 
in matrix A, by {all,a22,... ,amm}. Indeed, the assertion is true for m = 1. Suppose that 
the first i - 1 elements of an optimum solution are (at 1, a22,. , a,_l.i_l ), 1 <i dm, 
and, by contradiction, that aii = 0. Let aik be the non-zero element of A’ with maximum 
h + k, which is unique by Remark 3.2. Then, by Hl+HZ, either h = i - 1 or k = i - 1. 
Since by assumption there exists a solution containing product i, there also exists an 
element 1 <j <i - 1 that covers a row or column with index greater or equal to i, i.e., 
a/,,= 1 for p>i or q >i. But then A’ would not dominate AJ, contradicting Hl+H2. 
In order to compute m, first set m = 0, then simply scan the diagonal of A from arm 
down to all: if at the ith step m is strictly less than ai,, then increase m by 1. This 
can clearly be carried out in linear time. 0 
Minimizing the second term of f(r) can then be done by a greedy algorithm, as 
implied by the following proposition. 
Proposition 4.6. Consider the family 4 of all subsets I of J covered by {al 1, a22, . . . , 
amm}. Then, (J,.Y) is a matroid. In particular, (J,4) is a untform matroid oj 
rank m [lo]. 
4.2. Cases (b) and (c) 
We show that, under assumption Hl+H2, Case (c) can be solved in polynomial 
time whenever o(i) = 0 for any i E J. The following theorem holds: 
Theorem 4.7. Assume that both Hl and H2 hold. Let m be the maximum size of’ a 
solution in A, and aik be a non-zero element of A’ with maximum h •t k, for i E J. 
Let also A’ dominate’ Aj for i > j. Then, there exists an optimal solution of Case (c) 
containing (n, h,, k,). 
Proof. It is sufficient to prove that for any feasible solution r not containing (n, h,, k,) 
there exists a feasible solution T* containing (n,h,, k,,) and such that f(T*)<f( r). 
Let T = {(it, 11, PI),. . . , CL, I,,,, pm>}, and set f = 7 - {(i,, I,, pm>> U {(n,h,,k,)). If p 
is feasible, then the theorem is proved, since, as A” dominates A’, h, + k,, 3 I, + pm. 
Otherwise, p contains element(s) sharing a row or (and) a column with {(n, h,, k,)}. 
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W.l.o.g., let (i,Z,k,), (j,h,,p)EF. Set then T*=p-{(i,Z,k,), (j,h,,p)}U{(i,Z,pm), 
(j, I,, p)}. T* is clearly feasible; moreover, f(T*) = f(F), as T* and F cover the 
same set of rows and columns of A. 0 
An immediate consequence of Theorem 4.7 is a polynomial algorithm to solve Case 
(c) under Hl+H2. The algorithm recursively selects a product i such that A’ domi- 
nates Aj for j E J, adds (i, h,, km) to the current solution, and updates matrix C to 
Delim,kJC). This algorithm runs in linear time whenever the problem input is given 
as a string of triples (i, sr,, cq, ), i E J. 
Notice that solving Case (b) reduces to apply the above algorithm to the n x m x Y 
matrix obtained from C deleting the last (Y - m) rows. The worst-case complexity of 
Case (b) algorithm is of course the same as Case (c). 
5. Conclusions 
A three-dimensional matching model for scheduling perishable goods has been in- 
vestigated under two assumptions, namely that the intermediate transformation stage 
does not affect: (Hl) the relative perishability of products, and (H2) the feasibility of 
launching-completion time pairs. We showed that maximizing the system productivity 
is NP-Complete under HI, and can be solved in polynomial time under H2. Weighted 
versions of this problem have also been considered, according to several distinct per- 
formance indicators. Future research will concern the problem where each product has 
its own release and due date. The complexity of this problem under assumption H2 
is open: however, when maximizing the number of scheduled products, the algorithm 
devised in Section 3 provides an upper bound to the optimal solution. A further re- 
search direction is to detect special meaningful cases that are polynomially solvable 
under assumptions less restrictive than H2. 
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