Abstract. Abduction is the process of explaining a given query with respect to some background knowledge. For instance, p is an explanation for the query q given the knowledge p → q. This problem is well-known to have many applications, in particular in Artificial Intelligence, and has been widely studied from both an AI and a complexity-theoretic point of view.
1. Introduction. Abduction is a fundamental mode of reasoning which consists in searching for an explanation, or plausible cause, of a given observed manifestation and given some background knowledge base. For instance, given the knowledge base p → q, the fact p is an explanation for the observation q, which means that p may have caused q. Viewing abduction as an inference problem, the conclusion p can be inferred from p → q and q; q is usually called the query, since it is the varying part of the input of the problem, while the background knowledge base is intended to be more persistent, as a description of how the universe behaves. Finally, an abduction problem is usually constrained by a set of hypotheses from which the explanations must be taken; in our framework as in many others, the set of hypotheses will be given in intension by a set of abducible variables upon which the explanations will have to be formed.
Note that the abduction process is nonmonotonic, i.e., logically strengthening (or weakening) the knowledge base may rule out or add some solutions of the problem. It is also not truth-preserving, in the sense that observing some query and inferring some explanation for it does not guarantee that the explanation did indeed occur.
From an Artificial Intelligence point of view, abduction has many applications. The most natural one is medical diagnosis (see, e.g., [5, §6] ), where a physician aims to identify a patient's disease from some observed symptoms: here the query models the symptoms, the knowledge base describes the relations between diseases and symptoms, and finally, the abducible variables are those which model diseases (since we do not want to explain a symptom by another symptom). In the same vein, system diagnosis [6, 27] , where one wants to discover the faulty components of a system that does not behave as desired (e.g., an electronic device), can be modelled as an abduction problem. Another application is configuration [1] , and still another one is text interpretation [16] . Abduction has also been studied with temporal knowledge bases [4] . Closer to the reasoning processes themselves, abduction is a fundamental part of the CMS/ATMS [24] , and it has many relations with default reasoning [26] .
From a complexity-theoretic point of view, abduction is in general very hard, since in its full generality propositional abduction as a decision problem is Σ P 2 -complete; that is to say, it is at the second level of the polynomial hierarchy. However many restrictions on the syntactic form of the knowledge base have been identified that make the problem easier, even polynomial for some of them: 2CNF and monotone knowledge bases (see, e.g., [20] ), definite Horn CNF [26, 11] and affine [28] bases, CNF bases with unit-refutable pseudo-completion [14] or with bounded kernel width [10] , Horn bases given by their characteristic models [19] and some classes of DNF bases [28] . Among those restrictions some impose local properties to the knowledge bases, such as being in definite Horn CNF, and some impose global properties, such as being in Hornrenamable DNF or having a unit-refutable pseudo-completion.
Our work takes place in the framework of propositional classes of formulas defined by local properties. More precisely, we investigate the computational complexity of propositional abduction in Schaefer's framework. This now famous framework consists in considering propositional formulas in generalized conjunctive form. These formulas are conjunctions of constraints built over a fixed finite set L of Boolean relations. In his seminal paper [25] , Schaefer studied the computational complexity of the satisfiability problem in this setting, sat(L), and established a dichotomy theorem which asserts that for each finite set of relations L, sat(L) is either NP-complete or in P. In a nutshell, Schaefer's dichotomy theorem asserts that there are exactly four (nontrivial) polynomial time cases of sat(L): every relation in L is bijunctive; every relation in L is Horn; every relation in L is dual Horn; every relation in L is affine. Moreover, this dichotomy is polynomial-time decidable, that is, there is a polynomial time algorithm that, given a finite set of Boolean relations L, decides whether sat(L) is NP-complete or in P.
Our main contribution is a trichotomy theorem for the computational complexity of propositional abduction (seen as a decision problem) in Schaefer's framework. We consider that hypotheses are the terms formed upon a given set of variables, and that queries are given by a single positive literal. In this framework, we prove that depending on the set of relations L the abduction problem is either polynomial or NP-complete or Σ P 2 -complete. More precisely, we show that the abduction problem with positive queries is: polynomial-time solvable if every relation in the language is bijunctive, affine, definite Horn, IHS-B− or IHS-B+ 1 ; otherwise, NP-complete if the language is Horn or dual Horn; and finally, Σ P 2 -complete in every other case. The first essential difference from Schaefer's dichotomy theorem is that, unlike the satisfiability problem, the abduction problem for Horn relations and for dual Horn relations need not to be in P. Instead, the abduction problem is in P for certain classes of Horn relations (namely definite Horn, IHS-B−) and for certain classes of dual Horn relations (namely IHS-B+), while it is NP-complete for all other classes of Horn relations and all other classes of dual Horn relations. Furthermore, the abduction problem is Σ P 2 -complete for every finite set of relations for which the satisfiability is NP-complete.
From this result we derive two additional trichotomy results by considering the variants of abduction in which the query to be explained is a negative literal, or an unrestricted (positive or negative) literal.
In order to obtain these results, on one hand we exhibit new tractable languages for abduction (namely, IHS-B− and IHS-B+ languages), and on the other hand we identify new minimal sets of relations that make abduction within a given language NP-or Σ P 2 -hard, in the sense that any language able to express these relations defines a hard problem.
In addition to these new results, we revisit known ones and unify all of them into the same framework, while they were originally stated within (slightly) different formalizations of the abduction process, thus making our classification self-contained. We also wish to emphasize that our results are constructive, in the sense that we give efficient algorithms for the polynomial cases and exhibit effective reductions for the hard ones.
For use in Artificial Intelligence applications, our results allow the designers of knowledge-based systems to choose among different languages for their knowledge bases; this choice can be made according to the importance of the abduction process for the precise application and maybe to other constraints.
The paper is organized as follows. Sections 2 and 3 present the basic definitions and the abduction problem. Sections 4 to 7 are devoted to the proof of our main result (Theorem 7.6), which completely classifies the computational complexity of the abduction problem with a positive query in Schaefer's framework. In §8 we extend these results to negative and unrestricted queries. Finally, in §9 we conclude and identify interesting future work.
Preliminaries.
We introduce in this section the basic definitions and the main tools that we will use throughout the paper.
Propositional formulas.
Let V be a set of variables. A propositional formula over V is any well-formed formula built upon the variables in V and the connectives ¬ (negation), ∨ (disjunction) and ∧ (conjunction); given a propositional formula ϕ we denote by V ars(ϕ) the set of all the variables that occur in ϕ.
A literal is either a variable x (positive literal) or the negation ¬x of one (negative literal); we write Lits(V ) for the set of all literals over V , and we write for the opposite of literal . A clause is a finite disjunction of literals of the form C = ( 1 ∨ · · · ∨ k ) (k ≥ 0); slightly abusing notation we write, e.g., 1 ∈ C. A formula is said to be in Conjunctive Normal Form (CNF) if it is written as a conjunction of clauses, and dually, in Disjunctive Normal Form (DNF) if it is written as a disjunction of terms (conjunctions of literals).
An assignment to a set of variables V is a mapping from V to {0, 1}; we also see a mapping from a superset of V to {0, 1} as an assignment to V by considering its restriction to V . When the variables under consideration and their order are clear from the context, we will sometimes denote an assignment m to, say, {x 1 , . . . , x n } by the word m(x 1 ) . . . m(x n ). A model m of a propositional formula ϕ is an assignment to V ars(ϕ) that satisfies ϕ with the usual rules for the connectives; we also write m |= ϕ. Finally, a formula is said to be satisfiable if it has at least one model, and two formulas ϕ, ϕ are said to be logically equivalent, written ϕ ≡ ϕ , if their sets of models are equal.
If V is some set of variables, ϕ is a propositional formula over V and V is a subset of V , we will sometimes use the notation ∃V ϕ. This defines a propositional formula over V \V ; its models are these assignments m to V \V such that there is an assignment m to V with mm |= ϕ; note that this corresponds to projecting the set of models of ϕ over V \V , in the sense of relational algebra. The other notions are extended in a straightforward manner.
Relations and L-formulas.
An n-ary (logical) relation R is a Boolean relation of arity n, i.e., a subset of {0, 1}
n . Thus the elements of an n-ary relation R are n-ary Boolean vectors of the form m = (m 1 , . . . , m n ) ∈ {0, 1} n ; we also write vectors as words, e.g., 011 for the ternary vector (0, 1, 1).
Let V be a set of variables. A constraint over V is an application of an n-ary relation R to an n-tuple (x 1 , . . . , x n ) of variables from V , which we write R(x 1 , . . . , x n ); note in particular that repetition of variables is allowed. An assignment m to V is said to satisfy a constraint C = R(x 1 , . . . , x n ) if (m(x 1 ), . . . , m(x n )) ∈ R holds; we also write m |= C, and m is said to be a model of C.
Example 2.1. We will often use some standard relations. First of all, the unary relations F = {(0)} and T = {(1)}, which force the value of a variable to 0 and 1, respectively. We will also use the k-ary relation OR k,j , which is defined for all k ≥ 2, j ≤ k by:
Note that the constraint OR k,j (x 1 , . . . , x k ) has the same models as the formula
In particular, we will use the binary relations
Finally, we will use the ternary relation SymOR 2,1 , which is defined by:
Example 2.2. Given the ternary relations R nae = {0, 1} 3 \{000, 111} and R 1/3 = {001, 010, 100}, an assignment m to {x, y, z} satisfies the constraint R nae (x, y, z) if m does not map all three variables to the same value, and it satisfies the constraint R 1/3 (x, y, z) if it maps exactly one of them to 1. Now let L be a finite set of Boolean relations, not necessarily of the same arities; we also call L a (finite) language. An L-formula (over V ) is a finite conjunction of constraints over V with all relations taken from L. An assignment m to V is said to satisfy an L-formula ϕ if it satisfies every constraint in ϕ; m is then said to be a model of ϕ, written m |= ϕ. The notions of satisfiability and logical equivalence are defined as for propositional formulas, and we also define logical equivalence between a propositional and an L-formula, with obvious meaning.
Properties of relations.
Throughout the text we study different types of Boolean relations and languages following Schaefer's terminology [25] . Let R be an n-ary relation and (x 1 , . . . , x n ) a tuple of pairwise distinct variables; we say that a propositional formula ϕ over {x 1 , . . . , x n } describes R if ϕ is logically equivalent to the {R}-formula R(x 1 , . . . , x n ). Then R is said to be:
(i) bijunctive if it can be described by a bijunctive formula, i.e., a formula in CNF having at most two literals in each clause,
(ii) affine if it can be described by an affine formula, i.e., a system of linear equations over the two-element field {0, 1}, (iii) Horn (resp. dual Horn) if it can be described by a Horn (resp. dual Horn) formula, i.e., a formula in CNF having at most one positive (resp. negative) literal in each clause, (iv) definite Horn (resp. definite dual Horn) if it can be described by a definite Horn (resp. definite dual Horn) formula, i.e., a formula in CNF having exactly one positive (resp. negative) literal in each clause; note that any definite (dual) Horn relation (resp. formula) is (dual) Horn, (v) IHS-B− (for Implicative Hitting Set-Bounded− [18] ) if it can be described by an IHS-B− formula, i.e., a formula in CNF whose clauses are all of one of the following types: (x i ), or (¬x i1 ∨ x i2 ), or (¬x i1 ∨ · · · ∨ ¬x i k ) for some k ≥ 0 (which is not necessarily the same for every clause); note that any IHS-B− relation (resp. formula) is Horn, (vi) IHS-B+ if it can be described by an IHS-B+ formula, i.e., a formula in CNF whose clauses are all of one of the following types:
Some of these properties have equivalent definitions in terms of closure properties. Extend any operation op on {0, 1} to the vectors in {0, 1}
n by:
The first equivalence is proved in, e.g., [25] , the second one is a classical result from linear algebra, the third one is proved in, e.g., [9] , and the fourth one is dual.
We will use them several times in the paper, and wish to emphasize that they are the basis of many results that we will use from, in particular, [7] .
We also generalize the above definitions to languages. For instance, a language L is said to be Horn if every relation in L is Horn. Additionally, we refer to a language L as a Schaefer language if L is bijunctive, affine, Horn or dual Horn.
The properties listed above play a central role in determining whether a given computational task is easy, versus when it is hard (see [7] for a survey). For instance, Schaefer's theorem [25] states that the satisfiability problem for the class of all Lformulas is in P if L is Schaefer or if it is 0-or 1-valid, and that it is NP-complete otherwise.
A very important problem is the one of deciding whether a given language has a given property, in particular for identifying the tractable cases of pq-abduction(L). This problem is called structure identification in [9] . It turns out that all the properties listed above can be recognized in polynomial time for a given set of relations written as sets of tuples (in extension). Proposition 2.3 (recognizing properties of relations). One can decide in polynomial time whether a relation given in extension is bijunctive, affine, (dual) Horn, definite (dual) Horn, IHS-B−, IHS-B+, complementive, 1-valid or 0-valid.
Proof. This is obvious for bijunctive, affine and (dual) Horn languages given the closure properties above; more efficient algorithms are also given in [9, 29, 15] . As for definite Horn languages, simply observe that a relation is definite Horn if and only if it is Horn and contains the vector (1, . . . , 1), which can again be tested efficiently; the test is dual for definite dual Horn languages. Complementive, 1-and 0-valid relations can also be recognized efficiently by applying their definition. Finally, IHS-B− and IHS-B+ relations can be recognized efficiently by testing closure under the mappings (m, m , m ) → m ∧ (m ∨ m ) and (m, m , m ) → m ∨ (m ∧ m ), respectively; this is proved in [8] and can also be derived from [3] 2 .
2.4. Complexity classes. This paper concerns the computational complexity of the abduction problem, and more precisely of the associated decision problem. We assume knowledge of the basic notions of complexity, but briefly recall the definition of the classes we are interested in; for more details we refer the reader to Papadimitriou's book [22] . First of all, the class P is the class of all decision problems that are solvable in deterministic polynomial time. The class NP is that of all decision problems that are solvable in non deterministic polynomial time, or, equivalently, for which every positive instance has a witness of polynomial size and that can be checked in deterministic polynomial time. A problem A is said to be NP-hard if there is a polynomial-time reduction from every problem in NP to A, and NP-complete if both NP-hard and in NP. Finally, the class Σ
NP is the class of all decision problems that can be solved in non deterministic polynomial time with an oracle for a problem in NP, or, equivalently, such that every positive instance has a witness of polynomial size and that can be checked in non deterministic polynomial time; as for NP-hardness, Σ P 2 -hardness is established by polynomial-time reductions from already known Σ P 2 -complete problems. Note that the prototypical Σ P 2 -complete problem is the one of deciding the validity of a formula of the form ∃V ∀V ψ, where V and V are disjoint sets of variables and ψ is a propositional formula in DNF over V ∪ V .
3. The abduction problem. We formalize in this section the abduction problem that we will study, and we give some general, well-known results about its complexity, for use later in the paper.
3.1. Definition. We are interested in the abduction problem that is defined below. Recall from Example 2.1 that T is the relation {1} and F is the relation {0}. Given a set of literals E, we write E for the {T, F}-formula x∈E T(x)∧ ¬x∈E F(x).
We define and study the problem first for positive literal queries (whence "PQ"), i.e., the query to be explained consists of a single, positive literal. In §8 we will briefly state the complexity of the problem for negative and unrestricted literal queries.
If one exists, such a set E is called a solution of the abduction problem.
This definition corresponds to the intuition of an abduction problem, where the goal is to find an explanation for some observed phenomenon, in the following manner. The phenomenon to observe is modelled by the query of the problem and the explanation by the set E. The first condition on E ensures that the explanation may indeed have occurred, and the second condition, which can be read "ϕ and E together entail q", ensures that E may indeed have caused q. Example 3.2. Consider the language L = {OR 3,1 , OR 2,1 } and recall that the constraint OR 3,1 (x, y, z) can be read x → y ∨ z, while OR 2,1 (x, y) can be read x → y. Let V = {x, y, z, t, q} be a set of variables and let ϕ be the following L-formula over V :
Let A = {x, y, z}; then (ϕ, A, q) is an instance of the problem pq-abduction(L). It can be seen that {x, ¬y} and {z} are both solutions for this problem. On the other hand, {¬x, ¬z} is not a solution, since, e.g., the assignment 00000 to V satisfies ϕ ∧ F(x) ∧ F(z) ∧ F(q). The set {¬x, z} is not a solution either, since the formula
, and finally {x, ¬t} is not a solution because it is not included in Lits(A).
Note that the definition implies that a solution E for an abduction problem does not contain both x and ¬x for any variable x. Indeed, if this were the case, then obviously the formula ϕ ∧ E would not be satisfiable, thus violating the first condition on solutions.
Note also that the problem as defined above is a decision problem, whereas in general abduction is seen as an inference problem, where the goal is to compute a solution or assert that there is none. It is however easily seen that whenever the decision problem is hard, then so is the inference one, and conversely, as the proofs in the paper will show, whenever it is easy the inference problem is easy as well. In the same vein, note that in general the goal of abduction is to compute a preferred solution, i.e., a solution that is best with respect to some criteria; but obviously, there is a preferred solution for an abduction problem if and only if there is at least one (unrestricted) solution, and that is why we ignore that point in our definition.
Finally, we wish to emphasize that the language L parameterizes the problem; it is not part of the input. Thus, since L is finite, an algorithm for the problem pq-abduction(L) may include a preliminary step for transforming a input formula ϕ into any desirable form, at least by enumerating the (finite number of) translations of every relation in L into the desired form; what we will use most often is translation into CNF. In all cases it is easily seen that this preliminary step will only take linear time, since the size of every translated form will be bounded (because L is fixed and finite).
Prime implicates.
An important notion that we will use many times in the paper is that of a prime implicate. Let ϕ be a propositional formula. A clause C = i∈I i is said to be a prime implicate of ϕ if ϕ entails C but entails no proper subset of C, i.e., if the formula ϕ ∧ {¬ i | i ∈ I} is unsatisfiable but for all i 0 ∈ I, the formula ϕ∧ {¬ i | i ∈ I, i = i 0 } is satisfiable. The notion is defined similarly for an L-formula ϕ (given some language L), considering the formula ϕ ∧ x∈C F(x) ∧ (¬x)∈C T(x). We will often use the fact that if C = i∈I x i ∨ i ∈I ¬x i is a prime implicate of ϕ, then there is no model of ϕ that maps every x i (i ∈ I) to 0 and every x i (i ∈ I ) to 1, but for every i 0 ∈ I (resp. i 0 ∈ I ) there is one that maps every x i to 0 (i ∈ I) except for x i0 and every x i (i ∈ I ) to 1 (resp. every x i to 0 and every x i to 1 except for x i 0 ).
We will also often use the well-known fact that all the prime implicates of a given formula ϕ in CNF can be generated by repeatedly applying resolution to ϕ [23] . Recall that resolution is the process of adding the clause C 1 ∨ C 2 to ϕ if there is a variable x such that both clauses (x ∨ C 1 ) and (¬x ∨ C 2 ) are in ϕ and C 1 , C 2 do not contain two opposite literals.
We will use prime implicates mainly through the following well-known result. Lemma 3.3. An abduction problem (ϕ, A, q) has a solution if and only if there is a prime implicate of ϕ of the form ( 1 ∨ · · · ∨ k ∨ q) where for all i, i is a literal built upon a variable in A.
Proof. Let E = { 1 , . . . , n } be a solution for (ϕ, A, q). Then, by definition of a solution, ϕ ∧ E ∧ ¬q is unsatisfiable but ϕ ∧ E is satisfiable. We conclude that (without loss of generality) there is a k ≤ n such that (
is a prime implicate of ϕ write E = {¬ i | i = 1, . . . , k}. Then, by definition of a prime implicate, the formula ϕ ∧ E ∧ ¬q is unsatisfiable and (in particular) the formula ϕ ∧ E is satisfiable. Thus E is a solution for (ϕ, A, q).
Preliminary results.
We will make a heavy use of some results about the abduction problem for propositional formulas. We define the abduction problem pq-abduction(C) for a class C of propositional formulas similarly to the problem pq-abduction(L); in this particular context E denotes the conjunction of all the literals in E.
The following result concerns the class of all propositional CNF formulas. Note that this class captures the whole complexity of abduction since, as can be seen in the proof the abduction problem for unrestricted propositional formulas is in Σ P 2 . Proposition 3.4 (general problem [11] ). If C is the class of all propositional CNF formulas, then pq-abduction(C) is Σ P 2 -complete. Proof. (Membership) By definition of the problem, and since the formulas ϕ∧ E and ϕ ∧ E ∧ ¬q are in CNF as soon as ϕ is in CNF, verifying a solution E for an instance (ϕ, A, q) can be done in polynomial time with an oracle for the satisfiability problem of C. Since this problem is in NP and E is obviously of size polynomial in the one of A, we have the result.
(Hardness) Let Ψ = ∃V ∀V ψ where V and V are disjoint sets of variables and ψ is a propositional formula in DNF over V ∪ V . Let q be a new variable (i.e., q / ∈ V ∪ V ) and let ϕ be a formula in CNF that is logically equivalent to the formula ¬ψ ∨ q. Since ψ is in DNF, such a ϕ can be computed in polynomial time from Ψ with De Morgan's laws. We show that Ψ is valid if and only if the abduction problem (ϕ, V, q) has a solution, which will prove the result since deciding the validity of such a Ψ is a Σ P 2 -complete problem. Assume first that Ψ is valid, and let E be an assignment to V that witnesses this fact. On one hand, it is easily seen that the formula ¬ψ ∧ E is unsatisfiable, and thus that the formula (¬ψ ∨q)∧ E ∧¬q, which is logically equivalent to ϕ∧ E ∧¬q, is unsatisfiable as well. On the other hand, since q is a new variable, any assignment to V ∪ V ∪ {q} that satisfies E ∧ q satisfies (¬ψ ∨ q) ∧ E, and thus the formula ϕ ∧ E is satisfiable. We conclude that E is a solution for the problem (ϕ, V, q).
Conversely, let E be a solution for the problem (ϕ, V, q). In order to obtain a contradiction suppose that the formula ¬ψ ∧ E is satisfiable; write m for one of its models. So, it is easily seen that the assignment m to V ∪ V ∪ {q} defined by m(q) = 0 and ∀x ∈ V ∪ V , m (x) = m(x), satisfies ¬ψ ∧ E as well, since q is a new variable, and thus m satisfies ϕ ∧ E ∧ ¬q; this contradicts the fact that E is a solution. Hence, we deduce that the formula ¬ψ ∧ E is unsatisfiable. Therefore, E witnesses the fact that the formula ∃V ∀V ψ = Ψ is valid.
We now turn to "easier" cases. Recall that a propositional formula in CNF is said to be Horn (resp. dual Horn) if each of its clauses has at most one positive (resp. negative) literal.
Proposition 3.5 ((dual) Horn abduction [26] ). If C is the class of all propositional Horn formulas, then pq-abduction(C) is NP-complete. The same holds if C is the class of all propositional dual Horn formulas.
Proof. We first consider the Horn case. Membership in NP follows from the fact that the satisfiability of a Horn formula can be decided in linear time, and from the fact that if ϕ is Horn, then so are ϕ ∧ E and ϕ ∧ E ∧ ¬q. As for hardness, we reduce the satisfiability problem for propositional CNF formulas to this one. Let Ψ = i∈I C i (I = ∅) be a CNF formula where for all i ∈ I, C i is a clause. For all i ∈ I, let c i be a new variable (i.e., c i / ∈ V ars(Ψ)). For every variable x ∈ V ars(Ψ), let p x , n x , v x be three new variables (intuitively, p stands for "positive" and n for "negative"), and finally let q be a new variable. Let ϕ be the propositional formula:
It is easily seen that ϕ is Horn and can be built in polynomial time from Ψ. Now let A = {p x , n x | x ∈ V ars(Ψ)}; we show that the abduction problem (ϕ, A, q) has a solution if and only if Ψ is satisfiable. Assume first that Ψ is satisfiable, write m for one of its models and define E to be {p x | m(x) = 1} ∪ {n x | m(x) = 0}. Let m be the assignment to V ars(ϕ) defined by:
It is easily seen that m is a model of the formula ϕ∧ E, which is therefore satisfiable. To obtain a contradiction suppose that the formula ϕ ∧ E ∧ ¬q is satisfiable, and write m for one of its models. Since m satisfies E, because of the clauses (¬p x ∨v x ) and (¬n x ∨ v x ) we get ∀x ∈ V ars(Ψ), m (v x ) = 1. Now, since m satisfies Ψ it satisfies at least one literal in each clause of Ψ, and because of the clauses (¬p x ∨ c i ) and (¬n x ∨ c i ) we deduce ∀i ∈ I, m (c i ) = 1. Since by assumption m (q) = 0, we conclude m |= ( x∈V ars(Ψ) ¬v x ∨ i∈I ¬c i ∨ q), which is a contradiction.
Conversely, let E be a solution for the abduction problem (ϕ, A, q). Then ϕ ∧ E is satisfiable; write m for one of its models. Because of the clauses (¬p x ∨ ¬n x ) we know that for all x ∈ V ars(Ψ), either m(p x ) = 0 or m(n x ) = 0. In order to obtain a contradiction suppose that for some x 0 m(p x0 ) = m(n x0 ) = 0, and define the assignment m to V ars(ϕ) as follows:
It is easily seen that m satisfies the formula ϕ ∧ E ∧ ¬q, a contradiction. Thus for all x ∈ V ars(Ψ), m(p x ) = m(n x ). Define the assignment m 0 to V ars(Ψ) by ∀x ∈ V ars(Ψ), m 0 (x) = m(p x ) or, equivalently, m 0 (x) = m(n x ) ⊕ 1. We show that m 0 satisfies Ψ. In order to obtain a contradiction suppose that m 0 |= Ψ. Then there is a clause C i0 in Ψ such that ∀x ∈ C i0 , m 0 (x) = 0 and ∀(¬x) ∈ C i0 , m 0 (x) = 1. We deduce ∀x ∈ C i0 , m(p x ) = 0 and ∀(¬x) ∈ C i0 , m(n x ) = 0. Then it is easily seen that the assignment m defined to be equal to m except on c i0 (m (c i0 ) = 0) and on q (m (q) = 0) satisfies the formula ϕ ∧ E ∧ ¬q, a contradiction. Thus m 0 satisfies Ψ, which concludes the proof for the Horn case since the satisfiability problem for the class of all formulas in CNF is NP-complete.
As for the dual Horn case, the proof is similar to the one for the Horn case by replacing every variable except q with its negation, and simplifying double negations, in the formula ϕ built there. This yields the following formula (for sake of clarity, n x -resp. p x -is now better read "x is positive-resp. negative-" and c i , "Clause C i is not satisfied"):
Note that this formula is IHS-B+. Obviously, such a renaming of variables (excluding q) does not affect the existence of a solution for a given abduction problem.
4. Polynomial languages. In this section we identify all the properties of a language L that make the problem pq-abduction(L) polynomial. We wish to emphasize that all the results given here are constructive, in the sense that efficient algorithms for the problem pq-abduction(L) can be easily derived from the proofs.
We first recall the result for the affine case, which has been considered in [28] . Note that [28] considers the class of all affine propositional formulas instead of classes of L-formulas, but recall from §3.1 that since L parameterizes the problem, an affine formula equivalent to a given L-formula ϕ can be built in linear time from ϕ. Proposition 4.1 (affine [28] ). If L is an affine language, then the problem pq-abduction(L) is in P.
Proof. Given an instance (ϕ, A, q), first compute an affine formula ψ equivalent to ϕ, in time linear in the size of ϕ. Next, compute a projection of the (still affine) formula ψ ∧ (q = 0) onto A, i.e., an affine formula ψ over A whose models are exactly the restrictions of the models of ψ ∧ (q = 0) to A. As shown in [28] , this step can be performed in polynomial time by first upper-trigonalizing ψ ∧ (q = 0) with the variables in A put rightmost, and second selecting only those resulting equations that are formed over A. Finally, decide whether the formula ψ ∧ ¬ψ has a model by deciding whether the affine formula ψ ∧ ( = a ⊕ 1) has a model for at least one equation ( = a) of ψ . Indeed, such a model exists if and only if the abduction problem (ϕ, A, q) has a solution. Since satisfiability of affine formulas can be decided in polynomial time with Gaussian elimination, the whole algorithm is polynomial. For more details we refer the reader to [28] .
We now use the characterization of explanations through prime implicates (Lemma 3.3) for deriving the following four results. Note that the first two of them are well-known, although hard to trace back in the literature. Marquis [20] and Eiter and Gottlob [11] however prove respectively the first and the second one in a slightly different formalization.
Proposition 4.2 (bijunctive). If L is a bijunctive language, then the problem pq-abduction(L) is in P.
Proof. If every relation in L is bijunctive, then given an L-formula one can compute in linear time an equivalent bijunctive propositional formula. Since all the prime implicates of a given CNF formula can be generated by resolution alone, it is easily seen that the only prime implicates that a 2-CNF formula can have are bijunctive clauses. Therefore Lemma 3.3 implies that there is a solution for an instance of pq-abduction(L) if and only if there is one containing zero or one literal.
Proof. Again because the prime implicates of a given formula can be generated by resolution alone, it is easily seen that every prime implicate of a definite Horn formula is a definite Horn clause. Since q is assumed to be positive, the other literals in the clause have to be negative. It follows that if L is definite Horn, any instance (ϕ, A, q) of pq-abduction(L) has a solution if and only if it has a positive solution. Since the assignment E of 1 to every variable in A is consistent with a definite Horn CNF formula ϕ, it is enough to decide whether ϕ ∧ E ∧ ¬q is unsatisfiable (which can be done in linear time since ϕ is Horn). Indeed, if ϕ ∧ E ∧ ¬q is unsatisfiable, then E is a solution for the abduction problem, and if it is satisfiable then for all E ⊆ E the formula ϕ ∧ E ∧ ¬q is also satisfiable (with the same model), hence (ϕ, A, q) has no positive solution and by the remark above, no solution at all.
Finally, the next two propositions examine IHS-B languages. Those languages can be seen in some sense as maximal (dual) Horn languages that do not have the full expressive power of the class of all propositional (dual) Horn formulas, which explains their special properties. As far as we know these results are new, although easy. Note however that the class of IHS-B+ languages includes that of positive languages (i.e., sets of relations that can be described by a formula in CNF with only positive literals), and that it is already known that abduction can be performed efficiently with positive formulas (this is proved in, e.g., [20] ).
Note finally that the proof for the IHS-B+ case can be used for the IHS-B− case as well, but that the algorithm described for the latter case is more efficient.
Proposition 4.4 (IHS-B−). If L is an IHS-B− language, then the problem pq-abduction(L) is in P.
Proof. Since an instance ϕ of this problem is IHS-B− and all the prime implicates of a given formula can be generated by resolution, it is easily seen that the only prime implicates of ϕ that can contain at least one positive literal are unary or binary. Thus, as for the bijunctive case (Proposition 4.2), any solution for the problem contains zero or one literal, and such candidates can be tested efficiently since ϕ is Horn.
Proposition 4.5 (IHS-B+). If L is an IHS-B+ language, then the problem pq-abduction(L) is in P.
Proof. Since an instance ϕ of this problem is dual Horn, one can generate all its unary and binary prime implicates in polynomial time by a generate-and-test algorithm. Now observe that once this is done, the remaining prime implicates of ϕ cannot be obtained by resolving two positive clauses together, so the only new prime implicates can be obtained by resolving a binary or unary clause with a positive one. This can only yield a positive clause of size at most the one of the original positive one. Hence, if there are n variables occuring in ϕ and the largest positive clause in the CNF form of the relations in L is of arity k, then ϕ has O(n k ) prime implicates, which again can be generated efficiently by a generate-and-test algorithm.
Observe that the polynomial complexity obtained here strongly relies on the fact that L, and thus k, is fixed and finite.
Remark 4.6. The algorithm given in the proof of Proposition 4.3 shows that the following problem is in P: (i) Input: A definite Horn formula ϕ in CNF, a set of variables A ⊆ V ars(ϕ) and a variable q ∈ V ars(ϕ)\A
(ii) Question: Is there a set E ⊆ Lits(A) such that the propositional formula ϕ ∧ E is satisfiable but the formula ϕ ∧ E ∧ ¬q is not? In the same manner, the corresponding problem is polynomial for affine formulas (this is proved in [28] ), for bijunctive formulas in CNF (Proposition 4.2) and for IHS-B− formulas in CNF (Proposition 4.4). On the contrary, the corresponding problem for IHS-B+ formulas in CNF is NP-complete, as the proof of Proposition 3.5 shows. This asymmetric behaviour of the abduction problem is due to the fact that q is always a positive literal; we will observe this asymmetry again for the definite dual Horn case.
Useful tools for proving hardness results.
We present in this section the main tools for getting hardness results, which we will use in the two following sections.
Implementations and reductions.
We first introduce the definition of implementation, which has often been used for exhibiting reductions between various satisfiability problems (see [7, Definition 5 
.1]).
Definition 5.1 (implementation). A language L is said to implement a Boolean relation R if for all sets of variables V there exist a set of variables V disjoint from V and an L-formula ϕ over V ∪ V such that R(V ) ≡ ∃V ϕ.
Example 5.2. Let L = {OR 3,2 }. Then for any k ≥ 2, L implements the relation OR k,k−1 . Indeed, for k ≥ 3 it is easily seen that for all variables x 1 , x 2 , . . . , x k the constraint OR k,k−1 (x 1 , . . . , x k ) is logically equivalent to the formula:
and for k = 2 we have OR 2,1 (x, y) = OR 3,2 (x, x, y).
It can also be seen that the language L ∪ {F} implements OR 2,2 , since for any x, y we have OR 2,2 (x, y) ≡ ∃zOR 3,2 (x, y, z) ∧ F(z).
Finally, it can be seen that for any k ≥ 2, the language {OR 3,1 , T } implements OR k,0 . Indeed, for k ≥ 2 and any variables x 1 , . . . , x k the constraint OR k,0 (x 1 , . . . , x k ) is logically equivalent to the formula:
As is easily seen, implementations compose together. The following lemma shows a connection between implementations and reductions.
Lemma 5.3. Let ϕ, ϕ , A, q be such that the projection of the models of ϕ and ϕ onto A ∪ {q} are the same, i.e., writing V ars(ϕ)\(A ∪ {q}) = {x 1 , . . . , x m } and V ars(ϕ )\(A ∪ {q}) = {x 1 , . . . , x n }, such that the formulas ∃x 1 , . . . , x m , ϕ and ∃x 1 , . . . , x n , ϕ are equivalent. Then the instances (ϕ, A, q) and (ϕ , A, q) for the abduction problem have the same solutions.
Proof. By symmetry, let E be a solution for (ϕ, A, q). Then there is an assignment m to V ars(ϕ) that satisfies E. Consider the assignment m to A ∪ {q} defined by ∀x ∈ A ∪ {q}, m (x) = m(x). By construction m satisfies both E and the formula ∃x 1 , . . . , x m , ϕ. Thus, by assumption m satisfies both E and the formula ∃x 1 , . . . , x m ϕ and hence, the formula ϕ ∧ E is satisfiable. The proof is dual for showing that if the formula ϕ ∧ E ∧ ¬q is satisfiable, then so is the formula ϕ ∧ E ∧ ¬q. This shows that every solution E for (ϕ, A, q) is a solution for (ϕ , A, q) as well, and by symmetry of the roles of ϕ and ϕ this concludes the proof.
As for the CNF forms of relations, if every relation in L can be implemented by L , an algorithm can look up in a catalog for these implementations, and given an L-formula one can build in linear time an equivalent L -formula (modulo existentially quantified variables). This allows us to state the following corollary of Lemma 5.3.
Corollary 5.4. Let L, L be two languages. If pq-abduction(L) is NPhard (respectively, Σ P 2 -hard) and every relation of L can be implemented by L , then pq-abduction(L) is also NP-hard (respectively, Σ P 2 -hard). Proof. Given an instance (ϕ, A, q) for the problem pq-abduction(L), let V be a set of new variables and ϕ a L -formula such that the formulas ∃V ϕ and ϕ are equivalent. Lemma 5.3 shows that the problems (ϕ, A, q) and (ϕ , A, q) have the same solutions. Since L implements L and L is finite and parameterizes the problem pq-abduction(L), one can compute ϕ in polynomial time given ϕ (at least by including the finite number of implementations as steps of an algorithm), and thus we have a polynomial-time reduction from the problem pq-abduction(L) to the problem pq-abduction(L) , which completes the proof.
Useful reductions.
We now state three lemmas, which allow us to get rid of some unary constraints that we will introduce in our reductions. Since these lemmas do not directly add to the understanding of the complexity of abduction, their rather technical proofs are postponed to the appendix.
Lemma 5.5. Let L be a language. The problem pq-abduction(L ∪ {T}) is polynomial-time reducible to the problem pq-abduction(L ∪ {OR 2,1 }).
Lemma 5.6. Let L be a language. The problem pq-abduction(L ∪ {F}) is polynomial-time reducible to the problem pq-abduction(L ∪ {OR 3,1 }).
Note that there is a lack of symmetry in the statement of these two lemmas. This is due to the lack of symmetry with respect to the query literal (q is always a positive literal).
For the next lemma, recall from §2 that the ternary relation SymOR 2,1 is defined by:
Lemma 5.7. Let L be a language. The problem pq-abduction(L ∪ {F}) is polynomial-time reducible to the problem pq-abduction(L ∪ {SymOR 2,1 }).
6. NP-complete languages. The following hardness results for basic Horn and dual Horn problems will be the cornerstones of the identification of NP-hard cases.
Lemma 6.1. pq-abduction({OR 3,2 , F}) is NP-complete. Proof. As shown in Example 5.2, {OR 3,2 , F} implements OR 2,2 and OR k,k−1 for all k ≥ 2; moreover, it can be seen that the implementation of OR k,k−1 is linear in k. Thus the problem (ϕ, A, q) built in the proof of Proposition 3.5 for the Horn case can be reduced in polynomial time to pq-abduction({OR 3,2 , F}). Since the former problem is shown to be NP-complete there, the latter one also is.
For dual Horn relations we can even get a stronger result, which emphasizes the asymmetric behavior of Horn and dual Horn relations.
Lemma 6.2. pq-abduction({OR
Proof. We first show that pq-abduction({OR 3,1 , T}) is NP-complete with a proof similar to the one of Lemma 6.1. Indeed, as shown in Example 5.2, {OR 3,1 , T} implements OR k,0 for all k ≥ 2, and this implementation is linear in k; since it also implements OR 2,1 (OR 2,1 (x, y) = OR 3,1 (x, y, y) ), we can reduce the problem built in the proof of Proposition 3.5 for the dual Horn case to pq-abduction({OR 3,1 , T}). The conclusion then follows from Lemma 5.5.
Based upon these lemmas, the next propositions identify the NP-complete languages. We wish to point out that a Horn (resp. dual Horn) relation that is not IHS-B− (resp. IHS-B+) cannot be either bijunctive, affine or dual Horn (resp. Horn). Indeed, if R is both Horn and bijunctive, then by [29, Proposition 3] every prime implicate of any formula describing R is both Horn and bijunctive, thus IHS-B−, and thus R itself is IHS-B−, contradicting the hypothesis. Now if R is Horn and affine, then by the closure properties given in the preliminaries we get ∀m, m , m ∈ R, (m∧m )⊕(m∧m )⊕(m ∧m ) = (m∧m )∨(m∧m )∨(m ∧m ) ∈ R, which characterizes bijunctive relations, and R is IHS-B− by the reasoning above. Finally, if R is both Horn and dual Horn, then by [29, Proposition 3] and the same reasoning as above R is once again bijunctive.
Proposition 6.3 (dual Horn languages). If L is a dual Horn language that is not IHS-B+, then the problem pq-abduction(L) is NP-complete.
Proof. Membership in NP follows from Proposition 3.5. We first observe that L is not complementive. Indeed, if L were complementive, then since it is Horn it would be dual Horn, which can be concluded easily from the closure properties given in the preliminaries and from the equality ∀b, b ∈ {0, 1}, b ∨ b = ((b ⊕ 1) ∧ (b ⊕ 1)) ⊕ 1. Now being Horn and dual Horn L would be bijunctive, as pointed out above, and finally it would be IHS-B+, contradicting the hypothesis. Thus L is not complementive. We now distinguish two cases.
First, if L is not 1-valid it follows from [7, Lemma 5.25 (2) ] that L implements F. Then from [7, Lemma 5.27 ] it follows that L implements OR 3,1 (the proof does not use the constant relation T). The conclusion follows from Corollary 5.4 and Lemma 6.2. Now assume that L is 1-valid. We first show that L ∪ {OR 2,1 } implements OR 3,1 , which will allow us to conclude that pq-abduction(L ∪ {OR 2,1 }) is NP-hard with Lemma 6.2, and we will then show that L implements OR 2,1 , thus concluding the proof.
(L ∪ {OR 2,1 } implements OR 3,1 ) First observe that by assumption L contains a relation R which is dual Horn but not IHS-B−. Considering a description ψ of R over {x 1 , . . . , x n } it is then easily seen that ψ has a prime implicate C of the form (without loss of generality) C = (¬x 1 ∨ x 2 ∨ · · · ∨ x k ) with the x ij 's pairwise distinct and k ≥ 3. Let us consider the formula ψ over {x 1 , . . . , x k } defined by ψ = ∃x k+1 , . . . , x n R(x 1 , . . . , x k ). Finally consider the formula ψ over {x 1 , x 2 , x 3 } defined by:
Every model of ψ that maps x 2 to 0 maps x i to 0 for all i ∈ {4, . . . , k}, because of the clauses OR 2,1 (x i , x 2 ). It follows that 100 |= ψ by definition of a prime implicate. Now by definition of a prime implicate again, 110 |= ψ , since the clauses OR 2,1 (x i , x 2 ) do not impose any constraint on the value of any x i . Finally, still by definition of a prime implicate the assignments 0000 . . . 0 and 1010 . . . 0 to {x 1 , x 2 , . . . , x k } satisfy ψ ; it is easily seen that for all i ∈ {4, . . . , k} they satisfy the clause OR 2,1 (x i , x 2 ) as well, and thus 000 and 101 satisfy ψ . Now write R the ternary relation described by ψ ; R satisfies exactly the assumptions of [7, Lemma 5.27] , and it follows that {R, OR 2,1 }, and a fortiori L ∪ {OR 2,1 } implements OR 3,1 .
(L implements OR 2,1 ) We use once again the prime implicate C exhibited above. Let us consider the assignments to {x 1 , x 2 , . . . , x n }. By definition of a prime implicate we first get 10 . . . 0 / ∈ R. Since C is a prime implicate we also have 00 . . . 0 ∈ R and for all i ≥ 2, 10 . . . 010 . . . 0 ∈ R (where i is the index of the second variable mapped to 1). Since R is dual Horn and thus closed under bitwise-or, we also get that for every set of indices I ⊆ {2, . . . , k}, I = ∅, the assignment m I that maps x 1 and every x i with i ∈ I to 1 and every other x i to 0 is in R. In particular, 11 . . . 1 ∈ R, and for every i, 11 . . . 101 . . . 1 ∈ R (where i is the index of the only variable mapped to 0). Now we only need to distinguish two cases. First assume 01 . . . 1 ∈ R; then for every two variables x, y we have R(x, y, . . . , y) ≡ OR 2,1 (x, y). Now assume 01 . . . 1 / ∈ R; then since R is dual Horn and thus closed under bitwise or, there is at least one index i such that 00 . . . 010 . . . 0 / ∈ R (where i is the index of the only variable mapped to 1); then R(y, y, . . . , y, x, y, . . . , y) ≡ OR 2,1 (x, y). Hence, in both cases R implements OR 2,1 , thus concluding the proof.
Proposition 6.4 (Horn languages). If L is a Horn language that is neither definite Horn nor IHS-B−, then the problem pq-abduction(L) is NP-complete.
Proof. A proof symmetric to that of Proposition 6.3 shows that L can implement the relation OR 3,2 . Since L is not definite Horn, L is not 1-valid. Moreover, as observed in the previous proposition, L is not complementive. Hence, according to [7, Lemma 5.25 ] L can implement F. Thus L implements {OR 3,2 , F}. Finally, the conclusion follows from Corollary 5.4 and Lemma 6.1.
Recall that a language L is said to be Schaefer if it is either affine, or bijunctive, or Horn or dual Horn. If L is not Schaefer, then it does not fall in any of the cases explored in the two previous sections. We will prove in this section that if L is not Schaefer, then the problem pq-abduction(L) is Σ P 2 -complete.
We first need two lemmas. Lemma 7.1. Let S 3 be the (finite) set of all ternary relations. The problem pq-abduction(S 3 ) is Σ P 2 -complete. Proof. It is well-known that given any CNF formula ψ over some set of variables V , one can build in polynomial time a formula of the form ∃V ϕ such that ϕ is a propositional formula in CNF over V ∪ V every clause of which is of length at most 3 and such that ψ ≡ ∃V ϕ. Lemma 5.3 then shows that this construction yields a polynomial-time reduction from the general abduction problem (where the input is any CNF formula) to the problem pq-abduction(S 3 ), and we can conclude from Proposition 3.4.
If L is both 0-and 1-valid, then L implements either SymOR 2,1 or OR 2,1 depending on whether L is complementive or not.
Proof. For sake of completeness we demonstrate or cite the implementations in the appendix, but the five points may be obtained by techniques from universal algebra and Post's lattice [17, 2] .
We now make a case distinction depending on whether L is 0-valid (resp. 1-valid) or not. Proof. Membership in Σ P 2 is obvious. Observe that L cannot be complementive since it is either 0-valid or 1-valid but not both.
We first consider the 0-valid case. Obviously L ∪ {T} is neither Schaefer nor 0-valid nor 1-valid. We can thus conclude from Proposition 7.3 that the problem pq-abduction(L ∪ {T}) is Σ We have finally completely classified the complexity of abduction for the case when the query is a single, positive literal. Moreover, given any finite set of Boolean relations L one can efficiently decide whether the abduction problem pq-abduction(L) is either polynomial, or NP-complete, or Σ P 2 -complete (see Proposition 2.3). Theorem 7.6 (main result). Let L be a language.
(i) if L is bijunctive, affine, definite Horn, IHS-B+ or IHS-B−, the problem pq-abduction(L) is polynomial,
(ii) otherwise, if L is Horn or dual Horn, the problem pq-abduction(L) is NP-complete, (iii) in all other cases, the problem pq-abduction(L) is Σ P 2 -complete. Each of these conditions can be checked in polynomial time given a language written in extension.
8. Negative and unrestricted queries. We show briefly in this section how the previous results can be carried over to the case where the query q is a negative literal instead of a positive one, and to the case where it is unrestricted. Given some language L, write nq-abduction(L) for the problem defined as the problem pq-abduction(L) except that the query q in the instance is a negative literal, and abduction(L) for that defined for any literal query, i.e., q is either a positive or a negative literal.
Proposition 8.1 (negative queries). Let L be a language.
(i) if L is bijunctive, affine, definite dual Horn, IHS-B+ or IHS-B−, the problem nq-abduction(L) is polynomial,
(ii) otherwise, if L is Horn or dual Horn, the problem nq-abduction(L) is NP-complete, (iii) in all other cases, the problem nq-abduction(L) is Σ P 2 -complete. Each of these conditions can be checked in polynomial time given a language written in extension.
Proof. Given an n-ary relation R define the n-ary relation Ren(R) to be {(
and given an L-formula ϕ = i∈I R i (x i,1 , . . . , x i,ki ), define the Ren(L)-formula Ren(ϕ) to be i∈I Ren(R i )(x i,1 , . . . , x i,ki ). Then all the results can be derived from those for positive queries by observing that given a language L and an L-formula ϕ, the problem (ϕ, A, q) has a solution if and only if the problem (Ren(ϕ), A, ¬q) has one. Since a relation R is Horn (resp. dual Horn) if and only if the relation Ren(R) is dual Horn (resp. Horn), and similarly for the definite and IHS-B restrictions, and since all the other properties of interest are invariant under the operator Ren, we get the result.
(iii) in all other cases, the problem abduction(L) is Σ P 2 -complete. Each of these conditions can be checked in polynomial time given a language written in extension.
Proof. The result easily follows from that for positive queries and that for negative ones.
9. Conclusion. We have completely classified the computational complexity of propositional abduction in Schaefer's framework of L-formulas. The problem appears to be either polynomial or NP-complete or Σ P 2 -complete depending on the properties satisfied by the language L. We have given the results for finite languages and for positive, negative and unrestricted queries, which gives a fine comprehension of the influence of the polarity of the query on the complexity of the problem. Our results are summarized in Table 9 .1.
As evoked in the introduction, various restrictions have been studied on the formalization of the abduction problem, mainly depending on the hypotheses and queries allowed. Our model is certainly one for which the problem is the easiest. At another extreme, Nordh and Zanuttini have recently studied the formalization in which the query is a term (conjunction of literals) and abducible literals are given instead of variables; that is, the literals occuring in an explanation are restricted, instead of only the variables upon which they are formed. It turns out that a trichotomy has also been found for this problem [21] . Current work aims at classifying every intermediate model, considering various restrictions on the queries and hypotheses, with the goal
NP-c. NP-c. NP-c. none of the above Σ P 2 -c. Σ P 2 -c. Σ P 2 -c. to understand what really makes the complexty of abduction jump from one level to another in the polynomial hierarchy.
Another interesting direction for future work is the study of other problems closely related to that of deciding the existence of a solution, and to try to establish a trichotomy in the complexity of them as well. Among these problems are those of deciding the relevance or the necessity of an abducible variable [11] . An abducible variable is said to be relevant (resp. necessary) to a given abduction problem if it is part of at least one of its solution (resp. of all its solutions). The necessity problem is quite close to that of deciding the existence of a solution, since α is necessary to (ϕ, A ∪ {α}, q) if and only if (ϕ, A, q) has no solution, but no such relation is known for relevance. Other interesting issues concern the complexity of counting or enumerating the solutions. For this latter point we refer the reader to Eiter and Makino's work [12, 13] . We believe that for such studies one would first need to determine the properties that are preserved by implementations (e.g., the variables involved in a solution, the number of solutions etc...), considering both preferred and unconstrained solutions. Proof. Let (ϕ, A, q) be an instance for pq-abduction(L ∪ {T }), write:
where ϕ 0 is an L-formula. We first assume q / ∈ {x i | i ∈ I}. Define the formula:
and define furthermore A to be A ∪ {x i | i ∈ I}. We show that the problem (ϕ , A , q) has a solution if and only if the problem (ϕ, A, q) has one. (solution of (ϕ, A, q) → solution of (ϕ , A , q)) Let E be a solution of the problem (ϕ, A, q), and define E to be E ∪ {x i | i ∈ I}. It is easily seen that every model of ϕ ∧ E satisfies ϕ ∧ E as well, and thus that ϕ ∧ E ∧ F(q) is unsatisfiable since by assumption so is ϕ ∧ E ∧ F(q). Now let m be a model of ϕ ∧ E. Because of the constraints T(x i ) in ϕ we know that for every i ∈ I, m(x i ) = 1, and it follows that m satisfies ϕ ∧ E . Thus E is a solution for the problem (ϕ , A , q).
(solution of (ϕ , A , q) → solution of (ϕ, A, q)) Let E be a solution of the problem (ϕ , A , q), and define E to be E \{x i , ¬x i | i ∈ I, x i / ∈ A}. Since ϕ ∧ E ∧ F(q) is unsatisfiable, we know that every model of ϕ ∧ E maps q to 1 and thus, because of the constraint OR 2,1 (q, x i ) for all i ∈ I, that it maps x i to 1 for all i ∈ I. Since by definition of a solution there is at least one such model, ϕ ∧ E is satisfiable, and a fortiori ϕ ∧ E is. For the same reason, we know that for every i ∈ I, E does not contain ¬x i . In order to obtain a contradiction suppose that ϕ ∧ E ∧ F(q) is satisfiable. It follows from the previous remark that ϕ ∧ E ∧ F(q) is satisfiable, and since every model of ϕ satisfies ϕ , that ϕ ∧ E ∧ F(q) is satisfiable as well, which contradicts the fact that E is a solution. Thus E is a solution for the problem (ϕ, A, q), which concludes the proof for the case q / ∈ {x i | i ∈ I}. We now consider the case q ∈ {x i | i ∈ I}. The reduction above does not work any more since the query is not allowed to be abducible in the definition of the problem. However we observe that in this case the problem (ϕ, A, q) has a solution if and only if ϕ is satisfiable. Indeed, if this is the case, then E = ∅ is a solution, (because the constraint T(q) in ϕ forces the value of q to 1 in every model of ϕ), and if ϕ is unsatisfiable, then no E can be found such that ϕ ∧ E is satisfiable, as required for a solution. Thus in this case, we introduce a new variable q (q / ∈ V ars(ϕ)) and reduce the problem (ϕ, A, q) to the problem (ϕ , A = {q}, q ), with:
forces the values of q and q to be the same in every model of ϕ . We show that (ϕ , A , q ) has a solution if and only if ϕ is satisfiable, which will conclude the proof by the remark above.
If ϕ is satisfiable, write m for one of its models. On one hand, by definition m satisfies ϕ 0 and T(x i ) for all i ∈ I (in particular, T(q)). On the other hand, since q and q are forced to the same value by ϕ , the formula ϕ ∧ T(q) ∧ F(q ) is unsatisfiable. It follows that E = {q} is a solution of (ϕ , A , q ). Conversely, if E is a solution of the problem (ϕ , A , q ), let m be a model of ϕ ∧ E ∧ T(q ). Because of the constraints OR 2,1 (q, q ) and OR 2,1 (q , q) in ϕ , m maps q to 1. Thus every x i (i ∈ I) is mapped to 1 as well because of the constraints OR 2,1 (q, x i ). Therefore, m satisfies ϕ, which is thus satisfiable.
Appendix B. Proof of Lemma 5.6. Let L be a language. The problem pq-abduction(L ∪ {F}) is polynomial-time reducible to the problem pq-abduction(L ∪ {OR 3,1 }).
Proof. Let (ϕ, A, q) be an instance for pq-abduction(L ∪ {F}), and write:
where ϕ 0 is an L-formula. First of all, if q ∈ {x i | i ∈ I}, then the problem cannot have a solution, hence it can be reduced soundly and in constant time to the constant problem (ϕ = OR 3,1 (q, q, q), A = ∅, q).
Thus we assume without loss of generality q / ∈ {x i | i ∈ I}. Let q be a new variable (i.e., q / ∈ V ars(ϕ)), write I = {i 1 , . . . , i k } and define the formula:
It is easily seen that ϕ can be built in polynomial time from ϕ and that the relation OR k+2,1 is implemented by {OR 3,1 } in the usual way. Now define A to be A ∪ {x i | i ∈ I}. We show that the problem (ϕ , A , q ) has a solution if and only if the problem (ϕ, A, q) has one.
(solution of (ϕ, A, q) → solution of (ϕ , A , q )) Assume that E is a solution for the problem (ϕ, A, q), and define E to be E ∪ {¬x i | i ∈ I}. It is easily seen that every model of the formula ϕ ∧ E satisfies ϕ∧ E as well, and thus that ϕ ∧ E ∧F(q) is unsatisfiable since so is ϕ∧ E∧F(q). It follows that ϕ ∧ E ∧OR k+1,1 (q, x i1 , . . . , x i k ) is unsatisfiable, and thus that ϕ ∧ E ∧ F(q ) is unsatisfiable as well. Now let m be a model of ϕ ∧ E. Because of the clauses F(x i ) in ϕ we know that ∀i ∈ I, m(x i ) = 0, and it follows that adding m(q ) = 1 to m we get a model of ϕ ∧ E . Thus E is a solution for the problem (ϕ , A , q ).
(solution of (ϕ , A , q ) → solution of (ϕ, A, q)) Let E be a solution for the abduction problem (ϕ , A , q ). Define E to be E \{x i , ¬x i | i ∈ I, x i / ∈ A}. First of all, we know that ϕ ∧ E ∧F(q ) is unsatisfiable. It follows that ϕ 0 ∧OR k+1,1 (q, x i1 , . . . , x i k )∧ F(q ) ∧ E is unsatisfiable and thus that ϕ 0 ∧ OR k+1,1 (q, x i1 , . . . , x i k ) ∧ E is unsatisfiable since q / ∈ V ars(ϕ 0 ). Since ϕ 0 ∧ E is satisfiable (because so is ϕ ∧ E ), we derive that (i) for no i ∈ I E contains x i , and thus that every model of ϕ ∧ E satisfies ϕ 0 ∧ E as well, and (ii) ϕ 0 ∧ E ∧ F(q) is unsatisfiable, since otherwise any of its models would satisfy F(q), thus OR k+1,1 (q, x i1 , . . . , x i k ) and finally ϕ 0 ∧ OR k+1,1 (q, x i1 , . . . , x i k ) ∧ E . Finally, by Point (i) every model of ϕ ∧ E ∧ F(q) satisfies ϕ 0 ∧ E ∧ F(q), and thus the latter is unsatisfiable by Point (ii). On the other hand, since every model of ϕ 0 ∧ E ∧ OR k,0 (x i1 , . . . , x i k ) satisfies ϕ 0 ∧ E ∧ OR k+1,1 (q, x i1 , . . . , x i k ), which is shown to be unsatisfiable above, it is unsatisfiable too, and thus we know that any model of ϕ 0 ∧ E satisfies ϕ 0 ∧ E ∧ i∈I F(x i ), and since there is at least one such model, that ϕ ∧ E is satisfiable, which concludes the proof.
Appendix C. Proof of Lemma 5.7. Let L be a language. The problem pq-abduction(L ∪ {F}) is polynomial-time reducible to the problem pq-abduction(L ∪ {SymOR 2,1 }).
Proof. Let (ϕ, A, q) be an instance of pq-abduction(L ∪ {F}), and write:
where ϕ 0 is an L-formula. First of all, if q ∈ {x i | i ∈ I}, then the problem cannot have a solution, hence it can be reduced soundly and in constant time to the constant problem (ϕ = SymOR 2,1 (q, q, q), A = ∅, q).
Thus we assume without loss of generality q / ∈ {x i | i ∈ I}. Let q , β be two new variables (i.e., q , β / ∈ V ars(ϕ)), and define the formula:
Let moreover A = A ∪ {β} ∪ {x i | i ∈ I}. We show that the abduction problem (ϕ, A, q) has a solution if and only if the problem (ϕ , A , q ) has one. This will conclude in R ; then if m t = 1 we should have (m x , m y , m z ) ∈ R, which is false by assumption. Now if m t = 0, by complementivity of L we should have (m x ⊕ 1, m y ⊕ 1, m z ⊕ 1, m t ⊕ 1) ∈ R and thus (m x ⊕ 1, m y ⊕ 1, m z ⊕ 1) ∈ R, which is false as well. It is finally easily seen that the formula ∃tR (x, y, z, t) is logically equivalent to the formula SymOR 2,1 (x, y, z), which concludes the proof. indicates that the value 1 is repeated a times; by identifying the components of those vectors we can see that R implements some 4-ary relation R 0 with 1100, 1010 ∈ R 0 and 1110 / ∈ R 0 (note that we can assume a, b, c, d = 0 since we can introduce auxiliary, unconstrained variables and check that the assumptions remain true). In the same manner, the non Horn relation R implements some 4-ary relation R 0 with 1100, 1010 ∈ R 0 and 1000 / ∈ R 0 , and finally the 1-valid but non affine relation R satisfies ∃m 1 , m 2 ∈ R , m 1 ⊕ m 2 ⊕ 1 . . . 1 / ∈ R [7, Lemma 4.10], from which we derive as before that R implements some 4-ary relation R 0 with 1100, 1010 ∈ R 0 and 1001 / ∈ R 0 . Now consider the ternary relation R 1 defined by:
R 1 (x, y, z) = ∃t, R 0 (t, x, y, z) ∧ R 0 (t, x, y, z) ∧ R 0 (t, x, y, z) ∧ T(t) By construction, 111, 100, 010 ∈ R 1 and 110, 000, 001 / ∈ R 1 . Now consider the ternary relation R defined by:
R (x, y, z) = ∃t, u, R 1 (t, x, y) ∧ R 1 (t, z, u)
It is easily seen that 111, 110, 001, 000, 101 ∈ R and that 100 / ∈ R . Observe that if 010 ∈ R , then so does 011. Indeed, if 010 ∈ R , then either 001 ∈ R 1 or 101 ∈ R 1 , and since 001 / ∈ R 1 we have 101 ∈ R 1 , and it is then easily seen that 011 ∈ R . Therefore, it remains only two cases to discuss, either 011 ∈ R , or both 011 / ∈ R and 010 / ∈ R . In the first case we have OR 3,1 (x, y, z)∃u 1 R (x, u 1 , u 1 ) ∧ R (u 1 , y, z), in the second OR 3,1 (x, y, z)∃u 1 ∃u 2 ∃u 3 ∃u 4 R (x, u 1 , u 2 ) ∧ R (y, u 1 , u 3 ) ∧ R (z, u 2 , u 4 ).
We conclude that L ∪ {T} implements OR 3,1 . Since L is 1-valid but not 0-valid, L implements T, and we finally deduce that L implements OR 3,1 .
