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Abstract
In particle swarm optimization (PSO), the particle position vectors denotes the potential solutions of the problem. The position
vectors are updated from the information of the global best particle and the personal best particles. When all particles gather to one
position, the search process does not evolve any more. For overcoming this diﬃculty, this paper focuses on the use of the second
best particle information. The present algorithm uses second global best or second personal best particles in addition to ﬁrst global
best and ﬁrst personal best particles. The present algorithms are compared with the original PSO algorithm in the solution problem
of test functions. The results show that the use of the second best particles can improve the search performance of the original PSO
algorithm.
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1. Introduction
In computer science, evolutionary computation can be considered global optimization methods with a metaheuristic
or stochastic optimization character and are mostly applied for the optimization problem black which gradient-type
algorithms cannot be applied successfully. Several algorithms are presented in this ﬁeld; Genetic Algorithm (GA)1,
Simulated Annealing (SA)2, Particle Swarm Optimization (PSO)3,4 and so on. Genetic Algorithm (GA) is a heuristic
search that mimics the process of natural evolution. Simulated Annealing (SA) is a generic probabilistic metaheuristic
for the global optimization problem. Particle Swarm Optimization (PSO) is based on a metaphor of social interaction
such as bird ﬂocking and ﬁsh schooling. In this study, we will focus on Particle Swarm Optimization.
The search process of Particle Swarm Optimization starts from the deﬁnition of the particle swarm. The particle
position vectors denote the potential solutions of the optimization problem. The particles move toward the optimal
solution of the problem. The particle positions are updated according to the update rule with the global and the
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personal best particle positions. The personal and global best particles denote the best particle which each particle has
ever found and the best particle which all particles have ever found, respectively.
One of the problems of the evolutionary algorithms is the premature convergence problem. The premature con-
vergence means too early convergence of the particle swarm, resulting in being not global optimal solution but local
optimal solution. In this study, the second best particle information is used for avoiding the premature problem of the
original PSO algorithm. The present algorithm uses two rules for updating particle position vectors. One is the update
rule of the original PSO and the other is the new update rule using second best particle position. Two algorithms are
used randomly. The present algorithms are compared with the original PSO algorithm in the solution of test functions
in order to conﬁrm the eﬀectiveness of the second best particle for improving the search performance of the original
PSO.
2. PSO Algorithm
2.1. Optimization Problem
The optimization problem without the constraint conditions is deﬁned by the objective function and the design
variables.
The objective function is minimized as follows.
f (x)→ min (1)
The design variable vector is deﬁned as
x = {x1, x2, · · · .xNd }T , (2)
where xi and Nd denote the design variable and the total number of design variables, respectively.
The side constraint condition for the design variable xi is given as follows
xi,min ≤ xi ≤ xi,max (3)
where xi,min and xi,max denote the lower and the upper bound of the design variable xi.
In the original PSO algorithm, the particles represent potential solutions of the optimization problem and then, the
particles searches for the optimal solution of the problem. A particle i in the particle swarm has a position vector xi(t)
and a velocity vector vi(t) at time t. Each particle has memory and hence, can remember the best position in search
space it ever visited. The satisfaction of the particle i for the design objective is estimated by the objective function
f (xi(t)).
2.2. Update Rule
2.2.1. Original PSO
The position vector which each particle can ﬁnd ever is known as the personal best particle position vector xpi (t)
and the overall best out of all particles in the swarm is as global best particle position vector xg(t). The position vector
xi(t) and the velocity vector vi(t) are updated by the global best and the personal best particle position vectors.
The position and the velocity vectors of the particle i (i = 1, · · · ,N) are updated according to the following rules
xi(t + 1)=xi(t) + vi(t + 1) (4)
vi(t + 1)=wvi(t) + c1r1(xpi (t) − xi(t)) + c2r2(xg(t) − xi(t)) (5)
where w is the inertia weight, c1 and c2 are acceleration coeﬃcient, and t is the iteration step. The variable r1 and r2
are random numbers in the interval [0, 1]. The parameter N is the swarm size or the total number of particles in the
swarm.
The inertia weight w governs how much percentage of the velocity should be retained from the previous time step
to the next time step. Generally the inertia weight is not ﬁxed but varied as the algorithm progresses. The inertia
weight w, in this study, is generally updated by self-adapting formula as
w = wmax − (wmax − wmin) × ttmax (6)
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where the parameter wmax and wmin denote the maximum and minimum inertia weight, respectively. The parameter t
and tmax are the iteration step and the maximum iteration steps in the simulation, respectively.
The parameters c1 and c2 determine the relative pull of xpi and xg. According to the recent work done by Clerc5,
the parameters are given as
c1 = c2 = 1.5. (7)
2.2.2. Second Global Best Particle PSO (SG-PSO)
In Second Global Best Particle PSO (SG-PSO) algorithm, each particle can remember the global best particle
position vector xg(t), the personal best particle position vector xp(t) and the second global best particle position vector
xg2(t). The use of xg2(t) can reduce the chance of PSO convergence to local optimal solution. When the second global
best particle position vector xg2(t) is employed, the update rule of the particle velocity vector is given as follows
vi(t + 1) = wvi(t) + c1r1(xpi (t) − xi(t)) + c2r2(xg(t) − xi(t)) + c3r3(xg2(t) − xi(t)) (8)
where w is the inertia weight, c1, c2 and c3 are acceleration coeﬃcient, and t is the iteration time. Besides, r1, r2 and
r3 are random numbers distributed in the interval[0, 1]. The parameter c1 and c2 are taken as the same values in the
original PSO.
The update rule (8) has been already presented in the reference6. The numerical discussions and the applications
were, however, not described in the reference6. Therefore, in this study, it is discussed in numerical examples.
2.2.3. Second Personal Best Particle PSO (SP-PSO)
The second personal best particle PSO (SP-PSO) uses the second personal best particle position vector xp2i instead
of the second global best particle position vector xg2. When the second personal best particle position vector xp2i (t) is
employed, the update rule of the particle velocity vector is given as follows
vi(t + 1) = wvi(t) + c1r1(xpi − xi(t)) + c2r2(xg − xi(t)) + c4r4(xp2 − xi(t)) (9)
where w is the inertia weight, c1, c2 and c4 are acceleration coeﬃcient, and t is the iteration time. Besides, r1, r2 and
r4 are random numbers distributed in the interval[0, 1]. The parameter c1 and c2 are taken as the same values in the
original PSO.
2.3. Algorithm
The PSO algorithm is summarized as follows.
1. Iteration step is initialized. The iteration step t is initialized as t = 0.
2. Particle position and velocity vectors are initialized. The particle position vector xi(t) and velocity vector
vi(t) are initialized with random numbers.
3. Best particle position vectors are initialized. The global best particle position vector xg(t) and the personal
best particle position vector xpi (t) are initialized with zero vectors. In the SG-PSO, xg2(t) or, in the SP-PSO,
xp2(t) is also initialized with a zero vector.
4. Fitness function is evaluated. Fitness functions f (xi(t)) is evaluated for all particles.
5. Convergence criterion is checked. If the criterion is satisﬁed, the process goes to the next stop. If the criterion
is not satisﬁed, the process goes to the step 7.
6. Result is output. The simulation results are output and the process is terminated.
7. Particle velocity vector is updated. The velocity vector vi(t + 1) of the particle i is updated by equation (5) in
original PSO, equation (8) in original SG-PSO or equation (9) in original SP-PSO.
8. Particle position vector is updated. The position vector xi(t + 1) of the particle i is updated by equation (4).
9. Personal best particle position is updated. For i = 1, · · · ,N, if xi(t) is better than xpi (t), then xpi (t + 1) = xi(t).
Otherwise, xpi (t + 1) = xpi (t).
10. Global best particle is updated. The best particle position vector among xg(t) and xpi (t + 1) (i = 1, · · · , n) is
substituted into xg(t + 1).
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Table 1. Simulation parameters
Parameter Value
Swarm size 30, 100
Maximum iteration 10000
Inertia parameters wmax = 0.9,wmin = 0.4
Acceleration coeﬃcients c1 = c2 = 1.5 , c3 = 5.0 , c4 = 5.5
11. In SG-PSO, second global best particle is updated. The second best particle position vector is found among
x
p
i (t + 1) (i = 1, · · · ,N), xg(t) and xg2(t) and then, substituted into xg2(t + 1).
12. In SP-PSO, second personal best particle is updated For i = 1, · · · ,N, a second best particle is found among
x
p
i (t), xp2i (t) and xi(t) and then, is into xp2(t + 1).
13. Iteration step is updated. The iteration step is updated so that t = t + 1. The process goes to step 4.
3. Numerical Examples
3.1. Test Functions
Rosenbrock, Rastrigin, and Griewank functions are considered as test functions.
(1) Rosenbrock function. Rosenbrock function is also a mono-modal function deﬁned as follows.
f1(x) =
n−1∑
i=1
(
100 (xi+1 − x2i )2 + (xi − 1)2
)
(−30 ≤ xi ≤ 30; n = 30) (10)
(2) Rastrigin function. Rastrigin function is a multi-modal function deﬁned as follows.
f2(x) =
n∑
i=1
(x2i − 10 cos(2πxi) + 10) (−5.12 ≤ xi ≤ 5.12; n = 30) (11)
(3) Griewank function. Griewank function is deﬁned as follows.
f3(x) = 14000
n∑
i=1
x2i −
n∏
i=1
cos
(
xi√
i
)
+ 1 (−600 ≤ xi ≤ 600; n = 30) (12)
3.2. Convergence History of Fitness
The parameters are shown in Table 1. Swarm size is 30 or 100. Maximum iteration step is 10000. The parameters
of the inertia weight are wmax = 0.9 and wmin = 0.4. According to the work done by Clerc5, the parameters c1 and c2
are speciﬁed as c1 = c2 = 1.5. From some numerical experiments, the parameter c3 and c4 are speciﬁed as c3 = 5.0
and c4 = 5.5, respectively.
The convergence histories of the ﬁtness functions are compared in Figs.1 and 2. Figures are plotted with the
iteration step as the horizontal axis and the ﬁtness as the vertical axes, respectively. The label “S-PSO”, “SG-PSO” and
“SP-PSO” mean original PSO, second global best particle PSO and second personal best particle PSO, respectively.
Firstly, the results in small swarm size are shown in Fig.1. SG-PSO and SP-PSO show faster convergence speed
than the original PSO. In Rosenbrock and Griewank functions, SG-PSO is fastest and, in Rastrign function, SP-PSO
is fastest. Rosenbrock functions are mono-modal functions and the other functions are multi-modal ones. Although
Griewank function is multi-modal function, it globally looks like a mono-modal function. The results show that
SG-PSO is eﬀective for mono-modal functions and SP-PSO is for multi-modal ones.
Next, the results in large swarm size is shown in 2. In Rosenbrock and Rastrigin functions, SG-PSO and SP-PSO
show faster convergence speed than the original PSO. Their diﬀerence, however, is smaller than that in small swarm
size. In Griewank function, three algorithms show similar convergence property.
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(a) Rosenbrock function
(b) Rastrigin function
(c) Griewank function
Fig. 1. Comparison of convergence history (Swarm size = 30)
3.3. Distance of Global Best Particles in SG-PSO
Convergence history of the distance between the ﬁrst and the second global best particle positions is discussed.
The distance is deﬁned as
Distance = |xg(t) − xg2(t)| (13)
where | · | denotes the Euclid distance between xg(t) and xg2(t).
The swarm size is 100. The results are shown in Fig.3. In all functions, the distance is large at the ﬁrst iteration
step and then, converges to zero gradually. The results show that the second global best particle gradually converges
to the ﬁrst global best particle.
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(a) Rosenbrock function
(b) Rastrigin function
(c) Griewank function
Fig. 2. Comparison of convergence history (Swarm size = 100)
3.4. Distance of Personal Best Particles in SP-PSO
Convergence history of the distance between the ﬁrst and the second personal best particle positions is discussed.
The distance is deﬁned as
Distance = 1
n
n∑
i=1
|xpi (t) − xp2i (t)| (14)
where | · | denotes the Euclid distance between xpi (t) and xp2i (t).
The swarm size is 100. The results are shown in Fig.4. In all functions, the distance gradually increases from 0 to
10 iteration steps and then, gradually decreases afer 10 iteration step. The results show that the second personal best
particle moves away from the ﬁrst global best particle ﬁrstly and then, comes close ﬁnally.
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(a) Rosenbrock function
(b) Rastrigin function
(c) Griewank function
Fig. 3. Convergence history of distance of ﬁrst and second global position vectors
4. Conclusion
In the original Particle Swarm Optimization (PSO), the particle positions are updated by the the global best and the
personal best particles. This study focuses on the use of the second global best and the second personal best particles
for improving the search performance of the original PSO. In the present algorithms, the second personal best and the
second global best particles are randomly used for updating all particle positions.
Present algorithms were compared with the original PSO algorithm in test functions. In the small swarm size,
second best particle PSOs (SG-PSO or SP-PSO) showed faster convergence property than the original PSO. Also
in large swarm size, second best particle PSOs showed faster convergence property than the original PSO. Their
diﬀerence, however, is smaller than that in small swarm size. Larger the swarm size is, less the chance of convergence
to local optimum is. The results show that the use of the second best particles can reduce the chance of convergence to
local optimum in small swarm size. In near future, we would like to present the applicability of the present algorithms
to actual engineering applications.
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(a) Rosenbrock function
(b) Rastrigin function
(c) Griewank function
Fig. 4. Convergence history of average distance of ﬁrst and second personal position vectors
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