Abstract In this chapter we will begin with an introduction to ultra-wideband (UWB) communication systems and their application in medical imaging. The rest of the chapter will present design of UWB receiver and transmitter blocks (low-noise amplifier (LNA), Multiplier and pulse generator) that are designed, fabricated and tested by authors. The reader will have a good understanding of a UWB transceiver system design and its advantages for breast cancer detection after reading this chapter.
Frequency dependence of the dielectric constant and conductivity for fatty breast tissue, skin, and tumor. [7] The main motivation for using ultra-narrow pulses for breast imaging arises from the high contrast between the electrical properties of malignant and normal breast tissues. For instance, this contrast is 5:1 for relative dielectric constant and 10:1 for conductivity at microwave frequencies [3, 4] (see Fig. 1 ). In addition to contrast, UWB microwave imaging systems are also able to provide both adequate penetration depth and necessary imaging resolution [5, 6] .
Medical Imaging for Breast Cancer
Among various types of medical imaging applications of UWB systems, breast cancer detection is one of the most popular fields that has attracted much research interest. In recent years, an increasing number of deaths due to breast cancer are reported. Only in the USA, there is an average of 40,000 deaths a year because of this type of cancer [8] . Since curing this type of cancer or long-term survival of patients are highly dependent on early detection and timely medical intervention, a very precise and dependable imaging system is required in the treatment procedure.
Conventional mammography has been performed using x-ray imaging of a compressed breast for nonpalpable early stage breast cancer [9] . Throughout the time, some technical advancements, such as digital mammography plus radiological expertise, have provided significant improvement of image quality and diagnosis using x-ray. However, due to sensitivity issues of x-ray imaging, there are still many problems with relatively high false-negative rate of detection, and low positive predictive rates resulting in many additional unnecessary biopsies [10] . In addition, in x-ray imaging, patients have to deal with uncomfortable or painful breast compression and exposure to low level ionization.
Usually, magnetic resonance imaging (MRI) and ultrasound are used for verification of mammography detected lesions by x-ray. In these systems, the modalities are not yet sensitive/specific enough or are too operator dependent or too costly to be useful for screening purposes.
All of above limitations have led to efforts to find an alternative to x-ray mammography. One of the most promising alternatives is using microwave imaging with UWB systems. As mentioned before, for the radio frequency (RF) and the microwave range of frequencies, differences in electrical characteristics of malignant and normal tissues are greater than 2:1. Also, dielectric constant, ε r , and conductivity, σ , change with increasing water content in neoplastic tissues due to increased protein hydration [11] . This fact will result in exploiting strong indicators of malignancy associated with physical or physiological factors of clinical interest such as water content, vascularization, blood flow rate, and temperature.
This advantage over x-ray can compensate for spatial resolution of UWB systems which is not as good as x-ray imaging because of the wavelength difference. In fact, high contrast exists for both high and low frequencies. At lower frequencies, the contrast is due to breakdown of narcotic cell membranes which are being used for electrical impedance topography [12, 13] . On the other hand, at higher frequencies, there will be high contrast due to increase in DNA, protein, and hemoglobin absorption in malignant tissues [14] . Considering the above advantages of working in different frequencies and after studying parameters which are important in an imaging procedure, it has been concluded that the frequency range between 1 and 10 GHz is the optimum band for this application. This band is a range that includes both advantages of having high spatial resolution which is better at higher frequencies and also good penetration depth which is better for lower frequencies.
Today, it is well known that microwave imaging is a promising substitute for conventional mammography. It is also known what frequency range should be used for imaging. From this perspective, there have been two main techniques for active microwave imaging: radar and tomography. Both techniques are based on the dielectric contrast in this range of frequency. In both techniques, low-power microwave signals are transmitted from an array of antennas into the breast. The tomographic image reconstruction technique is the most commonly attempted technique in this frequency range that can be performed using narrowband signals. In this technique, an image reconstruction problem should be solved, which needs regularization to converge and have a meaningful solution. However, many of these concerns are minimized in smaller form-factor cases like that in breast cancer detection. On the other hand, there is UWB radar in which there is no effort to reconstruct the complete profile of dielectric properties of the breast. In fact, in this technique, the goal is to find the presence and location of significant backscattered energy due to difference in dielectric properties of normal and malignant tissues.
In general, the microwave frequency domain for breast imaging is associated with the following features that are expected from a UWB system as an imaging system working in this range of frequency:
1. Significant contrast between dielectric properties of normal and malignant tissues in this frequency range. In normal tissues of the breast, microwave attenuation is low enough that we can image the entire breast. 2. Avoiding breast compression, as well as using low-power signals which result in little health risk. 3. Conventional microwave tomography has computational challenges. Using space-time UWB imaging, these problems can be solved and a very good three-dimensional picture of the breast can be obtained. 4. Using space-time UWB imaging systems, a precision of less than 0.5 cm is expected which is good enough for early detection and localization of breast cancer. 5. Finally, UWB microwave imaging is able to detect if the lesion is malignant or benign. For benign lesions, the dielectric properties are not different from normal tissues as much as they are for malignant lesions. As a result, the scattered waves are not as strong as they are for malignant tissues.
Ultra-Wideband Technology for Breast Cancer Detection
UWB is a communication technology that can achieve high data rates of up to 1 Gbps, uses very low power pulses and is suitable for short-distance applications [15, 16] . Due to the use of short pulses which results in high multi-path resolution, UWB systems do not have problems with fading, which is a serious problem in narrowband systems. Furthermore, because of the wideband nature of these systems, power is distributed over a wide range of frequency, which results in a very low power level at each frequency. Consequently, less interference with other RF systems is expected. In 2002, the Federal Communication Commission (FCC) authorized commercial use of the band from 3.1 to 10.6 GHz for research and technology development of new electronic systems. Although different narrowband radio systems operate in this range of frequency, as long as UWB systems satisfy FCC's spectral mask, they can coexist with narrowband systems. For indoor applications, this mask is shown in Fig. 2 and Fig. 3 . As shown, maximum equivalent isotropic radiated power (EIRP) spectral density which is allowed by FCC is − 41.3 dBm/MHz. This mask suggests interesting short-distance applications for UWB range. On the other hand, high spatial resolution of this technology makes it a promising candidate for medical imaging. The basic idea of breast cancer detection is to send an ultra-narrow low-power pulses to the patient's body and make a decision based on the received signal by comparing it with a reference signal, average of backscattered signals, or a signal backscattered from normal tissues. Figure 4 shows an example in which nine antennas are positioned on a human's breast in a hemi-spherical configuration. First, as shown in Fig. 5 , different pulses will be emitted from each of the antennas and detected by another antenna and location of simulated tumor is being randomly changed. Then, an average waveform of the received signals is calculated. The next step is comparing the received signals with this waveform, which indicates the probability of a tumor existing in a specific location. Figure 6 shows two cases of normal and malignant tissues. As shown, for the malignant tissue, differences between received signal and the average (calibration) waveform is much higher than for the normal tissue. Figure 7 shows a symbolic block diagram of UWB medical imaging system for breast cancer detection. As shown, a UWB medical imaging system has major differences when compared with narrowband systems. First, since there is no carrier in this type of communication, there is no need for complicated modulation and demodulation blocks. These are among the most complicated blocks used for conventional continuous wave transmission systems. Not having these complex components makes the transmitter architecture of UWB systems inexpensive, simpler to design, and simpler to implement, when compared to conventional radio systems.
From this point of view, a UWB system's block diagram is much simpler than its narrowband counterparts. As shown in Fig. 7 , in UWB systems, time-domain modulation is used for transmitting and receiving data. This makes the correlation and sample waveform generator blocks of this system very important.
According to the work by Proakis et al. [18] , the optimal receiver for a signal transmitted in an additive white Gaussian noise (AWGN) channel is a correlation or a matched filter receiver which makes SNR (signal to noise ratio) maximum. Figure 7b shows a receiver architecture that is made of three major blocks: a low-noise amplifier (LNA), a correlation circuitry and a block for providing template waveform for correlation circuit. In addition, there is also the baseband signal processing unit in which the decision making is performed. The first step in signal detection is to amplify the received signal. If the received signal from the antenna is fairly noisy and weak, then the first stage of the receiver, which is responsible for amplification, must be very low-noise. Also, it should be perfectly matched to the output impedance of the antenna, which is normally 50 .
The next stage is the correlation block in which the amplified signal is compared to the template waveform. Generating a good template waveform is one of the most important issues in UWB receiver design for the correlator block. In fact, this waveform should be as similar to the received signal as possible, to maximize signal-to-noise ratio which is a complicated task. One option is to approximate the received waveform by the transmitted signal. Second way is a coarse approximation such as a rectangular wave, which is very simple to generate but is not very efficient.
Another approach, which is proposed in [19] is to ignore the template waveform and to rely on the finite bandwidth of the transmitting and receiving antennas, which results in a specific pulse shaping. Both transmitting and receiving antennas work as differentiators. As a result, in ideal conditions, the received signal in the receiver must be the second derivative of the transmitted signal. For the UWB pulse, this means the third derivative of a Gaussian pulse. In [20] , the autocorrelation of the first and second derivatives of a Gaussian pulse are compared. Also, the crosscorrelation of the first and third derivatives of this pulse are compared to the autocorrelation results. The results in Fig. 8 show that the crosscorrelation results have an almost 80 percent accuracy of the third derivative autocorrelation which means a loss of less than 1 dB, which is quite tolerable for this application.
The template waveform is multiplied by the input signal and gets integrated over the bit duration to maximize the received signal power and minimize the noise component. Consequently, for a pulse train, the integrator's results will be higher than the noise level and the desired signal can be detected and separated from unwanted signals. It should be noted that the architecture introduced above will be different for other types of applications. For example, many UWB systems use time-hopping pulse 
Design Example for Ultra-Wideband Transmitter
The circuit diagram of the all-digital pulsed UWB transmitter is shown in Fig. 9 . The input data are modulated using on-off keying (OOK) Manchester modulation. UWB pulses are generated on the rising edge of the modulated data (D M ). A delay line bank is employed together with a capacitively coupled output combiner [21] as shown in Fig. 9a . The modulated data are passed through a delay line and a delayed version of the data is passed through three pulse generators. The pulse generators shape a firstorder Gaussian pulse at the rising edge of the input data. The presented digital UWB transmitter achieves both power efficiency and spectral compliance in a much smaller chip area compared to other designs [22] [23] . As illustrated in Fig. 9c , each pulse generator forms pulses that are delayed, and have opposite signs. By capacitively combining the three paths, the opposite signs are canceled, and the zero-DC double differentiated Gaussian pulse propagates to the single-ended antenna. The width of the output pulse depends on the delays in the delay line. The delay cells in all the paths are implemented as current-starved inverters, shown in Fig. 9b , to allow for tuning of the UWB pulse width. The input Manchester-encoded data to the UWB transmitter and its measured output UWB pulses are shown in Fig. 10 .
The UWB pulses are measured using custom-built UWB antennas (5 cm spacing between the transmitter and receiver) and a custom-built receiver. A zoomed-in version of one such measured UWB pulse overlayed on a simulated UWB pulse is shown in Fig. 11a . As it can be seen, the measured pulse resembles the expected UWB pulse but includes minor ringing due to the package bondwire inductance. The measured output power spectrum of the UWB transmitter is plotted in Fig. 11b . The power spectrum complies with the FCC-defined 0-1 GHz UWB spectrum (mask) also shown. The same circuit also generates pulses in the 3.1-10.6 GHz range. An example of the input data to the UWB transmitter Manchester-encoded at the rate of 10 Mb/s and the data received at the distance of 5 cm using a custom-built UWB receiver is shown in Fig. 12 . 
Design Example for Ultra-Wideband Receiver
The general block diagram of a UWB receiver was introduced previously in Fig. 7 . In this section, an example design and implementation of a UWB LNA and a mixer as two of the most important blocks of the receiver will be presented.
Ultra-Wideband Low-Noise Amplifier

Gain and Bandwidth
In the design presented, a CS (Common Source) configuration with inductive degeneration and a multi-section reactive network for input matching is utilized. The matching network is first proposed in [24] . Also, two auxiliary inductors are added to boost the bandwidth of the amplifier. In the circuit shown in Fig. 13 , the drain current i d can be written as
assuming F(s) is the Chebyshev filter transfer function. In the above analysis, C gd is not taken into account. This is mainly because of the very low impedance of the cascode stage seen from drain of M 1 . This will result in very weak Miller effect on gate of M 1 , so C M is
Here, R L = 1/g m2 is small enough to make the Miller capacitance negligible, so the LNA gain without considering L D and L C will be
Taking L D and L C into account, the gain equation of the LNA becomes
Comparing two gain equations, it can be concluded that adding the peaking inductors has resulted in removal of one of amplifier's dominant poles which was located at M 2 's drain. This has been done by breaking parasitic capacitance of this node, (C db2 + C gd3 ), into two smaller capacitors. From another point of view, if the step response of this circuit is considered, then isolating the buffer stage from the cascode stage and splitting these two capacitors from each other, results in a much smaller capacitance to be charged and discharged every cycle. This means shorter transient time in the time domain or wider bandwidths in the frequency domain. Figure 14 shows the pole-zero analysis and the effect of adding L D . Based on this plot, L D should be designed in a way such that undesired poles and zeros will be removed. In this work, L D was designed in such a way that the added poles are located at 7.4 and 9.2 GHz and zeros at 5.9 (twin) and 7.6 GHz. The pole at 7.4 GHz and the zero at 7.6 GHz are close enough to approximately cancel each other's effect and consequently would not have any significant effect on the gain curves. In contrast, the zero at 5.9 GHz, which is a twin zero, not only prevents the gain from decreasing at higher frequencies, but it also results in an increase of the gain amplitude for frequencies beyond 5.9 GHz. This increase will continue until the next twin pole at 9.2 GHz, which stops the gain increment and causes a decrease in the gain until the end of bandwidth. Although the gain amplitude and bandwidth is improved significantly, the gain is still not very flat. Figure 15 shows the gain curves in different stages of design. Figure 15a is the original design without any additional inductances, Fig. 15b shows the effect of adding L D and Fig. 15c the effect of both L D and L C . The problem with flatness is basically due to the parasitics generated by the cascode stage. The addition of an inductor between the gain and cascode stages will help to improve the gain flatness. In fact, L C , together with C gd1 and C gs2 , can form a wideband π-section LC network. As a result, it can resonate with the capacitors to produce broadband operation for the LNA. Figure 14b shows that adding L C has caused three sets of poles to be relocated and also one set of poles to be generated. Among the three poles that have been displaced, two of them do not have a significant effect. The first is a pole at 8.3 GHz which is moved to 8.1 GHz and the other one is the pole which is moved from 7.5 to 7.9 GHz. In contrast, the third pole displacement is moving the undesirable pole out of the band and it is very effective in improving the gain curve. This pole is moved from 8.94 to 10.9 GHz. The most important effect of L C is the pole which is generated at 6.13 GHz. This pole is designed to be very close to the twin-zero generated due to the addition of L D , and it can cancel one of the zeros. As a result, there will be no gain increment from 6.13 GHz, until 9.2 GHz, which is the start of the gain decrease.
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Noise Figure
There are two important factors that determine the noise of this low-noise amplifier. First are the losses of input matching network, and second is the input transistor M 1 . Generally, the noise of the input matching filter, which is basically due to nonidealities of its reactive components, is negligible in comparison with the noise of the other stages. Furthermore, due to high gain of the first stage, the noise contribution of the cascode and output stages are much smaller than the first stage. As a result, it is assumed that the first stage noise is dominant, and only this noise is considered in calculations. Figure 16 shows a model for the noise of LNA's first stage. Based on this model,
with,
Replacing these terms in (5) and with some simplifications, F will be
where
Based on above equations, the noise figure is optimized with gain and power considerations. The testchip is designed, fabricated, and tested in a 0.13 μm complementary metal-oxide semiconductor (CMOS) process. Figure 17 shows the measured Sparameters of this circuit. As shown, excellent input and output matching as well as output-to-input isolation are achieved. Peak value of 18.1 dB is measured for S 21 with excellent gain flatness. Figure 18a shows the measured group delay of the designed LNA. Figure 18b shows the measured IIP3 of this circuit. The intercept point in − 1 dBm shows very good linearity. Also, Fig. 18c shows the noise figure of this circuit, with a minimum value of 3.12 dB and an average of 3.81 dB.
Ultra-Wideband Mixer
Despite all the advantages of UWB systems, their design is typically very challenging due to the fact that they should demonstrate good performance for the entire bandwidth. Power consumption, conversion gain, linearity, silicon area, and noise figure are major concerns in the design of UWB mixers.
For Gilbert cells, which are the most common topology of mixers, an increase in the bias current of RF stage will typically result in a better noise performance as well as better linearity and higher transconductance of this stage. Clearly, this will cause a trade-off between power and other performance parameters. One approach that designers took is using current bleeding technique [25, 26] to improve noise, gain, and linearity without dramatic power increase. Using this method is typically limited to narrowband applications; and for UWB, several inductors should be used which results in dramatic area increase. A popular method to overcome this trade-off is to use a folding architecture. There are a number of works [27, 28] that have utilized this topology and achieved good bandwidth without sacrificing area or power. Using a folded architecture, DC current of RF and local oscillator (LO) stages do not have to be equal which results in more degrees of freedom in biasing and consequently a better trade-off. The constraint will be even more relaxed when the biasing of RF and LO stages are isolated. Figure 19 shows the designed UWB mixer. As shown, a folded architecture with ptype metal-oxide semiconductor (PMOS) LO-stage and inverter RF stage is chosen. In conventional Gilbert cell topology, where RF and LO stages are stacked on top of each other, the bias currents of both stages are tightly correlated which results in a trade-off in performance parameters. For Gilbert cell, the conversion gain can be written
where, g m,RF represents transconductance of the RF stage and R L is the load resistance. Also the input referred intercept point (IIP3) can be expressed as where I DC is the RF stage bias current and K RF = μC ox W /L is the process parameter of the RF-stage transistors. Above equations suggest an increase of RF stage biasing current as a way to improve performance of the mixer. However, it is clear that this current increase is confined to the power budget and cannot go above that. Also, despite the fact that increasing current will result in better linearity of the RF stage, for a stacked architecture, increasing the current will result in more voltage drop on load resistances and leaves less voltage swing for LO switches and consequently worse linearity. Considering noise in calculations makes the trade-off even more complicated. Noise of a Gilbert Cell is a combination of four different mechanisms: RF stage white noise, direct switching noise, indirect switching noise, and load thermal noise.
The total noise can be expressed as :
where, the first term expresses the load noise, the second term is the switching noise, and the last term is due to the transconductance (i.e., RF) stage noise. As this equation suggests, reducing bias current of the switches as well as transconductance of the RF stage will result in a total noise reduction. This is in contradiction with the result of equations (8) and (9) . It can be concluded that having independent DC currents for the RF and switching stages can relax the trade-off and result in a much more optimized biasing point. Folded structure, with a decoupling capacitor that is suggested in this work will result in RF and LO stages that have completely independent DC biasing.
Here with the topology that is presented in Fig. 19 , the RF stage is optimized to have the maximum conversion gain and linearity while the LO stage's bias is reduced significantly to keep the power consumption and noise low, and have the minimum voltage drop on load resistances which causes better overall linearity. Also, in this work p-type MOSFETs are used for switches. Having PMOS switches in the LO stage, helps achieve the same overdrive voltage, and consequently similar linearity performance, with lower power consumption compared to the case using n-type metal-oxide semiconductor (NMOS) transistors [29] . In the design of the RF stage, an NMOS-PMOS stacked architecture is used. This will boost up the transconductance and consequently the conversion gain of the mixer. A high conversion gain (CG) for mixers relaxes the gain requirement of the LNA as its previous stage and will result in a better overall receiver design.
Furthermore, we took advantage of DC isolation of RF and LO stages, and designed the RF stage in the subthreshold region. With a good design, the same transconductance can be achieved with a significantly lower power consumption. Of course, this will result in a noise increase in the RF stage, but the switching noise is the dominant contributor in the total noise of the mixer. Our Cadence noise analysis results also show that M 5 -M 8 are the main contributors to the total noise with each of them being responsible for 13.4 % of the total noise. In RF stage, R M1,2 are placed for input matching of the mixer and stabilize the gate and drain biasing voltage. Although mixer's input is connected to the LNA's output and it does not have to be matched to standard 50 , having these resistors as the parallel feedback for the RF stage will help us match the input resistance to desired value. R IN can be written as
and using this equation, and knowing RF stage transistors' transconductance, R M can be designed to make R IN matched to the output of the previous stage. Finally, R bias is designed to set the DC voltage on the source of the switches and R load is a passive load made of polysilicon to minimize the flicker noise at the output. In this design, the minimum length of 120 nm is chosen for M 1−4 while the length of M 5−8 is chosen to be 300 nm to reduce the flicker noise in the switches. Also, W 1−4 = 180 μm, W 5−8 = 200 μm, R M1,2 = 2.8 k , R bias1,2 = 600 , and R load1,2 = 1.2 k . Finally, V DDs = 650 mV is a reduced version of the supply voltage for the subthreshold RF stage, and is provided using internal biasing circuits.
One of the most common problems in UWB transceiver designs is that the LNA (as the first component after antenna) is usually single-ended and the output of this block should be connected to the mixer (multiplier) that has a differential input architecture. One solution to this is to use micro-strip lines and build a balun (balanced to unbalanced converter) to convert the single-ended signal to a differential one right after the antenna. With this solution, two single-ended LNAs can be used, and the output of each LNA can be connected to one input terminal of the mixer.
Although the phase precision of microwave baluns is good, and the differential signals are out-of-phase with a very good precision, having two LNAs that typically have a few inductors, doubles the required silicon area. Also, a passive balun implemented on-board is much bulkier than a circuit that is built on silicon. For these reasons we have developed a wideband balun, shown in Fig. 20 , that converts the single ended input to differential with a high phase precision for the entire band of 3.1-10.6 GHz. In the balun design, we have used a cascode architecture which is to decrease phase error at the differential outputs. In addition to S-D (single to differential) conversion, having a balun at the input of a mixer will result in a reduction of the number of input pads by three (one RF signal and two grounds).
Also, in addition to the balun that is connected to the input of the mixer, another balun is separately laid-out. This helped us to characterize the performance of the balun and to de-embed its effect from core mixer's performance. Figure 21 shows the gain error of the balun as well as the phase difference between the outputs.
As shown, the phase difference between the two outputs is very close to 180
• for all the frequencies in the UWB band and the gain error is always less than 1.5 dB. Finally, for the intermediate frequency (IF) outputs of the mixer, a PRODYN balun is used to convert the differential outputs to a single-ended signal that can be connected to lab measurement equipment. Also, at the baseband IF outputs, DCcoupled common source buffers have been used to match to the lab equipment. The buffers are not shown in Fig. 19 and their power consumption is not included in total power consumption of the mixer. Figure 22a shows the measured conversion gain of the mixer for different input RF frequencies as well as different output IF frequencies. As shown, the gain remains almost constant for various IF frequencies. Also, CG drops less than 3 dB, when the RF frequency is changed from 3 to 11 GHz. Figure 22b shows the noise figure of the designed circuit for both cases of with and without the balun. As shown, the core mixer (without a balun) has a minimum value of 6.9 dB and an average of 9.15 dB over the 7.5 GHz bandwidth. Figure 22c shows the input reflection coefficient for the RF port which shows excellent matching at this port for both cases of with and without the balun. Also, Fig. 22d shows the good performance of this design in terms of the port to port isolation. Finally, Fig. 22e provides IIP3 of the mixer for the whole range of RF frequencies.
