Abstract. We consider the dynamics of hedgehog solutions in the (3 + 1)-dimensional Skyrme model which is an energy-supercritical problem. We introduce a new strategy to prove global wellposedness for arbitrarily large initial data.
Introduction
In this paper we consider the (3 + 1)-dimensional Skyrme model in quantum field theory. This nonlinear sigma model was first proposed by Skyrme [21, 22, 23] to incorporate baryons as stable field configurations in the description of low energy interaction of pions. Let U : R 3+1 → SU (2) be a map into the isospin group with signature (+ − −−). Define the su(2)-valued connection one-form A by
where x 0 = t, (x j ) 1≤j≤3 = x ∈ R 3 . The Lagrangian density of the classical Skyrme model is given by
where f 2 π is the pion decay constant, and ǫ > 0 is a coupling parameter. The actual value of f 2 π does not play much role in our mathematical analysis and we will conveniently set it to be 2. Here [·, ·] is the usual Lie bracket on su (2) and Tr(·) denotes the matrix trace.
The Euler-Lagrangian equation of (1.1) takes the form
Let I 2 be the identity matrix and σ j , 1 ≤ j ≤ 3 be the Pauli spin matrices. Introducing the angular variable ω = ω(t, x) and the spin vector n = (n j ) ∈ S 2 , we write the group element U ∈ SU (2) as U (t, x) = exp ω(t, x) 2i σ j n j (t, x) = I 2 cos ω(t, x) 2 − i σ j n j (t, x) sin ω(t, x) 2 .
(1.3)
We shall be mainly concerned with a special family of solutions known as hedgehog solutions. Under the hedgehog ansatz, we set r = |x|, n j (x) = where N 1 ≥ 0 is an integer. The main result of this paper, roughly speaking, is that for smooth and arbitrarily large initial data the corresponding solution to (1.5)-(1.6) exists globally in time. The precise formulation of the results will be given in Section 2. The basic conservation law associated with (1.5) is given by the Skyrme energy
With respect to the Skyrme energy conservation, the main difficulty associated with the analysis of (1.5) is that it is energy-supercritical and no useful theory is readily available for such problems. We shall introduce a new (and special) strategy to overcome this difficulty and prove global wellposedness for arbitrarily large initial data. As far as we know, this is the first unconditional result on a physical energy-supercritical problem.
We summarize below the main points of the proof.
Main steps of the proof
In our analysis the value of ǫ does not play much role and we will henceforth set ǫ = 1 in (1.5) for convenience.
Step 1. Local (in time) analysis and lifting to dimension 5. The first step is to get a good local theory. Observe that the nonlinearity on the RHS of (1.5) has strong singularities near r = 0 which can only be balanced out by a good local asymptotics of f as r → 0. To kill this singularity we introduce g = g(r, t) by the relation f (r, t) = φ(r, t) + rg(r, t), (1.8) where φ is a smooth cut-off function such that φ(r) ≡ N 1 π for r ≤ 1. We then regard g as a radial function on R 5 and obtain from (1.4), (1.8) an equation for g of the form
where N is a smooth nonlinearity and no longer contains any singularities near r = 0. Local wellposedness in H k rad (R 5 ) then follows from energy estimates. From the local analysis, to continue the solution to all time, we only need to control the quantity
We shall achieve this in several steps.
Step 2. A nonlocal transformation and derivation of the Φ-equation. The blowup/continuation criteria (1.9) is supercritical with respect to the Skyrme energy (1.7). To nail down global wellposedness, we analyze in a deeper way the structure of (1.5). For this purpose, we introduce a nonlocal transformation of the form (see Section 3 for more details) 10) where φ 1 is a smooth cut-off function localized to the regime r 1. Regard Φ as a radial function on R 5 . For Φ we then obtain from (1.5), (1.10) a nonlocal equation of the form
where
The remarkable feature of this new system is that at the cost of nonlocality all derivative terms on the RHS of (1.4) have been eliminated.
Step 3. Control of H 1 -norm of Φ and a non-blowup argument. This includes the estimates of Φ L 2
. This is an important first step to beat energy supercriticality. Due to the particular structure in (1.10), it is not difficult to check that the Skyrme energy (1.7) is insufficient to give any control of ∇Φ L 2 x (R 5 ) which is a manifestation of energy supercriticality at the lowest level. A heuristic analysis (see the beginning of Section 4) shows that in the worst case scenario the linear part of (1.11) could take the form , we cannot use Strichartz (cf. [5] ). To solve this problem we resort to a nonlinear approach which exploits the fine structure of the equation. Let T be the first possible blowup time. By performing estimates directly on (1.10)-(1.11), we obtain 12) where 0 < C(T ) < ∞ is a constant depending on T , r 0 < 1 2 is a small constant, φ <r0 is a smooth cut-off function localized to r ≤ r 0 , and
By a detailed analysis on H, we show that H admits the sharp bound
From this and (1.12), we get 13) where the positivity of the integral follows from Hardy's inequality (see Lemma 4.3) on R 5 . The estimate (1.13) is the sharpest available and yet it is not coercive enough to give control of H 1 norm of Φ. The main reason is that there could exist a sequence Step 4. Nonlinear energy bootstrap and higher order estimates. In this final step we upgrade the H 1 estimate of Φ to H 4 estimates which are sufficient to give a priori bound of the quantity G(t) defined in (1.9) (and yielding global wellposedness). The main task is to interweave the Sobolev estimates of g and Φ back and forth a number of times using in an essential way the structure of the nonlocal system (1.10)-(1.11). The estimates are organized in such a way that we first obtain temporal regularity and then use the structure of the equation to trade temporal regularity for spatial regularity. The technical details are given in Section 5.
The above four steps complete our proof of global wellposedness. To put things into perspective, we briefly review below some results connected with the Skyrme model.
Connection with other works.
(1) Prior to this work, progress has been slow on understanding the global dynamics of the Skyrme model. In [32] Wong analyzed in detail the dominant energy condition and the breakdown of hyberbolicity for the Skyrme model (see also Gibbons [12] , Grutchfield and Bell [6] ). In particular it follows that a small perturbation of a static Skyrmion configuration yields local wellposedness. For the evolutionary Fadeev model corresponding to maps from the Minkowski space R 1+n to the unit sphere S 2 , Lei, Lin and Zhou [18] proved that the Cauchy problem is globally well-posed for sufficiently small initial data in Sobolev space. After our work is completed, the author learned that Geba, Nakanishi and Rajeev [11] proved a small data global wellposedness and scattering result for the Skyrme wave map for initial data in critical Besov type space. (2) In [9, 10] , Geba and Rajeev considered a seimilinear Skyrme model introduced by Adkins and Nappi [1] . The equivariant solutions satisfy the following
and has conserved energy
They proved that near the first possible blowup time, the energy does not concentrate. But the issue of global wellposedness is still open. (3) If ǫ = 0 in (1.5), then we recover the equivariant wave map from R 3+1 to S 3 which is also an energy-supercritical problem. Generally smooth solutions will blow up in finite time. Indeed Shatah [20] constructed finite-time blowup solutions which is self-similar and has finite energy. This was extended to other target manifolds in [24] and higher dimensions d ≥ 4 in [7] . In [3] Bizoń constructed a countable family of spherically symmetric selfsimilar wave maps from the 3+1 Minkowski spacetime into the 3-sphere. These constructions all rely on the existence of a nontrivial harmonic map. (4) The (2 + 1)-dimensional analogue of the Skyrme model is known as baby Skyrme models. The technique developed in this paper can also be used to prove global wellposededness of corresponding hedgehog solutions. The details will be given in a future publication. In contrast, the ǫ = 0 limit of the baby Skyrme model gives rise to the (2 + 1)-dimensional energy-critical equivariant wave map
where k ≥ 1 is a integer giving the homotopy index. It is known that (cf. [8, 24, 25] ) for smooth initial data with energy E < E(Q), where Q(r) = 2 arctan(r k ), the corresponding solution is global. Also by an argument of Struwe there is no blowup of self-similar type. The existence (and dynamics) of finite-time blowup solutions were obtained in [19] (k ≥ 4) and [16] (k = 1) using different techniques and giving different blowup rates. For results and some recent developments on energy-critical wave maps from (2 + 1) Minkowski space to general target manifolds we refer to [15, 14, 28, 29, 4, 13, 30, 31, 26, 27, 17] and references therein.
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Reformulation and main results
As was already mentioned, the value of ǫ will not play much role in our analysis as long as ǫ > 0. In the rest of this paper we shall set ǫ = 1 in (1.5).
Denote
with boundary condition (1.6). Let φ be a smooth cut-off function such that φ(r) = N 1 π for r ≤ 1 and φ(r) = 0 for r ≥ 2.
Define g(r, t) by
No boundary condition is needed for g at r = 0.
1
Note that
3), the equation for g then takes the form
where φ >1 = 1 − φ <1 , and φ <1 is a smooth cut-off function such that φ <1 (r) = 1 for r < 1 2 ; φ <1 (r) = 0 for r ≥ 1.
1 We shall regard g as a radial function on R 5 and construct a classical solution g ∈ H k (R 5 ). By radial Sobolev embedding, |g(r, t)| r −2 as r → ∞. Hence the boundary condition f (∞, t) = 0 causes no trouble too.
In more detail,
It is not difficult to check thatF i (x), 0 ≤ i ≤ 4 are well-defined for all x ∈ R with the help of power series expansion. Observe that the functionsF i can all be written asF
where F i are smooth functions satisfying
where C k are constants depending only on k. The reason that we writeF i (rg) = F i (r 2 g 2 ) is that we shall regard
which is smooth in x. This will help local energy estimates in the local theory. Now we lift g to be radial function on R 5 , clearly then
x i · ∂ xi g = x · ∇g.
DONG LI
Thus we rewrite (2.5) as
For any integer k, we shall denote by H k rad (R 5 ) the usual H k Sobolev space restricted to radial functions on R 5 .
Proposition 2.1 (Local wellposedness and continuation criteria).
Then there exists T > 0 and a local solution
. Furthermore the solution can be continued past any T 1 ≥ T as long as
The proof of Proposition 2.1 uses standard energy estimates and will be omitted here. Our main result is Theorem 2.2 (Global wellposedness for large data). Let k ≥ 4 be an integer and assume
Then the corresponding solution in Proposition 2.1 is global.
By Proposition 2.1, the proof of Theorem 2.2 reduces to showing that (2.8) holds for any T > 0. We shall achieve this by devising a new nonlinear energy bootstrap method.
Nonlinear energy bootstrap: preliminary transformations
Recall that (2.1) has the basic energy conservation
The continuation criteria (2.8) is supercritical with respect to this basic energy conservation. To prove global wellposedness of (2.1) one certainly needs a new strategy. In this section we explain the setup of our nonlinear energy bootstrap argument.
2)
The definition ofΦ 1 takes into consideration of the boundary condition (1.6) especially when N 1 = 0. Define
Here ∆ 3,ρ is the three-dimensional radial Laplacian in the ρ variable, i.e.
.
Therefore by (3.4), (2.1) and (3.5), we get
By a simple computation,
By a tedious calculation, we have
Plugging (3.8), (3.9) and (3.10) into (3.6), we obtain
Equation (3.11) is still not very satisfactory since it contains terms of inverse square potential type. To remove such terms, one more transformation is needed.
Define Φ 2 (r, t) by
By (3.13), equation (3.11) expressed in the Φ 2 variable now takes the form
Although formally the RHS of (3.14) still contains 1/r terms which may be singular when r → 0, it actually causes no trouble in our energy bootstrap estimates later. To see this, we bring back the g-function used in the local analysis.
Recall that f (r, t) = φ(r) + rg(r, t), (3.15) where φ(r) ≡ N 1 π for r < 1 and φ(r) = 0 for r ≥ 2. Define
Observe that B 2 is a smooth function (see the discussion preceding the estimate (2.6)). Let φ <1 be a smooth cut-off function such that φ <1 (r) = 1 for r ≤ In the second equality above, we have performed a change of variable y → N 1 π + ry. Clearly (3.17) is smooth as long as g is smooth since it has no singular terms in r.
By using (3.17), we rewrite (3.14) as By (3.18) it is not difficult to check that Φ 2 has no singularity near r ∼ 0. However for r ≥ 2 by using energy conservation (3.1) and radial Sobolev embedding, we get |f (r, t)| r −1 . If N 1 > 0, then (3.19) asserts that
x (R 5 ) when we regard Φ 2 as a radial function on R 5 . We therefore need to introduce one more transformation to kill this divergence.
To this end, we define Note that φ(r) = 0 for r ≥ 2, therefore we can write
where φ ∼1 is a smooth cut-off function localized to r ∼ 1. For (3.23), observe that by (3.7)
and similarly
Therefore we shall write (3.23) = 1 r 3 φ 1 (r), (3.27) where φ 1 (r) is a smooth cut-off function localized to r 1. By using (3.21)-(3.27), we obtain Φ(r, t) = g(r,t)
We can further absorb φ ∼1 (r) into φ 1 (r) and simply write Plugging (3.29) into (3.18), we get
By using an argument similar to the derivation of (3.28), we further simplify (3.30) as 
. By (3.33), (2.2), we have
and therefore by (3.1), we get
By (3.32), (3.33), easy to see
By the assumption of Proposition 2.1 and Sobolev embedding, we have g(0) L 4
1. Using (4.1), we then have
By (3.1), we have
1, we get
By (2.2) and Hardy's inequality (see (4.13)), we get
However it is not difficult to check that (3.1) and (4.5) are insufficient to bound ∇Φ L 2 x (R 5 ) . One may try to do Strichartz. But there is one problem as we now explain. Imagine that
for a range of values of r ≪ 1.
2
Then by (3.33), Φ(r, t) ∼ √ 2 r g(r, t),
. Therefore for a range of values of r ≪ 1, the linear part of (3.31) takes the form
Equation (4.7) is a wave operator with negative inverse square potential. Since d = 5 and
no Strichartz is available (cf. [5] ). This destroys the hope of employing good linear estimates. Therefore a new idea is required to establish H 1 -norm bound of Φ. In particular we shall use a nonlinear approach which exploits in an essential way the structure of the equation. 3 ) > 0 for 0 < r ≤ r 0 , where r 0 is sufficiently small.
Corollary 4.2. For any 0 < r ≤ r 0 , z ∈ R, we have
Proof of Corollary 4.2. Since G 1 (r, z) is an even function of z, it suffices to consider the case z > 0. By Lemma 4.1 for w ≥ 0,
The constant
The goal of this section is to prove the following 
Before we begin the proof of Proposition 4.4, we set up some notations.
Notation. Throughout the rest of this paper, unless explicitly mentioned, we shall suppress the dependence of constants on the initial data or on the time T . For example we shall write (4.14) simply as
Proof of Proposition 4.4. By (4.1), (4.3), we only need to show
, 0 ≤ ψ ≤ 1 be a radial smooth cut-off function such that ψ(x) = 1 for |x| ≤ 
By (3.31)-(3.33), we have
Multiplying both sides of (4.15) by ∂ t Φ and integrating by parts, we obtain
Plugging (4.1), (4.5) into (4.16) and integrating in time, we get
In particular, this yields
Using Corollary 4.2 and (4.3), we get
By Hardy's inequality (Lemma 4.3), we have
There is no hope to obtain (4.14) by using only (4.19), (4.20) , since there could possibly exist a sequence Φ(t n ) with the property that
where C 1 ≥ 0 is a finite constant. Certainly a new argument is needed here.
To solve this problem, we shall proceed by exploiting in more detail the structure of Φ.
Assume (4.14) does not hold. By (4.1) and (4.3), there exists t n → T such that 23) and by (4.21), (4.19) , (4.20) , 
1.
Hence (4.25), (4.26) gives 
→ 0, as t n → T .
But this contradicts (4.23) and (4.24).
Nonlinear energy bootstrap: more estimates
Let T > 0 be the same as in Proposition 4.4. Our goal in this section is to prove
and eventually
where G(t) is defined in (2.9). By Proposition 2.1, this implies global wellposedness. We shall prove (5.1) in several steps. First we get some decay estimates of Φ and g. By Proposition 4.4 and radial Sobolev embedding, we have
We claim that |g(r, t)| min r 
Hence by (5.3),
Before we continue, we need to introduce standard Strichartz for the wave operator. 
Let (q, r), (q,r) be wave admissible and satisfy the gap condition
Then on the space-time slab
Here (q ′ ,r ′ ) are the conjugates of (q,r), i.e. 
We will need to use the standard Littlewood-Paley projection operators. Let φ ∈ C ∞ c (R 5 ) be a radial bump function supported in the ball {x ∈ R 5 : |x| ≤ 
and similarly P <N and P ≥N . Now we are ready to continue our estimates. Taking the time derivative on both sides of (3.31), we get
By (5.4), we have
From (3.33), one has
Substituting (5.9) into (5.6), we get
By Strichartz (Lemma 5.2) and (5.8), we have for any 0 < T 1 < T ,
Using (5.11), (5.12), a continuity argument yields
Using (5.10), we have
By (5.7), observe that
Therefore by (5.13),
Then by (3.32), (5.4), we have
Hence by (4.14),
By essentially repeating the derivation of (5.13), (5.14) with ∂ t Φ replaced by ∂ tt Φ, we get
Note that the low frequency part of ∂ tt Φ causes no trouble since it can be controlled by
using equation (3.31) together with (5.19). Now by (3.31), we have
where G 3 (r, t) was already defined in (5.17). By (5.18) and (4.5),
By (5.18) and (4.14), we get 
Hence 
We can write (5.32), (5.33) collectively as Observe that for r ≤ ∂ r Bdy
(5.36)
On the other hand, by (5.27), (5.7) and (4.5), · r
Substituting it into (5.38), we get
(5.48)
From (5.7), (5.9) and (5.39), we get
x ([0,T )) 
