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Abstract 
Remembering the sound of a new word when it is first encountered is an important 
skill which plays a critical role in the development of vocabulary (Gathercole & Bad- 
deley, 1989), yet the mechanisms underlying this form of verbal short-term memory 
are not well understood. Errors in the repetition and serial recall of nonwords indi- 
cate that structural properties of the syllable are represented in short-term memory, 
but existing accounts of serial learning and recall do not incorporate any representa- 
tion of linguistic structure. Models of speech production implicate syllable structure 
in the representation of phonological form, but do not explain how such represen- 
tations are acquired. This thesis draws together theories of speech production and 
serial memory to develop a computational model of nonword repetition based on the 
novel idea that short-term memory for the serial order of a sequence of speech sounds 
is constrained by a syllabic template. The results of simulations using the model are 
presented and compared with experimental findings concerning short-term memory 
for nonwords. The interaction of short- and long-term phonological memory systems 
and the aquisition of vocabulary are discussed in terms of the model. The model is 
evaluated in comparison with other contemporary theories. 
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1. Introduction 
1 General introduction 
This thesis takes a computational approach to the problem of developing useful 
theories of short-term memory. Informally, theories of verbal short-term memory 
frequently suggest that it employs representations and processes common to the 
speech production system, yet formal models of short-term memory have never had 
much in common with models of speech production, which are generally shaped 
by psycholinguistic insights. Meanwhile, models of speech production have largely 
ignored the issue of how the linguistic structures they employ might be learned. 
The aims of this thesis are to develop an account of how, at the level of phonology, 
unfamiliar stimuli can be learned accurately in a single presentation; how linguistic 
constraints play a role in learning and recall and how such a linguistically- constrained 
model of verbal short-term memory is compatible with existing accounts of speech 
production and short-term memory. This general introduction explains why this 
direction has been taken, and fleshes out the philosophical starting points of the 
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project. 
Briefly, the research described in this thesis has been guided by two important 
convictions regarding theory: 
That concrete, testable theories are to be preferred over more abstract ones. 
Hence the descision to adopt a computational approach to modelling. To be 
successful, a concrete model should provide a detailed explanatory account 
of some hitherto unexplained phenomena, and if possible, generate novel and 
testable predictions. 
2. That, where possible, theories should integrate the theoretical insights and 
basic empirical facts from different areas to produce workable models with 
ever-greater scope, rather than attempting to explore the finer points of the 
empirical data in an isolated domain. The work described in this thesis is an 
attempt to bring together theoretical and empirical work from three areas, in 
very general terms: 
(a) Short-term memory. 
(b) Serial order. 
(c) The linguistic properties of speech. 
2 Short-term memory 
Psychologists often draw a distinction between tasks involving short- and long-term 
memory. Short-term memory tasks are those involving the rapid 
learning of un- 
familiar stimuli, such as a randomly ordered list of digits, or a new word. 
While 
short-term learning is very rapid (e. g., a short 
list of numbers can be learned in 
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a single presentation), retention is temporary, such that any delay between pre- 
sentation and recall results in a reduction in performance. In contrast, long-term 
learning takes much longer but can result in the retention of information for decades 
(for example, an adult can recall the names of childhood friends). Another impor- 
tant difference between long- and short-term memory is that short-term memory is 
subject to capacity limitations, no such limit is apparent for long-term memory. 
The clearest demonstrations of the capacity limitations of short-term memory come 
from experiments which measure memory span. Such experiments typically involve 
the learning of short sequences of familiar items such as digits or letters. After a 
single presentation, it is the subject's task to recall the items in order. As the number 
of items in a stimulus list increases, the probability of correct serial recall is reduced. 
There is a sigmoidal relationship between list length and the proportion of attempts 
which are successful (Guildford & Dallenbach, 1925). Span is normally defined as 
the length of sequence which can be recalled accurately in 50% of attempts. For 
stimuli such as digit or letter sequences, span is around seven items in the normal 
population (Miller, 1956). 
The most influential models of memory have been those which suggest that the dis- 
tinction between short- and long-term memory performance reflects an underlying 
duality in the mechanisms of memory (e. g., Atkinson & Shiffrin, 1968), and although 
such models have not gone unchallenged (e. g., Melton, 1963), there is now a concen- 
sus in favour of models which in one way or another distinguish between subsystems 
responsible for permanent and temporary storage. Some of the strongest evidence for 
dual-store models comes from neuropsychological case studies concerning patients 
who show specific deficts of either short- or long-term memory performance 
(e. g., 
Baddeley & Warrington, 1970; Shallice & Warrington, 1970; Basso, Spinnler, Vallar, 
& Zanobio, 1982). Recently components of a specialised verbal short-term memory 
system have been localized in experiments using Positron Emission 
Tomography 
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(Paulesu, Frith, & Frackowiak, 1993). However, to regard short- and long-term 
stores as entirely independent parts of a modular system is an oversimplification. In 
almost all experimental tasks the possibility exists for short- and long-term subsys- 
tems to interact in producing a response. For example, memory span is greater for 
familiar words (for which long-term representations have been established) than for 
nonwords (Hulme, Maughan, & Brown, 1991). 
Here we shall be concerned in the main with short term memory, and this being 
the case I shall concentrate on studies which so far as possible, isolate short-term 
storage by using stimuli which are entirely novel (such as nonwords). However, even 
here some long-term knowledge will be useful. In recalling a temporarily- stored 
nonword (e. g., "darlimentary") the existence of a similar familiar word can aid 
recall (Gathercole, Willis, Emslie, & Baddeley, 1991). More central to the current 
work is the idea that existing phonological knowledge (knowledge concerning the 
linguistic structure of syllables) is used in the representation of new words. The 
nature of the relationship between long- and short-term storage, and the extent of 
any overlap between them remains somewhat unclear, and it will be one of the issues 
addressed in this thesis. 
2.1 Functions of short-term memory 
The fact that humans have a limited ability to learn and recall meaningless sequences 
of digits might be thought to be of little consequence, were it not the case that mea- 
sures of span correlate positively with measures of performance on many less esoteric 
skills, such as reasoning, and comprehension. For this reason, tests of serial recall 
of familiar verbal materials, such as letters, digits and words, are frequently used 
in 
the assessment of general cognitive function. The implication is that performance 
on the serial recall task reflects the capacity of a store of limited capacity that 
is in 
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some way involved in a range of cognitive functions -a working memory. Because 
of its apparently central role in general cognition, working memory has received a 
great deal of attention in recent years (see Baddeley, 1986 for a detailed account of 
work in this field). 
Less attention has been given to the nature of the relationship between long- and 
short-term memory. As well as playing an important role in complex tasks such as 
reasoning, verbal short-term memory is believed to be crucial in long-term learn- 
ing. Recently experimental evidence of the link between short-term memory and 
vocabulary acquisition has emerged from a longitudinal study (Gathercole & Bad- 
deley, 1989). It was found that children showing an early proficiency in nonword 
repetition (a very basic test of verbal short-term memory) subsequently acquired vo- 
cabulary more rapidly than their contemporaries. More evidence for the dependence 
of long-term learning on short-term storage comes from a neuropsychological. case 
study which showed that in one patient with a specific short-term memory deficit, 
long-term learning of unfami li ar- familiar word paired associates (a task analogous to 
vocabulary acquisition) was extremely impaired relative to a similar task involving 
only familiar words (Baddeley, Papagno, & Vallar, 1988). In short, it appears that 
in order to learn a new word (or develop an assocation between a new word and a fa- 
miliar one), a short-term representation of that word is necessary. Informal theories 
of memory have often suggested that long-term learning (for example vocabulary 
acquisition) depends upon the transfer of information from short- to long-term stor- 
age through some form of rehearsal or elaborative processing (Atkinson & Shiffrin, 
1968; Craik & Lockhart, 1972). There is some evidence to support this contention. 
For example, nonsense syllables are learned better if they are rehearsed by overt ar- 
ticulation (Mechanic, 1964). Long-term learning through rehearsal clearly requires 
a short-term representation which can support articulation. 
A possible explanation of the functional role of the relationship between short- and 
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long-term phonological memory comes from a consideration of the computational 
problem that the learning of new words presents. In acquiring vocabulary, the 
novelty of the stimulus must first be detected, otherwise useful representations of 
known words will be needlessly reproduced; for a temporally- di st ri bu ted input (such 
as a spoken word) this necessitates its temporary storage - it cannot be clear at 
the outset whether the word is novel or familiar, this can only be determined with 
reference to its context. For example, the sound "ank" in an utterance may represent 
a part of a familiar word in one context (cc... weigh anchor, Mr. Christian ... or 
the whole of an novel one in another ("... the ancient egyptian ankh symbol "), 
and part of an novel phonological form in another (". . his knees were affected by 
ankylosis ... 
"); some consideration of the context in which the sound appears is 
required in order to determine whether long-term learning is neccessary or not. 
However once novelty in the input has been detected, the stimulus has passed, 
therefore its temporal structure (or the aspects of it which are required to convey 
its meaning) must be "buffered" while long-term learning takes place. 
Since the ability to repeat or rehearse new words emerges so early in development 
and appears to play such an important part in vocabulary acquisition, it would 
seem sensible to regard this temporary buffering of unfamiliar materials as one of the 
central functions of the verbal short-term memory system. The temporary storage of 
verbal materials necessary for vocabulary learning can later be exploited to support 
less basic activities such as reading and comprehension. It is thus important that 
any useful model of short-term memory be capable of representing new words (or 
nonwords) in a single exposure. A detailed model of this process is expected to shed 
some light on the way in which short-term memory is involved in long-term learning, 
and the way in which short- and long-term memory systems overlap. 
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2.2 The role of speech in short-term memory 
There is strong evidence for the involvement of speech-related processes in short- 
term memory. For example, the relationship between span and articulation rate is 
linear (Baddeley, 1986): 
c+kR (1) 
where S is span, R is articulation rate, and c and k are constants. Experiments have 
shown that span is dependent not simply upon the number of items in a sequence 
but on their spoken duration. For familiar materials span is approximately equal to 
the number of items that can be articulated in between one and two seconds (Vallar 
& Baddley, 1982). 
For the brief storage of verbal materials, it appears that a speech-based form of 
coding is generally used: Evidence for this comes from the effect of phonological 
similarity on serial recall performance. Conrad and Hull (1964) demonstrated that 
recall for lists of vi sually- presented consonants was better for lists comprised of items 
that were phonologically dissimilar (e. g. "Q, R, N, W, H") than for items that were 
phonologically similar (e. g. "D, P, B, E, V"). The principle effect of phonological 
similarity is to increase the frequency of order errors (Wickelgren, 1965). If mean- 
ingful words (rather than letters) are used, then the semantic similarity of the items 
has comparatively little effect (Baddeley, 1966). 
Speech processes also appear to play a role in maintaining a stable trace in short-term 
memory. The most important of these processes is believed to be rehearsal, an overt 
or covert repetition of the stimulus material which can be used to refresh its trace 
in short-term memory. Baddeley and Hitch (1974) suggested that verbal short-term 
memory could be fractionated into two components, a phonologWal store which held 
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a decaying trace of the stimulus, and an articulatory loop -a speech-based control 
process which serially refreshed the trace through rehearsal. The involvement of 
this articulatory process which is responsible for the relationship between span and 
articulation rate (equation 1). The model also helps to explain the finding that 
when rehearsal is prevented by a concurrent articulatory task (e. g. saying 44the, the, 
the ... "), recall is adversely affected (Murray, 1967). 
The detailed nature of phonological coding is a central issue in the present work. 
I shall argue that error data from short term memory studies suggest a form of 
phonological representation which is hierachically-organized and constrained by lin- 
guistic principles . In order to generate a spoken response in a short-term memory 
task, it is obviously necessary to move from an static internal representation of the 
intended utterance to a serial pattern of action in the effectors. It is argued in this 
thesis that the internal representations are such that this can only be achieved by 
articulatory processing. A more detailed account of phonological coding may thus 
help to explain why it is that articulatory control is involved in verbal short-term 
memory. 
2.3 Serial order and short-term memory 
The need to rapidly develop representations of novel spoken stimuli presents a prob- 
lem: speech stimuli, unlike say static visual stimuli, are temporally- distributed. At 
no time is the information representing the whole utterance available concurrently. 
When the utterance is finished, the stimulus is gone, and cannot be re-examined. 
Yet, despite the fleeting nature of speech stimuli, normal subjects, even children as 
young as two and three years old, can often repeat unfamiliar words after a sin- 
gle presentation (Gathercole et al., in press). In so doing, they demonstrate the 
remarkable capacity to form an internal representation of the serially-ordered stim- 
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ulus 'on-line', as the stimulus itself occurs. 
It is therefore essential that any implemented model of verbal short-term memory 
consider the question of how serial order is represented mentally, and in particu- 
lar how it is represented. The storage of serial order information is an important 
property of short-term memory, and this is reflected by the use of memory span as 
an measure of short-term memory performance. It is a sensitive test because the 
majority of errors in this paradigm are order errors (Bjork & Healy, 1974), that 
is errors where the identity of part of the intended sequence is preserved, but its 
serial position in the output sequence is wrong. In fact, across a range of tasks in 
which serial order is critical, humans are apt to make ordering errors. The task of 
learning new words involves learning a sequence of speech sounds rather than a list 
of digits or letters, but computationally, the problem appears initially to be very 
similar. Thus a consideration of some general models of serial order is essential in 
developing a model of verbal short-term memory. 
2.4 Errors in speech and short-term memory 
The way in which a system breaks down can help to shed light on its internal struc- 
ture. To take an example from outside psychology, imagine being in a restaurant 
in which some music is playing. It is impossible, from your table, to observe the 
source of the music, because it is in another room. You may entertain a number 
of hypotheses about its nature; it could be a radio, a record-player, a compact-disc 
player, a tape-recorder, even a band. While the music is playing normally, it is diffi- 
cult to infer much about the nature of the system which is responsible. If the system 
breaks down however, it may be possible to make some inferences about the system, 
because the different hypothetical systems are each prone to different characteristic 
faults. If, for example, the same short fragment of music is played over and over 
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again, it suggests that some there is something cyclical about the way the music is 
represented in the system, and that the same cycle is being accessed in error over 
and over again. 
A similar problem faces the psychologist. We are hampered in our attempts to 
understand the mechanisms of cognition because, despite recent technological ad- 
vances, the internal structure of the functioning brain remains, to a large extent, 
inaccessible. We have contact with human cognitive systems through peoples' be- 
haviour. We can entertain a number of models about a given system. Some may 
provide a better account of the basic compentence of the system than others, and we 
may favour some because they are more elegant or parsimonious. It will, however, 
be difficult to distinguish between competing theories which adequately describe the 
correct operation of the system. The character of the errors to which a particular 
hypothetical system is prone can be compared with those made by experimental 
subjects, and thus error data can be brought to bear on the theoretical argument. 
The form that ordering errors take can help us choose between different models of 
serial order. Chapter 3 discusses experiments which show how people make mistakes 
in producing sequences of speech sounds. These errors are different to those found 
in recalling other kinds of sequence (for example, digit lists). However, there is 
a good deal of similarity between patterns of error in the recall of nonwords and 
in the spontaneous production of speech. Both types of error are constrained by 
linguistic principles governing syllable structure. It may thus be fruitful to consider 
speech production as being a special case of serial recall, where linguistic constraints 
affect the manner in which sounds are sequenced. Ideally, one would like to develop 
an account of verbal short-term memory which while compatible with at least one 
general accounts of serial order, is capable of dealing with the special factors which 
apply to speech. 
27 
3. OVERVIEW 
3 Overview 
The next chapter shows how many existing accounts of serial order are flawed by 
their inability to account for typical ordering errors. Other models provide a more 
promising approach, but cannot account for the pattern of constraints found in 
phonological ordering errors. As outlined above, these constraints are likely to 
provide important clues about the underlying structure of the system responsible for 
serial order in speech and short-term memory. Error data from spontaneous speech 
and from short-term memory experiments are compared and discussed in chapter 3. 
These data provide the basis for the constrained articulatory encoding and output 
system which is developed in chapter 4. This system will be incorporated into the 
new model described in chapter 5 which also draws upon insights from the some of 
the models of serial order discussed in chapter 2. In chapter 6 further issues arising 
out of the new model are discussed, including the light it sheds on the nature of the 
relationship between short- and long-term memory. 
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general issues and models 
Experiments devised to investigate short-term memory have often focussed on the 
difficulty in maintaining a representation of unfamiliar sequences. In serial recall 
for example, the most common type of error is a misordering of the items in the 
target list. It is the novelty of the sequence, rather than its content, which seems to 
test short-term memory. If a well-known sequence such as the months of the year is 
presented, it is very likely to be recalled correctly. If the same items are presented 
in random order, the probability of correct recall is clearly greatly reduced. 
Though the representation of unfamiliar sequences seems to pose a particular prob- 
lem, ordering errors are not restricted to tasks involving retrieval from short-term 
memory. Even where the retrieved material has a long-term representation, order 
errors account for a large proportion of observed errors. Thus in typing or spelling 
familiar words many errors involve the transposition of letters 
(see e. g., Shaffer, 
1976; Caramazza, Miceli, Villa, & Romani, 1987). Spontaneous speech errors often 
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involve the misordering of small phonological segments of the intended utterance 
(e. g., Shattuck- Hufnagel, 1979). 
A capacity for complex temporally-organized behaviour is one which distinguishes 
humans and other higher animals from simpler organisms (Lashley, 1951). Linguis- 
tic communication and reasoning are examples of serial behaviours which are of- 
ten regarded as quintessenti ally human characteristics. Yet, despite our undoubted 
prowess in processing serial information our performance is still characterised by 
ordering errors, particularly when we try to learn unfamiliar sequences. 
Since the representation of serial order is such a general problem, a general the- 
oretical framework may help to explain the basis of ordering errors in a range of 
tasks. On the other hand, some aspects of the error data in any particular task may 
reflect task-specific constraints. In this chapter, the aim is to identify the important 
theoretical issues which the general problem of representing serial order throws up. 
Constraints on serial order specific to the representation of speech will be dealt with 
in chapter 4. 
The problem of serial order has not always received the theoretical attention which 
it deserves; in recent years there has been a tendency for models to make vague 
reference to 'buffers', systems dedicated to the storage of often serially-ordered in- 
formation, without further elaboration of their internal structures (such models are 
considered briefly below). However, there have been attempts to advance general 
psychological theories of serial order (e. g., Lashley, 1951; Wickelgren, 1969,1976; 
Shaffer, 1976; Estes, 1972; Grossberg, 1978; Amit, Sagi, & Usher, 1990; Houghton, 
1990). In addition several models have been put forward which develop the gen- 
eral theories in the context of specific empirical domains (e. g., typing, serial recall, 
spelling and speech production: Rumelhart & Norman, 1982; Burgess & Hitch, 1992; 
Houghton, Glasspool, & Shallice, 1994; Dell, Juliano, & Govindjee, 1993). 
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This chapter discusses some of these models, and the issues that are thrown up by 
serious theoretical consideration of the representation and control of serial order. 
In almost all of the models ordering information has been represented in one of 
two distinct ways; either in terms of the temporal relations between items in a 
series (which I will refer to as item-item or I-I models), or in terms of an external 
representation of the serial position or temporal context of each item (position-item 
or P-I models). 
1 'B uffers' 
In computing, a buffer is a structure which is loaded with the elements of a stored 
series. The structure itself specifies the serial order in which the stored information 
will be output. The control process which accesses a buffer simply steps from 'left to 
right', activating each stored element in turn. Serial processes like this are provided 
by programming languages. In artificial intelligence and computing, serially-ordered 
structures such as buffers are available as primitives. 
The growth of cognitive psychology from the early sixties to the present has been ac- 
companied by a movement towards theories based on the computer metaphor for the 
mind. One unfortunate consequence has been the credibility given to psychological 
theories which manage to avoid the issue of how serial order is represented mentally 
by appealing to technological devices. Many theories make reference to 'buffers', 
used to store (often seri ally- organized) information as it is being processed, while 
making no attempt to further elaborate their internal structure/mechanism. Al- 
though it may well be the case that such these psychological 'buffers' play a similar 
functional role to their technological counterparts, there is little reason to suppose 
they will have much in common at a mechanistic level. - The buffers of classical dig- 
ital architectures are not really plausible candidates as models of the psychological 
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mechanisms supporting serial order, and they have never been seriously defended or 
tested on empirical grounds. Instead they merely serve to obscure the inadequacy 
of many theories which are not specified to the extent that they can explain the 
occurrence and distribution of ordering errors. 
Where error data are addressed it soon becomes apparent that the use of a buffer 
metaphor is rather unhelpful, and it becomes necessary to elaborate its internal 
structure and to introduce mechanisms which differ substantially from technological 
ones. Although progress is likely to be hindered by the central inadequacy of the 
computing metaphor for serial processing, this process can lead to useful insights. 
Shaffer (1976), for example, proposed a model of typing that made use of 'buffers'. 
Yet, in order to account for error and response latency data, he found it necessary 
to postulate the existance of serial processing mechanisms somewhat removed from 
those used in computing. According to this model for each word to be typed, there is 
a translation operation which converts a symbol representing the entire word (in an 
input buffer) into a list of symbols standing for keypresses in the output buffer. The 
order of the listed symbols is determined by an index associated with each which 
designates its serial position. The symbols are copied into the output buffer in the 
specified order. 
Shaffer accounts for typing errors in terms of four different types of malfunction; 
translation errors, execution errors, pointer errors, and indexing errors. From the 
point of view of the work described in this thesis, indexing errors are the most 
interesting category: in these errors it is assumed that the indices of one or more 
letter tokens are corrupted (in some undefined way) such they become confused 
with other similar indices (through some other undefined mechanism). Each index 
represents not just the ordinal position of the letter, but also its position relative to 
syllable boundaries. This was necessary to account for a constraint on typing errors: 
when letters move from one syllable, they take up an analogous position within 
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another (e. g., forget me knots--+ forget me fnots). This suggests that the indices 
of letters occupying similar syllable positions in different syllables are confusable. 
The index mechanism is never specified in any detail. However, Shaffer clearly 
recognises that the representation of serial position within the output buffer must 
capture linguistic properties if the error data are to be understood. The use of a 
classical symbol processing architechture hinders further progress, since it is not 
clear how the suggested ordering mechanisms might be implemented. 
The shortcomings of the buffer analogy become more apparent when one considers 
the other error categories. Translation errors occur when the contents of the input 
buffer are incorrectly translated into output symbols (a kind of catch-all category, 
since it would seem that this could result in any outcome). Execution errors result 
from failures at the motor level (e. g., missing a key, pressing two keys simultaneously 
etc. ). Pointer errors occur when the position of the 'program pointer' has not been 
properly updated after the output of a symbol, so that it either overshoots the next 
position, or fails to move forward at all. The mechanism responsibe for updating the 
pointer's position is not specified, so it is not easy to see why the pointer might fail 
in this fashion rather than, for example, visiting serial positions in random order. 
In each case, the failure of a different subsystem has been proposed to account for 
a type of error, but in each case the mechanism responsible for the error is not 
specified. Therefore, it is impossible to see how and why the subsystem fails in the 
way it is supposed to, or indeed how it operates normally. 
Associative chaining 
Some of the earliest psychological accounts of serial order (e. g., Ebbinghaus, 1964) 
postulated that action sequences were represented as unidirectional stimulus- response 
(S-R) links. The appeal of this type of account is its simplicity; it requires nothing 
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Figure 2.1: Representation of a sequence in the form of a chain of item-item asso- 
cZations. 
more than a representation of the items themselves and the links between them. 
Retrieval of a sequence is achieved by tracing a path through the links. Figure 2.1 
shows how a sequence of letters (4T , E, R, Y") could be represented. 
2.1 Representing repeated items and multiple sequences 
In a wide-ranging criticism, Lashley (1951) identified a number of serious shortcom- 
ings in the chaining approach to serial order. One of the major difficulties concerned 
the representation of an item which occurs in more the one serial position. This 
problem arises in two contexts: 
I. Representing sequences containing repeated items. In such sequences, a stim- 
ulus action is associated with more than one response, and chaining models 
provide no mechanism for choosing between different associative links. This is 
illustrated in figure 2.2a, which shows the associative links necessary to repre- 
sent the sequence "E, V, E, R, Y". "E" must be linked to both "V" and "R", 
so that it is not clear which item follows the first instance of "E". This prob- 
lem arises again when the second instance of "E" is realised, and there is the 
potential for endless looping through the first part of the sequence, without 
ever reaching the final item. 
Representing multiple sequences in the same associative structure, for example 
sequences of speech sounds making up the familiar words in a mental lexicon. 
If the same elements are to be used to stand for the /t/, /ae/, and /k/ in tack, 
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Al 
/ae/ 
Ij 
a) 
b) 
c) 
d) 
Figure 2.2: a) Associative chaining has difficulty in acccounting for the representa- 
tion of sequences containing repeats. It i's not clear which of the associative links 
from "E" should be followed. b) If a single associative structure is to represent mul- 
tiple sequences, there i's no mechanism to select those links which must be followed 
to generate a particular sequence. Here phonemic representations of cat, tack and 
act would interfere with one another (different types of arrows are used to show the 
links needed for each word). c) and d) Wickelgren's context-specific coding over- 
comes these difficulties, but only at the expense of using entirely different tokens to 
represent instances of the same type 
35 
AsSOCIATIVE CHAINING 
cat and act, then the chains will be linked together to form a network (see 
figure 2.2b), in which the underlying serial structure of any single word is 
obscured by links between them. 
Wickelgren (1969) suggested a form of context- sensitive chaining which avoids some 
of these difficulties. In this account, elementary actions are represented by different 
tokens depending on their immediate context. For example the sequence "E, V, 
E, R, Y" would be represented OEV, EVEi vERi ERyi RYO. Because Wickelgren's 
approach to chaining uses tokens (e. g., standing for particular instances of each "E" 
in the example) rather than types (standing for the category of actions designated 
"E"), a chain involving a repeated action can be represented without linking one 
stimulus to more than one response. In figure 2.2c). It is clear that by following 
the s timulus- response chain from left to right, the target sequence "E, V, E, R, Y" 
can be generated. However, the token based form of representation is immediately 
unappealing, because it fails to capture any relationship between different instances 
of the same item in a sequence. In the above example, the two "E"s are as different 
from one another as they are from the other letters in the sequence. In fact there is 
no reason why the action represented by OEv should resemble the action represented 
by vERin any way. The scheme thus does allow for different orderings of the 'same' 
actions within the same associative structure, but only by suggesting that the same 
actions have quite different internal representations. 
Figure 2.2d shows how context- sensi ti ve coding deals with the problem of represent- 
ing multiple sequences in the same associative structure. Here, associative chains 
representing cat, tack, and act do not interact. This is because allophonic variants of 
each speech sound have quite different representations in Wickelgren's scheme. For 
example, the lwl in "cat" is represented by a token designatedkirt, whereas the /ae/ 
in "tack" is represented by completely different token, ttrk. These units have been 
termed 'wickelphones'. The use of different tokens for variants of the same phoneme 
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can be used to provide a weak account of coarticulation simply by assuming that 
each wickelphone is associated with a different articulatory realization. However, 
Wickelgren's account fails to provide any explanation for the sim2larity between the 
same phoneme occuring in different contexts (e. g., the /ae/ sounds in cat and tack 
from the above example). 
In addition to the unsatisfactory use of a token-based representation, Wickelgren's 
solution to the problems chaining models face with repetition is incomplete. If an 
action is repeated with identical local context (e. g., in /kwnkwn/), the same wick- 
elphone must be used twice, creating the kind of looping chain shown in figure 2.2a. 
In addition it fails to solve the related problem of representing multiple sequences in 
the same associative structure solved. For example, all sequences beginning /kae... / 
would begin with the same wickelphone ok,,,. Thus to generate the sequence "cata- 
lyst" it would be necessary to choose between associative chains radiating from the 
same starting point (Ikwtl, /kaemz)l/, /kaeneari/ etc. ). 
2.2 Coarticulation and Anticipation 
A further problem Lashley (1951) had identified in associative chaining models was 
their failure to account for phenomena which suggest that elements are active at 
some level before they are executed. These phenomena can be observed in a range 
of serial behaviours and fall into two categories: 
1. Coartzculation and analogous effects. In many serial tasks, actions scheduled 
to be executed later in a sequence appear to exert an influence on realisation 
of earlier actions. In speech, where they are ubiquitous, the effects of this pre- 
emptory influence are called coarticulation. For example, in producing the 
word "stew", the lip-rounding required to produce the vowel sound precedes 
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the vowel and alters the form of the consonant cluster. Similar pre-emptory 
movements are observed in typing (Rumelhart & Norman, 1982). 
Coarticulation in tasks requiring serial order may reflect a more general organ- 
isational requirement for response systems; potential actions must be repre- 
sented in parallel so that responses can be ordered in situations where they are 
incompatible with one another and thus cannot be performed simultaneously. 
For example, one cannot simultaneously reach toward two separated targets 
with the same hand. Experiments have shown that in situations like this, the 
presence of distractors influences reach trajectory, indicating that there is par- 
alellism in the representation of potential responses even when the task does 
not demand a sequential response (Tipper, Howard, & Jackson, submitted). 
2. Anticipatory errors. The simple stimulus-response relationship between ele- 
ments in an associative chain suggests that one element cannot become active 
before its predecessor, yet many errors in serial tasks involve the execution of 
an action in advance of its intended serial position (for example in typing, full 
of heavy -+ fully of heavy or in spontaneous speech "there has been some paint 
spent" -+ "there has been some spaint spent"). Even if it were possible for an 
element to be activated before its stimulus, one would expect the remainder 
of the chain to be followed as normal, resulting in an omission rather than 
a substitution (e. g., "There has been some spent"). Exchange errors (e. g., 
pastoral -+ pastorla)are even harder to account for: not only is one element 
anticipated, but the one it displaces is subsequently activated later in the se- 
quence. As we shall see, these errors are much more comfortably dealt with 
by other models. 
Taken together, these phenomena provide strong evidence of a degree of parallelism 
in serial output systems. In the simple S-R chaining models outlined above there 
is 
no sense in which items in a sequence are 'active' before they are executed. 
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2.3 More recent 'chaining, models 
Despite the apparent validity of Lashley's widely-cited, forty year-old critique, 
variants on the theme of associative chaining remain amongst the most influential 
accounts of serial learning to the present day. The main development has been 
the elaboration of mechanisms for the learning of chaining associations, which were 
absent from early accounts. These learning mechanisms are taken from models of 
simple associative learning. By allowing that each response can serve as the stimu- 
lus for another, chains of association can be developed using the same machinery as 
is required for stimulus-response learning. For each instance of a theory describing 
the acquistion of simple S-R associations, there is a theory which implements serial 
order by using the learning mechanism to develop a chain of such links. Examples in- 
clude Jordan's (1986) connectionist architecture (based on a three-layer perceptron, 
and using backpropagation learning), a simlar architecture due to Elman (1990), 
Lewandowsky and Murdock's (1989) model, based on Murdock's (1982) Theory Of 
Distributive Associative Memory (TODAM), which uses vector convolution to de- 
velop item-item associations, and models based on Hopfield learning (Amit et al., 
1990). 1 
As well having an appealing generality (sequence learning is regarded as a form of 
S-R learning), these models retain the parsimony of all chaining models; there is 
no &unnecessary' machinery - while I-I models require a only links between a set 
of items, the alternative P-1 accounts would require a representation of serial posi- 
tion, as well as the items themselves and position-item associations. However, the 
mechanistic models retain most of the 
well as its appeal. To date, none has 
lem of interference between sequences, 
containing repeated items. Neither do 
of human performance on serial tasks 
shortcomings of the chaining approach, as 
offered a convincing solution to the prob- 
)r to the difficulty in representing sequences 
they predict the error types characteristic 
- item transpositions. These fundamental 
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flaws would appear to result from the form of item-item representation used in the 
models. Lashley's (1951) conclusion that associative chaining models were "doomed 
to failure" has not been seriously challenged. Progress has, however, been made 
through the development of models employing parallel processing. Some of these 
models are described below. They were developed, in part, to provide explanations 
for the coarticulatory phenomena described in section 2.2. Initially, they devel- 
oped along the lines of chaining models, using item-item associations to represent 
serial order, with the inherent problems that this brings. More, recently however, 
models have emerged which avoid the pitfalls of I-I models, by using position-item 
representations of serial order instead. 
Parallel models of serial order 
Models employing discrete formalisms have not proved very successful in illuminat- 
ing the basis of serial order errors; there is a good deal of data suggesting that actions 
to be sequenced are in some sense simultaneously active before they are executed. 
In the buffer theories and associative chaining models described above, an action 
is either active (being performed) or inactive. Connectionist models, by contrast, 
start from the premise that parallel processing is possible. The common feature of 
connectionist models is that cognitive processes are thought of as distributed over 
a (usually large) number of fairly primitive processing elements which interact with 
one another through a pattern of connections. If these elements were to represent 
items in a sequence, then the potential for parallel activation could provide a natural 
account of the priming effects (coarticulatory phenomena and anticipatory errors) 
which are so characteristic of serial behaviour. 
Figure 2.3 shows a small part of a typical connectionist network. Associated with 
each node is an activation value, which represents its current state, a set of afferent 
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connections, through which it receives information from other nodes, or the environ- 
ment, and a set of efferent connections, through which it disseminates in-formation 
to other nodes in the network. The processing power of each unit is very limited: 
it computes an activation value, usually a monotonically increasing function of its 
net input. This activation value may be used to calculate an output value, or the 
activation value itself may be output. The efferent connections propagate the com- 
puted value to other nodes in the network. These connections are associated with a 
strength or weight which determines the degree to which the output value computed 
by a particular node contributes to the net input of each node to which it is con- 
nected. Learning can be effected by changing the weights systematically in response 
to input patterns. The learning rules, which control this process, typically make use 
of information which is available locally at each connection, such as the current acti- 
vation values of both transmitting and receiving nodes, and often the prior strength 
of the connection. In many models, a teaching input is also utilised. This teaching 
input is computed externally (not within the network), and reflects the degree to 
which a node's response to its input differs from some 'desired' response. 
Connectionist models of serial behaviour broadly follow the pattern laid down by 
earlier psychological models. They fall into three categories: 
1. Models that avoid the problem of serial order. In connectionist accounts this 
is usually achieved by representing temp orally- di stri buted information as if 
it were simultaneously available (s pati ally- dist ri buted) during learning (and 
produced simultaneously during recall). Models adopting this approach are 
clearly unlikely to shed any light the empirical phenomena relating to serial 
order such as patterns of order error in serial recall, and they will not 
be 
discussed further. 
2.1-1 models which in one way or another represent the temporal relations 
be- 
tween items, and thus their serial order. More recent accounts show how such 
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Efferent com 
Afferent conne 
Figure 2.3: Structure of part of a typical neural network. A node j has a number 
of afferent connections. The weighted sum of these inputs (ij = Eiwij-oi) is used 
to determine Js activation (a, = f(Ij)) The node's output is a function (g) of 
its activation. Each node's efferent connections are weighted, and weights can be 
changed systematically so that the network learns to produce an adaptive response 
to its inputs. 
42 
PARALLEL MODELS OF SERIAL ORDER 
associations can be developed through exposure to sequential input, using vari- 
ants of well-known learning algorithms. In general, this has been achieved by 
making available to the learning rule, information about prior states of the 
network. 
3. P-1 models which specify structures and mechanisms for the representation 
of serial position, for position-item associations, and for the control of serial 
behaviour. 
3.1 1-1 models 
Estes (1972, see figure 2.4) suggested one of the first connectionist schemes for the 
representation of serial order. This general approach was later implemented by 
Rumelhart and Norman (1982) in their model of typing. The model used a local 
form of representation, with single nodes standing for both actions to be sequenced 
(keypresses), and sequences themselves (familiar words). All of the nodes represent- 
ing actions in a particular familiar series of keypresses are activated in parallel by 
uniform connections from a single node standing for that sequence. An activation 
gradient is established by means of lateral inhibition which is arranged such that 
item nodes inhibit all other item nodes representing actions later in the sequence. 
The effect of the 'top-down' activation from the sequence unit is most attenuated in 
nodes representing items to be produced towards the end of the sequence. 
Each item node tends to drive the output system towards a particular goal state 
(pressing the corresponding key). The more active nodes are more influential, and 
the output system thus moves towards the state associated with the most active 
item. When it reaches a state sufficiently close to one of the target states, the node 
representing that state is strongly suppressed. It then ceases to inhibit subsequent 
responses, allowing them to take control of the output system. Although the most 
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active node dominates the output system, at any time more than one item node can 
be active, and thus influence the state of the output system. Because of this, the 
network exhibits the kind of pre-emptive movements which are typical of human- 
performance in well-learned sequential motor tasks. A similar account could be given 
of coarticulation in speech, with the priming of forthcoming speech sounds tending to 
drive articulators in advance of their actual execution. Since an activation gradient 
is used to determine the order in which actions are selected for output, anticipatory 
errors might also be explained by assuming a degree of noise in the activations of 
the item nodes. This will occasionally lead to an item being selected in advance of 
its intended position. 
The parallel activation of a set of elements representing the items in a sequence is 
essential to the representation of serial order in the Estes' model. This parallelism 
also helps to explain the priming and coarticulatory effects that in part prompted 
Lashley's (1951) rejection of associative chaining models of serial order. 
However, like earlier models discussed above, the Estes account still relies on item- 
item associations to represent serial order, though in this case they are inhibitory. As 
a result it retains some of the problems of the simple chaining models. In particular 
the approach is not suited to the representation of sequences containing repeated 
items, where the lateral connections required for one part of the list conflict with 
those needed for other parts of the list, for example in the sequence "E, V, E, R, 
Y711 "E" must be inhibited by "V" for instance, yet "E" is supposed to be the 
most active element at the outset. To overcome this limitation in their implemented 
model of typing, Rumelhart and Norman (1982) found it necessary to include a 
parsing mechanism which split words into parts in which no letter was repeated. 
The 
representation of many different sequences within the same associative structure 
is 
also difficult; as in the simple associative chain, the 
inter-item connections neccessary 
for the representation of one sequence will often interfere with those required 
for 
another containing some of the same elements. 
These difficulties can, of course, be 
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Sequence Nodes 
Item Nodes 
C 
0 
U 
Figure 2.4: Estes' (1972) scheme for the representation of serially ordered actions. 
For each sequence (e. g., "CHAjN"), there is a node which activates its nodes 
standing for its constituent items via excitatory links to each (solid arrows). Item 
nodes representing actions later in the sequence receive inhibitory input (dashed ar- 
rows) from nodes representing earlier items - for clarity, only the lateral connections 
from "H" are shown here; the later an item is in the list, the more items Precede 
it. Items nearer the end of the sequence receive most inhibition, thus when the 
item nodes are activated in parallel by input from the sequence nodes, an activation 
gradient is set up. 
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solved by proposing that tokens, rather than types are used to stand for the items 
in the sequence (c. f. Wickelgren, 1969). However, as Jordan (1986) points out, this 
will likely result in the combined activations of different instances of the same type 
overwhelming the output system. When producing the sequence "A, B, B, B", for 
example, the multiple instances of "B", all partially active, are likely to be sufficient 
to take control of the output system, producing "B" in the initial position rather 
than "A". 
Another difficulty with the Estes/Rumelhart and Norman model is that it does not 
explain how the sequence specific lateral connections used to encode serial order 
might be learned. One approach to serial learning has been to adapt architectures 
originally conceived for the learning of static stimulus- response associations. One 
of the most versatile of these is the three-layer perceptron, and variations on this 
theme due to Jordan (1986), and Elman (1990) are probably the most widely-known 
connectionist accounts of serial learning. 
The Jordan and Elman architectures are similar, and are illustrated schematically 
in figure 2.5. The essential difference between the serial networks and earlier models 
used to describe non-serial processes is the addition of recurrent or feedback connec- 
tions, which allow information about prior states of the network to be made available 
to its input. 
In the Jordan architecture (figure 2.5a), input patterns are composed of two com- 
ponents, plan and state information. To learn a sequence, the activation pattern of 
the plan units is held constant. The pattern of activation across the input nodes 
is fed forward, producing a pattern of activation in the output nodes. The pattern 
of activation in the output nodes is transmitted back to the state nodes via one-to- 
one fixed-weight connections. In addition, each state node feeds back to itself, so 
that the activation pattern of the state nodes is an exponentially decaying trace of 
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Output Nodes 
Hidden Nodes 
Input Nodes 
a) 
Plan State 
Output Nodes b) 
000 
Input Nodes Context Nodes 
Hidden Nodes 
Figure 2.5: Jordan (1986) and Elman (1990) have put forward similar schemes for 
the learning and representation of serial order in connectionist networks. In each 
case fixed recurrent connections (solid arrows) provide a time-varying context at 
the level of the input units. Modifiable feedforward connections (dashed arrows) are 
adjusted using supervised learning algorithms. 
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previous output patterns. Successive inputs to the network thus comprise a static 
component representing the entire sequence (the plan), and a dynamic component 
representing prior outputs (the state or context). The dynamic component drives 
the network through a sequence of outputs. 
A supervised learning algorithm is used to adjust the feedforward weights as each 
actual output is compared to a target output. In order to do this feedback from 
the output units is essential. Without it, the fixed pattern of activation in the 
input units would produce a fixed pattern of activation in the output units. The 
feedback connections allow the network to modify its response to the plan depending 
upon prior outputs, represented in the state nodes. Feedforward connections from 
these units will develop connections via the hidden units that tend to produce the 
target output which immediately follows the current output, that is forward chaining 
associations. At first, output states will bear no resemblence to the target outputs. 
Following repeated presentations, the network will produce the desired sequence of 
outputs whenever the appropriate plan is activated. 
The Jordan architecture implements a form of associative chaining, as the recurrent 
connections between output and input layers allow one response (output pattern) to 
serve as part of the stimulus for the next. Elman's (1990) approach (see figure 2.5) is 
similar; although the direct association between stimulus and response is not as clear, 
it is nonetheless true that each input pattern determines the next. Instead of basing 
each response on the last (feedback from the output to the input units), the recurrent 
connections in Elman networks copy the state of the hidden units back to the input 
layer, to provide the dynamic context required to drive serial behaviour. The hidden 
units represent neither stimuli nor responses but an intermediate stage in processing. 
They thus come to represent task-dependent structural regularities in the input 
sequences. This means that domain-specific properties can be demonstrated (Elman, 
1990). 
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As general theories of serial learning, the Jordan and Elman architectures have a 
number of serious problems. Perhaps the most important from the point of view 
of the current work, is that they are incapable of single trial serial learning. Both 
require multiple exposures to a stimulus sequence to learn it at all. The iterative 
learning algorithm is particularly important for the learning of sequences containing 
repeated items, which pose problems for both architectures. Consider a sequence 
like "E, V, E, R, Y", where "E", 44v"l "R" and "Y" correspond to different input 
patterns. The problem for the Jordan architecture is that the network must produce 
V in response to the first instance of "E", and "R" in response to the second. Since 
"V" and "R" are different, each instance of "E" must produce a different pattern 
of activation in the context nodes. However, the output patterns corresponding to 
both instances of E are the same. This is really an illustration of the difficulty in 
choosing between two Potential successors in an associative chain. In the Jordan 
network context states cannot simply be copies of the most recent output pattern, 
otherwise responses following different instances of the same item will inevitably be 
the same. This is why the context units must feed back on themselves. The context 
state is not affected solely by the last output, but by all previous outputs. Note 
though that there will always be a strong positive correlation between such context 
states. This means that the network's response to the first instance of "E" will tend 
to interfere with the the response to the second instance (and vz'ce versa). To learn 
to produce different outputs following each, the weights in the network must be 
adjusted to counteract this tendency. Thus, learning sequences containing repeated 
items will takes longer than learning sequences which do not (Jordan, 1986). 
The Elman network offers a different, perhaps more elegant, solution to the problem. 
Here, the state of the context is determined, not by the previous output of the 
network, but by the previous state of the hidden units. There is no necessity for 
hidden units to have the same state every time a particular pattern (e. g., "E") is 
to be produced, so the network can develop connections which tend to produce 
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unique patterns of activation in the hidden units, for the same input occurring in 
different temporal contexts (following Wickelgren, these might be denoted OEv and 
VER). However, the solution of this problem requires many presentations of the 
input sequence. 
As general theories of serial learning, these connectionist 'chaining' models are un- 
dermined because they are incapable of the single-trial, unsupervised learning which 
humans demonstrate in short-term memory tasks such as serial recall. While there 
have been attempts to develop connectionist implementations of chaining which use 
one-shot, unsupervised learning (e. g., Amit et al., 1990) these have not been able to 
overcome the central difficulty chaining models face when required to produce the 
same item in more than one serial position. 
Because the models described in this section are capable of parallel processing, they 
avoid some of the pitfalls encountered by earlier discrete models. Effects such as 
coarticulation can be readily understood in terms of parallel activation (Rumelhart 
& Norman, 1982). The use of an activation gradient to represent the order of 
forthcoming actions could also help to explain antipatory errors. There remain 
though numerous problems with these accounts, most of which arise because of 
their reliance on item-item assocations to represent serial order. In particular, none 
of the models provides a very robust method for handling sequences containing 
repeated items. Those architectures which can deal with repeated items can 
do so 
only by exploiting the power of biologically- implausible learning algorithms such as 
backpropagation (e. g., Jordan, 1986), which are incapable of single-trial learning. 
The weak points of the I-I models come, in the main, from their reliance on a 
sequence- specific representation of serial order, which tends to produce 
interference 
within and between sequences. Typical ordering errors are not at all natural 
to these 
models. Despite their appealing parsimony they are 
fundamentally incompatible 
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Sequence Nodes 
Item Nodes 
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0 
Figure 2.6: Grossberg's (1978) model uses weights of varying strength between se- 
quence and item nodei to set up an activation gradient, which i's used to control 
scrial behaviour. 
with empirical data. Their strong points derive from their use of parallel processing. 
The next section discusses models which build on the strengths, while avoiding the 
weaknesses. 
P-1 models 
An alternative to 1-1 models is offered by models which suggest that serial order 
is represented not in terms of associations between items, but rather in terms of 
associations between items and serial positions. 
The serial-ordering mechanism suggested by Estes (1972) and subsequently imple- 
mented in a connectionist network by Rumelhart and Norman combined the local 
representation of actions, with real activation values which were used to encode 
serial order. Much of the explanatory power of the approach derived from these in- 
novations, and not from the use of a serial order representation based on item-item 
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associations. In fact, the sequence- specific lateral- inhibitory connections are only 
necessary if one assumes that the excitatory weights from the sequence nodes to the 
item nodes are equal. If this assumption is abandoned, the weights on the excita- 
tory connections can be used to establish the activation gradient used to determine 
serial order. This was the approach suggested by Grossberg (1978) (see figure 2.6). 
Connections of varying strength from a sequence node encode serial order. When 
the sequence node is activated, item nodes with stronger connections will receive 
most input. This establishes an activation gradient across the item nodes. As in the 
Rumelhart and Norman (1982), the more active a node is the greater its influence 
on the output system. Concurrently active item nodes compete through non-specific 
lateral inhibition. The most active item node will exert most control over the out- 
put system, eventually causing the action it represents to be produced. The most 
active item node is then suppressed by feedback inhibition, allowing the subsequent 
actions to be produced in order. 
As well as being somewhat simpler than the I-I accounts described above, Gross- 
berg's approach to the representation of serial order overcomes several of the prob- 
lems inherent in these schemes. In particular, since the lateral connections between 
item nodes are not sequence- specific, there is no interaction between different se- 
quences involving the same items. An arbitrary number of sequences can be repre- 
sented without any difficulty provided each is associated with a single node at the 
sequence level. This is shown in figure 2.7. 
An additional advantage of Grossberg's approach is that it allows the rapid 
de- 
velopment of apppropriate sequence- to- item node connections through exposure 
to 
a sequence using an unsupervised Hebbian 
learning rule. An unassigned sequence 
node must be continuously activated while a novel sequence 
is percieved. Percep- 
tion of successive items in the sequence activates 
item nodes, which remain active 
as subsequent items are experienced. 
Weights between concurrently active sequence 
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"ACT" "TRAP" "PAT" 
Figure 2.7: Sequences coded using Grossberg's scheme (1978) do not interfere in the 
way that sequences coded as associative chains do. Here, for example, the weights 
used to represent the sequences "A, C, T", "T, R, A, P" and "P, A, T" do not conflict 
with one another. 
and item nodes are strengthened at each time step. Because items at the begin- 
ning of the sequence are active for the longest period, these nodes will develop the 
strongest connections from the continuously active sequence node. The strength of 
the connections thus represents the position of each item in the series. 
However, one serious problem remains: the same connection strength cannot be used 
to represent more than one serial position. More recent P-1 models have dealt with 
this problem by proposing that there is a dynamic, distibuted pattern of activity 
at the sequence level. This approach has the advantage that sequences containing 
repeated items can be represented without using tokens; it is possible for an item to 
be linked with more than one serial position (differe nt serial positions have different 
representations at the sequence level). The disadvantage is that it requires the 
specification of some additional mechanisms for the representation of serial position. 
Following Houghton (1990), such models are usually termed competitive queuing 
(CQ) models, since there implementation can vary a good deal, I will 
first present 
53 
"A C T" R" P' 
P-I MODELS 
Coniml STRIJ 
Figure 2.8: In competitive queuing (CQ) models, a time-varying control signal (or 
context) is used to encode serial position. Generally the signal, represented here by 
the shaded bar, changes gradually over time (from left to right), such that nearby 
states are positively correlated. Each item in a sequence is associated with a partzc- 
ular state of the control signal. Recovery of the control signal can be used to activate 
the items in sequence, but its temporally-autocorrelated nature results in competition 
between responses, especially if they are close together in the target sequence. 
a general description of the mechanisms of competitive queuing, before describing 
some of the models in more detail. 
4.1 Competitive queuing 
Houghton suggested that instead of representing each series of actions in terms of the 
links between a single sequence node and nodes representing those actions, a group 
Figure 2.9: The representation of sequences containing repeats is not problematic 
for CQ models, since each instance of an item (e. g., each 'E" in "E, V, E, 
R, Y") 
can be associated with a distinct state of the control szgnal. 
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of sequence nodes provides a distributed representation of serial position, which 
changes as a sequence progresses. The changing state of these nodes can be regarded 
as a dynamic control signal. Its state at any time provides an implicit representation 
of serial position. Sequences can be represented by associations between items and 
particular states of the control signal. This is illustrated schematically in figure 2.8. 
Because the control signal is dynamic, it is possible for an item to be associated 
with more than one position. In figure 2.9 "E" is associated with two distinct states 
of the control signal, one for each instance in the sequence "E, V, E, R, Y". 
Like the Grossberg (1978) model, CQ models use Hebbian learning rules to develop 
an appropriate set of weighted connections as the net is exposed to sequential input. 
This involves activation (by some perceptual system) of item nodes corresponding 
to successive actions, one at a time. At the same time, the pattern of activation in 
the sequence nodes changes in a reproducible way. Weights between concurrently 
active sequence and item nodes are strengthened, forming an association between 
each item and a particular state of the control signal which was current when it 
was percieved. Whenever that state occurs, the item will become active. Recall 
can thus be accomplished by 'replaying' the control signal. The weights developed 
during learning propagate activation from the sequence nodes to the item nodes. 
CQ models generally assume a form of control signal which is temp orally- correlated. 
That is, the state of the sequence nodes changes gradually, so that nearby states 
are more similar than states which are well-separated in time. Houghton (1990), for 
example, suggested a very simple two-dimensional signal, with one sequence node 
(the initiator or I-node) being activated at the beginning of a sequence, and another 
(end or E-node) becoming active at the end. The self-similarity of the control signal 
associated with items which occur close to one another in a sequence means that 
they will tend to be active in parallel during recall. 
This has the effect of producing 
an activation gradient over the item nodes which 
is modulated over time as the 
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Sequence Nodes 
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Item Nodes 
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Competitive filter 
c 
Figure 2.10: Houghton's competitive queuing architecture (1990). Serial order is in- 
formation is represented in a distributed fashion in the learned weights (a) between 
sequence and item nodes. At emporally- modulated activation gradient is established 
during recall by 'replaying' the control signal experienced during learning. Item nodes 
feed their activation forward to the competitive filter via one-to-one excitatory con- 
nections (b). Lateral inhibition (c) between filter nodes supresses all but the most 
active item node, and allows that item to be output. The selected item is then sup- 
pressed by means of one-to-one feedback connections from filter to item nodes (d). 
control signal changes. The most active item at any time will be the one most 
closely associated with the current state of the control signal. 
The activation gradient across the item nodes can be used to drive a competitive 
output process, like that visualised by (Estes, 1972) and (Grossberg, 1978) and 
others. Houghton, though, proposed that this competitive process was separate 
from the processes which activated the item nodes, taking place in a dedicated 
competitive filter, which provides a general mechanism for the resolution of response 
conflict. In the competitive filter (see figure 2.10) nodes representing the items to be 
sequenced are activated by one-to-one feedforward connections from the item nodes. 
Filter nodes suppress less active competitors through lateral inhibition until only 
one remains active. At this stage the item is output, and the corresponding item 
node is suppressed by means of inhibitory feedback connections. 
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Figure 2.11: The changing activation of a set of item nodes in a Competitive 
Queuing model similar to that described by Houghton (1990). a) Recall of a short 
non-repeating sequence (ýcliff ). b) Recall of a sequence containing a repeated item 
('click') showing the recovery from suppression of the item node representing IkI. 
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The dynamics of the process are illustrated in figure 2.11a, Houghton (1990) which 
shows the activation of a set of item nodes as recall progresses. Because an item can 
be associated with more than one state of the control signal, its activation may be 
modulated by input from the sequence nodes throughout the recall process, so that 
a repeated item can recover from suppression. This is illustrated in figure 2.11b. 
As in the Rumelhart and Norman (1982) model, ordering errors can occur when 
more than one action is strongly activated at the same time during recall. In this 
situation, any noise in the system can easily lead to the wrong competitor being 
selected -a transposition error. The more similar the control signal at two points in 
the sequence, the more competition between the items that occupy those positions, 
and the more likely it is that the items will transpose with one another. Typically, 
because of the temporally- correlated nature of the control signal, the substituting 
item will have occupied a position close to the one it replaces in the target list. The 
replaced item will remain active, and can thus win the competition for the next 
position, and this can often result in a complete exchange. 
Competitive queuing has proved quite promising as a general theory of serial learn- 
ing, spawning models of speech production (Houghton, 1990), spelling (Houghton 
et al., 1994), and serial recall (Burgess & Hitch, 1992; Glasspool, 1994; Burgess, 
1995). The behaviour of CQ models, and the nature of the errors they predict is crit- 
ically dependant on the nature of the control signal they use. Temporally- correlated 
control signals produce mainly local transposition errors, which are common in typ- 
ing (e. g., Shaffer, 1976) and serial recall (e. g., Henson, Norris, Page, & Baddeley, 
in press). Additional factors constrain the nature of phonological ordering errors in 
speech production and these will be discussed in chapters 3. 
Burgess and Hitch's (1992) model of the articulatory loop is of particular inter- 
est, because it represents the first attempt to apply a 
CQ architecture to serial 
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short-term memory. This, they hoped would extend the predictive and explanatory 
power of the articulatory loop model (Baddeley & Hitch, 1974; Baddeley, 1986). 
Hitherto, specification of the mechanism responsible for the maintainence of serial 
order information had been confined to a metaphorical reference to a tape loop of 
fixed length (Baddeley, 1986). Some of the most characteristic properties of verbal 
short-term memory could not be accounted for in terms of this metaphor. In par- 
ticular it failed to explain the typical pattern of ordering errors that involve paired 
transpositions (of often adjacent items), the characteristic bowed shape of the serial 
recall curve, and the sigmoidal decline in lists correctly recalled as a function of list 
length. Burgess and Hitch (1992) set out to address this problem by developing 
a computational model that would provide an explicit serial-ordering mechanism: 
competitive queuing. They also wished to evaluate different approaches to serial 
order representation. They thus included a mechanism for item-item chaining, as 
well as a positional representation. 
The model has a layered structure, with successive (feed-forward) layers representing 
input phonemes, words, a competitive filter, and output phonemes. During learning, 
activation of the nodes in the input phoneme layer activates word nodes (representing 
words containing the active phonemes), and these are associated with a dynamic 
control signal (represented by the context nodes) using Hebbian learning as 
in the 
Houghton model. Activation is fed forward, via the competitive filter to the output 
phoneme layer, where the constituent phonemes of the selected word are activated 
in parallel. The chaining mechanism involves strengthening 
feedback connections 
from phoneme nodes in one output pattern to phoneme nodes 
in the next input 
patterns. 
At recall, the activation of a word node is 
dependent on both context and chain- 
ing input. The temporal cueuing of responses using 
temporal context implements 
a competitive queuing mechanism similar 
to Houghton's (1990). The control-signal 
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used during learning is reproduced, producing a modulated activation gradient in 
the output word nodes. Response conflict is then resolved in a competitive filter. 
Inhibitory feedback from the competitive filter layer to the word layer ensures that 
words that have been output (subvocally rehearsed) are immediately suppressed. 
Burgess and Hitch made no attempt to model the mechanism responsible for the 
sequencing of phonemes within each word, which were instead represented as un- 
ordered patterns of activation in the phoneme layer; the winning word node simply 
activates its constituent (output) phonemes in parallel. 
In contrast to Houghton's (1990) model, Burgess and Hitch (1992) used a control 
signal of arbitrary dimensionality. At each timestep (word presented) during learn- 
ing, a random selection of context nodes (forming a small proportion of the total 
set) changed state (from being active to inactive or vice-versa). Because from one 
timestep to the next, the proportion of nodes changing state was small, the signal 
is temporally- au tocorrelated. As in the Houghton model, the activation of items 
during recall depends on their their temporal separation (during learning) from the 
current target. However, the high- dimensional control signal Burgess and Hitch 
used is potentially much richer in temporal information - the difference between 
temporally- separated states (as measured by, say, euclidean distance) can be much 
greater. As a result, the modulation of the activation gradient can be more specific, 
with less activation of items which are not immediately forthcoming in the sequence. 
Using the minimal two-dimensional control signal proposed by Houghton, a large 
proportion of list items are necessarily associated with both sequence nodes. The 
correlations between states of the control signal representing different serial positions 
are very strong for the middle part of long lists. Items from all these positions would 
compete with one another during recall - resulting in frequent errors 
for sequences 
longer than a few items. Houghton's model thus required a supervised 'practice' 
phase to learn such sequences. In the Burgess and 
Hitch model the number of items 
which could be retained in order is not contrained 
by the dimensionality of the con- 
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trol signal. Instead, Burgess and Hitch proposed that the capacity of short-term 
memory is limited by trace-decay; the strength of the learned weights decays expo- 
nentially over time. As the interval between the learning of a word and its recall 
increases (e. g., as list length increases), the input to the word nodes decreases. The 
effect is to reduce the advantage of each target item over its competitors, making the 
system increasingly vulnerable to noise as the list length increases. In line with the 
original articulatory loop model, rehearsal plays an important role in maintaining a 
trace in the face of decay. Rehearsal is modelled by going through the recall process 
while strengthening the learned connections to selected word nodes. Rehearsal thus 
directly counteracts the effects of weight decay. 
In a number of simulations, the model showed many of the basic properties of human 
immediate memory. Crucially, the model's performance declined sigmoidally as 
list length increased and produced characteristic ordering errors such as exchanges. 
A phonemic similarity effect was also demonstrated. This property of the model 
results from the fact that during learning, a node in the word layer can be partially 
activated when an item phonologically similar to the word it stands for is presented. 
This means that during recall, a population of phonologically similar words will be 
associated with each state of the temporal context, and will compete to be output. 
The greater the degree of parallelism in the word layer, the greater the scope for the 
wrong item to be selected. 
The Burgess and Hitch model had been expected to show the classic bowed se- 
rial recall curve. The reason for this expectation was as follows. In a CQ model, 
each item is associated with a particular state of the control signal. The states 
corresponding to different positions correlate to some degree with their temporal 
neighbours, and this leads to competition between neighbouring 
items. At either 
end of the list, though, there are fewer neighbouring 
items which can be activated in 
parallel. Thus these list positions gain an advantage 
through their distinctiveness. 
61 
P-I MODELS 
However, the original implementation of the model did not show any recency ef- 
fect. The authors believed that this was the because random changes in the control 
signal often lead to spurious autocorrelations between temporally- separated states 
of the control signal'. They proposed a simple modification to the control signal 
to prevent this undesirable effect. Instead of randomly changing at each timestep, 
the active elements of the control signal would change systematically, so that nodes 
associated with the beginning of the list would not be active at the end of the list. 
The adapted control signal retained the temporal-correlation between nearby states 
necessary to explain local transposition errors. Recently, Burgess (1995) showed 
that the modified model produces a bowed recall curve which closely matches that 
found in experimental studies. 
The use of the connectionist paradigm allowed the authors to experiment with differ- 
ent blends of chaining- and position-item associations operating in parallel. Through 
this process they came to the conclusion that explicit chaining associations produced 
behaviour which was uncharacteristic of human performance, a view supported by 
recent empirical work (Henson et al., in press) and the theoretical considerations 
developed earlier in this chapter and elsewhere (Lashley, 1951; Houghton & Hartley, 
in press). The use of chaining has been abandoned in more recent work based on 
the Burgess and Hitch model (Burgess, 1995). 
Although the Burgess and Hitch (1992) account was successful in explaining some of 
the more important characteristics of verbal short-term memory, the representations 
of phonological forms used were long-term lexical ones that had to be learned 
before 
short-term learning and recall could take place. As I 
have pointed out (see chapter 
1) the ability to recall unfamiliar phonological forms 
(novel or nonsense words) is 
This would not have been the case had the number of context nodes 
been large enough. With a 
very large number of context nodes, 
it is very unlikely that a particular node will be first deactivated 
and then reactivated later on in a sequence. 
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quite basic to the short-term memory system, and appears to play a role in long- 
term learning. It is therefore essential that any model of short-term memory be 
capable of handling such stimuli. 
Summary and Conclusions 
Competitive queuing models provide a provide a particularly promising approach to 
the problem of serial order. Unlike chaining models, they provide a good account 
of ordering errors in tasks such as typing and serial recall, and can readily handle 
sequences containing repeated items. Furthermore they do not demand powerful 
supervised learning algorithms, but can learn sequences in a single exposure using 
unsupervised learning algorithms. This capacity is essential for any viable model 
of short-term memory. The applicabilty of CQ to short-term memory has been 
demonstrated in recent modelling work by Burgess and Hitch. For these reasons, 
the CQ approach will be adopted in the model developed here. 
Although CQ provides a useful framework for modelling of serial order, previous 
models have not considered how serial ordering might interact with task specific 
constraints. The next chapter explored empirical work showing how linguistic con- 
straints on syllable structure affect phonological errors in the immediate recall of 
nonwords and lists of nonwords. A major challenge for the current work will be to 
integrate these constraints into an architecture consistent with Burgess and Hitch's 
CQ model of the articulatory loop. 
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3. Empirical background: serial 
order and memory for speech 
This chapter reviews some experimental studies which provide the empirical con- 
straints on the model of short term memory described later. The first section de- 
scribes memory experiments which show how stimulus familiarity quantitatively 
affects performance on short-term memory tasks involving verbal materials. In the 
second, qualitative analyses of phonological errors made in the recall of nonwords 
are discussed. The third section introduces data from psycholinguistic studies of 
speech errors, and highlights the similarities between these and errors of nonword 
recall. Finally the important points in the data are summarized. 
1 Stimulus familiarity and recall 
The familiarity of the items used in a test of serial recall affect subjects' performance 
on the task. The quantitative difference 
between memory for familiar and unfamiliar 
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stimuli is most clearly established by a direct comparison of memory span for words 
and nonwords. Hulme, Maughan and Brown (1991) conducted a study in which 
subjects were asked to serially recall lists of composed of either words or nonwords. 
Span was determined by presenting subjects with lists of increasing length, and 
recording the maximum length for which serial recall was error-free for four lists of 
the same length. After an error occurred, longer lists were presented, with subjects 
scoring 0.25 for each list correctly recalled at each length, until no lists were recalled 
correctly. Span was found to be shorter for nonwords than for words of the same 
spoken duration. ' For both words and nonwords, span was found to vary linearly 
with the speech rate applicable to the items concerned. The slopes for the two linear 
functions did not differ significantly, while the intercepts did. The implication is that 
the value of the constant c in equation 1 is dependent upon stimulus familiarity. The 
difference due to familiarity is clearest for monosyllabic items where articulation rate 
is approximately equal for words and nonwords; on lists of familiar monosyllables 
span was about 5.0, whereas for the novel stimuli it was around 3.5. 
Hulme et al. suggested that the recall of familiar items was supported by long-term 
phonological representations which were not available in the recall of the novel items, 
and that this additional information was responsible for the difference in the inter- 
cepts; both word and nonword recall was supported by a mechanism responsible 
for 
the shared gradient of the two functions. They followed Baddeley 
(1986) and others 
in postulating that this mechanism employs a non-lexical code and an articulatory 
control process. 
Hulme et al. (1991) did not describe their subjects' errors. 
However, a comparison 
of findings from other experiments 
indicates that the principle effect of a reduction 
'Non-words were found to be articulated more slowly than words, so 
that the articulation rate 
for five-syllable words (e. g., hippopotamus) was comparable to 
that for three-syllable non words 
(e. g., bepavit). 
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phonological 
form 
serial phonological 
position form 
input word 
long-term phonological store 
(lexicon) 
short-term phonological store 
serial phonological 
position f0m 
-7 
input nonword 
Figure 3.1: The robustness of the short-term representation of the form of a familiar 
item is enhanced by the availability of a long-term representation. This long-term 
knowledge cannot be exploited in the representation of novel forms. 
in stimulus familiarity is to increase the rate at which phonological errors occur. 
When subjects are required to serially recall a list of familiar words, the majority 
of observed errors involve the misordering of intact items. Sometimes list items 
are omitted at recall. A subject may occasionally generate a word which did not 
appear in the target list - such items will typically be drawn from the experimental 
'vocabulary' where it is a clearly limited one (e. g., digits or letters of the alphabet). 
Phonological errors, however, are rarely reported. It seems that where the listed 
items are familiar words, serial recall is virtually free of such errors, in normal adults 
at least. This is not the case when the target sequence is a list of unfamihar syllables. 
Under these conditions, normal subjects make a large number of phonological errors, 
the majority of which involve the recombination of phonologtcal fragments of the 
target items. Simple misorderings of the target items are relatively infrequent (Ellis, 
1980; Treiman & Danis, 1988). These results are discussed in more detail in the next 
section ('Phonological constraints on errors'). 
Phonological errors occur in addition to item-ordering errors which are found in 
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both word and nonword recall. This observation suggests that phonological form 
and item-order information are separate components of the representation of a word 
(or nonword) in STM. This leads to the following interpretation of the findings 
(see figure 1): phonological errors arise as a result of the failure of the component 
of the short-term store responsible for retaining the detailed forms of the target 
items. This sub-system is redundant in the word recall task, because the forms 
of the targets are already well-learned; the trace of an item's phonological form 
in the short-term store is augmented by 'top-down' input from the lexicon. This 
additional contribution of long-term knowledge apparently provides a representation 
of the word's form sufficiently robust to prevent phonological errors from occurring 
at all frequently in normal adults. This is not surprising, since it is presumably 
the same long-term knowledge that also supports the production of familiar forms 
in spontaneous speech. In the serial recall of word lists the essential problem for 
the short-term memory system is to hold information about the serial order of the 
items, which cannot, generally speaking, be supplemented by long-term knowledge'. 
The capacity of the short-term store to retain such information is limited, and as 
the material to be stored increases in duration, item-ordering errors are observed in 
recall. In nonword recall, the item-order information must also be retained, but there 
is an additional problem: unsupported by the lexicon, recall relies on a short-term 
representation of the phonological form of the input. 
This view of the role of long-term phonology in short-term memory is supported by 
another recent experiment, showing how phonological memory is adversely affected 
by a deterioration of vocabulary brought on by disease. Patterson, Graham, and 
Hodges (1994) describe the phonological errors of patients suffering from semantic 
21f faM iliar sequences e. g., "F, B, F or "7,4,7" appear in stimulus lists, long-term 
knowledge 
can be used to enhance recall. In some practiced mnemonists, such 'chunking' strategies can 
been 
exploited to enable the single trial learning of extremely 
long sequences (see e. g., Ericsson, Chase, 
Falloon, 1980). 
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dementia, a disorder which results in the progressive loss of semantic knowledge. 
Patients also exhibit a decline in vocabulary, presumably because semantic access 
to the lexicon is disrupted. The result is that gradually access to familiar words 
is lost. Patterson et al. (1994) presented the patients (PP, FM and JL) with short 
lists of known (that is retained) and unknown (irretrievable) words which they had 
to repeat. The patients made a large number of phonological errors in recalling 
sequences of unknown words. Patterson et al. concluded that use of the (long- 
term) phonological lexicon depends on the availability of semantic knowledge which 
has been disrupted in these patients. When these long-term representations are no 
longer available, the phonological errors characteristic of memory for nonwords are 
observed. 
A number of studies have been carried out on subjects with acquired and develop- 
mental disorders, who have particular problems with nonwords (compared to famil- 
iar words) in a range of tasks assumed to involve working memory. In these cases, 
the nonword-specific deficit is generally ascribed to the failure of a subsystem dedi- 
cated to the retrieval and/or output of unfamiliar phonological forms. However, it is 
noticable that, in almost every case, the deficit is associated with sub-normal digit 
span. 
Caramazza et al. (1986) report a patient, IGR (digit span 3), with a selective deficit 
in nonword reading, writing and repetition. Bisiacchi et al. (1989) report that a 
patient RR (digit span 3) with no apparent difficulty with phonological processing 
read, wrote and repeated fewer nonwords correctly than an age and IQ matched 
control group. Bisiacchi et al. (1989) conclude that RR's selective 
deficit for nonword 
processing is due to damage to a dedicated phonological 
buffer, as postulated by 
Caramazza et al. (1986). 
As well as acquired deficits, there are examples of 
developmental syndromes char- 
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acterized by particular difficulties with tasks involving the retention and processing 
of nonsense words. Language- disordered children, whose non-verbal intelligence is 
within normal limits, show poor performance on tests of vocabulary reading and lan- 
guage. They are also distinguished from children matched for age and non-verbal 
IQ, and from younger children matched for language abilities, by markedly poorer 
performance on tests of nonword repetition (Gathercole & Baddeley, 1990). 
Campbell and Butterworth (1985) report the case of a highly literate subject, RE 
(digit span c. 3.5), who had grave difficulties with the reading and writing of 
nonwords, whilst exhibiting unimpaired performance on analogous tasks involving 
words. This subject was described as phonologically dyslexic and dysgraphic. The 
developmental phonological dyslexia of another subject, JM (digit span 5), has been 
shown to be associated with impaired nonword repetition (Hulme & Snowling, 1992). 
In this case, the authors noted that JM had previously been able to discriminate 
pairs of phonologically similar nonwords. They argued that the subject's difficulty 
in repetition was best characterized as an output rather than a storage deficit since 
the discrimination task had storage demands that are similar to or greater than the 
repetition task. However, this assertion is questionable. Whilst it may be that a 
greater temporal span of storage is required for the discrimination task, the qual- 
ity of the representation required for the two tasks also 
differs. A quite degraded 
representation of the input may nonetheless contain the 
information necessary to 
make a same-different judgement, and if it does not the chances of an error are 
still only 50%. Repetition clearly demands that the entire phonological 
form can be 
retrieved accurately. The distinction is analogous 
to that between recognition and 
recall: the subject need retain only a 
few relevant cues to recognize a stimulus when 
it is re-presented, but a much fuller representation 
is required for recall. 
These neuropsychological data have 
been used to motivate a number of theoretical 
proposals regarding the 
differences between word and nonword processing. Re- 
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searchers in general have been unwilling to attribute disorders like those described 
above to a general failure of short-term phonological memory, preferring instead to 
postulate the existence of specialized buffers and/or output processes for unfamiliar 
materials. For instance, Caramazza et al. (1986) interpreted their findings in terms 
of the operation of a phonological (output) buffer, which, they suggested, is used to 
hold phonological representations temporarily while readout procedures are carried 
out in nonword reading, writing and repetition. 
The existence of this specialized buffer is demanded, they argue, because readout 
processes require access to a span of phonological information in order to create 
an articulatory (or graphemic) representation of the unfamiliar form demanding a 
special form of storage. Caramazza et al. (1986) propose that, in contrast, there are 
direct routes which support lexical- art i culat ory and lexical-orthographic translation 
without buffering. However this view is somewhat contradicted by their suggestion 
that the phonological (output) buffer is implicated in errors of sentence production, 
since such errors typically take the form of phonemic substitutions (see section 3) 
-a category of error which they regard a characteristic 
failure of the buffer. IGR 
made a large number of single-phoneme substitutions in the reading, writing and 
repetition of nonwords and Caramazza et al. (1986) suggest that these occurred 
because the phonological representation of the target item had been underspecified 
(perhaps through rapid decay, resulting from of damage to a phonological buffer), 
but that enough structural information may be retained to generate an error 
bearing 
a phonological similarity to the target. Essentially the 
difficulty with Caramazza et 
al's account is that the interaction between articulatory and storage systems 
is not 
well-defined. It is thus hard to see 
how each contributes to the observed patterns of 
error. 
Bisiacchi et al. (1989) also conclude from their case study 
that RR's selective deficit 
for non-word processing was due to 
damage to a phonological buffer of the type 
described by Caramazza et al. (1986). They do, however, recognize 
that it is quite 
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usual for disorders of non-word processing (including phonological dyslexia and dys- 
graphia) to be associated with short term memory impairment (as assessed by stan- 
dard span tasks), and speculate as to whether or not the two systems overlap. They 
are forced to conclude that they do not, since at least one patient, PV, described 
as having a specific impairment (Basso et al., 1982), could read nonwords correctly, 
despite being unable to write or repeat them (Vallar, in a personal communication to 
Bisiacchi et al. ). It is important to recognize, however, that the demands of reading 
on phonological memory are less than those of repetition or writing, since the subject 
has, at the time of making the response, access to an orthographic representation 
of the nonword. In writing to dictation or repetition, by contrast, it is necessary for 
the subject to form a temporary internal representation of the phonological form, 
unsupported by any enduring external representation. 
The aversion to a more global account of disorders of nonword processing seems to 
stem from an assumption that familiar and unfamiliar words have short-term rep- 
resentations which are equally vulnerable to disruption in normal subjects. Thus 
it is argued that if performance on one type of stimulus is selectively affected by a 
disorder, a dissociation between separate word and nonword subsystems has been 
demonstrated. However, the evidence from Hulme et al. 's (1991) study suggests that 
this assumption is not valid: if the capacity of short-term memory is reduced, the 
representation of familiar words will still be supported by 
long-term phonological 
knowledge. There exists, therefore, the potential for global damage 
(or developmen- 
tal abnormality) in the short-term phonological store to 
differentially affect storage 
of familiar and unfamiliar materials, while the retrieval processes common 
to both 
types of stimulus remain intact. For familiar materials, 
the short-term storage of 
phonological form is unlikely to be affected, since 
it is supported by enduring (and 
presumably undamaged) lexical 
knowledge. The retention of serial order informa- 
tion cannot be supported in this way. 
This being the case, we would anticipate a 
decline in the capacity to store item-order 
information in patients affected by such 
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disorders. The co-occurrence of subnormal span and nonword repetition deficit is 
certainly marked in the cases reviewed above, yet it remains unexplained by the 
model advanced by Caramazza et A( 1986), which would presumably require that 
the span deficit arises independently of the nonword repetition deficit. Their dual- 
locus account of the syndrome is less parsimonious than the single-locus account 
outlined above. 
Phonological constraints on recall 
As indicated above, subjects recalling sequences of nonwords are prone to make 
phonological errors which are not at all common in the recall of familiar words. The 
erroneous responses almost always share phonemes with one or more of the targets. 
Often, they simply recombine fragments of the listed items. Further investigation has 
shown that 'recombination' appears to be subject to linguistic constraints. Treiman 
and Danis (1988), for example, provide a detailed qualitative analysis of error types 
in nonword serial recall. Subjects were presented auditorily with lists of 6 CVC 
nonsense syllables, which they then recalled in serial order. Averaged over serial 
positions, 42% of responses were correct. Subjects were encouraged to guess rather 
than make "don't know" responses, which accounted for 3% of all responses. Of 
the remaining errors (54% of responses), 96% had the same consonant-vowel struc- 
ture (CVC) as the target syllables. Relatively few of these were item order errors 
(about 6% of all responses). Many (28% of responses) were made recombinations 
of phonemes from different list items. In addition, many of the 
CVC errors (17% of 
responses) included non-contextual substitutions 
(phonemes which did not appear 
in any of the list items). 
A similar pattern of results was observed 
for syllables with different shapes (CCV 
and VCC). In each case, though errors were numerous, 
the great majority preserved 
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the CV-structure of the target syllables. The fact that responses tend to maintain 
the CV-structure of the target items, despite the fact that many substitution errors 
occur, indicates that consonants and vowels are constrained not to substitute for one 
another. Substitutions clearly greatly outnumbered any insertion or deletion errors 
which occurred; many of the responses combined a single phoneme from one target 
with two from another. Similarly, in nonword repetition single phoneme substitu- 
tions are the most frequent category of error (Caramazza et al., 1986; Gathercole 
et al., in press). A number of studies have shown that where substitutions do take 
place, consonants are more vulnerable than are vowels. For instance, Ellis (1980) 
found that vowels were recalled in the wrong serial position in 6% of responses, 
consonants in 23%. 
Phonemic substitutions are further constrained. The more features two phonemes 
share, the greater the likelihood that they will substitute for one another (Ellis, 
1980). Ellis refers to this as a feature similiarity effect, although some nonword rep- 
etition data suggests that some features are more critical than others in determining 
the likelihood of one phoneme replacing another. Caramazza et al. (1986) present 
data showing that in 82% of IGR's substitutions the substituting phoneme shared 
a particular feature (manner of articulation) with the target phoneme it replaced. 
Bislacchi et al. (1989) report similar findings from their analYsis of RR's repetition 
errors. 
In contextual substitutions the target and error segments are likely to share the same 
syllable position in the target lists, so that, for example, syllable- initial segments 
tend to replace other syllable-initial segments (Ellis, 1980; Treiman 
& Danis, 1988). 
The error segment is likely to have its origin in an item close to the point at which 
it appears in the error (Treiman & Danis, 1988). 
Vowels are particularly likely to 
maintain their serial position in errors. 
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3 Constraints on speech errors 
Unintentional slips in spontaneous speech have long been identified by psychologists 
as providing useful data for the elaboration of the mechanisms supporting speech 
production. Freud (1901), for example, viewed speech errors as providing valuable 
insights into the character of the unconscious. More recently, however attention 
has focussed on the elaboration of the lower levels of the production system, in 
particular on the processes intervening between a semantic specification of a target 
utterance, and its phonetic specification and realization (see e. g., Shattuck- Hufnagel, 
1979; Butterworth, 1992). The term phonological encoding is often applied to such 
processes, but it will be avoided in this thesis as it is confusing in the context of 
models of learning and memory. Instead, I will refer to such processes as phonological 
retrieval processes. Many speech errors can be understood as occurring at the level 
of phonological retrieval. At issue here is the extent to which the mechanisms 
underlying such errors are common to the retrieval of phonological forms from short- 
term memory. 
The last section established that certain constraints apply to phonological errors in 
nonword recall. Errors typically involve the substitution of one or more phonemic 
units, for phonologically-similar ones, often originating nearby in the target utterance 
(list to be recalled). As well as being related by articulatory features (in particular 
manner of articulation), where an error has a contextual origin, source and error 
segments tend to have occupied the same position in different target syllables. In 
this section, the aim is to compare these constraints with those that have been found 
to operate in slips of the tongue. In the short-term memory experiments described 
above, the nonword stimuli are purely phonological without syntactic role or seman- 
tic association. With this in mind the discussion will concentrate on slips 
involving 
the phonological rather than, for example, syntactic or morphological units. 
Such 
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errors occur rather infrequently in the spontaneous speech of mature, normal speak- 
ers. In recordings of normal conversation, Garnham, Shillcock, Brown, Mill, and 
Cutler (1982), for example, identified 62 such errors per in around 200,000 words 
produced in conversation by several speakers being recorded without their knowl- 
edge (Svartvik & Quirk, 1980); Shallice and Butterworth (1977) report a rate of 1.6 
errors per thousand words. Despite this some fairly large collections have been made 
and analyzed. However, the scarcity of data, and problems with sampling method- 
ology (see below) have lead some researchers to develop experimental paradigms for 
eliciting speech errors. Others have concentrated on slips made by speakers who 
have particular clinical problems which make them more error-prone. 
3.1 Errors in spontaneous speech 
Typically analyses are based on collections of errors built up by interested re- 
searchers. This methodology can and has been criticized (Cutler, 1982) on the 
grounds that because only the most salient errors are likely to come to the re- 
searchers' attention, there is a danger that the sample of recorded errors will be 
unrepresentative. Another general problem with speech error data is that the re- 
ported speech will have been filtered through the perceptual system, which is known 
to exert a correcting influence on anomalous utterances. Nonetheless data collected 
in this manner do show some striking regularities, which it would be difficult to 
account for purely in terms of sampling biases. Even if we are quite conservative in 
our treatment of the data, some useful conclusions can be 
drawn. 
It is a property of speech errors that they can often 
be characterized in terms of the 
interaction between two units, one, the target, 
being the intended segment, the other, 
the source being a nearby segment from the 
intended utterance which interacts with 
the target segment. Thus in an error like "reading 
list --+ leading list", the target 
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segment /r/ has been replaced by /1/, the source of which is regarded as being the 
onset of "list". Constraints on ordering errors in speech describe the relationship of 
target and error segments - their linguistic characteristics and their positions in the 
intended utterance. These contextual errors have a similar character to the most 
frequent type of short-term memory errors, in which fragments of target nonwords 
are recombined. In both spontaneous speech, and the serial recall/ repetition of 
nonwords, non-contextual errors also occur, where no source for the error segment 
can be identified within the target utterance. These, too, appear to be governed by 
linguistic principles. 
The interacting units in errors of spontaneous speech generally coincide with the 
units of linguistic grammars: phonemes, morphemes, words etc. This has been 
widely taken as implying that linguistic units have a psychological role in the rep- 
resentation and production of speech. Generally, interacting units are of the same 
size and level of linguistic description. Thus, phonemes interact with phonemes, 
words with words and so on. This shows that ordering mechanisms are vulnerable 
to errors within but not between levels of linguistic analysis. This is suggestive of the 
involvement of a hierachical sequencing mechanism, in which units at different levels 
of a linguistic hierachy (for example syllables and phonemes) are ordered separately 
(Shattuck-Hufnagel, 1979). 
Even given the reservations expressed above regarding sampling methodology, col- 
lections of sound errors in spontaneous speech 
leave little doubt that, as in non- 
word recall, the great majority involve the interaction of phonemic units. 
Shattuck- 
Hufnagel (1979) found that 70% of her collection of English speech errors were single 
phoneme errors (substitutions, 
deletions, additions etc of a single phoneme. ) Noote- 
boom (1969) in a corpus of Dutch speech errors 
found that 89% involved phonemic 
units. A sizable proportion 
(about 10-20% of errors) involve units longer than one 
phoneme, but shorter than a syllable. 
Errors involving entire syllables are rare. In 
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some rare cases, an error can be described in terms of the movement of featural 
units in the intended utterance, e. g-, "Clear blue --ý glear plue". However, since 
such errors account for a very small percentage of recorded errors, and can always 
be understood in terms of one or more phonemic errors (i. e., in "glear plue" the 
/g/ and /p/ are independent non-contextual phoneme substitutions), it is debat- 
able whether the interpretation of such errors as involving the movement of featural 
units is appropriate. 
Broadly speaking, interacting units tend to share linguistic characteristics (Shattuck- 
Hufnagel, 1979). So far as phonological errors are concerned this means that they 
are phonologically similar. For example the /r/ and /I/ segments in the above 
substitution are both single phonemes, they are also both liquids, and they share 
a number of articulatory features. The resulting utterance does not violate the 
phonotactic rules of English, in this instance, 'leading' is a well-formed English 
word. In fact there are very few recorded instances of errors which have violated the 
phonotactic rules of the speaker's language. More specifically, consonants "almost 
never" (Shattuck- Hufnagel, 1979) interact with vowels and vice-versa. In an analysis 
of complete spoonerisms, consonants never exchanged with vowels (Motley, 1973). 
Beyond effects of consonant-vowel category, the precise role of phonological simi- 
larity in constraining the interaction of segments involved in errors is again a little 
more difficult to establish. Boomer and Laver (1968) for example found no evidence 
for a feature similarity effect in their analysis of a small corpus of sound errors. 
Nooteboorn (1969), Mackay (1972), Goldstein (1977, cited in Shattuck- Huffnagel, 
1979) and Shattuck (1975, also cited in Shattuck-Huffnagel, 1979) on the other 
hand 
have all reportedly found feature similarity effects. As in the errors of nonword rep- 
etition, the phonological principle governing errors, seems to 
be influenced more 
strongly by similarity along some articulatory 
dimensions than others. For instance, 
in the Mackay (1972) study, using 
data collected by (Meringer & Mayer, 1895), the 
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effect of similiarity was found to be confined to features defining manner of artic- 
ulation (nasality and voicing), but not those concerned with place of articulation. 
The bulk of the evidence clearly suggests that some from of phonological similarity 
effect operates in phonemic errors, but it may be that the featural specification used 
by linguists is not an ideal description of phonological similarity for this domain. 
As in errors of nonword recall, interacting units tend to occupy comparable positions 
within the target utterance , 
in spontaneous speech errors. Syllable initial phonemes, 
for example, tend strongly to substitute with other initial phonemes as in the above 
example. Shattuck- Hufnagel (1979) found just 4 examples from a collection of 211 
between word exchanges, where the syllable position of the exchanging segments 
was not comparable. (Baars, 1976) found that 90% of exchange errors involved 
units from the same position (either initial, medial or final) in different syllables. 
Another implication of this constraint is that sound errors do not often involve the 
interaction of units from within the same syllable. 
In many errors, as in the "leading list" example, there is an anticipatory component: 
one segment appears in advance of its intended position in the utterance. (Lashley, 
1951) made the point that such anticipatory errors suggest that ordering processes 
act on a substantial span of the intended utterance (elements of which are primed 
or available for output before their articulation), and not just a single phoneme 
or word at a time. At the same time, though, it is equally clear that the span of 
planned speech on which ordering processes act is 
finite, perhaps limited to a few 
words or syllables. In spoonerisms for example, the exchanging segments are 
from 
words close to one another, and often adjacent in the 
intended utterance. 
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3.2 Experimentally elicited slips 
Slips of the tongue can be elicited experimentally. The procedure involves the visual 
presentation of pairs of words. A target pair e. g., "bad goof' is preceded by several 
bias pairs which are silently read by the subject. The bias pairs are presented es- 
sentially to prime production of the incorrect sequence of initial consonants. This 
can be achieved by transposing the initial consonants from the targets in the bias 
pairs e. g., "get booze", "gave book" (Baars & Motley, 1974; Motley & Baars, 1975). 
When the subject is required to articulate the target pair, the initial consonants are 
typically often exchanged in a complete spoonerism: "gad boof". These experiments 
allow normal subjects' speech errors to be studied under controlled laboratory condi- 
tions. But perhaps just as importantly, they also represent an important conceptual 
bridge between data supposedly concerned solely with output processes in speech 
production (e. g., Shattuck- Hufnagel, 1979), and data concerned exclusively with 
the elaboration of storage mechanisms (e. g., Treiman & Danis, 1988). Although the 
paradigm is normally regarded as investigating the mechanisms of speech produc- 
tion , it also involves short-term storage, since subjects are required to respond to 
the target pair after a short delay during which the stimuli are not present. 
A further experiment (Baars & Motley, 1976, experiment 1) indicated that complete 
spoonerisms could be induced simply by priming the second initial consonant of a 
pair. For example, an error like "gad boof" can be elicited by priming subjects 
with bias pairs like "get rake". In fact the stimuli used Baars and 
Motley (1976) 
were nonwords. The authors note though that an identical procedure can 
be shown 
to produce phonemic exchanges with lexical stimuli. 
However, it is clear that in 
this experiment the representation supporting output was a short-term one. 
The 
authors do not report any qualitative 
difference in the results they obtain for words 
and nonwords, and presumably concur with the argument put 
forward here that the 
output processes supporting the recall of 
familiar and unfamiliar forms overlap with 
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speech production processes at the level of phonology. They do, however, note that 
the effect of using unfamiliar stimuli is to increase the rate at which spoonerisms 
occur in line with the interpretation of the short-term memory data described in 
section 1- 
A further experiment (Baars & Motley, 1976, experiment 2) showed that by intro- 
ducing a degree of confusion as to the order in which the items in stimulus pair 
should be articulated, it was possible to induce spoonerisms in the absence of any 
phonological priming. Togther the results of the two experiments were interpreted 
as suggesting a phonological retrieval process in which serial order was specified at 
at least two levels, the phoneme level, and the word (or syllable) level. Errors were 
attributed to conflicts between the two levels of sequencing, brought on in this case 
by experimental manipulation, but arising naturally in the production of speech. For 
instance, they suggest that in adjective-noun pairings such as "bad goof" the adjec- 
tive acts to modify the meaning of the phrase, rather than fundementally changing 
its meaning. Thus it may be expected (they argue) to be specified later in the 
production process. Meanwhile the syntactic rules of English suggest that it should 
precede the noun. Whatever the merits of this argument, the suggestion that am- 
biguity about serial order at one level can affect serial order at a lower level will be 
central to the model of short-term memory developed in chapter 5. 
S ummary 
There is a good deal of qualitative similarity between phonological errors 
in spon- 
taneous speech, and in short-term memory tasks involving nonwords. 
In a comPu- 
tational sense, both tasks have a great deal in common. 
They both clearly entail 
the interaction of retrieval processes with stored phonological 
forms to translate the 
internal representation of a target utterance 
into a sequence of articulatory actions. 
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There are two essential differences between the two tasks: firstly, the generation of 
spontaneous speech clearly involves pragmatic, semantic, and syntactic processing 
which is not required by the experimental tasks. Secondly, and more importantly 
in spontaneous speech, along with serial recall tasks employing familiar materials, 
long-term representations of the target forms are available. In such circumstances, 
phonological errors are rare. Where they have been analyzed, however, they have 
been found to be of a similar nature to those described in the recall of nonwords. 
There seems little reason to suppose that the retrieval processes involved in the 
recovery of familiar phonological forms from long-term memory differ substantially 
from those involved in the retrieval of novel forms from short-term memory. A 
number of linguistic constraints appear to govern the types of error that occur in 
both tasks: 
1. Many errors involve the substitution of one segment with another of the same 
size. Typically a single phoneme is replaced. 
2. Consonants and vowels very rarely interact with one another; the CV-structure 
of the target is thus often preserved. 
3. Substituting segments tend to be phonologically-similar along some 
dimen- 
sions to those they replace. Although the precise nature of this phonological 
similarity effect has not been clearly established, it appears that 
features defin- 
ing with manner of articulation are more important than those 
defining place. 
Errors which breach the phonotactic constraints of the speaker's 
language are 
very rare. 
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4. Modelling constraints on 
phonological retrieval: a cYclical 
syllable template 
The data reviewed in the previous chapter indicate that structural properties of the 
syllable constrain errors in the immediate recall of nonwords. Meanwhile, the gen- 
eral theories of serial order reviewed in chapter 2 have generally not been influenced 
by such linguistic considerations. The first section of this chapter shows how the 
involvement of syllable structure is crucial to the understanding of errors in phono- 
logical retrieval. We shall see that CQ models of the process which do not take 
account of linguistic structure produce errors which are not compatible with the 
data discussed in chapter 3. In section 2, a model of phonological retrieval in speech 
production (Dell, 1986) is briefly reviewed for comparison. Dell's is an implemented 
example of category of speech production models which provide an account of lin- 
guistic constraints on phonological errors. These theories involve representations 
which separate the structure and content of syllables. The structural representation 
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or 'frame' is used to constrain the order in which the phonemic content is output. 
The application of the same insights in a model of short-term memory might help 
to account for constraints on errors in immediate recall. However, models such as 
Dell's cannot explain how such representations are learned. A particular problem 
from the point of view of short-term memory is that the representation of syllable 
structure must be acquired in a single-trial. The third section develops a model of 
the process by which syllable structure can in principle be computed rapidly, on-line 
as the stimulus is perceived. This account of syllable structure will be central to the 
model of short-term memory presented in chapter 5. 
1 Phonological slips, STM, and CQ models 
It is clear from the data discussed in chapter 3 that spontaneous speech errors are 
structurally constrained. This is certainly the case with regard to phonological 
slips, which account for the bulk of speech errors. The same constraints operate 
in experimentally elicited slips. These data are consistent with the findings from 
experiments involving short-term memory, indicating that errors in the recall of 
nonwords tend to retain structural characteristics of the target items. In short, 
it seems likely that in a variety of expermental and real-life contexts, including 
both spontaneous speech and short-term memory experiments Znvolving nonwords, 
errors in phonological sequencing could be accounted for by assuming that they are 
due to the flawed operation of the same mechanism responsible for ordering speech 
sounds. If this appears to be obvious then it is remarkable that models of short-term 
memory have never included speech-specific mechanisms 
for phonological retrieval. 
This omission is all the more surprising given the strong and 
independent evidence 
of the important role played by articulatory coding and control processes 
in verbal 
memory (outlined in chapter 1). 
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To what extent can the mechanisms of phonological retrieval be reconciled with 
existing CQ accounts of serial order? To explore this question, this section discusses 
the ways in which CQ has been applied to phonological sequencing (Houghton, 1990; 
Glasspool, 1994). 
The first application of the CQ architecture to phonological retrieval was by Houghton 
(1990). Houghton's model uses a very simple two dimensional control signal, as dis- 
cussed in chapter 2. For any sequence to be learned, at the sequence level, a start 
node (initiator- or I-node) is active at the beginning. As the sequence is presented, 
activation of the I-node gradually decays. The E-node remains inactive, until the 
end of the sequence is experienced. A set of nodes representing phonemes to be 
sequenced are activated one at a time as they are experienced during learning, and 
weights between concurrently active sequence and phoneme nodes are strengthened 
at each timestep. The result is that phonemes at the beginning of the sequence are 
strongly associated with the I-node, and only weakly with the E-node. Conversely 
the phonemes at the end of the sequence are strongly associated with the E-node, 
and weakly associated with the I-node. 
Recall proceeds by activating the 1-node maximally. As it decays passively, the acti- 
avtion of the E-node at each timestep is the complement of the 1-node's activation. 
This produces an activation gradient in the phoneme nodes, which is modulated dur- 
ing recall. In combination with the operation of a competitive filter, which serves to 
suppress a selected response at each timestep, this dynamic modulation of the input 
to the phoneme nodes, is sufficient to allow the correct recall of short sequences 
after a single presentation. Longer sequences required a supervised practice phase. 
To model phonological retrieval from short-term memory we can examine 
its Per- 
formance after single trial learning. To do this, the model was implemented as set 
out in (Houghton, 1990). A layer of 47 phoneme 
(item) nodes I was connected to a 
'For comparability, the same form of phonological coding was employed as is used 
in the model 
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pair of word (sequence) nodes. 
The first problem is that the Houghton model provides no mechanism for chunking 
continuous speech into manageable chunks. The two-dimensional control signal 
cannot learn sequences longer than about four items in a single presentation, so 
words containing more than a few phonemes cannot be recalled correctly. As the 
length (in phonemes) of the words increases, the performance of the model declines 
rapidly. Even in the absence of any noise in the system, words with more than four 
phonemes exceeded the model's single-trial learning capacity. Typically, after the 
initial phonemes had been recalled in the correct order, phonemes from the end of 
the sequence would be selected in advance of their intended position e. g., graund --+ 
graudn , leading to (sometimes multiple) local transpositions of phonemes near to 
the end of the sequence. Such errors are largely due to the difference in the control 
signal experienced during learning and recall. During learning, the E-node is not 
active until the very end of the sequence, but during recall, the E-node becomes 
active much earlier on. This activates phonemes from the end of the list in advance 
of their intended position. 
The model also shows evidence of difficulty in recalling shorter sequences containing 
repeated phonemes e. g., pepa("pepper") --+ peap, bAbl ("bubble") --+ bAlb. In such 
errors, the repeated phonemes can not recover from initial supression in time to 
be produced in the correct position. This failure to recover from suppression could 
easily be overcome by altering the parameters of the model (so that for example the 
strength of feedback inhibition from the competitive filter was reduced). 
For longer sequences, responses were usually extremely disorganised, and although 
the first few phonemes of any word were generally recalled 
in the correct order, 
the remainder of each response showed 
little structural resemblance to the in- 
described in chapter 5. 
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tended sequence, e. g., OamT)mita ("thermometer") --+ Oz)mtjaDt, junifDm ("uniform") 
--+ junm3fi. 
These difficulties in encoding long sequences are largely due to the limitations 
of Houghton's two-dimensional control signal. A possible solution is provided by 
Burgess and Hitch (1992) who describe a control signal which is capable in principle 
of encoding sequences of arbitrary length without chunking. In their model errors 
resulted solely from noise and decay in the learned weights. The same scheme could 
be used for encoding sequences of phonemes, and this is the approach suggested 
by Glasspool (1994). In Glasspool's model both words and nonwords are stored in 
this way (as sequences of phonemes). In addition words are also subject to lexical 
sequencing as used in the Burgess and Hitch model (i. e., as a sequence of words, 
each having a node corresponding to a prelearned lexical-phonological representa- 
tion). These two sequencing systems interact during recall. Nonwords cannot be 
coded with the lexical sequencing mechanism as they have no pre-existing lexical 
representation. Nonword recall thus relies entirely on the phonological sequencing 
mechanism. According to Glasspool, this is essentially identical to the lexical se- 
quencing system, except that the items to be ordered are phonemes rather than 
words. 
The phonological sequencing system uses the same form of control signal as the lex- 
ical system - one adopting the modifications suggested 
by Burgess and Hitch. This 
has the advantage (over Houghton's model) that long sequences of phonemes can 
be 
stored without chunking. The difficulty comes when one analyses the model's errors 
qualitatively. In this regard, the important feature of the control signal 
is that it 
is temporally- autocorrelated. This, the reader will recall, is crucial 
in accounting 
for the characteristic pattern of mainly local transposition errors 
in standard serial 
recall tasks. Yet, as the data described in the previous chapter make clear, phono- 
logical ordering errors have a different character. 
One of the constraints on such 
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errors is that within-syllable (local) transpositions are very unlikely. Instead seg- 
ments typically move to the same position in a nearby syllable. Moreover, it seems 
that consonants do not exchange with vowels or vice versa. 
Although Glasspool's model Provides a useful insight into the quantitative differ- 
ences between word and nonword recall (e. g., it can account for the findings of 
Hulme et al., 1991), the errors it produces are qualitatively quite different from 
those which are observed empirically. David Classpool (personal communication) 
has supplied simulation data which shows how the model's responses differ from 
those made by human subjects. The data is from a simulation of a typical nonword 
recall experiment (Treiman & Danis, 1988, experiment 1) using his own implemen- 
tation of the model described in Classpool (1994). In the experiment, subjects were 
required to recall lists of 6 CVC nonwords. In Glasspool's model, such sequences 
would be encode as 'lists'of phonemes which are not differentiated in any way with 
regard to their structural properties (i. e., there is no distinction between vowels and 
consonants). After every third phoneme, a null phoneme (denoted 0) is encoded 
to mark the end of one nonword and the beginning of the next. A sequence like 
/ger, vc1ij, kus, &el, j: )b, Jim/, would thus be encoded as: /g/, /e/, /r/, O, /k/,. .. I/m/. 
Since all such lists would be encoded in the same way, the simulation involved the 
same six-item list being learned and recalled 1500 times. During recall, a node sylla- 
ble boundary marker competes with other phoneme nodes, and can transpose with 
them. A typical attempt at recalling the above target sequence is: /ger, vaijuk, sd, 
ael, j, b,: )Iim/. 
Output is not necessarily organised into items which can readily 
be compared to the 
targets, for instance some of the model's responses contained more 
items than the 
target lists, others contained fewer. It is therefore not always clear which response 
relates to which target. The model 
in fact made more responses (9689) than there 
were target syllables (9000). 
Responses were marked as correct if they were in 
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the right serial position and had the correct phonological form. Only the first six 
responses to any list were marked in this way. Of these, 2660 were correct, leaving 
7029 errors of comission The CV structure of each response was calculated these 
results are shown in table 4.1. The number of phonemes in each response was also 
counted. The proportion of erroneous responses at each length is shown in table 4.2. 
Though the supplied data are from a simulation with a rather high error rate com- 
pared with humans (29.56% of responses correct in the simulation, 43% in Treiman 
and Danis' experiment), the analysis shows a fundemental qualitative incompatib- 
lity with the empirical observations. The absence of any representation of syllable 
structure means that Glasspool's model produces a relatively small proportion of 
responses which retain the syllable structure of the target items (see table 4.1), 
and most of these are correct responses. For example, while Treiman and Danis 
found that 96% of errors had the same CVC structure as the target items, only 794 
(11.30%) of the erroneous responses produced by Glasspool's model had this struc- 
ture. It also produced a high proportion of very implausible responses which could 
not be pronounced, for instance, 11.25% of all responses were singleton consonants. 
In fact, because syllable boundary markers can transpose with phonemes, the model 
produces many responses which drastically change the length (in phonemes) of an 
item. Such responses are not observed experimentally: table 4.2 shows a comparison 
of the number of phonemes in the model's erroneous responses and those of adult 
subjects in a similar experiment (Treiman, in press). A further consequence of the 
lack of a structural representation of the syllable is that within-syllable errors such 
as /ger/ --+ /egr/ can readily occur. 
Such errors are not infrequent in the model's 
output, yet the most common errors (Treiman 
& Danis, 1988), in which a phoneme 
moves from one syllable to an analogous position 
in another syllable are rare. It is 
also often the case in the models errors that a syllable 
initial phoneme moves to a 
syllable final position or vice versa 
(e. g., /ger, vij/... --+/gerv, ij/... ). 
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Table 4-1: The proportion of responses showing various consonant-vowel structures 
in simulations of serial recall of lists of six monosyllabic nonwords. 
CV-structure % responses 
cvc 32-55 
c 11.25 
cv 10.57 
vc 7.90 
vcc 5.84 
ccv 5.83 
ccvc 4.87 
cc 3.83 
cvcc 3.42 
v 2.03 
other 11.91 
Table 4.2: The proportion of errors produced by Glasspool's model with different 
phonemic lengths. Data from human subjects performing a similar task are shown 
for comparison (Treiman, in press) 
Error Type % of total errors 
Adults Simulation 
Omission 10.9 - 
1 phoneme responses 0.0 19.33 
2 phoneme responses 2.0 31.47 
3 phoneme responses 83.7 25.62 
4 phoneme responses 3.2 15.78 
5 phoneme responses 0.1 4.34 
6 or more phoneme responses 0.0 3.46 
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The failure of CQ models to predict the characteristic pattern of errors in nonword 
recall is due to two related factors: first, no existing CQ model provides a plausi- 
ble mechanism for the chunking of speech into syllabic units, instead they assume 
that phonemes are ordered in the same unstructured manner as any other action 
sequence might be. Second, CQ models generally assume a temporally- correlated 
control signal which tends to produce local transposition errors; the very type of 
errors which are prohibited in phonological retrieval by structural constraints. The 
latter property, though, is useful in explaining errors in serial recall in situations 
where there are no such constraints. Therefore, the approach I will take in this 
thesis is to develop the basic competitive queuing model of short-term memory, 
incorporating an additional mechanism for the structural representation of serial 
order at the phonological level. The remainder of this chapter explores the issue of 
how a structural representation of the syllable might interact with serial ordering 
mechanisms. This issue has not previously been considered in general models of 
sequencing 2 (those considered in chapter 2). However, in chapter 3, error data from 
spontaneous speech production were found to show a pattern of phonological con- 
straints consistent with those seen in nonword recall and it was suggested that the 
same mechanism was involved in phonological retrieval whether from short- or 
long- 
term memory. Therefore, consideration of psycholinguistic accounts of phonological 
retrieval in spontaneous speech is likely to shed some like upon the 
issue. 
0 40 
2 Psycholinguistic models of phonological retrieval 
The primary aim of linguistic grammars 
is to describe the productivity of language 
as concisely as possible, and not to explain speech errors. 
Such analyses are based 
20ne exception is Shaffer's (1976) model which provides an 
interesting but incomplete account 
of the way in which apparently similar 
linguistic factors might be involved in typing 
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in the main upon distributional data. It is thus remarkable that (as noted in the 
previous chapter) the interacting units in speech errors generally correspond to the 
units of linguistic grammars. This can be taken as evidence that linguistic grammars 
are not merely abstract structures for the description of language, they also lie at the 
heart of the human speech production system. It is thus quite natural for linguistic 
models of speech production to start from the premise that speech is represented in 
the brain in terms of the hierachical structures of generative grammars. Theories 
based on such structures share the assumption that producing an utterance involves 
assigning values to variables at various levels of a tree-like structure. This variable 
binding process can be seen as a kind of frame-and-slot mechanism. First of all a 
frame is specified. The frame specifies the order of a set of categories. For example, 
producing a sentence might involve first selecting a frame e. g., Np, VNpl. Here, each 
symbol corresponds to a category of word which can fill a 'slot' in the frame (V 
for a verb, and Np, for a plural noun). The slots are filled with items which are 
strictly constrained by the category (e. g., "cats eat mice"). Which items fill the 
slots is determined by the semantic system. Each frame can be filled by many 
different items ("people prefer peas", "whales like plankton"), but the frame serves 
to constrain serial order. Some (non-grammatical) orderings are prohibited ("people 
peas prefer"). However there is scope for errors to occur. Firstly, the wrong item 
can be inserted into a slot ("cats eat dogs"). Secondly, there may be some ambiguity 
about the order in which the items are to be inserted into the frame - in this instance, 
the two nouns can be exchanged without violating the frame constraints: "mice eat 
cats". 
Similar frame and slot mechanisms are proposed for different stages of the produc- 
tion system. Once the words have been selected 
it is necessary to specify their 
phonological forms. Like syntactic frames, the nature of phonological 
frames has 
been elaborated by analysing distributional properties of 
languages - in any lan- 
guage some phonological forms are possible, whereas others never occur 
(e. g., the 
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cluster /tl/ cannot precede the vowel in any English syllable -I will return to such 
analyses later). A phonological frame might take the form onset, peak, coda, where 
each stands for a category of phoneme or phoneme cluster which can fill a particu- 
lar position within the syllable. Note that this prohibits many local transpositions 
between phonemes, since the phonemes which can fill one slot will not generally 
overlap with those which can fill another. 
Models with this "frame and slot" character have been very successful in accounting 
for a wide variety of errors at various levels of linguistic analysis (e. g., Shattuck- 
Hufnagel, 1979; Mackay, 1972). Until quite recently, though, models of speech 
production were fairly informal, lacking sufficient specification, in particular of the 
underlying serial ordering mechanism, to be truly testable. In the late eighties, 
though, the situation was improved with the advent of models which combined 
'spreading activation' (connectionist) architectures, responsible for specifying struc- 
ture and content, with implicitly competitive output processes, responsible for serial 
order. One of the most widely known is Dell's (1986) model of sentence production, 
which was concerned with errors at the phonological level. The Dell (1986) model 
proposed that the phonological content of a planned utterance is determined by 
the spread of activation in a hierarchical network. At the top of the hierarchy are 
units representing the words and syllables to be articulated. Lower down are units 
standing for the phonemes and the consonant clusters which are to be articulated. 
Separate groups of units are used to represent segments from syllable onsets, peaks 
and codas, so that the /k/ in "cat" would be represented by a different unit 
(desig- 
nated k,,,,, t) from the /k/ in tack (designated 
kcoda)- 
Planning involves activating units at the lexical/ syllable level, and allowing activa- 
tion to spread downwards via the excitatory links which exist between 
lexical and 
phonological units. Lexical units are activated in parallel: the sooner a word 
is 
to be articulated, the more active is the unit which represents 
it (cf., Burgess 
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Hitch, 1992). The parallel activation of the word nodes leads to parallel activation 
in the phoneme nodes. When articulating a phrase like "reading list", the unit 
representing the of "list" would become active while "reading" was still being 
planned. The control process responsible for ordering the sounds for serial articula- 
tion is competitive: for each syllable, the most active onset, peak and coda units are 
selected in that order. For example, "read" would be articulated by selecting first 
ronset i then ipeak, and finally d, oda . The onset, peak, and coda correspond to slots 
in a syllable frame. Errors such as "reading list --+ leading list" could be explained 
by suggesting that the activation of the intruding segment (Ionset) exceeded that of 
the target segment (ronset)when a particular slot (here, the syllable onset) is being 
filled. It was proposed that this might occur given a limited amount of 'linguistic 
noise' in the system, perhaps spreading from many partially- activated lexical units, 
activated in parallel by the semantic system. Simulations using a simplified form of 
the network showed a similar distribution of errors to those observed in collections of 
naturally occurring speech errors. Although Dell's (1986) model followed a long line 
of theories which explained error data in terms of the interaction between linguis- 
tic structure and phonological content, his was one of the first accounts which was 
sufficiently well-specified to be tested against error data. The features of the model 
that made this possible were its assumption of parallel activation in the planning of 
speech, and the use of a competitive mechanism to determine which segments filled 
each slot in a syllabic frame. Linguistic structure is represented explicitly both in 
the structure of the network, and in the nature of the serial control process which 
is used to read-out the parallel structure. 
Dell (1988) adapted the model to use wordshape (CV-structure) representations 
to provide a mechanism for constraining the order of the phonemes in the output. 
The structural (wordshape) information is represented separately from the content 
(phonological) information. The two representations interact in the production pro- 
cess. Position-specific coding was not abandoned, so a syllable- 
initial phoneme was 
93 
PSYCH OLIN G UISTIC MODELS OF PHONOLOGICAL RETRIEVAL 
still represented by a different node to a syllable-final one. Dell (1988) provides a 
hint as to how a phoneme-level sequencing mechanism might be implemented at the 
level of the individual nodes: 
"Selection could be achieved by any of several mechanisms. For example, 
the phoneme category nodes could be activated in series... 
... each would send an increasing amount of activation to all of the 
phoneme nodes until one of them, the one with highest activation level 
to begin with, reaches some selection threshold. " 
Thus Dell's model postulates the existence of competitive processes at the output 
level, based on relative activation level, just as in the competitive queuing models 
discussed above. However, Dell restricts response competition at any syllabic po- 
sition to those phonemes which can occupy that position (according to a syllabic 
template). In the first formulation of the model, one general syllable template was 
used in the production of each syllable, in the second version, each syllable was 
associated with one of a set of possible templates. 
In both versions of the model (Dell, 1986,1988), priming effects are responsible for 
phonological order errors in spontaneous speech. Forthcoming words in the intended 
utterance receive some activation in advance of their articulation (as in the compet- 
itive queuing models described above). Dell's model thus shows how the linguistic 
structure of the syllable might constrain the serial order of segments in a model which 
is broadly compatible with the CQ framework. However, the model was 
directed at 
errors of retrieval in spontaneous speech production 
(from a pre-existing long-term 
phonological lexicon). The problem of how serial information might 
be learned was 
not addressed. In addition, the competitive mechanism responsible 
for ensuring se- 
rial output was only rather sketchily described. 
The use of posit ion- specific coding 
was (as Dell conceded) undesirable, and yet central 
to the sequencing mechanism 
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proposed. However the basic concept of separating content from structure (which is 
used for sequencing) provides an appealing account of production errors. 
In order to form a 'framelike' representation of a new syllable in a single trial, 
its structural properties must be abstracted while it is being perceived. The next 
sections explore the way in which this is achieved, an issue which has not previously 
been considered in any model of phonological memory. 
3 General constraints on syllabic phonology 
In considering phonological constraints at and below the level of the syllable, it 
is important to concentrate on those which apply cross- linguistically. The most 
important of these is the sonority principle. Sonority is a linguistic quality associated 
with each segment, which is related to the energy of the sound it represents. The 
sonority principle (see e. g. Selkirk, 1984) imposes constraints upon the order in 
which segments can occur in a syllable. For any language, each phoneme can be 
assigned relative sonority values, specifying its place in the hierachy (see figure 4.1a). 
The relationship between the sonorities of successive segments in a well formed 
syllable appears to conform to a very general pattern; successive elements tend to 
increase in sonority towards a single peak (usually a vowel), and then decline (figure 
4.1b). The relationship between specific phonemes is controversial but it is possible 
to make generalisations about categories of phonemes: obstruents have low sonority; 
nasals and liquids have intermediate values, while vowels are the most sonorous 
segments. The principle can be used to determine whether or not a sequence of 
phonemes forms a single well-formed syllable or not. 
For instance, sequence /flAnt/ 
conforms to the generalisation whereas sequences 
like /IfAnt/ and /flAtn/ do not. 
The constraints imposed by sonority are supplemented 
for a particular language 
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0 
0 
ri 
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t- o C 
0 
cn 
Time 
Figure 4.1: The sonority principle: a) each phonological segment is associated with 
a particular sonority value, reflecting its energy relative to other segments (based on 
a diagram from Ladefoged, 1993); b) in a well-formed syllable, segments are usually 
organised such that sonority rises to a single vocalic peak, and declines thereafter. 
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Syllable 
Onset 
Peak 
Rhyme Termination 
p t tf k 
b d d3 
ap st sk 
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w I r 
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mn 
VOWELS 
Coda 
p t tf k 
b d d3 9 
sp at A 
f e f 
v a z 
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m n 
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m 
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Figure 4.2: English syllable structure as described by Fudge (1969) 
by further constraints. For example in English, the cluster /tl/ cannot occur in 
the onset part of the syllable (Fudge, 1969). It is the more general constraints on 
phonological structure imposed by the sonority principle which will be captured in 
the template described here, and represented in the model described in chapter 5. 
Fudge (1969) set forth a number of rules to provide a productive description of legal 
English syllables. The central structure underlying the grammar is surnmarised 
in figure 4.2. The syllable is seen as a hierachical. entity comprising onset, rhyme 
and termination units. Each of these sub-syllabic units (sometimes referred to as 
syllabic constituents) is comprised of a number of slots, each of which can be filled 
by a subset of phonemes, or remain empty, for any well formed syllable. Note that 
the clusters /sp/, /st/, and /sk/ can each occupy a single-slot, the remaining 
basic 
elements of the grammar are phonemes. 
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With the exception of the termination sub-unit, which applies only to word-final 
syllables, there is a noticable symmetry between the phonemes that can fill pre- and 
post-vocalic slots; this is a reflection of the operation of the sonority principle. The 
slots neighbouring the vocalic peak (always a vowel in English) can only be filled 
by nasals, liquids, and glides, the most sonorant consonants. The outer slots can 
contain the less sonorant obstruent segments as well. 
A syllabic template 
The slot positions described by Fudge have been used as the basis of a general syllable 
template, which can be used to represent legal syllable structures. It is important 
to note that this account of syllable structure is based soley upon distributional 
evidence. The structure proposed here thus has a theoretical motivation independent 
of any consideration of the error data (chapter 3) which are to be modelled. The 
template adopted in the current model is shown in figure 4.3. For reasons that 
will become apparent it is depicted as a cyclical structure. The template comprises 
5-slots representing the five non-termination positions in Fudge's syllable structure. 
Each slot can be 'filled' by a subset of phonemes listed next to it. The relationship 
between phonemes and slots has been simplified, so that each consonant is associated 
with no more than one pre- and one post-vocalic slot. 
4.1 Parsing the syllable 
The constraints arising from the sonority sequencing generalisation make 
it possible 
to describe the structure of most legal syllables in a single cycle by progressing in 
clockwise direction to the next matching slot 
for each phoneme encountered in a 
sequence. The sequence /flAnt/ involves the slots 
1,2,3,4 and 5; pat involves the 
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VOWELS 
Figure 4.3: The structure cyclical syllabic template used in the model described in 
chapter 5 
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slots 1,3 and 5. A large number of sequences that are not legal syllables would 
entail more than one cycle e. g. /IfAnt/. A few legal (English) syllables cannot be 
'parsed' in a single cycle, for example /bedz/. Such syllables involve either the use 
of a termination position, or contain two successive phonemes from the same slot. 
A number of phonotactically illegal (in English) syllables can also be parsed in a 
single cycle, for example /tl: )rk/. The syllable template is clearly something of a 
simplification, and as such it fails to capture all the regularities of English. However 
it is sufficient to capture the general constraints arising from the sonority principle, 
and to represent most legal syllables. 
In the version of the model used in the simulations described in chapter 5 the cyclical 
activation of positions in the template is implemented by rule. However, it is possible 
to specify a neural network capable of performing the same function. This network 
is described in appendix D. 
4.2 Parsing continuous 'speech' 
As well as representing the internal structure of the syllable, the cyclical nature 
of the template makes it possible to parse a continuous phonological input stream 
into syllables. Whenever a new cycle begins, a new syllable has been encountered. 
Table 4.3 shows how the continuous sequence /rumelhcLtaendn,! )mz)n/ 
("Rumelhart 
and Norman") is parsed into syllable-sized chunks. 
As I pointed out above, the template proposed 
here is not intended to capture of 
all the phonological contraints of a particular 
language; nonetheless, it is possible 
to test its effectiveness by comparing its performance with standard syllabificat 
ions 
specified in a psycholinguistic 
database. The corpus used contained all of the 3177 
words in the Oxford Psycholinguistic 
Database which had both a Thordike-Lorge 
frequency greater than 1000 and which were phonetically 
transcribed with the po- 
100 
A SYLLABIC TEMPLATE 
Table 4.3: A continuous stream of phonemes Is parsed into syllable-sized chunks by 
assigning each phoneme to the next available clockwise slot. 
Sequence Slots used 
/rum/ 2,3,4 
/el/ 314 
/hcLt/ 1,3,5 
/wnd/ 314,5 
/nom/ 2,3,4 
/an/ 314 
sition of syllable boundaries marked. The syllable template was used to parse each 
phonetically encoded word into syllables, with a syllable boundary marked each time 
a new cycle of the template began. The results were compared with the standard 
segmentations as coded in the database. The template's performance was found to 
be remark-ably good for such a simple mechanism. The number of syllables iden- 
tified using the template agreed with the psycholinguistic database for 3083 (97%) 
words. The exceptions are listed in appendix C. In most cases they are words which 
involve either two consonants from the same slot (e. g., act) or demand the use of 
the termination position which has been omitted from the template (e. g., box). 
For 1484 (47%) of the words the position of syllable boundaries specified using the 
sonority wheel template were identical to those in the database. In most of the 
remainder, the cyclical template assigned a phoneme to the rhyme of one syllable, 
where standard syllabification rules suggest it should be assigned to the onset of 
the next. For instance, the template suggests that "agony" should be parsed as 
lwg- an - i/ (where the syllable boundary is represented by -). In the database 
it is coded as /ae-go-ni/. The principle involved is called the maximal onset 
rule, which states that where an intervocalic consonant can be assigned to either 
of two syllables, it should be assigned to the onset of the second syllable if it is 
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phonotactically legal to do so. It is important to note, however, that the maximal 
onset rule does not rigidly constrain subjects' responses in experiments where they 
are asked to make judgements concerning syllable boundaries. Such experiments 
show that there is often some ambiguity about the status of intervocalic consonants 
(Treiman, Straub, & Lavery, 1994). Therefore the differences in the template's 
assignment of intervocalic consonants is not too serious a problem. The benefit of 
not implementing a maximal onset rule is that each phoneme can be parsed 'on- 
line' without looking ahead at the rest of the sequence to determine whether or 
not it would be legal in the next syllable's onset. This simplification is necessary 
to properly model short-term memory tasks where presumably such look-ahead is 
impossible. The simple version of the template described above is quite adequate to 
perform the function of representing syllable structure in short-term memory, and 
works within the constraints imposed short-term memory tasks. Issues such as the 
syllabification of intervocalic consonants would be better explored using either of 
the more detailed, low-level parsers described in appendix D, but such issues lie 
beyond the scope of the current work. 
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memory 
In this chapter I present a new connectionist model of short-term auditory-verbal 
memory. In this account, the linguistic constraints on syllabic phonology are made 
explicit in the system responsible for the rapid learning, temporary storage and 
retrieval of serially-ordered phonological information. 
1 Description of the model 
The primary aim of the model is to incorporate phonological structure into verbal 
short-term memory. To do so, the model must simultaneously represent item and 
order information at (at least) two levels, and be able to construct these represen- 
tations in a single exposure to a stimulus list. The two levels at which the current 
model operates are (i) the syllable level, and (ii) the phoneme level. At the syllable 
level, an input stream of phonemes (representing a to-be-learned list of nonwords) 
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is parsed into syllabic chunks. The syllable level has the task of remembering which 
syllable occurred at which position in the list. At the phoneme level, the identity 
and order of phonemes within each syllable must be remembered, so that each syl- 
lable is not only recalled at the correct position in the list, but also has the correct 
form. In principle, errors in recall could occur at either level. Consider, for instance, 
a target list, /ger, vc1ij, kus, dael, job, Jim/. Errors might involve the reordering of 
entire syllables, e. g., /ger, vcaj, dael, kus, job, Jim/. Phoneme-level errors could also 
occur, recombining phonemes from different syllables, or introducing phonemes not 
present in the target syllables e. g., /ger, vas, dul, kaem, j,! )p, fim/. 
In the model described below, the system responsible for the single-trial learning 
and recall of syllable order is assumed to operate on the principles developed by 
Burgess and Hitch (1992) in their network model of the articulatory loop. This is 
supplemented by a lower level syllabic structure component, which tracks the input 
stream in real time, parsing it into syllables, and generating a representation of 
syllabic structure and content able to support immediate repetition of novel stimuli. 
Given the hierarchical nature of the task being modelled, it is inevitable that the 
detailed dynamics of the resulting model will be somewhat complex, and may be 
difficult to grasp from a "static" description. This chapter sets out to provide a clear 
and intuitive account of the model's operation. A full mathematical description of 
the model is provided in appendix B, where such technical issues as calibration of 
the model and the treatment of time and duration are also discussed. 
1.1 Architecture. 
The model is implemented as a neural network model, in 
line with relevant previous 
work (Burgess & Hitch, 1992; Dell, 1986; 
Houghton, 1990). The overall architecture 
of the model is shown in figure 5.1. 
Figure 5.2 is a more detailed diagram, showing 
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Syllables Strucniral 
Pathway 
Content Template 
Pathway 
Phonemes 
Figure 5.1: An outline of the model's structure 
the network's nodes and connections (many of which have been omitted for clarity) - 
The model contains a set of "uncommitted" units for the encoding of syllables as 
they appear in the input. The phonological form of these syllables is encoded in two 
separate pathways to units representing their constituent phonemes. One pathway 
(the content pathway) directly links the syllable unit to its constituent phonemes, the 
other (the structural pathway) operates via a general syllable template. Hard-wired 
excitatory connections link the nodes representing "slots" in the syllabic template 
(discussed in detail below) to the nodes representing phonemes that can fill those 
slots. The other connections in the model have variable weights, the value of which 
is set during learning (described below). Following Burgess and Hitch (1992) it is 
postulated that these connections used for short-term storage are temporary - their 
strengths decay over time to prevent saturation of the system. 
The phoneme, syllabic template and syllable groups will now be described in more 
detail. 
The Phoneme Group. The simplest group are the phoneme nodes which represent 
phonemes perceived during learning, and articulated 
during recall. In the current 
implementation there are 47 nodes representing 
20 vowels, 24 consonants and the 
clusters /sp/, /st/ and /sk/ which are treated as single consonant phonemes 
(fol- 
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rY-"ý Syllable Group 00 00 00 
1,, -77- 
Template Group 
Phoneme Group 
Figure 5.2: A more detailed diagram of the model's structure showing nodes and 
connections. The dashed lines represent temporary weights, the solid lines permanent 
connections. 
lowing Fudge, 1968, see chapter 4). 
The Syllable Group. The syllable group is comprised of pairs of nodes, each pair 
able to represent a single syllable. One node of each pair is associated with the 
onset of the syllable, the other with the rhyme (see fig 4.2). At any time, only 
one node of each pair has all of the activation associated with that syllable. The 
division of syllables into onset and rhyme is supported by a variety of linguistic (e. g., 
Fudge, 1969) and psycholinguistic data, including word games (Treiman, 1986) and 
developmental data (Coswami & Bryant, 1990), and is likely to be a feature of 
any plausible speech model. In the present context, this division is theoretically 
necessary because most of the consonants can occur in both pre- and post-vocalic 
positions. If a single node were used to represent a syllable, a sequence like /paet/ 
would be represented identically to Itwpl, since both contain the same phonemes 
and involve the same 'slots' in the syllable template 
(discussed below). Thus the 
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onset/rhyme division is necessary to distinguish such syllables from each other', it 
also has empirical consequences in terms of observed error types. Without itý the 
model would show large numbers of transpositions from pre-vocalic to post-vocalic 
positions, which is at odds with data showing the tendency of phonemes to maintain 
their syllable position in transpositions (Ellis, 1980). 
The Syllable Template. 
The syllable template is intended to approximate the structure of a generalized (pu- 
tatively universal) "syllabic gesture", based around the notion of "sonority", as de- 
scribed in chapter 4. The template is theoretically-motivated by linguistic accounts 
of phonological retrieval in speech production which suggest that a representation 
of the structural properties of an utterance are used to constrain the order in which 
the phonemes within each syllable are produced. At the phonological level, ordering 
processes are thus broadly consistent with linguistic models of phonological retrieval. 
1.2 Learning and Recall 
Running the model in simulations consists of two phases: learning and recall. During 
learning, the model is given one presentation of a sequence of phonemes constituting 
a set of nonsense syllables. The model is then required to recall the input sequence 
as best it can. The presented and recalled sequences are then compared and any 
errors the model makes counted and classified. These phases are now described in 
'An alternative to our scheme, one used by Dell (1986,1988), is to represent the "same" pre- 
and post-vocalic consonant separately in the phoneme group, so that /paet/ and /taep/ would not 
actually be the reverse of each other (at the phonemic level). As Dell acknowledges, this position- 
specific code is an unsatisfactory solution, since it fails to capture any relationship between pre- 
and post-vocalic realizations of the same phoneme. For this reason, position specific coding has 
been avoided 
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more detail. 
Learning 
During learning, the network is presented with streams of phonemes which it parses 
into syllables using the syllable template discussed above. As each phoneme is 
presented, a single node in each group is activated; that is, the phoneme node 
representing the input phoneme, the template node representing the next clockwise 
matching slot in the syllabic template, and one syllable node. Below, the changing 
pattern of activation during learning is briefly described for each group in turn. 
ActMation of phoneme nodes. At each time step, a single active node in the phoneme 
group represents the current input phoneme. All the other phoneme nodes are 
inactive. 
Activation of syllable nodes. Uncommitted syllable nodes are activated in turn. 
Once an onset/rhyme pair have been used to encode a syllable, they are not used 
again. When the active template node (see below) represents slot I or 2, the onset 
node carries all of the activation of the syllable unit, otherwise the rhyme node is 
activated. The active syllable unit is changed each time a cycle of the template is 
completed. Using the weight change rule described below, each onset/rhyme pair 
encodes the structure and content of a single input syllable. 
Activation of the template nodes. Template nodes are activated bottom-up by 
phoneme nodes. In principle, each phoneme node can activate any slot at which 
it can legally occur. However, most consonants can occur 
in either pre- or post- 
vocalic positions. It is therefore assumed that which of 
these is activated depends 
on the preceding phonological context, as represented 
by the previously activated 
template node. The template node activated 
by any input phoneme is the next 
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available clockwise slot which can' be filled by that phoneme. Consonants following 
the vowel will therefore activate post-vocalic consonant slots, if possible. A detailed 
neural network mechanism which shows this behaviour is described in appendix D. 
As nodes in the various groups become activated in this way, the weights on the 
connections between them are altered. Weights are changed according to a Hebbian 
learning rule, such that concurrently active nodes have their (temporary) connec- 
tions increased in strength. In addition, the strengths of the temporary connections 
also passively decay towards zero. For any two nodes (designated ui and u having 
activation values of a, and aj respectively, and linked by a temporary connection of 
weight w,,, the change in the weight at each timestep (Awij) is given by: 
Aw, -j = aaia. 7- - 
(1 - b)wij (1) 
where 6 is a decay term (0 <6< 1), and a is the learning rate. 
In some of the simulations described below, the model is run in simulated real time. 
It is therefore convenient to express the decay rate as a half-life h, the time taken 
in seconds for the weights to decay to half their initial values. 
For a given timestep 
(of duration d), b is given by: 
d 
U., ) h (2) 
The result of learning is that, 
for each syllable in the input, excitatory connections 
simultaneously become established 
between (i) syllable units and phoneme units 
(encoding phonemic content) and 
(ii) syllable units and template units (encoding 
syllabic structure). 
This process is illustrated in 
figure 5.3. 
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ýý FXI ýý Syllable Group 
00 
Template Group 
00 :1 
ccflýý Phoneme Group 
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Figure 5.3: During learning, the changing state of the input stream (represented by 
phoneme nodes) determines the activation state of nodes in the syllable and template 
groups. This diagram shows how the state of the network changes during presentation 
of a monosyllabic nonword. The activation of each node is represented 
by its shading 
(the darker the more active). From top to bottom successive frames show the state 
of the network as each phoneme appears in the input stream. 
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1.3 Recall 
The aim of the recall process is to recreate the serial pattern of activation over all the 
nodes in the network that occurred during learning. The serial pattern of activation 
over the syllable nodes represents the recalled order of the syllables themselves. 
Item order errors would occur at this level. The sequence of phoneme and template 
node activations represents the phonological form of the recalled syllables. Errors of 
syllabic form and content occur at this level. No learning takes place during recall 
(i. e., a= 0), and hence the temporary weights established during the learning phase 
decay exponentially, according to equation 1 above. 
The way in which the various groups of nodes become activated during recall is 
described in turn. The overall pattern is shown in figure 5.4. 
Activation of the syllable nodes. During recall, activation of the nodes in the syllable 
group is assumed to be controlled by the competitive queuing mechanism described 
by Burgess and Hitch (1992). The most important point about this mechanism is 
that it causes a number of syllable nodes to be active in parallel, with a gradient of 
activation over them such that syllables are more active the nearer they occurred to 
the current target syllable during learning. After each syllable is output, the most 
active node is suppressed. An additional constraint is that, as during learning, all 
the activation associated with an onset/rhyme node pair is either in the onset node 
or the rhyme node. The same member of each pair will be active in all concurrently 
activated onset/rhyme pairs. This two-stage retrieval process is consistent with the 
experimental findings of Meyer (1991) concerning the time-course of phonological 
retrieval in speech production. 
Activation of the syllable ternplate. Template nodes receive input from onset/rhyme 
nodes. During learning, connections will have been formed between these nodes and 
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Figure 5.4: Diagram illustrating activation states of the network during recall of a 
nonword. As in figure 5.3 the degree of actmation i's represented by the density of 
the shading. 
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the syllabic slots that were activated by the input syllable. In order to produce a 
syllable at recall, the syllabic template must be accessed such that the template 
nodes associated with the target syllable 'fire' in series. It is proposed that this is 
achieved by applying external input cyclically to the template group. This cycling 
input is a very simple dynamic pattern which moves serially through the template, 
once for each syllable to be recalled. The level of the external input (E, see appendix 
1) is adjusted to offset the effects of weight decay, so that the net input to the 
template is the same regardless of duration of the stimulus material. It is desirable 
that it be sufficient to fully activate (or 'fire") a template node only if that node is 
currently receiving input from the (strongly active) onset/rhyme pair representing 
the current syllable. When this condition is met, the combination of "endogenous", 
cyclic input, with the input from the syllable units via the learned weights allows 
the syllabic structure to be recalled. 
Activation of phoneme nodes. It is the serial pattern of activation of the phoneme 
nodes which constitutes the model's output, its attempted reconstruction of the 
input experienced during learning. A phoneme node receives input from both the 
structural and content pathways. Typically the weights developed by the network 
during learning will be such that neither is sufficient in isolation to activate any node 
beyond a threshold at which it competes to be output (see appendix B for further 
discussion). However, a phoneme node will become active if it receives combined 
input from both structural and content pathways. The model thus implements a 
scheme for dynamic variable binding. The variables in question are the syllabic slots 
and the bindings are phonemic values. Note that, due to the competitive queuing 
recall algorithm, syllable group nodes will be active in parallel. In addition, firing of 
any of the template nodes will provide input to all of the phoneme nodes to which 
'Unlike the other nodes in the network, the activation function of the template nodes is 'all- 
or-none) so that they are either very active (when receiving input greater than a threshold) or 
inactive. 
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it is connected. This leads to parallel input to the phoneme nodes. Most input will 
be received by phonemes which can fill a particular syllabic slot, especially those 
which appeared close to the current target syllable in the list. Variable binding is 
therefore a competitive process. 
The activation of nodes throughout the network is subject to noise. Noise becomes 
increasingly important in determining which of the activated phonemes is selected 
as the delay between learning and recall increases. This is because the level of input 
from the syllable nodes declines due to weight decay, so that for longer lists there 
is a good chance that, rather than the correct phoneme being selected, one of its 
competitors will be output instead. Often the substituting phoneme will be one 
from the same slot in a forthcoming syllable in the list. Occasionally, and especially 
when a good deal of time has elapsed between learning and recall, a phoneme from 
outside the list (but within the same syllabic slot) will gain enough activation to 
'beat' the target phoneme and be selected for output. Error mechanisms at the root 
of these and other error types (insertions and deletions) are discussed in more detail 
in the section on simulations. 
The performance of the model at recall is dependent on the amount of decay that 
has taken place in the strengths of the temporary connections. This is in turn 
dependent on the duration of the list or item to be recalled, and the rate at which 
it is articulated during learning and recall. For example, if recall is faster than 
presentation, then the weights associated with the representation of the segments 
near the end of the sequence will have decayed less (at the time of their recall) than 
those associated with the beginning. 
Interactions like these, between serial position and rates of presentation and recall, 
while worthy of further investigation, are not the focus of attention in this study. In 
the simulations described below steps were taken to ensure that, so far as possible, 
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the time between presentation and recall of each phoneme is the same for all the 
phonemes in any sequence to be learned. The way in which this is achieved is 
described in appendix B. The rate at which syllables are generated at recall will 
also affect the performance of the model. In the simulations reported below, recall 
is paced at the same rate as presentation. For polysyllabic speech, the template 
is cycled continuously; for monosyllabic items in a list, pauses are allowed between 
recall of different items during which decay continues. 
2 Simulations 
This section describes the procedure and results from simulations of experiments in- 
volving the brief retention of unfamiliar stimuli, and their serial recall. The mecha- 
nisms underlying some of the common forms of phonological error are then described 
in some detail. 
In the simulations described below, the syllable sequencing mechanism is assumed 
to operate perfectly. The results thus show effects that are specific to the recall of 
unfamiliar materials. In addition to the effects modelled here, errors of the syllable 
sequencing system would also be expected. This sequencing mechanism is assumed 
to be like the one described by Burgess and Hitch (1992) for the ordering of familiar 
words which predicts effects of both list length and serial position. Thus longer lists 
will be more prone to syllable level errors (typically transpositions), which will be 
concentrated towards the middle of the list. The simulations presented here show 
how the additional difficulty of remembering the phonological forms of novel stimuli 
is expected to affect recall. 
The first section below explores quantitative aspects of the model's performance. In 
the second, qualitative breakdowns of the errors the model produces are presented. 
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*--* repetition: items correct 
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to: 50.0 
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Figure 5A Graph showing proportions of correct responses in simulations of non- 
word repetition for items of vary7ng length in syllables (black circles). Each point 
is plotted from 500 presentations. The results of nonword serial recall simulations 
are plotted on the same axes: both individual items (white squares) and lists (black 
squares) were scored for lists of varying length. Each point is plotted from 1500 list 
presentations. 
The model's performance is compared with available empirical data. 
2.1 Quantitative measures of performance 
The following simulations show how the model's performance changes for lists of 
varying length, and how the serial position of a stimulus item affects the likelihood 
of its being correctly recalled. As noted above, these effects are expected to occur 
in addition to those resulting from errors at the syllable level. 
So far as list length effects are concerned, if a hierarchical model of sequencing is to 
be adopted, then most errors must be at the phonemic sequencing level. Span for 
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nonwords is much lower than span for words. If the same sequencing mechanism is 
responsible for the ordering of both familiar and unfamiliar items, then the difference 
in span must be largely due to problems in correctly recalling unfamiliar phonological 
forms, and not in ordering the items themselves. 
Figure 5.5 shows the model's performance in simulations of two different experi- 
mental paradigms - nonword repetition (circles) and nonword serial recall (squares). 
The repetition simulations were based upon experiments by Gathercole and Bad- 
deley (1989) and colleagues using the children's nonword repetition test (CNRep 
- see e. g. Gathercole et al., in press). The stimuli presented to the network 
were polysyllabic nonwords from the CNRep (for example /slwdiij/, /trumpatin/, 
/p3plistar1Dnk/). The serial recall simulations involved CVC monosyllables. In both 
cases, the length of the input sequences can be characterized in terms of the num- 
ber of syllables they contain (x-axis). The black symbols show the proportion of 
entire input sequences (lists/polysyllabic nonwords) that were recalled correctly for 
inputs of different lengths. The white circles show the proportion of individual items 
(monosyllables) that were recalled correctly. 
The difference between the repetition and serial recall simulations is that in repeti- 
tion the nonwords were presented and recalled as continuous phonemic sequences, 
whereas pauses were allowed between items in the serial recall case. This results in 
a longer duration (and thus greater weight decay) between the learning and recall 
of each phoneme in serial recall compared to repetition. 
The fewer syllables a sequence contains, the more chance there is it will be recalled 
correctly. This is true of both lists of monosyllables and polysyllabic nonwords. In 
each case the length effect results largely from decay in the temporary weights in the 
network. The longer the list, the more decay takes place, and the more impact noise 
has in deciding the outcome of competition amongst the phoneme nodes. Clearly, 
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a longer sequence also demands that more phonemes are selected, and so there is a 
greater opportunity for an error to occur. Because the lists used in serial recall have 
greater duration than the continuous utterances used in repetition, performance on 
the serial recall task is considerably worse, even when the stimuli have the same 
number of syllables. 
Nonword span can be determined by interpolation of the proportion of lists recalled 
correctly. This gives a value of approximately 3.2 syllables, a number that agrees 
quite well with the experimentally determined figure (about 3.5, Hulme et al., 1991). 
However, bearing in mind that errors at the syllable level also have an impact on 
span, the figure is a little on the low side. 
Currently, I am aware of no data from adults which can be compared directly with 
the model's performance on the nonword repetition task. Most studies using the task 
have used either children or neuropsychological patients as subjects. Developmental 
changes in ability on the nonword repetition task can be modelled by varying the 
rate of weight decay in the network, and it is hypothesized that rapid rates of decay is 
characteristic of young children, and of patients suffering certain neuropsychological 
deficits (see section 2.3, "Modelling a damaged /developing store"). Like the results 
from the span simulations, the nonword repetition results show performance nearing, 
but slightly below what might be expected of normal adults (it is comparable with 
that of an 8 year old child). This suggests that the rate of decay in the model was 
a little too fast. 
2.2 Qualitative analyses 
In relation to the previous work in the CQ framework, the most important innovation 
in the current model is the use of a separate dynamic representation of syllable 
structure. This information can be used to supplement a representation of content 
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at recall, ordering the segments, and limiting the space of potential errors. To explore 
the degree to which constraints on the model's errors are similar to those operating 
in human short-term memory errors, in this section the qualitative features of the 
model's output are analyzed and compared to analyses of responses obtained from 
human subjects. 
The most detailed empirical data comes from Treiman and Danis (1988). This exper- 
iment was simulated using the same 30 lists of 6 monosyllabic CVC nonwords they 
used (table 5.1 gives examples). For such lists, the overall error rate was somewhat 
lower in the simulation (46% of responses) than in the experimental data (57% of 
responses). However the model does not produce item order errors (approximately 
6% of responses), hence the error rates are reasonably comparable. The responses 
were analyzed in three ways. First the CV-structure of the recalled syllables was 
analyzed, counting the numbers of each type. Second, errors were categorized in 
terms of substitutions, deletions etc., establishing the proportions of each. Finally, 
the responses were analyzed in terms of the origin of their phonemes. 
2.2.1 CV-structure 
The CV-structure of each response was recorded. The results are shown in table 5.2. 
In Treiman and Danis (1988, experiment 1) study about 94% of subjects' responses 
were CVC syllables (96% of errors in which an attempt at recall was made). 
The 
rates at which other syllable types occurred were not reported, however 
it is clear 
that some erroneous responses which did not share the CVC structure of the targets 
were produced, so it is important that the model also produces such responses. 
Table 5.2 shows that the syllabic template in the model is playing its 
functional role 
effectively: the great majority of responses (87.47 
%) had the same CVC structure 
as the target items. It also shows, in line with the Treiman and 
Danis (1988) data, 
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that a small proportion of responses with other structures were produced. 
2.2.2 Substitutions, insertions and deletions 
Errors were categorized into substitutions, insertions, deletions and so on. These 
results are shown in table 5.3. Empirical data from normal adult subjects is not 
available for comparison. There is, however, reason to be fairly confident that the 
model's predictions will prove to be broadly compatible with future empirical find- 
ings: similar analyses have been carried out in studies of nonword repetition in both 
children (Gathercole et al., in press) and patients with disorders of output phonology 
(Bisiacchi et al., 1989). In each case single phoneme substitutions accounted for the 
majority of errors, with deletions and insertions being relatively much less frequent. 
Given the similarity of the experimental paradigms, it would be surprising if errors 
in serial recall of nonwords differed greatly from this pattern 3. 
Treiman and Danis' data alone clearly show that whatever the make-up of the other 
error types, insertions and deletions are much less frequent than errors which do 
not alter the number of phonemes (i. e., single and multiple phoneme substitutions). 
Table 5.4 presents data regarding the phonemic length of the model's erroneous 
responses. Here, human data are available for comparison: Treiman (in press) 
found that errors preserving the number of phonemes in target stimuli accounted 
for 83.7% of adults' errors. In the model's output, 73.13% had three phonemes. 
Occasionally though, subjects (particularly younger subjects) produced errors which 
changed the number of phonemes. The model also produced such errors (often 
simple phonemic insertions and deletions). These come about principally through 
interactions between adjacent syllables (see "Error mechanisms"). The stimulus 
30f course the overall error rates in serial recall may differ substantially from those in the 
repetition studies; there are clear differences in both the short-term memory capacities of the 
subject populations used, and the duration of the material to be stored. 
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Table 5.1: Three examples of stimulus lists from Treiman and Danis (1988, experi- 
ment 1) 
ger vaD kus dael jab Jim 
6AP tfel duk d3ain hur zaeD 
fim war tf: )id fu6 Oil jaeij 
Table 5.2: The proportion of responses showing various consonant-vowel structures 
in simulations of serial recall of lists of six monosyllabic nonwords. 
CV-structure % responses 
cvc 87.47 
vc 1.53 
cv 2.62 
vcc 0.09 
ccv 0.09 
ccvc 2.99 
cvcc 4.34 
v 0.02 
other 0.85 
lists used by Treiman (in press) contained fewer target syllables, than those used 
by Treiman and Danis (1988) and in the simulation'. The stimuli in the simulation 
thus allowed more interaction, and afforded greater opportunity for insertions and 
deletions, hence the higher proportion of errors of these types in the model's output 
than in the adult subjects' responses. 
'In Treiman's (in press) developmental study, adult performance on a nonword serial recall task 
was compared with that of younger subjects. The lists presented to all subjects contained three 
target items (CVC nonwords), but in an attempt to equate overall performance, lists were tailored 
to the subjects' memory spans by the addition of 'padding' digits for older subjects. Hence the 
stimulus materials used differed substantially from those used in the Treiman and Danis (1988) 
study 
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Table 5.3: Distribution of error types in simulations of serial, recall of lists of sii 
monosyllabic nonwords. The scheme used is similar to that of Bisiacchi et al. (1989) 
responses 
single phoneme errors substitutions 28.64 
deletions 3.50 
insertions 2.94 
multiple phoneme errors a substitions 4.78 
sub st it ution +insertion 4.61 
substitution +deletion 1.09 
deletion 0.03 
insertion 0.09 
deletion +insertion 0.09 
complex errors b 0.04 
'Not including errors which retained none of the target phonemes and errors in which none of 
the 
b 
target phonemes appears in the same position in the response. 
Errors which retained none of the target phonemes and also errors which could only be ac- 
counted for in terms of more than two single phoneme errors, e. g. /kus/ - /stu/. 
Table 5.4: The proportion of errors with different phonemic lengths. Data from 
Treiman (in press) are shown for comparison 
Error Type 
Omitted syllable 
1 phoneme syllable 
2 phoneme syllable 
3 phoneme syllable 
4 phoneme syllable 
5 phoneme syllable 
% of total errors 
Adults Simulation 
10.9 - 
0.0 0.07 
2.0 10.11 
83.7 73.13 
3.2 16.00 
0.1 0.68 
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2.2.3 Source of constituent phonemes in CVC errors 
Following Treiman and Danis (1988), the model's CVC errors were categorized on 
the basis of the origin of its phonemes. Different suffixes are used for phonemes which 
come from different target syllables: if each of the phonemes in a response belonged 
to a different target syllable, it would be designated C,, VbC,. If the initial consonant 
came from one target syllable, but the remaining vowel and final consonant came 
from another, the response would be coded as CbV,, C,,. If all of the phonemes in 
a CVC response originated from the same target item, it would be coded CaVaCa. 
Phonemes not on the target list are represented by the suffix x, so that a response 
in which the initial consonant was not in the list (and the remaining phonemes 
originated from the same list item) would be designated CxVaC,,. This method of 
categorizing errors shows how different parts of the syllable are prone to different 
types of error, and the rates at which various complex multiple substitutions occur. 
Table 5.5 shows the proportion of responses associated with each error type observed 
in the simulation, along with the proportions of correct responses, and responses not 
categorized (non-CVC responses). For comparison, the experimental proportions 
(averaged over 36 subjects) are also shown (Treiman & Danis, 1988). This pattern 
of errors seems to be a replicable feature of the task. Treiman (in press, experiment 
4) reported the errors from adults tested as part of a developmental study. Although 
the developmental comparison required methodological changes from the Treiman 
and Danis (1988) study, a very similar pattern of phonological errors emerged. These 
data are also shown in table 5.5. 
Almost all of the errors Treiman and Danis (1988) observed were CVC syllables. 
They placed great emphasis on the finding that most of these errors combined the 
onset of one item, with the rhyme of another (CbV,, C,, ). Although this may well be an 
important point (see "Error mechanisms: Syllable structure and errors"), the variety 
of errors is perhaps even more striking - some combine the vowel of one item with 
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Table 5.5: Responses categorized according to the scheme adopted by Treiman and 
Danis,, 1988 (T&D). The averaged experimental data (from T&D, experiment 1, 
and Trei'man (in press, experiment 4) are included for comparison. CVC errors 
are broken down by the putative origin of their constituent phonemes (see text for 
details Of error categories), correct responses and non-CVC response's have also been 
included. The two experiments employed different stimuli. The simulation used the 
same stimulus lists as T&D. 
Type of response % of all responses 
Experiment Simulation 
T&D(1988) Treiman(1994) 
correct 42.64 44.17 54.18 
CbVaCa 14.68 10.59 9.13 
CaVaCa 6.16 9.58 0.48 
Ca Va Cb 5.32 4.27 6.94 
CxVaCa 4.74 3.96 4.67 
CaVbCc 4.43 0.80 1.42 
Ca Vb Ca 3.49 3.33 4.62 
CaVxCb 2.87 3.75 0.54 
CaVxCa 2.15 4.83 1.58 
Cxl"aCb 2.04 0.80 0.89 
CaVbCx 1.85 0.69 0.30 
CaVaCx 1.53 1.15 2.27 
CxVxCa 1.10 1.18 0.14 
CaVxCx 0.51 0.90 0.07 
CxVaCx 0.48 0.24 0.21 
cxvxcx 0.26 0.38 0.02 
non-CVC error 5.77 9.38 12.54 
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the consonants of another; others combine consonants from two different stimulus 
items with a vowel which was not in the list at all, and so on. It is important that a 
model accounts for this variety. In the current model, contextual and non-contextual 
substitutions arise through the operation of the same mechanism - the cyclical access 
of the syllabic template. It is an essential component of the model, required to order 
segments for output. Under conditions of noise, and trace decay, however, it is 
capable of producing all of the observed phoneme-level error types, including single- 
phoneme substitutions (e. g., CC,, C,, ) and those involving phonemes from multiple 
sources (e. g., C,, Cb C, Q, CbC-, ). Although the overall proportion of CVC errors is 
somewhat lower in the model's output than in the experimental data, the simulation 
results show a similar distribution of error types. For instance, the model produces 
many moreCb VaQ, errors than C,,, C,, C.,. This is illustrated by the scatterplot in 
figure 5.6 a), in which for each category of response, the experiment ally-observed 
and simulated proportions from table 5.5 are plotted against one another (r' = 0.94 
for these data sets). Figure 5.6 b) shows the same simulation data plotted, this 
time, against experimental data from Treiman (1994) (r 2=0.94). 
For completeness, C,, V,, C,, errors have been included in the analysis. Though the 
simulation did yield a small number of C,, V,, C,, errors, these all involved rearrange- 
ments of phonemes from the same list item 5. By contrast, most, if not all of the 
experimentally-observed C,, V,, C,, s, were item-order errors. Such errors will result 
from the breakdown of the higher level item ordering processes which, in the cur- 
rent implementation, are assumed to function perfectly. Thus, it is not suprising 
that C,, V,, C,, errors are considerably under- represented in the model's output (there 
'Typically a pre-vocalic consonant is repeated in the post-vocalic position (e. g., /v3f/ - /v3V/ 
, 
/tf: )Id/ - /tf: )Itf/ ). Errors like these arise in the same way as noncontextual substitutions. 
It is only coincidence that the substituting phoneme happens to be one from the same syllable. 
Treiman (personal communication) reports that errors like these accounted for few, if any of the 
experimentally-observed responses so categorized. 
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are also correspondingly more correct responses)- 
The simulation showed that the detailed pattern of response types is similar to that 
produced by normal adult subjects. In the next section we explore the ways in 
which the model predicts performance will be affected by a reduction in short-term 
memory capacity. 
2.3 Modelling a damaged/ developing store 
There are a number of ways in which the overall performance of the model can be 
disrupted, for instance by increasing the level of noise in the system. Alternatively, 
damage to the short-term phonological store may be modelled by reducing the half- 
life of the temporary weights in the network. The latter approach is explored below, 
in an attempt to provide an account of the often observed association between sub- 
normal span and specific deficits of nonword processing. Such observations indicate 
that where the phonemic structure and content of an unfamiliar stimulus is par- 
ticularly vulnerable to be disrupted in short-term memory, memory for the serial 
order of familiar items is also poor relative to the normal adult population. It seems 
reasonable, therefore, to interpret the particular problems that some subjects expe- 
rience with nonwords as a reflection of a more general difficulty in maintaining a 
stable trace over time. 
In the current model, trace decay results from the exponential decline in the strengths 
of temporary connections throughout learning and recall. Temporary weights are 
involved in the representation of serial order at the level of the items themselves 
(see Burgess & Hitch, 1992), as well as their phonemic structure and content (but, 
crucially, not in the representation of the phonological form of familiar words - 
see "Extending the model: short-term memory and the lexicon" ). An increase in 
the rate of weight decay could explain the increased incidence (relative to normal 
126 
SIMULATIONS 
50.0 - 
(D 
(1) 
0 
a 
(n (D 
a10 
c: 25.0 0 
Ex 
0x 
x >0< 
a) 
50.0 - 
(D 
0 
a20 
r- 25.0 - 0 
Ex 
in 
x 
>x< 
0.0 
0.0 25.0 50.0 
experiment %responses 
Figure 5.6: Scatterplots in which, for each response categories reported in Treiman 
and Danis (1988) the experimentally observed rate (averaged over subjects) is plotted 
against the predicted rate (from the simulation output). Experimental data are from 
a) Treiman and Danis (1988, r2=0.94) and b) Treiman(in press, experiment 4; 
r2=0.94). Points are close to the diagonal indicating that the simulation output 
shows a similar distribution of error types to that observed experimentally. 
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adults) of errors at both levels observed in patients with acquired deficits of output 
phonology, with some developmental syndromes, and in children. The addition of 
pathologically rapid decay of activation in Dell's model of sentence production (Dell, 
1986) has been successfully used to provide an account of paraphasias in deep dys- 
phasia (Martin, Saffran, Dell, & Schwartz, 1994). In the current model, information 
about the form of the intended utterance is represented not by activations, but by 
connection strengths (fixed in Dell's model). However, the same principle can be 
used to explain output deficits in both spontaneous production and repetition: when 
'planning' information is lost more rapidly through decay, speech errors occur more 
frequently, because the competitive selection of the correct segments for output is 
increasingly affected by noise. 
The responses made by normal subjects presented with lists of nonsense syllables 
typically contain large numbers of single phoneme substitutions. The same type of 
errors predominate when patients with acquired deficits in the short-term retention 
of nonwords are asked to repeat shorter polysyllabic nonwords. In the model, these 
errors result from increased competition among phonemes, which in turn results 
primarily from weight decay. We propose that such errors, in which the structural 
characteristics of target items are maintained while specific content is lost, are char- 
acteristic of a short-term store operating close to the limits of its capacity. It is 
this capacity which is reduced in the cases of both acquired and developmental 
difficulties with nonsense materials. Empirical data from such case studies can be 
compared with the output of the model when its capacity is reduced by altering 
the decay parameter, to determine whether this hypothesis is consistent with the 
available evidence. 
Table 5.6 shows the distribution of errors in simulations of nonword repetition, in 
which the halflife of the temporary weights has been reduced from 5. Os to 
3.5s. 
The same materials and procedure were used as in the simulations described 
in the 
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section on 'Nonword repetition'. The results shown are the average rates of each 
error (across serial positions) for lists of length 2-4 syllables. For comparison, the 
distribution of repetition errors shown by normal 5-year old children (the only age 
group whose responses have so far been analyzed in this way) (Gathercole et al., 
in press), patient IGR (Caramazza et al., 1986), and patient RR (Bisiacchi et al., 
1989) are presented. It is clear that in each of the experimental studies and in the 
simulation, single phoneme substitutions predominate. The spread of error types 
in the data from 5-year-old children probably results in part from their linguistic 
immaturity - the tendency of children to reduce complex consonant clusters, for 
example, is well documented. The implementation of structural constraints in the 
model assumes that phonology is well-learned. 
Because memory span increases developmentally (see e. g., Chi, 1976), the difference 
between the performance of subjects at different developmental stages may also be 
accounted for in terms of an increase in decay rate. Prior to the adjustment in the 
decay parameter, the model's performance was comparable to the eight-year olds in 
the experimental studies. After it, it is close to that of 7 year old children (see table 
5.7). 
2.4 Error mechanisms 
This section describes the mechanisms underlying the various types of phonemic 
error the model Produced in simulations of Treiman and Danis' (1988) serial recall 
experiment: substitutions, insertions and deletions. The same mechanisms apply to 
the less frequent errors in repetition. These 'error mechanisms' are not put into the 
model simply to ensure that the model's performance is in line with existing data, 
they arise from the use of a syllabic structure in the short-term representation of 
speech. The use of structural information means that the serial order of a sequence 
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Table 5.6: The distribution of error types as a proportion of all responses, in sim- 
ulations of nonword repetition. For comparison, the repetition errors made by four 
year old children (Gathercole et al., in press), and patients RR (Bzsz'acchl et al., 
1989) and IGR (Caramazza et al., 1986) are shown. 
of aJI responses 
Simulation five year-olds RR IGR 
single phoneme errors deletions 5.47' 7 1.54 0.47 
insertions 0.20 1 0.00 1.64 
substitutions 14.20 11 9.23 11.97 
multiple phoneme errors substitutions 1.47 5 0.00 3.52 
sub stit ution +insertions 2.33 3 0.00 0.47 
substitution+ deletions 2.20 9 0.77 0.23 
exchanges 0.07 0 0.77 0.70 
complex errors 0.13 - - - 
Table 5.7: Table showing the percentage of correct responses in simulations of non- 
word repetition for stimuli of different lengths. Mean data from children of age-S 4-9 
years (Gathercole, personal communication) 
Number of Syllables % correct 
Experiments Simulations 
4 years 5 years 6 years 7 years 8 years halflife=3.5 halflife=5.0 
2 70.49 75.95 76.56 87.52 90.70 87-60 90-60 
3 50.63 58.45 63.44 73.19 84.03 78.00 82.20 
4 29-37 36.67 50-08 59.12 70.23 54.40 68.20 
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of phonemes in a syllable can be reduced to a simpler endogenous cyclical sequence. 
In addition, it ensures that output conforms to basic phonotactic constraints. This 
means that output will be pronounceable, and that even when errors occur, they will 
usually retain characteristics of the target. Because the model specifies a particular 
mechanism for serial output (as any implemented model must), it is possible to 
explore how errors occur. 
2.4.1 Substitution errors 
Table 5.3 shows that the majority of the errors made by the model were single 
phoneme substitutions, which made up 28.64% of all responses. These errors may 
be subdivided into two types; errors where the replacing phoneme is present in 
the target list (contextual substitutions), and those where it is not (non-contextual 
substitutions). If multiple phonemes are substituted in an error, a third category 
can be added to include substitutions involving both contextual and non-contextual 
components. 
It is important to be aware that the set of contextual substitutions is likely to include 
some examples of errors which arise through the same mechanisms as the non- 
contextual substitutions: sometimes an error with a putative source in the stimulus 
list will arise through the same chance processes that give rise to non-contextual 
errors. An artifact of the categorization of errors as contextual and noncontextual 
is that, as more phonemes are used in the target sequence, there is correspondingly 
less opportunity for an error to be classified as non-contextual. This factor will 
clearly play a role in determining the relative frequencies of apparently contextual 
and non-contextual errors for different lists. 
In the current model, non-contextual errors arise because an activated template 
node activates all of the other phonemes associated with its 'slot' in the template 
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as well as the target phoneme. The other phonemes from the slot thus compete 
to replace the target phoneme. Because the target phoneme also receives input 
from the content pathway (whereas phonemes from outside the list receive none), 
it will generally win this competition. However, if much time elapses between the 
presentation of a particular phoneme, and its recall, weight decay in the content 
pathway will tend to reduce its advantage in the competition, so that noise in the 
system will begin to play an important role in determining which of the competing 
segments is output - occasionally, the winning phoneme will be one from outside 
the target list. 
Contextual substitutions occur through much the same mechanism, but with an 
additional factor: phonemes in the the target sequence also have direct excitatory 
connections from nodes in the syllable layer. Since the syllable nodes are activated 
in parallel, phonemes from the list receive some input via the content pathway in 
advance of the point when they are to be output. If they share the same 'slot' as 
the target phoneme, they will have an advantage (over phonemes from outside the 
list) in the competition to control the output system - the closer they are to the 
current target, the greater that advantage. 
As noted above, even when they are receiving no input from the content pathway, 
phonemes from within the list compete on an equal footing with segments from out- 
side the list, so that contextual substitutions can involve phonemes from any part 
of the intended utterance, providing they fit the phonotactic constraints imposed 
by the syllabic template. In perseveratory substitutions, for example, the syllable 
which is the putative source of the intruding segment has already been output and 
suppressed, so that the only activation the phoneme node receives is via the struc- 
tural pathway. Similarly, phonemes which appear in the rhyme constituent of one 
syllable do not receive input from the content pathway during production of an 
onset. Substitutions involving the apparent movement of segments from onset to 
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Table 5.8: The distribution of contextual and non-contextual substitution errors in 
the model's attempts to recall the first and last items in lists of 6 CVC nonwords 
(analysis includes only CVC errors). 
Error Type % responses 
position 1 position 6 across positions 
Contextual substitutions 25.47 13.40 22.59 
Non-contextual substitutions 7.33 11-13 8.96 
Mixed substitutions b 2.27 1.40 1.73 
'including single phoneme substitutions and multiple phoneme substitutions, but not including 
substitution+ deletions or su bst ituti on+ insertion errors. b multiple phoneme substitutions where one component of the substitution is contextual, and 
another is non-contextual. 
rhyme or vz*cc versa are not due to any contextual effect. Such errors are no more 
likely than any non-contextual substitution. 
The pre-emptive activation of phonemes via the content pathway does not play any 
role in the last serial position of the list. Here, all the syllable units associated 
with prior responses have been suppressed and there are no forthcoming items to be 
primed. The error rates for this position show how contextual and non-contextual 
errors might be expected to be distributed if priming were not playing an impor- 
tant role. By contrast, the priming of subsequent items is always important in the 
first position of any list of length greater than one. The distribution of contextual 
and non-contextual substitutions observed in the first and last positions 
in lists of 
length six syllables are shown in table 5.8. Note that although there are still some 
apparently contextual errors in the last serial position, these arise through precisely 
the same mechanisms as the non-contextual substitutions. 
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2.4.2 Deletions 
Deletions generally occur in the model if a template node does not fire when the 
syllable in which it appeared during learning is being produced. This is more likely 
to occur if the input to the node is low, as it is when the slot is used only in the 
target syllable, and none of the immediately forthcoming items in the list. For this 
reason vowel deletions are very unlikely, since the vowel slot is used in each syllable. 
Consonant deletions, on the other hand are quite likely to occur, particularly if 
the immediately forthcoming items do not utilize the same slots as the target, for 
example: 
/Jim/, /wt)d/ --+ /Ji/ 
In order to prevent such deletions from occurring too frequently, the input to the 
template nodes, e, must be increased for longer lists, so that the slot nodes can 
still be accessed (see appendix B). As the weights decay towards zero, the slot 
nodes will only fire if c is close to its maximum, at which point the firing of the 
template nodes is principally determined by the noise on the input lines. By this 
stage, the weights in the content-pathway will also have decayed to very low values, 
the result being that responses will bear little-or-no resemblance to the targets. So 
great will be the chance of error, that one might expect that rather than attempt to 
respond with what will certainly be gobbledygook (albeit phonotactically plausible 
gobbledygook), real subjects will decline to make any response. Wherever this cut- 
off point occurs, the model predicts that structural deletions (and insertions, see 
below) will increase in frequency as list length increases, especially for "mixed" lists 
(where adjacent items share few slots in the syllabic template) and where subjects 
are encouraged to guess rather than make "don't know" responses. 
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2.4.3 Insertions 
In the model insertions can occur in two different ways: firstly a single phoneme may 
be exchanged with one of the clusters (/sp/, /st/ or /sk/) which are represented by 
single nodes in the phoneme group, for example /sDt/ --+ /skt)t/ or /pcif/ --+ /spcif/. 
These errors occur in the same way as other substitutions, but are indistinguishable 
to the observer from insertions - they are very rare. Structural insertions may also 
occur, where a phoneme node's activation exceeds the competitive threshold, and is 
output, despite the fact that its 'slot' was not used in the target item, for example 
/tiz/ --ý /triz/. Errors like these account for the vast majority of insertions. 
Structural insertions occur when a template node 'fires' during the recall of the 
wrong syllable. This is often due to the slot being primed by input from nodes 
representing forthcoming syllables in the sequence. Thus they are more frequent in 
lists for which adjacent syllables use different slots as in: 
/Jim/, /wDd/ --+ /fwim/ 
A template node may also fire during the wrong syllable as a result of noise in its 
input. This is likely to occur as the amount of external input, 6, that must be 
applied to the template to access it increases for longer lists. Ultimately, decay is 
such that a slot will only become active if c is so large that a substantial proportion 
of responses will include such insertions. 
Insertions and deletions result largely from interactions between target syllables. 
These interactions produce more errors as decay takes its toll on the syllables' struc- 
tural representations. This will occur not only as list length increases, but also if 
decay is more rapid, as I hypothesize it is in young children (and patients with 
certain neurological disorders). The model is thus in agreement with data from 
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Treiman (in press), which shows that, as memory span increases with age, there 
is a corresponding reduction in the proportions of errors involving the addition or 
deletion of phonemes. 
2.5 Syllable structure and errors 
From the preceding discussion, it should be clear that the types of errors to which a 
particular syllable is vulnerable are determined by three factors: long-term phono- 
logical knowledge (as represented by the form of the syllabic template); the target 
syllable's structure (the slots it uses in the template), and the structures of other syl- 
lables close by in the target sequence. Below the basic effects of each are summarized 
in turn. 
1. Long-term phonological knowledge. Because different slots in the template are 
associated with different numbers of phonemes, some parts of the syllable will 
be more vulnerable to error whenever they are accessed whatever the stimulus. 
Slots 1 and a, are associated with more phonemes than are slots 2 and 4. The 
nodes representing phonemes associated with a particular template position 
are all activated whenever that position is accessed in recall. The greater the 
number of competing phonemes, the greater the chance that the wrong one 
will win the competition to be output. 
2. The target syllable's structure. Put simply, if a particular slot is used in a target 
syllable, then the phoneme at that position is open to substitution or deletion. 
If it is not then an insertion may occur at that position. Occasionally, the 
co-occurrence of an insertion and a deletion at adjacent positions may make 
it appear that a phoneme from one slot has replaced one from another (e. g., 
/pz)m/ --ý /1: )m/) - however, such coincidences are rare. 
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3. The structure of other syllables in the target utterance. Syllables close to the 
target syllable in a list (or polysyllable) influence recall by providing priming 
input to the syllabic template. If syllables adjacent to the target share the 
same structure, the priming serves to reinforce the activation of the target 
structure so that there is less likelihood of structural errors. However, because 
of the structural overlap between syllables in the list, there will be increased 
competition for the slots which are used, so contextual substitutions will be 
more frequent. Conversely, if syllables near to the target are structurally very 
different (use different slots), then the response will be vulnerable to struc- 
tural errors, while contextual substitutions will be less frequent. Additions 
result from the extra input of adjacent syllables to slots not in the target syl- 
lable. Deletions come about because the activation of the slot used in the 
target is relatively weak, being unsupported by input from units representing 
neighbouring syllables. 
For the stimuli used by Treiman and Danis (1988), the interaction between these 
factors leads to the distribution of errors shown in table 5.5. Treiman and Danis 
(1988) place great emphasis on their finding that in the serial recall of nonwords, 
errors most often involve the recombination of an intact onset with an intact rhyme 
(for CVC syllables these are categorized as CbVaC,, errors). Such errors are a good 
deal more frequent than, for example, CaVaCb errors, where the boundary between 
recombining fragments does not coincide with the onset/rhyme boundary. The 
model's output shows the same asymmetry (CbVaC,, errors are more frequent than 
CaVaCb), although it is somewhat less pronounced (the model produces fewer CbVaCa 
and more CaVaCb than the human subjects). 
The difference between the frequencies of the two categories of error in the model's 
output is largely attributable to structural properties of the stimulus items 
(the same 
ones used by Treiman and Danis, 1988, experiment 1): while most of the pre-vocalic 
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consonants (all of them in some of the lists) were obstruents (associated with slot 
1), there were equal numbers of nasals, liquids and obstruents in the post-vocalic 
positions. Because the nasals and liquids are both associated with slot 4, they are 
less vulnerable to substitutions (see point I above). Statistically, the effect is to 
make post-vocalic consonants more vulnerable to substitution. 
The account given above goes some way to explaining the different rates of recombi- 
nation errors in Treiman and Danis (1988, experiment 1). However, it applies only 
to the particular stimuli they used. It could easily be tested by using stimulus lists 
in which, for example, all of the initial consonants came from slot 1 of the syllabic 
template, and all of the final consonants from slot 5. For lists like these, the model 
predicts that there would be practically no difference in the vulnerability of initial 
and final consonants. Therefore, this manipulation should reduce the difference in 
rates Of Cb VaQ, andCa Va Cb errors. 
However, the simulation results do not show such a marked difference in the rates 
of the two error types as is observed experimentally. It seems likely that, while the 
structural properties of the stimulus items did tend to produce more substitutions 
involving pre-vocalic segments, this factor alone cannot account for the difference 
in the frequencies Of CbV,, C,, and CaVaCb errors in the experimental data. Thus, a 
modification to the current model may be necessary. The one that suggests itself 
is that competition occurs at the level of the syllabic constituents (between onsets 
and between rhymes) rather than at the level of syllabic units (as in the current 
model). This account, broadly consistent with the current architecture, differs in 
that it involves two competitive queues at the syllable level (one for onsets, one for 
rhymes) rather than the single queue (of syllables) postulated in the current model. 
Both queues would be subject to transposition errors, and so errors involving the 
recombination of onsets and rhymes from different syllables would be frequent. This 
adapted model would provide a more intuitively appealing account of the errors 
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which most interested Trelman and Danis (1988). The current model, however, in 
suggesting only one sequencing mechanism at the syllable level, is simpler than one 
entailing the independent sequencing of onsets and rhymes. 
Ellis (1980), Caramazza et al. (1986) and Bisiacchi et al. (1989) have all noted that 
substitution errors appear to be constrained by phonological principles. Ellis (1980) 
showed that substituting phonemes tended to share features with those they replaced 
in nonword serial recall. Caramazza et al. (1986) and Bisiacchi et al. (1989) found 
that their subjects' substitutions tended to share a particular feature - manner of 
articulation. Manner of articulation is correlated with sonority. Because the sonority 
relations between phonemes are captured in the organization of the syllabic template 
in the current model, almost all of the phonemes sharing a particular manner of 
articulation are associated with the same slot(s) in the template. So when one 
phoneme substitutes for another in the same slot (point 2 above), there is a good 
chance that the target and intrusion share this feature value. 
2.6 Testable predictions 
The previous section summarized the effects of the syllable structure of list items 
on recall, and it is largely in this area that the model makes predictions that go 
beyond those which might be yielded by models which are unconstrained by lin- 
guistic considerations (e. g., Glasspool, 1994). Broadly speaking, the current model 
predicts that repetition of a particular stimulus, or serial recall of a particular list, 
will be affected by the structure of the syllables involved, as well as the number of 
phonemes and syllables. 
Because the current model produces phonological output, which is amenable to 
qualitative as well as quantitative analyses, we can be a good deal more specific about 
the nature of the predicted effects: lists in which the syllable structure alternates 
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between items (e. g., lists of the following form, where the subscript denotes the 
cslot' in the template associated with each phoneme, CIV, VC51 C1V, VC5, C1V1 
VC, 5) can be compared with lists of the same length, in which syllable structures are 
blocked within lists (C, V, CIV, CiV, VC51 VC5, VC5). In alternating lists, there 
is less overlap between the structures of adjacent items. The following predictions 
can therefore be made: 
insertions and deletions will be relatively more frequent than for blocked lists 
(where adjacent items share the same structure except at the edge of a block). 
2. contextual substitutions will be less frequent. 
Because the two effects tend to cancel each other out there may be little difference 
in the overall error rates which apply for the two conditions. 
As noted above (see table 5.8), the model predicts that the ratio of contextual 
to non-contextual substitutions will not be constant over the list, but that there 
will be a greater proportion of contextual errors at the beginning than at the end. 
The size of the effect is likely to be fairly small, because quite a large proportion 
of errors categorized as contextual substitutions are expected to arise through the 
same chance processes as non-contextual substitutions. 
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Future directions and 
conclusions 
1 Extending the model: short-term memory and 
the lexicon 
The performance of the sonority wheel model described in chapter 5 shows many 
of the characteristics of human subjects engaged in short-term memory tasks in- 
volving nonwords. The model does this without any contribution of long-term 
lexi cal- phonological knowledge. However, studies showing effects of wordlikeness 
on nonword repetition (Gathercole et al., 1991), and familiarity effects in serial 
recall (Hulme et al., 1991) demonstrate that there is a contribution of long-term 
knowledge to short-term phonological memory. In order to account for some of the 
phonological regularities in errors of short-term memory for nonwords, the sonority 
wheel model postulates phonological retrieval processes common to speech produc- 
tion and short-term memory. This development makes it possible to extend the 
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S 
S 
S 
Novel 
Phonological 
Forms 
Content 
Pathway 
Figure 6.1: Extending the existing architecture to include the representation of long- 
term lexical-phonological knowledge. The shaded areas represent structures not im- 
plemented in the version of the model described in chapter 5. Note that dashed lines 
represent pathways made up of temporary weights, the solid lines represent connec- 
tions which do not decay over time. 
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model to address, within a unified Computational model, the way in which short- 
and long-term phonological memory systems interact. 
The current architecture may be extended to include long-term representations of 
lexical-phonological information, as outlined in figure 6.1 (cf. figure 5-1). The phono- 
logical information required to produce familiar words is represented in the same 
way as that used in the simulations reported in the previous chapter, except that 
the connections which hold the information are permanent rather than temporary. 
Note that while words and nonwords are represented separately, there is consider- 
able overlap between the pathways. The same syllabic template is employed in the 
representation of both words and nonwords, and both word and nonword pathways 
activate the same phonological output nodes. The permanent pathways can be used 
in isolation to activate the phoneme group in speech production. Figure 6.2 shows 
how a familiar monosyllable ("barn") would be represented. Like Dell (Dell, 1986), 
we must assume that in speech production as in short-term memory, forthcoming 
words are activated in advance of their articulation to some degree. As in the recall 
of nonwords, phonemes from the same slot are activated simultaneously during re- 
trieval. In this mode of operation, the model will function in a similar manner to 
Dell's model of sentence production (Dell, 1986). Thus when articulating the phrase 
barn door, the /b/ and /d/ will compete with one another. As Dell demonstrated, 
such competition can provide a compelling account of the pattern of errors in speech 
production. 
It is further suggested that the permanent weights are established by means of an 
iterative procedure which exploits the temporary pathways. Once a novel word 
has 
been recognised as such, this could be achieved by rehearsing the material 
held in 
the temporary weights in short-term store, while activating an unassigned syllable 
unit in the long-term phonological store. Hebbian 
learning could be used to grad- 
ually strengthen connnections between the syllable unit and nodes representing 
its 
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"Bam" 
Lexicon 
Syllable Template 
Phoneme nodes 
Figure 6.2: This figure (cf. figure 5.2) shows in detail how a familiar monosyl- 
lable ("barn") would be represented in the phonological lexicon. Note that all the 
connections are permanent. 
constituent phonemes and 'slots' (the same kind of mechanism is used by Burgess & 
Hitch, 1992 to refresh the temporary weights in their model). Thus the acquisition 
of new vocabulary will depend on the efficiency of the system responsible for short- 
term storage of phonological forms in line with recent experimental data (Gathercole 
&,, Baddeley, 1989). 
A global increase in the rate of decay in the temporary weights of the network will 
cause more phonological misorderings for nonwords, as is the case in the simula- 
tion described in chapter 5 section 2.3. Performance on word recall, however, will 
not be similarly affected, because the connections in this pathway are permanent. 
In contrast to nonwords, the representation of the detailed phonological form of 
words is not subject to decay. However, item order information is: the connec- 
tions between the internal context units and syllable units representing both words 
and nonwords are temporary ones (as in Burgess & Hitch, 1992). This means that 
a global increase in decay results in poorer memory for the serial order of familiar 
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TemporaUy Correlated Internal Context 
Novel and Familiar Phonological Forms 
Template 
Phonemes 
Figure 6.3: An alternative architecture does not explicitly differentiate between nodes 
used to represent familiar and unfamiliar phonological forms. Instead, weights are 
subject to dual potentiation, having both permanent and temporary components (the 
adjacent dotted and solid lines arrows represent such dual weights). With repeated 
use, the permanent component gradually builds up. However it is still necessary to 
be able to distinguish unassigned nodes (with no permanent lexical association) so 
that they can be recruited to become associated with new words when they are first 
encountered. 
items (e. g., subnormal digit span) while their phonological forms are preserved. The 
same manipulation results in an impairment of memory for novel phonological forms 
(e. g., poor nonword repetition). Thus it is suggested that a single global manipu- 
lation (variation in decay parameter) differentially affects the model's performance 
on words and nonwords. This is a more parsimonious explanation of the nature 
and effects of damage than current accounts which assume that observed dissocia- 
tions reflect the lesioning of independent word- and nonword- output systems (e. g., 
Caramazza et al., 1986). 
145 
THE MODEL IN RELATION TO OTHER WORK 
Another possibility, raised by Burgess (Burgess, 1995), is that the same units are 
used to represent both words and nonwords, with weights having both permanent 
and temporary components. The temporary component of the weight is rapidly 
strengthened but decays quickly, while the permanent component gradually builds 
up with repeated exposure to the stimulus, or through rehearsal. This proposal 
is compatible with the current framework (see figure 6.3, the only modification 
being that there is no distinction between syllable units used to encode words and 
nonwords. It does require an additional mechanism for choosing an unassigned node 
when a new stimulus is encountered. 
Wordlikeness effects on nonword recall can also be understood within either frame- 
work if it is assumed that when learning unfamiliar words, nodes in the familiar- 
syllable group are partially activated by wordlike items. So for instance, presentation 
of the nonword /d3lDp/ would partially activate syllable nodes corresponding to the 
familiar syllables "shop" and "top" etc. These syllable nodes become associated 
with a particular context state, and are thus reactivated at the appropriate serial 
position at recall, in much the same way as word nodes are in the articulatory loop 
model of Burgess and Hitch (1992). The permanent connections provide additional 
input to the template and phoneme groups, where it augments the input from the 
temporary pathways, lessening the impact of decay on the short-term representation. 
0 
2 The model in relation to other work 
The performance of the present model cannot be directly compared to any alterna- 
tive account for the simple reason that there is no other model which covers precisely 
the same empirical ground. As discussed in chapter 2, the model 
is built on pre- 
vious neural network models of serial order and the articulatory 
loop (Burgess & 
Hitch, 1992; Houghton, 1990), and of speech production (Dell, 1986,1988). The 
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experimental work discussed in chapter 3 does not make reference to these works, 
indeed, discussion of the data considered here generally makes no reference to any 
computationally precise model of serial recall or speech production. It is possible 
however to compare the model's handling of single-trial sequence learning, and of 
phonological retrieval, with models which share these capabilities. 
2.1 Models of serial order and short-term memory 
Many models in the fields of short-term memory and language have little to say 
about the nature of serial learning and recall, preferring instead to rely on the use 
of vague terms like 'buffer' to imply the existence of mechanisms capable of serial 
processing without specifying them in any detail. Such models can thus offer no 
satisfactory account of the data addressed in chapter 5, a fact which should serve 
to indicate the need for a lower-level approach to modelling in areas where serial 
processing is involved. 
Some theories suffer from a reliance on associative chaining which cannot deal com- 
fortably with sequences containing repeated items, and does not predict the preva- 
lent error types. In particular, associative chaining models cannot account for an- 
ticipatory errors and exchanges. 
One of the most important theoretical constraints on a short-term memory model is 
that it must be capable of single-trial sequence learning. Some models of serial order 
can be ruled out because they do not satisfy this constraint. For instance, models 
employing variants of the backpropagation learning algorithm (e. g., Jordan, 1986; 
Elman, 1990) require multiple exposures to a sequence to learn it. For this reason, 
models of this kind, though capable of serial output, cannot be used to explain serial 
behaviour in short-term memory tasks. 
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P-1 models of serial order do not fall prey to the same criticisms. The most promising 
general theory in the area is Competitive Queuing. CQ models use a time-varying 
control signal to represent serial position. By forming associations between succes- 
sive items in a sequence, and successive states of the dynamic signal, a representation 
of a sequence can be built up in a single presentation. Repeated items can be dealt 
with in principle, because each item can be associated with more than one state 
of the control signal. During recall, the signal is reconstituted, and this activates 
the items in series. The performance of CQ models is critically dependent upon the 
nature of the control signal. If the signal is rich enough, there may be a unique, 
orthogonal state of the control signal for every item to be stored - in this extreme 
case, the items would be activated one at a time during recall, and performance 
would be perfect. There would be little to choose between such an account and a 
vague reference to a buffer. Error data could certainly not be explained. However, it 
is generally assumed that there are limits on the dimensionality of the control signal, 
and it follows that there will neccessarily be some similarity between states of the 
control signal at different times. This leads to the potential for errors to occur as 
items activated in parallel compete to be output. Indeed a control-signal of very low 
dimensionality may not be able to store sequences much longer than a few items. 
It is generally assumed that the control signal changes gradually over time, that is 
that adjacent states of the signal are more similiar to one another than are well- 
separated states. There is thus a tendency for items to be active in parallel if 
they occurred close to one another in the learned sequence. This parallel activation 
of adjacent items provides a natural account of anticipations and exchange errors. 
However, the success of CQ models in accounting for the pattern of common error 
types has, to date, been confined to tasks where the serial order of the items to be 
learned is not constrained. For example, in a memory span task, the order of the 
items is arbitrary, and a CQ model of the articulatory loop predicts that errors will 
largely involve the local transposition of items, often in exchanges. This prediction 
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is to be borne out by empirical data (Henson et al., in press). 
In the recall of novel phonological forms, there are strong constraints on the or- 
dering of phonemes. Thus, the ordering mechanisms which apply to unconstrained 
sequences cannot simply be extended to the phonological level as Glasspool (1994) 
suggests (see discussion in chapter 4). Although Glasspool's model is capable of 
dealing with both words and nonwords, and predicts some of the effects described 
by Hulme et al. (1991), it is not capable of dealing with the fine-grain error data 
from nonword recall addressed in this thesis. The same criticisms could be applied to 
any lingui sti cally- unconstrained model which might be put forward; without some 
form of representation of syllable structure, it is very unlikely that an implemented 
model would produce errors of the character described by Treiman and Danis (1988). 
The sonority wheel model accounts for the phonological regularities in recall errors, 
and is in other respects consistent with Burgess and Hitch's (1992) model, which 
provides a good basis for the understanding of many of the important phenomena 
associated with serial recall, but does not explain how novel forms can be stored 
and retrieved. 
When Ellis (1980) first suggested that phonological errors in speech and short-term 
memory originated at the same locus, the lack of a computational model of verbal 
short-term memory and phonological retrieval made it difficult to see exactly where 
such an overlap might occur. The current model clarifies the situation somewhat: 
if syllable structure is implicated in the coding and retrieval of phonological infor- 
mation in short-term memory, it only really makes sense if the same processes are 
involved in spontaneous speech production; common retrieval processes are respon- 
sible for ordering segments for output, whether they are based on short- or long-term 
representations. Therefore, proposed structures must be consistent with speech er- 
ror data, and with the prevailing psycholinguistic accounts of phonological retrieval 
which account for them. 
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2. 2 Models of speech production 
In comparing the sonority wheel model to models of speech production, its most 
notable difference is its capacity for single-trial learning. Many models in the area 
do not address the issue of how phonological forms are learned at all. Those that do 
(e. g., Jordan, 1986; Dell et al., 1993) have generally used backpropagation learning 
or related algorithms which require multiple exposures to a sequence in order to 
learn it . In the context of short-term memory, however, such iterative learning 
procedures are not an option: any information which is retained about an syllable's 
phonemic content and serial structure must be captured in a single exposure, as 
the stimulus occurs. Learning phonemic content in a single trial is not problematic, 
it simply requires that successive phonemes become associated with a single node 
standing for the target syllable. Learning the serial structure so rapidly is more 
difficult. In the current model, this is achieved by by associating the structure 
of each target syllable with a simple reproducible sequence, which represents well- 
learned constraints on syllable structure. In contrast to Dell et al. (1993), this 
approach requires that structural (ordering) information is separated from content 
information. It is not at all clear that a model which did not separate structural 
and content information could account for phonological constraints in short-term 
memory errors. 
As a model of phonological retrieval, the sonority wheel model has a good deal 
in common with many speech production models (e. g., Shattuck- Hufnagel, 1979; 
Stemberger, 1985; MacKay, 1987; Dell, 1986,1988). The sequence of sounds to be 
output is represented at more than one level, and selection at each level is on the 
basis of competition between concurrently active elements. Most linguistic accounts 
also share the assumption put forward here that retrieval involves two processes: 
the specification of a structural frame for the target utterance, and the phonological 
contents of that frame. 
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2.3 Syllable structure 
The sonority wheel model employs a single generalized syllable schemal which is 
dynamically-reconfigured to represent specific syllable structures. This is clearly 
more parsimonious than a model that proposes that there is a separate frame for 
each legal syllable- st ruct ure in the language. It also provides a more appealing 
account of additions (and deletions). The structural representations of adjacent 
syllables can interact and affect which slots are accessed (e. g., leading to errors like 
/Jim/, /wT)d/ --* /fwim/ or, say, "lead pipe ---+ plead pipe"). It might otherwise 
appear that 'the wrong frame' has been selected arbitrarily. 
The particular form of the syllabi c- template implemented here imposes a fairly min- 
imal sonority-based scheme for the intra-syllabic ordering of output segments. It 
has a number of properties which make it useful for the modelling of verbal short- 
term memory. In particular, its cyclical character means that the structure of a 
series of syllables can be determined (and thus learned) while it is being experienced. 
It also allows retrieval of syllabic structure to be achieved without the postulation 
of top-down processes of much complexity. However, it is clearly something of a 
simplification, and is occasionally at odds with linguistic theory; I believe that the 
benefits of postulating this simplified parsing structure outweigh the costs. 
For example, the template parses syllables such that the number of phonemes in 
the rhyme is maximized. Linguistic accounts of syllabification, on the other hand, 
typically involve a maximal onset rule (e. g., Clements & Keyser, 1981), by which 
intervocalic consonants are assigned to the onset of the later syllable, wherever they 
are legal in that position'. Speech production models can be consistent with syllabi- 
'Empirically, results from short-term memory experiments show that this constraint is by no 
means absolute, and that a more flexible account of syllabification is required 
(Treiman et al., 
1994). 
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fication theory by simply specifying frames which have the desired properties. They 
are free to do so because, in the main, such models do not attempt explain how a 
particular structural representation becomes associated with a particular phonolog- 
ical form in the first place. In contrast, a short-term memory model must specify 
how the structural frame for a particular syllable is computed as it is percei . ved. It 
is difficult to see how this theoretical problem can be reconciled with a maximal 
onset rule, which would require access to a span of input: in order to implement a 
maximal onset rule, before one phoneme can be parsed, the identity of the next is 
often required. For example, the /I/ in "melon" is assigned to the second syllable, 
but the /I/ in "melting" must belong to the first, because the sequence /It/ cannot 
occur in the onset of a syllable. 
Ultimately additional linguistic constraints on syllable structure (such as the maxi- 
mal onset rule referred to above) can probably be reconciled with the kind of bottom- 
up 'on-line' parser specified in chapter 4. However, this is likely to require a much 
more complex 'syllable template', which would considerably complicate the model. 
The current implementation allows the model to deal with continuous input, and 
its treatment of syllable structure does not result in any serious discrepancies with 
the short-term memory data. 
Whether or not one regards the specific template proposed in the current model as 
realistic, the basic idea that a syllable frame or schema is used in the representation 
of novel stimuli in short-term memory explains what would otherwise be puzzling 
phenomena. However, within the framework of syllable-schema models of verbal 
short-term memory, a number of possible templates are still possible. One might 
for example suggest a template with more or fewer 'slots', or a distributed pattern 
of activation rather than local representation of syllable posit ion /sonority. The 
phonemic representation of input and output could be replaced by one using larger or 
smaller units (onset/rhyme clusters, features). In this area, theoretical work would 
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benefit from further experimental input. The elaboration of the real underlying 
structure or structures requires more qualitative analyses of short-term memory 
errors, which offer the opportunity to study linguistic constraints on phonological 
retrieval under experimentally- controlled conditions. I hope that the model put 
forward here will serve to stimulate such research. 
Conclusions 
In this thesis I have set out to provide a formal model of one of our most basic 
linguistic behaviours - the recall of unfamiliar words. Analysis of the empirical 
literature showed patterns of error which could not be explained by existing models 
of serial memory. The ordering mechanisms of these models are quite general, and 
make little or no reference to the special constraining principles which apply to 
verbal stimuli. As a result they predict that ordering errors will have the same 
character whether the units being sequenced are letters or digits in an arbitrary 
sequence, words in a sentence, phonemes in a word, or whatever. However, although 
the sequence of digits in a span task is arbitrary, the sequence of speech sounds in 
a nonword is not. Nonwords are constrained to fit basic phonological constraints 
(such as the sonority principle) and so, it appears, are the errors subjects make 
in recalling them. The serial order of the speech sounds is represented in terms 
of the linguistic structure of the utterance. It was therefore necessary to develop 
a model which could capture the important aspects of the linguistic structure of 
an utterance, as it was being perceived. This necessity lead to the development of 
the syllable template described in chapter 4. Using the syllable template, 
it was 
possible to extend Burgess and Hitch's model of the articulatory 
loop to deal with 
unfamiliar sequences of phonemes in a plausible manner. 
Simulations showed the 
characteristic patterns of error which are observed experimentally. 
This pattern of 
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errors reflects a system of phonological constraints which are consistent with those 
applying to spontaneous speech errors. 
The bringing together of theoretical insights from models of speech production, 
serial order and short-term memory results in a fairly complex model, but one with 
a much greater scope than its precursors. The sequencing mechanism suggested in 
the new model for nonwords could equally be used for the phonological retrieval of 
words. The new model, unlike models of spontaneous speech production, shows how 
novel words can be learned in a single presentation. Speech production and verbal 
memory (short- or long-term) can profitably be regarded as different functions of 
the same integrated system from the learning, representation and recall of speech. 
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Table A. 1: A table showing the form of local coding used for phonological information 
in the simulations reported in chapter 5. Also shown are the template slots that are 
activated (during learning) by each 'phoneme'. 
1 Vowels 
phonetic symbol example phoneme node associated template slot(s) 
i key 0 3 
a car 1 3 
.3 core 2 3 
u coo 3 3 
3 cur 4 3 
1 pit 5 3 
e pet 6 3 
w pat 7 3 
A putt 8 3 
D pot 9 3 
U put 10 3 
a about 11 3 
et bay 12 3 
at buy 13 3 
31 boy 14 3 
au go 15 3 
au cow 16 3 
la peer 17 
3 
ea pear 18 
3 
Ua poor 19 
3 
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Consonants 
phonetic symbol example phoneme node associated template slot(s) 
w wet 20 2 
yet 21 2 
led 22 2,4 
r red 23 2,4 
m map 24 2,4 
n nap 25 2,4 
D hang 26 4 
p pea 27 115 
t tea 28 115 
k cap 29 1,5 
f fat 30 11 5 
0 thing 31 115 
s sip 32 17 5 
f ship 33 115 
h hat 34 1 
b bee 35 115 
d doe 36 115 
9 gap 37 115 
v vat 38 17 5 
this 39 115 
z zip 40 11 5 
measure 41 19 5 
d3 gin 42 115 
tf chin 43 11 5 
sp spit 44 11 5 
st rest 45 19 5 
sk disc 46 11 
5 
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5 
This appendix specifies the mathematical details of the model described in chapter 
5 and gives the parameter values used in the simulations reported there. 
1 Activation 
The activation level a, of a node u, is a sigmoidal function of its input Ii. Specifically, 
+ (1) 
The term v is a random variable (representing noise) drawn from a 
Gaussian dis- 
tribution of mean 0.0, and standard deviation o, (set to 0.065 in the reported simu- 
lations). The parameter -r determines the slope of the sigmoid, 
larger values giving 
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steeper slopes. A value of7= 5.0 (giving a gentle slope) is used in all simulations 
for nodes which can be active in parallel (syllable and phoneme nodes). By contrast, 
it is desirable that nodes in the syllable template are either fully active or inactive. 
This 'all-or-none' behaviour is implemented by setting 7- to a very high value (e. g., 
100.0) for template nodes. 
The net input, li, to a node u, is the sum of the weighted activations of nodes 
connected to ui, given by 
max(O, aj)wj, - (2) 
where a, is the activation of a node connected to ui, and wji is the weight on the 
link from u. to ut. Negative activation values are not propagated. 
Learning 
The strengths of the temporary connections are developed by exposure to a stimulus 
sequence according to equation 1, given in the main text. The strengths of the 
permanent connections are fixed throughout learning and recall at 1.0. 
The learning rule is Hebbian in character, being unsupervised and dependent on the 
concurrent activation of connected nodes. During learning, nodes in the network are 
activated in response to the serial input as described in the main body of the text. 
Nodes are activated to a maximum value (1-0) for one timestep, with one important 
exception; a number of authors have noted that vowels are less prone than consonants 
to serial order errors (Ellis, 1980; Treiman & Danis, 1988; Patterson et al., 1994), 
and it has been suggested, that this is because they are longer in duration. Vowels 
also have a greater acoustic intensity than consonants. These differences are likely 
to affect on the strength of the trace laid down by different speech sounds. To model 
this approximately, nodes representing vowels are maximally activated when they 
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appear in the input stream, whereas the activation of nodes representing consonants 
is set to 0.75. 
Recall 
During recall, the units in the syllable layer are assumed to be activated by input 
from a ýQ mechanism such as that described by Burgess and Hitch (1992). A com- 
petitive filter ensures that syllables that have already been produced are suppressed. 
Sequencing at the word/nonsense syllable level is assumed to operate correctly, so 
that during recall, the syllable unit (onset/rhyme) pair representing the current tar- 
get output receives the most input Upcoming syllables have less activation 
the further they occurred from the current target during learning. The activation of 
each syllable so to s, is given by equation 3, where s, designates the syllable node 
associated with the z" target syllable, and the current target is the J th: 
a31 ={ 
in the range j<i<j+ 
0 outside it. 
In the simulations reported here I,,,, is set at 1.0, and r is 3. 
(3) 
In order to produce a response during recall, the syllabic template must be accessed 
such that the template nodes associated with the target syllable fire in series. 
It 
is proposed that this is achieved by applying an additional input of magnitude C 
cyclically to each node in the template group in turn. Thus, the net 
input to a 
template node (designated Uk) becomes: 
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Ik a, i'tDik 
+6 
The value of E can be thought of (loosely) as the "energy" or "effort" required to 
drive the syllable template, irrespective of its content. This additional input should 
be of sufficient magnitude to cause a template node to fire if it is receiving input from 
the syllable unit representing the current target, but not otherwise. The optimal 
value of c depends on the duration of the list, and on the values of other parameters 
in the model. 
A template nodeUkfires if Ik is greater than 1.0. Clearly, if the value of 6 is greater 
than 1.0, then all the template nodes will fire regardless of the input they receive 
from the syllable group. This is undesirable because most syllables will not involve 
all the positions in the syllable template. Ideally, Ik should only exceed 1.0 for 
template nodes representing slots used in the target syllable. However, the priming 
of syllable units representing syllables further on in the intended sequence means 
that nodes not used in the current target will fire if the value of E is too great. In 
order to prevent this occurring, the value of c must be such that with input from 
the primed syllable nodes (s, +, thru s, +, -, 
) Ik is less than 1.0. This gives an upper 
limit to the value of c: 
3. +r-I 
'Emax =-- 1-0 a, iWsik 
At the same time, it is important that the template node fires if 
it is connected to 
the target syllable unit. This places a lower limit on the value of c, which must 
be 
sufficient to fire a template node Uk even if its input comes solely 
from the target 
syllable s,.: 
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'Emin 1-0-a,, w., (6) 
if it is assumed that both insertions and deletions are equally unfavourable, the 
optimal value of c is half way between these limits. For a given set of parameters, 
the individual terms in equations 5 and 6 can be calculated for a notIonal template 
node connected to the appropriate notional syllable units, and an approximation of 
the optimal value of c determined: weights are assumed to have an initial strength 
of a. When recalling the J'h syllable, the decay factor bi-j on connections from si, 
'Ih activated in response to the 2 input syllable is given by: 
, -(i-j)p U. 0 h (7) 
where I is the list duration, and p is the duration of pauses between syllables and 
i>J. For r=3 and a the optimal value of c is approximated by: 
2- f (Iax)60 
-f 
(21ma, )61 
-f( 
I=kl') 62 
(opt 33 
2 
Since the weights from syllable units to template nodes decay over time, the optimal 
value of c is dependent on the context in which recall occurs (e. g., IE,, pt 0-%. 0 0.84 in 
the simulations of Treiman and Danis' stimuli; c,, pt P-to 0.70 for the three-syllable 
nonword repetition stimuli). If a relatively short period has elapsed between learning 
and recall, weights from the syllable group to the context group will have decayed 
little, and will provide plenty of input to the template nodes. Relatively little extra 
input will be needed to make the primed nodes fire. When the interval between 
learning and recall is longer, more external activation will be necessary to augment 
the decaying input from the syllable nodes. As time passes, the strength of the 
syllable- template connections tends towards zero and both upper and lower limits 
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on c converge on 1.0. As E increases the slots that fire at recall will eventually be 
determined solely by the noise in the activation of the syllable units. Ultimately 
any attempt at recall is almost certainly doomed to failure. Rather than attempt 
to model "don't know" responses, we assume that some attempt is made at recall 
for each syllable presented. As the temporary weights in the network decay, these 
responses will take on the character of guesses. However, initially, they will at least 
maintain the structural properties, and often some of the phonemic content of the 
target syllable. 
On the basis of the activations of template and syllable units, and the strengths of the 
weights in the network, the activation of the each of the phoneme nodes is calculated 
in the normal way. Nodes compete to be output on the basis of their activations. The 
phoneme represented by the most active node will be output providing its activation 
exceeds a threshold (to prevent noise resulting in continuous output). The threshold 
was set at 0.5 in the simulations. 
4 Rate of presentation and recall 
It is important in any model involving trace decay to be clear about the relationship 
between rates of presentation and recall. If the rates differ, parts of the list will 
experience more trace decay than others, assuming (as we do here) that the rate of 
decay is constant throughout learning and recall. The current implementation of the 
model runs in simulated real time, that is in steps which are assigned a meaningful 
duration. This approach has the advantage that the temporal parameters of the 
model, syllable duration, pause duration and temporary weight halflife can be ex- 
pressed in real units. In the current implementation, the duration of an utterance 
is 
determined by the number of syllables it is made up of, and, as a simplification, we 
assume that all syllables have the same duration. During presentation, this constant 
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duration is divided into timesteps of equal duration, one for each phoneme to be 
presented. During recall, the syllable's duration is divided into five equal timesteps 
during which each of the slots in the syllabic template is accessed. 
In the reported simulations, syllable duration was set at 0.4 seconds. In modelling 
nonword serial recall, a presentation rate of 1.0 syllables per second was used, as 
in Treiman and Danis (1988). Thus a pause of 0.6 seconds was allowed between 
presented syllables during which weight decay continued. In simulations of nonword 
repetition, there were no pauses during learning or recall. 
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Exception words 
The syllabic template (chapter 4) parses 97% of words in a sizable corpus into the 
correct number of syllables, although the precise location of the syllable bound- 
aries differs for around half. There is, however, a small subset of words which 
cannot be parsed into the correct number of syllables, and these are listed in this 
appendix. Standard syllabifications are taken from the Oxford Psycholinguistic 
Database (Quinlan, 1992). 
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Word Phonetic Spelling Standard Template 
ACCEPT aksept ak-sept ak-sep-t 
ACT wkt wkt aek-t 
ADOPT adDpt a-dDpt ad-Dp-t 
AFFECT afekt a-fekt af-ek-t 
APT wpt aept aep-t 
ARCHITECT akitekt (1-ki-tekt ak-it--ek-t 
ATTEMPT atempt a-tempt at-emp-t 
ATTRACT atraekt a--trwkt at-raek-t 
BOX bDks bDks bDk-s 
COLLAPSE kalaeps ka-laeps kal-aep-s 
COLLECT kalekt ka, --lekt kal-ek-t 
COLLECT kDlekt kD-lekt kDl-ek-t 
COMMISSIONER kamifNa ka-mi-JN-a kam-if-na* 
CONDUCT kandAkt kan-dAkt kand-Ak-t 
CONDUCT kDndakt kDn-dakt kDnd-ak-t 
CONNECT kanekt ka-nekt kan k-t 
CONTACT kantaekt kan-taekt kant-aek-t 
CONTACT kDntaekt kDn-taekt kDnt-aek-t 
CONTRACT kantraekt kan-traekt kant-raek-t 
CONTRACT kDntraekt ki)n-traekt kDnt-raek-t 
CORRECT karekt ka-rekt kar k-t 
CRAFT kraft kraft kraf-t 
CREPT krept krept krep-t 
DEPTH depO depO dep-0 
DIRECT direkt di-rekt dir-ek-t 
DISTRICT distrikt dis-trikt dist-rik-t 
DRIFT drift drift drif-t 
ECONOMICS ikanDmiks i-ka-nD-miks ik-an-Dm-ik-s 
EFFECT ifekt i-fekt if-ek-t 
ELECT ilekt i-lekt il ek-t 
ERECT irekt i-rekt ir-ek-t 
EXACT igzaekt ig-zwkt ig-zaek-t 
EXCEPT iksept ik-sept ik-sep-t 
EXCHANGE ikstfeind3 iks-tfeInd3 ik-stf-eind3 
EXPECT ikspekt iks-pekt ik-spek-t 
FACT fwkt faekt faek-t 
FIFTH fifo fifo fif-0 
FILM film film fil-M 
FIX fiks fiks fik-s 
FOX fDks fDks fDk-s 
GIFT gift gift g if-t 
INSTINCT instIijkt in-stiijkt inst-i: Uk-t 
INTERRUPT intarApt in-ta-rApt int-ar-Ap-t 
IT'S its Its It-s 
ITS its Its It-S 
KEPT kept kept kep-t 
KNEW nju nju n-ju 
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Word Phonetic Spelling Standard -Model 
LAYER leia leia le a LEFT left left lef-t 
LIFT lift lift lif-t 
MIDST midst midst mid-st 
mix miks miks mik-s 
MULE mjul mjul m-jul 
music mjuzik mju-zik m-juz-ik 
MUSICAL mjuzikal mju-n-kal m-juz-ik-al 
NEGLECT niglekt ni-glekt nig-lek-t 
NEW nju nju n-ju 
NEWS njuz njuz n-juz 
NEWSPAPER njuspeipa njus-pel-pa n-jusp-eip-a 
NEXT nekst nekst nek-st 
NUMEROUS njumaras nju-ma--ras n-jum-ar-as 
OBJECT abd3ekt ab-d3ekt ab-d3ek-t 
OBJECT Dbd3ikt Db-d3ikt Db-d3ik-t 
OURSELVES auaselvz au-a-selvz au-as-elv-z 
PERFECT pafekt pa-fekt paf-ek-t 
PERFECT p3ftkt P3-fikt p3f-ik-t 
PERHAPS pahaýps pa-haeps pa--haep-s 
POLITICS pDlitiks pD-li-tiks pDl-it-ik-s 
PRISONER prizNa pri-zN-a priz-na* 
PRODUCT prDdakt prD-dakt prDd-ak-t 
PROJECT prad3ekt pra-d3ekt prad3-ek-t 
PROJECT prDd3ekt prD-d3ekt prDd3-ek-t 
PROSPECT praspekt pras-pekt prasp-ek-t 
PROSPECT prDspekt prDs-pekt prDsp-ek-t 
PROTECT pratekt pra-tekt prat-ek-t 
REFLECT riflekt ri-flekt rif-lek-t 
RELAX rilaeks ri-laeks ril-aek-s 
RESPECT rispekt ris-pekt risp-ek-t 
SELECT silekt si-lekt sil-ek-t 
SEX seks seks sek-s 
SHIFT fIft fIft ff-t 
SIFT sift sift sif-t 
six siks siks sik-s 
SLEPT slept slept slep-t 
SOFT SDft SDft sDf-t 
SUBJECT sabd3ekt sab-d3ekt sab-d3ek-t 
SUBJECT SAbd3ikt SAb-d3lkt SAb-d3ik-t 
SUSPECT saspekt sas-pekt sasp-ek-t 
SUSPECT SASpekt SAs-pekt SASp ek-t 
SWEPT swept swept swep-t 
SWIFT swift swift swif-t 
TAX taeks taeks taek-s 
THEMSELVES 6amselvz 8am-selvz 6ams-elv-z 
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Words marked with an asterisk were encoded in the database with syllabic conso- 
nants (L or N) which the model does not use. Most of these can be handled simply 
by recoding the consonant as I or n. However, for the marked words this results in a 
reduction in the number of syllables recognised by the parser. 
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1 Dynamics of the syllabic template 
The syllable template described in chapter 4 has some properties which will prove 
very useful in modelling short-term memory for nonwords - it captures the basic 
internal structure of each syllable, and is capable of parsing continuous speech. But 
as outlined above, its specification is not very consistent with the demands of the 
connectionist modelling framework which, I have argued, is the most appropriate one 
for addressing theoretical issues around serial order. The main problem is that the 
"wheel" has an inherently cyclical character, and as yet, I have provided no account 
of how such dynamics might arise in a simple neural network. The remainder of 
this chapter explores two alternative accounts of how serial activation of nodes in a 
cyclical structure like the one I have described could in principle be yoked to changes 
in the input stream. In the first account, I specify a recurrent neural network which 
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xurrent connections 
Figure D. 1: Architecturefor a neural network capable of parsing syllables on-line 
according to the scheme developed in chapter 4 
behaves very much as the abstract formulation of the template above would suggest, 
acting on an input stream composed of phonological segments. In the second, I 
indicate how, at an algorithmic level, a measure of syllabic phase can be derived 
directly from very low-level intensity information in speech. 
1.1 Capturing syllable structure in a recurrent network 
In section 4,1 showed how a simple cyclical template could be used to represent 
most legal syllable structures, and to parse continuous speech into syllable sized 
chunks. The cyclical nature of the template is of course dependent implicitly on 
the operation of a set of rules specifying the state of the template in every possible 
context. Since some segments are associated with more than one slot, the state 
of the template is dependent upon not only on the current state of the input, but 
also on the prior state of the template. This necessitates the use of a recurrent 
architecture like that indicated in figure D. I. 
The network is composed of two groups (or layers) of nodes, the phoneme group, 
and the template group. In the phoneme group each of the 47 nodes represents a 
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particular phonological segment (see appendix A), and is activated whenever that 
segment is perceived. There are five nodes in the template group standing for the 
five 'slots' in the syllable template. All of the phoneme nodes are connected to all of 
the template nodes. In addition, recurrent connections in the template group link 
each node to itself, and to all of the other template nodes. All of the weights in the 
network are learned, and at the outset have small random values. 
Recurrent networks like this can be trained using a version of the backpropagation 
algorithm (Rumelhart, Hinton, & Williams, 1986 pp 355-360). A series of patterns 
is presented to the network, producing a sequence of patterns of activation in the 
output units (in this case the template nodes). As in the standard backpropagation 
of error algorithm, each output pattern can be compared with a training pattern, 
which represents the desired or expected outcome of processing the current input 
pattern in its particular temporal context. For each node, the difference between the 
observed and expected outcomes is computed, for the current state of the network 
and for its state during previous timesteps'. The net contribution of each current 
weight to the total error (summed over time) is calculated. Each weight can then 
be adjusted such that this contribution to the error is reduced by a small amount. 
Gradually, the weights converge on values which minimize the error for each pattern 
in training set. 
To train the network, a set of 803 phonetically encoded words was constructed using 
the Oxford Psycholinguistic Database (Quinlan, 1992). Each word had an age-of- 
acquisition of less than eight years (Gilhooly & Logie, 1980). The list contained a fair 
proportion of polysyllabic words, as well as a large number of simple monosyllables. 
The same representation of phonology was used as in the short-term memory model 
described in chapter 5. Briefly, each input pattern was a vector with one non- 
zero element standing for the currently presented phoneme. Training vectors were 
'In this case only three previous timesteps were used. 
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Table D. I: Table showing activations of template nodes during presentation of an 
unfamiliar phonological sequence 
phoneme template 'slot' 
1 2 3 4 5 
s 0.950 0.009 0.004 0.000 0.029 
1 0.007 0.967 0.030 0.006 0.000 
ae 0.005 0.003 0.998 0.001 0.000 
d 0.013 0.000 0.007 0.021 0.983 
0.026 0.027 0.965 0.000 0.000 
0.000 0.000 0.044 0.949 0.033 
prepared using the principle surnmarised in figure 4.3 in chapter 4, so that for each 
phoneme in the input stream the template node standing for the next available 
clockwise slot matching that phoneme was expected to be maximally active. 
The complete sequence of 4133 input vectors was presented to the network 50 times, 
while learning took place. After this period, the network tracked the input stream 
very much as described in section 4. As each phoneme appeared, the next available 
clockwise matching 'slot' in the template group became very active, while the other 
nodes remained inactive. Table DA shows the activations of the five nodes during the 
presentation of the (unlearned) sequence /slwdiij/. As can be seen the mechanism 
parses the novel input into the syllables 
/slaýd/ and /iD/; for each segment, a single template node (representing the next 
available clockwise slot in figure 4.3) is highly activated, all of the other nodes have 
activation values close to zero. 
The connections which produce this behaviour are represented schematically in fig- 
ure D. 2. White boxes represent inhibitory weights, black boxes excitatory ones. The 
strength of the connection is indicated by the size of the box. The lower part of 
the figure shows the bottom-up connections from phoneme to template group, the 
upper part shows the recurrent connections between template nodes. In each case 
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Figure D-2: 
. Diagram showing weights developed by the recurrent network following 
repeated exposure to a set of English words. The size of the square represents the 
strength of the connection. Black squares represent excitatory connections, white 
squares inhibitory ones. 
the top row of the matrix represents connections to the first template position, the 
second row connections to the second 'slot', and so on. 
The pattern of connections from the phoneme layer is much as one might expect. If 
in the training input, the phoneme is associated with a particular slot, an excitatory 
connection to the appropriate template node is developed. There is a tendency for 
phonemes to inhibit slots with which they are not associated. This is particularly 
true of the nasals, liquids and glides. It is also notable that the obstruent segments 
tend to activate the pre-vocalic slot more than the post-vocalic one. 
The recurrent connections in the template group are interesting. The positions 
associated with pre-vocalic consonants (slots I and 2) tend to activate the vowel 
node, while inhibiting the post-vocalic consonantal position (4 and 5). The vowel 
position (slot 3) strongly inhibits the pre-vocalic consonantal (onset) positions , and 
strongly excites the post-vocalic consonantal positions. This explains the asymmetry 
in the phoneme to template weights for consonants. Extra bottom-up input from the 
phoneme group is required to overcome the inhibition of the pre-vocalic slot. Weights 
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from the template node representing slot 4 (which is associated with post-vocalic 
nasals, liquids and glides) seem to be principally concerned with the interpretation of 
a following obstruent segment, tending to inhibit the template node associated with 
slot I and excite the one associated with slot 5. The final template position tends 
to activate slot 3- the vowel position, while inhibiting the postvocalic consonantal 
position. 
The recurrent network described here, behaves very much like the cyclical template 
described in more abstract terms in section 4, changing state cyclically in response 
to changes in a phonetic input stream. It is important too, that the behaviour gener- 
alizes to unfamiliar phonological sequences, i. e., sequences that were not presented 
during training. However, the process of training itself, relying as it does on an 
explicit representation of the desired output, is not very psychologically plausible 
developmentally. Children hear many spoken syllables, but are not provided with 
specific instructions as to how they should be analysed. 
One response to this problem is to suggest that the process of training the network 
is a means to an end, the discovery of a network which is capable of behaving 
like the postulated template. The question of how such constraints are acquired 
can be investigated later. Nonetheless, my account of the dynamics of a syllable 
template would be more convincing, if it were possible to describe an algorithm 
capable in principle of specifying the template dynamics from low-level information 
in the speech signal itself. If cyclical syllable structure can be determined from 
acoustic information, it could be used to be provide a teaching input to the network 
described above, or alternatively to specify the dynamics of the template directly 
from the acoustic environment. To this end in the next section, I explore a speech- 
based computational approach to the analysis of syllable structure which yields 
just such a specification. This will clearly be a departure from the more abstract 
approach to speech (as a phonemic or phonet i cally- coded stream) taken in the rest 
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Figure D. 3: The concept of phase as applied to a hypothetical syllabic cycle. 
of the thesis. 
1.2 Determining syllabic phase 
We can regard any cyclical process, such as the syllabic- parsing process discussed 
above, as having a phase which specifies its current state with reference to an ar- 
bitrary point in the cycle. The network described above, in activating a particular 
series of discrete slots in a syllabic template in response to a sequence of phonolog- 
ical segments, determines a discrete approximation, at each point in time, to the 
phase of a 'syllabic cycle' - or, to coin a phrase, the syllabic phase of the input. 
The following definition may be useful: syllabic phase is the state of a hypotheti- 
cal cycle associated with the perception (and production - see chapter 5) of speech 
(and possibly with other rhythmic sounds). In this section, I describe an analogue 
approach to the problem of determining syllabic phase using only low-level intensity 
information. 
The nature of the association between slots and segments in both the abstract 
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formulation of the template, and the recurrent network described above, is largely a 
reflection of the operation of sonority constraints on phonological sequences. Because 
sonority is closely related to the energy or intensity of the segments concerned, it 
may in principle be possible to determine the desired state of a cyclical template 
directly from low-level information about the local time course of acoustic intensity 
in the signal. 
The central idea behind the proposal is summarised in figure 1.2 (cf. figure 4.1). 
The proposed algorithm is based on a number of simplifying assumptions about the 
envelope of the speech signal. To the extent that these assumptions hold true for 
a particular utterance, the algorithm will provide useful information about syllabic 
phase. The simplifying assumptions are as follows: 
That the single peak in sonority associated, as a general rule, with each sylla- 
ble, is correlated with a peak in the energy of the sound. 
2. That such peaks occur more or less regularly (i. e., the rate of production does 
not vary much) in continuous speech . 
The regular changes in energy at a 
particular characteristic frequency, (the reciprocal of the speech rate), result 
in a signal with a quasi-periodic amplitude envelope. 
If these assumptions hold, then at any point in time, it is possible to specify a mea- 
sure of syllabic phase 0 (an angle), which varies continuously, and 
is dependent upon 
the quasi-periodic changes in the envelope of speech at or near to a characteristic 
frequency determined by speech rate. The value of syllabic phase associated with 
each part of the syllable is arbitrary, but for convenience we can specify a measure 
such that for energy maxima 0 rld 0.0, whereas 
for energy minima, ±7r (given 
the above assumptions about the signal). 
The phase information is yielded by convolving the signal with a 
temporal quadra- 
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ture filter. Filters like these have been used to determine local velocity in models 
of low-level visual motion processing (see e. g. Fleet & Jepson, 1990; Fleet & Lan- 
gley, 1995); A quadrature filter (by definition) has two phase-shifted components. 
One component (the real one) is most responsive to periodic variations in amplitude 
in-phase with a cosine wave of a particular frequency determined by the expected 
periodicity of the input. The other component (the imaginary one) is most respon- 
sive to amplitude variations in-phase with a sine wave (with the same frequency). In 
combination, the output from the two components specifies a unique phase for any 
approximately quasi-periodic signal whose frequency is close to the tuning frequency. 
For psychological plausibility, it is important that the filter makes use of only past 
and present information (i. e., it is causal). Furthermore, it should not require the 
storage of input over an arbitrary duration. Therefore, the degree to which out- 
put at a given time is affected by a prior input value decreases (exponentially) as 
their temporal separation increases. This is achieved by applying a (temporally- 
truncated) exponential envelope to the periodic components of the filter. Similarly 
shaped ('gammatone') filters have been used to model the early auditory processing 
in the middle ear (e. g Patterson, Allerhand, & Giguere, 1995). Here, however, the 
proposed filter is tuned to a frequency well below the threshold of human hearing, 
but is instead sensitive to quasi-rhythmic changes in the envelope of the speech 
waveform. Such filters can be used to provide useful information about the syllabic 
and subsyllabic structure of an utterance. 
The proposed filter can be described by a complex function of time with which the 
input time series is effectively convolved at each timestep. Before discussing the 
performance of the algorithm as applied to real speech, it may be useful to show 
how it works for an idealized signal (one that fulfils the assumptions set out above). 
The process is illustrated in figure 1.2. The simplest possible example 
is a sinusoid 
of the same frequency as the sinusoidal components of the 
filter. At each point in 
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Time Time 
Figure DA: A schematic representation of the temporal filtering of an ideal signal 
(a periodic one uyzth frequency f). The quadrature filter (represented on the upper 
axes) can be used to recover a phase description 
time, the signal is convolved with the filter described above. The input signal can 
be regarded as moving (parallel to the time axis) relative to the stationary temporal 
filter. When the peaks in the signal are aligned with the peaks in the real component 
of the filter, the real component of the filter's output is strongly positive. Because 
the imaginary component of the filter has a phase which is shifted by 7/2 relative 
to the real part, the positive and negative elements in the convolution cancel out, 
and the output of the imaginary component is zero. Similarly, when the signal is 
in-phase with the imaginary component of the filter, its output is positive, while the 
real part's is zero. 
As time progresses the output of the two filters vary such that they trace out a 
circular path in the complex plane (figure 1.2). The phase of the filter's output is 
the angle (0) that the output makes with the origin. Since there exists such an angle 
for any non-zero complex number, the filter will yield a value of 0 for any non-zero 
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e e 
Figure D. 5: For an ideal signal, the output of the filter (R) traces a circular path in 
the complex plane. The phase of the signal (0) is the angle R makes with the real 
axis at any time. 
input, regardless of its frequency content. Moreover, the phase of the filter's output 
will not be sensitive to the overall amplitude of the input, only to local changes in 
amplitude at, or near to the central frequency. Quadrature filters do not have to 
be precisely tuned to the input signal to behave in this way; they can track phase 
accurately over a range of frequencies close to their central tuning (Fleet & Jepson, 
1993), so that providing syllables are produced fairly rhythmically (assumption 2 
above), the phase response of the filter should correspond to syllabic phase. 
The convolution of the timeseries with the temporal filter would appear to demand 
the explicit buffering of acoustic information. In fact, though, it is not necessary 
to store previous input values explicitly - the filter can be implemented recursively 
(as an Infinite Impulse Response Filter). This means that the filter is capable of 
operating in real time on a dynamic input of arbitrary length, without buffering the 
input - previous input values are captured implicitly by feedback in the filter itself. 
The formal specification of the algorithm used is given in section 2. 
In order to test the viability of the proposed algorithm, an implementation was de- 
veloped to process sampled speech'. The speech sample takes the form of a series of 
signed integers representing the amplitude of the speech signal over a short interval, 
2The SFS package from UCL phonetics department was used to store and display the 
data. 
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determined by the sampling rate of the hardware used. Because the proposed algo- 
rithm makes use of very low-frequency (below 10 Hz) information about the envelope 
of the signal, it is not necessary to use a particularly high-fidelity representation of 
the speech waveform. In fact, the audio hardware from Sun SPARCstation ELC was 
used to record the 'stimuli'. The supplied condenser microphone was used to record 
samples at a rate of 8000 Hz, to provide a digital recording of telephonic quality. 
The logarithmically compressed sampled waveforms were converted to linear pulse 
code modulation (PCM) samples before analysis. 
The proposed filter requires as its input a representation of the envelope of the signal. 
In practice this can easily be achieved by rectifying the signal. It is also usual, when 
one is concerned with the envelope, to smooth the rectified signal. However, in this 
case smoothing is unecessary, since the filter has an inherent bandpass character, 
which will prevent high-frequency components of the signal affecting its output. 
Therefore the absolute value of successive frames of the sampled waveform was used 
as the input to the filter described in equations I and 2 in section 2 below, and 
the changing value of 0 (equation 3 was recorded. Theoretical syllable boundaries 
can be identified by determining the times at which 0= ±-x, and these points were 
determined by interpolation of the phase output of the filter. 
Figure D. 6 shows an example of the time course of syllabic phase for some sampled 
speech. The recording being analysed is of the author counting "one, two, three, 
four, five... ". Each syllable corresponds to one cycle of the syllabic phase measure 
lower axes. Also shown are the points where the algorithm detects a syllable bound- 
ary (these are determined by interpolation of the syllabic phase measure). It is 
apparent that for this stimulus the syllabic phase measure tracks syllable structure 
as intended, with syllable boundaries occuring between vocalic peaks. 
Note that be- 
cause each phoneme lasts for many timesteps, and has no clear start and end points, 
there is no direct correspondance between syllabic phase and phoneme 
identity, so 
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Figure D. 6: Output from an implementation of the syllabic phase filter. The top 
graph shows the speech waveform. Beneath it is the phase output of the filter, giving 
a real-valued measure of within-syllable position for each frame of the sample. Be- 
neath the phase output, the theoretical syllable boundaries are marked. The bottom 
graph shows the amplitude of the filters output. Beneath the graphs an approximate 
phonetic transcription is shown. 
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it is quite possible for ambisyllabicity to arise, for example an /n/ sound between 
two vowels might span the syllable boundary between them. 
Although these results are promising, further work on the phase algorithm is nec- 
essary. Performance is very good for speech where the rate of production is fairly 
even, as it is here. However, initial experimentation shows that while the filter is tol- 
erant of quite large local variations in speech rate (theoretically, phase information 
should be stable for variations in frequency of up to around ±50% Fleet & Jepson, 
1993), larger variations are not uncommon in English speech. In other words as- 
sumption 2 above does not hold for all utterances. In order to make the algorithm 
more robust under variations in speech rate, one approach would be to use a set 
of quadrature filters tuned to central frequencies around an octave apart. At any 
time, the filter with the strongest amplitude response is the one with the central 
tuning closest to the local speech rate, therefore its output could be used to give an 
accurate measure of syllabic phase. Alternatively the outputs of an array of filters 
could be arithmetically combined (by vector addition). 
Formal specification of the syllabic phase al- 
gorithm 
This section gives a formal description of the "syllabic phase" algorithm described 
above. Although at a conceptual level, syllabic phase is determined 
by convolution 
of the speech envelope with a low-frequency temporal quadrature 
filter, a recursive 
implementation has been employed. This implementation 
is based on work by Fleet 
and Langley (1995) and Clifford, Langley, and Fleet 
(1995) involving similar filters 
in models of motion processing in vision. The advantage of using a recursive 
im- 
plementation is essentially that information about prior 
inputs is stored implicitly - 
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the input history of the filter is captured by feedback in the system. A non-recursive 
implementation would require that previous timesteps be represented explicitly, in 
a spatially- distributed fashion, presumably in some kind of shift-register of finite 
capacity. This is an approach to the representation of temporally- di stri buted infor- 
mation, also taken by some connectionist models (see chapter 2), which I wish to 
avoid. The implementation described here, requires a very small amount of explicit 
storage (two-timesteps). 
Equations for the real and imaginary components of the filter's output (Re[R] and 
Im[R]) are given separately below. The recursive implementation requires that an 
intermediate complex value, Y, is first calculated and stored from one time step to 
the next. Throughout, the central frequency of the filter is expressed as an angular 
frequency, w=f /2r = 2r/r, where f is the central frequency of the filter. The other 
parameter, which determines the shape of the exponential envelope, is expressed as 
a decay constant b= ln(2)/hs where h is the halflife, and s is the sample rate. I(t) 
is the input at time t. Y is given by: 
Re[Y(t)] I(t) - Re[Y(t -b2_4- im[Y(t - 1)] 
4w 
1)] 
(b +2 )2 + L,; 2 (b + 2)2 + L02 
(1) 
Irn[Y(t)] -Im[Y(t - Ol 
b2 -4 - 
4w 
. 2+ 
Re[Y(t - 1)] 2 (b + 2)2 + L,; (b + 
2) 2+ L4; 
The complex output of the filter R is calculated using the present and previous 
values of Y: 
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Re[R(t)] = (Re[Y(t)] + Re[Y(t - 
(IM[Y(t)] + IM[Y(t - 
(Im[Y(t)] Im[y(t - 
1)D 
b2 + 2b 
(b+ 2)2 + W2 
1)D 2wb 
(b+ 2)2 + L02 
01) b2+ 2b - (b + 2)2 + W2 
(Re[Y(t)) + Re[Y(t - 1)]) 
2wb 
(b +2 )2 + L02 
(2) 
Syllabic phase, 0 is the inverse tangent of the ratio of imaginary and real components 
of the filter's output: 
arctan 
Im[R(t)] ( 
Re [R(t)] 
The amplitude of the filter's output is simply IRI = VIrn[R(t)]2+ Re[R(t)]2 
The phase response of the filter is linear for periodic signals of frequency f. It de- 
grades gracefully as the frequency of the input signal moves away from its tuning 
(Fleet k Jepson, 1993). Phase is not sensitive to the size of the amplitude variations 
in the signal, since it is a function of the ratio of the real and imaginary components 
of the filter's output (equation 3). Two parameters must be specified, one, h, deter- 
mining the decay of temporal information in the filter and another, f, determining 
the frequency to which the filter is tuned. The optimal value of f is determined by 
the speech rate (in syllables per second); h must be large enough to allow the filter 
to make use of information about the temporal context of the input. Trial and error 
suggests that decay should have a half-life not much less than the duration of one 
syllable. From a psychological point of view, however it should not be so small that 
it suggests the implicit storage of low level acoustic information for much more than 
a few seconds. 
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