Abstract. This paper addresses multi-window Gabor frames with rational time-frequency product. Such issue was considered by Zibulski and Zeevi (Appl. Comput. Harmonic Anal. 4 (1997), 188-221) in terms of Zak transform matrix (so-called Zibuski-Zeevi matrix), and by many others. In this paper, we introduce of a new Zak transform matrix. It is different from Zibulski-Zeevi matrix, but more direct and convenient for our purpose. Using such Zak transform matrix we characterize rational time-frequency multi-window Gabor frames (Riesz bases and orthonormal bases), and Gabor duals for a Gabor frame. Some examples are also provided, which show that our Zak transform matrix method is efficient.
Introduction
In the past more than twenty years, the theory of frames has seen great achievements. The notion of frame was first introduced by Duffin and Schaeffer in [18] , which is a generalization of basis. And in contrast to a basis, a frame may be "overcomplete". A basis in a Hilbert space allows one to represent each element in a unique way. An overcomplete frame also allows one to represent each element via it, but the representation is not unique. This property plays a significant role in mathematics, signal transmission and modern time-frequency analysis. Gabor frames are a class of important frames among all kinds of frames. Given x 0 , w 0 ∈ R, define the modulation operator E w0 and the translation operator T x0 on L 2 (R) respectively by E w0 f (·) = e 2πiw0· f (·) and T x0 f (·) = f (· − x 0 ) for f ∈ L 2 (R). Let L be a positive integer, and let a = (a 1 , a 2 , . . . , a L ), b = (b 1 , b 2 , . . . , b L ) with a l , b l > 0 for 1 ≤ l ≤ L. In this paper, we investigate Gabor systems G(g, a, b) of the form (1.1) G(g, a, b) = {E mb l T na l g l : m, n ∈ Z, 1 ≤ l ≤ L}, where g = (g 1 , g 2 , . . . , g L ) with g l ∈ L 2 (R), 1 ≤ l ≤ L. A Gabor system G(g, a, b) is called a (Gabor) frame for L 2 (R) if there exist positive constants C 1 and C 2 such that
for f ∈ L 2 (R), where C 1 and C 2 are called frame bounds; called a tight frame (Parseval frame) for L 2 (R) if C 1 = C 2 (C 1 = C 2 = 1) in (1.2); and called a Bessel sequence in L 2 (R) with Bessel bound C 2 if the right-hand side inequality in (1.2) holds. A frame G(g, a, b) for L 2 (R) is said to be a Riesz basis for L 2 (R) if it ceases to be a frame whenever an arbitrary element is removed, and at this time, the frame bounds are called Riesz bounds. The Gabor system (frame) of the form (1.1) is called a single-window Gabor system (frame) if L = 1, and is called a multi-window Gabor system (frame) if L > 1. For two Bessel sequences G(g, a, b) and G(h, a, b) in L 2 (R) with g = (g 1 , g 2 , . . . , g L ),
Then it is a bounded operator on L 2 (R). Let G(g, a, b) and G(h, a, b) be both frames for L 2 (R). G(h, a, b) is called a dual of G(g, a, b) if S h,g f = f for f ∈ L 2 (R). It is easy to check that G(g, a, b) is also a dual of G(h, a, b) if G(h, a, b) is a dual of G(g, a, b). So we also say G(g, a, b) and G(h, a, b) are a pair of dual frames in this case. For two Bessel sequences G(g, a, b) and G(h, a, b) in L 2 (R), if S h,g f = f for f ∈ L 2 (R), then G(g, a, b) and G(h, a, b) are a pair of dual frames by the fundamental theory of frames.
Single-window Gabor frames have been studied extensively in the past twenty years and more ( [3] , [4] , [8] and [9] ). The theory of multi-window Gabor frame for L 2 (R) was firstly studied by Zibulski and Zeevi in [21] and Zeevi, Zibulski and Porat in [20] . By introduction of a Zak transform, they developed a matrix (so-called Zibulski-Zeevi matrix) algebraic tool for multi-window Gabor frames, and applied it to image processing and computer vision. Those results indicate that the multi-window approach is efficient and superior to the single-window one. Then many researchers studied the theory of multi-window Gabor frames and related applications ([10] - [13] , [19] and [20] ). Interestingly, these works mainly concern the case that all window functions have the same time and frequency shifts, i.e.,
In practical problems, time and frequency shifts may vary with the windows. Zibulski-Zeevi matrix method was also used in the study of subspace singlewindow Gabor frames ( [1] , [5] and [6] ). In [7] and [16] , a different Zak transform and Zak transform matrix from those in [20] and [21] were introduced and used effectively to study Gabor systems on periodic subsets of the real line, while Zibulski-Zeevi matrix method does not work well for such Gabor systems. A variation of the method in [7] and [16] was applied to Gabor systems on discrete periodic sets ( [14] and [15] ). It was also pointed out in [20] that Zibulski-Zeevi matrix method is not very efficient for Gabor frames G(g, a, b) of the form (1.1) when (1.3) does not hold. The aim of this paper is to characterize Gabor frames of the form (1.1) and their Gabor duals under the following assumptions: Assumption 1. L is a positive integer greater than 1;
with p l and q l being relatively prime positive integers for 1 ≤ l ≤ L.
Our main novelty is to introduce a new Zak transform matrix method, and use it to characterize Gabor frames of the form (1.1) and their Gabor duals. Examples in Section 4 below show that such Zak transform matrix method is more efficient than Zibulski-Zeevi matrix method when treating many rational time-frequency multi-window Gabor frames of the form (1.1). In addition, when
shows that, using our Zak transform matrix method than Zibulski-Zeevi matrix method, we can more easily obtain a frame (a Riesz basis, an orthonormal basis) G(g, a, b) and its duals G(h, a, b) by designing Zak transform matrices Φ g and Φ h .
We denote by p the least common multiple of p l and by q the greatest common divisor of q l , 1 ≤ l ≤ L. Then p and q are relatively prime, and there exist unique λ 1 , λ 2 , . . ., λ L ∈ N (N denotes the set of positive integers) such that
We write α = p βq . The following remark tells us Assumptions 1 and 2 are reasonable to some extent. We also remark that the restriction of "rational time-frequency" here is for using "finite-order" Zak transform matrix-valued functions. 
is a frame (a Riesz basis, an orthonomal basis) for L 2 (R), where g
It is obvious that (1.4) satisfies Assumptions 1 and 2 with another "L". In particular, b 1 , b 2 , . . . , b L are commensurable if they are all rational numbers or rational multiples of some fixed irrational number. In what follows, unless otherwise specified, we always work under Assumptions 1 and 2.
For statement of our main results and later use, we introduce some notations and notions. Given M ∈ N, we denote by N M the set {0, 1, . . . , M − 1}, by I M the M × M identity matrix (by I the identity matrix if we need not specify its size), by x k the k-th component of x for x ∈ C M , and by e k the vector in C M with the k-th component being 1 and the others being zero. For an arbitrary complex matrix A, we always denote by A * its conjugate transpose. Given a measurable set S in R, a collection {S k : k ∈ Z} of measurable sets in R is called a partition of S if
up to a set of measure zero. For λ > 0 and measurable sets S, S ′ ⊂ R, we say S is λZ-congruent to S ′ if there exists a partition {S k : k ∈ Z} of S such that {S k + λk : k ∈ Z} is a partition of S ′ . In particular, only finitely many S k among S k , k ∈ Z, are nonempty if both S and S ′ are bounded in addition. Obviously, S ′ is also λZ-congruent to S if S is λZ-congruent to S ′ . So we usually say S and S ′ are λZ-congruent in this case. Let us recall the definition of Zak transform in [7] . The Zak transform Z αq :
It is easy to check that Z αq has the quasi-periodicity:
Then we have:
, we associate it with the matrix-valued function Φ g : − a l , v) . . .
, we associate it with Φ h (t, v) as in (1.7). The main results of this paper are stated as follows.
with frame bounds A, B if and only if
with Riesz bounds A, B if and only if p = Q and
Let us make an additional assumption that The rest of this paper is organized as follows. In Section 2, we give some auxiliary results for later use. Based on Section 2, Section 3 is devoted to proving Theorems 1.1-1.3. Section 4 focuses on some examples of Theorems 1.1-1.3. These general examples show that our matrix algebraic method is efficient for dealing with many rational time-frequency multi-window Gabor frames.
Some auxiliary results
This section is an auxiliary one to following sections. We start with some lemmas and theorems.
By the quasi-periodicity of Z αq , we have:
Proof. By Lemmas 1.1 and 2.1,
This gives the lemma.
denotes the block matrix (with λ l blocks) of the form diag(C j , C j , . . . , C j ) with
Proof. By the same procedure as in [7 
Since every j ∈ Z has a unique decomposition j = k j q + (m j q − r j )p with (k j , r j , m j ) ∈ N p ×N q ×Z, as an immediate consequence of Lemma 2.3 we have:
2 (R), and let C be a positive constant. Then
where
. . .
which is equivalent to
by Lemmas 1.1 and 2.1. By the definition of Φ g (t, v), (2.4) can be rewritten as
The proof is completed.
we must have c = 0, i.e., c l,m,n = 0 for 1 ≤ l ≤ L and m, n ∈ Z.
By an easy application of the spectral theorem of self-adjoint matrices, we have the following lemma (see also [2, p. 978]): Lemma 2.6. Given a measurable set E in R 2 with |E| > 0, let A : E → M s,t be a matrix-valued measurable function. Define by P(t, v) the orthogonal projection of C t onto ker(A(t, v)). Then
for (t, v) ∈ E, and thus P(t, v) is measurable.
Proof. By Lemma 2.3, the equation (2.5) is equivalent to
So, to finish the proof, we only need to prove that (2.6) is equivalent to c = 0 being a unique solution to
Conversely, suppose rank( Proof of Theorem 1.
is a frame for L 2 (R) with frame bounds A and B if and only if
By Lemmas 1.1 and 2.2, (3.1) can be written as
for f ∈ Γ. By Lemma 2.3,
if and only if
Therefore, to finish the proof, we only need to prove the equivalence between (3.2) and (3.3). It is obvious that (3.3) implies (3.2). Next we prove that (3.2) implies (3.3). Suppose (3.2) holds. Since each entry of Φ *
Then f ∈ Γ. Applying (3.2) to such f , we have
and thus βA x 2 ≤ Φ *
by letting ǫ → 0. This implies (3.3) by the arbitrariness of x and (t 0 , v 0 ). The proof is completed. 
It is well-known that such operator norm is equivalent to the one obtained by taking the maximum of the absolute values of all entries of a matrix. So G(g, a, b) is a Bessel sequence in L 2 (R) if and 
by Lemma 2.2 for 1 ≤ l ≤ L, r ∈ N q and τ l ∈ N λ l . It follows that
Therefore, to finish the proof, we only need to prove the equivalence between (3.5) and (3.6). It is obvious that (3.6) implies (3.5). Next we prove the converse implication. Suppose (3.5) holds.
Then it is well-defined by Lemma 1.1. Substituting such f into (3.5), we have
which implies (3.6) by the arbitrariness of k. The proof is completed.
Examples
This section is devoted to examples of Theorems 1.1-1.3. We first focus on the ones of Theorems 1.1 and 1.3 .
Suppose
) and b = (1, 1).
2 (R), we associate it with Φ g as in Definition 1.1. Then , v) , where
for l = 1, 2. By the quasi-periodicity of Zak transform, we have
is uniquely determined by G 1 (t, v). Also observe that 
, where j 0 ,j 0 , n 0ñ0 , k 0 ,k 0 ∈ Z, and p(t),p(t), q l (t), q l (t) (l = 1, 2, 3) are continuous functions about t on [0,
Then we obtain the following example:
Example 4.1. Let a and b be defined as in (4.1), and let g = (g 1 , g 2 ) be defined by (4.10)
for a.e. t ∈ R, where j 0 ,j 0 , n 0ñ0 , k 0 ,k 0 ∈ Z, and p(t),p(t), q l (t),q l (t) (l = 1, 2, 3) are continuous functions about t on [0, Proof. By (4.6), (4.9) and the definition of Zak transform, we can easily obtain (4.10) and (4.11). And by the continuity of p(t),p(t), q l (t),q l (t) (l = 1, 2, 3), (4.7) and (4.8), we have
It is easy to check that G(g, a, b) is a frame for L 2 (R) with frame bounds A and B by Theorem 1.1.
1). This implies that
Remark 4.1. In Example 4.1, by choosing good p(t),p(t), q l (t),q l (t) (l = 1, 2, 3) we can obtain a frame G(g, a, b) with g 1 and g 2 having prescribed piecewise smoothness. In particular, if k 0 = n 0 = j 0 andk 0 =ñ 0 =j 0 in addition, we can obtain g 1 and g 2 having prescribed smoothness on the whole line R by a careful choice of p(t),p(t), q l (t),q l (t) (l = 1, 2, 3). Let us illustrate this by the following arguments. Suppose k 0 = n 0 = j 0 = j andk 0 =ñ 0 =j 0 =j in Example 4.1. Take continuous functions p(t),p(t), q l (t),q l (t) (l = 1, 2, 3) on [0, .7), (4.8) and
Then both g 1 and g 2 are continuous on R, and G(g, a, b) is a frame for L 2 (R) by Example 4.1. If we make the following four assumptions, then both g 1 and g 2 have continuous derivatives of order one on R, and G(g, a, b) is a frame for L 2 (R) by Example 4.1: (I) p(t),p(t), q l (t),q l (t) (l = 1, 2, 3) have continuous derivatives of order one on [0, 
for t ∈ [0, δ 1 ] with some 0 < δ 1 < 1 6 ;
for t ∈ [0,δ 1 ] with some 0 <δ 1 < 1 6 ;
for t ∈ [0,δ 2 ] with some 0 <δ 2 < 1 6 . Next we give two explicit expressions of g = (g 1 , g 2 ) in Example 4.2. Observe that, for µ 1 , µ 2 > 0, we always have
Now let
Motivated by this fact, we give two concrete constructions of g. 2 cos 3 2πv sin 2πv,
2 cos 2πv sin 3 2πv, 
(t),
(t)
(2) Let N = 3, and choose m l (v),m l (v) (l = 0, l, 2) in (4.16) as follows:
2 cos 2 2πv sin 2πv,
where β 0 , β 2 ≥ 0, and
. So (4.14) and (4.15) hold, and Example 4.2 provides us with a frame G(g, a, b) for L 2 (R), where
Define g 2 and h 2 by
where 18) holds, and thus G(g, a, b) and G(h, a, b) are a pair of dual frames by Theorem 1.3. It is easy to design g 1 , h 1 and g 2 , h 2 satisfying (4.21)-(4.24). Indeed, UEP method by [17] can be used to constructg 2 =h 2 satisfying (4.22). Now we collect our arguments as the following example: Example 4.3. Let a and b be defined as in (4.1). Define g = (g 1 , g 2 ) and
, and that (4.21) -(4.24) hold. Then G(g, a, b) and G(h, a, b) are a pair of dual frames.
Next we give a special case of Example 4.3 in terms of orthogonal filters. We know that there are many such filters. So it shows that we have much freedom to design many different pairs of Gabor dual frames.
Example 4.4. In Example 4.3, define g 1 and h 1 by G 1 (t, v) and H 1 (t, v) such that
for a.e. (t, v) ∈ [0, (t).
