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In 1927, L. H. Thomas [IO] and E. Fermi [2], independently of each other, 
introduced a method for the study of the electric field potential determined by 
the nuclear charge and distribution of electrons in an atom. For a suitable 
choice of the variables this leads to the Thomas-Fermi equation 
y” = t-1+,3/2 
a nonlinear second order differential equation. Thomas and Fermi were 
interested in solutions of this equation which were positive and tended to zero as 
t+ co. 
The Thomas-Fermi equation is a special case of the Emden-Fowler equation 
y” = -J&“YA, x > 1. (O-1) 
R. Emden developed a theory of polytropic gas spheres which was based on a 
special case of this equation. Later Emden’s results were made more precise 
and generalized to (0.1) by R. H. Fowler [3, 41. The Fowler theory is well 
presented in Chapter 7 of Bellman [l]. More recently interest in (0. I), taken 
with a plus sign, has been renewed by Hille [6, 7, 81. 
In this paper we will investigate the asymptotic properties, as t- co, of 
positive solutions of the equation 
3”’ C d(t) y’ (0.2) 
where h > 1 and 4(t) is nonnegative and continuous for t > t, . A reader 
interested in (0.2) when 4(t) is negative should consult the extensive review [l 11. 
If  we let Y-(S) = y(t, + S) and B(S) = +(t,, + S) then B(S) is continuous for 
s 3 0 and y”(s) = &s) yA(s). H ence, we can assume, and will assume throughout 
* The material in this paper was taken from the author’s Ph.D. thesis at Stanford 
University. The author wishes to thank Professor David Gilbarg for his advice in this 
research. 
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this paper unless otherwise stated, that d(t) is nonnegative and continuous for 
t :> 0 and A is a real number larger than one. 
Since (0.2) is nonlinear, it may have solutions which fail to exist on [0, 60). 
In keeping with Fowler’s terminology, a solution of (0.2) which is twice con- 
tinuously differentiable on [0, ce) will be called a proper solution. 
If u(t) is a proper positive solution of (0.2) then v”(r) :s 0 and hence 
lim,,, -v’(t) exists and is nonnegative. So either: 
(11) 0 < ‘,‘nJ y’(t) < ccj; 
or 
(III) $Iyqt) = cu. 
Cases (I), (II), and (III) are discussed in Sections 1, 2, and 3 respectively. We 
will obtain the following results: 
Sohtions satisfying (I). For each y > 0 there exists a unique positive solu- 
tion, y(t), of y” = 4(t) y”, y(0) = y satisfying (I). This solution decreases to 
zero if and only if j’r t+(t) dt = 33. If j: t$(t) dt < 30 then 
. 35 
y(t) =‘(a) + (?.“(a) -t o(l)) J, (u - t>4(4 du, as t--t m. 
If Jz t+(t) dt = cc, then all positive solutions of (0.2) satisfying (I) are asymp- 
totic as t + m, and furthermore if 4(t) N $(t), as t -+ CO, where 
lii[$Y(t)]’ lt #l’“(s) ds = c 
then 
At> - 
(A f 1) + c(X - I) (A - 1) J'$jl.“'(s)ds -2,'tAmm11 -~- 
2 2 I 
I 
as t-+03. 
Solutions satisfying (II). Th ere exist solutions, y(t), of (0.2) satisfying (II) if 
and only if fr tSj(t) dt < CD. Also if s: P+l$(t) dt < 00 then y(t) = ct + d + 
o(l) as t -+ co for some constants c and d, with c > 0. 
Solutions satisjying (III). If Jr t”+(t) dt < co and 4(t) does not have compact 
support, then through every point (0, y), where y > 0, there are solutions 
satisfying (III). 
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If sr t%j(t) dt = 0~) then either: 
(1) through every point (0, y), where y > 0, there are infinitely many 
solutions satisfying (III); 
or 
(2) there are no solutions satisfying (III). 
Both possibilities can occur. 
Let A(y) and B(y) be the following conditions: 
A(y): There exists at most one solution of (0.2) satisfying (III) passing 
through (0,~). 
B(r): There exists exactly one solution of (0.2) satisfying (III) passing 
through (0, y). 
If t”+“+(t) is asymptotic to an increasing or decreasing continuous function 
as t - co, then A(r) holds for all y > 0. If, in addition,+(t) doesn’t have compact 
support and jr t”+(t) dt < 03 then B(y) holds for all y > 0. 
If B(y) holds for some y > 0 then: 
(1) B(y) holds for all y > 0. 
(2) All solutions of (0.2) satisfying (III) approach each other as t -+ co. 
(3) If d(t) - $(t) where 
li+i[$-l’2(t)]’ lm t)““(s) ds = c 
then all solutions satisfying (III) are asymptotic to 
( 
(A + 1) - c(X - 1) l’b-1) (A - 1) &$“‘(S) rls 
1 ( 1 
-*:(*-l) 2 
2 
as t-+m. 
We now state and prove two preliminary lemmas. 
LEMMA 0.1. Let y(t) be a solution ofy” = C(t) yA, y(0) > 0. Let I be the largest 
interval with left endpoint zero for which y(t) exists and is nonnegative. Then either 
(i) I = [0, co) and y(t) is positive on I; 
(ii) I = [0, a) where 0 < a < 03, y(t) is positive on I, and 
lim y(t) = i&y’(t) = ~0; t+a- 
OY 
(iii) I = [0, CZ], 0 < a < co, y(a) = 0 andy’(t) < --E < 0 for 0 < t < a. 
Proof. Let z(t) be the solution of z” = (b(t) ) z Ih, z(0) = y(O). Let J be the 
largest interval with left endpoint zero for which z(t) exists and is nonnegative. 
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Clearly I = / and y(t) -z z(t) for t ~1. Hence it suffices to prove either (i), 
(ii), or (iii) h o Id s with I and y(t) replaced with J and z(f) respectively. 
Let K = [0, W) be the right maximal interval of existence for z(t). Since 
z”(t) 3 0 on S, Z’ is increasing on K. So lim,_, z’(t) exists (may be +CXJ) and 
z’(t) is of one sign for t sufficiently close to W. So lim,,,, a(t) exists (mav be *a). 
Case I. Suppose z is not positive on K. Let a E R be the first zero of Z. Then 
J = [O, 4, +> = 0, and since z”(t) 3 0 for t E J and Z’(U) < 0, (me cannot 
have Z’(Q) = 0 for otherwise z EZ 0, contradicting z(0) > 0) we have z’(t) < 
Z’(U) < 0 for t E J. So (iii) holds. 
Case II. Suppose Z is positive on K. Then K = J. I f  w = xj then (i) 
holds. Suppose w < to. Then by Theorem 3.1 page 12 of [5] we cannot have 
both lim,,, z(t) and lim,_, z’(t) finite. I f  lim,,, z’(t) = co then 
l-&t) z”(t) dt = joW z”(t) dt = (hi x’(t)) - z’(O) = a. 
Hence lim,,, z(t) = a. If  lim,,, a(t) = 00 then clearly lim,,, z’(t) = o=. 
Hence (ii) holds, and the proof is complete. 
Throughout this paper we will assume that all solutions of (0.2) are defined 
on the largest interval for which they both exist and are nonnegative. 
LEMMA 0.2. Suppose +(t) and 0(t) are nonnegatic,e and continuous for 
a < t < b, cb(t> < qq, and y(t) and Y(t) are nonnegative solutions on [a, b] of 
y” = +(t) y” and 17” = @(t) YA respectively. I f  y(u) < Y(a) and y’(u) < I-‘(a) 
then y(t) < l-(t) and y’(t) < Y’(t) for a < t < b. 
Proof. For a < t < b we have 
y(t) = y(a) + (f - a) y’(a) + 1’ (t - 5) 448 YW d 
a 
Y(t) = Y(a) + (t - a) Y’(a) + (” (t - 5) CD([) YA(5) d&. 
*a 
so 
Y(t) - y(t) = [W) - y(a)] + (t - 4 [Y’W - r’(41 
(0.3) 
+ J’ (f - 6) Pw WC3 - N3 YW dt 
a 
Since y’(a) < Y’(a) there exists E > 0 such that Y(t) - y(t) > 0 for a < t < 
a + e. Suppose Y(t) <y(t) for some t E (a, b]. Then there exists c E (a, b] 
such that Y(t) - y(t) > 0 for a < t < c and Y(c) = y(c). Since y(t) and Y(t) 
are nonnegative Y”(t) > y^(t) for a < t < c. Putting t = c in (0.3) the left side 
is zero and the right side is positive, a contradiction. Soy(t) < Y(t) for a < t < 6. 
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Also 
r’(t) = Y’(4 + 1’ c(t) rw 4 n 
Y’(t) = Y’(a) f St @(c$) Ey$) d5‘. 
a 
Hence y’(t) < I-‘(t) for a < t ,< b. 
1. SOLUTIONS SATISFYING (I) 
In this section we study positive proper solutions of 
y” = 4(t)y* 
which satisfy: (I) lim,,, y’(t) = 0. 
(1.1) 
THEOREM 1.1. Let y  be a positive constant. Then 
Y" = C(t) Y", Y(O) = Y (1.2) 
has a unique proper solution, y(t), which is positive and decreasing and any other 
positive solution is unbounded. This solution decreases to a positive limit if and 
only if sr Q(t) dt < CO and in this case 
u(t) = Y(W) + [YYW) + 4)l irn (s - t)&) ds* 
Furthermore, if sy @(t) dt = CO then any two positive proper decreasing solutions 
of (1.1) passing through different points on the positive y  axis are asymptotic as 
t+ co. 
Remark. Existence and uniqueness is proved by Wong [12] and Mambriani 
[9] for an equation which has as a special case (1.1) when C(t) is strictly positive. 
The existence proof given below is a slight modification of Mambriani’s proof. 
Wong [12] proves that sr t+(t) dt < CO is necessary and sufficient for the 
decreasing solution to decrease to a positive limit when 4(t) is strictly positive, 
but our proof is simpler. 
Proof of Theorem 1.1. Let ya(t) be the solution of (1.2) with y:(O) = a. 
Choose c > 0 such that S:+(t) dt < y+. Choose a < -(r/c + 1). Then for 
those values of t E [0, c] with ~~(7) > 0, Y;(T) < 0 for 0 < 7 < t we have 
y;(t) = a + St +(T) ~~(7) d7 < a + y’ lt $(T) d7 < a + 1 < -y/c. 
0 0 
Hence ya intersects the t axis somewhere between 0 and c. 
100 S. D. TALIAFERRO 
Let a be the supremum of the numbers a for which ya intersects the t axis. 
Since y=(t) is an increasing function for a 3 0, we have 
-y/c + I < a < 0. 
Let ~(9 = ~0). 
I f  y  intersects the t axis let x be the smallest positive number such that 
y(i) = 0. Then y’(x) < 0 ( we cannot have y’(x) = 0 for otherwise y(t) G 0, 
contradicting y  > 0). So yn(t) intersects the t axis for some a > iy, contradicting 
the definition of 01. So y  is positive. 
If  y’(x) > 0 for some .r > 0 then, by continuous dependence on initial 
conditions, for all a sufficiently close to 01, y:(x) > 0 andy,(t) > 0 for 0 5: t < s. 
Therefore, by virtue of the convexity of yn , we have for these values of a that 
y,(t) does not intersect the t axis. This contradicts the definition of U. So y(t) 
is positive and decreasing. Hence, bv Lemma 0.1, y(t) is also proper. This 
proves existence. 
Suppose z(t) and XI(~) are two positive solutions of (1.2) with a’(O) > ze’(0). 
By Lemma 0.2, z(t) > zu(t). Therefore, 
z”(f) - w”(t) = 4(t) [zA(t) - zqt)] > 0. 
So z’(t) - w’(t) > z’(0) - W’(O) and hence 
Z(f) - w(t) 3 [z’(O) - w’(O)] t (1.3) 
Equation (1.3) h s ows that y(t) is the only solution of (1.2) which is positive and 
decreasing and that any other positive solution is unbounded. 
Since y”(t) = 4(t) y”(t) >, 0, lim,,, y’(t) exists. Since y(t) is bounded, 
lim,,, y’(t) = 0. Therefore, integrating (1.1) from t to cc yields 
-y’(t) = 1” $(T) Y”(T) dT. 
-t 
Integrating this from t to cc we get 
y(t) - y( 00) = I= (s - t) 4(s) yA(s) ds. 
‘t 
(1.4) 
I f  y(t) decreases to a positive limit then y(a) > 0 and j: s+(s) y’(s) ds > 
yA(cO) Jr 9$(s). Letting t = 0 in (1.4) we get 
~(0) - y(m) Z yA(m) \= s+(s) ds. 
‘0 
Since y(a) > 0, soa s+(s) ds < CC. 
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If r(t) decreases to zero then y( co) = 0 and (1.4) gives 
G p(t) ir (s - t) 4(s) ds 
-t 
Hence 
for all t 3 0. Since 
Also if y( CD) = a > 0 then by (1.4) 
y(t) = a + I ta (s - t) 4(s) [a + o(l)l^ ds 
= a + [aA + o(l)] St5 (s - t) 4(s) ds. 
Suppose sr t+(t) dt = co and z(t) and w(t) are positive decreasing solutions 
of (1.1) with z(0) > w(0). Since sr Q(t) dt = GO, z(t) and w(t) decrease to zero. 
And, as above, lim,,, z’(t) = lim,,, w’(t) = 0. Also z(t) > w(t) for t > 0, for if 
z(t,) = w(t,) for some t,, > 0 then there would be two decreasing solutions 
through the point (to, z(Q) and this cannot happen by the first part of this 
theorem. We make the change of variables s = jig(~) dr and o(s) = w(t)/z(t) 
where g(s) will be determined below. Then 
[z(t) g?(t)] ‘u”(S) + [z(t) g’(t) + W(t) g(t)] v’(s) = yqt) z”(t) [d(s) - w(s)]. 
We choose g(t) such that z(t)g’(t) + W(t)g(t) = 0. Then g(t) = l/z*(t) and 
hence lim,,, g(t) = co. So s - co as t - ‘x and 
w”(S) = c$(t) .9+3(t) [d(s) - w(s)] (1.5) 
Since 0 < V(S) < 1 for 0 < s < co, 79(s) - V(S) < 0. Hence, by (IS), o”(s) < 0. 
Hence o’(s) is decreasing and since 0 < w(s) < 1, V’(S) decreases to zero. So 
V’(S) 3 0. Therefore lim,,, V(S) = c exists and 0 < c < 1. But 
(1.6) 
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Applying 1’Hospital’s rule twice to the right side of (1.6) yields cA = c. Hence 
c = 1. So lim t+m m(f)/z(t) = 1, that is z(t) k z(t). 
The last statement of this theorem does not hold for the case h = 1. For in 
this case if a(t) is a positive decreasing solution of (1.1) then so is cz(t) for any 
constant c > 1, and cz(t)/z(t) +~+last+cc. 
The remainder of this section will be devoted to determining the asymptotic 
behavior of the positive decreasing solutions of (1.1) when sy t+(t) dt = ‘CXI. 
LEMMA 1.2. Suppose 4(t) and Q(t) are nonnegatiz,e and continuous for t >, 0, 
4(t) < Q(t), and y  > 0. Let J,(t) and Y(t) be the positizye decreasing solutions of 
y” = d(t) yA, y(0) = y  and I”’ = Q(t) YA3 Y(0) = y  respectively. Then Y(t) < y(t) 
for t 3 0. 
Proof. Suppose there exists t, such that I7(t,) > y(t,,). Let t, = max{t < t,: 
Y(t) = y(t)}. Then Y(tl) = y(tl) and Y(t) > y(t) for t, < t < t, . So for some 
t, E (tl , to), Y’(t,) > y’(tJ and Y(t,) > y(t.J. By Lemma 0.2, Y(t) > y(t) for 
t 3 t, . Since Y”(t) - y”(t) = D(t) I’“(t) - f$(t)Jj’\(t) > 0 for t 3 t, we get 
Y’(t) - y’(t) > Y’(fJ - y’(tp) = E > 0 
for t > t, . So Y(t) - y(t) >, l (t - tJ for t > t, . Hence Y(t) is not bounded, a 
contradiction. So Y(t) <y(t) for t 3 0. 
We will need the following trivial lemma whose proof we omit. 
LEMMA 1.3. Let c > 0. Then y(t) is a solution of (1.1) ;f  and only if 
( l/c)l/cn-l) y(t) is a solution of d = c+(t) uA. 
THEOREM 1.4. Suppose sr t+(t) dt = x and S(t) is a nonnegative continuous 
function such that lim,,, 8(t) = 6, where 0 < 6, < rx). Let ye(t) be a positive 
decreasing solution of (1 .l) and >ll(t) b e a positive decreasing solution of y” = 
S(t) C(t) yA. Then yl(t) v  (I /8,,)l!(,‘p1) y”(t), as t a m. 
Proof. Let E, 17 E (0, 1). Choose t, > 0 such that (1 - c) 6, < S(t) < 
(l+~)S~fort>t,. Let y,,,(t) be the unique positive decreasing solution of 
y” = (1 - G) S,+(t) y\, y(tJ = yr(t,,). Let y,,[(t) be the unique positive decreasing 
solution of y” = (1 c c) S,,+(t) yA, y(t,) = yl(to). Bv Lemma I .2 
Y.M(q G h(t) G Y,!,(t) 
for t > t, . By Lemma 1.3 
and 
(( 1 - 6) s#Jl/(l~*’ y&t) 
(( 1 + 6) 8#:‘1-,‘) y,(t) 
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are positive decreasing solutions of y” = (1 - 6) 8,+(t) yA and y” = 
(1 + C) S,+(t) yA respectively. By Theorem 1.1, 
(( 1 - l ) fJJl”1-A’ y&) w J&(t) and (( 1 + c) s,)l”‘-“’ -k+)(t) N yM(t). 
Hence there exists f, > t,, such that for t 3 t, , 
(l - 7) [ (1 :,, 6, I 
l/(A-1) 
YoW d Y&f@) 
6 Yl(Y) 
d x?l(t) 
G(l -iy)[ (1 -l+o 1 
l/L-11 
YOW 
Since E and 7 are arbitrary numbers in (0, I), vi(t) - (l/&,)l/(A-l) yO(t), 
THEOREM 1.5. Suppose jr t+(t) dt = CO and 4(t) N 4(t) where #(t) is 
positive and continuously dazerentiable for t > 0 and 
where c isfinite or *co. Zf either: 
(i) c # 00; 
or 
(ii) si+(~)l/~ dr f  O(tf) for some E > 0; 
then - 1 < c < co and every positive decreasing solution of (1.1) is asymptotic to 
[ 
(A + 1) + c(X - 1) 1!(*-l’ 1 [ 
2/(1-l) 
2 (A - 1) &(+lz d7 1 (1.6) 
Proof. For t > 0 let 
2 
(A - 1) J‘“, #(s)~‘~ ds ’ 
Then 
f’(t) = - (A _ ;‘;);;s)l,~ ds < ‘9 
(1.7) 
[f  ‘(01” - G(t) 
e'A-l'fct, 
409/66/r-8 
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and 
f”(t) I = kg [I + (&)‘J-oh~*ds] . [f (W (1.8) 
Suppose c < - 1. Then 
lim f”(t) = y [l + c] < 0. 
t-[f’ol” - 
So there exists t, > 0 and E > 0 such that 
( ) hr’ = f “(Q -[f’ol’>c 
for t > t, . Integrating from t, to t and solving forf’(t) we get 
-f’(t) > 
1 
A- 4 - to) 
for t >, t, . Hence -f’(t) tends to infinity at a finite value of t, a contradiction. 
so c > -1. 
Clearly (i) implies c < co. To show (ii) implies c < cc we show c = 03 
implies (ii) does not hold. Let E > 0. Let g(t) = -f(t). Then by (1.8) 
g”(t) 
i;fm = - limf’o- = -m. fix [f (W 
Choose 111 > 0 such that (A - 1)/2&Z = E. Then there exists t, > 0 such that 
‘k!“(t) 
k’(t)l* 
< -iIf for t 3 t, . 
Integrating twice from t, to t we get 
So Ji #(s)lj2 ds = O(t(A-1)/2hf) = O(F). Since 4(t) -(Cl(t), 
s 
of $(s)“~ ds = O(tE). 
So c = co implies (ii) does not hold. Hence (i) or (ii) implies -1 < c < co. 
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Let 
$(t) J”(t) + V’(t)]2 
&-l)flf) 
Then 
2/L-l) 
ercr' = Th _ 1) ; #(41/2 ds I 
is a positive decreasing solution of 3’” = $(t)yA and by (1.7) and (1.8) 
*im lG(t) -=ljn$+* 
f+m VW 
=I$ q1 + c), 
Since 4(t) h t/(t), 
Hence by Theorem 1.4, every decreasing positive solution of (1.1) is asymptotic 
to (1.6) as t-+ 00. 
Remark. In (1.6) we can replace $(s) with 4(s). To see this it suffices to 
show s; 4(s)‘/” ds - J; i/G(s)112 ds. But th’ f 11 IS o ows easily from the fact that 
$(t) - #(t) and jt z/(s)‘/” ds = 00, the latter holding because, by Theorem 1.1, 
(1.6) must tend to zero as t tends to infinity. 
EXAMPLE 1.6. To illustrate the results of this section we determined the 
asymptotic behavior of the decreasing positive solutions of (1.1) when 4(t) N ctc, 
c > 0. By Theorem 1. I, (1 .I) has solutions decreasing to zero if and only if 
jr t+(t) dt = “3, if and only if j’: t”+l dt = 03, if and only if o > -2. 
Case I. Suppose u < -2. Then by Theorem 1.1 if v(t) is a positive decreas- 
ing solution of (1. I), there exists a > 0 such that 
y(t) = a + [I + o(l)] (0 + ,y;o + 2) F+~. 
Case II. Suppose u > -2. Let #(t) = c(t + 1)o. Then 4(t) N zJ(t) and 
So by Theorem 1.5, if r(t) is a positive decreasing solution of (I .l), then 
y(t) - [ 
(0 + 2) (u + h + 1) 
c(X - 1)2 I 
l’L-l) t-(o+2)i(~&l) 
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Case III. Suppose G = -2. Let #(t) = c(t + I)-". Since 
we cannot apply Theorem 1.5. However, the theorem suggests that 
?w - cd log(t + 1) ( ’ -)8 
for some constants a and /3. To see that this is the case let 
v(t) = cy[log(t + I)]-J. 
Then 
v”(t) 
~ = al-A/3(log t + I)aA-B-r& [ loi(r’+’ 1) + 1] . 
fw 
Choosing /3 such that ,8A - ,G - 1 = 0, that is /3 = l/(X - l), and LY such that 
almA/ = c we get u(t) is a positive decreasing solution of 
z” = &y lo;(t++ll) + 11 VA. [ 
Since 
(t ; 1)2 [ lo$t’,’ 1) + 11 - &y -HO 
we have by Theorem 1.4 that 
[ 
1 1 
lib-l) 
Y(t) - w = c(A _ 1) log@ + 1) . 
2. SOLUTIONS SATISFYING (II) 
In this section we study positive proper solutions of (1.1) which satisfy 
0 < f&y’(t) < 02. 
I,EMnrA 2.1. Let a and c be positive constants. If  o(f) is nonnegatiz~e and con- 
tinuous for 0 < t < a, g(s) is nonnegative and continuous for s >, 0, and 
z(t) < c + ftg(s) a”(s) ds (2.1) 
‘0 
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then 
‘@) ’ [ &A - (A -’ 1) s;g(s) ds I 
l/L+1, 
fog 0 < t < min(a, AZ}, where 
M = sup It > 0: cl-I > (A - 1) sbg(s) ds/ . 
PYOO~. Let Z(t) = c + Jig(s) T?(S) ds. Since g(s) > 0, we get by (2.1) 
Z’(t) = g(t) z+(t) < g(t) Z”(t). (2.2) 
So dividing (2.2) by Z”(t) and integrating from 0 to t gives 
& > CA - (A - 1) ltg(s) ds. 
0 
So for 0 < t < min{a, M} 
"tt) G I@) G [ +4 _ (A 11) J;g(s)ds I 
l/U-l) 
LEMMA 2.2. Let y(t) b e a solution of (1.1) satisfying y(0) = a, y’(0) = b. Let Z 
be the largest interval with left endpoint zero for which y(t) exists and is nonnegative. 
For a! > 0 let 
+) = I a - bar 1 
OL + lbl 
and 
M(a) = sup It > 0: c(u)‘-” > (A - 1) 1’ (s + @4(s) ds/ . 
0 
If OL > 0 and t E [0, M(a)) n Z then 
YW G 
t+a 
[c(a)‘-” - (A - 1) s; (s + a)” 4(s) ds]l’+1) ’ 
Proof. Clearly y(t) satisfies 
(2.3) 
y(t) = a + bt + It (t - s) 4(s) yA(s) ds. 
0 
So for (Y > 0, 
u(t) __ = + - “s’; i” + a) + lt @ + s’ ; f + a) $(s) (s + a)” (s)’ ds. 
t+a 
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Hence 
N L < ’ a ; ‘a ’ + 1 6 1 + j)(s) (s + CL)” (2)” ds. 
t+a 
(2.4) 
Using Lemma 2.1 on (2.4) yields (2.3). 
THEOREM 2.3. Let y(t) 6e a positive solution of (1. I) with y(0) = Q and 
y’(O) = 6. If, fov some cq, > 0, c(cx,,)~-~ > (A - I) fz (s + CY$ 4(s) ds, where 
c(a) = 1 a - ba j/a + 1 6 j , then y(t) is a proper solution, lim,,, y’(t) = d where d 
is nonnegative and finite, and 
[ 
I 1 
l/L-II 
d ’ c(aJ-A - (A - 1) J;c$(s) (s + 01~)~ ds ’ 
Proof. Since y(t) is a positive solution of (1.1) either (i) or (ii) of Lemma 0. I 
holds. Let y  = c(c@~ - (A - 1) sz (s + 01a)*$(s) ds. 
By Lemma 2.2, 
for t E I. Hence, if I is bounded then y(t) is bounded. So (ii) of Lemma 0.1 
cannot hold. So (i) holds, that is y(t) is a proper solution. Since y(t) > 0 we have 
by (1.1) that y’ > 0. So lim,,, y’(t) = d exists (may be CO). Since y(t) > 0, 
d > 0. Clearly (2.4) implies d < (I/y)l!(*-l). 
Consider, for example, the solution y(t) of the equation y” = e-*ya, y(0) = a, 
y’(0) = a, where a > 0. To show that y’(t) is bounded it suffices, by Theorem 
2.3, to show f(a) > 0 for some OT > 0, where 
fca) = (a 1 I - i ( + a)-’ - r (s + a)” e+ ds. 
It is not difficult to show such an a exists if and only if a < 5 and in this 
case f(a) achieves its maximum at (Y == 1. In fact, if a < Q and (Y = 1 then a 
simple calculation gives f( 1) = (1 /a) - 5. H ence a < & implies y(t) is a proper 
solution and limt+,, y’(t) < u/(1 - 5a). Using the results of Section 3, one can 
show y’(t) is bounded for a < 1. This is best possible since et is the solution 
when a -= 1. 
THEOREM 2.4. There exist positive proper solutions of (I. I) with 0 < 
lim,,, y’(t) < co if and only if jr t^$(t) dt < 00. If y(t) is such a solution then 
r(t) - dt for some d > 0. Furthermore, if sy t”+lqG(t) dt < 03 then 
y(t) = dt + c + d”[l + o(l)] 1% (s - t) s^$(s) ds (2.5) 
for some constants d and c. 
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Proof. Suppose sr t%j(t) dt < co. Then sr (t + l)“$(t) dt < 00. Let y(t) 
be the solution of (1 .l) with y(0) = y’(0) = a > 0. Clearly y(t) is positive. In 
the notation of Theorem 2.3 let OL,, = 1. Then c(c+,) = a. If a is such that 
l/&l > (X - 1) lr (t + I)“c#(t) dt then, by Theorem 2.3, y(t) is a proper 
solution of (1.1) and lim,,, y’(t) < 00. Since y”(t) > 0, 0 < a < lim,,,my’(t). 
Conversely, suppose y(t) is a positive proper solution of (1 .I) with 0 < 
lim,,, y’(t) < co. Let d = lim,,, y’(t). Since lim,,, y(f) = co we have by 
1’Hospital’s rule that lim ttP y(t)/dt = 1. Hence y(t) N dt. Integrating (1 .I> 
from t to co we get 
y’(t) - d = - lffic$(s)yA(s) ds 
= - 
s 
to1 4(s) [ 1 + o(l)] (ds)” ds 
= - dA[l + o(l)] s,a 4(s) sh ds 
so J; 9$(s) ds < 00. 
Now, if we also assume jr t*+‘+(t) dt < 03, then for t > 0, 
= tm (s - t) s%$(s) ds 
I 
(2.6) 
(2.7) 
I 
m  
< 
t 
sAfl$(s),ds < a. 
Let z(t) = y(t) - dt. Since z’(t) = y’(t) - d we have by (2.6) and (2.7) that 
sr z’(t) dt < co. Hence lim,,, z(t) = c exists and is finite. Also by (2.6) 
i 
m 
z(t) - c = - Z’(T) dr 
t 
= irn dA[l + o(l)] j-a 4(s) So ds dT 
7 
= dA[l + o(l)] IrnJLY 4(s) SA ds d7 
t T 
= dA[l + o(l)] irn (s - t) s+$(s) ds. 
Therefore, (2.5) holds. 
110 S. D. TALIAFERRO 
COROLLARY 2.5. If J: t$$(t) dt < cc, then for each y  > 0 there is a positive 
proper solution of 
y” = 4(t) yA, Y(O) = Y 
such that 0 < lim,,, y’(t) < co. 
Proof. Since Jr t”+(t) dt < co we have by Theorem 2.4 that there exist a 
positive solution u(t) of (1.1) such that 0 < lim,,, u’(t) < CD. Let y  > 0. Let 
ye(t) be the unique positive decreasing solution of y” = 4(t) y”, y(0) = y. 
Clearly there exists t, > 0 such that u(t,,) > yo(t,) and u’(t,) > yi(t,). By Lemma 
0.2 and the fact that the solution of y” = C(t) y’, y(0) = y  depends continuously 
on J’(O), there esists 01 > y;(O) such that if yt(f) is the solution 
?“I = d(t) YA, y(O) = Y, y’(0) = Y 
then y&t,) < yl(to) < u(t,,) and yi(t,,) < y;(to) < u’(t,). Hence by Lemma 0.2 
ye(t) < yl(t) < u(t) for t > t, . 
By uniqueness of >lo(t), lim,,, y;(t) > 0. Since yl(t) < u(t), lim,,, y;(t) < 00. 
EXAMPLE 2.6. Consider again Example 1.6 in which c)(t) N ctU. By the 
previous theorem there are solutions with 0 < lim,,, y’(t) < 03 if and only 
X + o < - 1. Let y(t) be such a solution. Then y(t) m dt for some constant 
d > 0. Furthermore if A + 0 < -2 then there are constants d and b such that 
y(t) = dt + b + WI + o(l)] [ (x + o + lJ’(A + ~ + 2) ] tAfof2. 
3. SOLUTIONS SATISFYING (III) 
In this section we study positive proper solutions of (1 .l) which satisfy: 
(III) fim y’(t) = 00. 4 
LEMMA 3.1. Let t, > 0. If qS(tI) > 0 then there exists M > 0 such that the 
right maximal interval of existence, Z = [tl , to), of a solution, y(t), of 
y” = C(t) yA, y(h) >, M, v’(h) > M (3-l) 
has finite length and lim,,,O y(t) = ;o. 
Proof. Since C(t) is continuous there exists E > 0 such that 4(t) > E for 
t, < t < t, -t- E. Let u(t) be a solution of uU = EU~, u(0) > 0, u’(O) > 0. Multi- 
plying both sides of .uU = EW’ by 2~’ we get 
[(u’)‘]’ = & (,A+l)‘. 
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Integrating from 0 to t and solving for u’(t) we get 
u’(t) = [& ( u”‘l(t) - uAf’(0)) + uyo)2]1’z 
and so 
‘2E @r-l - u(0)A+l)  u’(o)2)j1’2 & = t. 
h + 1 (3.2) 
Since the integrand on the left side of (3.2) is integrable on [u(O), co) we see 
that the right maximal interval of existence for u(t) is [0, t2) where 
cc 2E t, = s (- u(o) h + I( u~+l - u(O)A+l) + u’(O)~)-~‘~ du < 0~). 
Also limt+ u(t) = 00. 
Let M = max{u(t, - e/2), u’(t, - 42)). Let y(t) be a solution of (3.1). Let 
v(t) = u(t - t, + t2 - e/2). Then a(ti) = u(t, - c/2) < M < y(t,), v’(tJ = 
u’(t, - e/2) < M < y’(ti) and V” = EZ?. So by Lemma 0.2, o(t) <y(t) for 
t, < t < t, + E. But 
t lj-n,, r(t) = ljm u(t) = co. 
+I +2 
So y(t) has right maximal interval of existence I = [ti , to) where to < t, + 42 
and by Lemma 0.1 lim,,&t) = co. 
THEOREM 3.2. If C(t) has compact support there are no positive proper solu- 
tions of (1.1) satisfying (III). 
If 4(t) does not have compact support and Jr +5(t) dt < a~ then through eaery 
point on the positive y  axis there is a positive proper solution of (1.1) satisfying (III). 
I f  J-z t”+(t) dt = KI then either: 
(i) through each point on the positive y  axis there are injnitely many positive 
proper solutions of (1.1) satisfying (III); OY 
(ii) there are no positive proper solutions of (1.1) satisfying (III). 
Remark. Conversely Wong [12] h as p roved that if there exists a solution of 
(1 .l) satisfying (III) then J-r [4(t)] 1/(n+2) dt < co where n = (h - 1)/2. By virtue 
of the inequality 
s 
m 4(t)ll(2+n, dt < (6 ~-1z”+l~,,l+“~)‘1+n,.‘12+“) (j-m t”$(t) dt)1’(2+n’ 
0 0 
we have that jr t”+(t) dt < co implies Sr+(t)1i’2+n) dt < XI. 
Proof. I f  C(t) has compact support and y(t) is a positive proper solution of 
(1.1) then y”(t) = 0 for all t > to where to = sup{t 3 O:+(t) > O}. So y(t) 
does not satisfy (III). This proves the first statement of the theorem. 
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Suppose 4(t) does not have compact support and Jog t%+(t) dt < W. Assume 
there exists y  > 0 such that there is no positive proper solution of (1.1) satisfying 
(III) and passing through (0, y). 
Let OL,, be the slope at zero of the positive decreasing solution of y” = 4(t) y’, 
y(0) = y. For a > 01~ let y,(t) be the solution ofy” = d(t) y”, y(0) = y, y’(0) = (Y. 
Since 4(t) does not have compact support there exists f,  > l such that $(tl) > 0. 
Bv Lemma 3.1 there exists M > 0 such that if u(f) satisfies 
us = qqt) UC’, u(tJ =: M, u’(tl) = M 
then limt+t 
1 u(t) = co for some t, with f,  < t, < ‘JO. Since y:,(t) > 0 we have 
yL(t1) 3 y;l(o) = M = u’(t1) 
and 
Hence by Lemma 0.2, ~,~(t) > u(t) for t, < t < t, . So y,,,(t) blows up in finite 
time. Therefore, if 
S, = {a > 01~: yJt) blows up in finite time} 
By Corollary 2.5, if S, = (a > ar,: ya. has bounded slope} then S, # 0. 
By Lemma 0.2 if 01~ E S, and 01~ E S, then 0~~ < CX~ . Hence sup S, < inf S, . 
Since we are assuming there is no ol > CQ such that lim,,, y&(t) = co, we have 
sup S, = inf S, = /3. Now either 
or 
Suppose (2) holds. Let t, > 0 be the point where yB blows up. Since 4(t) 
does not have compact support there exists t, > t, such that 4(ti) > 0. By 
Lemma 3.1 there exists M > 0 such that any solution of (3.1) blows up in 
finite time. By Lemma 0.1 limt,,, ya(t) = lim,,,Oyi(t) = co. Hence for some 
t, < t, , ya(ta) > M and I{ > M. So by continuous dependence on initial 
conditions and Lemma 0.2 there exists cy with cya < OL < /3 such that y&(ta) > M 
and yi(t,) > M. Since y”(t) >, 0, y&ti) > M and y:(ti) > M. So yu(t) blows up 
in finite time. Hence (Y E S, which contradicts (Y < /3. So (2) cannot hold. 
Suppose (1) holds. To handle this case we make the change of variable 
t 
S=t+l’ 
y(t) u(s) = __ . 
t+l 
(3.3) 
Then 
u”(S) = g(s) d(s) 
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where g(s) = (t + l)“+“+(t). Note that g(s) is continuous for 0 < s < 1 and 
1’ (1 - s)g(s) ds = jrn (t + l)A$(t) dt < 00. 
0 0 
For OL > a0 let U,(S) = y=(t)/(t i-- I). By 1’Hospital’s rule 
Let M = maxocs<r us(s) andL = max(l(u,” - uzA)/(u, - U$ : 1 u1 / < M + 1, 
] ua / < M + 1, ur # ~a}. Choose 6 .> 0 such that 8eLSJ-s)g(s)ds < +. Let 
01 = /3 + 6. Let s,, E (0, 1) be the first point at which U,(S) 3 us(s) + 1. Such an 
so exists because QI E S, . For 0 < s < so we have 
u,“(s) - u;;(s) = g(s)[um^(s) - USA(S)]. 
Integrating twice from zero to s we get 
u,(s) - 44 = 6s + j-‘cs - t)g(t) (ucxY5) - us”(5)) d5 
0 
(3.4) 
d * + I oa (1 -5) g(5) LMO - 449) d5. 
By Gronwall’s inequality we have 
u,(s) - uB(s) < 8 exp L [ jos (1 - 4)dE) dl] 
<S exp L [ j-’ (1 - 5)d5) de] 
0 
-4 
for 0 < s < s, . But uJso) - us(so) = 1, a contradiction. So (1) cannot hold. 
Hence our assumption that there are no positive proper solutions of (1.1) 
satisfying (III) and passing through (0, y) is a se. This proves the second state- f  1 
ment of the theorem. 
To prove the final statement we assume s: t”+(t) dt = 00. Suppose there 
exists a > 0 and a positive proper solution m(t) of 
Y” = 4(t) YA* y(0) = a 
satisfying (III). Let b > 0. Let y+(t) be the positive decreasing solution of (1.1) 
with y+(O) = 6. Clearly there exists to > 0 such that ya(to) > y+(to) and y:(t,) > 
y>(t,). By Lemma 0.2 and continuous dependence on initial conditions, there is 
a positive solution yb(t) of (1.1) such that 
YAW = h and L(to) < YXto) -=I YXto). 
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By Lemma 0.2 yb(t) is a proper solution and by Theorem 1.1 yb(t) is unbounded. 
Since $,(t) is increasing we have either ~!~(t) satisfies (II) or (III). The former is 
ruled out by Theorem 2.4. So yB(t) satisfies (III). 
To complete the proof we need only show that if there is one positive proper 
solution, I”, passing through (0, a), a > 0 satisfving (III) then there are 
infinitely many such solutions. Let y+(t) be the positive decreasing solution of 
(1.1) with y+(O) = a. Then ,17>(o) <J,:(O). I f  y(t) satisfies (1.1) ~(0) = a and 
-,$(O) <y’(O) <y:(O) then y+(t) <3(t) <u&t) for t > 0 by Lemma 0.2. 
By Theorem 1.1 lim,-, y’(t) > 0. Hence by Theorem 2.4, y(t) satisfies (III). 
DEFINITION. For y  > 0, let A(y, 4) and B(y, 4) be the following conditions: 
-g(y, 4): There exists at most one solution of (1.1) satisfying (III) passing 
through (0, y); 
B(y, +): There exists exactly one solution of (1.1) satisfying (III) passing 
through (0, y). 
In Theorem 3.10, 3.11 and 3.12 we will give sufficient conditions on 4(t) 
for B(y, +) to hold for all y  > 0. 
COROLLARY 3.3. If -9(y, , 4) holds for some y0 > 0 and ST t’+(t) dt = 03 then 
for each y  > 0 there is exactly one positive proper solution of (1.1) passing through 
(0, y), namely the positive decreasing solution of Theorem 1.1. 
Proof. Since St t”+(t) dt = CC either (i) or (ii) of Theorem 3.2 must hold. 
Since A(r,, , $) holds, possibility (i) is ruled out. So (ii) holds. Since Jr t*+(t)dt = ~CC 
there are no positive proper solutions satisfying (II) by Theorem 2.4. So all 
positive proper solutions satisfy (I) and by Theorem I. 1 there is exactly one such 
solution through (0, y) for each y  >. 0. 
THEOREM 3.4. Zf B(ro , +) holds for some yU > 0 then: 
(i) B(y, 4) holds for ally > 0; 
(ii) Ij yO(t) and yI(t) are proper positive solutions of (1.1) satisf3)ing (III) 
then 1 yl(t) - yo(t)l decreases to zero as t + CO. 
Proof. I f  SC t.‘+(t) dt = cc then B(y, 4) does not hold for any y  > 0 by 
Theorem 3.2. So Jz t*+(t) dt < 00. Since &a, $) holds, qS(t) does not have 
compact support by Theorem 3.2. So again by Theorem 3.2 through every point 
(0, y), y  > 0, there is a proper positive solution of (1.1) satisfying (III). 
Let ‘yl be positive and not equal to ‘yO . Let y,,(t) be the unique positive proper 
solution of (1.1) satisfying (III) and passing through (0, l/o). Let yl(t) and yz(t) 
be positive proper solutions of (1.1) satisfying (III) and passing through (0, ri), 
We will first show 1 >ll(t) - yo(t)I is decreasing. 
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Case I. Suppose yr > y,, . Now we claim yr(t) > y,,(t) for all t 3 0. For 
suppose yr(t) < ya(t) for some t > 0. Let t, = inf(t > 0: yr(t) < ys(t)}. Then 
Yl(4l) = Y&o) and YlN > YoW f  or 0 < t < t, . Hence y;(ts) d yh(ta). By 
uniqueness of the initial value problem, y;(&,) # yi(t,). So y;(t,) < yi(ts). Hence 
there exists t, > t, such that yr(tJ < yu(tl) and y;(tr) < yi(tr). By continuous 
dependence on initial conditions and Lemma 0.2 there exists a solution ya(t) of 
(1.1) with y!,(O) = ‘yO and y;(O) < y;(O) such that 
Y&l) < Y&l) < Y&l) and YXh> < rXt1) < Y&). 
Hence by Lemma 0.2, yr(t) < y.Jt) < y,,(f) for t > t, So ya(t) is proper and 
satisfies (III). This contradicts the fact that B(r,, , +) holds. So yr(t) > y,,(t) 
for all t > 0. 
Now we also claim that y;(t) < y;(t) f  or all t > 0. For suppose y;(tJ > yi(ta) 
for some tl > 0. Since yr(t,) > y,,(ta) there is a solution y4(t) of (1.1) with 
~~(0) = y. and ~83 > YXO) such that yO(&) < y4(t2) < yr(fa) and yi(ta) < 
yi(ts) < yi(fa). Hence by Lemma 0.2, y,,(t) < y4(t) < yr(t) for t > t, . SO y4(t) 
is proper and satisfies (III). This again contradicts the fact that B(ro ,4) holds. 
So y;(t) < y;(t) for all t 3 0. So 1 yr(t) - ys(f)l is decreasing. 
Case II. Suppose ‘yr < ‘yo . The argument in this case, to show I yr(t) - ys(t)l 
is decreasing, is similar to Case I and will be omitted. 
Similarly / ya(t) - yO(t)/ is d ecreasing. Hence 1 yz(t) - y”(t)1 + / yr(t) - y”(t)1 
is bounded on [0, co). So 1 yz(t) - yr(t)l is b ounded by the triangle inequality. 
We can assume without loss of generality that y;(O) >, y;(O). By Lemma 0.2 
ya(t) >, yi(t) for f  2 0. Therefore 
y;(t) - y;(t) = 4(t) [y,“(t) - y,^(t)l 3 0. 
so 
y;(t) - Y;(t) 2 Y;(o) - A(O) 
and hence 
Y&) - m > [Y;,(O) - A(O)1 t. 
Since ya(t) - yr(t) is bounded this implies that y;(O) = y;(O). Hence ye(t) = 
y,(t). So B(rt , 4) holds and since yr was an arbitrary positive number, B(y, 4) 
holds for all y  > 0. 
To complete the proof we need to show I yr(t) - yO(t)i decreases to zero. We 
can assume without loss of generality that y,(O) > ~~(0). Then as already esta- 
blished n(t) - ye(t) is positive and decreasing. Let c = lim,,, yr(t) - ye(t). 
Then c > 0 and n(t) 3 c + y,,(t) for t > 0. By the mean value theorem for 
each t > 0 there exists h(t) E (0, c) such that 
cc + row - You = X(YoW + WY1 c. 
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Hence 
y;(r) - y;(t) = &t) [y,“(t) - y,^(t)] 
3 4(t) [(vow + 4^ - Yowl 
= 4(t) X&(t) + h(QIA-’ 
(3.5) 
> c$( t) A&‘(t) 
Since y;(t) - y:(t) > 0, y;(t) - y;(t) is increasing. Since also yr(t) - y,(t) is 
decreasing, y;(t) - y;(t) < 0 for all t > 0. Hence lim,,, y;(t) - y;(t) < 0. 
Since yr(t) - ys(t) 3 0, lim t+a y;(t) - y:(t) = 0. Integrating (3.5) from t to co 
we get 
-b;(t) - A(t)1 3 AC lY 9w v;-‘(5) Aif. 
Integrating (3.6) from 0 to co gives 
(3.6) 
[Y,(O) - 3’0(0)1 - c 2 AC Jb*ia 4(&.~-‘(5) 4f dt = Xc I= &J(5) y;-‘(t) dt. 
0 
Hence if c > 0 then sz &$([)y~--‘(~) dt < co. But integrating-y:(t) r=+(t) y:(t) 
twice from 1 to t gives 
Ye(t) =?oU) + (t - l)Y;u) + Ii (t - hw)YoY5)a. 
'1 
Hence, for t 3 1 
So by Gronwall’s inequality we have for t > 1, 
Jf$J ,( [yo(l) + I v#)ll exp [( kWI)YtWd~] 
< bo(l) + I rLXl)ll exp [lm &%7r%) dt] -c ~0. 
So by 1’Hospital’s rule 
03 = ‘tl+E y;(t) = f’+rf J* < co 
a contradiction. Hence c = 0 and 
gym -YOM = 0. 
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LEMMA 3.5. Let y > 0 and d(t) and #(t) IJ e nonnegative and continuous for 
t >, 0 with $(t) < z,b(t) (C(t) > 3(t)). Suppose B(r, 4) holds. If y(t) and u(t) me 
positive proper solutions of y” = b(t) yA and u” = #(t) 12 respectively satisfying 
(III) and y(0) = u(O) = y then y(t) 3 u(t) (y(t) < u(t)) for t 3 0. 
Proof. Assume 4(t) < P(t). Suppose y(tl) < u(tl) for some t, > 0. Let 
t, = sup{t < t,: y(t) > u(t)}. Then y(t,,) = u(t,,) andy(t) < u(t) fort, < t < t, . 
By the mean value theorem there exists t, E (to , t,) such that I’ < u’(Q. By 
Lemma 0.2 and continuous dependence on initial conditions there is a solution 
v(t) of (1.1) with v(0) = y(O) and v’(0) > y’(0) such that y(tz) < v(tJ < u(t2) 
and y’(t,) < v’(tn) < u’(t,J. Hence by Lemma 0.2 v(t) < u(t) for t >, t, . But 
since B(y, +) holds v(t) tends to + co at a finite value of t, which contradicts 
v(t) < u(t). So y(t) > u(t) for t > 0. The case when b(t) >, z,b(t) is proved simi- 
larly. 
LEMMA 3.6. If yl(t) and y,(t) are positive solutions of (1 .I), ~~(0) < ys(O), 
and y;(O) <y;(O) then there exists c > 1 such that y*(t) 3 cyl(t), t >, 0. 
Proof. For a 2 0 and t > 0 let y(t, CZ) be the solution of 
Y” = C(t) YA, y(O) = ~(0) e’, y’(0) = y;(O) ea. 
Since ea and 4(t) y\ are continuously differentiable functions of a and y  res- 
pectively and h+(t) y-l is continuous on ((t, y): t 3 0, y  > 0}, we have that 
y(t, Q) is a continuously differentiable function of a and that 
Since 
rat, 4 = Pi@) yA-l(4 41 ya(t, 4 
YaO 4 = ~~(0) en, yi(O, a) = y;(O) ea. 
Y”(t, 4 = [4(t) -Y-v, a)] y(t, a) 
3@,4 = rdo) e”, y’(0, a) = y;(O) e” 
we have by Lemma 0.2 that 
Y& 4 2 y(t, a) (3.7) 
for a > 0 and t > 0. Dividing both sides of (3.7) by y(t, CZ) and integrating from 
0 to a we get 
logy(t, 4 - log Y(f, 0) 3 a 
and hence 
(3-Q 
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Now choose a, > 0 such that ye(O) > eQo yr(0) and y;(O) 3 eaoy;(0). Then by 
Lemma 0.2 
y&) 2 y(t, U”). 
Hence by (3.8), 
ye(t) 2 e”Oy(t, 0) = f?y,(t). 
Letting c = eao completes the proof. 
THEOREM 3.7. If  B(yo,#) h Id f  o s or some y0 > 0 and c(t) is a nonnegative 
continuous function such that lim,,, c(t) = E,, where 0 < E,, < co then for each 
y  > 0 there exists a unique positive proper solution 3:(t) of 
JW = E(t) 4(t) y’, Y(O) = Y (3.8) 
satisfJ)ing (III). Furthermore if Jo(t) is the unique positive proper solution of 
yz = 4(t) yA, Y(O) = Yo 
satisfying (III) then for all y  > 0, 
y.>,(t) - (I /Eo)lJ‘+-l) To(t). 
Proof. Since B(ro, $) holds, we have by Theorem 3.2 Jg PC(t) dt < cc and 
d(t) does not have compact support. So st A(t) 4(t) dt < ~3 and e(t) 4(t) does 
not have compact support. So by Theorem 3.2 through every point (0, y), 
y  > 0 there exists a positive proper solution of (3.8) satisfying (III). 
Suppose that for some y  :- 0 there are two positive proper solutions Jl(t) 
and y2(t) of (3.8) satisfying (III). 
Bv Theorem 3.4, through each point (0, y), y  :> 0 there is a unique positive 
proper solution of (I .I) satisfying (III). Furthermore all these solutions approach 
ye(t) as t ---f ‘~0. Hence bv Lemma 1.3, if c is a positive constant then through ever! 
point (0, y), y  .> 0 there is a unique positive proper solution of y” = c+(t) y” 
satisfying (III) and these solutions approach (lj~)l;(~~-rr I,(t). Hence, if 
to > 0, q(to) = inft+l (c(t)) and c,(t,) = supt>t,{c(t)) then there exists unique 
positive proper solutrons y-(t) and J+(t) of 
and 
? n = q(t0) #J(t) y, ?‘(to) = YI(t”) 
y” = +(to) 4(t) yA, At,) = ?‘dto) 
respectively satisfying (III). Furthermore 
and 
JJ-( t) - (E1( to))l,-‘) y,,(t) 
x+(t) - (EZ(tO))l;(l-,~’ ye(t). 
(3.9) 
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Since 
for t > to we get by Lemma 3.5 that 
Y+(f) G Yl(4 G Jr-(t) (3.10) 
for f  > t, . Theorefore by (3.9) and (3.10) for each q > 0 and t, > 0 there 
exists M(r,, t,) > t, such that for t 3 M(q, tJ 
(1 - rl) (~z(4J)1’c1-A~ Ye(f) < Y+(f) 
G 4’1(t) 
< y-(t) 
< (1 + ‘7) (~1(fo)Y”-” ?‘o(t). 
Hence 
Yl(G - (1 l%)“(A-l~ Y&J (3.11) 
Similarly 
yp(t) N (l/#/(*-l) yO(t). (3.12) 
We can assume without loss of generality that y;(O) <y;(O). Hence by Lemma 
(0.2) ~~(1) < ya(1) and y;(l) < y;(l). So by Lemma 3.6 there exists c > 1 such 
that yz(t) > cy,(t) for t >, 1. By (3.11) and (3.12) yl(t) NJQt), a contradiction. 
Therefore for each y  > 0 there is a unique positive proper solution y,,(t) of (3.8) 
satisfying (III) and y,,(t) N (l/~)l/(~-l) y,,(t). 
THEOREM 3.8. IfA(y,,,$)h Id f  o s or some y,, > 0 and e(t) is a positive continu- 
o~;F;$on such that lim,,, c(t) = E,, where 0 < q, < co then A(y, ~4) hoIds for 
Proof. We divide the proof into three cases. 
Case I. Suppose C(t) has compact support. Then E(t) 4(t) has compact sup- 
port. So by Theorem 3.2, 4(y, ~4) holds for all y  > 0. 
Case II. Suppose 4(t) does not have compact support and jz t”#(t) dt < a. 
Then by Theorem 3.2 B(rO, 4) holds. Hence by Theorem 3.7 B(r, ~4) holds for 
all y  > 0; which implies A(y, ~4) holds for all y  > 0. 
Case III. Suppose J-7 t$5(t) dt = co. Then by Corollary 3.3 for each y  > 0 
there is exactly one positive proper solution of (1.1) passing through (0, y), 
namely the decreasing one. 
Suppose there exists a positive proper solution, xl(t), of z” = e(t) 4(t) Zx 
which satisfies III. Let M = sup{(l/e(t)): 0 < t < co}. By Lemma 1.3 z+(t) = 
(1 /nf)l’(- zl(t) is a positive proper solution of z” = ME(t)+(t) z? satisfying 
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(III). Let y,,(t) be the decreasing positive solution of (1.1) with y,-,(O) = as(O). 
Choose t, > 0 such that ys(t,) < zs(ts) and yi(ts) < .z$(t,). By continuous 
dependence on initial conditions and Lemma 0.2 there exists a solution yr(t) 
of (1.1) with ~dt~) <Y&) < +(t,), Y&J <Y&J < 4k,), ~~(0) = Y@) and 
y;(O) > y;(O). By the first paragraph of Case III, yr(t) is not proper. .However 
since Me(t) C(t) 3 +(t) for t 3 0, we have by Lemma 0.2 that ye,(t) < yr(t) < 
x2(t) for t > t, , a contradiction. Hence there are no positive proper solutions of 
2” = c(t) b(t) ZA which satisfy III. So A(y, +) holds for all y > 0. 
THEOREM 3.9. Let 4(t) be positive and continuoz& d@erentiable for t > 0. 
Suppose that for some y0 > 0, B(yO , 1,4) holds, C(t) N #(t), and 
where c may be f  03. If  either: 
(i) sz t”+‘+(t) dt < CC for some E > 0; 
Of 
(ii) c < (A + l)/(A - 1); 
then 1 < c < (A + l)/(h - l), B(y, 4) holds for all y  > 0, and all positive proper 
solutions of (1 .l) satisfying (III) are asymptotic to 
! 
(A + 1) - c(h - 1) 
2 1 
lj(A-1) 
((A - 1)/2 ,r; ;(+I2 d++l’ 
as t--t co. 
Proof. Since B(yo , #) holds we haae by Theorem 3.2 that sr t”+(t) dt < a. 
Hence 
\a 4(t)“’ dt = f  t-n;2(tA#(t))112 dt 
'1 
< (I” t-” dt)1’2 (I” h)(t) dtj1j2 < co. 
So jz (Cl(t)l/* < co. For t > 0 let 
f(t) = h _ 1 --? log ((A - 1)!2 ;; #(+I” d7 1 * 
f  ‘(4 = x _ 1 
W”” > 0 
m 
__ 
s 2 t 
z,b(~)l’~ dr 
and 
(3.13) 
f  “W I = y [ 1 - (&,’ irn dW’2 d’].Lf WI2 
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Suppose (ii) does not hold. Then c > (A + 1)/(X - 1) and (i) holds, i.e. 
jr Wa,h(t) dt < co for some E > 0. Hence 
Let 01 = (A - I)/(h - 1 + E). Then 01 < 1 and hence ther exists t, > 0 such 
that 
f”(t) 
[ml” < --lx 
(3.14) 
for t > t, . Integrating (3.14) from to to t and solving forf’(t) we get 
f’(t) < 
1 
4t - to) + &y 
(3.15) 
for t > t, . Integrating (3.15) from to to t we get 
f(t) - f(tcJ < + 1% (4 - to) + $J) - $ 1% &J 
and hence 
P < [a(t - t,) + &-J= If’(to)]“” &) (3.16) 
for t > t, . Using (3.13) we get 
( (A - 1) ‘2 ;; #(T)“’ dr 1 
?/CA-l) 
-==I [ 4t - 43) + & 1 lim [f'(t,)]'l" $W 
for I > t, . Hence there exist positive constants a and b such that 
(, J; &* dT )*‘+l) < (at + W” 
for t > t, . Theorefore, since (l/a) (A - 1)/2 = (A - I + l )/2, we have 
( 
1 
i 
I.\-l+r)!* 
at + b 
< f5 $(T)“” dT 
-t 
=s 
m 
T-(A+r)12 (TA+~~(7))1/* dT 
t 
cc l/2 cc 
< 
(I 
+4+4 & 
t ) (S t 
T~+~/J(T) d$” 
= (A + E _’ 1) e-1 ( T”+‘I&) d’) ’ ‘* 
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for t > t, . Hence 
(,\ + E _ 1)1'2 t(&-1):" 
(& + QL-1+4/E 
- < ( j]'j 7*+q(7) dJ' 
for t > to. So 
(A$- E - 1) 
&l+f 
= p+c I,- T”+~z/‘J(T) d7 
which contradicts J”: T”+~(T) LE7 < m. Hence c C: (X + l)/(h - 1). so 
lim f’(t) - A - ’ 
t-m lf’(t)l* 
T-(1 -c) > --I. 
Also c > 1 because if c < 1 then lim,,, (f”(t)/[f’(t)]“} > 0 and this would imply 
that f’(t) tends to -+ 0~) at a finite value of t. Since Iim,,Q {f”(t)/[.f’(t)]‘> ;> -- 1 
there exists to > 0 and R E (0, 1) such that (f”(t)/[f’(t)]*} > --a for t 2 t, . By a 
procedure similar to the one used to derive equation (3.16) we get 
efct) > e’c’o’[f’(to)]“” [a(t -- to) + -&J]“~. 
5 ,.o efu) is positive and has unbounded slope. izlso if 
$@) -f’V> i Lf’W 
e(A IIf 
then ef(r) is a solution of 3”’ = $(t)_IrA. Since I/J(~) == [.f’(t)]“/e’“--“f(t) we have 
:=z 1 + %‘(l - c) 
(A f- 1) - c(A - 1) > o ~~_ 
2 
the last inequality holding because c < (h + I)/(h ~- I). Hence by Theorem 3.7 
all positive proper solution of Fd = $(t) y* are asymptotic to 
[ 
(A -t 1) - c(X - 1) 1;(&1) efct, 
2 1 
Since 4(t) N t)(t) we have again by Theorem 3.7 that B(y, 4) holds for all oi > 0 
and all positive proper solutions of (1 .l) satisfying (III) are asymptotic to 
(A + 1) - c(h - 1) l’L\-1) 
I [ 
2/(,4-l) 
2 ~~~~~(T)~~* dr I ’ 
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Corollary 3.3 and Theorems 3.4, 3.7, and 3.9 indicate it would be desirable 
to have sufficient conditions on $(t) f or A(y, $) and/or B(y, 4) to hold for some 
y > 0. The following three theorems will be useful in this regard. 
THEOREM 3.10. If+(t) and 4(t) are positive and continuous for t 3 0, $(t) - 
#(t) and tA+3t,b(t) is decreasing for t > t, > 0 then B(y, 4) holds for all y  > 0. 
Proof. Suppose there exists y0 > 0 such that there are two positive proper 
solutions ~-i(t) and y.+(t) of y” = #(t) y passing through (0, y,,) satisfying (III) 
with y;(O) < y;(O). 
Now we claim there exists t, 3 f, such that tlyi(tl) - a(&) > 0. For if not 
then 
g;(t) - y1(t) < 0 
for t 3 t, . Hence 
for t > t, . So 
for t > t, , which contradicts the fact that n(t) satisfies (III). By Lemma 0.2 
ya(ti) > yl(tl) and yi(tl) > y;(tJ. Let ys(t) be the solution of y” = #(t) yA 
with yz(t,) = yl(tl) and yL(tl) = +(y;(tl) + y;(Q) by Lemma 0.2 
Y&> G Y*(t) G Y3(4 
for t > t, . So y*(t) is a positive proper solution of y# = #(t) yA satisfying (III). 
In y” = z)(t) yA we make the change of variable 
u(s) = 2p ) s = ltg(~) d7. 
1 
Then 
tg’(t) u”(s) + [2g(t) + tg’(t)] u’(s) - $qt) tW(s) = 0. 
If g(t) = 1 /t’ then 2g(t) + tg’(t) = 0 and 
u”(s) = f  (s) d(s) (3.17) 
where f(s) = tA+3#(t) is decreasing for 0 < s < l/t1 since the transformation 
s = J;, g(T) d 7ta est k h eintervalt,,(t<coontoO<s<I/t,. 
Let t+(s) = yl(t)/t and us(s) = y2(t)/t. Then ~~(0) = ~~(0) and 
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Also by 3.17 zl;( ) s an ua s are nonnegative. Hence ui(s) and pa are positive d “( ) 
increasing functions for 0 < s < l/t1 . Also by Lemma 0.2, 11i(s) < up(s) and 
U;(S) < U;(S) for 0 < s < l/t, Since ~pr(t) and ,~s(t) satisfy (III) 
Ji,? ul(s) = ,$I, us(s) = 03. 
- 1 
(3.18) 
Let sl(u) and sa(u) be the inverses of u,(s) and U,(S) respectively. For i E {I, 2j 
we have 
Hence 
s;(u) = -[s;(u)]“f(Si) d. 
Therefore 
(3.19) 
Since q(s) < us(s) for 0 < s < liti , ~~(4) > se(f) for q(O) < 5 < 00. Hence, 
since f(s) is decreasing, f(si(5)) < f(ss(t)) for u,(O) < E < co. SO 
~~io,fMtN 5” dt G ~~~o~fMtN P 45 (3.20) 
Since u;(O) -C u;(O), (3.19) and (3.20) imply s;(u) > s;(u) for u,(O) < u < 00. 
Since s,(u,(O)) = s,(u,(O)) there exists E > 0 and u,, > u,(O) such that 
44 - s&4 > E (3.21) 
for u 3 u0 . But by (3.18) lim,,, sr(~) = lim U.+m $a(~) = 1 /t, and this contradicts 
(3.21). Hence A(r, I/J) holds for all y  > 0. Since t”+“+(t) is decreasing and positive 
there exists M > 0 such that 0 < tA#(t) < M/P. So sz P+(t) dt < CO. So by 
Theorem 3.2, B(y, #) holds for all y  > 0. Hence by Theorem 3.7, B(r, 4) holds 
for all y  > 0. 
THEOREM 3.11. Suppose d(t) is nonnegative and continuously diffmntiable 
for t > 0, yO(t) is a posifive proper solution of 
Y” = w> Y”, Y(O) > 0, y’(0) > 0 (3.22) 
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satisfying (III) and 
[( 
(3.23) 
Then B(y, $) holds for ally > 0. Furthermore if W(t) satisfies (3.22) W(0) > y,,(O), 
w’(0) > y;(O) and lV(O)/lV’(O) = ya(O)/y6(0) = c then 
W(t) > (t + c) [(t + C)“‘y;--n(t) - (y;-=(o) - w’-yo)) Ca-yfl-*) 
foranyolsuchthat l<ti<Aandar(cr-1)2/(X+l)<:h--. Andifw(t) 
sutisJies (3.22), w(O) < y,,(O), w’(O) < y;(O) and w(O)/w’(O) = c, then 
w(t) < (t + c) [(WI-“(o) - y;-“(o)) Pp-u) 
for a us above. 
Proof. Choose 01 such that I < c1 < h and a(a - 1) 2/(A + 1) < h - 01. Let 
I= -03, ( 
cn-I 
2(” - 1) y;-‘(O) ) 
and c - Rm . 
Y;(o) 
For aEl let 
f(u) = [y;-“(o) - 2(” - 1) P%z]r’(r-Q) and m = f f  (4. 
Then f  (0) = ye(O), g(0) = (l/c) ~~(0) = y;(O) and f’(u) = (2/caP1) f”(a). Let 
y(t, u) be the solution of 
Y” = N> YAP Y(O) = f  (4, Y’(O) = g(4* 
Then y(t, 0) = ye(t). Let 
Ye7 4 z(t, a) = - . 
t+c 
We will sometimes write y and z in place of y(t, u) and z(t, a) respectively. Also 
by z,(t, a) we mean (a/&z) z(t, a). We then obtain 
2 = (t + c)“-1$(t) zA - &z’ 
z(0, a) = +f (a), z’(0, u) = 0 
(3.24) 
z; = h(t + c)“-l$(t) &ha - 2-x’ t+c cl 
%(O, 4 = p(u), 
(3.25) 
&(O, u) = 0. 
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Let u(t, u) = ~(t, a). Then 
UC = [,(a - 1) ($j’ + a(t + cy-l r)(t) m-q u - 2 24’ 
t+c 
u(O, a) = &P(u), 
(3.26) 
u’(0, a) = 0 
Let 
and 
F(t, a) = qt + cy-II+(t) z”-yt, a) 
G(t, u) = a(, - 1) [s]” + (.Y(t + c)“-‘+(t) z”-l(t, u). 
Then by equations (3.25) and (3.26) we have 
@a - u)” + & (za - u)’ = Fz, - Gu. (3.27) 
Multiplying (3.27) by (t + c)~ we get 
[(t + c)’ (z, - u)‘]’ = (t + c)’ [Fz, - Gu]. 
Integrating (3.28) from 0 to t we get 
(3.28) 
(t t c)’ [%(f, a) - u(t, 41 
= +;(O, u) - ~‘(0, u)] + jot (T + c)” [F(T, a) z,(T, a) - G(T, u) U(T, a)] dT 
= c”[z;(O, U) - ~‘(0, u)] + j” (T  -t C12F(T, U> [X,(7, U) - u(T, U)] dT 
0 
+ j” (7 + C)’ u(T, Q) [F(T, a) - G(T, a>] dT- (3.29) 
0 
Dividing (3.29) by (t + c)” and integrating from 0 to t yields 
Za(f, a) - u(t, a) = z&O, a) - u(0, u) + c2[&(0, a) - u’(0, u)][+ - +] 
+lt& o i 
‘(6 + d2u(l, a)[% a) - G(5, al d5 dT. 
(3.30) 
Now multiplying (3.24) by 2(t + c)~ z’ gives 
[(t + c)4(4”l’ = & (t + C)+$(t)(z~+‘)‘. (3.31) 
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From (3.31) and (3.23) we get 
2 
Kt + 44(421’ G A + 1 __ (t + Cy+3~(t)(z~+l)’ 
+ & [(t $- c)~+3c)(t)]‘z~+l 
= & [(t + Cy’y(t) d’-I]‘. (3.32) 
Integrating (3.32) f  rom 0 to t and dividing by (t + c)’ [z(t, a)]* gives 
1 z(F a4’ I 
2 2 
-f-- <x+1 
- (t + c)“-l+(t) z”-l(t, a) 
2 
c4[2’(0, 41’ - h + 1 ___ c~‘“~(O) 2+yo, u) 
+ (t + g4X2(t, a) 
e & (t + c)A-‘c)(t) zyt, u) (3.33) 
because ~‘(0, a) = 0. Using (3.33) we have 
W, 4 - W, 4 
= (A - LY)(t + c)“-1$(t) &l(t, a) - ,(a - 1) [$-$,, 
> (A - LY)(t + c)“-‘4(t) z”-‘(t, a) - 2y;l l) (t + c)“-1$(t) zA-yt, a) 
= (h- 
[ 
a)-,(a- 1) &] (t + c)++(t) .&‘(f, u) 
3 0. (3.34) 
Also 
Using (3.34) and (3.35) in (3.30) we get 
(3.35) 
4, a> - u(t, a) t $ f=(u) 
I oT (t + c)‘F(t, a)[%(& a) - ~(.$,‘a)]-d( dr. (3.36) 
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Let a E.Z be fixed. We claim z,(t, u) - u(t, u) 3 0 for t > 0. Suppose not. Since 
~~(0, u) - ~(0, u) > 0 there exists t, > 0 such that 
X&, n) - up, a) > 0 for 0 < t < t, 
and ~(t, , 4 - ~(t, , u) = 0. Letting t = t,, in (3.36), we get 
a contradiction. So for all a E 1 and t 3 0, z&t, u) 3 u(t, u) = z”(t, a) and hence 
(3.37) 
< I ‘-$+d[ 0 1 
=- 
[ (a - l)L(t, 6) 1 
Solving (3.38) for z(t, u) gives 
x(t, u) 2 [zl-“(f, 0) - ((2 - 1) all/(*-a) 
for a > 0 and a E I. Also if a < 0, using (3.37) we get 
--a = 1 1 dc$ 
‘[I 
Solving (3.40) for z(t, u) gives 
(3.38) 
(3.39) 
(3.40) 
(3.41) 
if a < 0. 
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Since Ye(t) satisfies (III), 
0 = lim 1 
[ I 
a-l t + c c 1 a-1 t-m rl(t) = lim - tqrn YOM = f’iI 21-q, 0) (3.42) 
Suppose a > 0 and a E I. Then 
1 
z=-yo, 0) - (a - l)a = [-&]m-1 - (a - 1)a > 0 
But by (3.42) 
lim ’ 
C t-m zyt, 0) - (a - l)n] = -(a - I)a < 0. 
So for some t, > 0, [l/z=-l(t, , O)] - (a - 1) a = 0. Hence by (3.39) z(t, a), and 
thus y(t, a), tends to CO at a finite value oft if a > 0 and a ~1. 
Suppose a < 0. Then by (3.41) 
44 a) < [ -(a !- 1)a I 
l/Lx-l) 
* 
So r(t, a) < [l/--(01 - 1) ~]l/(~-l) (t + c). So y(t, a) does not satisfy (III) if 
a < 0. 
By applying continuous dependence on initial conditions and Lemma 0.2 to 
the results of the previous two paragraphs we get by the usual argument that 
B(y,(Q 6) holds. H ence by Theorem 3.4 B(y, 4) holds for all y > 0. 
One easily checks that everything that we have done up to now in this proof 
goes through in the same way if we take 
f(a) = fJa) = [yi--a(O) - (1 + l )(CY - 1) aP]l’(l-3 
provided E > 0 (but not if E = 0). Solving (3.43) for a we get 
(3.43) 
a = (YPW - ff-“(4 [ (1 + :;;; _ 1) ] 
If we take 
then y(t, a) = W(t) and a > 0. So by (3.39) 
W(t) 3 (t + c) [@+&y - (y’d-“(0) - p”(o)) fIj!-]-) 
9 
Letting E --+ 0 we get 
Jv> > (t + 4 [ y$@;; 
, 
_ (y;-“(o) _ ~7&“(0)) c”-l]l”l-a) 
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I f  we take a = (y;--*(O) - z:‘-‘(O)) c+i/[(l -f- l ) (a -- I)] then y(t, Q) = z(r) 
and a < 0. Using the above value of a in (3.41) and letting E -> 0 we get 
w(t) < (f + c)[(zP(O) -y;-“(o)) Pp’. 
THEOREM 3.12. Suppose 4(t) - z/(t) where #(t) is positive and continuously 
d@mntiable and 
(t”+“$(t))’ > 0 
fey t 3 0. If  j; t+&(t) dt < co then B(y, 4) holdsfor a21 y  ; 0. I f  s; P+(t) dt = CC 
then for each y  > 0 there is exactly one positive proper solution of (1.1) passing 
through (0, y), namefy the positiz~ decreasing solution of Theorem 1 .I. 
PYOO~. Suppose there exists a positive proper solution Jo(t) of 
y” = #(t) yA (344) 
satisfying (III). Since lim t-Tmyi(t) = co there exists to >. 0 such that y:(t) > 0 
for t > to. By the second paragraph of the proof of Theorem 3.10, there exists 
t, > to such that tlyi(tl) - yo(tl) > 0. Now for t > t, we have 
[[(t - tl) + 2&A+3 4(t)/’ = [( 1 - tlyy(tlyq~-3 t”+3#(t)]’ 
0 
The right side of the above equation is the derivative of the product of two 
positive increasing functions which is therefore nonnegative. Hence by Theo- 
rem 3. II, applied with zero replaced with t, , we get that there is at most one 
positive proper solution of (3.44) p assing through (tl , yo(tl)) satisfying (III). 
So, by Lemma 0.2 and continuous dependence on initial conditions, d(y,(O), (CI) 
holds. Hence, by Theorem 3.8, A(y, 4) holds for all y  > 0. So if J-s t+&(t) dt <: ,CC 
then B(y, +) h o Id f  s or all y  > 0 by Theorem 3.2, and if J-T t%)(t) dt = ccj then 
by Corollary 3.3, for each y  > 0 there is exactly one positive proper solution 
of (1.1) passing through (0, y), namely the positive decreasing solution of 
Theorem 1.1. 
Suppose sr t^#(t) dt = co. Then either (i) or (ii) of Theorem 3.2 holds. If  
d(t) -+(t) and (tA+3#(t))’ > 0 then by Theorem 3.12(ii) holds. In the following 
example we will construct a +(t) such that (i) holds. We first prove a lemma: 
LEMMA 3.13. Let a > 0 and b > 0 be fixed constants. For A > 0 let yA(t) 
be the solution of 
3”’ = /gyA, y(0) = a, y’(0) = b. (3.45) 
Then yA(t) is not a proper solution and if t, is such that 
g YAO) = a 
then dt, increases with A and lim,,, At, = 0~). 
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Proof. Using (3.49, we get as in the proof of Lemma 3.1 
and 
From (3.46) it is clear that Bt, is increasing with d and lim.,,, At, = ,TC~ 
EXAMPLE 3.14. Let y(t) be a C’(- 03, T,) function such that 0 < y(t) < 1, 
y(t) = 0 for t < 0 and t > 1 and y(t) =’ 1 for $ < t < 2. Let 4(t) = 
xF=‘=, A,y(rZ,(t - k)) where the ‘?lr > 2 are chosen inductively as follows: We 
choose d, > 2 such that the solution of 
y” = A,y(al(t - l))J”, y(0) = y’(0) = 1 
is a proper solution. Such an d, exists by Lemma 3.13. If  =1,, -4, ,..., A, > 2 
have been chosen such that the solution of 
?‘I’ = 
[ 
il +@,(t - k))] y”, y(0) = y’(0) = 1 
is a proper solution then choose =2n+l > 2 such that the solution of 
[ 
n+1 
yn = 1 Aky(ilk(t - k)) 
I;.=1 1 
yA, y(0) = y'(0) = 1 
is a proper solution. Such an Jnfl exists bp Lemma 3.13. 
Since the y(~I~(t - k)) have disjoint support d(t) is P and the solutionI’, of 
3 ” = 40) yA, y(0) = y’(0) = 1 
is a proper solution. Also 
Since y;[(t) > 0 and y;(O) = 1, lim,-, y:(t) > 0. We cannot have 0 < 
lim,,, y;(t) < a3 by Theorem 2.4, so y,,(t) satisfies (III). So (i) of Theorem 3.2 
holds. 
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EXAMPLE 3.15. Consider, as in Examples 1.6 and 2.6, the case where 
4(t) N CY, c > 0. Then i?+“+(t) is asymptotic either an increasing or decreasing 
function for each u, -co < D < co. Hence by Theorems 3.10 and 3.12 A(r, 4) 
holds for all y  > 0. 
Case I. Suppose h + u > - 1. Then sz &j(t) dt = co. So by Corollary 3.3 
the only positive proper solutions are the decreasing ones and their asymptotic 
behavior is described in Example 1.6. 
Case II. Suppose /\ + u < -1. Then sc PgS(t) dt < co. So by Theorem 3.2 
and A(y, 4) holding we have B(y, 4) holds for all y  > 0. Since 4(t) N c(t + I)“, 
B(y, c(t + Ipi) holds for all y  > 0 by Theorem 3.7. Also 
h[(c(t + I)“)-‘;‘]’ bK (~(7 + l),)l” d7 = (T . 
0+2 
But X + u < - 1 implies u/(u + 2) < (/\ + l)/(h - 1). So by Theorem 3.9 
all positive proper solutions of I .l satisfying (III) are asymptotic to 
[ 
(0 + uo + h + 1) 1’(A-1) t-(0+2’,,A-1, 
c(X - 1)” 1 
Putting the results of Examples I .6, 2.6 and 3.15 together we see that we have 
proved the following facts about the equation 3”’ = c)(t) -~a where 4(t) N ct”, 
c > 0. 
1. I f  X + u < -2 and y(t) is a positive proper solution then either 
a > o (9 u(t) = a + (1 + o(1)) [cfz”/(u + 1) (u + 2)] to+* for some constant 
, 
(ii) y(t) = at + b + [I $ o(l)] [a+/@ + u + 1) (h + u + 2)] t.‘+of2 for 
some constants a and b, a > 0; 
(iii) y(t) N [(u + 2) (0 + h + l)/c(X - l)L]l/(A-l) t--(“+2)~(A-1). 
There are solutions of all three types. 
3 -. I f  -2 < X + u < - 1 and y(t) is a positive proper solution then either 
(i) y(t) = a $- (1 + o(1)) [caAj(u + 1) (0 + 2)] toe for some constant 
a > 0; 
(ii) y(t) N at for some constant a > 0; 
(iii) y(t) N [(a + 2) (u + X + 1)/c@ - 1)2]1”,\--1’ t-‘u+2)l(A-1). 
There are solutions of all three types. 
3. I f  h + u > - 1 and u < -2 and y(t) is a positive proper solution then 
r(t) = a + (1 + 41)) cu + f;(; + 2) t”+2* 
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4. If u = -2 and y(t) is a positive proper solution then 
1 l/(A-1, 
y(‘)“L(h-l)logt * 1 
5. If 0 > -2 and y(t) is a positive proper solution then 
r(t) - ( 
(u + 2)(0 + A + 1) 1~(A-1)tm(o+2) ‘(A-1, 
J c(A-1)” , 
’ . 
These five statements are the results Fowler [4] (see also Chapter 7 of Bellman 
[l]) gets for the equation 
yv = py". (3.47) 
However, his methods do not seem to generalize to the equation y” = 4(t)y” 
where +(t) N P. Also for the equation (3.47) part (iii) of the first and second 
statements can be sharpened to 
r(t) - [ 
(0 + m + h + 1) l”A-l’ t-(o+2),(A-l) - () 
(A - 1)2 I 
as t--t co. 
To see this we need only note that 
[ 
(0 + uu + A + 1) liCA-l) t-(o+2),(A-l) 
(A - I)? 1 
is a solution of (3.47) and then apply Theorems 3.10, 3.12 and 3.4. 
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