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Product development efforts are extremely important to a company's success in 
today's global competitive business environment.  Yet, these highly consequential 
efforts are terribly nebulous to a point that past experiences are inherently underutilized. 
This thesis demonstrates a methodology to quantify past product development efforts in 
an attempt to better utilize past experiences. 
The methodology is centered around conducting an observational study, using 
regression analysis to expose relationships between various aspects of past product 
development efforts. In the study, products developed in the past serve as observational 
units, various cost and time variables serve as dependent variables, and a variety of 
variables characterizing product development efforts serve as independent variables. 
The nominal group technique is employed, along with formal personal interviewing, to 
identify the many different variables targeted for data collection. 
Regression analysis is used to test and identify relationships between the 
multitude of combinations of dependent and independent variables. Three simple model 
forms are used to 'capture' any potential relationship:  a straight line model, an 
exponential model, and a natural-logarithmic model. Dependent-independent variable 
combinations that have met a given statistical criteria, in one of these three model 
forms, are labeled statistically notable, and later classified as practically relevant. 
The applicability of the methodology is demonstrated by presenting 'generic' 
results obtained by making use of information and historical data from  a well 
established electronics company who wishes to be referred to as Company X. These 
results show that cost and/or time increase with the increase in: the number of parts in a 
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 Quantifying Product Development Efforts: A Methodology
 
1. INTRODUCTION 
The ability to develop products successfully is critical to the  success of 
individuals, companies, and the nation as a whole.  One could argue that product 
development is the backbone of the economy  goods (and services) are the fruits of 
product development efforts! An economy is almost inconceivable without product 
development. Yet, for something so important and critical to success, few understand 
what really determines a successful product development effort. 
Many facets of product development have been studied and many books and 
journal articles have been written on the subject of product development. However it 
remains a mystery to many, if not all, who practice the art. Product development is very 
nebulous and no two products are ever developed the same way. Furthermore, there are 
extreme competitive pressures which drive companies to speed products to market as 
fast as they can, yet keeping costs as low as possible. Companies have little time and/or 
money to 'study' the subject of product development. In fact they barely have time to 
understand all the details of their own product development efforts. 
One would be hard pressed to find any design and manufacturing  company 
which attempts to learn from their past product development efforts because there just 
isn't the time or the money. Many companies would argue that their own experiences 
are probably the most applicable and valuable source of knowledge and insight into 
what makes a product development effort a success, for them. Of course engineers, 
managers, and other personnel gain experience day-to-day as they go about their work, 
but only in a very limited manner. Few, if any, involved in product development get an 
overall and detailed perspective of the many product development efforts a company 
has undertaken. 2 
All that can be learned about product development should be learned to increase 
one's chances of success. However, how does one go about learning from past product 
development efforts? In particular, how does one study something so indefinite in an 
effective and straightforward manner? The thesis addresses this problem by presenting 
a methodology for quantifying product development efforts to help companies learn 
from their past. 
Chapter 2 (Background) provides background material on product development 
which should help the reader understand the motivation behind this research  effort. 
Chapter 3 (Research Methodology) presents the research methodology, as it applies in 
general to any company which develops products from conception through production. 
Chapter 4 (Example) provides the results and related discussions  on applying the 
methodology at an actual company. Chapter 5 (Conclusion) wraps up the thesis with an 
evaluation of the methodology, possible applications of the results generated from 
applying the methodology, and recommendations for further research. 3 
2. BACKGROUND - PRODUCT DEVELOPMENT 
Product development is a difficult topic to discuss, beginning with the  term 
`product development' itself. What one person calls the product development process, 
another person may refer to as the design process. Another person may insist that it is 
actually the manufacturing process; still others may call it the process of bringing 
products to market. However, most, if not all, would agree that this process of creating 
a new product involves different stages of activities.  Since progressing from earlier to 
later stages is a process of development, the process of creating a new product will be 
herein after referred to as product development. 
There are many resources to help people and companies develop  products. 
Books on how to manage product design first appeared well over 30 years ago and, 
especially during the past decade, there has been a wealth of literature on the subject 
(Hollins and Pugh, 1990).  Brown and Eisenhardt concur, and state:  "the product-
development literature is vast, ranging from broad-brush explorations to in-depth case 
studies and across many types of products, firms, and industries"  (Brown and 
Eisenhardt, April 1995).  There are books and articles that present 'new' product 
development approaches or philosophies such  as concurrent engineering, design for 
manufacturability, and integrated product and process design.  Treacy and Wiersema 
(Spring 1995) note: "Volumes have been written on how to turn an apparently hapless 
product development process into a streamlined, replicable, well-structured  set of 
activities." Although all the sources of information on product development are indeed 
useful and many have similar content, none of them preach exactly the same thing. 
After researching the topic one may even find it difficult to identify exactly how and 
when a product development venture begins and ends. What goes on in between is 
another story. 4 
2.1 A CHALLENGING ENTERPRISE
 
Saying product development is not easy is an understatement. It is often referred 
to as an art, sometimes a 'black art' (Kmetovicz, 1992), and Dimancescu and Dwenger 
(January 1996) have described product development as a mine field in which there are 
five times more failures than successes. Nijssen and Lieshout (October 1995) agree that 
new product development is a complex and sizable activity, with only a low rate of 
commercial success.  As companies of all shapes and sizes throughout the world 
practice this 'black art', it is arguably one of the most pursued and least successful 
ventures. 
There is no shortage of support for the view that product development is 
challenging.  Brown and Karagozoglu (February 1993) state that, "effective modern 
product development is a complex activity, one that demands  a lot of effort, 
concentration, and leadership." Bringing products to market involves  a great deal of 
knowledge and insight. There are management and technical problems that challenge 
even the best and the brightest. In the preface of Successful Product Design (Hollins 
and Pugh, 1990), Hollins states:  "After twenty years in engineering and sixteen years 
designing products in industry, most of that time at the management level, I had come to 
the conclusion that I still did not know how to organize the design process." 
Product development is so difficult, largely due to the fact that the process is 
nebulous. Most would agree that no two products are developed the same way. What 
all is involved depends on the situation, which is  never exactly the same.  In The 
Mechanical  Design  Process  (Ullman,  1992),  Ullman  states,  "developing  a 
manufacturable product from an initial need is not an easy job. The process is different 
from product to product and industry to industry ..."  Similarly, Steven Wheelwright, a 
Stanford Business School professor and  one of the few academics to study how 
products move from concept to loading dock states (in regards to product development): 
"Companies tell us it's an art, not a science. They can't even say what kind of art it is, 
because the things that work differ from project to project" (Uttal, March 2, 1987). 5 
Few, if any, would be so bold as to state that they truly understand and could 
describe all aspects of 'the' product development process.  However, it is generally 
accepted that a product development effort transitions through standard phases or 
stages.  Miller (1993) and Shina (1991) include figures in their books labeling the 
phases of the development cycle as conception, design (or design engineering), testing, 
process planning, and production. These are rather broad and generic descriptors for the 
phases of product development. However, they are widely used. 
There are many models of 'how to organize the activities required for product 
development'. There are a handful of product development approaches or philosophies, 
like concurrent engineering (CE) and design for manufacturability  (DFM) with their 
own models.  Many such approaches suggest making extensive  use of teams 
representing all, or nearly all, aspects of the development process in the early stages of 
product development, and overlapping activities where feasible.  In the end however, 
the activities can still be categorized into the standard phases  of conception, design, 
testing, process planning, and production. 
Even if one is able to find a 'how to book' explaining how all the pieces of the 
product development puzzle fit. together (Kmetovicz, 1992), developing products is 
easier said than done! In fact, those who have tried developing products and failed may 
even claim that those who are successful are using 'black magic'.  Certainly, all who 
have tried would agree that it's not easy. 
2.2 A MATTER OF IMPORTANCE 
Product development is an important activity and field of study. In support of 
this view, consider the following excerpts from management journals attesting to the 
general importance of product development: 6 
Excerpt from "Leading the Way to Faster New Product Development," The Academy of 
Management Executive (Brown and Karagozoglu, February 1993) ­
The corporate and national concern about the decline of U.S. 
competitiveness in both domestic and global markets has led to  a 
reexamination and fresh perspectives on the methods by which modern 
firms compete with each other.  For U.S. firms in high-technology 
markets, one newly emphasized attribute of competitive success is the 
ability of a firm to move rapidly from advances in its core technologies 
to commercially successful new products (1). 
Excerpt from "Product Development: Past Research, Present Findings, and Future 
Directions," The Academy of Management Review (Brown and Eisenhardt, April 1995) ­
Product development is  critical because new products are 
becoming the nexus of competition for many firms (e.g.,  Clark & 
Fujimoto, 1991).  In industries ranging from software to  cars, firms 
whose employees quickly develop exciting products that people  are 
anxious to buy are likely to win. In contrast, firms introducing  off -the-
mark" products are likely to lose.  Product development is thus a 
potential source of competitive advantage for  many firms (Brown & 
Eisenhardt, 1995).  Product development is also important because, 
probably more than acquisition and merger, it is a critical means by 
which members of organizations diversify, adapt, and even reinvent their 
firms  to  match evolving market and technical  conditions  (e.g., 
Schoonhoven, Eisenhardt, & Lyman, 1990).  Thus, product development 
is among the essential processes for success, survival, and renewal of 
organizations, particularly for firms in either fast-paced or competitive 
markets. 
Excerpt from "What is the CEO's role in New Product Efforts?" Management Review 
(Hise and McDaniel, February 1989) ­
Probably no aspect of a company's operations is more important 
to its success than the new products it develops and markets.  New 
products are needed to replace offerings that are no longer competitive, 
and successful innovations frequently fuel corporate growth.  ...  On a 
larger scale, successful new products are one of the keys to improving 
America's global competitive position; within the last quarter-century, 
our share of world markets has plummeted from 25 percent to 13 
percent. 7 
The importance of new products is well documented.  The effects of new 
products significantly impact the bottom line. In a typical U.S. company, 35 percent to 
40 percent of present sales and/or profits are derived from products developed within 
the last five years (Hise and McDaniel, February 1989). For example, "prior to 1992, 
3M expected 25 percent of its corporate revenues to be generated by products that had 
been introduced over the previous five years; in 1992, this objective was modified to 30 
percent of all revenues to be generated by products introduced within the previous four 
years" (Clugston, 1991).  In a survey conducted by Group EFO Ltd. of 109 
manufacturers and retailers (including Campbell Soup, Quaker, Schering Plough, House 
of Seagram, 3M, Toyota, and AT&T), "sixty-five percent of the companies said they 
expected 30% or more of sow over the next five years to come from new products" 
(Miller, C., August 15, 1994). Companies are highly dependent on new products for 
their survival. 
2.3 A BATTLE AGAINST COST AND TIME 
In today's materialistic and rapidly growing world there seems to be plenty of 
business opportunity for those who want to get in the product development game. 
However, in a predominantly capitalistic and global economic  system, competition is 
certainly a factor adding to the challenge of product  development.  Furthermore, 
companies have a hard time keeping abreast with technological advances, especially 
those companies developing electronic products. These and other pressures affect how 
quickly new products are developed and the price for which new products are sold. 
Product development may be an art, but it is most certainly an element of 
business. And the goal of any business is, or should be to make money (Go ldratt, 
1992). The bottom line therefore is dollars. A standard view of being profitable in the 
product development game is to maximize revenues and minimize expenses. However, 
in this equation, 'profit equals revenue minus expenses', there is only one item that can 
be controlled directly - expenses. If revenue could be controlled, then every company 8 
could be successful.  Unfortunately that is not the case.  Revenue depends on the 
market, which companies can influence and corner at times, but can never truly control. 
On the other hand expenses (cost) are under the direct control of the manufacturer. 
Costs are very important. They can be controlled and they directly affect the 
bottom line.  Companies routinely look for ways to reduce operating and overhead 
expenses. However, there is a common view that all corporate costs originate within a 
product's design. Design decisions have a ripple effect spanning the entire life cycle of 
the product (Huthwaite and Spence, Summer 1989).  Additionally, "excessive costs 
frequently are encountered when new products are developed" (Hise and McDaniel, 
February 1989). Hence, product development and controlling costs go hand in hand. 
When a product is first introduced to market it usually is not designed and manufactured 
in the least costly manner.  Therefore, companies will typically go through a cost 
reduction where the design of the product and the manufacturing process is 'improved' 
so it is less costly. 
Although cost is the only variable which can be controlled directly in the profit 
equation, reducing cost is not the only thing a company can do. In fact, focusing on cost 
directly may not be the most important thing at all.  Juliard (February 1991) points out 
that "one of the greatest costs of product development is time: the time it takes to get 
from design to market." Streamlining new product development methods is so essential 
to U.S. competitiveness that the Malcolm Baldrige National Quality Award application 
specifically addresses it (Krehbiel, March 12, 1993). There is a long standing phrase 
that time is money; that phrase may be more true today than ever before. 
There have been a number of studies and findings to support the need for speed. 
A 1983 research study on a high-growth industry by McKinsey 
and Company consulting firm indicated that delays in getting  new 
products to market can be very costly. According to this study,  a six-
month delay in shipping a new product results in about a 33% reduction 
in profit when compared to a product being produced on time.  If the 
product was introduced on time, but at a 9% increase in production cost, 
the profit would be reduced only 20%.  Furthermore, even if the new 
product incurred a 50% development cost overrun, the lost profit would 
only be about 3% (Hall and Jackson, October 1992). 9 
The fmdings of a two-year study of major manufacturers directed by Stephen R. 
Rosenthal, professor of operations management at Boston University's School of 
Management are in agreement as well: "manufacturing in the 90's has become a keenly 
competitive race, so fierce in fact that American manufacturers must cultivate the ability 
to design, develop, and introduce new products very rapidly to the global marketplace" 
(Manji, December 1991). 10 
3. RESEARCH METHODOLOGY 
The motivation for this research stems from the needs and desires of companies 
focused on designing and manufacturing new products.  In general, design and 
manufacturing companies are experiencing pressure to reduce costs and introduce 
products to market faster, as mentioned in the previous chapter. Furthermore, it is the 
perception of the author, that 'product development companies'  are not taking full 
advantage of the opportunity they have to learn from their own experiences.  Could 
today's companies be 'moving' so fast to bring products to market that they are 
overlooking an opportunity to learn something that could give them  a significant 
competitive advantage? Remember the saying, "work smarter, not harder". Today's 
companies should consider looking at new ways to help them work smarter. 
What determines how costly a product development effort will be, or how long it 
will take to develop a product from start to finish? No one can truly say. The 'things' 
that determine cost and time for a product development effort  are in large part 
mysterious. Design and manufacturing companies would love to know what is going to 
determine cost and time for a new product under development.  Many engineers, 
managers, and other personnel may have ideas or theories as to what these 'things'  may 
be. However, it is unlikely there is any evidence to support their ideas and theories. 
Furthermore, there may be 'things' associated with cost and time which no one has 
considered. Identifying and understanding those 'things' and their association with cost 
and time could ultimately help companies develop products with reduced cost and time­
to-market (TTM). 
This thesis presents a methodology for quantifying product development efforts 
which can be used to help companies learn from their  past experiences.  The 
methodology can be viewed, in essence, as one big observational study or many small 
ones which center around  identifying  and  interpreting  relationships  between 
quantifiable aspects of historical product development efforts using  regression analysis. 
Regression is often used to identify and interpret relationships.  However, product 11 
development is more of an art than a science, and some may say it cannot be quantified. 
Therefore, the application of regression analysis to study product development  is 
somewhat enterprising. 
The products that a company has introduced to market  serve as observational 
units for the study. A company which produces different types of products (i.e. - toy 
boats, refrigerators, watches) would study these different types separately. Variables are 
chosen to represent product development efforts and then data is collected. Regression 
analysis is used to establish and test relationships between independent-dependent 
variables combinations. Quantifying product development efforts allows one to capture 
experiences and analyze them from a new perspective.  Through regression analysis, 
there is potential for discovering insights about product development efforts that may 
never have been suspected. 
3.1 IDENTIFICATION AND SELECTION OF VARIABLES 
Variables are used to 'capture' or numerically represent a product development 
effort.  Prior to statistical analysis, variables representing product development efforts 
must be identified and selected for data collection. Theoretically, there are an infinite 
number of variables one could collect data on. Determining which ones are useful or 
have the most value requires a carefully thought out approach. To assist with this task 
two concepts are established:  1) a conceptual model of variable categories, and 2) 
variable levels. 12 
Conceptual Model of Variable Categories 
Variables Characterizing a  Variables of 
Product Development Effort  Project/Product Success 
Project 
Cost Drivers 
Time 
Figure 3.1: Conceptual Model of Variable Categories 
The conceptual model of variable categories, shown in Figure 3.1, provides a 
framework for categorizing and discussing different types of variables which  are 
relevant to this research.  The conceptual model consists of two main categories of 
variables - .those characterizing a product development effort, and those which capture 
the success of a product development effort.  Variables which characterize a product 
development effort represent the product development effort itself and the deliverables 
of that effort (the product and production process). Variables of project/product success 
represent the success of a product development effort. 
Within the category of variables characterizing  a product development effort 
there are two sub-categories of variables  - project drivers, and product complexity. 
Project drivers represent the conditions, activities, and decisions of the  effort which 
initiate, dictate, or 'drive' the product development effort. Product complexity variables 
represent the complexity of the product design.  Within the category of variables of 
project/product success there are also two sub-categories of variables  - cost, and time. 13 
Cost variables represent the costs associated with the project/product. Time variables 
represent time aspects throughout the product development effort. Within this context, 
variables characterizing a product development effort are viewed  as determining or 
explaining variables of project/product success. 
Variable levels is a concept that can be used to further categorize variables. For 
simplicity, it is best to conjecture only two levels - high and low. High level variables 
capture 'big picture' type aspects of a product development effort such as the number of 
project requirements.  Low level variables capture detailed aspects of  a product 
development effort such as the number of part requirements.  Figure 3.2 provides a 
matrix with descriptors and example variables to further  convey the idea of variable 
levels. 
Variable Levels 
Variable Level  Descriptors  Example Variables 
Big Picture  Number of Project Requirements 
General  Production Line Cycle Time 
High  Summary  Number of Materials in the Product 
Whole  Production Line Development Time 
Total  Total Development Cost 
Detail  Number of Part Requirements 
Specific  Assembly Station Cycle Time 
Low  Individual  Material Type for a Particular Part 
Piece  Time to Develop a Particular Assembly Station 
Cost to Develop a Particular Part or Process 
Figure 3.2: Variable Levels 
The actual variables used in a study depends  on the company and type of 
product under study. However, one would be wise to consider using variables which 
address design for manufacturability (DFM) issues, especially if the company is 
interested in understanding what is associated with cost.  Stuart Pugh states:  "It is a 14 
well known fact that designing for manufacture is directly related to designing for cost 
and that the two are inextricably linked; this statement applies irrespective of whether 
the products are mechanical, electrical, or electronic" (Pugh, 1991). A similar link is 
also likely between a product's design and TTM. 
There are many other variables that one might consider using after reading 
through the DFM literature. Boothroyd and Dewhurst, the leading experts in the field of 
DFM, provide many sources on the subject which provide discussions and lists of 
rules/guidelines (Boothroyd, Dewhurst, and Knight, 1994).  There are many other 
sources of information from other well respected DFM experts as well. 
The first variable to consider for use in the study is 'number of parts'. Reducing 
the part count of a product is the most commonly known, and possibly most important, 
DFM guideline. In general, more parts suggest more designers, design equipment, part 
documentation, and more types of materials, material handling, manufacturing 
processes, etc. A design with fewer parts is generally considered a simpler design, 
which in turn takes less time and money to develop and manufacture. 
Along with reducing the total part count, the DFM literature also  suggests 
reducing the number of types of parts. In fact there are many DFM rules that are related 
to the idea of reducing parts. One may consider not only the variables number of parts 
and number of types of parts, but also number of moving  parts, number of part 
interfaces, number of types of materials, number of part interconnections, number of 
fasteners, number of tabs, number of rivets, number of press fits, number of labels, 
number of sub-assemblies, number of types of subassemblies, number of product 
functions, number of product features, number of manufacturing processes, and many 
more. 
In addition to these 'number of variables, one may also consider categorizing 
products according to specific attributes. As suggested in the DFM literature, products 
that are very large or very small are difficult to work with and manufacture.  The size of 
the product, therefore, may affect product development cost and TTM.  The DFM 
literature also suggests designing products with simple shapes. Products with complex 15 
geometry, again, are difficult to work with and manufacture. Therefore, product or part 
shape may affect product development cost and TTM. Other attributes such as product 
or part weight, reflectivity, magnetism, and heat and/or electrical conductivity may also 
affect cost and TTM. 
Besides the many DFM related variables, one should also consider company 
and/or product specific variables.  The inherent 'nature' of a type of product may 
suggest a particular variable. Specific product performance or quality measures should 
be considered for use as independent variables. Horsepower or fuel economy may be 
good variables to use for a company that develops and manufactures automobiles. 
Companies which develop food products may consider using shelf life, freshness,  or 
taste if this is an appropriate measure. 
Methods and techniques varying in degree of formality, structure, and group 
participation can be employed to identify and select target variables for data collection. 
The variables initially identified and selected are referred to as target variables because 
many of the variables may not have sufficient data readily available to warrant use 
during the regression analysis. 
One approach to identifying and selecting target variables is structured idea 
generation and selection by way of the nominal group technique (NGT). The NGT can 
best be described as "a special purpose technique useful for situations where individual 
judgments must be tapped and combined to arrive at decisions which  cannot be 
calculated by one person" (Sink, 1983). Sink (1983) describes using the technique in 
detail in "Using the Nominal Group Technique Effectively ".  In general the procedure 
involves key individuals addressing a carefully worded task  statement.  The key 
individuals may be experienced engineers, managers, and/or other personnel who have 
been involved in a variety of aspects of many product development efforts.  The 
participants advance through the phases of silent generation, round robin, clarification, 
voting and ranking, and discussion.  In the end a ranked ordered list of items is 
produced which all participants have equally contributed to and have a stake in. 16 
Depending on the circumstances, the effort required to conduct a NGT meeting 
may not be required or warranted.  In such cases an alternative is formal personal 
interviewing. This approach involves soliciting ideas for variables from key individuals 
one at a time in a formal structured manner.  To help formalize and structure the 
interviews, worksheets are used to ensure a focused and purposeful interview. A 
worksheet is provided for each variable category. Each worksheet contains a statement 
related to the particular variable category along with a short 'seed' list of variables 
proposed by the interviewer.  The interviewee is then asked to make changes 
(additions/subtractions) to the list.  New ideas for variables are uncovered through 
questioning and general discussions surrounding the worksheets. 
3.2 DATA COLLECTION 
An observational study makes use of historical or 'non-experimental' data. 
Ideally, data would be available on each observational unit for every target variable 
identified and selected.  However, there are two main reasons why data may not be 
available for a particular observational unit: 1) historical data was never recorded and 
cannot be recreated, and 2) data was recorded but the data for a particular observational 
unit is grouped or accounted for with data from other observational units. Reason 2, 
introduces the concept of data levels. Data levels refer to what extent or how data from 
individual observational units are grouped or accounted for. When data are recorded for 
individual products, that data is referred to as being at the product level. Data may also 
be grouped or accounted for by product families, and therefore data may also exist at the 
family level. 
There really are no methods and techniques, per se, for collecting historical data. 
One searches and hopefully acquires historical data.  Often times one begs, borrows, 
and/or 'steals' it. However, there are issues to consider surrounding data collection. In 
particular, the integrity of the data is very important. Data collection must be pursued 
as objectively as possible by taking data from the most official, documented, or direct 17 
source.  Documented sources of data include financial reports, product development 
checkpoint reports, product specification documents, bills of materials  (BOMs), etc. 
Data which does not come from a documented  source includes 'common knowledge' 
and 'expert knowledge' from experienced engineers, managers, and other personnel. 
When a documented or direct source of data is not available for  a variable that is 
assessed to be of significant value, estimates  may be created using the best means 
possible. Such estimates should only be used when they are absolutely necessary, and 
should be created using the fewest number of undocumented/indirect sources so that the 
estimates across observational units include a consistent bias. 
3.3 MODEL/RELATIONSHIP IDENTIFICATION AND SELECTION 
The discussions of methods and techniques for identifying  and selecting 
models/relationships are provided in section 3.3.2.  Section 3.3.1 provides general 
discussions on some of the basics of statistics and regression. 
3.3.1 STATISTICS AND REGRESSION BASICS 
3.3.1.1 OBSERVATIONAL STUDIES 
There are randomized experiments and observational studies. In a randomized 
experiment a chance mechanism is used to assign experimental units to groups. In an 
observational study there is no control  over the group status of the subjects. 
Additionally,  randomized  and experiments  observational  studies  are  further 
distinguished by the way in which experimental or observational units are selected. In a 
random sampling study/experiment units are selected from a well-defined population. 
All units in the population have an equal chance of being selected by way of a chance 
mechanism. This ensures that all sub-populations are represented in the sample in about 
the same proportion as in the overall population. 18 
Statistical inferences of cause-and-effect relationships  can be drawn from 
randomized experiments, but not from observational studies.  Ramsey and Schafer 
(1997) point out: "There is a tendency to sometimes think of the explanatory variable 
as a causative agent and the response as the effect, even with observational studies. 
With randomized experiments, cause-and-effect terminology  is  appropriate; with 
observational studies it  is not.  With data from observational studies, the most 
satisfactory terminology describes an association between the  mean response and the 
value of the explanatory variable."  Furthermore, because a chance mechanism is 
employed in random sampling studies, inferences  can be projected back onto the 
population from which the sample population was drawn from. However, if a chance 
mechanism is not employed inferences cannot be projected. 
3.3.1.2 REGRESSION ANALYSIS 
At the heart of regression analysis is the regression model, or equation.  It is 
used to describe the distribution of one variable as a function of another variable. The 
variable whose distribution is described is called the response (dependent) variable, and 
is customarily represented by the letter 'Y'.  The variable used to describe the 
distribution is the explanatory (independent) variable, and is customarily represented by 
letter 'X'. The regression of a response variable Y, on an explanatory variable X, refers 
to the means of the distributions of Y as a function of X. The notation li{YIX}' is used 
to represent regression and is read as, "the mean of Y as a function of X." From this 
point forward gyy will be used in the place of MYIX}, for brevity. 
Many different functions can be used to model the value of a response variable 
Y as a function of one or more independent variables.  It may be reasonable in some 
situations to use the model [t(Y) = Bo + 131X for unknown model parameters Bo and Bi 
(Teta-Knot' and 'Beta-One', respectively). In this model, Y is a linear function of X 
(for a given 130 and B1) and also a linear function of 130 and B1 [because Lt(Y) = cB0 + dB1 19 
with c = 1 and d = X]. In the model g(Y) = Bo + 131X2, g(Y) is not a linear function of 
X, but it is a linear function of Bo and B1 [because .t(Y) = c130 + d131 with c = 1 and d = 
X2]. When it is said there is a linear statistical model for Y, it means that 11(Y) is a 
linear function of the unknown parameters 130 and 131 and  not necessarily a linear 
function of X. Thus g(Y) = 130 + B1(logX) is a linear model (since logX is a known 
constant). If the model relates ii(Y) as a function of Bo and 131 only, then the model is 
called a simple linear regression model. If more than one independent variable is used 
in the model, say, X1, X2, ..., Xk, then the model takes the form it(Y) = Bo + B1X1 + ...+ 
BkXk, and is called a multiple linear regression model. (Wacker ly, et al., 1996) 
In the simplest sense, regression analysis is a statistical method of fitting an 
equation form to empirical data. A method known as 'least squares' is generally used to 
fit a regression equation such that the fitted model has the least  sum of squared 
residuals.  A residual is the discrepancy of the observed  response value from its 
estimated mean as determined by the regression model.  The least squares method 
determines the model parameters (13o,  131; and possibly B2,  133,  etc. for multiple 
regression) that make the sum of squared residuals as small as possible, hence the name 
least squares. 
Regression analysis is one of the most widely used statistical tools.  If used 
properly, regression can be employed to determine the difference in mean values of two 
samples, determine whether the  mean value of multiple samples are equal or 
significantly different, and/or determine whether one particular sample is different from 
the rest.  Regression can also be used to determine causal relationships  between 
variables (or effects), and/or expose relationships between variables.  Furthermore, 
regression can be used for prediction and calibration.  If and how regression should be 
used depends on the purpose and type of study,  as well as the variables and data 
involved. 
Generally, simple (simplistic) models are preferred to complex models as they 
are more likely to make intuitive sense and be more useful in practice. Ramsey and 
Schafer (1997) state, in regards to multiple regression models:  "As a general rule, it is 20 
appropriate to find the simplest model - the one with fewest parameters - that adequately 
fits the data. This ensures both the most precise answers to the questions of interest and 
the most straightforward interpretation." 
3.3.1.3 STATISTICS AND TERMINOLOGY 
There are many regression and general  statistical terms associated with 
regression analysis.  Descriptions, largely adapted from Ramsey and Schafer's The 
Statistical Sleuth (1997), are provided here for those concepts and terms which are of 
particular importance for this research. 
Indicator Variables 
There are different types of variables. Some variables represent data that have a 
wide range of values. The number of points a basketball player scores in a game can be 
represented by a variable 'Number of Points'. 'Number of Points' may take on a range 
of values depending on the player and the game. The value of 'Number of Points' over 
six games could be 2, 24, 0, 14, 33, 7. To indicate whether the player scored at all, an 
indicator variable would be used. Indicator variables take on one of two values:  1 and 
0. A '1' (one) indicates that an attribute is present, and a '0' (zero) indicates that the 
attribute is absent. The values of an indicator variable 'Player Scored', indicating the 
attribute that 'the basketball player scored' in the same six games mentioned previously 
would be: 1, 1, 0, 1, 1, 1, respectively. 
R-Squared 
The R-squared statistic, or 'coefficient of determination' as it is often referred to 
as, is the percentage of the total response variation explained by the explanatory 
variable. R-squared values range between 0 and 100%.  As an example, an R-squared 
of 65% for the regression of a response variable Y as explained by an explanatory 
variable X should be read as, 'sixty-five percent of the variation in Y was explained by 
the linear regression on X.'  The statement is phrased in the past tense because  R­21 
squared describes what happened in the analyzed data set. Judgment of what constitutes 
`good' values for R-squared depends on the context of the study. In precise laboratory 
work, R-squared values under 90% may be low enough to require refinements in 
technique or the inclusion of other explanatory information.  In some social science 
contexts, however, where it is rare that a single variable explains a great deal of the 
variation in a response, R-squared values of 50% are considered remarkably good. 
P-value 
The P-value is a statistic used in hypothesis testing. For most situations, to test a 
hypothesized value for a parameter, a t-statistic is formed  as the t-ratio obtained by 
supposing the hypothesis is true.  The t-distribution is used to judge whether the t-
statistic is a likely value for a t-ratio and, hence, whether the hypothesis is reasonable. 
The P-value, used as a measure of the credibility of the hypothesis, is the proportion of 
all possible t-ratios that are farther from zero than is the t-statistic. As a t-distribution is 
two-sided, depending on the hypothesis under test, the P-value may be a one-sided P-
value or a two-sided P-value. The numerical value of a P-value ranges from 0 to 1. If 
the P-value is small, like .005, then either (i) the hypothesis is  correct and the sample 
happened to be one of those rare ones that produce such an unusual t-ratio, or else (ii) 
the hypothesis is incorrect.  Although it is impossible to know which of these two 
possibilities is true, the P-value indicates the probability of (i) and, therefore provides a 
measure of credibility for that interpretation. The smaller the P-value, the stronger is 
the evidence that the hypothesis is incorrect. 
What constitutes a 'good' P-value is subjective. However, in most cases, people 
don't get very excited if the P-value is greater than 0.10. Ramsey and Schafer (1997) 
provide a 'starting point' for interpreting P-values. A P-value in the range from 0 to 
0.01 is considered 'convincing' evidence for the hypothesis. A P-value from 0.01 to 
0.05 is 'moderate', 0.05 to 0.10 is 'suggestive, but inconclusive', and a P-value much 
more than 0.10 provides 'no' evidence. 22 
Influential Points: Outliers and Leverage 
An outlier is an observation that is judged to be far from its group average. It is 
possible that an outlier is a 'bad' data point reflecting an error in data collection or 
experimental methods. However, an outlier may reflect a 'true' recording and is just a 
special case. Outliers may represent meaningful information and warrant investigation 
into why they exist. However, in most situations outliers are removed from a data set as 
they generally don't tend to influence the outcome ofan analysis significantly. 
The ability of an observation, or 'case', to influence the fit of a regression model 
is captured in a statistic called leverage. A case's leverage reflects its potential for 
causing problems. The leverage of a case is a measure of the distance between its 
explanatory variable value and the average of the explanatory variable values in the 
entire data set. A case with high leverage greatly influences the model fitted. An 
illustrated example of how a point with high leverage greatly  influences the model 
fitted, is given in Figure 3.3. 
Fitted Model with 
Influential Point  .) 
Y 
Fitted  Model  with 
Influential Point Removed 
Figure 3.3: Fitted Models and Points with High Leverage 23 
The figure shows the observations as plotted points represented by stars, "". 
The point enclosed in parenthesis, `(*)' is the influential point with high leverage.  Two 
fitted models are shown. The dashed line represents the best fitted model using all of 
the observations. The solid line represents the best fitted model when the influential 
point is removed from the analysis. The two fitted models  are completely different, 
simply due to one point.  Although the influential point may be a true  or valid 
observation, its high leverage influences the fit of the model as much, or more than all 
the other observations combined. For this reason, in some circumstances observations 
with high leverage are removed from a regression analysis as not to let one or a few data 
points 'over-influence' the majority of the data. 
Confidence: Intervals and Bands 
When reporting statistical parameters it is  common to provide the estimated 
value along with a corresponding confidence interval  to express the degree of 
uncertainty surrounding the particular estimate. A confidence interval is constructed to 
reflect a specified confidence level, ranging from 0 to 100%, and the endpoints of the 
confidence interval are referred to as confidence limits. The term 'confidence' refers to 
what is known about the long-term frequency of the procedure, rather than a statement 
about the probability for a particular sample. Typical confidence levels are 90%, 95%, 
and 99%. A 95% confidence interval will contain the parameter if the t-ratio from the 
observed data happens to be one of those in the middle 95% of the sampling 
distribution. Since 95% of all possible samples lead to such t-ratios, it is safe to say that 
the procedure of constructing a 95% confidence interval is successful in  capturing the 
parameter of interest in 95% of its applications.  However, it is impossible to say 
whether it is successful or not on any particular application. Many people act as if the 
95% corresponds to the probability that the particular interval  does contain the 
parameter.  Ramsey and Schafer (1997) state, "although this is not what the  theory 
based on the t-ratio indicates, there is little harm in using this casual interpretation in 
practice." 24 
Confidence intervals indicate likely values for parameters. However, the main 
focus of regression is to describe where the regression line is. In other words, "what is 
the mean response at all X values within the observational range?" Replacing the t-
multiplier in confidence intervals with a multiplier based  on an F-percentile, the 
confidence interval for the mean response can be converted to a confidence band. Such 
confidence bands surround the regression line and have the property that, for a 95% 
confidence level, at least 95% of the repetitions of the experiment of study produce a 
band that includes the correct mean response everywhere. 
3.3.2 DISCUSSIONS OF METHODS AND TECHNIQUES 
Models/relationships are identified and selected through the  use of regression 
analysis.  Usable cost and time variables serve as dependent variables and useable 
project drivers and product complexity variables serve as independent variables. Simple 
regression is used to establish and test relationships between all independent-dependent 
variable combinations. The sample population under study is all products which have 
been introduced to market, for a given product type, for the history of the  company or 
an appropriate time period. This sample population should be thought of as the 'target' 
sample population.  Complete sets of data may not be available for all observational 
units in this target sample population. When this is the  case, statistical analysis is 
limited to an 'effective' sample population  one which is determined by data 
availability issues.  When complete sets of data are not available for the variables 
involved in an analysis, the sample size is reduced to an effective sample size equal to 
the number of observational units which have data for both  the dependent and 
independent variables involved in the analysis. Statistical analysis performed with large 
sample populations give the best chance at finding statistically significant relationships. 
Therefore, it is preferred to have complete sets of data at the product level. 
Models which meet a given criteria are considered statistically notable. Those 
statistically notable models are further screened for practical relevance.  Serious thought 25 
went into choosing the order of establishing statistically notable models prior to 
identifying practically relevant models. There is a risk that practical relevance will be 
`read into' a model or relationship simply because it has statistical support. However, it 
is short sighted to establish and test only those relationships which a company feels 
have importance. The purpose of the methodology is to describe product development 
efforts quantitatively in hopes of uncovering one or more relationships that will provide 
insight into a company's product development efforts.  Limiting the number of 
relationships to explore, to only those which seem practically relevant prior to statistical 
analysis would greatly limit discovery and insight into the product  development 
process. An important relationship may exist that someone failed to mention, or never 
thought of before. 
3.3.2.1 IDENTIFICATION OF STATISTICALLY NOTABLE RELATIONSHIPS 
3.3.2.1.1 Model Types and Forms 
Simple regression models are used to establish and test independent-dependent 
variables combinations. Simple regression models are selected over multiple regression 
models for two reasons:  1) generally, simple models are preferred to complex models 
as they are more likely to make intuitive sense and be more useful in practice, and 2) 
relatively small effective sample sizes are likely due to data limitations and would not 
support finding many statistically notable multiple regression models. 
In general, there are different types of relationships between different variables. 
The relationships between some variables  are most accurately described by complex 
mathematical functions, and others  are most accurately described by very simple 
functions. Potential functions which could be used to fit data include log, exponential, 
inverse, square-root, cube-root, etc. However, in a broad sense there are really only two 
basic relationship types that need to be addressed:  straight line relationships, and 
curvilinear relationships. 26 
As mentioned previously, it is best to keep models simple  to improve the 
conceptual understanding and to allow for straightforward interpretation.  Therefore, 
three simple model forms are used to explain basic relationships between variables ­
straight line, logX, and exponential. The functions used in these three model forms are 
often used in explaining relationships in a variety of studies and are frequently used in 
representing data graphically. Therefore, these model forms should be relatively easy to 
understand conceptually for both the academic and the practitioner. More  importantly 
however, these functions allow for easy interpretation of regression model parameters 
should a simple numerical interpretation be desired. 
3.3.2.1.1.1 Straight Line Model 
The straight line form is the simplest of the three model forms.  As the name 
suggests, it fits data to a straight line, and thus has the familiar equation of a line in 
slope-intercept form. The regression equation for the straight line model is:  j.t(Y) =130 
+ 131X. A plot of a model with the straight line form looks similar to one of the plots 
given in Figure 3.4. 
i(Y) = Bo + Bi X 
Y  Y 
1\  ii(Y) = Bo + B, x 
Figure 3.4: Plots of Models with the Straight Line Form 27 
3.3.2.1.1.2 LogX Model 
The logX form (`log' refers to the natural log) is slightly more 'complex' than 
the straight line form; the natural log function is applied to the independent variable X. 
The regression equation for the logX model is: 11(Y) =130 + 131(logX). A plot of a model 
with the logX form is curvilinear and looks similar to one of the plots given in Figure 
3.5. 
ie/ I-L(Y) = Bo + Bi(logX) 
Y Y 
;100 = Bo ± BI(logX) 
1 
Figure 3.5: Plots of Models with the LogX Form 
3.3.2.1.1.3 Exponential Model 
The exponential form is slightly more 'complex' than the  logX form; the 
exponential function (exp) is applied to the entire right side of the regression equation 
(the entire expression of model parameters and independent variable X). The regression 
equation for the exponential model is:  1.1(Y) = exp(130 + 131X).  Similar to the logX 
model, a plot of a model with the exponential form is curvilinear, but looks similar to 
one of the plots given in Figure 3.6. 28 
11(Y) = exp(130 + 131X) 
Y  Y 
X  X 
Figure 3.6: Plots of Models with the Exponential Form 
3.3.2.1.2 Identifying Statistically Notable Models 
The standard outputs from statistical computer packages for regression analysis 
generally include the P-values for testing whether or not 130 and 13 are individually equal 
to zero. Of the two, the test that 131 is zero is very important because it indicates whether 
the mean of the response is unrelated to the explanatory variable.  The P-value for 131 
determines whether or not a relationship is statistically significant.  What constitutes a 
`good', statistically significant P-value is subjective. However, in most cases, people 
don't get very excited if the P-value is greater than 0.10.  Ramsey and Schafer (1997) 
provide a 'starting point' for interpreting P-values:  a P-value in the range from 0 to 
0.01 is considered 'convincing' evidence for the hypothesis; a P-value from 0.01 to 0.05 
is `moderate'; 0.05 to 0.10 is 'suggestive, but inconclusive'; and a P-value much more 
than 0.10 provides 'no' evidence. 
The P-value is key in determining ifa relationship is statistically significant, and 
therefore is used to identify statistically notable models for this research. While one 
primarily wishes to  identify models/relationships with 'convincing' evidence,  in 
practice, however, models that provide only 'suggestive'  evidence of a relationship 
should also be considered. Therefore, P-values less than or equal to 0.10 are required 
for a model to be considered statistically notable. 
There  is  an important connection between sample  size  and  statistical 
significance. Too few data points may be misleading. For example, two points will 29 
always fit a straight line, and three a line or a curve. A large sample size is helpful in 
eliminating these 'chance' fits. Therefore, a minimum sample size is also established as 
a criterion for statistically notable models. This minimum is set at 5, after preliminary 
investigation into the work presented as the example in the next chapter. In addition to 
the P-value and sample size, the author establishes a third criterion  - models must also 
have reasonably good R-squared values.  Specifically, models labeled as statistically 
notable must have an R-squared value greater than or equal to 65%. 
In summary, a model is considered to be statistically notable if it meets the 
following criteria: 
1.	  The effective sample size must be greater than or equal to 5, after the removal of any 
influential points as determined by the selection rules (which follow in this section). 
2.	  The P-value for the B1 parameter must be less than or equal to 0.10. 
3. The R-squared value must be greater than or equal to 65%. 
As previously noted, each independent to dependent variable combination is 
analyzed using regression analysis. Each of the three different model forms, straight 
line, logX, and exponential, are considered for each dependent variable to independent 
variable combination. The model form with the best statistical support is used over 
other model forms. However, identifying the best models that make sense by simply 
throwing the data into a computer's statistical analysis package, for the three different 
model forms, is not acceptable. Doing so could produce models which could be very 
misleading. Analysis involving indicator variables and/or containing influential points 
require special consideration. Therefore, a set of rules is established to identify the best 
models that make sense.  These rules were established somewhat by design and 
somewhat by trial and error. 
When establishing and testing models involving indicator variables which only 
take on values of either 0 or 1 to indicate an attribute is present or not it does not make 
sense to use any model form other than the straight line form. When dealing with 
indicator variables, the model is really only useful in determining the difference 30 
between the averages of the various observations for the two attribute cases the indicator 
variable represents. The values fitted by the model for any independent variable values 
other than 0 and 1 do not have any meaning.  Hence a straight line is more than 
adequate to describe the difference. 
Influential points can completely change the fitted model for  a . particular 
analysis. In a study of this sort, they must be identified and dealt with appropriately and 
consistently.  Preliminary analysis of all the possible models from the example 
presented in the next chapter showed that eliminating influential points with a leverage 
value of 3 times that of the average leverage value, for a given analysis, produced 
reasonable models for consideration as statistically notable models. 
The rules for identifying the best models that make  sense, therefore, can be 
summarized as: 
1.	  Models involving indicator variables are restricted to taking a straight line form. 
2.	  Influential points with leverage greater than or equal to 3 times the average leverage 
are temporarily removed from the data set and refitted. Such influential points are 
continually removed, and the model forms refitted, until  no data points have 
leverage greater than or equal to 3 times the average of the model under analysis. 
3.	  The model form with the highest R-squared value is selected over the other model 
forms.  However, this rule doesn't apply to those models involving  indicator 
variables as they are restricted to the straight line model form as stated in rule 1. 
These rules determine the best models that make sense, within reason, from all 
possible independent to dependent variable combinations,  based strictly on model 
statistics.  There may be situations where a curvilinear model form  (logX or 
exponential), and a straight line model form may both be statistically notable and have 
nearly the same R-squared values for a particular analysis. In such situations where the 
curvilinear model form has only a slightly better R-squared value, the straight line form 
may serve nearly as well - especially if the difference in R-squared values is only a few 
percentage points. Such situations must be dealt with on a case by case basis. 31 
3.3.2.2 IDENTIFICATION OF PRACTICALLY RELEVANT RELATIONSHIPS
 
The methodology presented would certainly  lead  to  identifying many 
statistically notable models. However, it is important to note that a study performed to 
analyze product development efforts is very different than conducting  a chemistry 
experiment or agricultural study. Design and manufacturing companies do not have the 
luxury of experimenting with product development efforts in  a purely randomized 
manner. A study on product development efforts is limited to using historical data to 
identify relationships between independent and dependent variables.  Under these 
circumstances, one is compelled to using a limited set of data for identifying several 
different relationships. Therefore, a multiple comparison problem is inherent.  If one is 
interested in identifying models which are truly statistically sound, the multiple 
comparison problem must be recognized and addressed properly. Of the many multiple 
comparison procedures one might use, the Bonferroni adjustment is arguably the must 
appropriate technique to apply, as a study of this sort is one of essentially 'fishing' for 
relationships in a sea of variables. 
However, holding  fast to  strict  statistical  protocol when searching  for 
relationships, by applying a multiple comparison adjustment, may not be in the best 
interest of the practitioner.  Applying such a procedure, when  a large number of 
variables are used, will greatly reduce the number of models that are brought to light. 
Many 'false' relationships may be indicated if a multiple comparison procedure is not 
performed. However, eliminating many models because they are not 'truly' statistically 
significant (multiple comparison adjusted) prior to determining if they  are practically 
relevant is short sighted. 
There is no truly scientific way to identify models that have practical relevance. 
Practical relevance is going to be brought to light through discussions with experienced 
engineers, managers, and other personnel knowledgeable  on the variables used in 
specific models. Therefore, those models that seem to make sense should be, and for 
this research are, considered practically relevant. 32 
4. EXAMPLE
 
In general, the methodology illustrated so far is very applicable to any company 
A through Z which develops products, taking them from conceptual design through 
production and distribution. Any company with the motivation, and a small amount of 
`extra' time can apply the methodology presented in the previous chapter and quantify 
their past product development efforts. The author applied the methodology at an actual 
company, and the results obtained from applying the methodology are presented in this 
chapter as an example to further substantiate the methodology. 
4.1 AN ACTUAL COMPANY 
The application of the methodology  was conducted in cooperation with 
Company X (CX).  The company behind the name is an actual company that has 
facilities in Massachusetts and develops real products. However, the information and 
data used for this research are confidential. Therefore, the actual name of the company 
is not used and additional measures are taken to protect CX's interests. 
CX develops products which, for the purposes of this thesis, are referred to as 
electro-mechanical assemblies (EMAs). As is common in the manufacturing business, 
similar EMAs are grouped into families. CX has introduced nearly 30 EMAs into the 
market, which are commonly grouped into 8 EMA families. 
There are similarities between CX's product development process and product 
development processes employed by other companies. CX transitions  through the 
`standard' product development phases, from conception through production, and 
makes use of a handful of timepoints and checkpoints to keep track of their progress. 
The following timepoints and checkpoints characterize  CX's product development 
process for the purposes of this thesis. 33 
The start of any product development effort is difficult to identify. The starting 
point for CX, Timepoint Zero (TPO), is best thought of when an idea is triggered  or a 
need is identified for a product. If the idea is 'good' enough, and/or the need is 'strong' 
enough, then product development proceeds through a number of checkpoints and 
timepoints signified by either 'CP' or `TP' followed by an increasing number (or a letter 
for the last timepoint). Checkpoint One (CP1) ensures that product development project 
has clear objectives. Checkpoint Two (CP2) marks the end of the design and specify 
stage, and the beginning of the development stage.  Checkpoint Three (CP3) brings 
about product refinement,  qualification, and control  to  establish manufacturing 
readiness. After the product development effort passes CP3, its progress is marked by 
three timepoints.  Timepoint Four (TP4) marks the  early  stages of product 
manufacturing, essentially the beginning of ramp-up to full production. Timepoint Five 
(TP5) marks when ultimate responsibility for the product is transferred from the design 
department to the manufacturing department. Finally, the product is released to market 
at the Market Introduction Timepoint (TPMI). 
The EMA manufacturing process is segmented into pre-final assembly segments 
and a final assembly segment.  These segments correspond to the major component 
systems of the EMA. The majority of EMA components are fabricated by vendors and 
then assembled during final assembly using highly automated assembly lines. A single 
line assembles a complete EMA. Due to the differences between EMA families, each 
line is dedicated to assembling EMAs from a single family. Additionally, there may be 
more than one line assembling a family of EMAs. 
4.2 THE STUDY AT CX 
The various EMAs developed over the years by CX serve as observational units. 
The sample population under study is all EMAs that have completed  the development 
life cycle, nearly 30. Because the study does not make use of randomization and is 
observational in nature, statistical inferences of cause-and-effect relationships cannot be 34 
made from the models developed, nor can any findings be projected beyond the sample 
used to establish the models. Therefore, projecting any finding from this study to any 
products outside the effective sample population is not supported statistically. 
4.3 RESULTS AND FINDINGS PRECEDING REGRESSION ANALYSIS 
This section is organized into three main subsections corresponding to the items 
determined and/or collected to enable regression analysis  - target variables, usable 
variables, and data. The following sections present the results and findings for these 
items. 
4.3.1 TARGET VARIABLES 
The study at CX began by identifying and selecting high level variables which 
fit into the conceptual model of variable categories. Product complexity variables were 
identified and selected during a structured idea generation and selection meeting 
(structured by the nominal group technique) of twelve key CX-staff. The participants 
consisted of experienced engineering managers, design and manufacturing engineers, 
and other personnel representing important aspects of CX's product development 
efforts.  The task statement was carefully worded, by the author and CX,  as such: 
"What are measures that characterize/represent/capture the 'complexity' of CX's EMAs 
(primarily associated with Final Assembly) and are likely to drive/affect cost and/or 
time-to-market?" The participants advanced through the phases of silent generation, 
round robin, and clarification. The voting and ranking phase was cut short at the end of 
voting due to time limitations. However, ranking was completed after the meeting by 
the author based on the votes provided by each participant at the meeting. Therefore, 
the discussion phase was not conducted, except in modified form following  the 
distribution of the rankings within a few days of the meeting. 35 
Project drivers, and cost and time variables were identified and selected by 
formal personal interviewing of seven key CX-staff similar to the CX-staff which 
helped to identify and select product complexity variables. Ideally, the same group of 
CX-staff used to identify and select product complexity variables would have been used 
to identify and select these variables as well. However, identifying and selecting project 
drivers, and cost and time variables was determined to be less difficult, and arranging 
additional 'high-powered' meetings could not be justified.  Each interview session 
involved an individual CX-staff member and the author. The CX-staff member  was 
presented a worksheets for project drivers, one for cost, and one for time.  Each 
worksheet contained a statement related to the particular variable category along with a 
short list of variables proposed by the author. Following the list were statements asking 
the interviewee to make changes (additions/subtractions) to the list. New ideas for 
variables were uncovered through questioning and general discussions surrounding the 
worksheets.  CX approved representations of the actual worksheets given to the 
interviewees are provided in Appendix A. 
4.3.1.1 PRODUCT COMPLEXITY VARIABLES 
The meeting conducted to identify and select product complexity variables, by 
way of the nominal group technique, was very successful. The participants felt they 
generated a list of variables which captured EMA product complexity rather well. The 
original list contained just over 50 items. The types of product complexity variables 
that were identified included the Number of Manufacturing Processes, Number of Tight 36 
Material and Process Margins, Number of Components, Number of Materials, Number 
of Historical Product/Manufacturing 'Trouble Spots', and Product  and Process 
Leverage. After ranking the list of fifty items by their score totals, a natural separation 
point in the list was noticed following the sixteenth highest  ranked item.  This 
observation lead to selecting the sixteen highest ranked items as product complexity 
target variables.  These target variables are given, in rank order with actual rank 
indicated in parenthesis at the right of the list item, in Table 4.1 
Table 4.1: Target Variable List  Product Complexity Measures 
Target Variable List: Product Complexity Measures 
1.  Number of New Processes that Require Invention for Assembly (1) 
2.  Number of Processes andior Steps to Create the Desired Function ofa Product (2) 
3.  Number of Tight Material and Process Margins (2) 
4.  Deviations of Materials, Tolerances, and Processes from Industry Norms  (4) 
5.  Number of Parts to Assemble (5) 
6.  Interchangeability (Part to Part, Line to Line) (6) 
7.  Number of Critical to Function Features (Burden per Product) (7) 
8.  Number of Functions per Part (Burden per Part; Number of Functions per Material) (7) 
9.  Leverageability from Previous Tooling (7) 
10. Number of High Precision Manufacturing Processes on the Line and at the Suppliers (10) 
11. Number of Dimensionally Critical Assembly Interfaces (11) 
12. Number of New Materials (11) 
13. Number of Design Changes (11) 
14. Number and Weight of Cost and DFM Metrics (14) 
15. [Not Included for Confidentiality Reasons] (15) 
16. Products Subject to Variance in Suppliers Materials and Processes  (15) 37 
4.3.1.2 PROJECT DRIVER VARIABLES
 
Twenty-two project drivers were identified and selected by formal and 
structured personal interviewing. The types of project drivers that were identified and 
selected include Forecasted Production or Sales Volumes, Number and Types of 
Product Requirements, Product Quality and Performance, Manufacturing Philosophy, 
Project Priorities, and Product and Process Leverage. The actual list, in no particular 
order, is given in Table 4.2. 
Table 4.2: Target Variable List - Project Drivers 
Target Variable List: Project Drivers 
1.  Projected Sales Volume 
2.  Number of Customer Requirements 
3.  Product Version (new vs. extension, % leveraged parts) 
4.  Multifunction Product Design (yes/no) 
5.  Product Form Factor Aspect Ratio 
6.  Geometric Efficiency 
7.  Product Performance Targets 
8.  Schedule / Deadlines 
9.  Cost Targets 
10. Manufacturing Philosophy 
11. Number of Inter-Related Project Teams 
12. Difference Between Peak Staffing Levels of Project Groups 
13. Extensive Environmental Corner Case Testing 
14. Product Dimensions for DFM (# of Features with Guideline Violation) 
15. New Primary Component (yes/no) 
16. Product. Speed 
17. New Processes Required in Part Manufacturing vs. New in Assembly 
18. New Production Equipment Supplier 
19. Number and Length of Time Consumed by Program Critical Issues 
20. Priority of Program in Division 
21. Ratio of People to Problems or Complexity 
22. Product Performance 38 
4.3.1.3 COST VARIABLES
 
Twelve cost variables were identified and selected by formal and structured 
personal interviewing.  The types of cost variables that were identified and selected 
included Product Design/Development Costs, Manufacturing Development Cost, 
Manufacturing Line Cost, Production Startup Cost, Steady-State Production Costs, 
Direct Material Cost, and Yield Loss Cost. The actual list, in no particular order, is 
given in Table 4.3. 
Table 4.3: Target Variable List - Cost Measures 
Target Variable List: Cost Measures 
1.  Product Design/Development Costs (R&D) 
2.  Line Development Costs (Supplier - Equipment, Tooling, Etc.) 
3.  Line Ramp-Up/Start-Up Costs (Debug, Qual-Parts, Engineering) 
4.  Steady State Production Costs (Cost at TP5+2yrs) 
5.  Direct Material Cost Per Unit 
6.  Tooling Development Cost 
7.  Labor Cost 
8.  Yield Loss Cost 
9.  Line Procurement Costs 
10. Product Change Costs 
11. Cost of Future Design Changes 
12. Process Development (ProtoFactory) Cost 39 
4.3.1.4 TIME VARIABLES
 
Fourteen time variables were identified and selected by formal and structured 
personal interviewing. The types of time variables that were identified and selected 
were similar in nature to the cost variables and included Product Design/Development 
Time, Manufacturing Development Time, Manufacturing Line Development Time, 
Production Startup (or ramp) Time, and Total TTM. The actual list, in no particular 
order, is given in Table 4.4. 
Table 4.4: Target Variable List - Time Measures 
Target Variable List: Time Measures 
1.  Product Design/Development Time (CP1 to TP5) 
2.  Line Ramp-Up Time (TP4 to TP5, or TP4 to TP5+2yrs) 
3.  Line Development Time (Line Concept to Install) 
4.  Process Design/Develop/Procure Time 
5.  Line Fabrication Time 
6.  Original Procurement Time 
7.  Product Change Time 
8.  Time Due to Change 
9.  TPO to CP1 
10. CP1 to CP2 
11. CP2 to TP5 
12. [Not Included for Confidentiality Reasons] 
13. [Not Included for Confidentiality Reasons] 
14. New Line Design and Procurement Time 40 
4.3.2 USABLE VARIABLES
 
Many difficulties were experienced attempting to collect data at CX. In many 
cases historical records or other adequate source for the necessary information could not 
be found.  In some of the cases where historical records did exist, data was only 
available for just a few of the EMAs or EMA families. 
Because of the difficulties in acquiring data, the variables useable for statistical 
analysis are different than those identified and selected as target variables. Very few 
target project drivers and product complexity variables had sufficient data. However, in 
the search for data for the targeted project drivers and product complexity variables the 
author ran across data for other variables which could serve as additional or substitute 
product drivers and product complexity variables. No attempt was made to specify 
these additional or substitute variables as project drivers  or product complexity 
variables as they could be either, but they are simply considered variables which 
characterize a product development effort.  All target project drivers, product 
complexity variables, and additional or substitute variables which characterize a product 
development effort are grouped together, as they all serve as independent variables and 
the project driver or product complexity label is not of great importance from this point 
forward. 
Relatively speaking, there was more data for the targeted cost variables, than for 
the targeted project drivers and product complexity variables. However, there  was very 
little data for time, greatly limiting the number of usable time variables. Similar to the 
project drivers and product complexity variables, the author ran across some cost and 
time data that seemed useful but did not necessarily correspond to a targeted cost or 
time variable. Again, all cost and time variables which had sufficient data and seemed 
useful or had potential, whether they were target variables  or not, were retained for 
statistical analysis. 
The effort at CX is aimed at helping them learn by applying the methodologyfor 
quantifying product development efforts.  While the author recognizes the need for 41 
presenting the actual statistical models for CX, in this thesis it is in the best interests of 
CX to identify the variables used in such models with 'generic' labels.  Using non-
descriptive variable labels not only protects CX's business interests, but also encourages 
companies A through Z to learn from their own product development efforts by 
independently undertaking a similar study. 
Motivated by these reasons, a letter-number code is used to represent the usable 
variables. There are 58 useable variables characterizing a product development effort 
which will serve as independent variables during statistical analysis. These variables 
are labeled P 1 , P2, P3, through P58. There are 16 usable cost variables and 4 usable 
time variables which will serve as dependent variables during statistical analysis. The 
cost variables are labeled C1, C2, C3, through C16; and the time variables, which 
represent various time durations, are labeled T 1 , T2, T3, and T4. 
4.3.3 DATA 
Data collection efforts were a very time intensive portion of the activities at CX. 
Over three months were spent hunting down leads for sources of information, locating 
the actual sources of information, and extracting usable data. There was no all inclusive 
database system or storehouse of information.  Documents of the same type were 
similar but generally not in the same format. 
The raw data was recorded in a huge spreadsheet. Various coding schemes were 
used to keep track of the data sources and the confidence in the accuracy of the data. 
When data sets were reasonably complete with a high level of accuracy the raw data 
was reformatted into spreadsheets usable for computer statistical analysis. 
Some data was captured at the EMA level and other data was captured at the 
family level.  All of the cost data is at the family level and 3 of the 4 usable  time 
variables are at the EMA level.  The original raw data for the majority of the usable 
variables characterizing a product development effort was at the EMA level. Some of 
the EMA level data for the variables characterizing a product development effort was 42 
converted to the family level, and vice versa. This was done to enable the analysis of 
relationships between the largest possible number of independent to dependent variable 
combinations.  This data level conversion is reasonable to justify, as there are many 
similarities between the EMAs within a family, by the definition ofa product family. In 
some cases EMAs within a family only differ by just a few specifications, and therefore, 
data conversion between levels for many variables was very straightforward. However, 
for certain variables characterizing a product development effort the data values are very 
different from EMA to EMA, even within a family. When this is the case no data level 
conversion is possible.  The conversion of data between levels  was handled very 
conservatively. As such, some data is not converted to the desired level for a particular 
variable, as there were serious differences regarding the particular variable between the 
EMAs even within the EMA family. The data used for statistical analysis is provided in 
Appendix B. 
4.4 RESULTS AND FINDINGS BASED ON REGRESSION ANALYSIS 
This section is organized into two main sub-sections corresponding to the items 
based on regression analysis - statistically notable models/relationships, and practically 
relevant models/relationships. The following sub-sections present results, findings, and 
discussions corresponding to these items. 43 
4.4.1 STATISTICALLY NOTABLE MODELS/RELATIONSHIPS 
All combinations of independent variables to dependent variables for all the 
different model forms were analyzed using the statistical analysis package Statgraphics 
Plus (for Windows). The best statistically notable relationships were determined by the 
selection rules and criteria previously established.  Those relationships which were 
found to be statistically notable are indicated through the use of a matrix. 
The relationship matrix in Figure 4.1 is determined by all possible combinations 
of independent to dependent variables. Independent and dependent variables are located 
along the top and left-hand side of the matrix, respectively. There are 20 independent 
variables and 58 dependent variables creating a matrix with 1160 cells. A black cell in 
the matrix indicates that no analysis was conducted for the variables in the row and 
column that determine that cell position due to insufficient data. There are 289 (17 x 
17) black cells.  Therefore, the matrix represents 871 (1160  - 289) variable 
combinations that are analyzed using regression analysis. 
The data level of the variables involved in an analysis is indicated in the column 
at the far left. A check mark (` ') in a matrix cell indicates a statistically notable model 
(effective sample size  5, P-value  0.10, and R2 > 65%) for the variables which 
determine that cell position. A blank cell indicates that the best fit model form for the 
variables determining that cell position does not pass the statistically notable criteria. -
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The relationship matrix in Figure 4.1 shows that 21 of the 58 independent 
variables are associated with at least one dependent variable, constituting  105 
statistically notable models. To ease viewing, a reduced version of the full relationship 
matrix is given in Figure 4.2, showing only those independent variables which have at 
least one statistically notable relationship. 
Variable Category  Variables Characterizing A Product Developmen Effort 
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Figure 4.2: Reduced Relationship Matrix 46 
The reader is reminded here that the term 'statistically notable' is not equivalent 
to statistical significance. The criterion for a cell receiving a check mark is based on 
both a P-value and on R-squared. The latter is not formally tied to the usual definition 
of statistical significance. Further, the P-values here do not have the usual interpretation 
- as the probability that an estimated slope could be as far from zero as the observed 
value by chance - because they do not account for the simultaneous testing of many 
relationships in the same data set.  If there are actually no relationships in 871 
independent regression relationships, 87 (10%) of them would still be expected to show 
up as statistically significant (and statistically notable if the sample size and R-squared 
criteria were met) according to the criteria of P-value 5 0.10, just by chance. 
Consequently, we can expect that a good number of check marks in the table do not 
represent true relationships. A statistical adjustment to account for the simultaneous 
inferences in discussed further in section 4.4.2.2. 
The relationship matrix shows that there are 105 of 871 variable combinations 
that were found to have a best fit model which passed the statistically notable criteria. 
This does not mean, however, that 105 'hidden truths'  or 'natural' relationships have 
been revealed.  A statistically notable model does not necessarily have practical 
relevance.  It is likely that there are many check marks (`') in the matrix which 
represent 'true' relationships between many variables. But it is as good as certain that 
there are as many, or more, 'false' relationships that have been indicated as statistically 
notable simply because the data for the variables involved just happened to fall along a 
straight line or curve, by random chance.  Although the relationship matrix of 
statistically notable models indicates both 'true' and 'false'  relationships,  it  is 
interesting and possibly insightful for CX to note where those relationships 'lie' in the 
sea of all possible relationships.  Out of all of the statistically notable models, 7 
independent variables are associated with 8 or more of the 20 dependent variables. An 
independent variable associated with a large percentage of the cost and time variables 
may suggests that CX should pay special attention to that variable.  Additionally, an 47 
independent variable that is not associated with any cost and/or time variables  may also 
be insightful. 
4.4.2 PRACTICALLY RELEVANT MODELS/RELATIONSHIPS 
Only those models that are statistically notable were candidates to be classified 
as practically relevant. Practically relevant models were determined simply by having 
CX indicate (from the relationship matrix) which of the statistically notable models are 
of interest, make sense, and/or in some way have value.  Practically relevant 
relationships are indicated in a reduced relationship matrix given in Figure 4.3. The 
matrix given in Figure 4.3 is the same as the relationship matrix given in Figure 4.2, but 
with additional matrix cell coding. The shaded cells indicate those relationships that 
CX feels have practical relevance. There are a total of 39 practically relevant models. 
From those 39, CX was able to further classify a subset of 19 models which  are of 
particular interest/value.  These models are referred to as 'distinguished' practically 
relevant.  The bold outlining around a shaded matrix cell indicates a distinguished 
practically relevant model. 48 
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Figure 4.3: Reduced Relationship Matrix, with Practically Relevant Models Indicated 
4.4.2.1 MODEL DETAILS AND STATISTICS 
The details and statistics for the practically relevant models are presented in 
Table 4.5. The details and statistics for each model  are given within the rows of the 
table. Table 4.6 provides explanations for what is found in each column of Table 4.5. 49 
Table 4.5: Details and Statistics for the Practically Relevant Models 
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3 
4 
T1 vs. PI 
C11 vs. P8 
Family 
Family 
6 
7 
4 
5 
S 
S 
TI = 13.4+ 5.8*P1 
CII = -181.247 + 70.6413*P8 
0.0137 
0.0161 
81.5 
71.8 
1.3808 
19.8105 
2.1319 
2.0151 
5.8000 
70.6413 
2.8563 
30.7222 
8.7437 
110.5604 
5 
6 
X  C7 vs. P8 
C2 vs. P8 
Family 
Family 
8 
8 
6 
6 
E 
E 
C7 = exp(0.0235535 + 0.4130279'8) 
C2 = exp(-0.534831 + 0.2430889'8) 
0.0085 
0.0080 
71.2 
71.7 
0.1073 
0.0624 
1.9432 
1.9432 
0.4130 
0.2431 
0.2046 
0.1219 
0.6215 
0.3643 
7  C4 vs. P8  Family  8  6  E  C4 = exp(0.11343 + 0.3679329'8)  0.0122  67.7  0.1038  1.9432  0.3679  0.1662  0.5697 
8  X  T1 vs. P8  Family  6  4  L  T I = 9.06381 + 4.95092*log(P8)  0.0271  74.4  1.4531  2.1319  4.9509  1.8531  8.0488 
9  X  C7 vs. PIO  Family  8  6  L  C7 = -20.7523 + 7.526999og(P10)  0.0025  80.6  1.5089  1.9432  7.5270  4.5949  10.4591 
10  C2 vs. PIO  Family  8  6  L  C2 = -2.10567 + 1.01351*1og(P10)  0.0019  82.2  0.1926  1.9432  1.0135  0.6393  1.3877 
11  X  C16 vs. PIO  Family  8  6  S  C16 = -0.0438209 + 0.01501349'10  0.0002  92.1  0.0018  1.9432  0.0150  0.0115  0.0185 
12  CIO vs. PIO  Family  8  6  S  CIO = 0.0290255 + 0.00931017*P10  0.0033  78.6  0.0020  1.9432  0.0093  0.0055  0.0132 
13  C14 vs. PIO  Family  8  6  E  C14 = exp(-1.95707 + 0.01186259'10)  0.0001  93.1  0.0013  1.9432  0.0119  0.0093  0.0144 
14  X  C15 vs. PIO  Family  8  6  S  C15 = -0.692 + 0.0219288*P10  0.0001  94.4  0.0022  1.9432  0.0219  0.0177  0.0262 
15  X  C4 vs. PIO  Family  8  6  S  C4 = -0.834258 + 0.106481*pio  0.0000  98.6  0.0051  1.9432  0.1065  0.0966  0.1164 
16 
17 
TI vs. P10 
C 11 vs. PI 1 
Family 
Family 
6 
/ 
4 
5 
L 
S 
T1 = 4.2436 + 2.795829og(P10) 
C11 = 22.3867 + 804.108991 
0.0105 
0.0017 
83.8 
88.1 
0.6152 
132.2630 
2.1319 
2.0151 
2.7958 
804.1080 
1.4842 
537.5914 
4.1074 
1070.6246 
18  T1 vs. P12  Family  6  4  S  T1 = 12.924 + 6.33*P12  0.0074  86.3  1.2606  2.1319  6.3300  3.6427  9.0173 
19  X  C7 vs. P18  Family  8  6  E  C7 = exp(0.364102 + 0.0533231*P18)  0.0006  87.5  0.0082  1.9432  0.0533  0.0374  0.0693 
20  Cl2 vs. P21  Family  6  4  E  C12 = exp(4.18354 - 6.091939P21)  0.0178  79.0  1.5681  2.1319  -6.0919  -9.4349  -2.7489 
21  C7 vs. P21  Family  8  6  E  C7 = exp(4.45451 - 5.99694*P21)  0.0033  78.7  1.2726  1.9432  -5.9969  -8.4698  -3.5240 
22  X  C7 vs. P23  Family  7  5  E  C7 = exp(-2.54146 + 0.235352*P23)  0.0028  85.7  0.0430  2.0151  '0.2354  0.1488  0.3219 
23  X  TI vs. P23  Family  6  4  E  T1 = exp(1.90458 + 0.0436394*P23)  0.0214  77.1  0.0119  2.1319  0.0436  0.0183  0.0690 
24  X  C7 vs. P24  Family  7  5  E  C7 = exp(-1.5699 + 0.1691749124)  0.0178  70.7  0.0488  2.0151  0.1692  0.0709  0.2674 
25  X  T1 vs. P24  Family  6  4  E  T1= exp(2.02061 + 0.0340678*P24)  0.0369  70.4  0.0111  2.1319  0.0341  0.0105  0.0576 
26  X  C5 vs. P26  Family  5  3  L  C5 = -71.9298 + 19.7297*log(P26)  0.0468  78.1  6.0354  2.3534  19.7297  5.5261  33.9333 
27  X  C13 vs. P26  Family  5  3  S  C13 = 7.96656 + 0.325616*P26  0.0598  74.4  0.1102  2.3534  0.3256  0.0663  0.5850 
28 
29 
X 
X 
C7 vs. P26 
T1 vs. P26 
Family 
Family 
5 
5 
3 
3 
L 
L 
C7 = -26.71 + 7.703759og(P26) 
Tl = -0.453944 + 3.203959og(P26) 
0.0228 
0.0487 
86.2 
77.5 
1.7815 
0.9963 
2.3534 
2.3534 
7.7038 
3.2040 
3.5112 
0.8592 
11.8963 
53487 
30 
31  X 
T3 vs. P26 
C5 vs. P27 
EMA 
Family 
5 
5 
3 
3 
L 
E 
T3 = -65.0473 + 18.1613 *log(P26) 
C5 = exp(6.01466 - 0.0688485*P27) 
0.0707 
0.0178 
71.6 
88.2 
6.6015 
0.0145 
2.3534 
2.3534 
18.1613 
-0.0688 
2.6255 
-0.1030 
33.6971 
-0.0347 
32  C13 vs. P45  Family  7  5  S  C13 = 41.4583 + 73.9583'P45  0.0067  79.9  16.6032  2.0151  73.9583  40.5020  107.4146 
33  C3 vs. P45  Family  7  5  S  C3 = 10.0417 +24.54179P45  0.0039  83.6  4.8588  2.0151  24.5417  14.7510  34.3324 
34 
35 
36  X 
C9 vs. P45 
C II vs. P45 
C7 vs. P47 
Family 
Family 
Family 
7 
7 
8 
5 
5 
6 
E 
S 
E 
C9 = exp( 1.99151 + 1.4422*P45) 
Cl 1 = 73.5417 + 166.042*P45 
C7 = exp(-0.454919 + 0.849323 *P47) 
0.0006 
0.0029 
0.0002 
92.0 
85.4 
91.3 
0.1896 
30.7576 
0.1072 
2.0151 
2.0151 
1.9432 
1.4422 
166.0420 
0.8493 
1.0602 
104.0639 
0.6410 
1.8242 
228.0201 
1.0577 
37  C10 vs. P47  Family  8  6  E  C10 = exp(-3.00929 + 0.8416949'47)  0.0060  74.2  0.2028  1.9432  0.8417  0.4475  1.2359 
38 
39  X 
C4 vs. P47 
T1 vs. P47 
Family 
Family 
8 
6 
6 
4 
E 
E 
C4 = exp(-0.127694 + 0.690776*P47) 
Ti = exp(2.16974 + 0.189587*P47) 
0.0074 
0.0018 
72.3 
93.1 
0.1744 
0.0259 
1.9432 
2.1319 
0.6908 
0.1896 
0.3519 
0.1344 
1.0297 
0.2445 50 
Table 4.6: Column Explanations for Table 4.5 
Column Label  Explanation 
Model Number  A number assigned by the author to simplify communication surrounding 
specific models. 
Distinguished  Indicates whether or not the model is a distinguished practically relevant model 
or not. An 'X' indicates a practically significant model. 
Variables  Those variables involved in the model.  Dependent variable followed by 
independent variable. 
Data Level  The level of the data which serves as the basis for the fitted model; either 
`EMA' or 'Family' level. 
Sample Size, n  The effective sample size, determined by data availability, that was used during 
statistical analysis. 
DF  The degrees of freedom associated with the residuals from the model. 
Determined by the sample size minus the number of estimated parameters (Bo 
and B1) used to estimate the mean - for this study is n -2. Used in determining 
the correct t-statistic for use in calculating confidence intervals for the B1 
parameter. 
Model Form  The form of the best fitted model equation; 'S' stands for straight line, 'I,' 
stands for Log X, and 'E' stands for exponential. 
Fitted Model Equation	  The best fit model equation 
P-value	  The two-sided P-value for the B1 parameter. 
R-squared	  The coefficient of determination, or R-squared, in percentage. 
SE of B1	  The standard error of the B1 parameter. 
t(0.95, DF)	  The t-statistic necessary to determine a 90% confidence interval for the B1 
parameter. Determined using the 95th percentile (necessary to calculate a 90% 
confidence interval) and the degrees of freedom associated with the residuals 
from the model. 
B1 Parameter	  The estimate of the B1 parameter. 
90% LL B1	  The lower limit of the 90% confidence interval for the estimate of the B1 
parameter. 
90% UL B1	  The upper limit of the 90% confidence interval for the estimate of the 131 
parameter. 
4.4.2.2 THE MULTIPLE COMPARISON PROBLEM 
CX has indicated that 39 of the 105 statistically notable models are of interest, 
make sense, and/or in some way have value to them, and are therefore classified as 
practically relevant. Furthermore, the 19 distinguished practically relevant models are 
of particular interest.  Whether or not the 39 practically relevant, 19 distinguished 
practically relevant, or any other subset of models reveal 'hidden truths' or 'natural' 51 
relationships inherent in CX product development efforts can never be determined with 
100% certainty. However, there are statistical procedures that can be performed to test 
for statistical significance after accounting for the multiple comparison problem. 
A multiple comparison adjustment can be made which increases the level of 
confidence of an individual test, to maintain a given level of confidence for all tests at 
once. The more simultaneous tests involved, the higher the level of confidence each 
individual test must have so that the given level of confidence is maintained for all tests 
simultaneously. The multiple comparison problem which is inherent in this research is 
brought about by 'fishing' for relationships identified by simple regression analysis. 
The multiple comparison adjustment which applies best to this situation is an 
extremely  general  multiple  comparison  adjustment  technique,  the  Bonferroni 
adjustment. The Bonferroni adjustment makes use of Bonferroni t-statistics, and can be 
used to make adjustments to a specific number of simultaneous hypothesis tests. If the 
confidence level for each of k individual two-sided tests is adjusted upward to 100(1­
a/2k)%, then the confidence level for all tests simultaneously is at least 100(1-a/2)%. 
There are 871 two-sided tests involved in the study at CX which are performed 
(to determine P-values) to determine if the Bi parameters in the regression models  are 
significantly different than zero (0). The confidence level used to determine statistically 
significant models, as part of the statistically notable criteria, was 90% (P-value 5. 0.10). 
Therefore, Bonferroni adjustments made for the study at CX would make use of k = 
871, and a = 0.10. This corresponds to a required confidence level of 99.99426% for 
each model, to maintain a 90% confidence level for all models simultaneously.  The P-
value for an individual model would have to be less than or equal to 0.0000574 to be 
considered 'truly' statistically significant. 
Referring back to the P-values for the practically relevant models provided in 
Table 7.1, one can pick out which models have P-values less  than the Bonferroni­
adjusted required statistically significant P-value of 0.0000574. There are three models 
which have P-values that are either less than or extremely close to this `Bonferroni' P-
value (within ±. 0.00005): #13 (C14 vs. P10), #14 (C15 vs. P10), and #15 (C4 vs. P10). 52 
These three models are the only models which could be considered 'truly' statistically 
significant from those identified as practically relevant. 
It is well known that the Bonferroni method is conservative.  The adjusted 
confidence intervals tend to be wider than what would be ideal. Given that there are so 
many relationships tested from one small data set, it is difficult to establish actual 
statistical significance.  Therefore, the author prefers to use the informal definition of 
statistically notable, established by the criteria given earlier, along with the results of 
classifying models as practically relevant. Doing so suggests that the 39 relationships in 
Figure 5.3, and particularly the 19 distinguished models, may be worth pursuing further. 
4.4.2.3 SPECIFIC FINDINGS 
Plots of the best fitted model for each of the 19 distinguished practically relevant 
models are provided in Appendix C. In addition to the plots provided in the appendix, 
the author has the liberty to present some of the findings of this research in a somewhat 
less disguised, general manner. These findings are drawn from the relationship matrices 
for both statistically notable and practically relevant models, individual analysis of 
specific models, and the experiences of the author at CX. 
4.4.2.3.1 Number of Parts in a Product 
There is a 'theory', that has existed for quite some time, that cost increases as 
the number of parts in a product increases. The results of this research support such a 
theory. In fact, the idea that designers should reduce the number of parts in a product to 
reduce cost, is a well established DFM rule.  However, one needs to understand the 
elements of the statement, 'reducing the number of parts in  a product reduces cost'. 
What is really meant by 'the number of parts', and what is meant by 'cost'? There are 
many ways to count parts.  Does one count parts by piece-part, component,  or 53 
subassembly, and does one include packaging as a part? Furthermore, does part count 
mean total part count or the number of different types of parts. There are many types of 
costs too. Cost might be the direct material or labor cost of the product, or it may be 
equipment cost, facilities cost, or some type of development cost.  Not all costs 
necessarily increase as the number of parts increases. Some might increase and some 
may decrease, and some may not increase or decrease significantly. Specifically, for the 
study at CX, models of the number of parts in a product and different costs indicated an 
increasing relationship. 
4.4.2.3.2 Number of Assembly Processes 
Another DFM related concept is the idea that the number of assembly processes 
is related to cost. In fact, this research suggests there is also an association with time. 
Both cost and time increase with the number of assembly processes.  The DFM 
literature emphasizes that products should be designed so that they can be assembled 
using the fewest number of assembly processes. This concept is closely tied to reducing 
the number of parts in a product, however:  the fewer parts to assemble, the fewer 
assembly processes it takes to produce a product.  Yet, it is possible to design two 
products with the same number of parts, which require a different number of assembly 
processes.  Product designers and manufacturing engineers must work together to 
ensure that a product to be manufactured can be assembled with minimal effort. 
The connection between the number of assembly processes, and cost and time 
makes sense. For each new assembly process there is likely to be a piece of equipment 
or a tool which requires time and money to design, build, and install.  Similarly, each 
new or previously established assembly process is likely to require direct and/or indirect 
labor for operation, maintenance, and possibly quality control. Each assembly process, 
incurs a cost of time and money. Discerning companies will be wise to carefully control 
the number of processes required to assemble their products. 54 
4.4.2.3.3 Product Shape 
The general exterior shape of an EMA was found to be associated with cost and 
time. One can speculate many reasons why this is the case. The exterior shape of a 
product may be designed a particular way for esthetic reasons. Fancy looking designs 
incorporating complex geometry may lead to increased costs and longer development 
times.  Additionally, a certain exterior shape may possibly restrict the form, fit,  or 
function of the interior components of the product. This restriction is likely to affect 
cost and time as well.  Likewise, the interior components of a product may possibly 
determine the form, fit, or function of the exterior shape. Thus the exterior shape may 
`reflect' characteristics of the internal parts of the product that are determining cost and 
time. Why the general exterior shape of an EMA is associated with cost and time is not 
known. However, there is strong evidence from this study that suggests it is. 
4.4.2.3.4 Quality/Utility of the Product as Perceived by the Customer 
The quality/utility of the product as perceived by the customer was also found to 
be associated with cost and time. As the quality/utility of a product increases, cost and 
time tend to increase. This seems to make intuitive sense: the better the product, the 
more resources (time and money) it is going to require. There is likely to be an increase 
in a variety of costs and times. Top performing products generally require meticulous 
design work, rigorous testing, and precision manufacturing. Whereas, lesser performing 
products are generally less demanding. 
4.4.2.3.5 Product Performance Enabling Specification 
One of the more interesting findings of the CX study surrounds a variable which 
the author must refer to as a 'product performance enabling specification' (PPES). This 
specification is key in determining how well an EMA performs, and may be the best 55 
predictor of product development success.  The PPES has statistically notable and 
practically relevant relationships with a number of cost and time variables. The support 
for these relationships was remarkably strong. This fact, along with the fact that PPES 
has associations with so many costs and time variables, suggests that it would be wise 
for CX to choose this specification carefully! 
4.4.2.3.6 The Relatively Few Relationships with Time, as Compared with Cost 
Looking back at the relationship matrix one notices that the majority of the 
statistically notable and/or practically relevant models involve cost, not time. This is an 
interesting observation, and the reasons why this is the case are only speculative. One 
possible explanation is the independent variables which characterize 'technical aspects' 
of product development greatly outnumber the independent variables which characterize 
`managerial aspects'. Managerial aspects of product development, especially high level 
project scheduling associated with the product development timeline,  are surely to 
impact time. Given a particular business agenda, the product development timeline can 
be adjusted by allotting more people and equipment to the project.  Furthermore, 
business agendas may dictate that a project be sped-up or slowed-down in response to 
market demands. Technical aspects of product development, on the other hand, don't 
necessarily impact time as adjustments can be made to a project by management to deal 
with technical aspects. The majority of the independent variables used in this study in 
some way characterize 'technical' aspects of products and production processes. 
Whereas, there were only a very few independent variables which characterize 
`managerial aspects' of developing products. Therefore, it seems reasonable that there 
were only a very few models identified involving time variables. 
Additionally, the level of detail of the cost and time data used in the study at CX 
is very different. As is the case at many companies, CX tracks cost very closely with a 
fine level of detail. Costs are tracked very closely for many reasons - one of which is 
taxes. Time that has passed is not tracked with as much concern, once it is gone it's 56 
gone.  Of course major timepoints are often recorded for  a 'postmortem' review 
following introduction of a new product to market. However, as mentioned previously, 
management decisions may have greatly influenced the time duration of a project and 
are difficult to account for. For the study at CX, detailed records of how much work 
time was actually spent on the development of an EMA was not available. CX should 
consider tracking product development time information in detail if they are truly 
interested in unveiling relationships with time. 57 
5. CONCLUSION
 
The methodology presented in this thesis can be used to study, and hopefully 
learn from, past product development efforts at actual companies in an effective and 
straightforward manner.  Although product development is inherently nebulous, and 
design and manufacturing companies are hard pressed for time and/or money in today's 
competitive business arena, the thesis demonstrates, through an example involving an 
actual company, that this methodology generates tangible results. 
Applying the methodology at CX resulted in identifying 105 statistically notable 
models/relationship, of which 39 are considered practically relevant, and 19 of those are 
considered distinguished practically relevant.  Interestingly, the findings from these 
results reconciled with many of the rules /guidelines given in the design for 
manufacturability literature.  Relationships were identified between cost or time, and 
variables capturing the number of parts in a product, number of assembly processes, 
product shape, and other aspects of a product design effort. 
5.1 EVALUATION OF THE METHODOLOGY 
Identifying and selecting variables and collecting data for  use in regression 
analysis is a large part of the effort in applying the methodology.  In applying the 
methodology at CX the author learned that the conceptual model of variable categories 
served very well in providing a framework to discuss and categorize variables.  The 
nominal group technique proved very useful in identifying and selecting target product 
complexity variables. In the end, a good set of target variables were identified for all 
variable categories - project drivers, product complexity, cost, and time. 
Furthermore, there are likely to be restrictions and  concerns brought on by 
limitations of data. At CX there were many variables for which data did not exist or 
was not easily available. This is likely to be the case at other companies as well, since 58 
companies are focused on getting the next product out the door rather than ensuring 
their records are useful and organized to allow for a retrospective study.  This is 
unfortunate as data limitations restrict the use of target variables during regression 
analysis, and lead to using new and/or substitute usable variables for which data exists. 
Additionally, the limitations in data reduce effective sample sizes and the likelihood of 
finding statistically notable models. 
A multiple comparison problem is inherent in a study of this sort as identifying 
and selecting models in the manner performed in this research can be viewed as 
`fishing' for relationships in a sea of variables. The Bonferroni adjustment procedure 
can be applied to account for this problem. The procedure was applied to the practically 
relevant models identified at CX and suggests that only three of the 39 practically 
relevant models are truly significant relationships. However, based on knowledge and 
experience surrounding CX's product development efforts, the author and CX feel that 
the 39 practically relevant models may be worthy of reasonable consideration, and the 
19 distinguished practically relevant models are indeed valuable.  In the end, sound 
statistics  coupled  with sound judgment provide  the  best  validation  for  the 
models/relationships identified through the application of this methodology. 
5.2 POSSIBLE APPLICATIONS OF THE RESULTS AND FINDINGS 
The reader is encouraged to conduct a similar study to grasp the full meaning 
and value of models uncovered from this simple but valuable methodology. Within the 
framework of the conceptual model of variable categories, the specific  variables 
identified, selected, and used for regression analysis will likely vary from company to 
company and product type to product type.  In the end the models developed for the 
company under study can serve as a historical record, and possibly a 'prediction' tool. 
The models developed from applying this methodology, in essence, explain the 
history of product development costs and time, by way of variables which characterize 
product development efforts. Therefore, the models are a historical record 'written' in 59 
statistical terms and numbers which can be communicated objectively and clearly. 
These models can be used to quickly educate inexperienced new hires on the past, and 
possibly trigger new insights into the product development  process for experienced 
engineers and managers. This type of historical record serves as a quantitatively-based 
organizational memory that can be reviewed and analyzed virtually at will. As is often 
the case, understanding the past should help companies excel in the future. 
There is a tendency among those involved in product development efforts, 
especially managers, to want to know how long a new project will take and/or how 
much it will cost.  The models developed from this study can be used for just this 
purpose. However, there is a danger involved in using the models developed from this 
methodology for prediction. The models from this research are developed by way of an 
observational study, and since it is desirable to learn from all past experiences  no 
randomization is used to select the sample population.  As such the models simply 
describe associations between variables from the past, and the statistics cannot be used 
to establish causation. This means that it is not known for sure that changes in  any of 
the independent variables will actually result in changes  to any of the dependent 
variables.  Additionally, the relationships between some variables may change over 
time. Unless predictive models are 'regenerated' with new data on a regular basis, they 
could become very misleading. Although predictions based  on the models from this 
research may not be supported statistically, such 'model-based predictions'  may be 
better than a manager's personal, and-possibly biased guess.  Through study of the 
models, however, product development managers may become better guessers, or cost 
and time 'prophets': 
For the foresight of things to come, which is providence, belongs 
only to him by whose will they are to come.  From him only, and 
supernaturally, proceeds prophecy.  The best prophet naturally is the 
best guesser, he that is most versed and studied in the matters he guesses 
at; for he hath the most sign to guess by.  - Thomas Hobbes, The 
Leviathan (1651) (from Successful Product Design, Hollins and Pugh) 60 
5.3 RECOMMENDATIONS FOR FURTHER RESEARCH 
An important problem faced during this study at CX was the lack of data for the 
targeted variables. There was no shortage of information in general, but theinformation 
that was desired either did not exist, could not be found, and/or was not in a form that 
was useable.  The realization that information of interest at a company may not be 
readily available suggests that work is needed in the  area of product development to 
identify what information is generated, useful, and worth keeping; and how, and in what 
form, the information should be recorded, stored, and made accessible for future use. 
The research methodology makes use of simple regression analysis to model the 
relationships between the many independent and dependent variables. In applying  the 
methodology at CX, the small effective sample sizes available during  regression 
analysis would not have supported finding statistically significant multiple regression 
models, had the author wanted to pursue them. Simplistic models are often preferred to 
allow for easy conceptual understanding and straightforward interpretation.  However, 
for companies that have more complete data available and/or possibly more product 
versions to begin with, multiple regression models could be employed  to establish 
relationships between more than two variables at a time. Furthermore, this type of study 
could be expanded to include different categories of variables, particularly  different 
variables of project/product success. Production yield and or some other variable(s) of 
product quality could serve as additional dependent variables. 
There are other possible modifications or extensions to the methodology as well. 
Similar studies could be performed using multiple product types within a company. For 
example, Company Z may develop widgets, gadgets, and thing-a-ma-jigs.  For such a 
company, one could look for similarities in the type and number of relationships found 
for the three different product types. One might discover that the relationship between 
two given variables may exist regardless of product type. One might also find that a 
particular model form (straight line, logX, exponential) always is the  best fit model 
form for two given variables regardless of product type.  Still other variations of this 61 
research include studying a single product type, or multiple product types, within  or 
across industries. In these variations, the researcher could investigate the similarities in 
relationships found and possibly generalize the findings across product types, and 
companies and/or industries. 62 
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APPENDIX A: INTERVIEW WORKSHEETS 
Interview Worksheets 
Worksheet 1: Project Driver Interview Worksheet 
Worksheet 2: Cost Interview Worksheet 
Worksheet 3: Time Interview Worksheet 68 
Worksheet 1: Project Driver Interview Worksheet 
Project Drivers 
`High Level' decisions that are made early in a product development effort (either by upper management, 
marketing, design, and/or manufacturing) drive product development projects thereafter. These drivers 
are believed to either directly or indirectly affect cost (and TTM). 
Based on what I've learned so far at CX regarding these drivers, I propose that the model(s) include the 
following project driver variables: 
Projected Sales Volume (first year, or ?) 
Number of Customer Requirements (as documented by marketing/design) 
Product Version (new vs. extension) 
Multifunction Product Design (yes/no) 
Product Form Factor Aspect Ratio 
Geometric Efficiency 
What changes (additions/elimination's) to the above list of project driver variables would you make, if 
any. Write-in the list of project driver variables you would like to see used below. 69 
Worksheet 2: Cost Interview Worksheet 
Cost 
Theoretically, what CX 'does' or decides during a product development effort gets reflected in CX 
fmancial cost categories. However, it is not feasible, practical, or meaningful to include variables in the 
model(s) representing all the possible individual costs separately.  Instead, a few variables will be 
included in the model representing cost at the appropriate level(s), capturing the financial information CX 
is most interested in. 
Based on what I've learned so far, regarding cost data availability and CX's interests, I propose that the 
model include variables that represent (as well as possible) the following costs: 
Product Design/Development Costs (R&D)
 
Line Development Costs (Vendor equipment, tooling, etc.)
 
Line Ramp-up/Start-up Costs (debug, qual-parts, engineering)
 
Steady State 'Production' Costs (cost at TP5+2, after a year)
 
Direct Material Cost Per Unit
 
What changes (additions/elimination's) to the above list of cost variables would you make, if any. Write-
in the list of cost variables you would like to see used below. 70 
Worksheet 3: Time Interview Worksheet 
Time 
Theoretically, what CX 'does' or decides during a product development effort affects development time. 
Based on what I've learned so far, regarding time data availability and CX's interests, I propose that the 
model include variables that represent (as well as possible) the following time durations related to 
product development: 
Product Design/Development Time (CPI to TP5)
 
Line Ramp-up Time (TP4 to TP5, or TP4 to TP5+2)
 
What changes (additions/elimination's) to the above list of time variables would you make, if any. 
Write-in the list of time variables you would like to see used below. 71 
APPENDIX B: DATA USED FOR REGRESSION ANALYSIS 
Data Used for Regression Analysis 
The data used for regression analysis is presented in spreadsheet form across 
several pages.  This spreadsheet presents the actual data from the two separate 
spreadsheets used for regression analysis. The data from the family level spreadsheet is 
presented near the top of the pages that follow.  The data from the EMA level 
spreadsheet is presented along the bottom of the pages that follow. These two sets of 
data are separated by a double line about one-third down the page. The two sets of data 
are presented in this fashion to allow the reader to notice the similarities between the 
data at EMA level and the Family level. 
The three columns labeled Data Level, EMA*, and Family are repeated on the 
left hand side of every page as they serve as a key for all the spreadsheet pages. The 
Data Level column indicates the data level for the data, either Family or EMA. The 
EMA* column indicates which specific EMA the data values correspond to. The cells 
in the EMA* column corresponding to the family level data are 'blacked out' as they are 
only classified by EMA family. The Family column indicates which specific EMA 
family the data values correspond to. The other column labels, along the top, represent 
the variables for which the data is for  Cost (C1 - C16), Time (T1 - T4), and Variables 
Characterizing a Product Development Effort (P1  - P58).  The blocks of cells under 
these column labels which are blacked out have no data associated with them due to 
data availability issues, largely associated with data levels.  Similarly some individual 
cell are blank. Blank cells mean no data was available for that particular variable, for 
that particular EMA or EMA family. Other cells are marked 'Confidential' with lines 
through them. The data in these cells is not shown to protect CX's interests.  This 'left­
out' data was used during the analysis, but is simply not disclosed here. Spreadsheet of Data. Used for Regression Analysis 
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 Spreadsheet of Data Used for Regression Analysis - Continued 
Data  EMA	  Family
Level 
A 0 0 0 0  1  3
 
a  C 0  0 0 5
 
m  D 0 0 0 0  1 3.4
 
F  B 0 0  1 0 0  5
 
i	  E 0 0 0 0  3 7
 
1
  F 0	 0  1 0 0  4 
Y	  G 0 0 0 0  3  7
 
G  0 0 0 0  3  7
 
1 1 H  1  0.5 0 7.5
 
1 A 0 0 0 0  1  3
 
2 A 0 0 0 0  1  3
 
3 A 0 0 0 0  1  3
 
4 A 0 0 0 0  1  3
 
5 A 0 0 0 0  1  3
 
6 A 0 0 0  0  1 3
 
7 B 0 0  1 0 0  5
 
8 B 0  0  1 0 0 5
 
9 B 0 0  1 0 0  5
 
10 B 0 0  1 0 0  5
 
11 C 0 0  1 0 0  5
 
E 12 D 0 0 0  0  1  3
 
M 13 D 0 0 0 0  I  3
 
A 14 D 0 0 0 0  3  7
 
15 E 0 0 0 0  3  7
 
16 E 0 0 0 0  3  7
 
17 F  0 0  1 0 0 4
 
18 F 0 0  1 0 0 4
 
19 F 0 0  1 0 0 4
 
20 G 0 0 0 0  3  7
 
21 G 0 0 0 0  3  7
 
22 G 0 0 0 0  3  7
 
23 H  1  0.5 0 7.5 1 1 
24  H  1  1  1 0.5 0 7.5 
25  H  1  1  1 0.5 0 7.5 
26 H  1  1  1 0.5 0 7.5 76 
APPENDIX C: DETAILS FOR THE 19 DISTINGUISHED MODELS
 
Each of the 19 figures presented here contain the following: the best fit model 
equation; a plot of the fitted model showing the fitted model as a solid line along with  a 
90% confidence band (with no adjustment for multiple comparisons) represented by 
dashed lines; and the model statistics used to determine statistical significance - the two-
sided P-value for 131 (P), the R-squared value (R2), and the sample size (n) for the 
analysis. 77
 78 
C7 vs. P8 
Fitted Model Equation: C7 = exp(0.0236 + 0.4130*P8) 
Plot of Fitted Model: 
24 
20 
16 
C7  12 
8 
4 
0 
2  4  6  8 
P8 
Model Statistics: P = 0.0085, R2 = 71.2%, n = 8 
Figure C.2: Model Details for the Regression of C7 onto P8 79 
T1 vs. P8 
Fitted Model Equation: T1 = 9.06 + 4.95*log(P8)
 
Plot of Fitted Model:
 
T1
 
Model Statistics: P = 0.027, R2 = 74.4 %, n = 6 
Figure C.3: Model Details for the Regression of Ti onto P8 80 
C7 vs. P10 
Fitted Model Equation: C7 = -20.75 + 7.53*log(P10) 
Plot of Fitted Model:
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P10
 
Model Statistics: P = 0.0025, R2 = 80.6%, n = 8
 
Figure C.4: Model Details for the Regression of C7 onto P10 81 
C16 vs. P10 
Fitted Model Equation: C16 = -0.0438 + 0.0150*P10
 
Plot of Fitted Model:
 
C16 
50  100  150  200  250  300 
P10 
Model Statistics: P = 0.0002, R2 = 92.1%, n = 8 
Figure C.5: Model Details for the Regression C16 onto P10 82 
C15 vs. P10 
Fitted Model Equation: C15 = -0.692 + 0.0219*P10 
Plot of Fitted Model: 
50  100  150  200  250  300
 
P10
 
Model Statistics: P = 0.0001, R2 = 94.4%, n = 8
 
Figure C.6: Model Details for the Regression of C15 onto P10
 83 
C4 vs. P10 
Fitted Model Equation: C4 = -0.834 + 0.107*P10 
Plot of Fitted Model: 
40
 
30
 
C4  20
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0
 
0  50  100  150  200  250  300
 
P10
 
Model Statistics: P = 0.0000, R2 = 98.6%, n = 8
 
Figure C.7: Model Details for the Regression of C4 onto P10
 84 
C7 vs. P18 
Fitted Model Equation: C7 = exp(0.364 + 0.053*P18) 
C7 
24 
20 
16 
12 
8 
4 
0 
Plot of Fitted Model: 
0  10  20  30 40  50  60 
P18 
Model Statistics: P = 0.0006, R2 = 87.5%, n = 8 
Figure C.8: Model Details for the Regression of C7 onto P18 85 
C7 vs. P23 
Fitted Model Equation: C7 = exp(-2.54 + 0.235*P23) 
Plot of Fitted Model:
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P23
 
Model Statistics: P = 0.0028, R2 = 85.7%, n = 7
 
Figure C.9: Model Details for the Regression of C7 onto P23 86 
Ti vs. P23 
Fitted Model Equation: Ti = exp(1.90 + 0.0436*P23)
 
Plot of Fitted Model:
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Model Statistics: P = 0.021, R2 = 77.1%, n = 6
 
Figure C.10: Model Details for the Regression of T1 onto P23 87 
C7 vs. P24 
Fitted Model Equation: C7 = exp(-1.57 + 0.169*P24) 
Plot of Fitted Model:
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P24
 
Model Statistics: P = 0.018, R2 = 70.7%, n = 7
 
Figure C.11: Model Details for the Regression of C7 onto P24 88 
Ti vs. P24 
Fitted Model Equation: T1 = exp(2.02 + 0.034*P24)
 
Plot of Fitted Model:
 
T1 
Model Statistics: P = 0.037, R2 = 70.4%, n = 6 
Figure C.12: Model Details for the Regression of T1 onto P24 89 
C5 vs. P26 
Fitted Model Equation: C5 = -71.9 + 19.7*log(P26) 
Plot of Fitted Model: 
C5 
100  200  300  400  500  600 
P26 
Model Statistics: P = 0.047, R2 = 78.1%, n = 5 
Figure C.13: Model Details for the Regression of C5 onto P26 90 
C13 vs. P26 
Fitted Model Equation: C13 = 7.97 + 0.326*P26 
Plot of Fitted Model:. 
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C13  120
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0  100  200	  300  400  500  600
 
P26
 
Model Statistics: P = 0.060, R2 = 74.4%, n = 5
 
Figure C.14: Model Details for the Regression of C13 onto P26 91 
C7 vs. P26 
Fitted Model Equation: C7 = -26.7 + 7.70*log(P26) 
Plot of Fitted Model:
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Model Statistics: P = 0.023, R2 = 86.2%, n = 5
 
Figure C.15: Model Details for the Regression of C7 onto P26 92 
T1 vs. P26 
Fitted Model Equation: T1 = -0.45 + 3.20*log(P26) 
Plot of Fitted Model: 
T1
 
100  200  300  400  500  600 
P26 
Model Statistics: P = 0.049, R2 = 77.5%, n = 5 
Figure C.16: Model Details for the Regression of T1 onto P26 93 
C5 vs. P27 
Fitted Model Equation: C5 = exp(6.01 - 0.0688*P27)
 
Plot of Fitted Model:
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Model Statistics: P = 0.018, R2 = 88.2%, n = 5
 
Figure C.17: Model Details for the Regression of C5 onto P27
 94 
C7 vs. P47 
Fitted Model Equation: C7 = exp(-0.455 + 0.849*P47) 
Plot of Fitted Model:
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P47 
Model Statistics: P = 0.0002, R2= 91.3 %, n = 8
 
Figure C.18: Model Details for the Regression of C7 onto P47 9s 