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Abstract
1949 Toms discovered that a minute amount of polymer ﬁbers suspended into a Newtonian solvent can increase
the ﬂow-rate of the ﬂuid and thus reduce the turbulent drag. Today, the mechanism behind this eﬀect is still not
completely understood. We aim at studying this phenomenon numerically by directly solving the governing Fokker-
Planck equation (FoP) for particle orientation statistics. From a numerical analysis point of view, this is a convection-
dominated convection-diﬀusion equation in orientation space where the convection term depends on the ﬂuid ﬂow.
Since the orientation space is naturally given by the surface of the unit sphere, we tackle the problem by combining
a geodesic grid discretization with the Finite Volume Method (FVM). Due to an isolated moving peak in the solution
of the FoP, we employ a space-time adaptive approach and discuss the performance of the adaptive algorithm with
respect to diﬀerent reﬁnement strategies for an analytical test problem (simple shear ﬂow) and for input data from the
direct numerical simulation of a turbulent channel ﬂow. Furthermore, the results are compared to previous approaches
based on uniform grids. It turns out that the space-time adaptive algorithm is indeed advantageous for certain ﬂow
ﬁelds but so far not as robust as approaches with ﬁxed grids.
Keywords: convection-diﬀusion, space-time adaptivity, geodesic grids, Fokker-Planck, ﬁnite volume method,
paricle laden ﬂow, tubulent drag reduction
1. Introduction
Particle laden ﬂows arise in various ﬂuid dynamics applications, such as blood ﬂow, short ﬁber composite produc-
tion or paper industry. An other important application is turbulent drag reduction, e.g., in pipelines [1]. Though the
eﬀect was discovered experimentally already 60 years ago by Toms [2], the mechanism behind it is still not completely
understood by now.
Over the last years, several authors have provided numerical methods to investigate the problem [3, 4, 5, 6], but
the eﬃcient direct numerical simulation of the Fokker-Planck equation for particle orientation dynamics remains a big
challenge. From the numerical analysis point of view this is a convection-dominated convection-diﬀusion equation
in orientation space naturally given by the surface of a unit sphere. The solution tends to form steep isolated peaks
and is varying rapidly due to the chaotic nature of the turbulent carrier ﬂuid [7], which is responsible for the particle
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orientation. This imposes high demands on numerical algorithms in order to capture the orientation dynamics in
suﬃcient detail.
Recently, we proposed an approach that is based on geodesic grids for spatial discretization and a Finite Volume
Method (FVM) for spatial approximation. Such grids have become popular in meteorology [8, 9, 10, 11], and the
FVM has proved its reliablity in various convection-dominated applications [12]. We were able to show that the
approach with geodesic grids yields high quality solutions for particle orientation dynamics [13]. However, due to the
localized phenomena the results obtained so far suggest further developments towards a fully adaptive algorithm in
space and time. In the current work we present a ﬁrst version of such an algorithm and demonstrate that for simple
ﬂow regimes it is already highly advantageous with respect to CPU time. For a more complicated real life example,
however, the new approach shows a lack in robustness, and the results give guidelines for further development.
The paper is structured as follows. In the next section we present the mathematical model and the governing
equations of the problem. Section 3 gives an overview on the numerical techniques that we employ, among them the
spatial discretization by means of geodesic grids, the FVM approximation and the adaptive Rothe method for space-
time adaptivity. Thereafter in Section 4 we present the results obtained by our new method for a simple shear ﬂow
and for a Lagrangian path in a turbulent channel ﬂow. The performance of the proposed method is then discussed in
Section 5 and further developments are sketched.
2. Governing equations
In this section, we present a mathematical model for particle orientation dynamics.
2.1. Dynamics of the particle laden ﬂow
We consider rigid rodlike inertia-free particles suspended in a Newtonian incompressible carrier ﬂuid. In the
context of turbulent ﬂows, we assume that the length of the particles is smaller than the Kolmogorov scale. The
particle laden ﬂow can then be homogenized as a single-phase non-Newtonian ﬂow governed by the incompressible
Navier-Stokes equations
∇ · u = 0, (1)
ρ (∂tu + u · ∇u) = −∇p + ∇ ·
(
τN + τNN
)
, (2)
deﬁned on the domain D ⊂ R3 with appropriate initial and boundary conditions. Here, u = u(x, t) is the velocity
vector, p(x, t) the pressure and ρ the density of the carrier ﬂuid. As usual, x ∈ D ⊂ R3 denotes the spatial variable and
t the time. On the right-hand side we have τN(x, t), which is the Newtonian part of the stress tensor attributed to the
carrier ﬂuid and τNN(x, t), the non-Newtonian part of the stress tensor due to the suspended particles. The tensor τN
can be computed via
τN = 2μD, (3)
with μ being the dynamic viscosity of the carrier ﬂuid and the rate-of-strain tensor
D(x, t) =
1
2
(
∇u(x, t) + ∇uT (x, t)
)
.
All of the quantities in Eq.’s (1) and (2) except τNN can be computed via a solver for incompressible ﬂuid problems.
For τNN we employ Brenner’s rheological theory [14], which connects the non-Newtonian stress to the orientation
distribution of the particles. Therefore, a particle description is needed ﬁrst. We describe a particle via its unit axial
vector n as shown in Fig. 1.
Note that ||n||2 = 1, so that the corresponding domain is the surface of the unit sphere ∂B(0; 1). If we assume that
the particle orientation is distributed according to a probability density function Ψ = Ψ(x,n, t), the non-Newtonian
stress is given by
τNN = 2μ0D + μ1ID : 〈nn〉Ψ + μ2D : 〈nnnn〉Ψ
+2μ3(〈nn〉Ψ · D + D · 〈nn〉Ψ) + 2μ4Dr(3〈nn〉Ψ − I), (4)
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Figure 1: Schematic view of a rigid rodlike particle.
where μ0, . . . , μ4 are material constants and I is the identity tensor. The brackets 〈nn〉Ψ and 〈nnnn〉Ψ are the second
and fourth statistical moments of the orientation distribution function Ψ, e.g.,
〈nn〉Ψ = 〈nn〉Ψ(x, t) =
∫
∂B(0;1)
nnT Ψ(x,n, t) dn, (5)
and analogously for 〈nnnn〉Ψ. Therefore, if the orientation distribution Ψ is known, the non-Newtonian stress can
then be computed by simple integration or quadrature, respectively, and all terms in the Navier-Stokes equations (1)
and (2) are then available.
2.2. Particle orientation dynamics
Under the previously given assumptions, the particles are subjected to a creeping ﬂow. The resulting force in
orientation space is given via Jeﬀrey’s equation [15]
f(x,n, t) = Ω(x, t) · n + κ [D(x, t) · n − (n · D(x, t) · n)n] , (6)
with the shape factor κ = r
2−1
r2+1 where r is the aspect ratio of the particle. The rate-of-rotation tensor is deﬁned by
Ω(x, t) =
1
2
(
∇u(x, t) − ∇uT (x, t)
)
.
It holds
n · f(x,n, t) = 0 ∀x,n, t, (7)
so that the force acts tangential to ∂B(0; 1) at each point and the Euclidean norm of n is conserved in time.
As the size of the particles is tiny, they are additionally subject to Brownian motion, which we model via a
random process. The orientation dynamics of a Brownian particle carried along a Lagrangian path L = {(t, x) ∈
[t0, tmax] ×D; x = x(t)} is described via
n˙(t) = f(x(t),n, t) + Γ(t), (8)
where the stochastic term Γ(t) is represented by a Wiener process [16]
Γ(t) dt =
√
2Dr
m
dW, Dr =
kBT
λ
, (9)
in which m is the mass of the particle and Dr is the rotary diﬀusion coeﬃcient expressed by means of the Boltzmann
constant kB, absolute temperature T and the friction coeﬃcient λ of the particle [5]. Equation (8) can be rewritten in
integral form as
n(t) = n0 +
∫ t
0
f(x(τ),n, τ) dτ +
∫ t
0
√
2Dr
m
dW. (10)
This formulation allows to simulate the particle orientation numerically via a Monte-Carlo type solver as presented in
[5].
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Figure 2: A geodesic icosahedral type grid reﬁned uniformly from level 0 to level 2
Equation (10) is equivalent to a Fokker-Planck or Kolmogorov forward equation for the orientation probability
density function [16]
∂tΨ(x,n, t) = −∇n · (Ψ(x,n, t)f(x,n, t)) + DrΔnΨ(x,n, t) ∀(x, t) ∈ L. (11)
Here, ∇n and Δn denote the gradient and Laplace operator with respect to the variable n. We rely on this last formula-
tion in this paper. It deﬁnes a convection-diﬀusion problem on the surface of the unit sphere. Usually, the convective
part dominates in real world applications, which leads to steep gradients in the solution and calls for adaptive algo-
rithms.
Finally, as Ψ is the stochastic density of orientation probability, we remark that it features additionally the conser-
vation property ∫
∂B(0;1)
Ψ(x,n, t) dn = 1 ∀(x, t) ∈ D × [t0, tmax]. (12)
3. Numerical algorithm
In this section we introduce discretization schemes to solve the Fokker-Planck equation (11) directly. In a ﬁrst
step, an adequate discretization of the unit sphere ∂B(0; 1) is provided.
3.1. Geodesic grids
The need to discretize a spherical surface arises in other disciplines, too, such as e.g. meteorology. An extensive
overview over available schemes is presented in [8]. We stick to geodesic grids, as they are easy to construct and do
not suﬀer from degeneration or consistency problems, in contrast to other available grids. One of the ﬁrst applications
of geodesic grids was published by Baumgardner in 1985 [17], and over the last ten years the method became very
popular in meteorology, see, e.g., [11, 9].
In order to construct a geodesic grid, a Platonic solid is used, in our case the icosahedron. An initial triangulation
is obtained by projecting the Platonic solid onto its circumsphere. This initial discretization can then be reﬁned to
obtain a mesh with the desired resolution. In a recent work, we employed uniform reﬁnement [13] as shown in Fig. 2,
but since the solution features highly localized phenomena (Fig. 3), we consider here an Adaptive Mesh Reﬁnement
(AMR) strategy.
Note that Jeﬀrey’s equation (6) is symmetric to the origin in n, i.e.,
f(−n) = −Ω · n − κ(D · n − (n · D · n)n) = −f(n). (13)
If we start from an initial distribution which is symmetric in n, it follows that
Ψ(x,−n, t) = Ψ(x,n, t) ∀(x, t) ∈ D × [t0, tmax]. (14)
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Figure 3: The orientation distribution function at Pe = 738 with r → ∞ in turbulent channel ﬂow at t = 18.24.
In fact, the symmetry of Ψ can be derived also from the physics of the problem and is therefore an important feature
[18]. The icosahedron is symmetric to its center of mass, which in our case is the origin. This allows us to employ
an initial triangulation consisting of ten instead of twenty triangles, and also with respect to the reﬁned grids we have
savings of 50 % by exploiting this symmetry, see [13].
3.2. Spatial approximation by the Finite Volume Method
As a suitable discretization technique for the unit sphere has been introduced, we now turn to the numerical
approximation. Our choice is the Finite Volume Method due to its robustness with respect to strong convection and
its conservation properties. In particular, it preserves (12) in the case of a consistent initial condition. As we deal with
a spherical surface, no boundary condition has to be satisﬁed, and the system we have to solve consists of (11) and
(12).
We employ an ansatz that is constant in each cell with the degrees of freedom located cell-centered at the inter-
section of the orthogonal bisectors of the edges of an element. The FVM is constructed from an integral formulation
of (11) for each triangle Ti of the triangulation,
d
dt
∫
Ti
Ψ dn = −
∫
Ti
∇n · (Ψf) dn︸︷︷︸
convective part
+Dr
∫
Ti
∇n · ∇nΨ dn︸︷︷︸
diﬀusive part
. (15)
For the convective ﬂuxes we employ a blending scheme where a Central Diﬀerence Scheme (CDS) is blended
with 5% of an Upwind Diﬀerence Scheme (UDS) for stability. For the diﬀusive ﬂuxes we employ a ﬁnite diﬀerence
reconstruction rule for the gradient, see [13] for more details. After applying the discretization in space we obtain a
semi-discrete ODE system
˙˜Ψ(x, t) = (−[βAUDS (x, t) + (1 − β)ACDS (x, t)] + DrB)Ψ˜(x, t), ∀(x, t) ∈ L. (16)
Here, AUDS (x, t) and ACDS (x, t) are the matrices from the discretization of the convective term with UDS and CDS,
respectively, β = 0.05 is the blending factor, B is the matrix corresponding to the discretization of the diﬀusive term,
and Ψ˜ is the vector of coeﬃcients for the numerical approximation Ψ˜ of the density Ψ.
3.3. Time discretizaiton
The evolution of (16) in time is computed by means of the explicit 3(2) Runge-Kutta pair of Bogacki and Shampine
[19], which is also the basis of Matlab’s ode23 integrator. We choose this method as it was the fastest in our tests with
a uniform grid [13]. The initial condition is a uniform distribution.
3.4. Adaptive Rothe method
For space-time adaptivity, we employ the adaptive Rothe method. It is a popular approach in space-time adaptivity
and advocated in, e.g., [20, 21]. For this method, the space adaptation loop is embedded in the time adaptation loop.
A rough sketch of the general algorithm reads
1. evaluate the ODE solver and obtain a prediction Ψ˜(t + Δt)
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2. estimate spatial error errn for Ψ˜(t + Δt)
3. if errn > toln: determine new triangulation T and go to 1.
4. estimate time error errt
5. if errt > tolt: decrease time step size Δt, go to 1.
else: accept timestep, t ← t + Δt, go to 1.
The search of a new grid T is performed iteratively. In our case, we start from a coarse uniform grid, and the data
from the previous time step is kept at its resolution level until the new mesh is accepted. This guarantees that no
information of the previous timestep is lost due to coarsening.
For the estimation of the spatial error we employ two diﬀerent indicators. The ﬁrst one is a residual based error
estimate from [22] and related to discontinuous Galerkin methods. It reads
ζ =
√∑
T∈T
ζ(T )2, ζ(T ) =
1
2
√
hT
∑
E∈ET
||[Ψ˜]E ||L2(E) (17)
where hT denotes the diameter and ET the edges belonging to the triangle T . Furthermore, the brackets [Ψ˜]E stand for
the jump of Ψ˜ across the edge E.
The second error indicator is based on an equal mass distribution. In other words, it imposes the requirement that
each element of the triangulation carries approximately the same mass.
For the estimation of the time error the embedded Runge-Kutta formula is evaluated, and the timestep is controlled
via a PI controller [23] as suggested in [21].
3.5. Data structures
To store the data of an adaptive grid, a specialized data structure is required that corresponds to the intended
reﬁnement strategy. Each triangle shall be reﬁned by simply connecting the midpoints of its edges. In one reﬁnement
step we thus obtain four triangles out of one. Therefore we employ quad trees as data structure for the elements while
the edges are stored in a linked list. These two data structures allow for an eﬃcient insertion and deletion of data,
which is a favorable feature for AMR applications. The mesh data is connected to the vector oriented integration
kernel of the application via a gather and scatter paradigm, see, e.g., [8] for further information. The mesh is stored
in an unstructured fashion such that the neighbor information is given explicitly. Moreover, the reﬁnement procedure
ensures that neighboring elements diﬀer by at most one with respect to the reﬁnement level.
4. Numerical tests
In this section we provide two test cases and results for the two diﬀerent spatial adaptation strategies. The ﬁrst
test case is the simple shear ﬂow. In this scenario the carrier ﬂuid ﬂow is subject to a constant shear rate and has a
linear ﬂow velocity proﬁle. The second test case is a Lagrangian path recorded by Manhart [5] in a Direct Numerical
Simulation (DNS) of a turbulent channel ﬂow at Reτ = 180.
For the residual based reﬁnement we utilize a tolerance of toln = 0.3 and for the mass based reﬁnement we allow
for each element a deviation of 30% from the mass average. In both cases the search for a new spatial grid T starts
from a uniform grid of level 2. For time integration standard tolerances are employed, namely ATOL = 1.0E-6 and
RTOL = 1.0E-3. We use the Intel Fortran compiler with no optimization ﬂags on a dual Opteron 2378 workstation
with 32 GB RAM and Ubuntu Linux 8.04 LTS 64Bit operating system. All codes are run non-parallel. For runtime
comparison we take our uniform non-adaptive algorithm with a uniform mesh of level 4 with 2560 cells and the largest
possible uniform timestep of Δt = 0.006.
4.1. Simple shear ﬂow
For the simple shear ﬂow with constant shear rate γ˙ the gradient of the ﬂow velocity needed in (6) is given via
∇u =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝0 0 γ˙0 0 0
0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ . (18)
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Figure 4: Second moment 〈nn〉 computed via adaptive Rothe method with residual (left) and mass based (right) reﬁnement in simple
shear ﬂow
As in [5], the aspect ratio of the particle is taken here as r = 5.0. The rotary diﬀusion coeﬃcient is expressed by
means of the Pe´clet number Pe, with
Pe =
γ˙
Dr
. (19)
The results of the tests can be found in Fig. 4. One observes that the mass based reﬁnement strategy gives results that
are closer to the reference solution. However, more overall reﬁnement cycles are needed and therefore the runtime is
increased (Tab. 1). For higher Pe, the solution obtained by both adaptive algorithms is not as smooth with respect to
time as the reference.
Pe residual based mass based uniform
94 0.15s 0.44s 18.36s
374 0.45s 0.62s 18.36s
748 0.54s 0.58s 18.36s
Table 1: Runtimes for the simple shear test case
4.2. Lagrangian path
This test case is aimed at real world applications. As experimental data in this ﬁeld is hard to obtain, a DNS of
the carrier ﬂuid is performed in [5] and the velocity gradient along a Lagrangian path recorded. We utilize this data
as input to our algorithm in order to evaluate Jeﬀrey’s equation (6). In this test case we assume an inﬁnite aspect
ratio r, which leads to κ = 1. Note that for r → ∞ and Pe → ∞, the gradients in the solution Ψ with respect to n
become steeper, which leads to a high number of reﬁnement cycles. For strict tolerances the mesh is even reﬁned up
to degeneration such that the ﬁnite diﬀerences for the ﬂux evaluation consist only of numerical noise. To prevent the
mesh from degeneration we restricted the maximum reﬁnement level in our test runs to 5.
The results are shown in Fig. 5. It turns out that the adaptive approach is always close to the reference but
looks less visually pleasing due to a lack of smoothness in time. For this testcase the adaptive algorithm with mass
adaptation criterion outperforms the others with respect to runtime (Tab. 2). This is due to the fact that much less
elements are used and the time stepsize is in average a bit larger than that of the residual based algorithm.
5. Discussion of results, conclusions and outlook
For the simple test problem the adaptive algorithm performs much better than the uniform one. This test case
also shows the importance of the spatial reﬁnement criterion in order to obtain the quantity of interest with desired
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Figure 5: Second moment 〈nn〉 computed via adaptive Rothe method with residual (left) and mass based (right) reﬁnement in
turbulent ﬂow
Pe residual based mass based uniform
98 13.42s 6.76s 19.13s
748 58.41s 14.05s 19.13s
Table 2: Runtimes for the Lagrangian path
precision. The standard residual based error estimate, which has a stronger theoretical background and controls the L2
error of the solution, is not suitable for the given problem, while the more heuristic mass based reﬁnement strategy is
signiﬁcantly more eﬃcient. Since we are mainly interested in the second stochastic moment, a so-called goal-oriented
reﬁnement criterion as proposed in [24] represents an option for future investigations.
The real life problem reveals that the adaptive approach presented here still suﬀers from a lack of smoothness
in the time evolution. At the moment, it seems that this behavior is due to the strong jumps in the solution across
neighboring elements, which lead to an oscillatory behavior in the time stepping and are unavoidable due to the steep
gradients. We remark that much more sophisticated integration methods than the one used here are available, see, e.g.,
[25]. The insuﬃcient accuracy in the prediction of the dynamics of the adaptive solution indicates that a problem-
speciﬁc approach could lead to a signiﬁcant improvement. The MUSCL scheme [26] combined with an appropriate
integration scheme might be an option in this context.
We will address both, the goal-oriented spatial reﬁnement and the compatible approximation scheme in space and
time in our future work. It has to be noted that the curse of dimensionality plays an important role, as for two-way
coupled simulations, a ﬁve-dimensional PDE with fast varying right-hand side has to be solved. For one time step of
the coupled system, the particle orientation statistics for millions of ensembles is required, each represented by the
solution of a Fokker-Planck equation on a Lagrangian path.
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