Abstract
Introduction
Surveillance in wide-area spatial environments is characterised by complex spatial layouts, large state space, and the use of multiple cameras/sensors. In dealing with a widearea spatial environment, in addition to the ability to handle the dynamics and uncertainty of the environment, the ability to process information about the environment at various levels of abstraction also becomes very important.
Bayesian networks [7] is a well-established framework for dealing with uncertainty. A Bayesian network offers a graphical and compact representation of a joint probability distribution (JPD) of a set of variables in the form of a directed acyclic graph. The links from the parents to a particular node represent the causal dependency, and are parameterised by the conditional probability of the variable of the current node given the parent variables. For applications that need to deal with the temporal dynamics of the environment, the Dynamic Probabilistic Network (DPN) [4, 91 is a special Bayesian network architecture for representing the evolution of the domain variables over time. A DPN consists of a sequence of time-slices where each timeslice contains a set of variables representing the state of the environment at the current time, and the causal links from the current time-slice to the next represent the environment dynamics. A special case of the DPN where, in each time-slice, there is only a single state variable and an observation node, is the well-known hidden Markov model (HMM) [ 111. Given the current set of observations, various inference techniques on the DPN can be used to make predictions about the future state variables (predicting), or about the unobserved variables in the past (smoothing) [8] .
A number of applications of Bayesian networks in dealing with noisy data in spatio-temporal domains include monitoring and surveillance of traffic scenes [3,6,5], tracking human movement and group behaviours [ lo] , recognising and classifying human gestures [ 11. In all these applications, the domains are locally restricted, e.g. only a single room or a single ground space region is considered. Thus, the need for dealing with different levels of detail does not arise.
In this paper, we propose the use of the Layered Dynamic Probabilistic Network (LDPN) [2] , a special type of the Dynamic Probabilistic Network, as an integrated probabilistic framework for tracking in wide-area environments. The LDPN can represent and handle uncertain spatial data at different levels of abstraction, thus is particularly suited for this task. We illustrate, with the help of a synthetic tracking scenario, how the parameters of the LDPN can be estimated from training data, and then used to draw predictions and answer queries about unseen tracks at various levels of detail.
TheLDPN
The LDPN has a layered architecture (Fig. 1 ) that explicitly encodes the hierarchy of connected spatial locations in the environment. The layers in the LDPN correspond to paths through the environment at various levels of detail: the bottom layer represents the path at the coordinate level, and the intermediate layers represent a sequence of destinations (goals) that an agent is following at different levels of abstraction. For example, in a building environment, an agent's path can be examined at the coordinate level, at A sequence of destinations can be viewed as a plan (sequence of sub-goals) that an agent is following. While the agent executes this plan, the current sub-goal determines how the sequence of sub-goals at the lower level would evolve. This type of evolution inJEuence is encoded by the conditional transition probabilities from the previous subgoal to the current sub-goal, given the value of the current goal at the layer above. The achievement of the current sub-goal also determines if the sub-goal at the higher level is also achieved. This type of persistence injuence is encoded by the conditional probabilities that the sub-goal at the higher level is achieved given the current sub-goal is achieved.
The evolution transition matrix needs only be specified for the set of sub-goals in the vicinity of the current goal. For example, at the coordinate level, we only have to specify the evolution transition matrix within each room, assuming the room door(s) as the destination(s). At the door-to-door level, the transition matrix is specified between the set of doors in the same floor, assuming the floor exit(s) as the destinations. Thus, the partition of the environment into a hierarchy of smaller regions helps reduce the size of the evolution parameters, and makes the LDPN model scalable to large spatial environments.
Given a set of observations about the path at the coordinate level, the LDPN can be used to draw predictions of how the paths at different levels of detail would evolve in the future. In the next section, we illustrate the use of the LDPN model and its inference scheme described in [2] via a synthetic tracking problem in a complex spatial environment.
The task involves tracking the movement of an object through a building consisting of 8 connected rooms (Fig. 4) . four layers corresponding to the four levels of the hierarchy, together with an observation layer to handle the noisy observation data.
LDPN parameters acquisition
Before tracking can be carried out, the parameters of the LDPN needs to be specified.
The LDPN transition probabilities at the coordinate level and and observation model can be learned in each individual room separately using the standard method for HMM parameter re-estimation [ 111. We assume that the all the rooms are identical, and perform this parameters reestimation step with real data for the room shown in Fig. 2 . A tracking module using background subtraction returns a noisy sequence of coordinates of the moving object (human). The object movement model and the camera observation (noise) model are then re-estimated using 20 such sequences. The resulting movement and observation model are shown in Fig. 3 . The observation model contains the probability that the cell occupied by the agent will be observed as one of the cells in the 3 x 3 neighbourhood mask ( Fig. 3(a) ). Since the camera is looking at the room from the bottom left corner, we notice that the errors tend to spread in the South-West to North-East direction. The movement model contains the probability that, given a destination in the front direction, the agent will move to the front, left, right, back cell, or stay in the same cell ( Fig. 3(b) -note that the model in the figure has been oriented so that the front direction is pointing upward).
The parameters of the LDPN at the higher levels are simply the frequency that an object from one door, will move to one of the adjacent doors. In this experiment, for simplicity we specify these probabilities manually, but they can be easily recorded in a real scenario.
Tracking and predicting with LDPN
To simulate the tracking task, the structure and parameters of the LDPN are used to generate a random sequence of cells at the bottom level of the hierarchy to simulate the observation of an agent's path. Fig. 4 shows an example of a generated path (prior to being corrupted by noise from the observation model) entering the building via the West entrance and exiting the building via the East entrance. The number shown next to a position on the track represents the time when the agent is at that position.
With this set of generated observation points as input data, we run the LDPN inference algorithm to answer queries about the tracked object. At each time-slice, we look at three queries at different levels of abstraction: (1) which main entrance the object is heading to, ( 2 ) which room the object is currently in, and (3) which nearest doodentrance the agent is currently heading towards. The scope of the first query is the entire environment, whereas the scope of the other two queries is limited to the immediate surroundings of the current position of the tracked object. The answer to the first query is a probability distribution on the set of four building exits N, S, E, W, this is obtained by computing the conditional probability of the top-level goal node in the LDPN structure given the past sequence of observations. The answer to the second query is a probability distribution on the set of rooms 0,1,. . . ,7; this is obtained by computing the conditional distribution of the current coordinate-level node in the LDPN. The answer to the third query is a probability distribution on the set of all doors and entrances; this is obtained from the conditional probability of the level-1 goal node.
The probabilities obtained for the first query are plotted in Fig. 5 . The result shows the probabilities that the agent will exit the building via the three exits S, E, and N over time. Initially, the probabilities are the same. After the agent moves away from room 1 at time 72, Pr(S) starts to decrease. When the agent enters room 7 at time 189, Pr(S) drops to zero. At the same time, Pr(N) becomes greater than Pr(E). However, as the agent enters room 5 at time 306, P r ( E ) becomes dominant as expected.
The results obtained from the second and third queries are plotted in Fig. 6 (a) and (b) . Note that since there are many rooms and doors, we only plot the probabilities for room 0, 1 and 3 in Fig. 6(a) , and the probabilities for the three doors exiting from room 0 (left, right, back) in Fig. 6(b) . 
Conclusion
In this paper, we have demonstrated the use of the LDPN for tracking object movement in a wide-area environment. We have shown that the LDPN can represent uncertain data in spatial domains and deal with them at different levels of detail.
By dividing the environment into regions corresponding to vicinities of the locations at the next higher level, the transition probabilities need only be specified at the vicinity surrounding each destination, thus making the size of the transition probability tables relatively constant and the LDPN model scalable to wide-area environments. Due to this hierarchal decomposition, the parameters of the LDPN can also be estimated separately for each region, simplifying the model acquisition step.
In our future work, we plan to deploy a system for tracking throughout an entire building area. Another possibility is to investigate coupled LDPNs for modelling group behaviours. Since the intermediate sub-goals are explicitly represented in the LDPN, a group behaviour can be specified by coupling some of these individual goals together. 
