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PRVE STOPNJE
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3.2 Arhitektura vtičnika . . . . . . . . . . . . . . . . . . . . . . . 12
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Seznam uporabljenih kratic
kratica angleško slovensko
AJAX Asynchronous JavaScript And
XML
asinhroni JavaScript in XML
API Application Programming In-
terface
aplikacijski programski vme-
snik
CSS Cascading Style Sheets kaskadne stilske podloge
DOM Document Object Model objektni model dokumenta
HTML HyperText Markup Language jezik za označevanje nadbese-
dila
HTTP Hypertext Transfer Protocol protokol za prenos hiperteksta
JSON JavaScript Object Notation notacija JavaScript objekta
LIFO Last In First Out zadnji noter, prvi ven
STT Speech-To-Text govor v besedilo
URL Uniform Resource Locator enolični krajevnik vira
VAR Voice Action Recognition prepoznavanje glasovne akcije
XML eXtensible Markup Language razširljiv označevalni jezik

Povzetek
Naslov: Glasovno upravljanje aplikacije
Avtor: Miha Rejec
V okviru diplomskega dela je bil izdelan prototip vtičnika za glasovno
upravljanje mobilnih aplikacij. Njegovi funkcionalnosti sta upravljanje po
aplikaciji in izpolnjevanje polj, kjer se slednje deli na vnašanje kraǰsih ukazov
in narekovanje dalǰsega besedila za dalǰsa vnosna polja. Prototip je napisan v
programskem jeziku JavaScript v ogrodju AngularJS in ga je mogoče vključiti
v mobilne aplikacije, ki so zgrajene na osnovi istih tehnologij.
Vtičnik za delovanje uporablja aplikacijska programska vmesnika (API) za
pretvorbo govora v besedilo in prepoznavanje ukaza, zato za svoje delovanje
potrebuje povezavo z internetom. Pri razvoju smo si prizadevali, da je za
vključitev vtičnika v neko aplikacijo potrebnega čim manj dela. Na strani
vtičnika pri vključitvi v aplikacijo ni potrebno spreminjanje kode, temveč le
posodobitev nastavitve v konfiguracijski datoteki.
Ključne besede: mobilna aplikacija, glasovno upravljanje, prepoznava go-
vora, AngularJS, jQuery, HTML.

Abstract
Title: Application voice control
Author: Miha Rejec
Within the thesis a prototype of a plugin for voice control of mobile appli-
cations was created. Its functionalities include navigating in the application
itself and filling in fields, wherein the latter is divided into two subsections:
filling in short commands and dictating longer texts for longer input fields.
The prototype is written in the JavaScript programming language, namely
the AngularJS framework, and can be added to mobile applications that are
based on the same technologies.
The prototype uses two application programming interfaces (APIs) for
speech to text conversion and command recognition and therefore needs an
internet connection in order to function. During the development process we
aimed to achieve a minimal amount of effort to add the plugin in a certain
application, thus code modification is not needed when adding the plugin
into the application; the only requirement is updating the settings in the
configuration file.
Keywords: mobile application, voice control, voice recognition, AngularJS,
jQuery, HTML.

Poglavje 1
Uvod
V tem poglavju sta opisana problem, ki smo ga pred začetkom razvoja opre-
delili, in rešitev, ki smo jo v okviru diplomskega dela razvili. Opisana je tudi
struktura diplomskega dela.
1.1 Opis problema
Pri naročniku platforme MightyFields (podrobneje opisana v poglavju 3.1)
se je pojavila težava pri vnašanju podatkov. Mobilno aplikacijo platforme
uporabljajo delavci na terenu, ki morajo v aplikacijo vnašati podatke o delu
in ugotovitvah, teh podatkov pa je lahko ogromno. Zato delavci porabijo za
vnos podatkov v aplikacijo ogromno časa - delo je tako zelo neoptimizirano,
uporaba pa zamudna in uporabniku neprijazna.
V mobilnih aplikacijah se pojavljajo tri vrste polj za izpolnjevanje: vno-
sna polja, izbirna polja in gumbi. Največji problem ročnega izpolnjevanja
predstavlja vnašanje dalǰsega besedila, kjer mora uporabnik vse znake vnesti
po virtualni tipkovnici. To je zelo zamudno, poleg tega pa se lahko med
izpolnjevanjem pojavijo slovnične napake. Poleg tega je virtualna tipkovnica
problematična tudi zato, ker zakrije del zaslona na napravi. Zato uporab-
niku nekateri podatki niso vidni. Eden izmed problemov se pojavi pri izbirnih
poljih, kjer ima lahko, katero izmed njih, v šifrantu veliko izbir. Zato ročno
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iskanje po šifrantu vzame veliko časa (npr. iskanje države v spustnem meniju
vseh držav).
1.2 Predlagana rešitev
Kot rešitev tega problema smo razvili prototip vtičnika, ki uporabniku omogoča
glasovno upravljanje aplikacije v slovenskem jeziku. Uporabnik za navigi-
ranje po aplikaciji in vnašanje podatkov uporablja glasovne ukaze. Vtičnik
podpira dva načina uporabe: izvajanje kraǰsih ukazov in narekovanje dalǰsega
besedila. Uporabniku je za vsakega od njiju na voljo grafični vmesnik, ki
omogoča kontrolo poteka snemanja in uporabnika obvešča o uspehu izvedbe.
Podrobneǰsi opis prototipa je opisan v nadaljevanju diplomskega dela.
1.3 Struktura diplomskega dela
V drugem poglavju so opisane tehnologije in orodja, ki smo jih pri razvoju
uporabili. Nadaljujemo s tretjim poglavjem, ki zajema celoten opis vtičnika.
V njem so med drugim vključeni: opis uporabe vtičnika, arhitektura vtičnika,
opis posameznih komponent in delovanje. V četrtem poglavju so opisane
tehnike testiranja, ki smo jih med razvojem uporabljali, v zadnjem poglavju
pa diplomsko delo zaključimo s sklepnimi ugotovitvami.
Poglavje 2
Uporabljene tehnologije in
orodja
V tem poglavju so opisane tehnologije in orodja, ki smo jih pri razvoju
vtičnika uporabili. V okviru vsakega opisa smo predstavili bistvene lastno-
sti tehnologije ali orodja, in kje smo to, v okviru izdelave diplomskega dela,
uporabili.
2.1 Uporabljene tehnologije
2.1.1 JavaScript
JavaScript je programski jezik. Namenjen je programiranju na čelnih in za-
lednih delih spletnih aplikacij. Pri programiranju na čelnem delu spletne
aplikacije ga uporabljamo za določanje obnašanja aplikacije ob uporabniko-
vih akcijah (klik na gumb, postavitev kazalca mǐske nad neki element ipd.),
proženje dogodkov, odzivanje na dogodke itn. Z uporabo JavaScript nare-
dimo spletno stran dinamično [10, 22].
Standard, ki ga uporablja JavaScript, se imenuje ECMAScript. V naši
rešitvi smo uporabljali standard ECMAScript 2015 (ECMAScript 6) [22].
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2.1.2 HTML
HTML (Hyper Text Markup Language) je jezik, ki je namenjen izdelavi sple-
tnih strani. Določa, katere elemente spletna stran vsebuje in kje na strani
so ti elementi. Elementi so predstavljeni z značkami in atributi. Vsak ele-
ment ima eno ali dve znački, ki določajo tip elementa in kje je ta element.
V primeru dveh značk prva določa začetek elementa, druga pa njegov konec.
Spletni brskalniki značk ne prikažejo, temveč jih uporabijo za informacijo,
kako naj se elementi prikažejo na spletni strani. Atributi vsebujejo doda-
tne informacije o elementu (npr. elementov id, pravila za validacijo, izgled
elementa itn.) [20, 19]
2.1.3 CSS
CSS (Cascading Style Sheets) je jezik, ki se uporablja za določanje stilov
na spletni strani. Stili se lahko dodajajo na več načinov: dodajanje stilov
določeni skupini HTML elementov (tj. elementom, ki imajo enako poimeno-
vanje značk) in dodajanje stilov v razred, ki se ga lahko uporabi v različnih
HTML elementih. Najpogosteǰsi pristop je ravno ta, saj se z njim izognemo
podvajanju kode. Struktura skupka stilov je sestavljena iz treh delov: izbir-
nika, lastnosti in vrednosti. Izbirnik nam pove, katerim elementom oziroma
kateremu razredu bomo stile spreminjali, lastnost nam pove, katero lastnost
elementa bomo spreminjali, vrednost pa, katero vrednost mu bomo dodelili
[16, 2].
2.1.4 AngularJS
AngularJS je odprtokodno JavaScript ogrodje, namenjeno izdelavi spletnih
aplikacij. Je ogrodje, ki razširi HTML in JavaScript z dodatnimi funkcio-
nalnostmi. AngularJS ima kontrolo nad DOM (Document Object Model).
DOM je objektni model HTML-ja, ki opredeli HTML dokument kot objekt,
in za posamezne HTML elemente hrani njihove lastnosti, metode in dogodke
[31, 12]. Nadzor nad DOM mu omogoča, da lahko v HTML manipulira z
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elementi (npr. ponavaljanje elementa s for zanko, prikazovanje in skrivanje
elementa pod določenimi pogoji itn.) To funkcionalnost dodamo v HTML
z datotekami, ki jim pravimo direktive. Direktiva je JavaScript datoteka,
v kateri implementiramo vse funkcionalnosti, za katere bi radi, da jih nek
HTML element podpira, nato pa jo dodamo v HTML element znotraj nje-
govih značk kot atribut. Primer vključitve direktive v HTML je prikazan v
poglavju 3.13 na sliki 3.26.
Prednosti uporabe AngularJS:
• Ločitev kontrole nad DOM-om in JavaScript (večja berljivost kode),
• ločitev čelnega in zalednega dela aplikacije, kar omogoči hitreǰse delo,
saj so razvijalci ločeni v dve skupini ter
• možnost izdelave vseh delov, ki so potrebni za pravilno delovanje čelnega
dela aplikacije: grafični vmesnik, logika aplikacije itn.
[12, 4, 7].
Glavni razlog za uporabo AngularJS je bil ta, da smo v podjetju rešitev
testirali na aplikaciji MightyFields (podrobneǰsi opis v poglavju 3.1), ki je
prav tako izdelana v tej tehnologiji. Tudi problemi, ki smo jih opredelili v
poglavju 1.1, se pojavljajo prav pri uporabnikih navedene aplikacije. Zaradi
dejstev, da se enaki problemi pojavljajo tudi v drugih aplikacijah, in da je
AngularJS eno izmed najbolj znanih in učinkovitih JavaScript ogrodij, smo
se odločili zanj [8].
2.1.5 Ionic
Ionic je odprtokodno ogrodje za izdelavo čelnega dela aplikacije. Vsebuje bo-
gate knjižnice, ki hranijo grafične komponente, s katerimi je mogoče izdelati
uporabniku prijazno podobo aplikacije [21].
V naši rešitvi smo funkcionalnosti uporabljali v HTML (ikone in anima-
cije) in JavaScript (pojavna okna).
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2.1.6 Bootstrap
Bootstrap je ogrodje, ki omogoča hitreǰso izdelavo spletnih strani. Z njim
se znebimo pisanja večine HTML in CSS kode, saj vsebuje prednastavljene
predloge, ki določajo postavitev spletne strani. Spletna stran se z Bootstrap
predlogami prilagaja napravam različnih velikosti in s tem ohranja pravilen
izgled. Prednosti uporabe ogrodja Bootstrap:
• Zaradi prednastavljenih predlog prihrani veliko časa pri pisanju HTML
in CSS kode ter je preprost za uporabo,
• prilagodljivost na različne naprave ter
• kompatibilnost z večino spletnimi brskalniki.
[13].
Z uporabo ogrodja Bootstrap smo pri razvoju prihranili veliko časa in
vtičniku kljub temu ohranili kompatibilnost z različnimi napravami.
2.1.7 Underscore.js
Underscore.js je JavaScript knjižnica, ki vsebuje pomožne funkcije, ki bi jih
moral razvijalec drugače napisati sam (npr. filtriranje elementov iz seznama,
iskanje elementa v seznamu, pridobivanje vrednosti objektov za določen ključ
itn.) Knjižnica vsebuje več kot 100 funkcij, uporaba katerih razvijalcu olaǰsa
delo. Funkcije se delijo v več skupin, odvisno nad katerimi tipi spremenljivk
izvajamo operacijo [26].
Pri razvoju smo imeli veliko opravka z JavaScript objekti. Tu nam je
knjižnica zelo koristila, saj vsebuje veliko funkcij, ki so namenjene prav delu
z objekti. Funkcije, ki smo jih pri razvoju največ uporabljali:
• .filter(): za dan seznam elementov vrne seznam tistih, ki ustrezajo
navedenemu pogoju;
• .find(): v danem seznamu elementov poǐsče tistega, ki ustreza navede-
nemu pogoju in
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• .pluck(): iz danega seznama elementov pridobi vrednosti ključa, ki
smo ga navedli.
2.1.8 jQuery
jQuery je JavaScript knjižnica, ki omogoča lažje manipuliranje nad objektnim
modelom dokumenta HTML. Poleg tega ima tudi naslednje funkcionalnosti:
• manipulacija CSS,
• lovljenje in proženje dogodkov HTML,
• dodatni učinki in animacije ter
• Ajax (asinhroni JavaScript in XML), ki spletni aplikaciji omogoča asin-
hrono izmenjavo podatkov s strežnikom.
[23, 24, 1].
V naši rešitvi predstavlja pomemben del. Uporabili smo ga za pridobiva-
nje vrednosti atributov HTML elementov, njihovo spreminjanje ter proženje
HTML dogodkov. Za uporabo knjižnice jQuery smo se odločili zaradi več
razlogov:
• enostaven za uporabo,
• hitro delovanje,
• deluje na vseh spletnih brskalnikih in napravah,
• zavzame malo prostora ter
• možnost iskanja DOM elementov glede na njihove atribute.
[9].
8 Miha Rejec
2.2 Uporabljena orodja
2.2.1 Visual Studio Code
Za pisanje kode smo uporabljali razvojno okolje Visual Studio Code. Okolje
je kompatibilno z operacijskimi sistemi Windows, Linux in macOS. V našem
primeru smo datoteke pisali v jezikih JavaScript, HTML in CSS, kar pa ne
pomeni, da okolje ne omogoča pisanje tudi v drugih jezikih. Okolje podpira
velik nabor jezikov, kot so: C++, Java, PHP itn. Integiranih ima veliko
razširitev, ki razvijalcu olaǰsajo pisanje kode (npr. računanje časovne kom-
pleksnosti funkcij, samodejno formatiranje kode po različnih standardih itn.)
[27]
2.2.2 Postman
Postman je okolje, ki omogoča:
• kreiranje API-jev in njihovo objavo,
• testiranje in razhroščevanje delovanja API-ja,
• spremljanje delovanja API-ja ter
• pošiljanje prošenj na druge API-je.
[11].
V naši rešitvi smo ga uporabili za pošiljanje prošenj na VAR (voice ac-
tion recognition) API in s tem testirali delovanje. VAR API je namenjen
prepoznavi glasovnih ukazov in ga uporablja vtičnik za glasovno upravljanje,
podrobneje pa je opisan v poglavju 3.2.3.
2.2.3 Swagger
Swagger je okolje, ki je namenjeno definiranju strukture API-ja. Ob defi-
niranju API-ja ga Swagger samodejno dokumentira. Gre za dokumentacijo,
ki nam pove kakšna mora biti struktura prošenj za različne končne točke in
Diplomska naloga 9
kakšna bo struktura odgovora. Uporabnik definira API v formatu YAML ali
JSON [30].
V Swaggerju smo definirali, kako bo videti VAR API. API smo definirali
v formatu YAML. Določili smo:
• končne točke,
• sheme prošenj (strukturo posameznih parametrov, opredelili, kateri iz-
med njih je obvezen, njihove tipe itn.) ter
• sheme odgovorov API-ja.
2.2.4 Google Chrome developer tools
Google Chrome developer tools predstavlja orodja, ki so vgrajena v spletni
brskanik Google Chrome. Uporabljali smo jih za:
• neposredno urejanje DOM in CSS s takoj vidnimi rezultati na spletni
strani;
• razhroščevanje kode;
• prikaz sporočil in napak v konzoli ter
• pregled nad klici, ki se pošiljajo s spletne strani (njihova vsebina, ali se
je klic uspešno izvedel ipd.)
[14].
Ob vsaki novi funkcionalnosti, ki smo jo v JavaScript kodi vtičnika im-
plementirali, smo morali aplikacijo ponovno naložiti na mobilno napravo. Da
to ni bilo potrebno, tudi pri spreminjanju stilov v vtičniku, smo te posoda-
bljali kar v
”
Google Chrome developer tools“. Ko smo videli kateri stili so
primerni, smo te zapisali v dejanske datoteke, ki jih vtičnik uporablja.
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Poglavje 3
Vtičnik za glasovno upravljanje
V tem poglavju je na začetku predstavljena mobilna aplikacija MightyFields,
ki smo jo uporabili za testiranje vtičnika. Nadaljujemo z opisom arhitekture
vtičnika, za tem pa opǐsemo še načrtovanje dobre uporabnǐske izkušnje in opis
uporabe vtičnika. Delovanje je zaradi obsežnosti razdeljeno na več poglavij,
ki segajo od podpoglavja 3.5 do podpoglavja 3.12. Za konec poglavja si v
podpoglavju 3.13 pogledamo še možnosti vključitve vtičnika v druge mobilne
aplikacije.
3.1 MightyFields - aplikacija uporabljena za
testiranje
MightyFields je platforma za hitro in preprosto ustvarjanje digitalnih obraz-
cev in s tem optimizacijo zbiranja podatkov. Platforma nadomešča druge
vrste zbiranja podatkov v organizaciji. Zamenjava papirnih obrazcev z di-
gitalnimi obrazci omogoča organizaciji, da do podatkov dostopa v realnem
času. Do obrazcev kreiranih na platformi MightyFields je mogoče dostopati
tudi brez internetne povezave - na poljubni napravi.
Gre za hibridno mobilno aplikacijo, ki je izdelana v ogrodju AngularJS
in zaradi želje po delovanju na različnih platformah uporablja vsebovalnik
Apache Cordova.
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Apache Cordova je odprtokodno ogrodje, ki je namenjeno upodabljanju
vsebine spletne aplikacije na tak način, da se jo lahko uporablja na različnih
platformah. Spletno aplikacijo upodablja v oknu, ki deluje na podoben način
kot spletni brskalniki. S tem omogočimo, da spletna aplikacija deluje v vse-
bovalniku Apache Cordova enako, kot bi delovala v spletnem brskalniku, in
jo je moč uporabljati na mobilnih napravah. Ker pa spletne aplikacije ni-
majo direktnega dostopa do programske in strojne opreme naprave, Apache
Cordova poskrbi tudi za to [29, 3].
Za testiranje vtičnika z uporabo platforme MightyFields smo se odločili,
ker pokriva vse primere uporabe, ki se v okviru razvite rešitve lahko pojavijo,
in je kompatibilna s tehnologijami, ki smo jih pri razvoju uporabili.
3.2 Arhitektura vtičnika
3.2.1 Povezava med komponentami, ki so potrebne za
delovanje glasovnega upravljanja
Vtičnik za glasovno upravljanje komunicira z dvema API-jema:
• Google STT API in
• VAR API.
Vtičnik za glasovno upravljanje je dodan v aplikacijo kot Angular direktiva
(kaj je Angular direktiva je opisano v poglavju 2.1.4) in skrbi za poveza-
nost med aplikacijo in API-jema ter tako predstavlja glavno gonilo delovanja
glasovnega upravljanja v aplikaciji (slika 3.1). Ima naslednje naloge:
• snemanje glasu,
• pridobivanje konteksta za Google STT in VAR API,
• komunikacija z Google STT in VAR API-jem,
• izvedba akcije,
Diplomska naloga 13
• grafični prikaz in
• potek glasovnega upravljanja.
Slika 3.1: Povezave med posameznimi komponentami
V primeru snemanja kraǰsih ukazov vtičnik za glasovno upravljanje ko-
municira z obema API-jema. Ko uporabnik nekaj reče se najprej zvočni
posnetek pošlje na Google STT API, kjer se govor pretvori v besedilo. To
se kot odgovor pošlje nazaj na vtičnik za glasovno upravljanje, ki pošlje be-
sedilo skupaj z ostalimi potrebnimi podatki aplikacijskemu vmesniku VAR.
VAR API s pomočjo umetne inteligence ugotovi, katero akcijo uporabnik želi
izvesti. Prepoznano akcijo se v obliki odgovora pošlje vtičniku za glasovno
upravljanje, ki jo izvede. Struktura odgovora aplikacijskega vmesnika VAR
je opisana v poglavju 3.8.1.
V primeru snemanja nareka dalǰsega besedila pa vtičnik komunicira le
z Google STT API-jem. Tu ne gre za prepoznavanje akcij, temveč le za
pretvorbo govora v besedilo. Zvočni posnetek se pošlje Google STT API-
ju, ta govor pretvori v besedilo in ga v odgovoru pošlje nazaj. Struktura
odgovora Google STT API-ja je opisana v poglavju 3.5.2.
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3.2.2 Google STT API
Google Cloud Platform (GCP) je googlov skupek spletnih storitev, ki so
na voljo njihovim registriranim uporabnikom. Spletne storitve se delijo na
več različnih skupin. Eno izmed skupin predstavljajo storitve, ki delujejo
na podlagi umetne inteligence. V to skupino spada tudi storitev
”
Cloud
Speech-to-Text“, ki jo uporablja naša rešitev. To je spletna storitev, ki s
pomočjo umetne inteligence pretvarja govor v besedilo. Spletni storitvi se po
API klicu pošlje zvočni posnetek govora, v odgovoru pa storitev vrne bese-
dilo, ustvarjeno na podlagi tega posnetka. Ker je rešitev podprta s strojnim
učenjem, se čez čas izbolǰsuje in ustvarja vedno bolj natančne in pravilne
rezultate. Cloud Speech-to-Text podpira že 120 jezikov, eden izmed njih
je tudi slovenščina. Nekatere izmed zanimivih lastnosti in funkcionalnosti
”
Cloud Speech-to-Text“ spletne storitve so:
• besedni namigi – zraven zvočnega posnetka lahko pošljemo nabor besed,
za katere menimo, da je večja verjetnost, da jih bo uporabnik izgovoril
(npr. če je uporabnik iz neke stroke, lahko zraven pošljemo žargonske
besede, ki se v tej stroki uporabljajo);
• pretvarjanje predposnetega zvoka in pretvarjanje v realnem času – zvok
lahko na API pošiljamo v realnem času, medtem ko uporabnik govori,
ali pa na API pošljemo že predhodno posnet zvočni posnetek;
• samodejno zaznavanje jezika – ob prepoznavi govora lahko storitev ugo-
tovi, za kateri jezik gre;
• izoliranje govora od šuma v ozadju – če je bil glas posnet z motnjami
in hrupom v ozadju, storitev poskrbi za pravilnost rezultata;
• odstranjevanje neprimernega govora iz besedila;
• samodejno vstavljenje ločil v besedilo ter
• prepoznavanje in ločevanje različnih govorcev – če je na posnetku več
različnih govorcev, storitev ugotovi, kaj je rekel kateri izmed njih.
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[18, 15, 5].
3.2.3 VAR API
V okviru projekta za glasovno upravljanje je druga ekipa v podjetju izde-
lala VAR API, ki je namenjen prepoznavanju akcije, ki jo želi uporabnik z
glasovnim ukazom izvesti. Za prepoznavo akcij VAR API vsebuje umetno-
inteligentni model. Prepoznava akcij torej poteka z uporabo umetne inteli-
gence, pravilnost prepoznave pa se skozi čas izboǰsuje, saj model uporablja
tudi strojno učenje. Specifikacijo API-ja smo definirali na naši strani, v oko-
lju Swagger.
Tip URL Telo prošnje Odgovor (200)
POST varUrl + /action/
Besedilo, kontekst,
verjetnost pravilno-
sti besedila
Seznam akcij
GET varUrl + /codelist/{id} /
Seznam vrednosti
šifranta
POST varUrl + /codelist/{id}
Seznam vrednosti
šifranta
Sporočilo o uspehu
DELETE varUrl + /codelist/{id} / Sporočilo o uspehu
Tabela 3.1: Tabela klicev na VAR API
API prejme besedilo, kontekst aplikacije in verjetnost pravilnosti besedila
(naštete lastnosti so podrobneje opisane v poglavjih 3.6.2 in 3.7) ter kot
odgovor vrne akcijo, ki jo je treba izvesti. To je osrednja funkcionalnost API-
ja, ki pa ima tudi drugo nalogo, tj. hranjenje velikih šifrantov (podrobneje
opisano v poglavju 3.11).
Tabela 3.1 predstavlja vse možne klice aplikacijskega vmesnika VAR in
odgovore v primeru uspeha. Pri vsakem izmed klicev imamo tudi tri možne
odgovore v primeru napake: 404 pomeni, da se strežnik ne more/noče odzvati,
422 predstavja napako v prošnji, odgovor 500 pa napako na strežniku. Klici,
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ki so namenjeni urejanju šifrantov (URL ’/codelist/{id}’), so podrobneje
opisani v poglavju 3.11.
3.2.4 Datoteke, ki jih vtičnik za glasovno upravljanje
uporablja
Vtičnik za glasovno upravljanje je zgrajen iz veliko datotek, ki skrbijo za
pravilno delovanje. Na sliki 3.2 so prikazane vse datoteke in povezave med
njimi. Povezava (puščica) iz ene datoteke v drugo pomeni, da prva datoteka
uporablja funkcionalnosti druge. Vsa koda v omenjenih datotekah je izdelana
v ogrodju AngularJS. Vrste datotek, ki smo jih izdelali:
• Angular direktive (JavaScript): dodajanje nove funkcionalnosti v HTML,
dinamično prenašanje podatkov med HTML in JavaScript datotekami;
• Angular servisi (JavaScript): vsak izmed njih opravlja določene naloge,
ki jih direktivi in ostali servisi lahko uporabijo;
• predloge (HTML): grafična podoba vtičnika;
• stili (CSS): stili uporabljeni v predlogah in
• konfiguracijska datoteka (JSON): hramba podatkov, ki določajo način
delovanja.
Za vsako izmed vrst smo izdelali eno ali več datotek. V nadaljevanju so
naštete vse Angular direktive (ang. directives) in Angular servisi (ang. ser-
vices) ter konfiguracijska datoteka. Pri vsaki izmed datotek so zapisane njene
naloge:
• VoiceActionsDirective – skrbi za prikazovanje ustreznih pojavnih oken
in klice ustreznih funkcij ostalih servisov ob uporabi na dotik (pri sne-
manju kraǰsih ukazov);
• VoiceDictationDirective – skrbi za prikazovanje ustreznih pojavnih oken
in klice ustreznih funkcij ostalih servisov ob uporabi na dotik (pri sne-
manju dalǰsega govora);
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• GoogleActionsService – glavni kontroler snemanja kraǰsih ukazov (ini-
cializacija objekta za snemanje glasu in komunikacija z
”
Google STT
API-jem“, funkcije za upravljanje snemanja);
• GoogleDictationService – glavni kontroler snemanja narekovanja dalǰsega
besedila (inicializacija objekta za snemanje glasu in komunikacija z
Google STT API-jem, funkcije za upravljanje snemanja);
• ContextService – pridobivanje ustreznih vrednosti atributov HTML ele-
mentov iz aplikacije;
• VarContextService – generiranje konteksta za VAR API (s pomočjo
ContextService);
• GoogleContextService – generiranje konteksta za Google STT API (s
pomočjo ContextService);
• RequestService – vsi klici na VAR API;
• VoiceService – povezuje servise za pridobitev konteksta, skrbi za filtri-
ranje neustreznih akcij, kliče servis za izvedbo akcije;
• ActionPathsService – pridobivanje poti za izvedbo akcije (s pomočjo
ContextService);
• ActionService – izvedba akcije;
• UndoService – skrbi za generiranje razveljavitvene akcije in razveljavi-
tev;
• RecordingStateService – hrani trenutno stanje snemanja in skrbi za
prehajanje med stanji;
• ErrorService – skrbi za prikaz opozoril o napakah in
• VoiceConfig – konfiguracijska datoteka, ki hrani podatke, ki so potrebni
za pravilno delovanje glasovnega upravljanja (elemente nad katerimi je
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glasovno upravljanje možno, prag verjetnosti, ki akcijo še označuje kot
pravilno, URL do VAR API-ja).
Slika 3.2: Povezave med datotekami
3.3 Načrtovanje dobre uporabnǐske izkušnje
Najbolǰsi pristop za oblikovanje lepega grafičnega vmesnika in delovanja s
prijazno uporabnǐsko izkušnjo je, da se pred začetkom implementacije ustre-
zno pripravimo in vse skupaj dobro načrtujemo. Na začetku naredimo slike,
ki prikazujejo, v kakšnih stanjih je lahko aplikacija. Tu poskusimo zajeti vse
najpomembneǰse primere uporabe, prav tako pa moramo paziti na vključitev
obvadovanja napak v aplikaciji. Te slike prikazujejo stanja, s katerimi bo
uporabnik v interakciji. Za tem moramo določiti možna prehajanja med sta-
nji. Ko prehajanja določimo, imamo pred sabo diagram, ki prikazuje poti,
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ki jih uporabnik med uporabo lahko izkusi. Iz tega diagrama nato izhajamo
v izdelavo grafičnega vmesnika in logike, ki poskrbi za prijazno uporabnǐsko
izkušnjo [6]. Pred začetkom razvoja vtičnika smo jasno določili kakšno delo-
vanje in izgled uporabnǐskega vmesnika bosta najbolǰsa za dobro uporabnǐsko
izkušnjo. Med razvojem smo sledili tem dogovorom.
3.4 Opis uporabe vtičnika za glasovno upra-
vljanje
Vtičnik ima dva primera uporabe:
• izpolnjevanje polj aplikacije in
• navigiranje po aplikaciji (preklapljanje med različnimi zavihki aplika-
cije).
Pri izpolnjevanju polj imamo dva primera uporabe:
• uporaba kraǰsih ukazov in
• narekovanje dalǰsega besedila.
Pri kraǰsih ukazih imamo opredeljene tri vrste polj. To so vnosna polja,
izbirna polja in gumbi. V primeru ročnega izpolnjevanja uporabnik pri vno-
snem polju nekaj napǐse po tipkovnici, pri izbirnem polju nekaj izbere s
klikom na možnost v šifrantu, pri gumbu pa nanj klikne. Z glasovnim upra-
vljanjem se navedene interakcije znebimo.
Ob odprtju aplikacije imamo na spodnjem delu zaslona prikazan gumb z
ikono mikrofona, namenjen je snemanju kraǰsih ukazov (slika 3.3). Gumb
”
lebdi“ nad ostalimi elementi aplikacije in je vedno na istem položaju. Ob
kliku na gumb se začne snemanje kraǰsih ukazov. Namesto ikone mikrofona
se pojavi animacija, ki nam kaže, da trenutno poteka snemanje (slika 3.4).
S ponovnim klikom na gumb se snemanje ustavi, ikona spet preide v stanje
nesnemanja.
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Slika 3.3: Stanje nesnemanja
Ob snemanju vtičnik posluša uporabnika in čaka na glasovni ukaz. Ko
uporabnik nekaj reče, se v ozadju začne izvajati komunikacija z Google STT
in VAR API-jema, ki je ključna za prepoznavo akcije (tj. akcija, ki bi jo
moral uporabnik brez glasovnega upravljanja izvesti z ročno interakcijo). Ta
čas se gumb onemogoči in v gumbu nastopi druga animacija, ki uporabniku
da vedeti, da vtičnik skrbi za pravilno prepoznavo akcije in njeno izvedbo,
ter da je treba za nadaljevanje počakati (slika 3.5). Ko se procesi prepoznave
akcije pred njeno izvedbo zaključijo, imamo tri možnosti:
• akcija, ki jo želi izvesti uporabnik, je bila prepoznana,
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Slika 3.4: Snemanje ukazov
• akcija ni bila prepoznana in
• prepoznanih je bilo več možnih akcij in ne vemo katera je prava.
V primeru, da je bila akcija prepoznana, se zgodijo naslednji koraki:
1. Drsnik in pogled aplikacije se premakneta do polja, nad katerim bo
akcija izvedena;
2. akcija se izvede in
3. gumb za snemanje ukazov gre spet v stanje snemanja (le v primeru, da
uporabnik v času snemanja ni pritisnil na gumb za konec snemanja).
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Slika 3.5: Čakanje procesov za izvedbo akcije
V primeru, da akcija ni bila prepoznana, se zgodi sledeče:
1. gumb za snemanje dobi za eno sekundo ikono, ki nam pove, da je prǐslo
do napake (slika 3.6) in
2. gumb za snemanje ukazov gre spet v stanje snemanja (le v primeru, da
uporabnik v času snemanja ni pritisnil na gumb za konec snemanja).
V primeru, da je bilo prepoznanih več možnih akcij se nam prikaže pojavno
okno, ki kot izbire vsebuje vse te akcije (slika 3.7). Če med akcijami prepo-
znamo svojo, nanjo kliknemo in se izvede. V nasprotnem primeru kliknemo
Diplomska naloga 23
Slika 3.6: Napaka ob neprepoznavi akcije
na gumb za preklic in preidemo nazaj na pogled v aplikaciji, kjer se snemanje
nadaljuje.
Ko izvedemo prvo akcijo se levo od gumba za snemanje ukazov pojavi
gumb za razveljavitev akcije (slika 3.8). Ob kliku nanj se zadnja izvedena
akcija razveljavi. Gumb je prikazan, vse dokler ne razveljavimo vseh akcij, ki
smo jih do zdaj izvedli. Akcije se razveljavljajo po pravilu LIFO (ang. Last
In First Out).
Pri narekovanju dalǰsega besedila imamo opredeljeno le eno vrsto polj, to
so vnosna polja. Polju, na katerem bomo izvajali vnos besedila z narekova-
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Slika 3.7: Izbiranje med več možnimi akcijami
njem, se v zgornjem desnem kotu doda gumb za odpiranje pojavnega okna
(slika 3.9), ki je namenjeno nadzoru snemanja. Ob kliku na gumb se pojavno
okno odpre (slika 3.10). Ob odprtju se začne snemanje. Pojavno okno je
sestavljeno iz naslednjih elementov:
• naslov – ime polja, nad katerim izvajamo narekovanje;
• gumb za zaprtje pojavnega okna – pojavno okno se zapre, in besedilo
se ne shrani;
• dalǰse vnosno polje (textarea) – prikaz že narekovanega besedila z možnostjo
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Slika 3.8: Gumb za razveljavitev akcije
urejanja;
• gumb za snemanje – enako delovanje kot pri gumbu za snemanje kraǰsih
ukazov, le brez ikone za neprepoznavo akcije (tu namreč ne gre za
prepoznavo akcij);
• gumb počisti – počisti besedilo v dalǰsem vnosnem polju pojavnega
okna in
• gumb shrani – shrani besedilo v polje nad katerim izvajamo narekova-
nje.
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Slika 3.9: Gumb na dalǰsem vnosnem polju namenjen snemanju narekovanja
dalǰsega besedila
Ko uporabnik preneha z govorjenjem, se besedilo zapǐse v dalǰse vnosno polje.
Vsako besedilo se zapǐse v obliki povedi - na začetku je velika začetnica in
na koncu pika. Ob fokusu na dalǰse vnosno polje (uporabnik klikne nanj) se
snemanje ustavi, nadaljuje pa, ko dalǰse vnosno polje fokus izgubi.
Navigiranje po aplikaciji ima enako delovanje kot izvajanje kraǰsih ukazov,
le da imamo tukaj le eno vrsto polj – gumbe. Zavihki delujejo v aplikaciji kot
gumbi na katere uprorabnik klika. V rešitvi smo ločili gumbe in zavihke v dve
različni skupini, saj imajo drugačen način uporabe. Zavihki so namenjeni
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Slika 3.10: Pojavno okno za kontrolo snemanja narekovanja dalǰsega besedila
navigiranju po aplikaciji, gumbi pa so elementi, ki jih uporabnik klika za
dosego drugih ciljev.
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3.5 Snemanje glasu in komunikacija z Google
STT API-jem
3.5.1 Predstavitev vtičnika SpeechRecognitionPlugin
Pri iskanju rešitve za snemanje glasu uporabnika ter pošiljanje zvočnega po-
snetka na Google STT API smo naleteli na vtičnik SpeechRecognitionPlugin.
To je vtičnik, ki omogoča vključitev prepoznave govora v spletne aplikacije.
Vtičnik SpeechRecognitionPlugin komunicira z Android Speech API-jem, ta
pa izvede prošnjo na Google STT API. Razvijalcu omogoča uporabo skript
za snemanje, pretvarjanje govora v besedilo in pretvarjanje besedila v go-
vor. Tako lahko z uporabo velikega nabora funkcij in možnosti omogočimo
delovanje, ki je uporabniku prijazno. Preden smo se odločili za ta vtičnik,
smo preizkusili tudi nekaj drugih, toda noben ni bil primeren za našo rešitev.
Največkrat je bil problem v nedelovanju zaradi nekompatibilnosti. Google je
za komunikacijo z Google STT API-jem razvil svoje knjižnice, ki jih lahko
razvijalci uporabljajo. Nam pa so predstavljale dve oviri:
• plačljiva uporaba in
• delovanje samo na zalednem delu aplikacije.
Največja ovira za uporabo Googlovih knjižnic v naši rešitvi je bilo nepodprto
delovanje na čelnem delu aplikacije. Cilj vtičnika za glasovno upravljanje je
namreč neposredna komunikacija med čelnim delom aplikacije in Google STT
API-jem, saj je delovanje vtičnika namenjeno zgolj čelnemu delu. Tudi pro-
blem plačljive uporabe se je odpravil z uporabo vtičnika SpeechRecognition-
Plugin, saj je pretvorba govora v besedilo ne plačljiva, če se prošnje pošiljajo
iz Android Speech API-ja in brez uporabe zalednih knjižnic Googla. Vrste
delovanja, ki jih vtičnik podpira:
• snemanje kraǰsih ukazov, ki se po končanem govoru takoj pošljejo na
Google STT API in
• snemanje, namenjeno narekovanju dalǰsega besedila.
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Atributi vtičnika SpeechRecognitionPlugin, ki jih naš vtičnik uporablja:
• grammars: Nabor besed, za katere je večja verjetnost, da jih bo upo-
rabnik izgovoril. Google STT API je omejen na besedǐsče, ki ga pozna,
zato se lahko v nabor doda tudi kakšno žargonsko besedo, ki je sicer ne
bi prepoznal. To je posebej primerno pri uporabnikih, ki uporabljajo
aplikacije iz specifične stroke;
• lang: Nastavitev jezika, ki ga želimo prepoznavati.
Metode vtičnika SpeechRecognitionPlugin, ki jih naš vtičnik uporablja:
• onresult(): Kliče se ob proženju dogodka result, tj., ko dobimo odgovor
od Google STT API-ja;
• onerror(): Kliče se ob proženju dogodka error, tj., ko Google STT API
na podlagi podanega zvočnega posnetka ne zna oblikovati besedila;
• onspeechend(): Kliče se ob proženju dogodka speechend, tj., ko upo-
rabnik preneha govoriti;
• start(): Namenjena je začetku snemanja in prepoznave govora;
• stop(): Namenjena je zaključku snemanja in prepoznave govora.
[28, 25].
3.5.2 Delovanje snemanja glasu in komunikacije z Goo-
gle STT API-jem
Za snemanje glasu in komunikacijo z Google STT API-jem skrbita servisa
GoogleActionsService in GoogleDictationService. GoogleActionsService je
namenjen uporabi kraǰsih ukazov, GoogleDictationService pa nareku dalǰsega
besedila. Ob odprtju aplikacije se inicializira objekt razreda SpeechRecogni-
tion. Inicializirajo se tudi vsi potrebni atributi za pravilno pošiljanje na
Google STT API. To so:
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• lang – nastavi se na slovenščino (sl-SI) in
• grammars – nabor besed, ki so uporabniku v aplikaciji vidne (le od
elementov nad katerimi lahko uporabnik izvaja akcije).
Ob pritisku gumba za snemanje se pokliče funkcija start(), ki začne sne-
manje. Ko uporabnik preneha z govorjenjem se ob proženju dogodka kliče
funkcija onspeechend(). Takrat pokličemo funkcijo stop(), ki snemanje ustavi
in zvočni posnetek se skupaj s kontekstom besed pošlje Google STT API-ju
(kontekst je podrobneje opisan v poglavju 3.6). Zvočni posnetek se pošlje v
formatu base64. Ob odgovoru Google STT API-ja vtičnik pokliče funkcijo
onresult(), ki kot parameter prejme objekt, ki hrani tri vrednosti:
• transcript – besedilo;
• confidence – kakšna je verjetnost, da je besedilo pravilno in
• final – boolean vrednost, ki nam pove, ali je to zadnji odgovor Googla
(uporabno pri možnosti pridobivanja sprotnih odgovorov).
Google STT API nam vrne več možnosti, razvrščene po verjetnosti pa-
dajoče. Na sliki 3.11 je prikazan odgovor Google STT API-ja za govor
”
jezik
je slovenščina“.
V primeru snemanja kraǰsih ukazov se po prejetem odgovoru nadaljujejo
drugi procesi vtičnika (opisani v ostalih poglavjih), ki so namenjeni uspešni
izvedbi akcije, ob koncu teh procesov pa se snemanje spet nadaljuje. V
primeru snemanja narekovanja dalǰsega besedila, se po prejetem odgovoru
besedilo zapǐse na pojavno okno v dalǰse vnosno polje in snemanje se nada-
ljuje.
V primeru, da Google STT API iz dobljenega zvočnega posnetka ne zna
zgenerirati besedila, se ob proženju dogodka napake, kliče funkcija onerror(),
ki prekine snemanje. Snemanje se zaključi, ko uporabnik pritisne na gumb
za zaključek snemanja, ali pa, ko se kliče funkcija onerror().
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Slika 3.11: Odgovor Google STT API-ja
3.6 Pridobivanje konteksta aplikacije za Goo-
gle STT in VAR API
Za pošiljanje zahtev na Google STT in VAR API potrebujemo ustrezen kon-
tekst aplikacije. To so podatki polj, ki so na trenutno odprti strani v aplikaciji
(npr. imena zavihkov, imena možnosti v spustnem meniju ipd.) in lahko upo-
rabnik nad njimi izvaja akcije. Cilj konteksta je pomoč API-jema za vračanje
bolǰsih rezultatov. Za gradnjo konteksta skrbita servisa GoogleContextSer-
vice in VarContextService, dejanske vrednosti polj pa dobita s pomočjo ser-
visa ContextService, ki skrbi za pridobivanje vrednosti iz HTML elementov.
Za pridobivanje konteksta uporabljamo JavaScript knjižnico jQuery.
3.6.1 Pridobivanje konteksta za Google STT API
Google STT API ima na voljo nek nabor slovenskih besed, ta nabor pa niti
približno ne vsebuje vseh možnih besed, ki jih uporabnik lahko uporabi. Pri-
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Slika 3.12: Primer obrazca s petimi zavihki, enim vnosnim in enim izbirnim
poljem
mer je uporaba v kakšni specifični stroki, kjer se uporablja veliko žargonskih
besed. Tu obstaja možnost, da Google STT API besede ne prepozna in po-
sledično napačno pretvori zvočni posnetek v besedilo. Prav tako obstaja za
nekatere besede večja verjetnost, da jih bo uporabnik izgovoril. Zato je Goo-
gle STT API opredeljen tako, da poleg zvočnega posnetka na svojem vhodu
sprejema tudi nabor besed, za katere je večja verjetnost, da jih bo uporabnik
rekel – s tem povemo Google STT API-ju, na katere besede naj bo bolj po-
zoren in mu hkrati dodamo kakšno novo v prej omenjeni nabor besed. Tako
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Slika 3.13: Kontekst za Google STT API
povečamo verjetnost, da bo pravilno pretvoril zvočni posnetek v besedilo. V
kontekst besed dodamo vse besede, ki so na trenutni strani aplikacije, so del
elementov nad katerimi lahko izvajamo akcije in jih uporabnik lahko uporabi
v svojem ukazu.
V primeru, ki je prikazan na sliki 3.12 lahko uporabnik izvaja akcije nad
petimi zavihki in poljema Ime ter Država. Kontekst za ta primer je prikazan
na sliki 3.13. Primer ukaza bi v tem primeru bil
”
Država je Slovenija“.
Google STT API bo zdaj veliko lažje ugotovil, kaj je uporabnik rekel, prav
tako bo natančnost (lastnost confidence v odgovoru) večja, kot bi bila brez
konteksta.
3.6.2 Pridobivanje konteksta za VAR API
Za primer VAR API-ja moramo v kontekstu poslati seznam vseh elemen-
tov nad katerimi je v obrazcu možna izvedba akcije. Izbiramo med dvema
glavnima vrstama elementov:
• zavihki in
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• polja.
Izbiramo med tremi vrstami polj:
• vnosna polja (npr. kraǰse vnosno polje),
• izbirna polja (npr. spustni meni) in
• gumbi (npr. preklopno polje).
Na sliki 3.14 je prikazana definicija strukture konteksta vseh treh vrst polj.
Slika 3.14: Strukture konteksta vseh treh vrst polj
Za vnosna polja potrebujemo štiri lastnosti:
• id: Unikatno predstavlja element. VAR API nam ga kasneje vrne v
odgovoru, da vemo nad katerim poljem moramo akcijo izvesti;
Diplomska naloga 35
• label: Ime elementa (npr. vnosno polje Ime), da VAR API lahko ugo-
tovi, nad katerim poljem želi uporabnik izvesti akcijo;
• value: Trenutna vrednost zapisana v polju (Ko želi uporabnik izbrisat
vrednost v nekem polju gre za polje, ki že vsebuje neko vrednost - to
je dodatna pomoč za VAR API);
• type: Tip elementa (npr. input, textarea). Nekatere akcije so možne
samo za vnosna polja, medtem ko so druge možne samo za izbirna
polja. Primer: če uporabnik reče
”
Napǐsi ime Miha“, je jasno, da gre
za vnosno polje.
Za gumbe potrebujemo tri lastnosti. Gre za enake kot pri vnosnih poljih, le
brez value. Gumbi namreč nimajo vrednosti. Za izbirna polja pa potrebu-
jemo naslednje lastnosti:
• id: Enako kot pri vnosnih poljih;
• label: Enako kot pri vnosnih poljih;
• value: Enako kot pri vnosnih poljih. Tu je vrednost trenutno izbrana
možnost v šifrantu;
• type: Enako kot pri vnosnih poljih;
• codelist: Objekt, ki vsebuje dve lastnosti. Lastnost id unikatno pred-
stavlja šifrant, lastnost codeitems pa vsebuje vse vrednosti šifranta.
Za kontekst vsakega polja potrebujemo ustrezne podatke. Da vemo, kako
do teh podatkov dostopati, moramo vnaprej opredeliti, kje v elementu so.
Zato imamo prednastavljeno datoteko voiceConfig.json, v kateri definiramo
polja nad katerimi uporabnik lahko izvaja akcije, poti do njihovih podatkov
ter imena atributov v katerih so podatki shranjeni. Primer HTML vnosnega
polja je prikazan na sliki 3.15, njegova definicija v datoteki voiceConfig.json
pa na sliki 3.16.
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Slika 3.15: HTML element za vnosno polje
V tem primeru gre za polje tipa
”
input“. Starš, ki ima otroke z vsemi
potrebnimi atributi, je
”
sf-input“. V predlogi poǐsčemo vse pojavitve tega
elementa. Za vsak atribut, ki ga potrebujemo, imamo definirano njegovo ime
in pot do elementa, ki je znotraj
”
sf-input“ in vsebuje ta atribut. V tem
primeru vemo, da bomo id dobili iz elementa
”
input“ in atributa
”
id“, label
pa iz elementa
”
label“ in atributa
”
innerText“. Pri vnosnih poljih, gumbih
in zavihkih je pridobivanje podatkov nekoliko enostavneǰse kot pri izbirnih
poljih. Polja imajo otroke, nekateri izmed njih pa hranijo podatke, ki jih
rabimo. Kje točno so ti podatki, nam pove datoteka voiceConfig.json. Pri
izbirnih poljih pa je število izbir (vrednosti v šifrantu) poljubno in vsako
izmed njih hrani potrebne podatke za kontekst. Zato moramo v datoteki
voiceConfig.json za izbirna polja definirati tudi naslednje podatke:
• Pot do starša izbir,
• pot do izbire in
• kje v izbiri so potrebni podatki.
Tako pridobimo kontekst izbir po naslednih korakih:
1. Poǐsči element,
2. v elementu poǐsči starša izbir ter
3. iteriraj čez vse izbire in iz njih pridobi ustrezne podatke.
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Slika 3.16: Objekt poti v datoteki voiceConfig.json za vnosno polje
V datoteki voiceConfig.json imamo definirane vse elemente nad katerimi
lahko izvajamo ukaze. Pri pridobivanju konteksta iteriramo čez te elemente
in poǐsčemo vse njihove pojavitve v predlogi aplikacije. Za vsako pojavitev
pridobimo potrebne podatke in jih dodamo v seznam konteksta. Primer
konteksta za specfičen primer obrazca, ki je prikazan na sliki 3.12, je na sliki
3.17.
Kontekst zavihkov ima enako strukturo kot jo ima polje tipa gumb.
Glavni razlog, zakaj zavihkov ne dodamo, kar med polja tipa gumb je ta,
da so zavihki namenjeni zgolj navigiranju po aplikaciji. Temu primerno so
tudi ukazi uporabnika drugačni. V primeru zavihka bo uporabnik rekel, re-
cimo:
”
Pojdi na nastavitve“, v primeru gumba pa recimo:
”
Klikni na gumb
za pridobitev lokacije“. S tem ko ločimo ti dve vrsti elemetov, je tudi na
strani VAR API-ja lažje ugotoviti, kaj uporabnik želi, glede na obliko ukaza,
ki ga uporabnik reče.
Kadar imamo v kontekstu prisotna tudi izbirna polja, moramo za ta po-
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Slika 3.17: Kontekst za primer obrazca
lja podati tudi podatek o šifrantu (lastnost codelist). V vsakem primeru je
izpolnjena le ena izmed lastnosti – id ali codeitems. Lastnost id se uporabi,
kadar je šifrant izbirnega elementa prevelik, da bi ga pošiljali s prošnjo. To bi
proces glasovnega upravljanja zelo upočasnilo, saj bi se zraven vseh ukazov
pošiljali ogromni šifranti. Za take primere je na strani VAR ustvarjena po-
datkovna baza, ki je namenjena hrambi takšnih šifrantov. V tem primeru se
v kontekstu izbirnega elementa za lastnost codelist pošlje le njegov id. VAR
na podlagi id-ja iz podatkovne baze pridobi ustrezne vrednosti šifranta.
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Nekateri elementi v aplikaciji (največkrat so to gumbi in zavihki) ne vse-
bujejo vedno besedila, po katerem bi lahko prepoznali njihov namen, temveč
vsebujejo ikono, ki predstavlja namen gumba. Odličen primer so pojavna
okna, ki imajo v zgornjem desnem kotu gumb z ikono v obliki X, ki je name-
njena zapiranju pojavnega okna. Če želimo zapreti pojavno okno, je glasovni
ukaz recimo
”
zapri okno“. Zato moramo zraven v kontekstu tudi pri tej vrsti
gumbov dodati neko besedilo, da VAR API ve, čemu je gumb namenjen. Zato
v HTML element dodamo atribut
”
voice-label“, ki mu nastavimo vrednost
glede na namen oziroma na besedilo, ki bi ga gumb imel, če ne bi imel ikone
– v tem primeru je to
”
zapri“. Nato v datoteki voiceConfig.json le dodamo
pot do atributa
”
voice-label“.
3.7 Komunikacija z VAR API-jem
Za pridobitev akcije, ki jo moramo izvesti, pošljemo prošnjo na VAR API.
Gre za asinhrono HTTP prošnjo tipa POST. Prošnja se izvede v servisu
RequestService. Inicializacija prošnje v servisu RequestService je prikazana
na sliki 3.18.
Slika 3.18: Inicializacija prošnje za VAR API
Lastnost
”
text“ predstavlja besedilo, ki ga Google STT API zgenerira iz
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poslanega zvočnega posnetka, lastnost
”
confidence“ pa nam pove, kakšna je
verjetnost, da je API besedilo iz zvočnega posnetka zgeneriral pravilno.
VAR API s pomočjo umetne inteligence in strojnega učenja na podlagi
lastnosti
”
text“,
”
confidence“ in
”
context“ skuša ugotoviti kaj uporabnik
želi storiti. Ob uspehu je odgovor seznam (JavaScript array) objektov, vsak
objekt pa predstavlja akcijo. Zakaj dobimo seznam več akcij in kako so akcije
strukturirane, je opisano v poglavju 3.8.
3.8 Potek izvedbe akcije
V tem poglavju so opisane vse vrste akcij, ki jih vtičnik podpira, in lastno-
sti, ki jih objekt posamezne akcije vsebuje. Opisan je tudi potek izvedbe
posamezne akcije.
3.8.1 Opis akcij in splošen postopek z možnostmi iz-
vedbe
Kot že omenjeno v preǰsnjem poglavju, je odgovor s strani VAR predstavljen
kot seznam (JavaScript array) objektov, vsak objekt pa predstavlja akcijo
(slika 3.19). Določene imamo štiri tipe akcij:
• Tap (klik na gumb ali zavihek),
• clear (izbrǐsi vrednost vnosnega ali izbirnega polja),
• write (zapǐsi besedilo v vnosno polje) in
• choose (izberi vrednost v izbirnem polju).
Primeri vseh štirih akcij so prikazani na sliki 3.20. Vse štiri akcije imajo
lastnosti id, actionType in confidence. Id nam pove nad katerim elementom
moramo akcijo izvesti, actionType nam pove katerega tipa je akcija, confi-
dence pa kakšna je verjetnost, da je VAR API pravilno ugotovil za katero
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Slika 3.19: Odgovor VAR API-ja z eno akcijo
akcijo gre. VAR API akcijo vrne v vsakem primeru, čeprav je vrednost confi-
dence majhna. Pri akcijah write in choose pa je prisotna tudi lastnost value.
Ta nam pove, katero vrednost naj vnesemo oziroma izberemo. Lastnosti va-
lue pri akciji tipa tap ne potrebujemo, saj gre le za klik na element. Prav
tako je ne potrebujemo pri akciji tipa clear, saj gre le za brisanje trenutno
vnešene/izbrane vrednosti.
V primeru, da je VAR API prepričan, za katero akcijo gre, nam v seznamu
vrne le eno. V primeru pa, da se API odloča med več akcijami oziroma ima
več akcij podobno verjetnost, jih dobimo v odgovoru več.
Ko dobimo odgovor VAR API-ja, najprej prefiltriramo akcije, ki imajo
vrednost confidence nad določenim pragom. To storimo v servisu VoiceSer-
vice. Prag imamo definiran v datoteki voiceConfig.json in ga lahko po potrebi
spreminjamo. Po filtriranju imamo možne tri scenarije:
• Ne ostane nobena akcija,
• ostane ena akcija in
• ostane več akcij.
V primeru, da ostane ena akcija, jo izvedemo (ActionService). V pri-
meru, da ne ostane nobena akcija, na gumbu za snemanje prikažemo ikono
za napako (slika 3.6 v poglavju 3.4). V primeru, da ostane več akcij, pa se
odpre pojavno okno, na katerem so prikazane vse akcije (slika 3.7 v poglavju
3.4). Pri vsaki akciji so prikazani naslednji podatki: ime polja, vrsta akcije
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Slika 3.20: Primeri vseh akcij
in vrednost. Slednja je izpolnjena le pri akcijah tipa write in choose. Če je
želena akcija na pojavnem oknu, jo uporabnik izbere in ta akcija se izvede.
V nasprotnem primeru uporabnik pritisne gumb za preklic in pojavno okno
se zapre brez izvedbe akcije.
Pred izvedbo akcije poznamo le id elementa, tip akcije in vrednost. Po-
trebujemo še pot do otroka elementa, ki mu je treba spremeniti vrednost/na
katerega je potrebno klikniti. Zato se sprehodimo čez vse tipe elementov v
datoteki voiceConfig.json, v aplikaciji dobimo vse pojavitve teh elementov in
poǐsčemo element z enakim id-jem. Ko ga dobimo, vemo, za katero vrsto
elementa gre, in iz datoteke voiceConfig.json preberemo pot do otroka, nad
katerim je treba akcijo izvesti. Ob klicu servisa ActionService za izvedbo
akcije zraven podamo še dobljeno pot.
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3.8.2 Postopek delovanja akcij vnosnih polj, gumbov
in zavihkov (WRITE, CLEAR, TAP)
Pri akcijah, ki jih izvajamo nad vnosnimi polji, gumbi in zavihki, je posto-
pek preprost. Za vsako izmed akcij imamo definirano funkcijo, ki naredi tri
korake. Akcija WRITE:
1. Poǐsči element z danim id-jem v aplikaciji,
2. poǐsči otroka, ki mu je treba spremeniti vrednost in
3. spremeni vrednost.
Akcija CLEAR:
1. Poǐsči element z danim id-jem v aplikaciji,
2. poǐsči otroka, ki mu je treba izbrisati vrednost in
3. izbrǐsi vrednost.
Akcija TAP:
1. Poǐsči element z danim id-jem v aplikaciji,
2. poǐsči otroka, na katerega je treba klikniti in
3. sproži dogodek klika.
3.8.3 Postopek delovanja akcij izbirnih polj (CHOOSE,
CLEAR)
Pri akcijah, ki jih izvajamo nad izbirnimi polji, pa je postopek izvedbe ne-
koliko drugačen. Tukaj ne gre za element, ki ima enega otroka nad katerim
moramo izvesti akcijo. Gre za element (npr. spustni meni), ki ima več otrok
(izbire v spustnem meniju), mi pa moramo ugotoviti, nad katerim izmed njih
je treba izvesti akcijo. Vsaka izmed izbir hrani v HTML med drugim tudi:
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• Besedilo, ki uporabniku pove, kaj izbira predstavlja in
• boolean vrednost selected/checked, ki nam pove ali je vrednost izbrana.
Naša naloga je, da se ob odgovoru VAR API-ja sprehodimo čez vrednosti
izbirnega polja, dokler ne najdemo vrednosti, ki ima besedilo enako lastno-
sti value v akciji. Ko najdemo ta element mu vrednost selected/checked
postavimo na true. Akcija CHOOSE:
1. Poǐsči element z danim id-jem v aplikaciji,
2. v elementu poǐsči otroka, ki je starš izbiram,
3. sprehajaj se čez izbire in za vsako izbiro preveri ali ima besedilo enako
lastnosti value v akciji ter
4. ko najdeš pravo izbiro ji nastavi atribut selected/checked na true.
Pri akciji clear gre za enak postopek, le da se sprehodimo čez vse izbire in
tistim, ki imajo vrednost atributa selected/checked true, nastavimo vrednost
na false.
3.9 Operacija UNDO (razveljavitev akcije)
Operacija
”
undo“ predhodno izvedene akcije se izvede ob kliku na gumb,
ki je prikazan v poglavju 3.4 na sliki 3.8. Za operacijo
”
undo“ skrbi servis
UndoService. Servis hrani urejen seznam akcij, ki jih je treba izvesti za
razveljavitev izvedenih akcij. Delovanje si poglejmo na primeru akcije
”
clear“:
V izbirnem polju države imamo izbrani možnosti Slovenija in Avstrija. Nato
z glasovnim ukazom izvedemo akcijo
”
clear“ (nad to akcijo bomo kasneje
izvedli operacijo
”
undo“). Ta odznači vse izbrane možnosti, tako da so vse
možnosti izbirnega polja odznačene. Operacija
”
undo“ bo za ta primer v
izbirnem polju ponovno izbrala vrednosti Slovenija in Avstrija. Za izvedbo
operacije
”
undo“ potrebujemo:
• Vrednost polja pred izvedbo prvotne akcije in
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• vrsto akcije, ki bo imela nasproten učinek.
Podatka pridobimo preden se akcija izvede, saj po izvedbi vrednost polja
izgubimo. V tem primeru je vrednost [’Slovenija’, ’Avstrija’], vrsta akcije pa
”
choose“. Izvedba takšne operacije undo bo polje postavila v preǰsnje stanje
(slika 3.21).
Slika 3.21: Razveljavitvena akcija
Operacije undo generiramo le za vnosna in izbirna polja, klika pri gumbih
namreč ne moremo ponastaviti.
3.10 Prehajanje med stanji snemanja
Med snemanjem glasu uporabnika je snemanje v različnih stanjih. Več stanj
imamo predstavljenih, zaradi več načinov uporabe vtičnika in ker moramo v
različnih stanjih prikazovati ustrezne gumbe, ikone in animacije. Z različnimi
stanji lažje nadzorujemo potek snemanja. V tem poglavju so opisana stanja
s splošnega vidika različnih primerov uporabe (snemanje kraǰsih ukazov in
snemanje nareka dalǰsega besedila), kasneje pa so podrobneje opisana tudi
interna stanja posameznih primerov uporabe. Interna stanja predstavljajo
stanja, v katerih je snemanje lahko med snemanjem kraǰsih ukazov ali nare-
kom dalǰsega besedila.
3.10.1 Stanja snemanja
Za prehajanje med stanji snemanja skrbi servis RecordingStateService. Re-
cordingStateService hrani vrednost stanja snemanja, v katerem je trenutno
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vtičnik. Možna so štiri stanja (slika 3.22):
• No recording,
• recording actions,
• recording dictation (pred začetkom snemanja smo bili v stanju no re-
cording) in
• recording dictation (pred začetkom snemanja smo bili v stanju recor-
ding actions).
Slika 3.22: Stanja snemanja
Ob odprtju aplikacije je snemanje v stanju NO RECORDING. V stanje
RECORDING ACTIONS preide, ko začnemo s snemanjem kraǰsih ukazov.
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Ob zaključku snemanja kraǰsih ukazov spet preide v stanje NO RECOR-
DING. Ob začetku narekovanja snemanja dalǰsega besedila gre v stanje RE-
CORDING DICTATION, toda le v primeru, da je bilo pred tem v stanju
NO RECORDING. V primeru, da smo začeli snemati dalǰsi govor med sne-
manjem kraǰsih ukazov (tj. prehod iz stanja RECORDING ACTIONS),
snemanje preide v stanje RECORDING DICTATION (RECORDING AC-
TIONS STATE IS PAUSED). To informacijo potrebujemo zato, da vemo v
katero stanje mora snemanje iti po zaključku snemanja narekovanja dalǰsega
besedila. Če je bilo snemanje kraǰsih ukazov prekinjeno zaradi snemanja
narekovanja dalǰsega besedila, se mora prvo ob koncu slednjega spet začeti.
3.10.2 Interna stanja v stanju snemanja RECORDING
ACTIONS
Za prehajanje med internimi stanji snemanja kraǰsih ukazov skrbi servis Goo-
gleActionsService. Ko se kraǰsi ukazi ne snemajo, je snemanje v stanju NO
RECORDING. Ob začetku snemanja preide v stanje RECORDING. Ko pre-
nehamo z govorjenjem, preide v stanje PAUSED (začnejo se izvajati procesi,
namenjeni izvedbi akcije). Če pride do napake na Google STT API-ju se
snemanje vrne v stanje NO RECORDING, v primeru, da VAR API ne uspe
prepoznati akcije, pa preide v stanje ACTION NOT RECOGNISED. To je
enosekundno stanje, med katerim se gumb za snemanje spremeni v ikono
napake, nato pa preide nazaj v stanje RECORDING. V stanje NO RECOR-
DING lahko pride tudi iz stanja RECORDING, tj., če pritisnemo na gumb
za zaključek snemanja. V primeru, da se je akcija v stanju PAUSED izvedla
brez napak, se snemanje vrne v stanje RECORDING. Prehajanje med stanji
je prikazano na sliki 3.23.
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Slika 3.23: Stanja snemanja kraǰsih ukazov
3.10.3 Interna stanja v stanju snemanja RECORDING
DICTATION
Za prehajanje med internimi stanji snemanja narekovanja dalǰsega besedila
skrbi servis GoogleDictationService. Ko se narek ne snema, je stanje snema-
nja NO RECORDING. Ob odprtju pojavnega okna za kontrolo snemanja,
snemanje preide v stanje RECORDING. Ob pritisku na gumb za preneha-
nje snemanja preide v stanje PAUSED. To je stanje, ki nam pove, da smo
še vedno na pojavnem oknu, toda snemanje ne poteka. Iz tega stanja pre-
ide nazaj na snemanje s ponovnim klikom na gumb za snemanje. Ko v
stanju RECORDING narekujemo besedilo, ob koncu govorjenja snemanje
preide v stanje WAITING FOR GOOGLE. V tem stanju se lahko zgodita
dve možnosti: napaka Google STT API-ja ali uspeh. Ob napaki Google STT
API-ja snemanje preide v stanje PAUSED, ob uspehu pa nazaj v stanje RE-
CORDING. V stanje NO RECORDING se vrne ob zaprtju pojavnega okna.
Prehajanje med stanji je prikazano na sliki 3.24.
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Slika 3.24: Stanja snemanja narekovanja dalǰsega besedila
3.11 Urejanje šifrantov v podatkovni bazi VAR
API-ja
VAR API v podatkovni bazi hrani širante. Za vsak šifrant hrani dve vre-
dnosti: id šifranta in nabor vrednosti. Če aplikacija, ki uporablja rešitev
glasovnega upravljanja, doda/izbrǐse/posodobi šifrant, je treba ta šifrant po-
sodobiti tudi v podatkovni bazi VAR API-ja. Za to so na VAR API-ju nastale
tri končne točke za upravljanje s šifranti:
1. POST – dodajanje šifranta
Klic je namenjen dodajanju/posodabljanju šifranta. Ko v aplikaciji
dodamo v uporabo nov šifrant oziroma urejamo že obstoječega, na to
API končno točko pošljemo prošnjo s šifrantovim id-jem in njegovim
naborom vrednosti.
2. GET – pridobitev šifranta
Če želimo preveriti, kakšen je šifrant v podatkovni bazi, pošljemo prošnjo
na to končno točko. Na podlagi podatka, katere vrednosti šifrant vse-
buje, vemo, ali je treba šifrant posodobiti ali ne.
3. DELETE – izbris šifranta
Če smo šifrant odstranili iz aplikacije, nima smisla, da je ta še vedno v
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podatkovni bazi VAR API-ja.
Primer posodabljanja šifranta je videti takole:
Najprej izvedemo klic GET, da izvemo katere vrednosti šifrant vsebuje. Če
ugotovimo, da ga je potrebno posodobiti, pokličemo POST z aktualnimi
vrednostmi.
Zaenkrat je potrebno klice izvesti ročno in se ne izvajajo avtomatizirano.
3.12 Obvladovanje napak
Slika 3.25: Pojavno okno z napako
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Pri rešitvi smo implementirali obvladovanje dveh vrst napak:
• Napaka, ko Google STT API ne zna zgenerirati besedila za dani zvočni
posnetek, in
• napaka, ko VAR API ne vrne odgovora oziroma je odgovor napaka.
Ko pride do napake se v aplikaciji prikaže pojavno okno z opozorilom o vrsti
napake (slika 3.25). Okno se prikaže za dve sekundi.
Funkcije za prikaz opozoril o napakah so v servisu ErrorService. Za pri-
kazovanje pojavnih oken smo uporabili JavaScript knjižnico SweetAlert.
3.13 Vključitev rešitve v druge aplikacije
Rešitev ni bila implementirana specifično za eno aplikacijo, temveč s ciljem,
da jo je mogoče vključiti v različne aplikacije. Zato vtičnik ne bere internih
stanj aplikacije in se ne povezuje z njeno podatkovno bazo, ampak vse po-
datke pridobi iz trenutno naloženega HTML, ki ga uporabnik vidi. Ker pa
je rešitev izdelana v ogrodju AngularJS, z uporabo funkcionalnosti ogrodja
Ionic, mora biti prav tako v teh dveh ogrodjih izdelana aplikacija. Rešitev je
namreč kompatibilna samo z aplikacijami, ki so izdelane v istih tehnologijah.
Razlog za to je ta, da se rešitev vključi v aplikacijo kot Angular direktivo
(slika 3.26), za to pa mora aplikacija podpirati direktive. Prav tako mora
aplikacija podpirati ogrodje
”
Ionic“, saj smo v rešitvi z njim podprli prika-
zovanje pojavnih oken ter uporabili
”
Ionic ikone“ in
”
Ionic animacije“. Za
vključitev ni potrebno nobeno spreminjanje kode vtičnika, temveč je treba le
izvesti naslednje korake:
• V datoteki voiceConfig.json opredelimo elemente, nad katerimi uporab-
nik lahko izvaja akcije;
• v predlogi aplikacije na želeno mesto gumba za snemanje kraǰsih ukazov
dodamo direktivo
”
voice“ in
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• v predlogi elementa, nad katerim želimo izvajati narekovanje dalǰsega
besedila, dodamo direktivo
”
voice-dictation“.
Dodajanje direktiv v HTML je prikazano na sliki 3.26.
Slika 3.26: Dodajanje direktiv vtičnika v HTML
Poglavje 4
Testiranje
4.1 Testni vtičnik za testiranje VAR API-ja
tekom razvoja
Za potrebe testiranja pravilnosti prepoznave akcij VAR API-ja med razvojem
vtičnika, smo razvili testni vtičnik. Vtičnik na začetku v aplikacijo doda le
en gumb. Ob kliku nanj se odpre pojavno okno, ki je sestavljeno iz naslednjih
komponent (slika 4.1):
• Animacija: Ko je animacija prikazana, poteka snemanje,
• dalǰse vnosno polje: Namenjeno prikazu besedila, ki ga uporabnik na-
rekuje, in odgovora VAR API-ja,
• gumb
”
Pošlji“: Pošlji besedilo in kontekst na VAR API ter
• gumb
”
Začni“: Začni s snemanjem.
Ko poteka snemanje in uporabnik govori, se besedilo pǐse v dalǰse vnosno
polje. Uporabnik lahko besedilo po potrebi ročno spreminja. Ko je uporabnik
z besedilom zadovoljen pritisne na gumb
”
Pošlji“ in besedilo se skupaj s
kontekstom pošlje na VAR API. Ko dobimo odgovor, ta prepǐse besedilo
v dalǰsem vnosnem polju. Tako oseba, ki testira, vidi, kakšen rezultat za
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poslano prošnjo API vrne. Za ponovno snemanje uporabnik pritisne gumb
”
Začni“, ki dalǰse vnosno polje izprazni in začne s snemanjem.
Slika 4.1: Primer odgovora za poslano besedilo na VAR API
4.2 End-to-end testi
”
End-to-end“ testiranje je postopek, ki je namenjen testiranju delovanja pro-
gramske opreme kot celote. Namen
”
end-to-end“ testov je testiranje povezav
med različnimi moduli in preverjanje ali se med njimi pošiljajo pravi podatki.
Testiranje pokriva celotno programsko opremo z realnimi primeri uporabe
[17].
Na vtičniku je ekipa oseb za testiranje v podjetju izvajala ročne
”
end-
to-end“ teste. Med testiranjem so se odkrile določene napake, največkrat
so se te pojavile v robnih primerih, ki jih nismo predvideli. Eden izmed
robnih primerov je ta, da uporabnik takoj po prenehanju govorjenja priti-
sne na gumb za konec snemanja (tj. v kratkem časovnem premoru med
zaključkom govorjenja in onemogočitvijo gumba za konec snemanja). V tem
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primeru se je snemanje po izvedbi akcije (kraǰsi ukazi) ali zapisu besedila
(narekovanje dalǰsega besedila) nadaljevalo. Vtičnik smo popravili tako, da
se akcija/besedilo še vedno izvede/zapǐse, toda snemanje ne nadaljuje. Te
napake smo sproti popravljali, dokler nismo prǐsli do željenih rezultatov –
testiranja brez odkritih napak.
4.3 Testiranje pravilnosti prepoznave akcij
Ko je bil vtičnik dokončno pripravljen, smo z ekipo testirali delovanje. Pred-
vsem smo bili osredotočeni na pravilnost odgovorov Google STT in VAR
API-ja. Ugotovili smo, da obe storitvi vračata precej točne rezultate. Ker
pa se bo delovanje obeh storitev zaradi strojnega učenja čez čas izbolǰsevalo,
bodo rezultati vedno le bolj točni. Prav zaradi nenehnega izbolǰsevanja ni-
smo merili posebne statistike pravilnosti rezultatov, temveč le preverili, ali so
rezultati v večini izvedb pravilni. Bili smo prijetno presenečeni, da storitvi
že zdaj delujeta zelo dobro.
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Poglavje 5
Sklepne ugotovitve
Cilj diplomskega dela je bil izdelati prototip vtičnika, ki bo v mobilnih aplika-
cijah omogočal glasovno upravljanje. Udejanjiti smo želeli dva načina upo-
rabe: izvajanje kraǰsih ukazov in narekovanje dalǰsega besedila. V okviru
razvoja smo razvili funkcionalnosti za oba načina uporabe in s tem cilj ure-
sničili.
Prototip je bil izdelan v programskem jeziku JavaScript z ogrodjem An-
gularJS, pri tem pa smo izkoristili tudi funkcionalnosti ogrodja Ionic. Aplika-
cija, ki jo želimo glasovno upravljati, mora biti za uporabo prototipa izdelana
v istih tehnologijah kot naš prototip. V okviru razvoja smo omogočili kar
se da enostavno vključitev prototipa v aplikacijo. Ker prototip komunicira z
dvema spletnima storitvama, je za delovanje potrebna internetna povezava.
Trenutno se z uporabo vtičnika za glasovno upravljanje, ne znebimo pov-
sem uporabe na dotik, saj jo tudi sam vsebuje. Vtičnik namreč vsebuje
gumbe, ki so prikazani tudi, ko snemanje ne poteka (gumb za začetek/konec
snemanja kraǰsih ukazov, gumb za začetek/konec snemanja narekovanja dalǰsega
besedila, gumb za razveljavitev akcije, akcije na pojavnem oknu za izbiranje
med več akcijami, gumbi na pojavnem oknu za narekovanje dalǰsega be-
sedila). Na te gumbe mora ob nesnemanju uporabnik klikati. Vtičnik bi
uporabo aplikacije še bolj optimiziral, če bi se uporabe na dotik popolnoma
znebili. Za to bi bilo potrebno v stanjih, ko snemanje ne poteka, vključiti pa-
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sivno snemanje. Pasivno snemanje bi predstavljalo snemanje, kjer bi vtičnik
poslušal govor uporabnika, toda imel le eno možno akcijo: Začetek aktivnega
snemanja (snemanje kraǰsih ukazov ali narekovanje dalǰsega besedila). Ak-
tivno snemanje bi se začelo, ko bi uporabnik izgovoril preddoločeno ključno
besedo ali frazo (npr.
”
Začni s snemanjem“). Pasivno snemanje bi moralo
potekati vedno, ko je aktivno snemanje izključeno, saj lahko uporabnik želi
aktivno snemanje začeti kadar koli. Prav tako bi bilo treba uvesti snemanje
kraǰsih ukazov, ko je odprto katero od pojavnih oken vtičnika (pojavno okno
za izbiranje med več akcijami ali pojavno okno za narekovanje dalǰsega bese-
dila). Uporabnik bi tako lahko izvajal ukaze tudi nad gumbi pojavnih oken
vtičnika.
Prav tako bi lahko v vtičniku podprli več možnih jezikov. Pri kraǰsih ukazih
bi bilo največ dela na aplikacijskem vmesniku VAR, saj bi bilo treba izdelati
nov umetno-inteligentni model za prepoznavanje akcij. Na vtičniku za gla-
sovno upravljanje bi bilo treba le posodobiti HTML datoteke in spremeniti
atribut jezika, ki se pošlje na Google STT API. Pri snemanju narekovanja
dalǰsega besedila pa bi bile potrebne le spremembe na vtičniku za glasovno
upravljanje (enake kot pri kraǰsih ukazih).
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