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ABSTRACT
LINEAR AND LOG-LINEAR MODELS BASED ON
GENERALIZED INVERSE SAMPLING SCHEME
by
Soumi Lahiri
This dissertation explores the development of novel statistical techniques and the
applications in modeling rare events using generalized inverse sampling scheme. The
Poisson model can be used for independent frequency count data. Also negative
binomial and negative multinomial (NMn) models are applicable when there is only
one rare category in the population. Here, a new model, based on generalized inverse
sampling scheme, is introduced to study several rare events simultaneouly. The
generalized inverse sampling scheme is used to study several rare categories of a
population. Samples are drawn until a predetermined number of the total of the
rare events occur. The distribution of the frequency counts under generalized inverse
sampling is said to follow an extended negative multinomial (ENMn) distribution and
hence the model is named as extended negative multinomial model. The interesting
properties of this distribution made it applicable in analyzing a wide variety of data
in the biomedical field.
Log-linear models can be interpreted in terms of interactions between the various
factors in multidimensional tables and are easily generalized to higher dimensions. In
this thesis, a log-linear model has been defined for a multi-way contingency table,
where the cells are frequency counts that follow an extended negative multinomial
distribution. The parameters of the new model are estimated by a maximum likelihood
method. A test statistic for the general log-linear hypothesis also is derived. The
results are generalized for s independent sub-populations.
The major difficulty in using the extended negative multinomial model, like the
negative multinomial model, is to estimate the shape parameter of the underlying
distribution. There were no existing maximum likelihood estimators for this shape
parameter of the negative multinomial distribution for s sub populations. A maximum
likelihood estimator based on Expectation-Maximization (EM) algorithm is developed
to estimate the shape parameter of both the negative multinomial and the extended
negative multinomial distributions. This model is applied to study the tolerability
analysis of the drug tolterodine and also to study the incidence of several related
diseases in different cities.
LINEAR AND LOG-LINEAR MODELS BASED ON
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Biomedical research commonly involves discrete multivariate models. Discrete or
count data arises in experiments where the outcome variables are the number of
individuals classified into unique, distinct categories. A broad range of sampling
plans may arise in biological modeling. Poisson and multinomial are examples of the
direct sampling method, where the sample size is fixed beforehand and therefore are
not good for studying rare events. There is no guarantee that the rare categories will
occur within those samples. Also these direct sampling models assume independent
cell counts and negatively correlated cell counts, respectively. A negative correlation
indicates that as the frequency counts of one variable increases, that of the other
decreases, and vice-versa. Moreover, Poisson regression models can only be used
where the sample mean and the sample variance are almost equal. But the assumptions
of a Poisson model are not always realistic from a practical point of view. Count data
quite often exhibits over-dispersion, where the sample variance is larger than the
sample mean, and under-dispersion, when the sample variance is smaller than the
sample mean. The limitations of these models motivated the invention of the inverse
sampling plan.
The Inverse sampling procedure is a sampling plan where random observations
are taken from a population until certain specified conditions, dependent on the results
of those drawings have been fulfilled, e.g., until a given number of individuals of
specified type is obtained. Hence it can be used to study the rare events. Also
sometimes for scientific reasons, direct sampling method is not realistic. In these cases
there is a need for inverse sampling methods. For example, biologists often need to
1
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count the cells of organisms on slides under a microscope to evaluate the incidence of
a disease. Environmental scientists count trees in a forest in order to assess the health
of the ecosystem of that region. They may want to count salamanders in a stream in
order to assess the impact of pollution. In these situations, it is virtually impossible
to count every single individual of the population. Moreover, if biologists want to
count organisms that can move around, reproduce, or die during the studies, then
they have to use methods that take these kinds of constraints into account. In all of
these cases, the direct sampling method is not applicable and the inverse sampling
method must be used.
The most popular models based on inverse sampling scheme for studying rare
events are the negative binomial model, negative multinomial model, etc. The nice
properties of negative binomial and negative multinomial distributions enabled them
to fit over dispersed count data. Moreover, since the negative multinomial variables
are positively correlated, this model can be used to fit positively correlated frequency
counts data. The limitation of these models is that they cannot be used to study
several rare events simultaneouly and is applicable when the population has only
one rare event. The Extended negative multinomial model based on the generalized
inverse sampling scheme overcomes this difficulty. The dispersion matrix of the
extended negative mulinomial distribution contains both positive and negative terms.
This interesting property has made this model applicable to fit a more general kind
of count data. The only difficulty in using inverse sampling models is to estimate the
shape parameter of the underlying distribution. No maximum likelihood estimator of
the shape parameter can be obtained by optimizing the likelihood function directly.




Use of inverse sampling for studying rare events has a long history. Haldane (1945)
used inverse sampling to estimate the frequency of a rare event. Steyn (1959) used the
negative multinomial as an inverse sampling distribution for cell frequencies in a two-
way contingency table, where observations were taken from a population until a given
cell frequency obtains a predetermined value. It gives more efficient estimators than
those obtained under direct sampling where a multinomial distribution is assumed.
Then Bonett (1985a,1985b) defined a linear model for logarithmic and linear functions
of negative multinomial frequency counts. As Bishop, Fienberg and Holland pointed
out in 1975, the usual chi-square test for independence in the two-way table is not
appropriate when the cell frequencies follow a negative multinomial distribution,
Bonett (1985a) derived a closed-form estimator of the model parameters, an estimator
of the covariance matrix and a general Wald test under the assumption of negative
multinomial sampling. Evans and Bonett (1989) defined a log-linear model for the
multiway contingency tables with negative multinomial frequency counts and also
gave the maximum likelihood estimator for the log-linear model parameters. They
also derived the likelihood ratio test for the general log-linear hypothesis.
Dhar (1995) introduced the concept of a generalized inverse sampling scheme
which can be used to study several rare events at a time. He derived the extended
negative multinomial distribution, the distribution of the frequency counts under
generalized inverse sampling scheme. In 1997, Zelterman and Waller used the negative
multinomial model to study the incidence of cancer for three cities in Ohio and also
for longitudinal health care utilization by a group of senior citizens. They proposed
an estimate of the shape parameter based on the mean and quartiles of Pearson's chi-
squared statistic. They have also shown that the maximum likelihood estimator of the
shape parameter of negative multinomial distribution cannot be obtained by directly
maximizing the log-likelihood function. Adamidis (1999) first derived the maximum
4
likelihood estimator of the shape parameter of the negative binomial distribution
using EM algorithm.
Extensive work has been done on the negative binomial and negative multinomial
models. This dissertation explores studying rare events using the extended negative
multinomial model. Chapter 2 discusses some important properties of the extended
negative multinomial distribution. In Chapter 3, a log-linear model for multi-way
contingency tables is defined when the frequency counts follow an extended negative
multinomial distribution. Maximum likelihood estimates of the model parameters
are obtained using the Newton-Raphson algorithm. A test for a general log-linear
hypothesis is also derived. Chapter 4 defines a linear model for logarithmic and
linear functions of extended negative multinomial frequency counts for s independent
sub-populations. Closed-form estimators of the model parameters are obtained. The
usual chi-square test for independence also is not appropriate here. A Wald test is
derived for contingency tables of any order under generalized inverse sampling scheme.
In Chapter 5, a maximum likelihood estimators of the shape parameter of the negative
multinomial and for the extended negative multinomial distribution are derived using
the EM algorithm. Also, this new model gives a wider range of applicability to a
larger variety of biomedical problems. Some of these examples are described in this
thesis.
1.3 Inverse and Generalized Inverse Sampling Methods
A Direct sampling plan cannot be used when the population contains one or more
rare units and the investigator is interested in drawing inference about those rare
events. There is no guarantee that those rare units will appear within a fixed sample.
In this situation, inverse and generalized inverse sampling methods are applicable.
5
1.3.1 Inverse Sampling Method
Let us consider a population which has only one rare unit. Observations from a
population are sampled one at a time until a predetermined number of the rare unit is
obtained. Consider a sequence of independent trials. In each trial, one of the events A i
occurs with probability pi , i E 1, 2, • • • , r , E i=i pi = 1. Suppose, A l is the rare event.
Let fi represent the frequency with which Ai occurs until a predetermined frequency
of A 1 , say fl , is obtained. Then the distribution of f = (12 , 13 , • • • , fr)' is said to follow
a negative multinomial distribution with parameters fi and p = (Pt, P2, • • • , Pn)'
(NMn(fi , p)) with the following joint probability mass function (p.m.f.)
where pi > 0 for i = 1, 2, • • • , n and 	 ipi = 1. Here, ' denotes transpose of a
matrix.
1.3.2 Generalized Inverse Sampling Method
This is a generalization of the inverse sampling scheme and is used when the population
contains more than one rare unit. Let us consider a sequence of independent trials
as in Dhar (1995), where one of the events A i occurs with probability pi , i =
E pi = 1. Suppose that A,, A_( 7- 1 ), • • • , A_ 1 are the
i=-r,i00
rare events. Let L represent the frequency with which A i occurs until we get a total of
k (predetermined value) observations of at least one of the A i 's, i E —r, • • • , —1. Then
the distribution of f = ( f • • • ),/-1)/1/ • • • , M I is said to follow an extended negative
multinomial distribution with parameters k and p =
{—r, • 	 , —1, 1, • • • , n},
(P-r, • • • 43-1,/31, • • • ,pn)
'
(ENMn(fi , p)) with the joint probability mass function (p.m.f.) given as
6
CHAPTER 2
SOME IMPORTANT PROPERTIES OF THE EXTENDED NEGATIVE
MULTINOMIAL DISTRIBUTION
This chapter discusses some important properties of the extended negative multinomial
distribution such as its moment generating function (m.g.f.), mean vector and the
dispersion matrix, full conditional distributions of each of the component variables
and limit distributions.
2.1 Moment Generating Function
Let p2 * be as in Equation (1.2). The m.g.f. of the ENMn distribution is computed as
which can be used to find the moments of the extended negative multinomial distribution.
2.2 Mean Vector and Dispersion Matrix
Differentiating the m.g.f. partially with respect to ti 's k times, for j = —r, 	 —1, 1, 	 n,
and equating the partial derivtive to zero, the lath order raw moment of f can be
obtained. Using this information, the mean vector p, and the dispersion matrix Ef of
f are computed and have the following forms
8
The interesting property of the dispersion matrix is that its covariance terms contain
both positive and negative terms, hence it can be used to model a more general kind
of frequency count data.
2.3 Conditional Distributions
Suppose f = (f-r , • • • , f-i, fl, • • • , fn)' follows an extended negative multinomial
distribution with parameters k and p = (p_a, • • • , P-1, Pi, • • • , NY and has the p.m.f.
of the form (1.2) in page 5. Then the full conditional distribution of f_j , j =
1,- • • , r, is binomial with parameter k and p.;. The derivation of the full conditional
distribution of f_ i is given below. The others can be derived in a similar way. The
Therefore,
which is the p.m.f. of a binomial distribution with parameters k and
The full conditional distribution of fi , j = 1,	 , n, is a negative binomial with
parameter ( E 	 + k) and pi . The derivation of the full conditional distribution
i=i,i0j
of fi is given below. The others can be derived in a similar way. The p.m.f of
9
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The full conditional distributions derived above, can be used to generate random
variables from the extended negative multinomial distribution using the Gibbs sampling.
2.4 Limit Distributions of the ENMn
Lemma 2.4.1.
The ENMn approaches to the independent Poisson distribution as k —> Do.








	 , which is the joint distribution of independent Poisson
i=--(r-1),i00
variables with parameter tt i .	 ❑
Lemma 2.4.2. The origin-truncated ENMn distribution tends to the multivariate
logarithmic series distribution as k 	 0.
Proof. The origin-truncated ENMn distribution is defined by considering all the non-
rare frequencies, i.e., fl , f • • • , fn , to be zero and have the p.m.f.
14
Thus, when k approaches to zero, the ENMn distribution approaches the multivariate
logarithmic series distribution. 	 ❑
This is a useful property of the extended negative multinomial distribution and
has been used to obtain the maximum likelihood estimator of the shape parameter k
using EM algorithm.
2.5 Compounding of the ENMn by the Multivariate Beta Distribution
The ENMn is compounded by the multivariate beta distribution (or the Dirichlet
distribution) with parameters 13, —r < j < n, j 0. The parameter (p_ r , • • • P- 1,
pi , • • • ,pn) of (1.2) of page 5, is supposed to be distributed according to the Dirichlet
distribution with the following p.m.f.
15
which is a product of the multivariate generalized hypergeometric distribution (Sibuya
et al. 1964, p. 415, Equation 4.5) and the multivariate negative hypergeometric
distribution (Sibuya et al. 1964, p. 422, Equation A.10).
CHAPTER 3
MAXIMUM LIKELIHOOD ESTIMATION FOR EXTENDED
NEGATIVE MULTINOMIAL LOG-LINEAR MODEL
This chapter discusses the log-linear model for a multi-way contingency table, where
the cell values represent the frequency counts that follow extended negative multinomial
distribution. This is an extension of the negative multinomial log-linear model described
by Evans and Bonett (1989). In Section 3.1, a log-linear model under a generalized
inverse sampling scheme is defined. Maximum likelihood estimators of the model
parameters are derived in Section 3.2. Section 3.3 gives the test statistic for the
general log-linear model and a practical application of this new model has been
demonstrated in Section 3.4.
3.1 Extended Negative Multinomial Log-linear Model
Let f be an (r n) x 1 vector of frequencies such that f = (f_r, /-(r-1), • • • , f-1, /1,
f2, • • /n) ' . Without loss of generality E ri=i f_i is assumed to be a predetermined
constant, say k, and f follows an extended negative multinomial distribution with
(r+n) x 1 parameter vector it= k( E A) -1p, where p = (v-r, — • ,P-1491C 	 lin),
i=-r,i00
E pi =1. That an observation will fall in cell i has probability pi . The extended
negative multinomial log-linear model is defined as
where X is a (r n) x q (q < r n) full rank design matrix, consisting of intercept,
main effects and interaction effects, is a q x 1 vector of unknown parameters, and
6 is a t x 1 random error vector with E(8)=0. The notation `exp' of a vector in
(3.1) means exponential applied to each component. Here, E ir=1 is assumed to
16
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be a predetermined constant, say k, and f follows an extended negative multinomial
distribution with parameters k and (n + r) x 1 vector it= E(f)= exp(Xf3).
3.2 Maximum Likelihood Estimation of the Model Parameters
Consider the following notation, N* = l'f and N = l'iL, where 1 is the column
vector of (r + n) ones. The kernel of the extended negative multinomial log-likelihood
function can be written in the following closed form:
The maximum likelihood estimator (MLE) of 13 can be obtained by maximizing
the Expression (3.2) under the constraint k = EL I. f _ i. The MLE of 0 cannot
be expressed in a closed form due to the complex structure of (3.2), but can be
obtained using some iterative method, say, the Newton Raphson Algorithm or the EM
algorithm. Now, the Newton Raphson algorithm requires the first and second order
derivatives of L(0) with respect to 0. Applying the methods of matrix derivatives
from Dwyer (1967) and using term by term partial differentiation with respect to ,3i ,
the first and second order partial derivatives can be written in the following form:
18
(3.4)
where D is a diagonal matrix with elements of along the principal diagonal.
The expression for L(0) and its first and second order partial derivatives are
structurally similar as those obtained by Evans and Bonett (1989). One of the popular
methods for finding MLE under a constraint is to use the penalty function method.
The penalty function is defined as
where c is an arbitrary large positive constant, called the penalty, and k 1 is a (r+n) x 1
vector with 1 in the first r positions and 0 in the remaining positions. So the objective
function to maximize is
The first and second order partial derivatives of M(,3) have the following closed form
respectively. Using the Newton Raphson algorithm, the MLE of can be obtained
iteratively as
19
matrix Dm has the elements of Pm along the principal diagonal. The MLE of /3,
denoted as = 13,,±1 , is obtained when the difference between 13,, +1 and bm is
arbitrarily small. The initial value b0 is taken as the least square estimate, b0 =
(X1X) - 1X1 ln(f), setting ln(0) = 0. The invariance property of MLE, yields MLE of
p to be ju = exp(Xf3).
The asymptotic covariance matrix of can be obtained by expanding the
expression of (3.6) by the mean value theorem (MVT) around the true parameter
00 as follows:
Therefore, the estimate of the asymptotic covariance matrix of T3 is given by
where P and D are the values of Pm and Dm obtained in the last iteration of (3.9).
3.3 Hypothesis Testing
In this section, the likelihood ratio test statistic of the general linear hypothesis for
the linear constraints, Ho : H/3 = 0 versus its negation, is derived, where H is a
p x q known matrix of rank p. The regular chi-square statistic used for multi-way
20
contingency tables is not applicable under generalized inverse sampling scheme. Evans
and Bonett (1989) derived the likelihood ratio test statistic for the general log-linear
hypothesis under negative multinomial sampling. Here the likelihood ratio statistic
is computed for the extended multinomial sampling plan. Alternatively, the Wald
statistic can also be derived to evaluate the log-linear hypothesis.
Following Graybill (1976, p. 186) and substituting the constraint H13 = 0
into the model in f = X /3 + 6, a new reduced model can be obtained as in f =
X(I - I-1-11)0 + 6, where H- denotes the generalized inverse of the matrix H. The
likelihood ratio test statistic A is obtained as
which asymptotically follows a chi-square distribution with n±r - q degrees of freedom
(d. f. ) .
3.4 Example
Oxybutynin is one of the most commonly used drugs for the treatment of overactive
bladder symptom. This drug has several adverse side effects, for example, dry mouth,
dyspepsia, dysuria, upper respiratory tract infection, lower respiratory tract infection,
urinary infection, etc. Some of the side effects can become so severe that the treatment
must be discontinued. An alternative of this drug is tolterodine. This example
evaluates the tolerability of tolterodine in patients in terms of the presence of serious
adverse events.
A pool of patients with overactive bladder problems is randomized into two
groups. Oxybutynin is given to one group and the other group is prescribed tolterodine
for a certain period of time. Then three variables each with two levels were recorded
for each patient: gender (male=1 or female=0), drug used for treatment (tolterodine=1
or oxybutynin=0), and presence of severe adverse events (yes=1 or no=0). This
21
procedure is continued until 15 patients taking Tolterodine reported with severe
adverse side effects. This design results in a 2 3 contingency table with the categories,
patients suffering from severe adverse events under the treatment of tolterodine,




Presence of serious 	 Presence of serious
adverse events 	 adverse events
Yes No 	 Yes No
	
male 	 8 	 30 	 19 	 12
Gender
	
female 	 7 	 38 	 25 	 15
The log-linear model given below, will be used to find the relationship between
the observed counts and three variables (gender, drug used and severe adverse effects)
along with their interactions:
where X contains three main effects (drug used, presence of severe adverse effects and
gender respectively) along with their all possible interactions. Therefore, the form of
the design matrix X will be
22
where /30 = general mean effect, /31 = differential effect due to drug used,
132 = differential effect due to severe adverse side effect, 03 = differential effect due to
gender, /34 = differential effect due to interaction of drug used and gender,
05 = differential effect due to interaction of drug used and severe adverse effect, and
/36 = differential effect due to interaction of gender and adverse effect.
Here f denotes the frequency counts and follows an extended negative multinomial
distribution with parameters (k = 1 5- - , P- 11 P-2, P1, • • • , P6) • Then the maximum likelihood
estimates of the model parameters are obtained using the method described in (3.5)
to (3.9) and the R codes given in Appendix Al, as 0 0 = 2.75, 01 = —0.33, 02 = 0.43,
133 = 0.86, 04 = 0.13, /35 = —2.00, and 06 = 0.14.
23
The following table shows the estimated value of the expected frequency of f.










The sign of 01 and 55 implies that the use of the drug tolterodine reduces the
frequency of the number of patients suffering from severe adverse side effects.
Now, our objective is to test the null hypothesis that the following two-way
interactions, the gender by adverse effects, and the gender by drug effect, are all
equal to zero in the above model, that is to test H/3 = 0, where
( 0 0 0 0 0 1 0
H =	 . So the reduced model contains only the intercept, the
0 0 0 0 0 0 1
three main effects and the tolterodine by adverse effects interaction. The likelihood
ratio statistic follows a chi-squared distribution with 1 d.f. and the value of the
statistic equals 0.1881 which suggests that there is no evidence in the data to reject
the reduced model at 1% level of significance. The above model suggests that the
interaction between drug used and adverse events is retained in the model.
CHAPTER 4
A LINEAR EXTENDED NEGATIVE MULTINOMIAL MODEL
FOR S SUB POPULATIONS
This chapter defines a linear model for logarithmic and linear functions of the extended
negative multinomial frequency counts for s independent sub populations. Following
Grizzle, Starmer and Koch (1969) and Bonett (1985a), let i = 1, 2, • • • , s be a set of
subpopulation and let j = —r, • • • , —1, 1, • • • , n be a set of response categories. The
vector f(i) = (L i , fi )', where L i = (f_H , • • • , /12i , f_ ii )' and fi = f2i, • • , fni) 1 1
is assumed to follow an extended negative multinomial distribution with parameters,
ki = E;:=1 f-ii and P (i) (11- i , Ai)', where = (I-t-ri, • • • , /1-10' lui = • • • , ttniY
and ,uji is the expected value of h i. Let f be the augmented vector defined by
f (fo.) fo) f(s)‘,) with expected value p = ( t ( 1 ), it(2), • • • , it(8)Y. Another
version of the log-linear and linear model can be obtained by setting
g(f) = Xf3 ± b (4.1)
where g(f) = (g(f(1) ), g(f(2) ), • • • , g(f(s ) ))/, g is function from Rr+n to R, X is a known
full rank (r + n)s x q (q < s(r n)) design matrix with intercept, main effects, and
interaction effects, /3 is a q x 1 vector of unknown non-random parameters, and 6 is
a (r + n)s x 1 unobservable error vector such that g(f0 ) — Af3 = 0 and g(f) — X0 is
asymptotically zero; fo = (k 1 , k2 , • • • , k8 ) and A is known. Using the linear or the
log-linear model depends on whether g is the linear or the log function in (4.1).
A closed-form estimator of the model parameters, estimate of the covariance
matrix, and the general Wald test are derived under the assumption of extended
negative multinomial sampling. According to Bonett (1985), other general models,
such as GLIM, do not accommodate contingency tables of negative multinomial
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frequency counts. The same logic is applicable for extended negative multinomial
frequency counts.
Observations from a subpopulation are sampled following generalized inverse
sampling, Section 1.3.2, and the resulting observed frequency counts can be summarized
in the following s x (r n) contingency table. That an observation will fall in cell (j,i)
has the probability phi . In order to define the covariance matrix of f the following




The modified minimum chi-square estimator of has been given in this section. An
efficient estimator of under the constraint A./3 = yo , minimizes
with blocks given in (4.2), A' is an s x 1 vector of Lagrange multipliers, yo = g(fo)
and y g(f). The estimate of the covariance matrix, E f , is obtained by replacing
the elements of p and it (which is a function of p), by their corresponding sample
proportions based on f. Minimizing (4.5) with respect to 13 and using the given
constraint, the modified minimum chi-square estimator of is computed and has the
following closed form
The predicted cell frequencies considering the extended negative multinomial constraints
are computed as = exp(Xf3*).
4.2 Hypothesis Testing
In this section, the test of the general linear hypothesis Ho : Hf3 = h versus its
negation is derived, where H is a (n + r) x q known matrix of rank (n + r) and h is
a known (n + r) x 1 vector. The Wald's statistics
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is used to test these hypotheses. The asymptotic distribution of W is now derived.
Theorem 4.2.1. Under the assumption sup Elg(f) — X/31 1+6 < oo for some 6 > 0,
k
..., d
" ----+ Xn+r •
Proof. Define,
DC7 ) = frequency of the j th response taken by the m th unit in the i th populationn
before getting the success, j = 1, • • • , n.
Then
distribution with parameters (1, tt( i)/ki ).
Now, C m) are iid random vectors with mean t(i)/k i and covariance matrix E (i) /ki ,





This section illustrates the application of an extended negative multinomial model to
a given data set from s = 3 subpopulations. The first application involves modeling
of the incidence of several related diseases in different cities. There is no maximum
likelihood estimate for the shape parameter in general. An estimate based on quantiles
of Pearson's chi-squared statistics is applied to model the cancer incidence for three
cities in Ohio. This approach is similar to those proposed by Williams (1982), Breslow
(1984) and Zelterman (1997) for estimating over-dispersion parameters.
4.3.1 Model of Cancer Incidence for Three Cities in Ohio
The following table gives the cancer incidence for the three largest cities in Ohio
by frequency of the site of primary cancer of a particular year. It is assumed that
the overall disease incidence may be higher (lower) in one location than the other,
but this increase (decrease) is not disease specific, that is, the relative frequencies of
disease do not change across cities. This idea is taken from Zelterman (1997) and the
hypothetical data is given below. The sites of primary tumors are as follows 1=eye,
2=oral cavity, 3=gallbladder,4=lung, 5=breast, 6=genitals, 7=urinary organs, 8=leukemia
and 9=lymphatic tissues.
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Table 4.2 Cancer Deaths in the Three Largest Cities in Ohio
City 1 2 3 4 5 6 7 8 9
Cleveland 35 41 31 440 488 159 523 169 268
Cincinnati 40 28 27 270 337 133 378 107 160
Columbus 31 25 28 190 212 91 254 77 137
Our objective is to fit the data with an appropriate model. Poisson models are
appropriate when the sample mean and the sample variance are almost equal. The
negative multinomial models are used when the cell counts are positively correlated. It
can be observed from the above data that some of the frequency counts are positively
and some of them are negatively correlated. In this situation the extended negative
multinomial model is expected to be the most appropriate one to fit the data. In
analyzing the data in Table 4.1, we are interested to know whether observed counts
come from an independent Poisson distribution or whether they come from negative
multinomial distribution or whether from the extended negative multinomial gives a
better fit.
Consider the log-linear model of means with no interaction between city and
disease type as
where ascitY, s = 1, 2, 3, is the effect due to city and vDisease 1, 2, • , 9, is the
effect due to disease. No interaction between city and disease type implies that an
increase (decrease) in incidence of one disease is accompanied by a similar increase
(decrease) in the other diseases for a particular city. Ohio is a state with a large
amount of manufacturing and industry. So if there is an environmental cause for high
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incidence of one type of cancer, this may translate into the incidence of another type
of cancer.
Let fis denote the number of cancer deaths of site s in city r. Assuming that
the counts were sampled from mutually independent Poisson distributions, the MLE
of ttis is
The usual chi-squared statistic given below can be used to measure the goodness of
fit for the Poisson model
The observed value of x 2 is 26.85 and is compared with x2 with 16 d.f. The p-value
is computed as 0.0432, which suggests that the fit of the Poisson model is not good.
Next we use the negative multinomial distribution to check whether it gives a better
fit, since many of the counts have variances greater than their means. The appropriate
test statistic will have the following form, Zelterman (1997)
where k is the shape parameter of the negative multinomial distribution. The estimated
means μjs are the same as those estimated under independent Poisson samples. The
above test statistic not only measures fit, but also suggests a method of estimating
k. For a known value of k, we could compare the above statistic to a x2 distribution
with 16 d.f. The median of the 16 d.f. chi-squared distribution is 15.34. The method
proposed by Zelterman is to find values of k that matches the Equation (4.9) with the
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point of its reference distribution, namely 15.34. Equating X2 (k) = 15.34, the value
of k is obtained as 7.786193. Using this value of k, the MLE estimators of the models
parameters are obtained following the method described by Evans and Bonett (1989)
and R codes given in Appendix Al. The design matrix X for the above model will
have the following expression:
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The negative multinomial model also didn't give a good fit. Finally extended
negative multinomial model was fitted to the given data. The shape parameter k was
computed as the similar method used to estimate the shape parameter of the negative
multinomial model and in described by Equation (4.9) in page 31. The value of k
obtained is 93.39. Using the value of k, the model parameters are computed following
the methods described in this chapter and by R codes. This model gave the best fit of
this data set. The following tables give the estimated values of the frequency counts.
Improving the estimate of k, the model will be improved.
Table 4.3 Estimation of Frequency Counts in Cancer Incidence Data of Cleveland




(1,1) 35 53.493 3.581
(2,1) 41 47.437 3.176
(3,1) 31 43.400 2.905
(4,1) 440 454.186 30.409
(5,1) 488 523.323 35.038
(6,1) 159 193.281 12.940
(7,1) 523 582.872 39.025
(8,1) 169 178.142 11.927
(9,1) 268 285.128 19.090
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Table 4.4 Estimation of Frequency Counts in Cancer Incidence Data of Cincinnati




(1,2) 40 36.754 2.460
(2,2) 28 32.593 2.182
(3,2) 27 29.819 1.996
(4,2) 270 312.068 20.894
(5,2) 337 359.572 24.074
(6,2) 133 132.802 8.891
(7,2) 378 400.488 26.814
(8,2) 107 122.400 8.195
(9,2) 160 195.909 13.116
Table 4.5 Estimation of Frequency Counts in Cancer Incidence Data of Columbus




(1,3) 31 25.951 1.737
(2,3) 25 23.013 1.540
(3,3) 28 21.055 1.409
(4,3) 190 220.345 14.752
(5,3) 212 253.887 16.998
(6,3) 91 93.769 6.278
(7,3) 254 282.777 18.932
(8,3) 77 86.424 5.786
(9,3) 137 138.328 9.261
CHAPTER 5
MAXIMUM LIKELIHOOD ESTIMATION
OF THE DISPERSION PARAMETER
The negative binomial, negative multinomial, and the extended negative multinomial
sampling plans are widely used in the biomedical field, especially modeling rare events.
A major drawback to the use of these distributions is the difficulty in estimating the
shape parameter k. This chapter describes a maximum likelihood method using
the EM algorithm to estimate k. This work is motivated by Adamidis (1999), who
developed an EM algorithm for estimating the parameters of the negative binomial
distribution.
5.1 Nonexistence of Unconditional MLE for k
The maximum likelihood estimator of k cannot be obtained by directly solving the
likelihood equation for the negative multinomial distribution, Zelterman (1997). The
proof given by Zelterman is described below.
Johnson and Kotz (1976, p. 296) define an estimation procedure for k when
there are s > 1 independent and identical samples from the negative multinomial
distribution. In this case, let f ih and ttih (i = 1, • • • , n; h = 1,... , s) denote the
observed and expected counts, respectively, from cell i in sample h. The count fih
((i = 1, • , n; h =1,... , s)) does not include k in its definition (Please see Section
1.3.1). Also, let f+h and it+h denote the total number of cases observed and expected
in sample h. The MLE's of p,+h is f+h . The log-likelihood Ln, is defined by
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The MLE's of ii+h is f+h , but f+h may have different values for each sample, h =
1, • • • , s. Thus the above equation can be written as
but the right-hand side should reflect the possibility of different values of f+h , resulting
Johnson and Kotz (1969, equation (46) p. 296) points out
for all h = 1, . . . , s, so that (5.1) has no solution and there is no unconditional MLE
for k.
5.1.1 An Overview of EM Algorithm
Medical Statistics involves a broad range of models for description, analysis, and
inference. Many of them require optimization of a complex objective function, such as
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log-likelihood, penalized log-likelihood, etc, to estimate the model parameters. In this
situation, parameters are estimated using iterative methods. The EM algorithm is one
of the most effective algorithms for local maximization since it iteratively transfers
a complex function to a highly stable simple one. This algorithm also overcomes
the drawbacks of the Newton's method and the Fisher scoring method. Newton's
method requires calculation of complicated second derivatives and the Fisher scoring
method involves calculation of the expected information matrix. For problems with
large number of parameters, both algorithms involve large matrix inversions and this
is almost impossible. In this situation the EM algorithm is useful since it is based
on an optimization transfer principle that replaces a complex optimization problem
by a sequence of simple ones. This method is called the EM method because the
alternating steps involve an expectation and a maximization.
This method was described and analyzed by Dempster, Laird, and Rubin (1977),
although the method had been used much earlier, by Hartley (1958), for example.
Many additional details and alternatives are discussed by McLachlan and Krishnan
(1997).
The EM methods can be explained most easily in terms of a random sample
that consists of two components, one observed and one unobserved or missing. The
missing data can be missing observations on the same random variable that yields
the observed sample, or the missing data can be from a different random variable
that is related somehow to the random variable observed. Though many common
applications of EM methods do involve missing data problems, this is not necessary.
Often, an EM method can be constructed based on an artificial "missing" random
variable to supplement the observed data.
Description Consider the data U = (Y, Z), where Y is the observed part and Z
is the unobserved part of the data. Our objective is to estimate the parameters 0,
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which are involved in the distribution of both components of U. The EM algorithm
like all maximum likelihood algorithms, seeks to maximize the log-likelihood L(0)
of the observed data with respect unknown parameters 0. If f(U10) denotes the
density function of the complete data, then the EM algorithm maximizes the surrogate
function
with respect to 0. This optimization is done iteratively beginning with some initial
values of 0 and update it to maximize Q.
So the EM approach to maximizing In f (Y10) has two alternating steps:
• E step: Compute Q( 19 1 0(n) ).
• M step: Determine 0 iteratively to maximize Q(010 (n) ).
The EM method can be slow to converge, however, Wu (1983) has discussed
about the convergence criteria of EM algorithm.
5.1.2 EM Algorithm for Estimating k in
Negative Multinomial Distribution
As discussed earlier estimating the dispersion parameter of the negative multinomial
distribution for more than one population is not possible by maximizing the likelihood
function directly in most cases. In this section, an alternative approach to estimate
k is proposed by using EM algorithm. This algorithm also gives the estimates of the
other parameters of the negative multinomial distribution.
Approaching the Implementation To estimate parameters of the negative
multinomial distribution by the EM algorithm, we need to use the relation between the
negative multinomial and logarithmic series distribution (LSD). A random variable Y
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is said to follow logarithmic series distribution with parameters p = (po,pi, • • • ,p.)
if it has the following p.m.f. (Sibuya et.al., 1964)
where IN is the set of natural numbers {1, 2, • • • }.
Theorem 5.1.1. (Sibuya 1964) If {Y.alg_. 1 are iid samples from n-variate Logarithmic
Series distribution and M is a Poisson variable with parameter A, independent of Y 's
M
then f = E yi has Negative Multinomial distribution with k = Aa and p.
j=i
Therefore, by the above theorem, the negative multinomial parameters (k, p)
can be estimated by the LSD parameters p and Poisson parameter A. For implementing
the EM algorithm we need an observed and an unobserved part in the data. We
have artificially introduced Z, independent of Y, as the unobserved variable with the
following density
where z E (0, 1), p and a are as defined in LSD. So the joint density function of Y
and Z is given by;
To proceed with the implementation of the EM algorithm, we combine the
Theorem with the joint distribution and postulate a complete-data distribution (in
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the terminology of Dempster et al., 1977) with density
We then hypothesize that the available sample yobs of size N is obtained by the
Poisson sums of the Yd 's in the form f = E Y.
i=1
Conditional Expectation or E-step Let 1(0) be the log-likelihood function of
the fictitious data U = (Yjs , Zjs , Ms ; s = 1, . . . , N, j = 1, . . . , MO and has the
following form
where c is the term independent of 0.
Now, the E-step involves the computation of Q. Using the expression (5.3),
Theorem 5.1.1 and the independence between Z and M, Q becomes,
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(5.6)
By virtue of independence of Zi 's with f and M,
When n = 1, i.e., f is negative binomial, it is possible to find the exact distribution of
MIf (see Adamidis 1999), since f IM follows the Stirling distribution of first kind (see
Johnson et al., 1969 p 300). It becomes difficult to find a compact form of E(MIf) for
n > 1. That is why a data augmented technique has been used to compute E(MIf).
As we know the distribution of M involves the parameter A. So we compute A from
the data f by using the relation k = Ace. The details is described in the M-step below.
For the other part in (5.5);
Maximization or M-step The M-step of the EM algorithm maximizes Q given
in (5.5). By elementary differentiation of (5.5), the following equations are obtained
as
which will be solved iteratively to get the maximum likelihood estimators of p and A
using the following algorithm:
Step 1: Set an initial value of p and calculate k from the given data f by the
method of moments or by the method described by Zelterman (1997).
Step 2: Use Theorem 5.1.1 to get A, using the value of k and p.
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Step 3: Update A by drawing bootstrap samples from Poisson distribution with
parameter A and using equation (5.9).
Step 4: Use updated A for updating p.
Step 5: Go back to Step 1.
Update the A and p until they converge.
The expression in (5.8) is written such that one can easily see that 0 < pi <1.
Examples Simulations are performed in the following two examples to investigate
the convergence of the proposed EM scheme
Example 1: 
The first example is based on 100 generated samples of population size 2 from
NMn(4, 0.3, 0.3, 0.3) using the R code given in Appendix A2. We have used our
method for estimating k. For approximating E(Mlf) from data, the initial value of
k is set as 8.3, which is obtained using the technique described by Zelterman (1997),
the details is given in Section 4.3.1. Let t denote the number of iterations needed to
converge. The following table gives the results of the simulation: means of the EM
estimators k (av(k)), standard error of ic (s.e.(k)), av(t) and s.e.(t).
where t denotes the number of steps needed for convergence.
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Table 5.1 The Means and Standard Errors of the EM Estimators and
Iterations to Converge from 100 Samples of Population Size 2 Generated from the
NMn(4,0.3,0.3,0.3)
Initial p av(k) s.e.(k) av(t) s.e.(t)
(0.3,0.3,0.3) 4.6278 1.1119 72.3 2.73
(0.3,0.2,0.3) 4.7513 0.1958 85.1 3.6
(0.3,0.1,0.3) 4.7111 0.4902 77.5 2.34
(0.3,0.3,0.2) 4.6491 1.0007 82.6 4.85
(0.6,0.2,0.3) 4.9171 1.1211 117.1 5.41
(0.4,0.1,0.1) 4.6913 1.7191 93.7 3.59
(0.5,0.4,0.1) 4.7555 1.3643 81.0 2.78
(0.0,0.2,0.0) 5.1023 2.1004 224.5 5.08
(0.2,0.0,0.0) 4.8746 1.8223 319.7 4.53
(0.0,0.0,0.2) 4.9003 1.0157 325.4 5.97
Example 2: 
We have studied another 100 samples from N Mn(6, 0.1, 0.4, 0.1, 0.2) of population
size 2. In this case k comes out to be 14.7 by the method of chi-square. The result
of the simulation is given in Table 5.2.
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Table 5.2 The Means and Standard Errors of the EM Estimators and
Iterations to Converge from 100 Samples of Population Size 2 Generated from the
NMn(6,0.1,0.4,0.1,0.2)
Initial p av(k) se(k) av(t) se(t)
(0.25,0.25,0.25,0.15) 7.939 0.7642 92.0 2.01
(0.3,0.2,0.3,0.1) 7.744 0.7334 101.2 3.09
(0.1,0.3,0.1,0.3) 7.6960 0.6652 105.6 2.13
(0.2,0.3,0.2,0.2) 7.7210 0.7492 111.5 4.01
(0.1,0.6,0.05,0.0.05) 7.7011 0.6543 114.7 2.76
(0.0,0.1,0.0,0.0) 7.8763 1.203 238.98 4.98
(0.0,0.0,0.1,0.0) 8.1307 2.0301 351.34 5.1
(0.1,0.2,0.2,0.2) 7.1591 0.8134 118.1 3.43
(0.2,0.3,0.2,0.2) 7.6749 0.6267 94.33 2.96
(0.2,0.2,0.2,0.2) 7.2730 0.7654 97.4 2.29
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Comments Simulations were performed to investigate the convergence of the
proposed EM scheme. From the negative multinomial distribution 100 samples of size
2 were generated in each example. We performed the simulation with 10 different
initial values of p. No restriction was imposed on the maximum number of iterations
and convergence was assumed when the absolute difference between successive estimates
was less than 10 -5 . The results from 100 simulated data sets are reported in Table
5.1 and Table 5.2, which give the average of the 100 ML estimates of k (av k) and
average number of iterations to converge (av t) along with their standard errors.
Convergence is achieved in all cases, even when the starting value is poor. But
if we use the algorithm to estimate p, the results are not satisfactory. That is mainly
due to the approximation of the term E(Mlf). Modification of this algorithm is one
of my future works.
Example 3: 
Finally, we have estimated the shape parameter k using the proposed EM algorithm
for the cancer incidence data used by Zelterman (1997). The Model was fitted with
two different estimates of k, one obtained by Zelterman using a quantile technique
and the other obtained by the EM method, and the results were compared. The data
description is given below.
The following table gives the cancer incidence for the three largest cities in Ohio
by frequency of the site of primary cancer of a particular year. It is assumed that the
overall disease incidence may be higher (lower) in one location than the other, but this
increase (decrease) is not disease specific, that is, the relative frequencies of disease
do not change across cities. The sites of primary tumors are as follows 1=oral cavity,
2=digestive organs and colon, 3=lung, 4=breast, 5=genitals, 6=urinary organs,
7=other and unspecified sites, 8=leukemia and 9=lymphatic tissues.
Zelterman showed that the negative multinomial model best fits the data, and he
estimated the value of k as 466.9 using the quantiles of Pearson's chi-squared statistic.
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Table 5.3 Cancer incidence data used by Zelterman
City 1 2 3 4 5 6 7 8 9
Cleveland 71 1052 1258 440 488 159 523 169 268
Cincinnati 52 786 988 270 337 133 378 107 160
Columbus 41 517 715 190 212 91 254 77 137
We estimated k using the EM method and obtained the value of k as 231.0689. The
model was fitted with two different values of k and the estimated frequency counts
are given in Table 5.4 to Table 5.6.
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Table 5.4 Estimated Frequency Counts of Deaths from Cancers in Cleveland by





k estimated by EM method
Estimated 	 frequency 	 when
k	 estimated 	 by 	 Chi-square
method
(1,1) 71 103.719 209.402
(1,2) 1052 1489.381 3006.972
(1,3) 1258 1872.636 3780.740
(1,4) 440 569.190 1149.161
(1,5) 488 655.833 1324.089
(1,6) 159 242.222 489.032
(1,7) 523 730.461 1474.757
(1,8) 169 223.249 450.726
(1,9) 268 357.325 721.418
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Table 5.5 Estimated Frequency Counts of Deaths from Cancers in Cincinnati by




Estimated Values when k
estimated by EM method
Estimated 	 Values 	 when 	 k
estimated 	 by 	 Chi-square
method
(2,1) 52 75.212 151.850
(2,2) 786 1080.037 2180.530
(2,3) 988 1357.957 2741.634
(2,4) 270 412.753 833.323
(2,5) 337 475.583 960.174
(2,6) 133 175.649 354.625
(2,7) 378 529.699 1069.432
(2,8) 107 161.890 326.848
(2,9) 160 259.117 523.142
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Table 5.6 Estimated Frequency Counts of Deaths from Cancers in Columbus by




Estimated Values when k
estimated by EM method
Estimated 	 Values 	 when 	 k
estimated 	 by 	 Chi-square
method
(3,1) 41 52.328 105.647
(3,2) 517 751.418 1517.067
(3,3) 715 944.776 1907.446
(3,4) 190 287.166 579.771
(3,5) 212 330.879 668.025
(3,6) 91 122.205 246.724
(3,7) 254 368.529 744.039
(3,8) 77 112.632 227.399
(3,9) 137 180.276 363.967
Comments There is no doubt that the model prediction will be better with a better
estimate of k. Table 5.4, Table 5.5, Table 5.6 suggests that our method gave a better
estimate of k giving a better fit of the model. It can be noted that the frequency
estimated by Zelterman's method is almost double of the frequency estimated by the
EM method. This can be explained using the fact that the value of k estimated
by Zelterman's method is almost double of the the value of k estimated by the EM
method, and by the expression of mean vector /2 of the extended negative multinomial
distribution, which is directly proportional to k as discussed in Section 3.1.
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5.1.3 EM Algorithm for Estimating k in
Extended Negative Multinomial Distribution
The EM algorithm described in Section 5.1.2, can be used to estimate k in extended
negative multinomial distribution with a little modification, since we know the distribution
contains two parts, one is multinomial and the other is negative mulinomial. Here, k
is taken as the sum of the frequencies of the rare events, since the extended negative
multinomial distribution involves more than one type of rare event. The negative
multinomial part is used for calculating the likelihood and the multinomial part is
introduced putting the constraint on the parameters using the Lagrange's multiplier.
Conditional Expectation or E-step Considering the constraint that the sum of
the rare event counts is k the likelihood becomes
where c' is the term independent of 0, f = (f- i, f-2, • • • , f-r fl , • • • , In ) with
f-2, 	 f-r) ti Mn(k,p*) and (fi , 	 , fn ) ti NMn(k,p), and -y is the Lagrange's
multiplier. Here p and p* are the negative multinomial and multinomial probabilities,
respectively. We will use this likelihood for finding ML estimate of 0 =- (A, p), which
will give us an estimate of k by Theorem 5.1.1. Then this k is used for ML estimation
of p*. Here, M, A, and Z, have the same interpretation as before. Now, the Q
becomes
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Further simplification can be done by using the independence between M, Z, and f
as before.
Maximization or M-step The M-step of the EM algorithm maximizes Q given
in (5.11). Differentiating (5.11) the following equations are obtained as
(5.12)
Here, we have to update three equations simultaneously to get the ML estimates of
p and A. We have approximated E(Mslf; 0(n)) in the same way as discussed earlier.
The simulation process will be continued until the difference between (1) (n+1) and (1) (71)
is arbitrarily small.
Comments Using this algorithm k was estimated for the cancer incidence data
described in Chapter 4. The estimate of k is obtained as 237.6. The Model was fitted
53
using this value of k. Equation (5.2) involves highly non-linear terms and that is
causing delay in convergence in some cases. Further improvement of this algorithm is
one of my future researches. The results may be improved by finding the exact form
of the conditional distribution Mlf.
CHAPTER 6
CONCLUSION
In this dissertation, a new model, based on generalized inverse sampling plan, has
been developed to study rare events. This model is a generalization of the negative
multinomial model and can be used to study several rare categories of the population.
This model is applicable when the frequency counts are both positively and negatively
correlated. It has a wide application in the field of medical and biological sciences.
The parameter estimation and the hypothesis testing of the new model have
been formulated in Chapter 3. The application of this model in a case of study
testing tolerability of the drug tolterodine is described. The model was found to give
a very good fit of the data. This gives a hint that the implementation of the extended
negative multinomial model in clinical trial can be very useful in statistical modeling.
Chapter 4 details a linear model for logarithmic and linear functions of extended
negative multinomial frequency counts for more than one independent sub population.
As the number of parameters increases, obtaining the maximum likelihood estimator
is not always feasible. Therefore, Minimum Chi-squared estimators of the model
parameters are obtained. Infeasibility of computing MLE in this case, caused a
problem to construct likelihood ratio test. A Wald test is derived for contingency
tables of any order under generalized inverse sampling scheme. This model is applied
in a case study where the incidence of cancer in three largest cities in Ohio is studied.
The log-linear model is used to fit the data collected on 9 different kind of cancers in
these three cities. Here we have used the chi-square quantile method for estimating
the shape parameter k and obtained the MLE of the model parameters using that k.




The main problem in applying the negative multinomial and the extended
negative multinomial model is finding a good estimator of the dispersion parameter
k. In Chapter 5, we have discussed the difficulty in finding the MLE of k by directly
maximizing the likelihood equation and proposed an alternative maximum likelihood
estimation method by using the EM algorithm. An indirect approach is taken to find
the MLE of k by using the relationship between negative multinomial and multivariate
logarithmic series distribution. The method is tested for negative multimomial case
on simulated data sets as well as on the example described by Zelterman (1997).
In all the situations our algorithm give a pretty decent estimate of k which leads
to a a good model fit, suggesting that a further modification of this algorithm may
give a really good estimator of k. For the extended negative multinomial case, there
are some problems regarding the solution of the iterative equations as the equation
contains highly nonlinear terms.
The progress in biostatistics over the last few decades is reflected in the advances
in medical and public health research. The productivity in the sub-fields of statistical
genetics, survival analysis, generalized linear models, epidemiological statistics and
longitudinal data analysis, evidences the opportunities that medical and public health
breakthroughs of the last half century have created for statistical science, and vice
versa. In the decades to come, hopefully, the newly proposed model with all its
statistical properties will be proved to be a very useful tool for the research workers,
particularly in the biomedical research.
There are several directions of future work:
• Exploring the EM algorithm to improve the accuracy of the estimates of the
probability vector in extended negative multinomial distribution.
• Investigating a Bayesian estimate of the shape parameter k, for both the negative
multinomial and the extended negative mutinomial distribution.
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The R codes used for simulation studies and modeling are given in this appendix.
A.1 R code for Estimating Parameters for the
Extended Negative Multinomial Model
Using Newton Raphson Algorithm
A.2 R Code for Maximum Likelihood Estimation of the




A.3 R Code for Maximum Likelihood Estimation of the
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