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Abstract
In this paper we introduce and study the notion of safety control of stochastic dis-
crete event systems (DESs), modeled as controlled Markov chains. For non-stochastic
DESs, modeled by state machines or automata, safety is specied as a set of forbidden
states, or equivalently by a binary valued vector that imposes an upper bound on the
set of states permitted to be visited. We generalize this notion of safety to the setting
of stochastic DESs by specifying it as an unit-interval valued vector that imposes an
upper bound on the state probability distribution vector. Under the assumption of
complete state observation, we identify (i) the set of all state feedback controllers that
satisfy the safety requirement for any given safe initial state probability distribution,
and (ii) the set of all safe initial state probability distributions for a given state feed-
back controller.
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11 Introduction
Safety control of non-stochastic discrete event systems (DESs) has been studied since
the pioneering work of Ramadge-Wonham [11] and has been subsequently extended by other
researchers (see [9]). A non-stochastic DES is typically modeled as a state machine or an
automaton which evolves in response to occurrence of events. The safety control objective
is typically specied in terms of a set of forbidden states that the system must avoid (or,
alternatively as a set of forbidden event sequences).
The state machine model of non-stochastic DESs is naturally extended to obtain the
Markov chain model of stochastic DESs by associating a probability measure with each
state transition. A Markov chain is called a controlled Markov chain if the state transition
probabilities are functions of control inputs. Prior work on control of stochastic DESs is
primarily on quantitative control objectives, i.e., on optimal control, where a controller that
optimizes a certain performance measure is computed [8, 1, 4, 5]. The problems of optimal
control of stochastic systems with state constraints have also been studied in [6, 3, 2], where
the state constraint is given as a constraint over the set of states that the controlled system
should visit.
In order to study the qualitative behaviors of stochastic DESs the formalism of proba-
bilistic languages was introduced in [7], and control of such behaviors was studied in [10].
Refer to citations in [7] for other formalisms of modeling qualitative behaviors of stochastic
discrete event systems, and their control.
In this paper we introduce the notion of safety control of stochastic DESs by naturally
generalizing it from the setting of non-stochastic DESs. A safety control objective in the
non-stochastic setting can be viewed as a binary valued vector with the same size as the
number of states. A state is deemed forbidden if and only if the corresponding entry in that
vector is zero. If we represent the states visited under the supervisory control by a binary
valued vector, where an entry is zero if and only if the corresponding state is not visited, then
a controller meets the safety control objective if and only if this vector is bounded above by
the vector specifying the safety specication. In generalizing this concept to the stochastic
setting, we specify the safety control objective as an unit-interval valued vector that imposes
an upper bound on the state probability distribution vectors of the system under control.
For example, for a nancial portfolio, a constraint of the type that the probability of ever
being bankrupt is bounded above by a certain number is a safety constraint.
A state probability distribution vector is called safe if it is bounded above by the vector
specifying the safety control objective. We study the problem of safety control of stochastic
DESs modeled as controlled Markov chains under the assumption of complete state observa-
tion. We rst obtain a necessary and sucient condition a state feedback controller should
satisfy so that the controlled system meets the safety specication, i.e., if the initial state
probability distribution vector is safe, then the state probability distribution vector under
the control of the given state feedback controller always remains safe. Next we identify the
set of all safe initial probability distribution vectors for a given state feedback controller so
that if the initial state probability distribution vector lies in that set, then the state prob-
2ability distribution vector under the control of the given controller is guaranteed to always
remain safe.
2 Notation and Preliminaries
A Markov chain is represented by a triple (X;P;0), where X is a nite set of states of
size n; P 2 [0;1]nn is a state transition matrix whose ijth entry (P)ij gives the probability
of transitioning from state i to state j; and 0 2 [0;1]n is a row probability vector giving
the initial state probability distribution, where the ith entry 0i gives the probability of the
initial state being the ith state. Note that for a Markov chain we have
P
j(P)ij = 1, i.e.,
P is a stochastic matrix, and
P
i 0i = 1, i.e., 0 is a probability distribution function over
the set of states. We let  denote the set of all such probability distribution functions. For
any k  0, k := 0P k 2  gives the state probability distribution after k steps of state
transitions. limk!1 0P k, if it exists, is called a stationary distribution of P.  2  is
said to be an invariant distribution of P if P = , and ^    is said to be an invariant
set of distributions of P if  2 ^  implies P 2 ^ , or equivalently, ^ P  ^ . Note that a
stationary distribution is also an invariant distribution. P is said to be irreducible if for each
i;j 2 f1;2;:::;ng there exists nij  0 such that (P nij)ij > 0, i.e., state j can be reached
from state i in a nite number of steps. P is said to be aperiodic if the greatest common
divisor of the set fk j (P k)ii > 0g is 1 for all i 2 f1;2;:::;ng. It is known that an irreducible
and aperiodic state transition matrix P possesses a unique stationary distribution and a
unique invariant distribution (hence these two distributions are the same). A Markov chain
is said to be ergodic if it's stationary distribution is independent of the initial distribution.
For Markov chains with nite states, ergodicity is equivalent to irreducibility together with
aperiodicity.
The state of a Markov chain is typically observed through an output function g dened
over the set of states. Thus, if x 2 X is the present state, then the observed output is
g(x). A Markov chain is said to be completely observed if the output function is the identity
function. In this paper we assume this to be the case.
A Markov chain is said to be a controlled Markov chain if its state transition matrix is a
function of its control input. Let U be a nite set of control inputs of size q. Then for each
u 2 U, P(u) denotes the state transition matrix when the control input is u. A controller
is a map from the set of observations to the set of control inputs. Under the assumption of
complete state observation, a controller is given by a map U : X ! U so that if the present
state is x 2 X, then the controller selects the control input U(x) 2 U resulting in the state
transition matrix P(U(x)). When the present state is completely observed, and is say i 2 X,
then only the transition probabilities of leaving state i are relevant and are given by the ith
row of the state transition matrix P(U(i)). We use PU to denote the state transition matrix
obtained by stacking such rows, i.e., the ith row of PU is the ith row of P(U(i)). Then it
is easy to see that the state probability distribution vector of the controlled Markov chain
under the control of the state feedback controller U : X ! U is determined by the state
transition matrix PU, i.e., if 0 is the initial state probability distribution vector, then the
3state probability distribution vector after k steps of state transitions is given by 0P k
U.
3 Controllers that Enforce Safety
In the following denition we introduce the notion of safety of a Markov chain.
Denition 1 Let m 2 [0;1]n be a unit-interval valued row vector that imposes a safety
specication. A given Markov chain with state transition matrix P 2 [0;1]nn is said to be
safe with respect to m if the state probability distribution vector remains bounded above by
m at all steps, i.e., if for all k  0, 0P k  m. We use
m := f 2  j   mg
to denote the set of all safe state probability distribution vectors.
Remark 1 Since for each  2  it holds that
P
i i = 1, a nontrivial safety specication
m 2 [0;1]n must satisfy
P
i mi  1. (Otherwise m = ;, and there exists no state proba-
bility distribution vector that is also safe.) It is also natural to assume that the set of safe
state probability distribution vectors is a proper subset of the set of all state probability
distribution vectors, i.e., m  . This implies that there exists i 2 f1;:::;ng such that
mi < 1.
Example 1 Consider a single machine which operates in either of its two states, namely,
\up" and \down". Suppose the probability that the machine maintains its current state at
the next step is given by p (resp., q) if the current state is up (resp., down). Then the state
set of the machine is given by X = fup, downg, and the state transition matrix is given by
PU =
"
p 1   p
1   q q
#
.
Note that the state transition matrix is irreducible and aperiodic whenever p;q 2 (0;1),
i.e., 0 6= p;q 6= 1.
The entries of the state transition matrix can be controlled at any given state (assuming
that the up and down states can be observed). Two types of control are possible, namely,
the intensity of usage, and the intensity of maintenance. In the up state, p is an increasing
function of the intensity of maintenance, and a decreasing function of the intensity of usage.
In the down state, q is a decreasing function of the intensity of maintenance, and it does not
depend on the intensity of usage (since the machine is not used in its down state).
Suppose it is desired that at any step the machine is never down with probability more
than 25%. Then the safety specication for the machine is given by m = [1 1
4], where
m1 = 1 implies that the probability of being in the up state can be anything, and m2 = 1
4
implies that the probability of being in the down state must not exceed 1
4 = 25%. We would
like to know the constraints p and q should satisfy in order for the machine under control to
satisfy the desired safety specication.
4In this section we obtain a necessary and sucient condition on PU so that the state
probability distribution vectors of the controlled Markov chain under the state feedback
control of the controller U : X ! U remain safe at all steps, i.e., whenever 0 2 m, we also
have 0P k
U 2 m for all k  0. Note that this last condition
[0 2 m] ) [0P
k
U 2 m;8k  0]
is equivalent to the condition
[PU 2 m;8 2 m];
i.e., m is an invariant set of distributions of PU.
Let pj = [pj(1);pj(2);:::;pj(n)]T denote the jth column of PU. Let j be a permutation
of f1;2;:::;ng that arranges the entries of pj in decreasing order, i.e.,
p
j(j(1))  p
j(j(2))    p
j(j(n)); 8j 2 f1;2;:::;ng:
Also, dene nj to be the smallest integer in f1;2;:::;ng such that
nj X
i=1
mj(i)  1; 8j 2 f1;2;:::;ng:
Thus for each j 2 f1;2;:::;ng we have:
nj 1 X
i=1
mj(i) < 1 
nj X
i=1
mj(i);
which is equivalent to
0 < 1  
nj 1 X
i=1
mj(i)  mj(nj): (1)
Theorem 1 It holds that
PU 2 m; 8 2 m
if and only if,
nj 1 X
i=1
mj(i)p
j(j(i)) +
0
@1  
nj 1 X
i=1
mj(i)
1
Ap
j(j(nj))  mj; 8j 2 f1;2;:::;ng; (2)
which can be rearranged to read
p
j(j(nj)) +
nj 1 X
i=1
mj(i)[p
j(j(i))   p
j(j(nj))]  mj; 8j 2 f1;2;:::;ng: (3)
5Proof: Clearly, (2) is necessary, otherwise, if it is violated for some j 2 f1;2;:::;ng, then
dene ^ (j) 2  by
8i 2 f1;2;:::;ng : ^ 
(j)
j(i) :=
8
> <
> :
mj(i) if i < nj
1  
Pnj 1
i=1 mj(i) if i = nj
0 otherwise.
(4)
By construction,
P
i ^ 
(j)
i = 1. Also, since 1  
Pnj 1
i=1 mj(i) > 0 (see (1)), it follows from the
denition of ^ (j) that ^ (j)  0. These together imply that ^ (j) 2 . Next since ^ 
(j)
j(nj) =
1  
Pnj 1
i=1 mj(i)  mj(nj) (see (1)), it follows from the denition of ^ (j) that ^ (j)  m,
implying ^ (j) 2 m. On the other hand,
(^ 
(j)PU)j =
n X
i=1
^ 
(j)
j(i)p
j(j(i))
=
nj 1 X
i=1
^ 
(j)
j(i)p
j(j(i)) + ^ 
(j)
j(nj)p
j(j(nj)) +
n X
i=nj+1
^ 
(j)
j(i)p
j(j(i))
=
nj 1 X
i=1
mj(i)p
j(j(i)) +
0
@1  
nj 1 X
i=1
mj(i)
1
Ap
j(j(nj)) + 0
> mj;
where the last inequality follows from our hypothesis that (2) is violated for j. Therefore,
^ (j)PU 62 m, a contradiction.
To show suciency, suppose (2) holds. Let  2 m, and x an arbitrary j 2 f1;2;:::;ng.
We have,
(PU)j =
n X
i=1
j(i)p
j(j(i))
=
nj 1 X
i=1
j(i)p
j(j(i)) +
n X
i=nj
j(i)p
j(j(i))

nj 1 X
i=1
j(i)p
j(j(i)) +
0
@
n X
i=nj
j(i)
1
Ap
j(j(nj))
=
nj 1 X
i=1
j(i)p
j(j(i)) +
0
@1  
nj 1 X
i=1
j(i)
1
Ap
j(j(nj))
= p
j(j(nj)) +
nj 1 X
i=1
j(i)[p
j(j(i))   p
j(j(nj))]
 p
j(j(nj)) +
nj 1 X
i=1
mj(i)[p
j(j(i))   p
j(j(nj))]
 mj;
6where the rst inequality follows from the fact that j arranges entries of pj in a decreasing
order; the second inequality follows from the assumption that  2 m which implies j(i) 
mj(i), and from the denition of j which gives us that pj(j(i))   pj(j(nj))  0 for all
i 2 f1;:::;nj   1g; and the nal inequality follows from (3). This completes the proof.
Remark 2 It follows from Theorem 1 that the problem of verifying whether a given state
feedback controller can enforce a given safety specication for an arbitrary initial safe state
is polynomially decidable, and requires the verication of n inequalities given by (2) or equiv-
alently, (3).
Remark 3 Theorem 1 provides a necessary and sucient condition that a state transition
matrix PU of a given state feedback based controller should satisfy for it to enforce the given
safety specication. It should be mentioned that the condition given by (4) also characterizes
the set of all safety enforcing controllers. So, given a safety specication, we can determine
the existence of safety enforcing controller by verifying the existence of a state transition
matrix PU satisfying (4). We explore this through an example in Example 2.
Remark 4 Note that in light of denition of ^ (j) given in (4), it follows that the condition
of Theorem 1 can be rewritten as:
^ 
(j)p
j  mj;8j 2 f1;:::;ng; (5)
where recall that pj is the jth column of the state transition matrix PU.
Example 2 We continue with the example of single machine considered in Example 1. We
analyze this example rst assuming that p  1   q (or equivalently, q  1   p), and next
assuming the reverse, namely, p  1   q.
When p  1   q, 1(i) = i and 2(i) = j for i 6= j 2 f1;2g. Since m = [1 1
4], this gives
ni = i for i = 1;2. In order to obtain condition on p and q so that the controlled Markov
chain of the machine satises the safety specication we construct ^ (j) for j = 1;2 using (4)
and substitute it in (5).
It follows from (4) that
^ 
(1) = [1 0]; ^ 
(2) = [
3
4
1
4
]:
Substituting this into (5) gives us:
1:p + 0:(1   q)  1;
3
4
:(1   p) +
1
4
:q 
1
4
;
or equivalently,
3p   q  2:
7When p  1   q, 1(i) = j and 2(i) = i for i 6= j 2 f1;2g. Since m = [1 1
4], this gives
ni = j for i 6= j 2 f1;2g. In this situation, (4) yields
^ 
(1) = [
3
4
1
4
]; ^ 
(2) = [1 0]:
Substituting this into (5) gives us:
3
4
:p +
1
4
:(1   q)  1; 1:(1   p) + 0:q 
1
4
;
or equivalently,
3p   q  3; 4p  3:
Thus for the controlled Markov chain to satisfy the safety specication we must have
either [p  1   q] ^ [3p   q  2] or [p  1   q] ^ [3p   q  3] ^ [4p  3]. Since [p  1   q]
implies [3p   q  3   4q] which is stronger than [3p   q  3], the latter can be simplied to
[p  1   q] ^ [4p  3]. So for a state feedback based safety enforcing controller with state
transition matrix PU =
"
p 1   p
1   q q
#
we must have:
[(p  1   q) ^ (3p   q  2)] _ [(p  1   q) ^ (4p  3)]:
4 Invariant Safe States of a Controller
In the previous section we obtained a condition on the state transition matrix, PU, of a
state feedback controller so that PU 2 m for all  2 m, i.e., the invariant safe states of
the controller is the entire set of safe states. When the condition of Theorem 1 fails, the
invariant safe state set of a state feedback controller may still be nonempty, even if it is not
the entire set of safe states. In this section we compute the supremal invariant safe set of
a state feedback controller, which exists. The computation is iterative and terminates in a
nite number of steps.
Given a state transition matrix PU of a state feedback controller, we use the following to
denote the sets of all invariant safe states:
P := f^   m j 8 2 ^  : PU 2 ^ g = f^   m j 0 2 ^  ) 0P
k
U 2 ^ ;8k  0g:
It is obvious that P is closed under intersection, and its unique inmal element is the empty
set. Similarly, P is closed under union and hence possesses a unique supremal element,
denoted, U. The following theorem provides a test of polynomial complexity for verifying
the non-emptiness of U.
Theorem 2 Given a state transition matrix PU, let U  m be the supremal set of
invariant safe states of PU. Then U is nonempty if and only if an invariant distribution of
PU is safe.
8Proof: To see the necessity, note that if ^  2 P, its topological closure as well as its convex
hull are also elements of P. Therefore, U, the supremal element of P must be closed and
convex. Thus if U 6= ;, then it follows that it also contains an invariant distribution, , of
PU. Hence  is a desired invariant distribution of PU that is also safe.
To see the suciency, suppose  2 m is an invariant distribution of PU that is also
safe. Then obviously, fg 2 P. This implies fg  U, i.e.,  2 U, which proves the
non-emptiness of U.
Next we compute the supremal invariant safe set U assuming that the state transition
matrix PU is irreducible and aperiodic, and its unique invariant distribution is safe (lies in
the interior of m). Note that from Theorem 2 this guarantees that U is nonempty. We
rst state the following lemma:
Lemma 1 Assume that  is an invariant distribution of PU that lies in the interior of m.
Let "0 be a number satisfying:
"0(1   

i)  mi   

i ; i = 1;:::;n; (6)
or equivalently,
"0 
n
min
i=1
 
mi   
i
1   
i
!
:
Dene,
"0 = (1   "0)
 + "0: (7)
Then
1. 0  "0 := minn
i=1

mi 
i
1 
i

< 1, and "0 < 1.
2.  2 "0 implies P k
U 2 m, for all k  0.
Proof: To see the rst part, note that since  2 m, we have for i = 1;:::;n, 
i  mi  1.
This implies mi   
i  0 and 1   
i  0. Hence mini

mi 
i
1 
i

 0. Also, since for each
i = 1;:::;n, mi  1, it follows that mi   
i  1   
i, or equivalently,
mi 
i
1 
i  1, i.e.,
minn
i=1

mi 
i
1 
i

 1. Since m  , there exists some i 2 f1;:::;ng such that mi < 1,
which implies minn
i=1

mi 
i
1 
i

< 1. Thus we have 0  "0 = minn
i=1

mi 
i
1 
i

< 1. Since
"0  "0, we also have "0  "0 < 1.
To see the second part rst note that from the denition of "0, we have
[8i : (1   "0)

i + "0  mi] , [(1   "0)
 + "01  m];
where 1 is the vector with all entries 1. So for any  2 , it holds that
(1   "0)
 + "0  (1   "0)
 + "01  m;
9establishing that
"0 = (1   "0)
 + "0  m:
So it suces to show that "0PU  "0. For  2 , consider [(1   "0) + "0]PU 2 "0PU.
Then
[(1   "0)
 + "0]PU = (1   "0)
 + "0
0 2 "0;
where PU =  and PU := 0 2 .
A theorem providing an algorithm to compute U follows.
Theorem 3 Suppose PU is irreducible and aperiodic and that its (unique) invariant distri-
bution  lies in the interior of m. Let  > 0 satisfy the hypothesis of Lemma 1 and dene
"0 as in (6). Consider the following iterative computation:

(0) := "0

(k) := f 2 m j PU 2 
(k 1)g = f 2 m j P
k
U 2 "0g;8k  1:
Then there exists a nite integer k0 such that (k0+1) = (k0) = U.
Proof: If the above iteration does not terminate in nite steps, then there exists a sequence
f(k)g1
k=1  m such that (k) 2 (k+1)   (k). Therefore,

(k)P
j
U 62 "0; 8j  k; and k  0: (8)
Let ~  be any limit point of f(k)g. Since PU is irreducible and aperiodic, ~ P k
U !  as
k ! 1. Hence, there exists k0  0 such that ~ P k
U lies in the interior of "0 for all k  k0. By
continuity, ~ P k0
U   (k)P k0
U ! 0 as k ! 1, from which we deduce that there exists k00 > k0
such that (k00)P k0
U 2 "0, which contradicts (8). Thus, the iteration terminates at some
nite k0. It is clear that (k0) 2 P. We can also show that it is the supremal element of P.
To see this, suppose ^  2 P and ^  2 ^ . Then, since ^ P k
U !  as k ! 1, we deduce that
^  2 (k), for some k  0, to conclude that ^  2 (k0).
Example 3 We continue with the example of single machine considered in Example 1. As
noted above, the state transition matrix PU =
"
p 1   p
1   q q
#
is aperiodic and irreducible
when 0 6= p;q 6= 1. So under this condition it possesses a unique invariant distribution 
satisfying


1:p + 

2:(1   q) = 

1; 

1 + 

2 = 1;
or equivalently,


i:(1   p) = 

2:(1   q); 

1 + 

2 = 1:
Solving for  from these two equations yields

 = [
1   q
2   p   q
1   p
2   p   q
]:
10For the unique invariant distribution  to be safe (so that the supremal invariant set of
safe distributions is nonempty) we must have
[(
1   q
2   p   q
 1) ^ (
1   p
2   p   q

1
4
])
, [True ^ (3p   q   2  0)]
, [3p   q   2  0]: (9)
Since m = [1 1
4],
"0
= min
 
m1   
1
1   
1
= 1;
m2   
2
1   
2
!
=
m2   
2
1   
2
=
3p   q   2
4(1   q)
:
It follows from (9) that "0  0. Also since p;q 6= 1, we have
p + q < 2
, 3p + 3q < 6
, 3p   q   2 < 4   4q
,
3p   q   2
4(1   q)
< 1
, "0 < 1:
Next,
1   "0 = 1  
3p   q   2
4(1   q)
=
3(2   p   q)
4(1   q)
;
and hence
"0 =
3(2   p   q)
4(1   q)

 +
3p   q   2
4(1   q)
:
The algorithm of Theorem 3 terminates in a nite number of iterations, and upon ter-
mination computes U.
5 Conclusion
In this paper we introduced the notion of safety specication for stochastic discrete event
systems. A safety specication is given as a unit-interval valued vector that imposes an
upper bound on the state probability distribution vector. Under the assumption of com-
plete observation, we rst obtain a condition that the transition matrix of a state feedback
11controller must satisfy so that safety is enforced for arbitrary safe initial states. Next we
determine the invariant set of safe states of a given state feedback controller, so that if the
system starts in one of the states in the invariant set, then it always remains in that set.
Our results are obtained in the setting of irreducible and aperiodic chains, but the results
only rely on the ergodicity of the chain (in which the limiting distribution is independent
of the initial distribution), and so the results of the paper apply also to the ergodic Markov
chains.
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