Abstract We disclose an interesting connection between the gradient flow of a C 2 -smooth function ψ and evanescent orbits of the second order gradient system defined by the square-norm of ∇ψ, under adequate convexity assumption. As a consequence, we obtain the following surprising result for two C 2 , convex and bounded from below functions ψ 1 , ψ 2 : if ||∇ψ 1 || = ||∇ψ 2 ||, then ψ 1 = ψ 2 + k, for some k ∈ R.
Introduction
We are interested in the first order gradient system u ′ (t) = −∇ψ(u(t)), t ≥ 0, in comparison with the second order gradient system v ′′ (t) = ∇V (v(t)), t ≥ 0, where ψ : H → R is a C 2 function (respectively, V : H → R is a C 1 function), ∇ψ, ∇V denote the respective gradients and H stands for a Hilbert space, with inner product · | · and associated norm · . Throughout this work, the functions ψ and V will be linked with the relation
We also consider the set of critical points of ψ (singular set)
Crit ψ = {x ∈ H | ∇ψ(x) = 0} = {x ∈ H | V (x) = 0}.
When ψ is convex, the set Crit ψ is convex and consists of all (global) minimizers of ψ. Therefore, in this case the set of critical values ψ(Crit ψ ) is either empty or singleton.
We may also observe that Crit ψ is also the set minimizers of V . Therefore it is also convex, whenever V is assumed so.
By a global solution of (DS-1) (respectively, (DS-2)) we mean a function u ∈ C 1 ([0, +∞), H) (respectively, v ∈ C 2 ([0, +∞), H)) satisfying (DS-1) (respectively, (DS-2)), for all t ≥ 0. In both cases, we impose the initial condition u(0) = u 0 ( respectively, v(0) = u 0 )
for some given u 0 ∈ H. This is very common for (DS-1) to obtain unique solutions, whereas for (DS-2) an additional condition on the initial velocity v ′ (0) is normally required. We deliberately refrain from doing so, but instead, we require the solutions of (DS-2) to be global on [0, +∞) and to comply with one of the asymptotic conditions given in the following definition. (ii) Any evanescent solution of (DS-2) is also w-evanescent.
It is straightforward to see that any global solution of (DS-1) is also solution of (DS-2). However, this solution might fail to satisfy (EV). To see this, let n = 1 and ψ(x) = −x 2 , for x ∈ R, and notice that v(t) = e 2t x 0 is solution of (DS-1) (and consequently of (DS-2)), but (EV) fails, since v ∈ L 2 (0, +∞). Conversely, a solution of (DS-2) satisfying (EV) and (I 0 ) might not be solution of (DS-1) since the system (DS-2)-(EV) does not distinguish between ψ and −ψ. . This latter condition (C) is necessary for the existence of w-evanescent solutions of (DS-2).
A constant function v =x is a w-evanescent solution of (DS-2) if and only if
is also fulfilled. The example of the following convex C 2 function
shows that (C) and (C ⋆ ) are not equivalent, besides the fact that ψ convex (in this case, only (C) holds).
Description of the results.
In this work we show that if either ψ or V is convex, then any solution of (DS-2) satisfying (I 0 )-(EV) is also solution of (DS-1)-(I 0 ), and viceversa. In particular, the second order system (DS-2) coupled with (I 0 )-(EV), is well posed and can be integrated to obtain the first order system (DS-1). An important consequence of this result is an intimate link between convexity properties of ψ and of ∇ψ 2 (Corollary 3.15):
( ∇ψ 2 convex and ψ bounded below) =⇒ ψ convex.
This leads to the following surprising corollary:
provided that one of the following assumptions is fulfilled:
(a) ψ 1 and ψ 2 are convex and inf ∇ψ 1 = 0 (Theorem 3.9), (b) ∇ψ 1 2 is convex and ψ 1 and ψ 2 are bounded below (Corollary 3.18).
Finally, disclosing the link between (DS-1) and (DS-2) leads to a simple variational principle for the first order gradient system (DS-1) when ∇ψ 2 is convex and ψ bounded below (Proposition 3.21).
Structure of the manuscript. The remainder is organized as follows. In Section 2 we resume basic properties of the first order system (DS-1) for ψ ∈ C 2 (H) and for the second order system (DS-2) for V (x) = 1 2 ||∇ψ(x)|| 2 that will be used in the sequel. No originality is claimed in Subsection 2.1, as well as in the beginning of Subsection 3.1, where most of the stated properties of the first order system (DS-1) are essentially known. These properties are recalled for completeness, provided eventually short proofs to keep the manuscript self-contained. Subsection 2.2 contains properties of the system (DS-2) with emphasis in Lyapunov functions and in asymptotic behavior of the orbits, while Subsection 2.3 is dedicated in comparing the solutions of these two systems.
The main results are resumed in Section 3 and organized as follows: Subsection 3.1 ensembles all results obtained under the driving assumption that ψ convex, while Subsection 3.2 does the same under the assumption V convex. We quote in particular Theorem 3.9 (determination of a convex function by the modulus of its gradient) and its variant Corollary 3.18 which are important consequences of Theorem 3.7 (equivalence of solutions of (DS-1) and (DS-2) if ψ is convex) and Proposition 3.14 respectively. Finally, in Subsection 3.3 we associate to the first order system (DS-1) an alternative variational principle, which is in the spirit of the results of this work.
We assume familiarity with basic properties and characterizations of convex functions. These prerequisites can be found in the classical books [22] or [23] .
2 Basic properties of first and second order gradient systems 2.1 First order gradient system: basic properties
In this subsection we recall for completeness basic properties of solutions of the first order gradient system (DS-1), which will be used in the sequel. In this subsection the functions ψ ∈ C Lemma 2.1 (Lyapunov for (DS-1)) Let u(·) be a maximal solution of (DS-1) defined
(ii) u
Proof. Since ρ
The second assertion follows by taking the limit as T → Tmax.
Remark 2.2 (Strict Lyapunov)
Assuming ψ ∈ C 2 (H) yields that both (DS-1) and the equation w ′ (t) = ∇ψ(w(t)) admit unique solutions under a given initial condition. A standard argument now shows that if the initial condition is not a singular point (that is, ∇ψ(u(0)) = 0), then ∇ψ(u(t)) = 0, for every t > 0 and ρ is strictly decreasing.
and
Proof. In view of Lemma 2.1 (i) assertions (5) and (6) are equivalent. Assume now that (6) does not hold. Then the integral
converges in H to the element u(Tmax) − u 0 , where u(Tmax) = lim t→Tmax u(t). Moreover ∇ψ(u(Tmax)) = 0 (c.f. Remark 2.2). Considering the Cauchy problem w ′ (t) = −∇ψ(w(t)) with initial condition w(Tmax) = u(Tmax), we deduce that the (presumably maximal) solution u(·) can be extended to the right on an interval of the form [0, Tmax + ε) for some ε > 0, which is a contradiction.
Proof. If ψ is bounded below, then (5) cannot be satisfied, and the solution u is global. Obviously, (4) is fulfilled yielding u
If ψ is grad-coercive then any maximal solution of (DS-1) is global. Indeed, let u(·) be a
which contradicts (6).
Let us observe that ψ can be grad-coercive without being bounded from below. A simple example is the identity function x → x on R. Similarly, a function which is bounded below is not necessarily grad-coercive, for example the function x → cos(x 2 ).
Remark 2.6 (Relation to other domains)
Asymptotic behavior of (DS-1) has been studied by several authors in the framework of analytic geometry (see [18] , [24] e.g.), in relation to convexity ( [7] , [13] , [14] , [19] ), to optimization algorithms ( [2] , [4] , [8] e.g.) and to PDEs ( [12] , [16] e.g.). Roughly speaking, good asymptotic behavior requires a strong structural assumption (analyticity or convexity), see [1] or [21, p. 12] for classical counterexamples.
Second order system: properties of evanescent solutions
In this subsection we emphasize properties of (weakly) evanescent solutions of the second order system (DS-2), where ψ ∈ C 2 (H) and
Lemma 2.7 (equality of modula) Let v(·) be a w-evanescent solution of (DS-2).
Then v
Proof. It is easily seen that
) is a first integral of the system (DS-2), that is, for some k ∈ R and all t ≥ 0 it holds u ′ (t) 2 = k + 2V (u(t)). Taking limit inferior as t → +∞ we infer from (w-EV) that k = 0 and the result follows.
Lemma 2.8 (range of orbits) If Crit ψ = ∅, then the range {v(t) ; t ≥ 0} of any w-evanescent solution v(·) of (DS-2) cannot be relatively compact.
Proof. Let v(·) be a w-evanescent solution of (DS-2). If {v(t) ; t ≥ 0} were relatively compact, then there would exist
we deduce by (w-EV) that V (z 0 ) = 0, which yields Crit ψ = ∅.
The following proposition assembles properties of the evanescent solutions of (DS-2):
Proposition 2.9 (Properties of evanescent solutions) Let v(·) be a w-evanescent solution of (DS-2). Then:
(iv) The function
. By Cauchy-Schwarz inequality and Lemma 2.7 we get |r
we conclude, after integration, that for every t > 0
Therefore, the limit lim t→+∞ r(t) = lim t→+∞ ψ(v(t)) exists and (i) holds. We deduce easily that the range {r(t) : t ≥ 0} is bounded, yielding v(t) ∈ [ψ ≤ η], for some η > 0 and all t ≥ 0. Therefore (ii) holds. Differentiating the function V (x) = 1 2 ||∇ψ(x)|| 2 and substituting x = v(t) we deduce
On the other hand,
Combining (9) with (10) and recalling (7) and the definition of V we get
) exists (and necessarily equals zero, since V (v(·)) ∈ L 1 (0, +∞)). Thus (iii) holds. Finally, (iv) follows from direct calculation, using (DS-2) and (1).
The following proposition will be used in the sequel.
Proposition 2.10 (Further asymptotic properties of evanescent solutions)
Let v(·) be an evanescent solution of (DS-2) where V is given by (1) . Then
and for every t ≥ 0 it holds
Proof.
Integrating by parts and using Cauchy-Schwarz inequality we obtain for every t > 0
Therefore (13) follows. In particular, since v(·) is evanescent solution, we conclude that
(ii) Fix t 0 > 0. Then for all t > t 0 we have
Both integrals in the above expression converge as t → +∞, yielding that lim t→+∞ v(t) 2 t also exists. This limit is necessarily zero since t
Comparison of solutions of (DS-1) and (DS-2).
We now focus attention upon comparison between solutions the first order system (DS-1) and (weakly) evanescent solutions of the second order gradient system (DS-2), where ψ ∈ C 2 (H) and V is given by (1).
The following result states that each solution u(·) of (DS-1) is also an evanescent solution of (DS-2) unless lim t→+∞ ψ(u(t)) = −∞. As underlined in the introduction, the inverse is more complicated: in general, evanescent solutions of (DS-2) are not necessarily solutions of (DS-1) . Surprisingly, under a convexity assumption on either ψ or V , evanescent solutions of (DS-2) are also solutions of (DS-1). 
(ii) u is a evanescent solution of (DS-2) if and only if
Proof. Let u(·) be a global solution of (DS-1). This is obviously also a global solution of (DS-2) and satisfies u ′ (t) 2 = 2V (u(t)). Let us first assume that (14) holds. If Throughout this subsection we shall assume that the function ψ ∈ C 2 (H) is convex and V is given by (1). We shall be interested in comparing the solutions of (DS-1) and (DS-2). The following result is essentially known (see for instance [9, Thm 3.1-3.2] for a proof in a more general context of multivalued evolution equations). It is recalled (together with a short proof) for completeness.
Proposition 3.2 (Lyapunov functions for
Then for every initial condition x 0 ∈ H, the unique maximal solution u(·) of (DS-1)
(ii) For every y ∈ H and t > 0 it holds
) is nonincreasing and
(iv) u(·) −x is nonincreasing, for everyx ∈ Crit ψ .
Proof. By Lemma 2.1 (i), ρ(·) is nonincreasing. Differentiating twice, evoking (DS-1) and the positive semi-definiteness of the Hessian ∇ 2 ψ(x) for all x ∈ H we deduce
yielding convexity of ρ. Assume now that u(·) is a maximal solution of (DS-1) which is not global, that is, it is defined on [0, Tmax) with Tmax < +∞. It follows from (18) that sup 0≤t<Tmax u ′ (t) < +∞, whence u(·) is Lipschitz continuous on [0, Tmax). Thus, by the Lipschitz-Cauchy theorem, the (maximal) solution u(·) admits a right extension on an interval of the form [0, Tmax + ε) for some ε > 0 which is a contradiction. Therefore Tmax = +∞ and u(·) is global. We now prove (16) . Assume towards a contradiction that for some y⋆ ∈ H we have
Setting K(t) = 1 2 u(t) − y⋆ 2 we deduce using convexity of ψ and (19) that derivative, for all t ≥ 0. This can be proved by a straightforward calculation, evoking convexity of ψ and the fact thatx ∈ Crit ψ .
Remark 3.3
Under the assumptions of Proposition 3.2, for y ∈ H, we set
By convexity of ψ we deduce
that is, Ey(·) is nonincreasing on [0, +∞).
The following proposition relates with the critical points of ψ.
Proposition 3.4 Let ψ ∈ C 2 (H) be convex and u(·) a global solution of (DS-1).
(i) If Crit ψ = ∅, then lim t→+∞ u ′ (t) = 0 and there existsx⋆ ∈ Crit ψ such that
(ii) If Crit ψ = ∅, then lim t→+∞ u(t) = +∞. 
Proof. (i). Let us assume
Crit ψ = ∅. It follows that inf z∈H ∇ψ(z) = 0 and by (17) lim t→+∞ u ′ (t) = 0. To prove the weak convergence of u(·) to somex⋆ ∈ Crit ψ , we shall use Lemma 3.1. To this end, we set S = Crit ψ and recall that for everyx ∈ Crit ψ , the function u(·) −x is positive and nonincreasing (Proposition 3.2 (iv)). Therefore, it has a finite limit. To conclude, we need to ensure that for every y ∈ H such that u(tn) ⇀ n→+∞ y (weakly) as tn → +∞, it holds y ∈ Crit ψ . Since the convex function ψ is weakly lower semicontinuous (see [22, Ch. 3] e.g.), we get
yielding that y is a global minimizer of ψ. Therefore y ∈ Crit ψ and the assertion follows.
Let us prove inequality (20) . Let y ∈ Crit ψ . Since the function
is nonincreasing (c.f. Remark 3.3) we get
Taking the limit superior as t → +∞ yields
since lim inf (ii). The function ψ, being weakly lower semicontinuous, attains its minimum on the (weakly compact) closed ballB R of radius R > 0 centered at the origin. Since ψ does not have any global minimizer, we deduce
The result follows from the fact that lim (iii). This is a consequence of the two last assertions. where σ Crit ψ denotes the support function of the convex set Crit ψ . This inequality can be deduce from inequality (21) given hereafter by taking the infimum on y ∈ Crit ψ .
The following result will play a key role in the sequel.
Proposition 3.6 Let ψ ∈ C

(H) be convex and V as in (1). Then any w-evanescent solution of (DS-2) is also a (global) solution of the gradient system (DS-1).
Proof. Let v(·) be a w-evanescent solution of (DS-2) and set
. By Lemma 2.7 we deduce
whence lim inf t→+∞ φ(t) = 0, since v(·) is a w-evanescent solution. We also know that
since ψ is convex. Hence φ 2 is increasing. Therefore, since lim inf t→+∞ φ(t) = 0 we deduce φ = 0, which yields that v(·) is solution of the first order gradient system (DS-1).
We are now ready to state our main results. Proof. As already mentioned in the introduction, condition (C) is necessary for the existence of a w-evanescent solution of (DS-2). Conversely, suppose that (C) is fulfilled.
Then there exists a unique global solution u(· of (DS-1) satisfying u(0) = u 0 ∈ H (c.f. (14) is fulfilled, thanks to (17) and (C). Thus, in view of Lemma 2.11, u(·) is a w-evanescent solution of (DS-2) satisfying (I 0 ). Uniqueness is straightforward from Proposition 3.6. Indeed, any w-evanescent solution of (DS-2) which satisfies (I 0 ) is necessarily the unique global solution of (DS-1) under the same initial condition (I 0 ). Finally, combining (15) with (16) we deduce that this solution is evanescent if and only if ψ is bounded below. From Proposition 3.2, we also deduce that this solution is bounded if and only if Crit ψ = ∅.
Proposition 3.2). Condition
To illustrate Theorem 3.7 consider the convex C 2 function ψ given in (2) . Recall that ψ satisfies (C) but not (C ⋆ ). The first-order system u ′ (t) = −ψ ′ (u(t)), u(0) = 0 has the unique solution u(t) = 1− √ 1 + 2t, t ≥ 0, which is also the unique w-evanescent solution of (DS-2) (c.f. Theorem 3.7). Clearly this solution is not evanescent (ψ is not bounded from below).
An immediate consequence of Theorem 3.7 and Proposition 3.2 is the following result.
Corollary 3.8 Let ψ ∈ C
(H) be convex, assume (C) holds and let v(·) be a wevanescent solution of (DS-2). Then v(·) satisfies the properties stated in Proposition 3.and Proposition 3.4.
We are ready to state the following surprising consequence. 
Hence ∇ψ 1 (x) = ∇ψ 2 (x). Since x is arbitrary, the result follows.
Remark 3.10
In [6] it has been shown that a continuous (respectively, smooth) convex 1-coercive function can be determined (up to a constant) by knowing its subgradients (respectively, gradients) in specific points of its domain (namely, the ones that correspond to strongly exposed points of the epigraph). Theorem 3.9 asserts that a knowledge of the modulus of the gradient (rather than the gradient itself) suffices to determine a C 2 convex function, provided it is bounded from below. This latter assumption is important, if we think of the example of the functions ψ 1 (x) = x and ψ 2 (x) = −x. Still the result is rather unexpected.
A direct consequence of Theorem 3.9 is the following. 
has at most one (up to a constant) convex, bounded below solution in C 2 (H).
3.2 The case V convex.
In this subsection the driving assumption is the convexity of the function V (x) = The following result reveals a characteristic property of the solutions of (DS-2), which is reminiscent to an analogous property for the orbits of the first order system with convex potential. 
is convex and nonincreasing on [0, +∞). In particular if
Proof. It suffices to prove that q is convex and nonincreasing. Differentiating twice and evoking monotonicity of ∇V (see [22, Ch. 2] e.g.) we get
which yields convexity of q. Let us prove that q is decreasing. By Proposition 2.10, we have
Suppose that there exists t 0 > 0 such that q ′ (t 0 ) > 0. Since q is convex, we would have
Hence, q is decreasing and the result follows. Proof. Let v(·) be a evanescent solution of (DS-2) andx ∈ Crit ψ . Applying Proposition 3.12 for u 1 (t) = v(t) and u 2 (t) =x for t ≥ 0, we get (i). Since Crit ψ = ∅, (ii) is a direct consequence of (i), while (iii) can be proved in a similar way as in Proposition 3.4, using Lemma 3.1 and convexity of V . The details are left to the reader. Proposition 3.14 (second-order gradient system; V convex) Let V (·) be convex and ψ ∈ C 2 (H) be bounded from below. Then (DS-2) has a unique evanescent solution satisfying (I 0 ), which is also the unique solution of (DS-1) that satisfies (I 0 ).
Proof. From Corollary 2.4 and Cauchy-Lipschitz there exists a unique global solution of (DS-1) satisfying the initial condition (I 0 ). According to Lemma 2.11 this solution is also an evanescent solution of (DS-2). Uniqueness follows from Proposition 3.12.
We obtain the following consequence. Proof. Fix z 1 , z 2 ∈ H and denote by u 1 (·) and u 2 (·) solutions of (DS-1) with z 1 and z 2 as initial data. Since u 1 and u 2 are also evanescent solutions of (DS-2), we know that the function
is decreasing (c.f. Proposition 3.12). Thus,
or equivalently,
Taking the limit t → 0 we deduce that 
2 is convex and ψ ∈ C 2 (H) is bounded from below, then combining Corollary 3.15 with Theorem 3.7 we deduce that every evanescent solution u(·) of (DS-2) satisfies the assertions of Corollary 3.8 (since ψ is convex). In particular, u(·) is bounded if and only if Crit ψ = ∅.
The following result is a direct consequence of Theorem 3.9 and Corollary 3.15.
2 is convex, we deduce that both ψ 1 and ψ 2 are convex and equal (up to a constant).
Let us illustrate Corollary 3.18 for the case where ψ 1 , ψ 2 are the quadratic forms
where A i is a symmetric linear bounded operator, for i ∈ {1, 2}. One can easily verify that ψ i is bounded below if and only if A i is positive semidefinite. In the latter case
Thus, A 1 = A 2 (since A 1 and A 2 are positive semidefinite) and ψ 1 = ψ 2 . This is in accordance with Corollary 3.18. This example also shows the importance of the assumption that ψ 1 and ψ 2 are bounded below. Indeed, if A 2 = −A 1 = 0, then ∇ψ 1 = ∇ψ 2 and ψ 1 − ψ 2 is not constant.
A direct consequence of Corollary 3.18 is the following result. Then, the eikonal equation ∇ψ
has at most one bounded below solution in C where ψ ⋆ designates the Legendre conjugate of ψ. We also refer to [5] and [17] for extensions of this variational principle.
We now present an alternative variational principle for the first order gradient system (DS-1). The formulation is based on the connection with the second order system (DS-2). This latter can be seen as the We state the following Since u(·) is solution of (DS-1), it is also solution of (DS-2), therefore 
