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Abstract 
We consider example-critiquing systems that help people 
search for their most preferred item in a large catalog. We 
compare 6 existing approaches in terms of user or system-
centric, implicit or explicit use of preferences, assumptions 
used and their behavior in underconstrained and 
overconstrained situations. 
We consider several types of explicit passive analysis to 
guide the users in their search, that is, information offered to 
the user about his current search but without any action 
taken by the system. We suggest that such a user-centric 
system together with the right analysis makes the users feel 
more confident in their decision and reduces session time 
and cognitive effort. 
We have implemented a prototype to evaluate the impact of 
explicit passive analysis in (1) a query-building and (2) a 
preference-based approach. 
Introduction   
A Multi-Attribute Decision Problem (MADP) is the 
problem of finding the best outcome or solution based on 
the user’s preferences. However users may not have an 
accurate idea of their preferences while searching for a 
product, especially when the product is beyond the user’s 
knowledge of its domain. They may begin the search with 
some vague set of preferences and refine them as they 
learn more about the different possibilities [1]. 
 
An example-critiquing interaction is an iterative process 
where the user and the system collaborate to find the best 
solution. Based on the current user’s preference model, the 
system shows a set of candidate solutions and the user 
gives some feedback to the system so that it can update the 
preference model. The loop continues until the user is 
convinced with one of the candidate solutions. The type of 
feedback varies from system to system: it can be a direct 
manipulation of the preference model, such as “a 
maximum price of 400 Euros”, or a more vague feedback 
such as “a cheaper one (than the presented candidate)”. 
 
This iterative process is not only used to refine a 
preference model, but also to avoid expressing a complex 
preference one. Imagine for example that the user is 
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interested in an apartment in the center for less than 800 
Euros or otherwise an apartment in the suburbs for 600 
Euros maximum and close to a bus stop. Instead of 
entering this complex preference model, he would 
probably search first for one of the cases entering in an 
iterative process to refine the preference model and switch 
afterwards to the other case and repeat the process, to 
finally take the best option between the two. In this 
example we cannot say the user was from the beginning to 
the end refining his preference model, but rather that he 
studied 2 different types of cases separately. 
Example-Critiquing systems   
One of the first systems to implement such an approach 
was the RABBIT system [2], where the preference model 
is a query explicitly given by the user. The candidates 
shown to the user are simply the list of all items satisfying 
the query. The query can then be directly reformulated by 
using options such as “prohibit” or “specialize” over an 
attribute. When the solution space is overconstrained (i.e., 
there is not any solution satisfying the query), the system 
simply does not show any candidate solution. In contrast, 
in a preference-based version of the previous system, the 
user could define a weight to each constraint and this 
information would be used to provide a list of ranked 
partial matches. The system is user-centric in the sense that 
it is the user that guides the interaction and the system just 
provides the requested information to the user. 
 
The SmartClient [3] interface implements a similar 
approach to the previous one, but it allows updating the 
query by adding or changing a constraint for individual or 
combinations of attributes (e.g., “airport=’San Francisco’ if 
departure time > 10am”). Although the user is not allowed 
to set weights to the constraints, in an overconstrained 
situation the system displays the k-best partial matches 
assuming a default equal weight for all of them. 
 
In FindMe [4] there is not a direct mapping between the 
feedback provided by the user and the preference model 
constructed by the system. The system limits the type of 
possible user feedback to a set of options such as “this 
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apartment is OK, but make it… bigger” based on one of 
the candidate solutions and thus, it is system-centric. The 
advantage of this approach is that the cognitive effort to 
provide feedback is lower as it is vaguer. As the interaction 
goes on, the system builds an implicit preference model 
using the feedback. In an overconstrained situation, the 
system executes a pre-defined domain-dependent ordered 
list of operations to relax the preference model. A problem 
with this approach is that eventually the user may not 
understand the justification for the proposed candidates as 
the preference-model built by the system is completely 
hidden and thus he may feel frustrated.  
 
The incremental-critiquing approach proposed by 
McCarthy at [5] shows just 1 candidate solution and a set 
of compound critiques that describe the feature relationship 
that exist between the remaining cases. The user has the 
option of directly updating the query by adding or 
changing a constraint over an attribute, or by accepting one 
the proposed compound critiques. The system filters the 3 
best compound critiques by taking the ones with lower 
support values, as they have would eliminate many items 
from consideration if chosen. It has the advantage that if 
one of the compound critiques turns out to be interesting to 
the user, selecting it would probably require less cognitive 
effort than manually inspecting all the matching items, 
extracting and applying the individual critiques one by one. 
The system incrementally builds an implicit model of the 
user, but there is no reason why the compound critiques 
could not be used also in a query building tool as in Rabbit. 
 
One important feature in ATA [6] and further elaborated in 
[7] is that the system not only presents the k best ranked 
items but also a set of alternative suggestions which are 
significantly different and have the potential to stimulate 
the expressions of hidden preferences and thus avoiding 
local optimum solutions. For instance, if the user has not 
expressed a preference for non-stop flights, presenting the 
alternative solution that best satisfies the current 
preferences plus the latter one could potentially induce the 
user to realize that this new preference is important to him. 
 
Assumption Description 
A1 Preferences are additive independent [9] 
A2 Fixed type of preference 
(e.g. the given price by the user is always 
an upper bound) 
A3 Use of parameterized penalty functions that 
are used to build a numerically precise user 
preference model 
A4 Which attributes are crucial when 
comparing two items (in AptDecision) 
A5 A pre-defined domain-dependent set of 
retrieval strategies (in FindMe), such as “on 
‘cheaper’ option selected, if the are not 
such apartments, decrease the ‘niceness’ or 
‘neighborhood’ constraint” 
Table 1. A list of assumptions used by some interfaces. 
In Apt Decision [8] the system builds an implicit 
preference model taking into account the current critique 
and most of the past critiques. Past critiques are not 
displayed. 
  
In tables 1 to 4 we summarize the features of the reviewed 
approaches. 
 
 
 User-
centric 
Use explicit 
constraints 
Assumptions 
Rabbit Yes Yes None 
SmartClient Yes Yes None 
FindMe No No A5 
ATA Yes Yes A1 
AptDecision Yes Yes A1, A2, A3, 
A4 
Incremental-
critiquing  
No No A1 
Table 2. The assumption refer to the list provided at table 1 
 
 In an underconstrained situation, 
the system shows: 
Rabbit All matching items 
SmartClient Some k matching items 
FindMe The k best ranked items 
ATA The k1 best ranked items (excluding 
dominated ones) + k2 significantly 
different items 
AptDecision The k best ranked items 
Incremental-
critiquing  
The best candidate + k best compound 
critiques 
Table 3. Behavior in underconstrained situations 
 
 In an overconstrained situations, 
the system: 
Rabbit Shows 0 items 
SmartClient Shows partial matching items & 
allows chronological retraction of 
constraints 
FindMe The system has a domain-dependent 
pre-defined ordered list of operations 
to retrieve items 
ATA Same behavior as in the 
underconstrained situation 
AptDecision Same behavior as in the 
underconstrained situation 
Incremental-
critiquing  
Not specified 
Table 4. Behavior in overconstrained situations 
Explicit Passive Analysis  
There are 2 types of approaches revised from the 6 cases 
presented above: (1) the system-centric, which try to build 
an implicit preference model or somehow limit the type of 
user feedback and the (2) user-centric, in where the user 
can directly update his query or preference model and the 
system just helps him by providing some kind of passive 
analysis. 
 
Nonetheless, in the reviewed systems except in the case of 
incremental-critiquing, the passive analysis is provided in 
the form of alternative solutions. We suggest that 
providing the user with the explicit justification that can 
potentially lead to these alternative solutions will make 
them feel more confident in their decision process and 
speed up the interaction. For instance, in the ATA interface 
the system could inform the user that given the current 
preference model, he may potentially be interested in 
adding a preference about non-stop flights. 
 
As users add constraints incrementally, eventually they 
will end up in an overconstrained situation. More 
importantly than providing partial matching items, we 
propose to explicitly provide the user give the information 
about the minimal conflicting set of constraints. For 
instance, in a catalog of second-hand cars, given the 
current constraints stated by the user, the system could 
inform that “there are not Audi cars & Cheaper than 6000 
Euros & Matriculated later than year 2000” nor “cars 
Cheaper than 6000 Euros & with Blue color & Electric 
windows”. Rather than just providing partial matching 
solutions, this information can potentially help the user to 
characterize the solution space. 
 
A second type of explicit passive analysis is to provide 
concise relaxations propositions to overcome the minimal 
conflicting set. While the information about the minimal 
conflicting set may be useful to characterize the solution 
space and thus get more confidence, finding which 
constraints to relax to overcome the situation is not evident 
and it may involve trying several relaxing combinations. 
For instance, in the previous example the system would 
also inform that there are cars “if he relaxes the maximum 
price to 6500 Euros” or “if he relaxes the maximum price 
to 6200 Euros and without Electric windows”. Providing 
such a list of possible relaxations may deal to greatly speed 
up the interaction. 
Pilot Study  
We have implemented a prototype to evaluate the impact 
of explicit passive analysis in (1) a query-building and (2) 
a preference-based approach. We have used 4 databases: 
(1) a list of apartments provided by the University of UNIL 
at Lausanne, Switzerland, (2) a list of movies from the 
imdb1, (3) a list of optional courses at EPFL and (4) a list 
of 7000 second-hand cars provided by Comparis2. We 
present at table 5 with the number of items and attributes 
for each database. 
 
We have tuned the prototype to compute the minimal 
conflicting set for combinations of maximum 4 constraints. 
The justification is that it takes too much cognitive effort to 
interpret a conflicting set with large number of constraints.  
 
How to decide the appropriate number for this maximum 
deserves further investigation. In the same spirit, we have 
limited the maximum number of attributes in a relaxation 
proposition to 3. 
 
Database Source No. 
items 
No. 
attributes 
Apartments Unil 186 16 
Movies imdb.com 2897 7-13 
Optional courses EPFL 50 11 
Cars comparis.ch 7924 25-35 
Table 5. Databases used 
 
Although the pilot study involved only 3 users, the general 
feeling is that in both models, query-building and 
preference-based, the use of this explicit passive analysis 
helps the user up to some extent to speed up the interaction 
and to better characterize the solution space and thus 
provides confidence and trust in the final decision. 
Conclusions  
 
We have compared several existing example-critiquing 
systems for electronic catalogs in terms of user or system-
centric, implicit or explicit use of preferences, assumptions 
used and their behavior in underconstrained and 
overconstrained situations. 
Based on this analysis, we suggest that providing analysis 
in explicit form rather than hidden in proposed alternative 
suggestions may greatly help the user to better characterize 
the solution space, feel more confident about the final 
decision and speed up the interaction. 
A prototype and a small pilot study have been realized to 
evaluate our approach with positive expectations, and we 
are currently preparing a complete user study with 30 live 
users. 
                                                 
1 The Internet Movies Database, http://www.imdb.com 
2 http://www.comparis.ch 
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