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Abstract: In this thesis we construct a variety of black hole solutions that have
planar horizons and are asymptotically Anti-de Sitter, thus relevant in the context
of the gauge/gravity correspondence. We use the correspondence to investigate the
renormalisation group flows of the corresponding dual field theories. Our solutions
break translations along one or more spatial directions of the dual field theory, thus
making them suitable for describing lattices in strongly coupled matter. After a
brief introduction to the gauge/gravity duality, three different set-ups are considered.
First, in the context of type IIB supergravity, our solutions are dual to anisotropic
plasmas that arise from deforming an infinite family of CFTs. Second, we construct
black holes in D = 11 supergravity, making our solutions relevant for ABJM theory.
And finally, we take a bottom-up approach, designing a gravity model for which
the black hole solutions allows us to model interesting phase transitions that are
triggered by the strong breaking of translational invariance.
In each scenario, we observe boomerang-like RG flows, in which the UV fixed
point reappears as the IR fixed point. Similarly, all of our constructions reveal one
or more intermediate scaling regimes, and we show how this can affect the scaling of
some transport coefficients. For the phenomenological boomerang flows, we show
that the entropic c-function is not monotonic. Furthermore, this model will reveal a
novel thermal insulating ground state that has non-power-law scaling. The relation
between the thermal diffusivity and butterfly velocity of these novel ground states is
also studied.
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Quantum Field Theory (QFT) is one of the biggest achievements of theoretical
physics. For decades now, it has been the framework of choice when tackling virtually
any problem in fundamental physics. However, QFT has two major limitations:
1. So far, every attempt to include gravity into the QFT framework has failed.
While the other known fundamental forces comply with the rules of the quantum
world, our best approach when dealing with gravity remains classical, namely,
Einstein’s theory of general relativity.
2. QFT is most easily approached in a weak-coupling regime. When the interac-
tions underlying the system of interest are strong, the perturbative methods
based on Feynman diagrams are not applicable. Significant effort has been
made throughout the years in order to better understand strongly coupled phe-
nomena. Yet, until today, a generic approach for strongly-coupled phenomena
remains to be found.
The above problems have, for many years now, seeded several research disciplines—
String Theory among them. Initially forged to be a theory of strong interactions,
String Theory was eventually put to a side in favour of non-abelian gauge theories as
the correct framework. Years later, String Theory reemerged, when it was realised
that it was a plausible candidate for a theory of quantum gravity. Hoewever, the
field saw a sudden expansion in 1997 after Maldacena published his paper The large
N limit of superconformal field theories and supergravity [4].
The analysis in [4], together with the follow-up work in [5], claimed that, under
the light of String Theory, quantum gravity in a d + 2-dimensional spacetime is
equivalent to a gauge theorie living in the boundary of such spacetime. Further more,
it claimed that strongly coupled gauge theories with a large number of degrees of
freedom can be equivalently described by classical gravity; essentially tackling both
of the above problems in one go. The claim, now called the gauge/gravity duality,
unleashed a myriad of deep implications. Nowadays, String Theory is being used
to shed light upon longstanding problems in all corners of physics. At the time of
writing this thesis, [4] is the most cited article on HEP inSpire.
A particular area of physics in which the gauge/gravity duality is being used to
develop intuition is Condensed Matter Physics. The major goal of the condensed
matter theorist, as put by P. Coleman in [6], is to explain the emergent properties of
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different materials, as we move from the microscopic (UV) to the macroscopic (IR),
i.e., along the renormalisation group (RG) flow [7]. For weakly-coupled systems, one
can typically make use of perturbative techniques in order to understand the RG
flow. It is fair to say that the possible phenomena of weakly coupled matter is now
well understood. The main obstacle lies again in strongly coupled systems.
The gauge/gravity duality is a powerful tool to explore generic features of certain
classes of strongly coupled theories. As we shall see, the RG flow of a gauge theory
acquires a neat geometric interpretation when seen from the perspective of its
gravity dual, hence allowing us to probe different energy scales without the use of
perturbation theory. However, much of the exploration done in this regard has been
aimed at modelling systems that posses translational invariance. This becomes an
immediate issue if one wishes to make direct contact with real matter systems, for
which translation invariance is often absent due to the presence of an ionic lattice or
impurities. Furthermore, for unitary, Poincaré invariant QFTs in 2 and 4 spacetime
dimensions there exist the c-theorem [8] and a-theorem [9, 10] respectively, which
already impose strong restriction on the possible paths that an RG flow might
take, but it is not known if these restrictions extend to theories that do not posses
translation invariance. An analogous theorem, the F-theorem has also been proposed
for 3-dimensional QFTs (see [11]), but it has already been shown that such theorem
does not hold in general [12]. A c-theorem based on entanglement entropy has
also been proposed in [13, 14]. One of the advantages of holography is that the
’c’-theorems are easily approached in any dimensionality [15, 16].
This thesis is an exploration of the possible features that, according to the
gauge/gravity duality, strongly coupled matter may exhibit. To do so, we must first
review the two main ingredients that are necessary for understanding the duality:
Conformal Fields Theories and dynamics of gravity in Anti de-Sitter spacetimes. We
do this in chapter 2, which is not meant to be a thorough treatment of these topics
but rather a quick overview with emphasis on the main similarities between them. In
chapter 3 we introduce the statement of the gauge/gravity duality. The stress of this
chapter is on how to use the duality. We explain how to compute correlation functions
from the gravity side which naturally entails a discussion on renormalisation. We
go on to show how to model the gravity equivalent of a lattice in a field theory, we
call this a holographic lattice. This, as we shall see, is a simple enough idea but its
implementation will necessarily involve numerics. The first appendix of this thesis is
dedicated to explain the main numerical method employed throughout this work.
The work done in [1–3] is the content of chapters 4 to 6. In chapter 4 we build
holographic lattices by deforming an infinite class of Conformal Field Theories that
arise in the context of type IIB string theory. The gravity dual of these theories is
a truncation of type IIB supergravity. Following the RG flow for these models, we
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will show that the same solution that describes the UV behaviour reemerges in the
deep IR. This ‘boomerang-like’ path for an RG flow had already been observed in
other constructions that break translations. However, for strong lattice deformations
we will find that an intermediate scaling regime appears in the RG flow. This
intermediate scaling is governed by Lifshitz-like type of scaling [17] and its effects can
extend over arbitrarily large range of scales as the strength of the lattice is increased.
We will also compute some transport coefficients and show how the intermediate
scaling imprints itself in the scaling of these quantities. In chapter 5, we extend the
techniques developed so far, this time to construct holographic lattices in the context
of D = 11 supergravity. Again we will see the boomerang-like behaviour of the RG
flow, and we will also find intermediate scaling regimes for strong lattice deformation.
However, contrary to the model in chapter 4, we will observe two intermediate
regimes, each with hyperscaling violation [18]. In chapter 6 we engineer a gravity
model that allows us to construct boomerang RG flows with intermediate conformal
invariance. By design, this model is more manageable than those in the previous
chapters and so we will be able to make more precise computations. One of the most
remarkable features of our model is that we will see a thermal conductor-to-insulator
quantum phase transition for a critical value of the lattice strength, and the phase
diagram of this model will also show phase transitions at finite temperature. We
will further see that the entropy for the novel insulating ground states vanishes
as the temperature goes to zero, but this does not happen as a power-law. The
appendices B to D, contain further details for the respective chapters 4, 5 and 6;
they have been delegated to the end of the thesis to avoid breaking the flow between
chapters.
Finally, in chapter 7 we give a quick recap of the main results found in this thesis,
together with interesting future directions that this work might take.
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In this chapter we start by defining conformal field theories (CFTs) for d > 2
spacetime dimensions. The particular, much richer case of 2-dimensional CFTs
will not play any direct role in this thesis. After pointing out some important
facts about CFTs, we go on to highlight the restrictions that conformal symmetry
imposes on correlation functions and on the dimension of operators. In section 2.2
we make a drastic change of topic to discuss the dynamics of classical gravity in anti
de-Sitter (AdS) spacetimes, including classical field dynamics in AdS backgrounds
and black hole thermodynamics. The review of these topics is not meant to be
thorough. Instead, the content of this chapter has been chosen as to highlight the
key similarities that play a role in the future chapters.
2.1 | Conformal field theories
2.1.1 Definitions
A conformal field theory (CFT) is a field theory that is invariant under conformal
the conformal group, which we now define. Given a spacetime with a metric gµν , a
conformal transformation is a change of coordinates such that
gµν → g′µν(x) = Ω2(x)gµν(x), (2.1)
for some function Ω. The set of transformations satysfaying (2.1) form a group called
the conformal group. In R1,d Minkowski spacetime, Poincaré transformations are
trivial examples of conformal transormations with Ω2 = 1. In d+ 1 ≥ 3 dimensions
the other continuous transformations that satisfy (2.1) are [19, 20]
xµ →λxµ (2.2)
xµ → x
µ + aµx2
1 + 2aµxµ + a2x2
(2.3)
where λ and aµ are the continuous parameters of the transformations. We refer to (2.2)
as a dilation or scale transformation, and to (2.3) as a special conformal transformation
(SCT). Looking at the infinitesimal version of the above transformations one finds
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the corresponding generators:
D = −ixµ∂µ (for dilations) (2.4)
Kµ = i(gµνx2 − 2xµxν)∂ν (for SCT) (2.5)
Together with the generators of the Poincaré algebra, Pµ = −i∂µ (translations) and
Jµν = i(xµ∂ν−xν∂µ) (boosts and rotations), dilations and SCTs form a closed algebra
[Pµ, Pν ] = 0 [K
µ, Kν ] = 0, [D, Jµν ] = 0
[D,P µ] = iP µ, [D,Kµ] = −iKµ, [Kµ, P ν ] = 2i(gµνD − Jµν)[
Jµν , Kλ
]
= −i(gµλKν − gνλKµ), [Jµν , P λ] = −i(gµλP ν − gνλP µ)[
Jµν , Jλρ
]
= i(gνλJµρ + gµρJνλ − gµλJνρ − gνρJµλ) (2.6)
and one can show that this is isomorphic to the Lie algebra of SO(2, d + 1). It is
called the conformal algebra in d+ 1 dimensions (d+ 1 ≥ 3).
2.1.2 Representations of the conformal group
One then asks how conformal transformations act on fields. That is, given an element
of g of the conformal group SO(2, d+ 1), we look for the possible representations
(g · Φ)(x) = S(g, x)Φ(g−1x). (2.7)
where S(g, x) is a matrix representation of the group element g. To construct these,
one starts by constructing the representations of the little group (i.e. the subgroup
that leaves the point x = 0 invariant)[21]. After taking into account the translations
one finds
PµΦ(x) = −i∂µΦ(x) (2.8)
JµνΦ(x) = i(xµ∂ν − xν∂µ)Φ(x) + SµνΦ(x) (2.9)
DΦ(x) = −i(xµ∂µ + ∆)Φ(x) (2.10)
KµΦ(x) = (−2i∆xµ − xνSµν − 2ixµxν∂ν + ix2∂µ)Φ(x) (2.11)
where ∆ is a number1 called the scaling dimension of Φ, and Sµν is the usual spin
representation of the Lorentz group. A finite scaling transformation takes the form
Φ(x)→ Φ′(x) = λ∆Φ(λx). (2.12)
1The fact that ∆ is a number and not a non-trivial matrix follows from Schur’s lemma, because
[D,Jµν ] = 0.
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At the classical level ∆ coincides with the engineering dimension of the field, but it
might get corrections upon quantization.
In field theories without conformal invariance it is customary to label states by
their mass, P µPµ = −m2. One can then evolve from one state to another by means of
a unitary evolution given by the Hamiltonian operator. This is a useful classification
because P 2 is a Casimir of the Poincaré algebra, that is, it commutes with all the
generators. In CFTs, however, P 2 does not commute with the dilation operator D
and thus it is neccesary to find a different way of labelling states. This is related to
the fact that the conformal algebra is a bosonic extension of the Poincaré algebra
and, as such, Coleman-Mandula thoerem forbids the existence of an S-matrix [22].
A approach is to label states by their scaling dimension and their spin2. Assuming a
conformally invariant vacuum, |0〉, we use an operator of dimension ∆, O∆, to create
the state |∆〉 ≡ O∆(0)|0〉 so that
D|∆〉 = −i∆|∆〉. (2.13)
From this perspective, Pµ and Kµ can be seen as raising and lowering operators,
with D playing the role of the Hamiltonian. After doing Wick rotation, t→ it, and
moving to spherical coordinates, the Minkowski metric can be rewritten as
ds2d+1 = dr
2 + r2dΩ2d (2.14)
The dilations D are then naturally seen as connecting the different hyper-surfaces
of constant radius. Because of this, the formalism is known as radial quantisation.
For systems that are relevant in physics, we expect that the spectrum is bounded
from below. This means that there should exist some state |∆〉 ≡ O∆|0〉 for which
Kµ|∆〉 = 0 or, equivalently,
[Kµ,O∆] = 0. (2.15)
The operator O∆ satisfying (2.15) is called a primary operator. Taking a spinless
primary operator O∆, one can show [23] that the norm ||P µPµO∆|0〉||2 is proportional
to ∆− (d− 1)/2. Thus, if we want our theory to be unitary we must demand that
d− 1
2
≤ ∆. (2.16)
Similar bounds exist for higher spin operators.
To conclude this section we point out that in any quantum field theory one should
specify an energy scale cut-off Λ up to which the theory is meant to be valid. In
2We will be mainly interested in Lorentz scalars so we will omit the representation.
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Figure 2.1: Illustration of a phase diagram in the vicinity of a quantum critical point, g∗.
The critical point separates the two different phases with a fan-shaped region over which
the effects of quantum critical fluctuations can be appreciated (see also [26]).
QFT the cut-off is introduced by hand to regulate the UV divergences of the theory,
and explicit dependence on the cutt-off is then removed by means of renormalisation.
Similarly, in condensed matter physics a cut-off naturally arises due to a finite lattice
spacing in the underlying theory. In both scenarios the introduction of this cut-off
gives a dimensionful quantity that a priori breaks scale invariance. The behaviour
of the quantum theory under scale transformations is captured by the beta function
dg
d ln Λ
= β(g). (2.17)
Thus, in a quantum theory we can recover scale invariance (and, carefully,
conformal invariance) only in very particular circumstances. For example, it is
possible that β(g) ≡ 0; this is the case in some supersymmetric theories such as
in N = 4 Super Yang-Mills [24]. Another possibility, of most interest for us, is at
quantum critical points (QCP). These are special points in the space of coupling
constants, g = g∗, for which a phase transition occurs at zero temperature [25]. Even
though QCPs formally occur at zero temperature, they can still affect a vicinity of
the finite temperature phase diagram and can give rise to exotic transport properties
in such regimes (see figure 2.1).
2.1. Conformal field theories | 9
2.1.3 Correlators and relevant operators
A distinctive feature of CFTs is that correlation functions take a simple form. We
recall here that the standard procedure to compute correlation functions of an
operator O∆ in a generic QFT involve derivatives of the generating functional
ZQFT [j(x)] =
∫
dΦ exp
(
iSQFT + i
∫
dd+1xj(x)O∆(x)
)
, (2.18)
so that the n-point correlator is given by
〈O∆...O∆〉 = (−i)
n
Z [j]
δnZ [j]
δjn
(2.19)
These n-point correlators are generically divergent; a regularisation procedure is
needed to have a sensible description. On renormalising the theory, one can show
that the effect of operators for which ∆ < d+ 1 becomes increasingly important as
the energy is lowered - these are called relevant operators. Conversely, operators with
∆ > d+ 1 become negligible at low energies and are thus called irrelevant. Reversing
the argument, relevant operators become negligible in the UV while the effect of
irrelevant operators becomes more and more important. This simple distinction
between operators has huge implications. While we could, in principle, deform our
theory by adding operators with arbitrarily large dimensions, only the few operators
for which
d− 1
2
≤ ∆ ≤ d+ 1 (2.20)
are important for a low energy description3. Note also that the addition of the jO
term to the CFT action explicitly breaks scale invariance (unless ∆ ≡ d+ 1), even
before a cut-off is introduced. However, if we restrict ourselves to only modify the
theory by relevant operators satisfying eq. (2.20), we are guaranteed to recover the
CFT in the UV.
Within the conformal regime we can calculate 2 and 3-point functions without
an explicit expression for the generating functional (2.18), simply appealing to the
conformal symmetry. For example, taking two operators of scaling dimensions ∆1
and ∆2, their two-point function 〈O1(x)O2(y)〉 has to take the form
〈O1(x)O2(y)〉 = f(|x− y|) (2.21)
due to to Poincaré invariance. Then, scale invariance requires f(x) = λ∆1+∆2f(λx).
3The lower bound comes from the unitarity bound for scalar operators mentioned in the previous
section
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Therefore, the two point function must be
〈O1(x)O2(y)〉 = C12
(x− y)∆1+∆2 , (2.22)
with C12 some constant that depends on the particular choice of normalisation for the
operators. A similar expression can be found for the 3-point correlator. For future
reference, we point out that the source j(x) for the operator O∆ has engineering
dimension ∆j = d+ 1−∆.
An important operator that should exist in any CFT is the stress tensor Tµν . If
a Lagrangian description of the CFT is given, the stress tensor can be defined by the
variation of the action with respect to the background metric
δS =
∫
dd+1x
√−gTµνδgµν , (2.23)
from where we see that ∆Tµν = d+ 1. In a CFT, Poincaré invariance implies that the
stress tensor is conserved, while scale invariance implies that it should be traceless:
∇µTµν = 0 (2.24)
T µµ = 0. (2.25)
Note that upon quantization, however, one can have 〈T µµ 〉 6= 0 [27] due to the presence
of anomalies. Note that anomalies can only be present in even-dimensional QFTs.
This is because 〈T µµ 〉 is a scalar quantity that does not depend on any particular
state and thus can only be equal to a linear combination of curvature invariants
of the background metric, which only exist in even dimensions. The equivalent of
eq. (2.22) for the stress tensor is [28]
〈Tµν(x)Tαβ(0)〉 = ceff
x2(d+1)
(
AµαAνβ + AµβAνα
2
− 1
d
ηµνηαβ
)
(2.26)
Aµν ≡ ηµν − 2
x2
xµxν (2.27)
The proportionality constant, ceff , is called the effective central charge and it is
a rough measure for the number of degrees of freedom in the system, as it is the
quantity that appears in (the generalised) Cardy’s formula [29, 30]. In 2d CFTs it is
equal to the central charge.
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2.2 | Anti de-Sitter spacetime
2.2.1 Definitions
In the context of general relativity, anti de-Sitter spacetime of dimension d + 2,
AdSd+2, is the maximally symmetric spacetime of negative curvature. Maximal
symmetry means that the number of independent isometries is (d+ 2)(d+ 3)/2. As
a consequence of maximal symmetry, one finds that
Rabcd = k (gadgbd − gadgbc) (2.28)
=⇒ Rab = k(d+ 1)gab (2.29)
=⇒ R = k(d+ 2)(d+ 1), (2.30)
and negative curvature means k < 0. Note in particular that, by (2.29), AdSd+2 is
an Einstein manifold. The eqs. (2.29) and (2.30) also imply that AdSd+2 is a solution
to Einstein equations with negative cosmological constant
Rab − 1
2
Rgab + Λgab = 0, (2.31)
with
Λ =
k
2
d(d+ 1). (2.32)
The equation of motion (2.31) can be obtained from a variational principle with
an action of the form
S =
1
2κ2
∫
dd+2x
√−g (R− 2Λ) + S∂. (2.33)
The term S∂ refers to the boundary terms that are necessary to have a well defined
variational set-up. As in the case for asymptotically flat spacetimes, S∂ includes the
Gibbons-Hawking-York term,
SGHY =
1
κ2
∫
dd+1x
√−γK, (2.34)
but additional terms will be necessary to counter volume divergences. We will come
back to this point in due time.
In a particular set of coordinates known as global coordinates the AdSd+2 solution
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of radius L reads4
ds2 = L2(− cosh2 ρ dτ 2 + dρ2 + sinh2 ρ dΩ2d), (2.35)
where ρ ∈ [0,∞) and τ ∈ (−∞,+∞). The AdS radius, L, is related to the
cosmological constant via
Λ = −d(d+ 1)/L2. (2.36)
There are two main properties of AdS spacetime that will be relevant for us [31]:
1 Isometry group is SO(2,d+ 1). The easiest way to see this comes from the
fact that one can define AdSd+2 through the embedding
−X2−1 −X20 +X21 + ...+X2d+1 = −L2 (2.37)
into a (d+ 3)-dimensional manifold with metric
ds2 = −dX2−1 − dX20 + dX21 + ...+ dX2d+1. (2.38)
The solution (2.35) is obtained by writing
X−1 = cosh ρ sin τ , X0 = cosh ρ cos τ , Xk = Ωk sinh ρ, (2.39)
where k = 1, ..., d + 1 and Ωk define the components of a unit vector. We
then define AdSd+2 as the universal cover of the above solution, where τ is not
identified with τ + 2pi.
The killing vectors of the metric (2.38) that also preserve the structure (2.37)
are given by
LAB = XA∂B −XB∂A. (2.40)
Due to the antisymmetry, there are (d + 3)(d + 2)/2 of such Killing vectors
and one can further check that they satisfy the Lie algebra of SO(2, d + 1).
Expressions for the Killing vectors in a specific coordinate patch are given in
eq. (2.48).
2 It is not globally hyperbolic. This is seen by changing to conformal
coordinates, tan θ = sinh ρ. The metric (2.35) becomes
ds2 =
L2
cos2 θ
(−dτ 2 + dθ2 + sin2 θdΩ2d). (2.41)
4dΩ2d = dχ
2 + sin2 χdΩ2d−1
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Figure 2.2: Schematic realisation of AdS spacetime showing some null (blue) and timelike
(geodesics). Figure a shows the the universal cover of AdS in global coordinates. Figure b
shows the section known as the Poincaré patch. Figure c shows the Penrose diagram for
AdS; null geodesics travel to ρ =∞ in finite coordinate time τ , while timelike geodesics
always fall back to ρ = 0.
On the conformal boundary, now located at θ = pi/2, the metric is
ds2 = −dτ 2 + dΩ2d, at θ = pi/2 (2.42)
which is clearly time-like with the topology of Sd × R. Therefore, one cannot
find a Cauchy surface5 in AdS. This means that it is not enough to provide
some initial data on a constant-time surface to fully determine the evolution of
the system. In order to do classical dynamics it will be necessary to specify
boundary conditions.
The above properties are the main hints for an AdS/CFT correspondence. The
first point shows that the isometry group of AdSd+2 coincides with the conformal
group of (d + 1)-dimensional Minkowski. The second one states that in order
to determine the dynamics of AdS one has to specify boundary conditions at the
conformal boundary. The boundary values of fields in AdS will give rise to a conformal
field theory that “lives” at the boundary.
In the context of the gauge/gravity correspondence, AdS spacetime is most often
discussed in Poincaré coordinates, (r, t, xi), in which the metric reads
ds2 =
L2
r2
dr2 +
r2
L2
(−dt+ dx2d)) . (2.43)
with r ∈ [0,∞) and the conformal boundary now located at r =∞. One arrives to
5A d+ 1 submanifold that intersects every inextensible causal curve exactly once.
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this metric from (2.38) by defining
Xα =
rxα
L
(α = 0, 1, ..., d) (2.44)
X(−1) −X(d+1) = r (2.45)
X(−1) +X(d+1) =
L2
r
+
r
L2
ηαβx
αxβ . (2.46)
Similarly, taking z = L2/r, the metric takes the rather simple form
ds2 =
L2
z2
(dz2 + ηαβdxαdxβ) . (2.47)
We note that the Poincaré patch is conformally flat, and so we identify the Killing
vectors to be6
t(α) = ∂α
l(αβ) = xα∂β − xβ∂α
k(α) = (x
2 + z2)∂α − 2xαxβ∂β − 2xαz∂z
s = z∂z + x
α∂α (2.48)
There are in total (d+ 2)(d+ 3)/2 Killing vectors, as it should be for a Maximally
symmetric spacetime. Furthermore, we see that at the conformal boundary, located
at z = 0, the Killing vectors kα and s reduce to the generators for the conformal
transformations in eqs. (2.2) and (2.3). Finally, one should keep in mind that, as
oposed to the Global coordinates, Poincaré coordinates only cover a section of the
whole AdS spacetime. This section is highlighted in ??.
2.2.2 Fields in AdS
We now consider classical dynamics of a scalar field. Higher spin fields are interesting
in their own right, but they will not play an important role in the rest of this thesis
and thus we shall omit their discussion. Consider the action
S = SEH + Sφ + S∂ (2.49)
where SEH is the Einstein-Hilbert action introduced in the previous section and
Sφ =
1
2κ2
∫
dd+2x
√−gLφ = − 1
4κ2
∫
dd+2x
√−g (gAB∇Aφ∇Bφ+m2φ2) (2.50)
6Here only, indices α, β(= 0, 1, ..., d) are raised with the Minkowski metric ηαβ = diag(−1, 1, ..., 1).
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S∂ is a boundary term to be discussed shortly. The equations of motion for this
system read
Rab − 1
2
Rgab + Λgab = Tab (2.51)
∇2φ = m2φ. (2.52)
where
Tab ≡ − 1√−g
δ(
√−gLφ)
δgab
(2.53)
The rather unusual normalisation of the action is standard in holography. Note
that, since [κ2] = [L]d (in d+ 2 spacetime dimensions), the scalar field φ is in fact
dimensionless.
The particular case for which φ ≡ 0 admits the pure AdSd+2 spacetime as a
solution to (2.51). In this set-up we can consider φ to be a small fluctuation so that
there is no back-reaction on the metric. In such case the solution to (2.52) can be
found in terms of Bessel functions. Analysis near the conformal boundary of AdSd+2,
located at r →∞, reveals that the solution is of the form
φ(r, x)→ α(x)L
2∆−
r∆−
+ · · ·+ β(x)L
2∆+
r∆+
+ · · · , (2.54)
where
∆± =
d+ 1
2
±
√
L2m2 +
(d+ 1)2
4
(2.55)
The functions (also called modes or fall-offs) α and β correspond to the integration
‘constants’ that result from solving the differential equation (2.52). The term with
α(x) is the slowest possible fall-off and the following terms, denoted by "...", are
all determined by the value of α. The mode β(x) is the next independent term
and the following terms, again denoted by "...", are all determined in terms of it.
Given that φ is dimensionless, it follows that the mass dimension of β is ∆+, and
the mass dimension of α is ∆− = d + 1 −∆+. Hence one sees that the modes in
(2.54) are related in the same way a CFT operator O∆ is related to its source (at
least dimension-wise).
For the solution to be stable, it is required that ∆± ∈ R, so
m2 ≥ m2BF ≡ −
(d+ 1)2
4L2
, (2.56)
which is known as the Breitenlohner-Freedman bound (or simply BF bound [32]). On
saturating the BF bound, one has ∆+ = ∆−, and the asymptotic solution (2.54) in
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fact takes a different form that involves logarithmic terms. We will not discuss this
situation and assume that the mass of the scalar field is strictly above the BF mass.
Though independent in principle, β(x) will also be determined in terms of α(x)
because we will need to choose boundary conditions in the deep interior of the bulk.
Note that when m2 > 0 then ∆− is negative and so the term proportional to α in
fact diverges as r →∞. In such cases one can no longer have asymptotic an AdS
boundary. This is a challenging situation from the point of view of holography; as it
will become clear later on, it corresponds to studying field theories that have been
deformed by irrelevant operators (see, for example, [33, 34]). However, we will not
attempt to discuss such situations. We will always be interested in solutions for
which we can recover the AdS geometry asymptotically, and thus we only consider
field configurations for which
m2BF ≤ m2 ≤ 0. (2.57)
If eq. (2.57) is satisfied, we will say that the field φ is relevant. Since ∆+ > ∆−,
the modes β and α are usually referred to as the fast (subleading) fall-off and slow
(leading) fall-off respectively.
Let us now briefly discuss the issue of imposing appropriate boundary conditions.
A well defined phase space is only possible if the space of solutions is normalisable.
This is the criteria we will use. Recall that the generalised Klein-Gordon inner
product is
(φ1, φ2) = i
∫
Σt
dSnµ(φ∗1∂µφ2 − φ2∂µφ∗1) (2.58)
where Σt is a slice of constant t, dS is the induced volume element on such a surface
and nµ is its unit normal vector. In the particular context of AdSd+2, this means the
a field which solves eq. (2.52) has a norm that behaves asymptotically as
||φ||2 ∼
∫ ∞
drrd−2−2∆± . (2.59)
Thus, in order to have normalisable solutions we must demand that d−2−2∆± < −1,
or equivalently,
d− 1
2
< ∆±. (2.60)
The above requirement is always true for ∆+. In other words, the β(x) mode
is always normalisable. On the other hand, ∆− satisfies eq. (2.60) only when
m2BF ≤ m2 < m2BF + L−2 and thus the α mode is often non-normalisable. With
this criteria at hand, the standard choice is to fix by hand the value α and let
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β be determined by the evolution of the system. The other boundary condition
needed to solve the equation of motion will come from the demanding regularity
in the bulk interior. For the special case in which α is normalisable, one has the
alternative to fix the value of β instead as the boundary condition at infinity. This
is important because each choice gives rise to different dynamics and hence, to a
different interpretation via the AdS/CFT correspondence. Together with the BF
bound (2.56), eq. (2.60) means that we should have
d− 1
2
≤ ∆− ≤ ∆+ ≤ d+ 1 (2.61)
in order to have normalisable solutions (c.f with eq. (2.20)). A more detailed analysis
of this topic can be found in [35].
2.2.3 Black holes in AdSd+2
Finally, a black hole solution to the system (2.51) is given by φ ≡ 0 and [36, 37]
ds2 =
L2
r2f(r)
dr2 +
r2
L2
(−f(r)dt2 + dx2d) , (2.62)
f(r) = 1− r
d+1
0
rd+1
. (2.63)
The solution (2.62) is known as the AdS-Schwarzschild (SAdS) black hole. These are
some of the main features of SAdS:
1. The black hole horizon is located at r = r0. We see that the induced metric at
the horizon is
ds2
∣∣∣
r0,
=
r20
L2
dx2d. (2.64)
Thus it is said that the SAdS black hole (2.62) has a planar horizon.
2. Note that f(r) → 1 as r → ∞. Hence the AdS metric (2.43) is recovered
near the boundary. The discussion of the previous section remains valid in the
presence of the SAdS black hole.
3. The Hawking temperature can be obtained as usual by switching to Euclidean
signature and demanding regularity at the horizon. One finds
4piT =
√
−g′ttgrr′
∣∣∣
r0
(2.65)
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So for the SAdS black hole in d+ 2 dimensions we have
4piT =
(d+ 1)r0
L2
(2.66)
Thus, the SAdS black hole has positive specific heat, as opposed to the asymp-
totically flat Schwarzschild black hole7.
4. The entropy is given by the area of the horizon
S =
A
4G
=
2pi
κ2
∫
r0
ddx
√
h =
2pird0
κ2Ld
Vd. (2.67)
This is infinite because of the volume factor Vd, as expected for a non-compact
horizon. However, the entropy density is finite and we can express it in terms
of the temperature:
s ≡ S
Vd
=
2pi(4piL)d
κ2(d+ 1)d
T d (2.68)
Note in particular that this power law relation is the same as for a CFTd+1 at
finite temperature.
Having computed the entropy density in terms of temperature, one can use the first
law, d = Tds, to get
 =
2pid(4piL)d
κ2(d+ 1)d+1
T d+1, (2.69)
and consequently the free energy density,
ω = − 2pi(4piL)
d
κ2(d+ 1)d+1
T d+1. (2.70)
One can further check that the free energy, F , is given by the total, euclidean,
on-shell action, Ig, via
Ig = βF. (2.71)
However, in order to use the above relation it is necessary that the total action Ig be
finite. We will come back to this topic in section 3.3.
7Temperature increases with mass.
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3 | The gauge/gravity duality
3.1 | Overview
The previous chapters show that there are several similarities between quantum
field theories with conformal symmetry and classical gravitational dynamics in AdS
spacetimes. The gauge/gravity duality [4] takes these similarities a step further,
claiming that there is an actual correspondence between UV-complete QFTs and
theories of quantum gravity. Also known as holography or AdS/CFT correspondence,
the duality arose in the context of string theory and it can be thought of as a
particular case of more general type of duality between open and closed strings.
The original argument in [4] considered a stack of N D3-branes in type IIB string
theory, which involves both open and closed strings, as well as interactions between
them. Maldacena realised that, in the low energy limit, open and closed strings
decouple, and one is left with a system that admits two equivalent descriptions. On
one hand, one can take the field theory living on the world volume of the D3-branes,
which is an U(N) gauge theory known as N = 4 Super Yang-Mills, the closed strings
playing the role of vertex operators. Alternatively, one can look at the dynamics
of closed strings propagating in a background geometry that is backreacted by the
stack of branes. The solution is given by [38]
ds2 = H−1/2(−dt2 + dx23) +H1/2(dr2 + dΩ25) (3.1)
F5 = (1 + ?)dt ∧ dx3 ∧ dH−1 (3.2)
where F5 is the RR-field strength which we note is a self-dual five-form, and with
H(r) = 1 +
R4
r4
, R4 = 4pigsl
4
sN (3.3)
where gs and ls are the usual parameters of string theory, coupling and length
respectively. Maldacena argued that the low energy description of this picture is
tantamount to taking the closed strings propagating in the near-brane geometry,
that is, close to r ≈ 0. From (3.1), we see that such geometry is AdS5 × S5 each
with radius R. This idea is depicted in section 3.1.
The parameters of the SYM theory, namely the effective coupling λ and the
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Figure 3.1: Schematic idea of the Open/Closed string duality in the low energy limit. To
the left, a description in terms of open strings is given by the field theory theory living in
the world volume of N parallel D3-branes. Alternatively, one can look at the open strings
that propagate in the near brane geometry, in this case AdS5 × S5.
number of degrees of freedom, N2, translate to the closed string description as
λ ∼
(
L
ls
)4
, N ∼
(
L
lp
)4
, (3.4)
lp is the Planck length. Hence one sees that on taking the classical limit for the
closed string perspective
L ls  lp (3.5)
the dual description is given by SYM at large N and at strong coupling — this
is the large N limit originally found by ’t Hooft [39]. A very similar example (also
considered in [40]) was given for the low energy limit of 11D-supergravity [41]. The
dual field theory description is now known as ABJM theory. While the precise
mapping between the parameters is different from (3.4), it remains true that the
classical limit of the supergravity theory corresponds to taking ABJM at strong
coupling and with a large number of degrees of freedom. This is in fact the case for
all known examples of the duality. The upshot of this is that we can learn about
the strongly coupled regime of certain quantum field theories by studying classical
gravity in AdS backgrounds.
Top-Down and Bottom-Up
Many other examples of the gauge/gravity duality are now known (see, for
instance, [40, 42–44]), with a precise and often intricate mapping between the
parameters on each side of the correspondence. The many examples that have been
found can help us to understand strongly coupled field theories. Given that the
gravity theory and the field theory are obtained from a known string theory, the
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field content on both sides of the correspondence is well understood. When studying
the duality with string theory as the starting point one refers to this approach as
top-down.
However, working with string theory has two major disadvantages. First, it is
often too complicated because of the many fields involved and simplifying the set-up
requires consistent truncations which are often tedious. And second, the field theories
that one finds from string theory do not resemble the systems that we find in nature.
To overcome these complications it is common to take the duality as a given: a theory
of classical gravity is dual to some strongly coupled field theory with a large number
of degrees of freedom. The hope is that such model can be somehow embedded in
a string theory framework. Working with this point of view is called a bottom-up
approach. Here one can study systems that are much simpler and, as we shall see in
chapter 6, one can engineer the content of the gravity theory in order to replicate
observed features of strongly coupled theories. However, one has to deal with the
fact that the dual QFT might not be well defined and one will have to settle for
qualitative results. Both perspectives, top-down and bottom-up, will be considered
in this thesis.
Whilst the best known examples of the correspondence relate a strongly coupled
QFT to classical gravity, the most ambitious claim of the correspondence is meant to
hold beyond this regime but there is as yet no general proof of the duality. However,
the evidence for a duality is such that the current status of the field is not how to
prove the duality but rather how to use it. Along this line, the most useful proposal
is that of Gubser, Klebanov and Polyakov [45] and Witten [5], which we now go on
to elaborate on.
3.2 | The GKPW prescription
The GKPW proposal gives a very specific prescription for a gauge/gravity duality.
Concretely, the idea is that the partition function of a quantum gravity in AdS is
equal to the generating functional of a CFT. As it was discussed in section 2.2, the
description of the physics in AdS should include boundary conditions such as
φ(r, x)
!−−−→
r→∞
α(x)L2∆−
r∆−
. (3.6)
As a result, we expect the partition function of a quantum theory of gravity must
take this into account. We could schematically write
Zqg [Φ→ α] =
∫
dΦαExp (−S [Φ]) , (3.7)
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meaning that the path integral on the right hand side should be taken over those
field configurations that satisfy our choice of boundary conditions. We have used Φ
to denote all the fields in the gravitational theory. Whilst eq. (3.7) is a bit vague, it
is there only to emphasize that the quantum gravity in AdS should somehow take
into account the boundary conditions.
On the other hand, the generating functional for a QFT is defined thorough a set
of sources and operators. We will write
ZCFT [J(x)] =
∫
dΦExp
(
−SCFT −
∫
J · O
)
, (3.8)
using vector notation simply to emphasize that both J and O are a collection of
sources and operators respectively.
Finally, GKPW claims that for a given quantum gravity theory in AdSd+2 it is
possible to find a CFTd+1 such that
Zqg [Φ→ α] = ZCFT [α(x)] . (3.9)
In other words, the boundary conditions for the fields in AdSd+2 play the role of
sources in a CFTd+1. This relation is often phrased saying that the dual CFT “lives”
in the boundary of AdS.
Moving onto the classical regime for gravity, the partition function is approximated
with the low energy effective action evaluated at its saddle point,
Zqg ≈ e−Ig (3.10)
Thus, if we stay within the regime of classical gravity, the gauge/gravity duality is
more accurately phrased in its classical version as
Ig [Φ→ α] = − lnZCFT [α(x)] . (3.11)
It is in this limit that the statement of the duality acquires a precise meaning. As
explained in the section above, taking the classical gravity description is only valid
when the field theory description is taken at large N and strong coupling. Thus we
are left with the following statement: The total, on-shell, gravity action is equal to
the connected generating functional of a strongly coupled CFT with a large number
of degrees of freedom.
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3.3 | Correlation functions and holographic renor-
malisation.
According to eq. (3.11), we can compute CFT correlators by doing functional
derivatives of the classical, on-shell, gravity action,
〈O∆(x1)...O∆(xn)〉 = (−1)n−1 δ
δα(x1)
...
δ
δα(xn)
Ig [α] (3.12)
Let us take a bottom-up approach, considering a putative field theory that is
dual to the scalar field model discussed in section 2.2.2. An immediate problem that
arises trying to use eq. (3.12), is that the Euclidean action (2.49) is in fact divergent
on-shell, so a regularisation procedure will be necessary. To see this, we first move
to Euclidean signature, t→ −it and S → iS, we have
(Euclidean) SEH = − 1
2κ2
∫
dd+2x
√
g (R− 2Λ) (3.13)
(Euclidean) Sφ =
1
2κ2
∫
dd+2x
√
g
(
1
2
(∂φ)2 +
1
2
m2φ2
)
(3.14)
(Euclidean) S∂ = − 1
κ2
∫
dd+1x
√
γK + ... (3.15)
Let us evaluate eqs. (3.13) to (3.15) on the AdSd+2 solution where φ is small and
thus given in terms of Bessel functions. We will implicitly work in the Poincaré
patch and use Poincaré coordinates. We will also abbreviate the integration measure
as drdd+1x = dd+2x. To further declutter our notation we will denote the on-shell,
Euclidean action SX , by IX . We start by looking at the Einstein-Hilbert sector which
is relatively straight forward:
IEH = +
(d+ 1)
L2κ2
∫
dd+2x
√
g =
Vd+1Λ
d+1
r
Ld+2κ2
(3.16)
where Vd+1 is the volume
∫
dd+1x and we have introduced a radial cut-off at r = Λr
in order to keep track of the divergences. The final expression (3.16) is evidently
divergent on taking the limit Λr →∞. Before attempting any regularisation, let us
for now move on to evaluate Iφ. Integrating by parts equation 3.14, and using the
equation of motion we get
Iφ =
1
4κ2
∫
∂P
dd+1x
√
γnµφ∇µφ. (3.17)
Strictly speaking, ∂P is the boundary of the Poincaré patch, which is given by the
hyper-surface {r = 0}⋃{r = ∞}. However, recall that to solve the equation of
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motion for φ we demanded that the solution be regular at r = 0. This in fact implies
that φ will have to vanish as r → 0, and so the solutions of interest for us will not give
any divergent contribution to the on-shell action coming from the Poincaré horizon.
Hence, we will ignore the inner boundary for now and ∂P to denote exclusively the
conformal boundary. One finds that1
Iφ =
Λd+2r
4κ2Ld+2
∫
∂P
dd+1xφ∂rφ
= − 1
4κ2Ld+2
∫
∂P
dd+1x
(
Λ2νr ∆−α
2L4∆− + (d+ 1)βαL2(d+1)
)
(3.18)
This is also divergent, but there is an additional complication. If we evaluate on-shell
the variation of the action we get
δIφ = − Vd+1
2κ2Ld+2
(
Λ2νr ∆−αδαL
4∆− + ∆+βδαL
2(d+1) + ∆−αδβL2(d+1)
)
. (3.19)
Now recall that our standard choice for boundary conditions is to fix the slow fall of,
α, so that δα = 0. In such case the term in red in eq. (3.19) is inconsistent with a
variational set-up. To fix this, we include the counterterm
Sφ,ct =
∆−
2κ2
∫
∂P
dd+1x
√
γ
φ2
2L
(3.20)
into the boundary action S∂. Rather luckily, the counterterm (3.20) cancels the
divergences coming from the scalar field and it simultaneously gives a well-defined
variational problem2. One finds
Iφ + Iφ,ct =
∆− −∆+
4κ2
∫
∂P
dd+1x
√
γ
αβL2(d+1)
Lrd+1
=
(∆− −∆+)Ld
4κ2
∫
∂P
dd+1xβα ,
(3.21)
and
δIφ + δIφ,ct =
∆− −∆+
2κ2
∫
∂P
dd+1x
√
γ
L2(d+1)βδα
Lrd+1
=
(∆− −∆+)Ld
2κ2
∫
∂P
dd+1xβδα .
(3.22)
The variation δβ no longer appears and the total action does not diverge with r.
As for the Gibbons-Hawking term (2.34), we know it is there to provide a
well defined variational problem [46]. Indeed, when considering a variation of the
1Use nµ∂µ = rL∂r .
2this is not the case with the alternative δβ = 0.
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Euclidean gravitational sector with respect to the (inverse) metric one gets3
δ(SEH + SGH) =
1
2κ2
∫
P
dd+2x
√
g
(
−Rµν + 1
2
Rgµν − Λgµν
)
δgµν
+
1
2κ2
∫
∂P
dd+1x
√
γ (Kγµν −Kµν) δgµν (3.23)
Thanks to the Gibbons-Hawking term, there are no terms containing δ∂gµν in
eq. (3.23), which would otherwise spoil the variational set-up. However, contrary to
the counterterm (3.20) that we introduced for the scalar term, SGH brings with it more
divergences to the already-divergent gravitational action (3.16). Hence, additional
counterterms are needed in order to regularise the action. An r = constant hyper-
surface embedded in AdSd+2 has K = (d+ 1)/L. We find that
IEH + IGH = −dVd+1Λ
d+1
r
κ2Ld+2
. (3.24)
This divergence is cancelled by including the boundary term
Sg,ct =
1
2κ2
∫
∂P
dd+1x
√
γ
2d
L
(3.25)
into S∂. Putting all together we have that the boundary action we need is
S∂ = − 1
2κ2
∫
∂P
dd+1x
√
γ
(
2K − 2d
L
− ∆−φ
2
2L
)
, (3.26)
and now the total action is finite on-shell and provides a well defined variational
problem. We emphasise that the validity of eq. (3.26) as an appropriate boundary
term is limited to the analysis in the Poincaré patch, for which the conformal
boundary of AdSd+2 is R1,d Minkowski space. Furthermore, additional counterterms
are needed for the scalar action if one decides for the alternative boundary conditions.
The above example and more on how to renormalise the on-shell gravitational action
are carefully discussed in [47].
Now that we have a finite Euclidean action, we can safely use it to compute
correlation functions of the dual field theory. Having fixed our boundary conditions
in (3.6), this corresponds to sourcing an operator with dimension ∆ = ∆+ in the
dual CFT. The expectation value of this operator can be read-off from eq. (3.22):
〈O∆〉 = δIg [α]
δα
=
(∆− −∆+)Ld
2κ2
β. (3.27)
We see that the sub-leading fall off of the scalar field is giving us the expectation
3See http://jacobi.luc.edu/Useful.html for a list of formulas that will make this calculation
a lot easier. Beware of the overall sign difference due to the Euclidean signature in this section.
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Figure 3.2: Typical illustration for the situation described in this section. Each slice of
constant r in the Poincaré patch of AdS spacetime is drawn as a plane, illustrating the fact
that these surfaces are conformally equivalent to Minkowski space. A field φ in the bulk
will be subject to boundary conditions.
value of the operator O in the presence of a source. In fact, the relation
Slow fall-off↔ Source
Fast fall-off↔ Expectation Value (3.28)
holds beyond the example of the scalar field. An important example is given by the
bulk metric gab(x). The boundary value of the bulk metric gives the metric for the
dual field theory, which in turn sources the QFT stress tensor (2.23) [48, 49].
To calculate higher point correlators we simply calculate successive derivatives of
the on-shell action. For example, the 2-point function is obtained from (3.27) as
〈O∆(x1)O∆(x2)〉j = −δ〈O∆(x2)〉
δα(x1)
=
Ld(∆+ −∆−)
2κ2
δβ(x2)
δα(x1)
∝ β(x2)
α(x1)
(3.29)
where the last result follows from the fact that eq. (2.52) is a linear differential
equation. The result (3.29) is possible because of the implicit relation that exists
between α and β. As mentioned before, this dependence arises after imposing
boundary conditions in the bulk interior. Typically, the requirement is to have a
regular solution throughout the bulk. Note that, while we have carried out our
discussion in Euclidean signature, analogous statements can be made working with
real time, albeit more carefully [50]. In such situation, however, it turns out that
demanding regularity in the bulk is not enough. Appropriate boundary conditions
then have to be chosen based on physical grounds. For example, typical situations of
interest for us will include a black hole in the bulk. Hence we will demand that the
solution to the equation of motion of any field propagating in the bulk is expressed
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in terms of purely in-going waves; nothing should come out of the black hole [51].
These discussion will become clear as we discuss the different scenarios in the rest of
the thesis. For the case in which no back-reaction is induced in the AdS spacetime,
it is a reassuring fact that (3.29) gives back the known result for an operator of
dimension ∆+ in a CFT (2.22).
It is a remarkable fact that one is able to regulate the field theory correlators
by regulating the divergences of the dual gravitational model. This has strong
implications. The regularisation procedure of the classical action is dual to the
regularisation of the QFT. Furthermore, we saw that the cut-off in the gravity side
is introduced via the radial coordinate, which means that the radial direction of
the bulk captures information about the energy scale of the dual field theory. This
fact provides an enormous simplification for understanding the behaviour of the
QFT along the RG flow. All we need to do is follow the classical solution of the
gravity action along the radial direction of the bulk. These ideas have been carefully
developed and tested in the literature culminating in what we now call holographic
renormalisation (see, for example, [47, 52, 53]).
To conclude this section, we recall that another way to probe the different energy
scales of a QFT is to put it on a heat bath at some finite temperature and see how the
system responds as the temperature is lowered. From the perspective of the gravity
dual, this is achieved using a black hole in the bulk, such as the AdS-Schwarzschild
black hole (2.62). The temperature of the black hole can be obtained by the time
periodicity of its Euclidean continuation. Note, however, that the time coordinate in
the bulk is the same as the time for the dual QFT. Thus, a periodic time coordinate
in the bulk also introduces a temperature in the field theory.
Having obtained this geometrisation of the renormalisation group (RG), a follow-
up question is if the gauge/gravity duality can assist us in describing the RG flows
of strongly coupled matter. This is question in addressed in the next section.
3.4 | Holographic Lattices
There are many examples of quantum critical systems that seem to have a strongly
coupled nature of which perhaps the best known examples are the high-Tc supercon-
ductors (see [25] for a broad discussion on these topics). Describing the RG flows of
such systems is difficult by means of traditional techniques because one cannot make
use of perturbative methods. It is then natural to ask if holography can provide any
insights on these unsolved problems.
We are particularly interested in understanding the possible ground states and
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its transport properties. From the field theory point of view, transport is described
by linear response theory; one wishes to understand how the expectation value of an
operator is affected as one introduces small variations to its source. This information
is encoded in the retarded two point functions, from which the transport coefficients
of the system can be obtained via Kubo’s formula [54],
σ(ω) =
GROO(ω)
iω
, (3.30)
where GROO is the retarded Green function for the operator O. If the gravity dual
for the QFT at hand is known, one can compute (3.30) from holography by solving
the gravity equations of motion. Alternatively, one can consider a bottom-up
construction.
The typical example of this is the calculation of the AC electrical conductivity in
[55] which uses an electrically charged black hole solution for an Einstein-Maxwell
system,
S =
1
2κ2
∫
dd+2x
√−g
(
R− 2Λ− 1
4
F 2
)
, (3.31)
where F is the field strength for the electromagnetic gauge field Aµ. The system
(3.31) admits a pure AdSd+2 solution with Aµ ≡ 0. For non-zero gauge field, a black
hole solution, called the AdS-Reissner-Nordström, is given by
ds2 =
L2
r2f(r)
dr2 +
r2
L2
(−f(r)dt2 + dx2d) , (3.32)
At = µL
[
1−
(r0
r
)d−1]
, (3.33)
with
f(r) = 1−
(
1 +
(d− 1)µ2L4
2dr20
)(r0
r
)d+1
+
(d− 1)µ2L4
2dr20
(r0
r
)2d
(3.34)
and the other gauge field components vanishing. We can get the temperature and
entropy density of these black holes using (2.65) and (2.68), to get
4piT =
r0
L2
(
d+ 1− (d− 1)
2µ2L4
2dr20
)
, (3.35)
κ2s = 2pi
rd0
Ld
. (3.36)
Via the gauge/gravity duality, the black holes (3.32) are dual to a field theory at finite
temperature and finite chemical potential µ. For the extremal case, T = 0, these
black holes interpolate between an AdSd+2 geometry in the UV, and an AdS2 × Rd
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Figure 3.3: Entropy-temperature plot (figure 3.3a) for the AdS-RN black hole in 4 bulk
dimensions, and its scaling behaviour (figure 3.3b). In figure 3.3b, regimes of power-law
behaviour, s ∼ T γ , are plateaus at height γ. At very high temperatures, the entropy is
scaling like s ∼ T 2, corresponding to the behaviour in AdS4. As the temperature decreases,
the entropy decreases until it reaches a constant value, corresponding to the behaviour of
the AdS2 × R2 geometry.
in the deep IR. Such interpolation is reflected in the behaviour of the entropy density
as a function of the temperature. We illustrate this behaviour in figure 3.3 for the
case d+ 2 = 4.
To understand the transport properties of the field theories that are dual to
the AdS-RN black holes, one must take these solutions and introduce a small time-
dependent perturbation for the gauge field, with frequency ω. Solving the equation
of motion for the perturbation one can ultimately compute the electrical conductivity
using (3.29) and (3.30). Varying the temperatures, one can also probe the response
of the system for different energy scales. We will shall not go through the details of
this calculation, which can be found in [55]. The final result is is shown in figure 3.4.
It is remarkable that these results have very similar properties as those observed in
graphene experiments [56]. However, the graphene experiments show a finite rise
in the real part of the AC counductivity as ω → 0, which is not seen in figure 3.4.
This seemingly missing feature is called a Drude peak, and it is a common feature
among many metals called coherent metals. In fact, a careful analysis reveals that
the Drude peak is not absent in the holographic calculation but rather appears as a
sharp delta function at ω = 0. This infinite response at ω = 0, which we call the
DC conductivity, is a consequence of translation invariance of the solution in [55]
along the field theory directions; momentum conservation prevents dissipation in the
system [57, 58].
The DC conductivity is certainly not infinite for real-world materials, which
exhibit dissipation due to the presence of impurities or an ionic lattice. In quantum
field theory, introducing momentum dissipation can be achieved using a source with
explicit spatial dependence that breaks translation invariance, µ(x) —for example, a
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Figure 3.4: Plots for the holographic optical conductivity for the bottom-up model
described by an AdS charged black hole at different temperatures. The gap in the real part
deepens as the temperature is lowered. These plots are a replica of those in [55] and were
obtained following the calculation therein presented.
periodic chemical potential,
L → L+ µ(x)O. (3.37)
To address this from the perspective of holography, the gravity dual should
be some field in the bulk with µ(x) as its boundary condition. However, building
such type of gravity solutions represents an enormous challenge given the nature of
Einstein equations. Explicit dependence on the spatial directions means that one will
have to solve nonlinear PDEs in order to solve the equations of motion—a difficult
task even numerically. This has been done explicitly done in [59] for the case of the
AdS-RN black hole, by imposing a spatially modulated boundary condition on the
Maxwell gauge field,
At(x, r) = µ+ A cos kx+O(r−1), (3.38)
as r →∞. The result is called a holographic lattice. On computing the conductivity
for such backgrounds the Drude peak is now visible and finite, thus describing a
coherent metal phase. All of the constructions using the above type of ansatz still
flow down to an AdS2 × R2 geometry in the far IR.
In [60], Donos & Gauntlett presented a framework for constructing holographic
lattices while circumventing the need to solve PDEs—these were called Q-lattices.
Q-lattices exploit a global symmetry of the bulk in order to construct solutions to
the equations of motion that break translations in the boundary directions while
preserving homogeneity. The simplification provided by the Q-lattice constructions
allows one to compute finite DC conductivities, and it also allows for more flexible
constructions which might reveal novel ground states. Already in the original
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reference, [60], Q-lattices were used to model coherent metals as well as insulators
and transitions between them. The method is best illustrated with an example.
Consider, for instance, this model of a complex scalar coupled to gravity4, which for
the purposes of this section we write as
Lτ =
√−g
(
2
∂µτ∂
µτ ∗
(τ − τ ∗)2
)
, (3.39)
with τ parametrising the upper half of the complex plane. It is customary to write
τ = χ+ ie−φ, with χ and φ real fields called the axion and dilaton respectively. The
above Lagrangian arises in the context of type IIB supergravity [61] and one can
check it is invariant under the transformations
τ 7→ aτ + b
cτ + d
(3.40)
with
det
(
a b
c d
)
= 1 and a, b, c, d ∈ R. (3.41)
That is, the model possesses global SL(2,R) symmetry. This can be used to find
a solution of equations of motion that break translations in the boundary while
preserving bulk homogeneity. Take for instance the group element of SL(2,R) given
by
M =
(
1 ka
0 1
)
(3.42)
All elements of this form leave φ unchanged and transforms χ as
χ 7→ χ+ ka (3.43)
Hence, we can take the ansatz χ = kz and φ = φ(r). This ansatz does not break
bulk translations in the z-direction because z 7→ z + a acts on the solution exactly
as an SL(2,R) transformation would. In a sense, for this ansatz the translations
are “aligned” with the SL(2,R) transformation (3.43) and thus the bulk remains
homogeneous. However, the boundary theory does not possess SL(2,R) invariance
and thus choosing χ = kz will break translations of the dual field theory. This
ansatz was in fact used in [62] to construct an anisotropic plasma and to study its
thermodynamics. More generally, it is known that each element g ∈ SL(2,R) has a
unique factorization as g = kan, with k, a and n being elements of the one-parameter
4This model will be further explored in chapter 4
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subgroups given by
K =
{(
cos θ − sin θ
sin θ cos θ
)}
A =
{(
er 0
0 e−r
)}
N =
{(
1 x
0 1
)}
. (3.44)
This is known as the Iwasawa decomposition [63, 64]. The transformations generated
by the subgroup N are the ones that shift the axion, as in (3.43), and thus suggest the
linear axion ansatz that we just mentioned. We then ask if there is a parametrisation
of τ in which the action of the subgroups A and K are naturally seen as a shift.
Indeed, taking χ = 0, elements of A generate a shift of the dilaton field φ, which
suggests the linear dilaton ansatz that was studied in [65]. Finally, we are left with
the action of the subgroup K. The appropriate ansatz for τ was introduced in [1]
and it is the next chapter of this thesis.
Despite the simplification provided by the Q-lattice framework, the ODEs that
arise still need to be tackled numerically in order to construct interesting solutions.
All three different constructions studied in this thesis were solved by implementing a
double-sided shooting in Mathematica which is detailed in appendix A.
33
4 | Anisotropic plasmas from axion and
dilaton deformations
4.1 | Introduction
An interesting arena for studying holography is provided by the AdS5 ×X5 class of
solutions of type IIB supergravity, where X5 is a compact five-dimensional Einstein
manifold. When X5 = S5 the four-dimensional dual conformal theory (CFT) is given
by N = 4 supersymmetric Yang-Mills theory [4]. Furthermore, when X5 = SE5,
where SE5 is Sasaki-Einstein, the four-dimensional CFT has N = 1 supersymmetry
and, starting with the work of [44, 66, 67], there are infinite classes of examples
where both the geometry is explicitly known and the dual field theory has also been
identified.
The vacua of these theories have a complex modulus, given by constant values
of τ ≡ χ + ie−φ, where χ and φ are the type IIB axion and dilaton, respectively,
corresponding to the fact that τ is dual to a marginal operator in the dual field theory.
For the case of N = 4 supersymmetric Yang-Mills theory τ is simply identified with
the theta angle, θ, and coupling constant, gYM , via τ ∼ θ2pi + i 4pig2YM . The identification
for theories with N = 1 supersymmetry is a little less direct due to renormalisation
scales and is discussed in [66].
In this chapter we will be interested in studying how the entire class of CFTs
behave under deformations of τ , with the deformation having a non-trivial dependence
on the spatial coordinates of the dual field theory. Such deformations trigger
interesting RG flows which can, moreover, lead to novel IR ground states. Such
spatially dependent deformations of CFTs are also of potential interest in seeking
applications of holography with condensed matter systems. The deformations break
translation invariance and hence they provide a mechanism to dissipate momentum in
the field theory. This leads to finite DC conductivities and hence these deformations
can be used to model various metallic and insulating behaviour (e.g. [59, 60, 68–72]).
An interesting setup, first studied in [73], involves a deformation in which the
axion is linear in one of the spatial directions. It was shown that a novel ground state
solution appears in the far IR of the RG flow which exhibits a spatially anisotropic
Lifshitz-like scaling. These solutions were generalised to finite temperature in [62, 74],
thus obtaining a dual description of a strongly coupled homogeneous and spatially
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anisotropic plasma. One motivation for studying such plasmas is that they may
provide some insights into the quark-gluon plasma that is seen in heavy ion collisions.
For the particular case of N = 4 SYM it has recently been shown [75] that the
anisotropic plasma found in [62, 74] undergoes a finite temperature phase transition,
demonstrating that the Lifshitz-like scaling ground state found in [73] is actually not
realised in the far IR. A subsequent study [76] revealed additional phase transitions
and it is not yet clear what the true ground state is. Furthermore, the modes that
are responsible for these instabilities have an analogous in the SE5 and X5 classes.
Thus, it is likely that these instabilities extend beyond the linear axion solutions
associated to S5, and it would be interesting to further investigate this matter.
From a technical viewpoint the solutions involving linear axions are appealing
because they can be obtained by numerically solving a system of ODEs. This is also
a feature of another class of deformations by τ that were studied in [65] involving a
linear dilaton. For this class it was shown that at T = 0 the RG flow approaches
an AdS4 × R solution1 in the IR. Note that unlike the linear axion solutions, the
dilaton becomes large in the linear dilaton solutions and hence string perturbation
theory will break down for a non-compact spatial direction. Both the linear axion
and the linear dilaton solutions can be viewed as special examples of “Q-lattices",
introduced in [60], where one exploits a global symmetry of the gravitational theory
in order to break translation invariance using a bulk matter sector while preserving
translation invariance in the metric. For deformations involving τ the relevant bulk
global symmetry is the SL(2, R) symmetry of type IIB supergravity which acts on τ
via fractional linear transformations.
Generic spatially dependent deformations of τ will lead to solutions, which we
refer to as holographic τ -lattices, that involve numerically solving PDEs. While it is
certainly interesting to construct such solutions and explore their properties, it is
natural to first ask if the linear axion and dilaton deformations exhaust the Q-lattice
constructions. In fact they do not. The bulk global SL(2, R) symmetry has three
different conjugacy classes of orbits and, as we will explain, the linear axion and
the linear dilaton deformations are associated with the parabolic and hyperbolic
conjugacy classes, respectively. This leaves deformations associated with the elliptic
conjugacy class that we study here. We can easily obtain a simple ansatz for these
deformations by changing coordinates in field space. Instead of the upper half plane,
the new coordinates naturally parametrise the Poincaré disc and the τ -deformation
of interest is obtained by taking a polar coordinate on the disc to depend linearly,
and hence periodically, on one of the spatial directions.
The τ -lattice solutions of [62, 65, 73, 74] and the new ones constructed here can
1This ground state is unstable for the case of X5 = S5 [65] and so it would be interesting to
examine the associated finite temperature phase transitions generalising [75, 76].
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all be found in a D = 5 theory of gravity which arises as a consistent KK truncation
of type IIB supergravity on an arbitrary X5. We will introduce this D = 5 theory
in section 4.2 where we will also briefly review the Lifshitz-like scaling solution
found in [73]. The new holographic τ -lattices will be presented in section 4.3. The
finite temperature solutions depend on two dimensionless parameters T/k and λ,
where T is the temperature, while k and λ are the wave-number and strength of the
τ -deformation, respectively. We show that at T = 0 the new τ -lattices all approach
domain walls interpolating between AdS5×X5 in the UV and the same AdS5×X5 in
the far IR, thus recovering full four-dimensional conformal invariance. The underlying
physical reason for this is that the operator which we are using to deform the CFT
has vanishing spectral density at low energies for non-vanishing momentum. Similar
domain walls have been seen in other settings involving deformations by marginal
operators that break translation symmetry [77, 78] and, as in those examples, there
is a renormalisation of relative length scales in moving from the UV to the IR.
A particularly interesting feature, for large enough values of λ, is that the solutions
have an intermediate scaling regime, governed by the Lifshitz-like scaling solution
found in [73]. At finite temperature this intermediate scaling appears for a range of
T/k and we will show how it manifests itself in the temperature scaling of various
physical quantities. For the T = 0 domain wall solutions the intermediate scaling will
appear for a range of the radial variable. Since the Lifshitz-like scaling solution of
[73] is singular the T = 0 domain wall RG flows can thus be viewed as a singularity
resolving mechanism somewhat similar to some other singularity resolving flows,
both bottom-up [79–82] and top-down [83]. An important difference is that here the
RG flow is being driven by a deformation at non-vanishing momentum.
For the finite temperature plasmas we calculate some components of the shear
viscosity tensor. The spin two components, η||, with respect to the residual SO(2)
rotation symmetry, satisfy 4piη||/s = 1, where s is the entropy density, as usual [84, 85].
However, the spin one components η⊥ behave differently. Defining F ≡ 4piη⊥/s, for
T/k >> 1 we find F → 1 while for T/k  1 we find that F approaches a constant
given by the renormalised relative length scales in the IR. For intermediate values of
T/k we have F < 1, as seen in other anisotropic examples e.g. [65, 86–89] (see [90]
for an anisotropic example where F > 1).
We also calculate the DC thermal conductivity of the plasmas in the anisotropic
direction. Using the results of [91–94] this can be expressed in terms of black hole
horizon data and we find that it has the correct scaling associated with the different
scaling regimes. For T  k the Boltzmann behaviour of the thermal resistivity, κ−1,
is Boltzmann suppressed, which is expected because of the absence of low-energy
excitations supported at the lattice momentum in the infrared, kIR [68]. By contrast
in the intermediate scaling regime, the lattice deformation gives rise to the power law
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behaviour κ ∼ k2(T/k)7/3. It is interesting to contrast these features with examples
where power law behaviour occurs at low energies due to the non suppression of
spectral density at finite momentum in the context of semi-local quantum critical
points[68, 95].
We conclude the chapter with some comments in section 4.4 while appendix B
discusses the connection between the SL(2, R) conjugacy classes and Q-lattices.
4.2 | The set-up
Our starting point is D = 5 Einstein gravity with a negative cosmological constant,
coupled to a complex scalar, Φ, with action given by
S =
∫
dx5
√−g
(
R + 12− 2 ∇µΦ∇
µΦ∗
(1− ΦΦ∗)2
)
. (4.1)
The corresponding equations of motion are given by
Rµν + 4 gµν − 2 ∇µΦ∇νΦ
∗
(1− ΦΦ∗)2 = 0 ,
∇µ
[ ∇µΦ
(1− ΦΦ∗)2
]
− 2 ∇µΦ∇
µΦ∗
(1− ΦΦ∗)3 Φ = 0 . (4.2)
The complex scalar Φ parametrises the unit Poincaré disc SU(1, 1)/U(1) ∼=
SL(2, R). It will be helpful to introduce two other standard choices of coordinates
for the scalar field manifold. For the first we write
Φ =
1 + i τ
1− i τ , τ = χ+ i e
−φ , (4.3)
where φ is the dilaton, χ is the axion and τ parametrises the upper half plane. The
metric on the scalar field manifold then takes the form
ds22 ≡ 2
dΦ dΦ∗
(1− ΦΦ∗)2 =
dτdτ¯
2(Imτ)2
=
1
2
(dφ2 + e2φ dχ2) . (4.4)
The second choice of coordinates
Φ = tanh
ϕ
2
ei α , (4.5)
resembles polar coordinates with ϕ ≥ 0 and 0 ≤ α < 2pi parametrising a circle. The
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two coordinate systems are related through the non-linear field redefinition:
χ =
sinhϕ sinα
coshϕ+ sinhϕ cosα
,
eφ = coshϕ+ sinhϕ cosα . (4.6)
In these coordinates the metric on the scalar manifold is given by
ds22 =
2
(1− ΦΦ∗)2 dΦ dΦ
∗ =
1
2
(dϕ2 + sinh2 ϕdα2) . (4.7)
The D = 5 theory (4.1) is a consistent truncation of type IIB supergravity on a
general five dimensional Einstein manifold X5. In this truncation the IIB dilaton
and axion are precisely χ and φ, respectively, while the self-dual IIB five-form is
proportional to the D = 5 volume form plus the volume form of X5. The consistency
of the truncation means that any solution of (4.2) can be uplifted on an arbitrary X5
to obtain an exact solution of type IIB supergravity. In particular, the unit radius
AdS5 solution, given by
ds25 = r
2 (−dt2 + dx2) + dr
2
r2
, Φ = 0 , (4.8)
uplifts to the vacuum AdS5 × X5 solution type IIB supergravity and is dual to a
CFT in four spacetime dimensions. Thus, the solutions of this chapter are applicable
to this infinite class of CFTs. For the special case when X5 = S5 the CFT is N = 4
supersymmetric Yang-Mills theory and when X5 = SE5 the dual CFT has N = 1
supersymmetry.
The complex scalar field τ is massless when expanded about the AdS5 vacuum
and is dual to an exactly marginal operator of the dual CFT. Indeed constant
values of τ , which we write as τ (0) ≡ χ(0) + ie−φ(0) , parametrise a complex moduli
space of CFTs. For the special case when X5 = S5, the operators dual to χ and
e−φ are proportional to TrF ∧ F and TrF 2 in N = 4 Yang-Mills, respectively, and
furthermore, we also have a simple identification τ (0) ∼ θ
2pi
+ 4pii
g2YM
. To be more precise
using the conventions in section 4 of [74], which in particular means that for the
AdS5 vacuum solution we take φ(0) = 0 and identify, for N = 4 Yang-Mills theory,
1
gs
τ (0) =
θ
2pi
+
4pii
g2YM
, (4.9)
where gs is the string coupling constant. For general X5 = SE5 there is a less direct
map because the dual field theory is described more implicitly, but nevertheless the
complex modulus can easily be identified as described in [66] (see also [96]).
It is interesting to ask what happens to the field theory when we make the
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deformation parameter τ (0) depend on some or all of the spatial coordinates, x, of
the dual field theory. At strong coupling this can be addressed by constructing
holographic solutions in which the bulk τ field behaves as τ(x, r)→ τ (0)(x) as one
approaches the AdS5 boundary at r →∞. For the case of N = 4 Yang-Mills theory,
this deformation corresponds to a spatially dependent θ and g2YM via (4.9) (with
gs still a constant). The most general deformation parameter τ (0)(x) would require
the solution of a system of non-linear PDEs in the bulk. However, for a particular
class of boundary deformations one can maintain enough homogeneity to reduce
the problem to a system of ODEs involving only the radial coordinate r. Indeed
since the scalar fields parametrise a group manifold SL(2, R) the bulk equations of
motion have a global SL(2, R) symmetry and hence one can consider the Q-lattice
constructions described in [60].
As we have already explained, and for which more details can be found in
appendix B, there are three different Q-lattice constructions, associated with the
three conjugacy classes of SL(2, R). In each case the scalar fields trace out a one-
dimensional orbit, parametrised by one of the spatial coordinates, which we take to
be z. For all three cases the associated metric is anisotropic and given by
ds25 = −U(r) dt2 +
dr2
U(r)
+ e2V1(r) dz2 + e2V2(r) (dx2 + dy2) , (4.10)
with all metric components functions of r only. The hyperbolic conjugacy class is
associated with a linear dilaton, namely χ = 0 and φ = kz, and these solutions were
constructed in [65]. Solutions associated with the parabolic conjugacy class have the
axion χ linear in z. These solutions were studied in [62, 73, 74] and some features
will be briefly reviewed in the next subsection. The focus of this chapter is solutions
associated with the elliptic conjugacy class in which the field α, introduced in (4.5),
is linear in the z coordinate and will be discussed in the following section.
4.2.1 Brief review of linear axion solutions
The solutions obtained in [73] have
φ = φ(r), χ = a z , (4.11)
where a is a constant, supplemented with the metric ansatz (4.10). It is simple
to check that this gives a consistent non-linear ansatz for the equations of motion,
leading to a system of ODEs which can be solved numerically. At the AdS5 boundary
the dilaton vanishes so that the only deformation parameter is given by a.
For the special case when X5 = S5, corresponding to N = 4 Yang-Mills theory,
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the linear axion corresponds to a θ angle in (4.9) that is linear in the z direction.
Also, recalling that the AdS5 × X5 solutions arise from D3-branes sitting at the
apex of the metric cone over X5, the configurations with χ = a z are associated
with the addition of D7-branes that are aligned along the x, y directions as well as
wrapping X5 and are smeared along the z direction. In fact it was shown in [62]
that a = (λtH/4pi)(nD7/Nc) where nD7 is the uniform density of D7-branes in the
z-direction, Nc is the number of D3-branes and λtH is the ’t Hooft parameter of the
dual field theory.
By analysing the system of ODEs it was shown in [73] that for any deformation
parameter a there is an RG flow from AdS5 in the UV to a Lifshitz-like scaling
solution in the far IR with
U =
12
11
r2, V1 =
2
3
ln r, V2 = ln r, e
φ = r2/3 . (4.12)
Notice that the metric of this IR solution admits the spatially anisotropic scaling
symmetry (t, x, y, z) → (νt, νx, νy, ν2/3z) with r → ν−1r. On the other hand the
dilaton changes under this scaling. This means that some but not all observables
will exhibit this scaling behaviour. The fact that we flow to a new fixed point in the
IR demonstrates that the linear axion deformation is marginally relevant2.
Finite temperature generalisations of these solutions were constructed and studied
in some detail in [62, 74]. For the special case of uplifting these solutions on X5 = S5,
an important subtlety is that in type IIB supergravity there are perturbative modes
around the IR geometry (4.12) which are unstable [73] and hence, for this case, the
true ground state cannot be described by the geometry (4.12). The unstable modes
lie in the 20′ representation of the global SO(6) R-symmetry and the back reaction
of some of them have been studied recently using an enlarged consistent Kaluza-Klein
truncation, valid just for the case when X5 = S5, in [75, 76]. By constructing finite
temperature solutions it was shown in [75] that there is a phase transition at finite
temperature leading to a low temperature ground state geometry which was again
Lifshitz-like but with different scaling exponents [75]. However, subsequent work in
[76] revealed additional instabilities and the current status is that the true ground
state for this case is not yet clear. On the other hand for generic X5 manifolds the
instability of [73] is not present and one can hope that (4.12) will be the true ground
state for an infinite sub-class of cases.
2Note that this is also true of the linear axion solutions constructed in [70] both at vanishing
and non-vanishing charge density.
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We now turn our attention to a different non-linear ansatz associated with the
parametrisation (4.5). It is simple to check that the ansatz for the scalars
ϕ = ϕ(r), α = k z , (4.13)
combined with the metric given by (4.10) is consistent, leading to a system of ODEs.
In particular, the scalar equation of motion can be written
(
eV1+2V2Uϕ′
)′
=
1
2
k2e2V2−V1 sinh 2ϕ . (4.14)
The boundary deformations are now given by λ ≡ ϕ(0), where ϕ(0) ≡ ϕ(r =∞),
and the period k. An important difference in this parametrisation of the complex
scalar, compared with those in [65, 73], is that the boundary deformation is periodic
in the coordinate z with period 2pi/k. At fixed r, as we traverse a single period in
the z direction it is clear from (4.5) that we traverse a circle in the Poincaré disc
centred at the origin and with radius tanh ϕ
2
. Equivalently, in terms of χ, φ from
(4.6) this corresponds to a circle in the upper half plane centred on the imaginary
axis at e−φ = (1 + tanh2 ϕ
2
)/(1− tanh2 ϕ
2
) and with radius 2 tanh ϕ
2
/(1− tanh2 ϕ
2
).
Notice, in particular, for the case of N = 4 Yang-Mills using (4.9) we see that
both couplings θ and g2YM are modulated by the same period. We also notice that
provided ϕ is bounded in the bulk, which will turn out to be the case in the solutions
we construct, then eφ is also bounded and hence string perturbation theory is not
breaking down for these solutions3.
Like the linear axion deformation we can again interpret these deformations as
arising from D3-branes at the apex of the metric cone over X5 with a distribution
of D7-branes aligned along the (x, y) directions, wrapping X5 and smeared in the
z-direction. A striking difference however is that the integral of χ(0) along a period
in the z-direction vanishes and so we have a distribution of both D7-branes and anti
D7-branes.
Before constructing numerical solutions, we first develop some intuition about
what will happen with the solutions in the two limits λ  1 and λ  1. For the
small λ limit it is enough to examine small and static fluctuations of the scalar based
on the ansatz (4.13) around the AdS5 vacuum solution (4.8). By linearising the
3Recall that we are using conventions where string perturbation theory is governed by gseφ,
where gs is a free constant.
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scalar equation of motion (4.14) we deduce that
δφ(r) = λ
k2
2 r2
K2
(
k
r
)
, (4.15)
where K2 is a Bessel function, which close to the AdS boundary gives the desired
falloff:
δϕ(r) = λ− λ k
2
4 r2
+
λ k4
64 r4
(
3− 4γ − 4 ln
(
k
2 r
))
+ · · · . (4.16)
By expanding the perturbation (4.15) close to the Poincaré horizon at r = 0 we find
δϕ(r) = λ
√
pi
8
(
k
r
)3/2
e−k/r + · · · . (4.17)
This perturbation will back react on the metric at order λ2 and explicit expressions
can be obtained in terms of Meijer G-functions. The behaviour in (4.17)demonstrates
that when λ is small, the deformation of the boundary theory does not significantly
affect the IR physics away from the AdS5 vacuum (4.8). Indeed it is clear that k
sets a scale in the bulk with the geometry rapidly returning to the AdS5 vacuum at
r < k. At finite temperature, similar statements can be made for the corresponding
horizon at temperatures T < k.
We conclude that at T = 0, at least for small λ, the deformation gives rise to a
domain wall solution interpolating between AdS5 in the UV and the same AdS5 in
the IR. This behaviour should be contrasted with what occurs for the linear axion
deformations [73] and the linear dilaton deformations [65], both of which modify
the lR. As we will explain in more detail later there is a renormalisation of relative
length scales as one moves from the UV to IR, which for small λ is of order λ2.
Note that similar domain walls have been shown to arise in other contexts involving
deformations with spatially dependent marginal operators [77, 78].
We now turn our attention to deformations corresponding to large λ. In this case,
one has to construct the full geometry either in closed form or, as we do in the next
section, numerically. However, we can still obtain some insight based on analytic
arguments. When λ is large, the scalar field ϕ(r) close to the boundary of AdS5 will
also be large. In that region, the complex scalar target space metric in the (α, ϕ)
coordinates given in (4.7) can be approximated by
ds22 ≈
1
2
(
dϕ2 + e2ϕ d
(α
2
)2)
, (4.18)
which locally looks exactly like the metric (4.4) given in the (χ, φ) coordinates. It is
natural to expect, therefore, that for the zero temperature solutions there will be
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a large region where the metric scales according to (4.12) while the scalar behaves
as ϕ ≈ 2
3
ln r. As we then move deeper in the bulk geometry, the scalar becomes
smaller and this approximation breaks down. It is then plausible that as soon as
soon as we are in the region r < k, we move quickly back to the horizon of AdS5
with the scalar behaving as in (4.15).
Similar comments apply at finite temperature. For high temperatures we expect
the entropy density, s, will scale as s ∼ T 3 corresponding to the scaling associated
with the AdS-Schwarzschild black hole. This will also be the behaviour for T  k if
the solution approaches the AdS5 to AdS5 domain wall, which we know happens for
small λ, and we will shortly see also happens for large λ. To be more precise, due to
the length renormalisation we expect this behaviour for T  kIR ≡ k/L¯1 (with L¯i
defined below; see (4.25)).
In addition we expect an intermediate scaling region where s would scale according
to s ∼ T 8/3 associated with the finite temperature version of the scaling solution
(4.12). The lower bound of this region should satisfy 1 T/kIR, to ensure that we
are not dominated by the T = 0 domain wall, while the upper bound will be fixed
by ensuring that we are not dominated by the high T AdS-Schwarzschild solution. A
consideration of the expansions of the functions in the UV that we give below (4.19)
suggests that we should have T/k  eλ.
4.3.1 Numerical construction
We consider the ansatz for the metric given in (4.10) supplemented with the ansatz for
the complex scalar Φ given by (4.13) and (4.5). After substituting into the equations
of motion (4.2) we obtain a system of ODEs for four functions, U, V1, V2 and ϕ, of the
radial coordinate r. The function U satisfies a first order ODE, while the functions
V1, V2 and ϕ satisfy second order ones. In order to find finite temperature solutions
we use a standard double sided shooting technique which we now outline.
Close to the AdS5 boundary, located at r =∞, the expansion of the four functions
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has the form
U(r) = r2
(
1− k
2 sinh2 λ
12r2
+
B1
r4
+
ln r
72r4
k4 sinh2 λ(2 cosh 2λ+ 1) + · · ·
)
,
V1(r) = ln r +
k2 sinh2(λ)
12r2
+
B2
r4
− ln r
72r4
k4 sinh2 λ(2 cosh 2λ+ 1) + · · · ,
V2(r) = ln r − k
2 sinh2 λ
24r2
+
k4(cosh 2λ− cosh 4λ)− 576B2
1152r4
+
ln r
144r4
k4 sinh2 λ(2 cosh 2λ+ 1) + · · · ,
ϕ(r) = λ− k
2 sinh 2λ
8r2
+
B3
r4
− ln r
96r4
k4(sinh 2λ− 2 sinh 4λ) + · · · . (4.19)
In particular, after fixing the scalar deformation parameter λ as well as the length
scales of the asymptotic metric, we are left with the three constants of integration Bi.
Notice that if we rescale the radial coordinate r → νr as well as rescaling (t, x, y, z)
by ν−1 the ansatz will be preserved by the following scaling of the UV parameters:
k → νk, λ→ λ ,
B1 → ν4B1 − (νk)
4
72
sinh2 λ(2 cosh 2λ+ 1) ln ν ,
B2 → ν4B2 + (νk)
4
72
sinh2 λ(2 cosh 2λ+ 1) ln ν ,
B3 → ν4B3 + (νk)
4
96
(sinh 2λ− 2 sinh 4λ) ln ν . (4.20)
The log terms are associated with anomalous scaling of physical quantities due to
the conformal anomaly which is non-vanishing (see [74] for a related discussion).
We also demand that the solutions have a regular black hole event horizon located
at some value r = r+. This leads us to the following expansion near r = r+:
U = h11(r − r+) + h12(r − r+)2 + . . . ,
V1 = H2 +H1(r − r+) + h22(r − r+)2 + · · · ,
V2 = H3 + h31(r − r+) + · · · ,
ϕ = H4 + h41(r − r+) + · · · . (4.21)
The expansion is specified by four free constants Ha, with the remaining constants
hij fixed in terms of those. We find that the temperature and entropy density of the
black holes are given by
T =
r+
pi
16 + k2(1− cosh(2H4)) e−2H2
16(H1r+ + 1) ,
s = 4pieH2+2H3 , (4.22)
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Figure 4.1: Plot of the logarithmic derivative of s, where s is the entropy density, and
the Kretschmann scalar at the black hole horizon, W , for three values of the deformation
parameter λ = 2, 5 and 7 (from lightest to darkest). At low temperatures the solutions are
approaching domain walls interpolating between AdS5 in the UV and the same AdS5 in
the IR. The dashed constant lines in the left panel are at 3 and at 8/3, while in the right
panel they are at 112 and 256/3, and the intermediate scaling behaviour, parametrically
large in λ, is clearly revealed for large λ.
respectively.
In total we have ten free constants: Bi, λ, k, Ha, and r+, but one of these is
redundant due to the scaling symmetry given in(4.20). By numerically solving the
ODEs starting at both r = r+ and r = ∞ we match the four functions at some
point in the middle r = rm along with continuity of the first derivatives ϕ′, V ′1 and
V ′2 . This leads to seven conditions and thus the solution space is specified by two
dimensionless parameters which we take to be λ and T/k.
We have constructed various black hole solutions for different values of the
deformation parameter λ using a numerical implementation of the above technique.
In figure 4.1 we plot the logarithmic derivative of s as a function of T/k for three
different values of λ. Notice that when d ln s/d lnT is equal to a constant γ the
entropy is scaling with temperature according to s ∝ T γ. We also plot the value of
W , the Kretschmann scalar at the black hole horizon:
W ≡ [Rµ1µ2µ3µ4Rµ1µ2µ3µ4 ]r=r+ . (4.23)
For each of the three branches we see that when T/k  1, the entropy scales as
s ∝ T 3, as expected. Indeed, for T/k  1 the temperature scale is much higher
than the deformation scale set by λ and the solutions are approaching the standard
AdS-Schwarzschild solution. This is also confirmed by the value of the Kretschmann
scalar at the horizon which is approaching 112, the value for the AdS-Schwarzschild
solution.
For T/k  1, we see from figure 4.1 that the solutions behave similarly to the
high temperature solutions. We conclude that at that low temperatures the solutions
are approaching domain wall solutions that interpolate between the deformed AdS5
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in the UV and the AdS5 vacuum in the IR. For small values of λ this was anticipated
from our perturbative analysis and now we see that it also occurs for large λ.
As with other domain walls interpolating between the same AdS space (e.g.
[77, 78, 97–99]), there can be a renormalisation of relative length scales between the
UV and the IR. To extract this information we assume that the far IR of the domain
wall solution at T = 0 has a metric as in (4.10) with U = r2 and e2Vi = L¯2i r2. Since
a rescaling of the radial coordinate in the IR would lead to a rescaling of both the
time coordinate and the spatial coordinates, the invariant quantities, L¯i, are the
relative length scales with respect to the scale fixed by the time coordinate. Since
in the UV we approach a unit radius AdS5, the L¯i give the renormalisation of the
relative length scales for the RG flow. It is slightly delicate to extract the L¯i from
the finite temperature solutions, because the constants H2 and H3 in (4.21) go to
zero as T → 0. After considering heating up the putative domain wall solution with
a small temperature and examining the behaviour at the horizon, we deduce that
the L¯i can be obtained by taking the limit
L¯i = lim
T/k→0
Li , (4.24)
where we have defined4
Li ≡ 1
piT
eVi |r=r+ . (4.25)
Since eV1 and eV2 are the norms of the Killing vectors ∂z and ∂x, ∂y, respectively, we
see that we can also write the Li in a manifestly invariant way as:
L1 = 2
( |∂z|
κ
)
r=r+
, L2 = 2
( |∂x|
κ
)
r=r+
, (4.26)
where here (only) κ is the surface gravity of the black hole.
We have plotted Li as a function of T/k in figure 4.2. We see there is a significant
relative length renormalisation in the anisotropic z direction, given by L¯1, that
appears to monotonically increase with λ. By contrast we see that L¯2 = 1. The
meaning of this is simply that the domain wall solution at T = 0 will preserve the
symmetry of R1,2 along the full flow. Indeed it is easy to show that setting e2V2 = U
is a consistent truncation of the equations of motion.
Returning to figure 4.1, we can also see, for sufficiently large λ, the clear emergence
of an intermediate scaling behaviour with s ∝ T 8/3, associated with the finite
temperature Lifshitz-like scaling solution (4.12) (see [73]). To quantify this, we note
that for the case of λ = 7, for example, our numerics show that the minimum of the
4In D spacetime dimensions we would have Li ≡ (D−1)4piT eVi |r=r+ .
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Figure 4.2: Plot of Li, defined in (4.25) against T/k for three values of the deformation
parameter λ = 2, 5 and 7 (from lightest to darkest). The values of L¯1 and L¯2, which are the
values of L1 and L2 as T/k → 0, give the relative length renormalisations in the z direction
and the x, y directions, respectively, for the zero temperature AdS5 to AdS5 domain wall
solutions. The dashed orange line at the top of the right plot is at ln
√
12/11 associated
with the intermediate scaling behaviour for large enough λ.
darkest curve in the left plot of 4.1 takes the value 2.6668 at lnT/k = 1.317. We also
see that the scaling region is becoming parametrically large as λ is increased. The
lower bound is roughly given by T/kIR & 1 where kIR ≡ k/L¯1. The upper bound
satisfies lnT/k  λ and appears to scale with λ as anticipated. In the intermediate
scaling region the value of the Kretschmann scalar at the horizon, W , defined in
(4.23), is approaching 256/3 which is the same as that of the black holes associated
with heating up the Lifshitz-like scaling fixed point which were presented in equation
(2.27) of [73]. It is also interesting to note that in the intermediate scaling regime
we see from figure 4.2 that lnL2 ∼ ln
√
12/11 ∼ 0.0435. This is precisely the value
associated with a domain wall solution approaching (4.12) at low temperatures.
Finally, for all T/k and for all deformation parameters λ, we find that the scalar
field ϕ monotonically decreases as a function of the radius from λ at r =∞ down to a
constant at the black hole horizon. This behaviour can be established by multiplying
(4.14) by ϕ′ and then integrating in the radial direction from the horizon to r. The
integral of the right hand side is positive and after integrating the the left hand side
by parts one can establish (ϕ2)′ ≥ 0. Notice, in particular, that the dilaton eφ is
bounded and so string perturbation theory does not break down in the bulk.
4.3.2 Shear viscosity and DC thermal conductivity
The viscosity shear tensor, ηij,kl, is defined in terms of the DC limit of the imaginary
part of the retarded, two point function of the stress tensor:
ηij,kl = lim
ω→0
1
ω
ImGRij,kl(ω) , (4.27)
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where GRij,kl(ω) = 〈Tij(ω, k = 0)Tkl(ω = 0, k = 0)〉. The procedure for calculating
ηij,kl by studying the behaviour of metric perturbations is well known. Here we will
import the results for anisotropic holographic lattices presented in [89] in order to
calculate some of the components for our new anisotropic τ -lattice.
We define η|| ≡ ηxy,xy, which is associated with spin 2 perturbations with respect to
the residual SO(2) rotation invariance in the x, y plane. By examining the behaviour
of the metric perturbation involving δgxy, as in [89], we obtain the standard result
η|| =
s
4pi
. (4.28)
We next define η⊥ ≡ ηxz,xz = ηyz,yz, which is associated with spin 1 perturbations
with respect to SO(2). The equality arises because of the residual SO(2) rotational
symmetry in the x, y plane. These components of the shear viscosity can be obtained
by examining metric perturbations involving hx,z, hy,z which together carry spin 1
with respect to the SO(2) symmetry. Following the calculation exactly as in [89], we
obtain
η⊥ =
s
4pi
e2(V2−V1)
∣∣
r=r+
. (4.29)
It is convenient to define the dimensionless quantity
F = η⊥
4pi
s
= e2(V2−V1)
∣∣
r=r+
=
(
L2
L1
)2
, (4.30)
where the Li were defined in (4.25).
Our numerical results for F are presented in figure 4.3. For T/k  1 our
anisotropic solutions approach the standard AdS-Schwarzschild solution and hence
in this limit we expect F → 1, as we see in the figure.
Next, for T/k  1 the solution is approaching a domain wall solution interpolating
between AdS5 in the UV and the same AdS5 in the IR, but with a renormalisation
of relative length scales. In this limit we thus expect F to approach a constant, but
a priori it is not clear whether this constant is bigger or smaller than one. Figure
4.3 shows that as T/k → 0 we have5 F → F0 with 0 < F0 < 1. We also see that
the value of F0 monotonically decreases with increasing deformation parameter λ.
Furthermore, as we decrease T/k, we see that F monotonically decreases from F = 1
down to F = F0.
Finally, for large enough λ, in the intermediate scaling regime we expect that F
5This behaviour should be contrasted with the low temperature behaviour for other anisotropic
models, where F is vanishing as result of different ground states at T = 0. For example, in the
linear dilaton models F ∝ T 2 [65], while for the linear axions solutions of [62, 73, 74] we have
F ∝ T 2/3 [86, 87].
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Figure 4.3: Behaviour the logarithm of F ≡ η⊥ 4pis , where η⊥ is a component of the shear
viscosity tensor, for three values of the deformation parameter λ = 2, 5 and 7 (from lightest
to darkest). The left plot shows lnF monotonically decreasing from 0 at high temperatures
to a finite negative constant at low temperatures. The right plot shows the intermediate
scaling behaviour for large enough λ, with the dashed orange line at 2/3.
will exhibit the same temperature scaling as for the Lifshitz scaling solution (4.12).
An inspection of (4.12) reveals that the ratio of length scales imply F ∝ T 2/3. This
behaviour is also clearly visible in figure 4.3.
We conclude this section by calculating the DC thermal conductivity. The
DC thermal conductivity is infinite in the x and y directions, due to translation
invariance. However, our τ -lattice breaks translations in the z direction and hence
the conductivity, κ, in this direction will be finite. It has been shown that κ can
be obtained, universally, by solving a system of Stokes equations on the black hole
horizon [92–94]. In fact these equations can be solved exactly for holographic lattices
that depend on just one spatial direction giving results that were obtained earlier in
[91]. For the case at hand we find that
κ =
4pisT
k2 sinh2 ϕ
∣∣∣∣
r=r+
=
16pi5T 4L1L
2
2
k2 sinh2 ϕ(r+)
, (4.31)
and our results are plotted in figure (4.4).
Given the understanding of the solutions that we have now gained, for T/k  1
we expect that the scaling with temperature of κ will be the same as for the AdS-
Schwarzschild solution and hence proportional to T 4. Indeed, from (4.31), with
L1, L2 → 1 and ϕ(r+)→ λ we explicitly see that we have κ ∼ k2(T/k)4 for T/k  1.
Similarly, for T/k  1, we expect that the system will approach an ideal
conductor associated with the momentum dissipating pole for the corresponding
Green’s function approaching the origin in the complex frequency plane. From the
perturbative solution (4.17) we can deduce that
κ ∼ 128pi
7T 7
λ2k5
e2k/piT , T/k  1, λ 1 . (4.32)
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Figure 4.4: Scaling behaviour of the thermal conductivity κ as a function of lnT/k for
three values of the deformation parameter λ = 2, 5 and 7 (from lightest to darkest). The
dashed blue line is at 4 and the dashed orange line, associated with the intermediate scaling,
is at 7/3.
More generally by considering heating up a domain wall solution we expect
κ ∼ (T 7/k2k3IR)e2k/piT (4.33)
for T/k  1.
Finally, in the intermediate scaling regime, based on the result in [91], we expect
that κ ∼ k2(T/k)7/3. This is exactly the behaviour that our numerics produces as
we see in figure 4.4. For T  k the Boltzmann behaviour of the thermal resistivity,
κ−1, can be understood as a consequence of the absence of low-energy excitations
supported at the lattice momentum kIR. More precisely, if we denote by O the
operator dual to the axion and dilaton then the behaviour is a consequence of the
vanishing of the spectral function ImGROO(ω, kIR) as ω → 0, as explained in [68].
All of the above features for κ are clearly displayed in figure 4.4.
4.4 | Discussion
We have investigated a new class of anisotropic plasmas associated with the infinite
class of CFTs that have AdS5 × X5 holographic duals. The plasmas arise from
periodic deformations of the axion and dilaton of type IIB supergravity that depend
on just one of the spatial directions. While these deformations do not modify the
far IR physics, apart from a simple renormalisation of relative lengths scales, for
sufficiently large deformations there is a novel intermediate scaling regime governed
by a Lifshitz-like solution with a linear axion that was found in [73].
The deformations that we have considered arise from a distribution of D7-branes
and anti- D7-branes smeared along one of the spatial directions of the field theory.
It is rather remarkable that one can construct back-reacted solutions for such
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configurations. It is also suggestive that the solutions may suffer from instabilities
and it would be worthwhile to investigate this issue in more detail.
For the particular case of X5 = S5, associated with N = 4 Yang-Mills theory,
it is known that the Lifshitz-like solution is unstable [73]. At finite temperature it
was shown that the linear axion solutions have phase transitions [75, 76] leading to
new branches of solutions. It would be interesting to investigate whether similar
instabilities and phase transitions occur for the τ -lattices we have constructed here.
It seems plausible that there is a critical value of the deformation parameter where
instabilities set in. For the case of the linear axion deformations, the addition of a
gauge-field has been investigated in [76, 100]. Similarly incorporating a gauge field
with the new τ -lattices is another topic for further study.
The deformations that we have constructed are periodic in the spatial direction.
Indeed as one moves along a period in the spatial direction the field configuration
traverses a circle in the Poincaré disc. One can construct other periodic configurations
by utilising the exact SL(2, Z) symmetry of type IIB string theory. More precisely,
as one moves along a period in the spatial direction, one can demand that while
τ itself is not periodic, it is periodic after acting with a non-trivial element of
SL(2, Z). Examples of such solutions can easily be obtained from the solutions we
have presented here by taking SL(2, Z) quotients of the circle on the Poincaré disc.
Notice that integrating along the periodic spatial direction would then lead to a net
(p, q) D7-brane charge. There are many more possibilities when additional spatial
directions are involved and it would be interesting to explore such constructions in
more detail.
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5 | Boomerang RG Flows in M-theory
with intermediate scaling
5.1 | Introduction
The AdS/CFT correspondence provides us with powerful tools to investigate the
behaviour of strongly coupled conformal field theories that have been deformed by
operators that explicitly break spatial translations. Indeed, by solving suitable gravi-
tational equations we can study how such systems evolve under the renormalisation
group as well as study their properties at finite temperature.
From the previous chapter, we see that in type IIB supergravity there is a rich
class of examples associated with the family of AdS5 ×X5 vacuum solutions, where
X5 is an Einstein space . Motivated by these type IIB constructions, in this chapter
we will construct examples of Q-lattices of D = 11 supergravity which are associated
with the AdS4 × S7 vacuum solution. While we find some similarities with the type
IIB solutions we also find many new features. The new constructions will be made
in the N = 2 STU gauged supergravity theory in four dimensions [101]. Recall
that this theory arises from a consistent truncation of N = 8 gauged supergravity
and hence any solution can be uplifted on the seven sphere, or a quotient thereof,
to obtain a solution of D = 11 supergravity [101–103]. As such our solutions are
directly relevant to ABJM theory [42].
The new D = 4 solutions involve two complex scalar fields each of which
parametrises SL(2, R)/SO(2). The Lagrangian has a potential term which breaks
the SL(2, R) symmetry down to SO(2) and we use the latter for our Q-lattice
construction. When expanded about the AdS4 vacuum these scalar fields are dual
to relevant operators in the dual CFT; this can be contrasted with the type IIB
axion-dilaton which is massless and dual to a marginal complex operator (for any
choice of X5). Within the ABJM theory the scalar fields are dual to certain scalar
and fermion bilinear operators and the RG flows are thus being driven by spatially
modulated mass deformations.
An additional difference with the type IIB flows is that having two complex scalars
allows us to break translation invariance in both spatial directions. Furthermore,
this is achieved with a bulk metric that preserves spatial isotropy in the field theory
directions. We will construct a one parameter family of solutions, parametrised by
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z = 1
z = 5/2
k = 0AdS4
Figure 5.1: Schematic picture of the family of boomerang RG flows, parametrised by
Γ/k which fixes the strength of the relevant UV deformation. They all flow from the AdS4
vacuum in the UV to the same AdS4 vacuum in the IR. For sufficiently large Γ/k the
solutions exhibit two intermediate scaling regimes in the bulk geometry. Both regions are
of hyperscaling violation form given in (5.12): the first is Lorentz invariant with z = 1,
θ = −2 while the second has z = 5/2, θ = 1. Neither of the two intermediate scaling
regimes are associated with exact solutions of D = 11 supergravity. The blue ‘k = 0’
line is associated with a Lorentz invariant RG flow from AdS4 in the UV to approximate
hyperscaling behaviour with z = 1, θ = −2 in the far IR.
the dimensionless ratio Γ/k, where Γ governs the strength of the deformation of
the relevant operators in the UV and k is the wave number of the periodic spatial
modulation.
Similar to the type IIB solutions, the new RG solutions are again boomerang
flows, flowing from the AdS4 vacuum solution in the UV down to the same AdS4
solution in the IR with renormalised relative length scales. In addition, for large
enough values of Γ/k we find that on the way to IR the RG flow exhibits intermediate
scaling behaviour, similar to the D = 5 flows in the elliptic class. Interestingly,
however, in contrast to the D = 5 flows there are now two distinct intermediate
scaling regimes and both exhibit hyperscaling violation [104–106]. The first regime
is Lorentz invariant with dynamical exponent z = 1 and hyperscaling violation
exponent θ = −2, while the second has z = 5/2 and hyperscaling violation exponent
θ = 1. A schematic picture of the RG flows is presented in figure 5.1.
This first intermediate scaling regime is directly related to the fact that we are
deforming by a relevant operator. Indeed, the dimensionless deformation parameter,
Γ/k, necessarily involves k and hence one can anticipate that the Γ/k →∞ behaviour
should approach that of RG flows with k = 0 and Γ 6= 0. This simple observation
indicates that Poincaré invariant intermediate scaling will be a more general phe-
nomena in systems with deformations of relevant operators that break translations.
Note that it did not occur in the type IIB flows [1] because the deformations by
the axion and dilaton are associated with marginal operators. The existence of the
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second intermediate scaling regime is less obvious, a priori, and furthermore it is an
interesting fact that this regime appears for the same values of Γ/k for which the
first intermediate scaling appears.
Another difference with the D = 5 flows, is that neither of the intermediate scaling
behaviours are governed by fixed point solutions of the D = 4 gauged supergravity
theory. Indeed the fact that there is hyperscaling violation means that there is a
scalar field that is still running and hence they cannot be fixed point solutions. In fact,
there are no exact hyperscaling violation solutions to the equations of motion which
are determining the scaling behaviour. To elucidate the first regime, we construct
a Poincaré invariant RG flow with Γ 6= 0 and k = 0, which flows from AdS4 in the
UV and approaches a hyperscaling violation behaviour in the far IR, without the
far IR behaviour being itself a solution to the equations of motion. It is the far IR
scaling behaviour of this RG flow, which we call the ‘k = 0 flow’, that governs the
first intermediate scaling of the RG flows with broken translation invariance shown
in figure 5.1.
To understand the second scaling regime, we show that there is a hyperscaling
violation solution with broken translation invariance and z = 5/2, θ = 1 of an
auxiliary theory of gravity, which has equations of motion that agree with the STU
theory for large values of the modulus of the complex scalar fields. It is this solution
which governs the second intermediate scaling of our RG flows shown in figure 5.1.
We are unaware of other RG flows in holography which exhibit such novel
intermediate scaling behaviour and anticipate that these, or closely related flows,
will have interesting applications. It is worth highlighting that using an auxiliary
theory of gravity to govern intermediate scaling is rather simple and natural from the
gravity side, but it is less so from the field theory point of view. Roughly speaking,
it is associated with moving to the boundary in the space of coupling constants.
We have organised the chapter as follows. In section 5.2 we introduce the D = 4
theory of gravity that we will study, as well as the ansatz for the new RG flow
solutions. In section 5.3 we pause to discuss both the k = 0 RG flow and also
the scaling solution of an auxiliary theory of gravity, each of which governs an
intermediate scaling behaviour of the boomerang RG flows. The main results for
the RG flows with intermediate scaling are presented in section 5.4. In this section
we also discuss how the intermediate scaling manifests itself in the behaviour of
thermodynamic quantities at finite temperature, as well as in the behaviour of spectral
functions of certain operators in the dual CFT at zero temperature. Using a matched
asymptotics argument1, which provides sufficient conditions for the appearance of
intermediate scaling behaviour, we will expose an interesting type of universality
1Matching arguments were also discussed in the context of intermediate scaling of the optical
conductivity in [82].
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whereby scalar operators with different scaling dimensions, ∆, in the dual CFT, up
to some maximum value set by the details of the flow, can have spectral functions
with the same intermediate scaling behaviour for a certain range of frequency. We
conclude with some final comments in section 5.5. In appendix B we discuss the
D = 4 STU theory and also present an ansatz that can be used to construct charged
anisotropic Q-lattice solutions.
5.2 | The set-up
Our starting point is the N = 2 truncation of maximal N = 8 SO(8) gauged
supergravity in four dimensions, whose bosonic field content consist of the metric,
four U(1) gauge-fields and three neutral complex scalar fields Φi which we write as
Φi = Xi + iYi = λie
iσi . (5.1)
The Lagrangian is given in appendix C. The Xi are components of the 35 scalars
and the Yi are components of the 35 pseudoscalars transforming in the 35v and
35c of the SO(8) global symmetry of the N = 8 theory, respectively [107]. Using
the formula given in [101–103], any solution of the N = 2 theory can be explicitly
uplifted on a seven sphere to obtain an exact solution of D = 11 supergravity.
In the bulk of this chapter we will be interested in solutions with vanishing
gauge-fields and we will also truncate λ1 = σ1 = 0, which we can do consistently.
Thus, we consider the Lagrangian
L = R− 1
2
3∑
i=2
[
(∂λi)
2 + sinh2 λi(∂σi)
2
]
+ 2(1 + coshλ2 + coshλ3) . (5.2)
The AdS4 vacuum solution, with unit radius and λ2 = λ3 = σ2 = σ3 = 0, uplifts to
the maximally supersymmetric AdS4 × S7 solution.
We now introduce the following ansatz, which breaks translation invariance in
both spatial directions (x, y) of the dual field theory:
ds2 = −U(r)dt2 + U(r)−1dr2 + e2V (r)(dx2 + dy2) ,
σ2 = kx, σ3 = ky, λ2 = λ3 = γ(r) . (5.3)
Notice that the ansatz for the metric preserves the spatial isotropy in the (x, y)
directions. Also, since the σi are periodic variables, the dependence on the spatial
coordinates is periodic in x, y with period 2pi/k. This ansatz solves the equations of
motion for σ2 and σ3 and moreover because (∂σ2)2 = (∂σ3)2 it is consistent to have
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λ2 = λ3 = γ. The remaining equations of motion lead to a first order ODE for U
and two second order ODEs for V and γ given by:
U ′ =
1
2V ′
(
2(1 + 2 cosh γ)− e−2V k2 sinh2 γ + U(γ′2 − 2V ′2)) ,
V ′′ = −V ′2 − 1
2
γ′2 ,
Uγ′′ = (−2 + e−2V k2 cosh γ) sinh γ − (U ′γ′ + 2UV ′)γ′ . (5.4)
As r →∞ we demand that the solutions approach the AdS4 solution with the
following asymptotic behaviour
U = r2 + ... , e2V = r2 + . . . , γ =
Γ
r
+ . . . . (5.5)
It will be convenient to refer to Γ and k as ‘deformation parameters’ in the following.
For fixed dimensionless parameter Γ/k, by solving the ODEs with prescribed boundary
conditions in the IR, we can then obtain the sub-leading terms in the expansion
(5.5) and these can be used to parametrise ‘expectation values’ of the dual operators.
Viewing (5.2) from a bottom-up context this is the appropriate language to describe
the RG flow when γ is dual to an operator with scaling dimension ∆ = 2. However,
in the top-down context it is important to note that the ansatz for the complex
scalars is written in terms of the Xi and Yi as
X2 = γ(r) cos(kx), Y2 = γ(r) sin(kx) ,
X3 = γ(r) cos(ky), Y3 = γ(r) sin(ky) , (5.6)
with X1 = Y1 = 0. Now supersymmetry implies that the scalars Xi and the
pseudoscalars Yi are associated with operators of scaling dimension ∆ = 1 and
∆ = 2, respectively. The parameter Γ therefore describes deformations of two
pseudoscalar operators with spatial dependence given by sin kx and sin ky. However,
the deformations of two scalar operators, which have spatial dependence cos kx and
cos ky, are given by the sub-leading terms in (5.5). It is precisely this tuning of the
deformation parameters of these operators that allows us to construct the RG flows
by solving a system of ODE’s. It would be interesting to extend our solutions away
from this tuned situation, but that will necessarily involve solving partial differential
equations and this will be left for future work. We also return to this issue below
when we discuss finite temperature solutions.
The solutions that we construct are in the U(1)4 invariant bosonic sector of N = 8
gauged supergravity. As such, after being uplifted on the S7 to obtain solutions of
D = 11 supergravity, they will survive the cyclic quotient of the S7 and hence are
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relevant for the N = 6 ABJM theory [42]. The scalar fields Xi are dual to operators
that are scalar bilinears, while the pseudoscalar fields Yi are dual to operators that are
fermion bilinears. More precisely, under the SU(4)× U(1) ⊂ SO(8) holographically
identified with the global symmetries of the ABJM theory, the Xi and Yi each
transform in a 150 representation and are thus dual to operators schematically of
the form
Oφφ ∼ Tr
(
φ†
A¯
φB − 1
4
δBA¯ φ
†φ
)
, Oψψ ∼ Tr
(
ψ†
A¯
ψB − 1
4
δBA¯ ψ
†ψ
)
, (5.7)
respectively, where φ,ψ are scalar and fermion fields of the ABJM theory, respectively.
The RG flows are being driven by spatially modulated deformations of these operators
and (5.6) shows that this breaks spatial isotropy in the (x, y) directions.
5.2.1 Perturbative deformations
The RG flow solutions that we have constructed depend on the dimensionless
deformation parameter Γ/k. For small deformations, Γ/k  1, we obtain some
important insight by solving the equations as a perturbative expansion about the
AdS4 vacuum. At leading order in Γ/k we can easily solve the linearised equation of
motion for γ. Choosing the integration constants so that the solution is both regular
at the Poincaré horizon and with boundary conditions as in (5.5) we find
γ(r) =
k
r
e−k/r (Γ/k) +O (Γ/k)2 . (5.8)
This solution will back react on the metric at order (Γ/k)2 and explicit expressions
can be obtained subject to the appropriate boundary conditions. We find
U = r2[1 +
(
k
4r
e−2k/r
)
(Γ/k)2 +O (Γ/k)3] ,
e2V = r2[1 +
1
8
(
1− e−2k/r(1 + 2k
2
r2
)
)
(Γ/k)2 +O (Γ/k)3] . (5.9)
In the far IR, as r → 0, the metric rapidly approaches the same AdS4 solution
that appears in the UV, with the scale of the approach set by k. The only difference
between the AdS4 solutions in the UV and the IR is that there is a renormalisation
of relative length scales. In the UV we can define the ratio χUV = limr→∞ U1/2/eV
and similarly χIR = limr→0 U1/2/eV in the IR, both of which are invariant under
scalings of the radial coordinate. Following [108] we can then define the RG flow
invariant, n, (sometimes called the ‘index of refraction’ for the RG flow) as n ≡ χUV
χIR
.
Since in the parametrisation we are using U → r2 both as r → ∞ and r → 0 we
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have
n =
eV (r → 0)
eV (r →∞) = 1 +
1
16
Γ2
k2
+O (Γ/k)3 . (5.10)
The recovery of conformal invariance that we see2 for small values of Γ/k is
associated with the fact that the operators used in the deformation have vanishing
spectral weight at low energies. To determine what happens for larger values of Γ/k
it is necessary to solve the equations of motion numerically. Our numerical results,
summarised below, indicate that for arbitrarily large values of Γ/k the RG flows are
all boomerang flows. In addition, we find that for large enough Γ/k all of the RG
flow solutions successively approach, for intermediate values of the radial coordinate
r/k, two intermediate scaling behaviours before hitting the AdS4 behaviour in the
far IR.
5.3 | Intermediate Scaling Solutions
The two intermediate scaling behaviours that we observe in the boomerang RG
flows are, somewhat surprisingly, not associated with exact hyperscaling solutions of
the equations of motion coming from the Lagrangian L in (5.2). In this section we
explain their origin.
5.3.1 First intermediate scaling regime: the k = 0 flow
The first intermediate scaling regime that we observe on the way to the IR is governed
by large values of the field γ and, moreover, is such that the terms involving k play
a sub-dominant role in the equations of motion. Since the breaking of translation
invariance is sub-dominant the first intermediate scaling behaviour is approximately
Lorentz invariant.
Let us therefore consider Lorentz invariant RG flow solutions of the equations
of motion (5.4) with k = 0 (i.e. σ2 = σ3 = 0) and e2V = U . We look for solutions
that approach AdS4 in the UV with expansion (5.5). While there are not any exact
hyperscaling violation solutions to the equations of motion that we can map onto
in the IR, we have numerically constructed RG flow solutions that approach the
2The perturbative argument we used above was also used to argue for boomerang RG flows in
the context of other examples of CFT deformations which break translations [1, 77, 78]. One context
it does not apply is if the linearised deformation gives rise at higher orders in the perturbative
expansion to additional sources with non-vanishing zero modes (i.e. the integral of the source over
a spatial period is non-vanishing). It also does not apply to the type IIB linear dilaton and linear
axion solutions of [65] and [73], respectively.
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following singular behaviour3 in the far IR as r → 0:
U = e2V = L−2I r
4/3 + . . . , eγ = eγ0r−2/3 + . . . , (5.11)
where L2I = (10/9)e−γ0 . Notice that the field γ is diverging as r → 0. In particular,
the IR behaviour of the k = 0 flow is approaching that of solutions with hyperscaling
violation, with a running scalar, similar to the flows in [109] (see also [110]). To
see this more explicitly, we introduce a new radial coordinate ρ = (1/3LI)r−1/3 and,
after suitably scaling t, x, y, we find that we can write the leading form of the IR
metric, now located at ρ→∞ as:
ds2 = ρ−(2−θ)
(−ρ−2(z−1)dt¯2 + dρ2 + dx¯2 + dy¯2) , (5.12)
with dynamical exponent z = 1, associated with Lorentz invariance, and hyperscaling
violation exponent θ = −2 (in the parametrisation of [106]). Note that under the
scaling
t→ µzt, (x, y)→ µ(x, y), ρ→ µρ , (5.13)
the general metric (5.12) scales as ds2 → µθds. Furthermore, if one heats up these
solutions one finds that the entropy density scales like s ∝ T (2−θ)/z = T 4, a scaling
we will see in the finite temperature solutions that we discuss in section 5.4.1. Finally,
we note that we have checked that the k = 0 flow does not preserve supersymmetry.
5.3.2 Second intermediate scaling regime
The second intermediate scaling regime that arises in the RG flows is governed by
large values of the field γ but now the terms involving k play a comparable role in
the equations of motion. Thus, in contrast to the first intermediate scaling regime,
this scaling behaviour breaks translation invariance.
Perhaps the simplest way to describe this behaviour is to consider the following
auxiliary Lagrangian, Lˆ, which approximately governs the behaviour of solutions in
regions of spacetime where the field γ is getting large:
L = R− 1
2
(∂λ2)
2 − 1
8
eλ2(∂σ2)
2 − 1
2
(∂λ3)
2 − 1
8
eλ3(∂σ3)
2 + (eλ2 + eλ3) . (5.14)
Within the ansatz (5.3), there exists an exact hyperscaling violation solution for this
auxiliary theory, which was first given in [71] (see also [72]). It takes the form, for
3The subleading corrections are more easily obtained by switching radial coordinate so that the
metric is of the form ds2 = dR2 + e2W (−dt2 + dx2 + dy2) and we then find that as R→ 0 we have
e2W = R4[1 + 221R
2 + o(R4)] and eγ = 10R2 [1 +
1
42R
2 + o(R4)].
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all values of r,
U = L−2II r
8/3, e2V = e2v0r2/3, eγ = eγ0r2/3 , (5.15)
where L2II = (28/9)e−γ0 and eγ0 = 6e2v0/k2. By introducing a new radial coordinate
ρ = (9L2II/4)r
−2/3 and suitably scaling t, x, y, we can write the metric in the form
of (5.12) with dynamical exponent z = 5/2 and hyperscaling violation exponent
θ = 1. In the second intermediate scaling regime the RG flow solutions approach the
behaviour as in (5.15) with large values of γ (i.e. with r in (5.15) going to ∞.) If
one heats up these solutions one finds that the entropy density scales like s ∝ T 2/5.
5.4 | The RG flows
We now summarise the RG flows that we have constructed numerically. They are
solutions within the ansatz (5.3) and solve the equations of motion (5.4). In the far
IR, as r → 0, they approach AdS4 with expansion given by
U = r2
(
1 + e
−2 k
rcV
(
cV c
2
γ
4kr
)
+ · · ·
)
,
e2V = r2c2V
(
1− e−2 krcV
(
1
4r2
+
c2V
8k2
)
c2γ + · · ·
)
,
γ =
cγ
r
e
− k
rcV + · · · , (5.16)
depending on two integration constants, cγ, cV . In the UV, as r →∞, we assume
that the solutions approach AdS4 with the following expansion
U = (r + r+)
2
(
1− 1
2
Γ2
(r + r+)2
+
M
(r + r+)3
+ · · ·
)
e2V = (r + r+)
2
(
1− 1
2
Γ2
(r + r+)2
− 2
3
Γ Γˆ
(r + r+)3
+ · · ·
)
γ =
Γ
r + r+
+
Γˆ
(r + r+)2
+ . . . , , (5.17)
with the appearance of r+ related to the fact that we have set the IR at r = 0. Our
boundary conditions will be to hold fixed the dimensionless ratio Γ/k. The three
constants of integration Γˆ, r+ and M appearing in (5.17) will be fixed by demanding
regularity in the IR part of the geometry. For example, the perturbative solution
(5.9), which has a smooth IR limit at r = 0, has r+ = Γ2/(8k), Γˆ = −k Γ and
M = kΓ2/2. More generally, for the solutions that we will obtain numerically these
three constants can be fixed by shooting both from the UV and the IR and then
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Figure 5.2: Plots of various functions associated with the RG flows, as functions of the
dimensionless radial coordinate r/k, for various values of the dimensionless deformation
parameter Γ/k: blue (Γ/k = 1), orange (Γ/k = 10), purple (Γ/k = 102), green (Γ/k = 103)
and red (Γ/k = 2.6× 105). The plots demonstrate the boomerang RG flow from AdS4 in
the UV to AdS4 in the IR for all values of Γ/k. For sufficiently large values of Γ/k, on the
way to the IR the flows approach two intermediate scaling regimes.
matching at intermediate values of the radial coordinate. The equations of motion
(5.4) that we will be integrating will require five constants to be fixed in this way.
Therefore, two of them will have to come from the IR expansion. For the RG flows
at T = 0 these two constants are cγ and cV in (5.16). For the finite temperature
solutions, which we discuss in subsection 5.4.1, the two extra constants will come
from an analytic expansion around a regular horizon which will be located at the
fixed position r = 0, (again associated with the appearance of r+ in (5.17)), which is
convenient for the numerics.
For small Γ/k the solutions are well approximated by the perturbative solutions
that we constructed in section 5.2.1. After sufficiently increasing the value of Γ/k
we then start to approach the first intermediate scaling regime, governed by the IR
behaviour of the k = 0 flow (5.11), thus approximately recovering Lorentz invariance.
This first intermediate scaling regime arises because, since we are deforming by a
relevant operator, the dimensionless deformation parameter, Γ/k, involves k. In
particular, one can expect that the Γ/k →∞ behaviour should approach the k = 0
with Γ 6= 0.
Interestingly, for the same large values of Γ/k, as we go further into the IR,
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Figure 5.3: Plot of the RG flow invariant n, defined in (5.10), versus deformation
parameter Γ/k, for the boomerang RG flows. The inset shows excellent agreement with the
perturbative result given in (5.10) for Γ/k  1.
we also approach the second intermediate scaling region (5.15) with z = 5/2. A
convenient way4 of displaying the scaling behaviour is to plot γ′/V ′, −V ′′/(V ′)2 and
U ′/(UV ′) as functions of the dimensionless radial coordinate r/k. In particular, for
the first intermediate scaling regime (5.11) these functions should approach −1, 3/2
and 2, respectively. Similarly for the second intermediate scaling regime (5.11) these
functions should approach 2, 3 and 8, respectively. Furthermore, for boomerang RG
flows they should approach 0, 1 and 2, respectively, both in the UV and in the IR. In
figure 5.2 we demonstrate the behaviour of these functions for several representative
values of Γ/k and we clearly see the boomerang RG flows and the appearance of the
intermediate scaling regimes.
By scanning over different values of Γ/k we can also determine the behaviour
of the RG flow invariant n, as defined in (5.10), and our results are presented in
figure 5.3. For small values of Γ/k we see that n− 1 depends quadratically on Γ/k,
as expected from the perturbative analysis. For large values Γ/k we find that n
asymptotes to a linear dependence of the form n ∼ 0.253(Γ/k).
5.4.1 Finite temperature
The intermediate scaling regimes that we have found in the RG flows, for large
enough values of Γ/k, should also manifest themselves at non-zero temperature T ,
for T/k  Γ/k. We have constructed finite temperature black hole solutions by
changing the IR boundary conditions from AdS4, as in (5.16), to a regular black hole
4The scaling behaviour displayed by these functions is invariant under shifts of the radial
coordinate by a constant.
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Figure 5.4: Behaviour of the entropy density, s, as a function of temperature, for various
boomerang RG flows: blue (Γ/k = 1), orange (Γ/k = 10), purple (Γ/k = 102), green
(Γ/k = 103) and red (Γ/k = 106). In the UV and in the IR we have d ln s/d lnT approaching
2, associated with AdS4. We also see, for large enough values of Γ/k, the appearance of
two intermediate scaling regimes that are governed by the hyperscaling violation solutions
which have d ln s/d lnT = 4 and d ln s/d lnT = 2/5.
Killing horizon located at r = 0, with
U = 4piT r +
1
2
e−2V1+k2 sinh2 γ+ r2 + · · · ,
V = V1+ +
1
8piT
(2 + 4 cosh γ+ − e−2V1+k2 sinh2 γ+) r + · · · ,
γ = γ+ +
1
8piT
(4 sinh γ+ − e−2V1+k2 sinh 2γ+) r + · · · , (5.18)
where T is the temperature which we will be holding fixed. The two constants of
integration γ+ and V1+ are used to find a unique solution of the equations of motion
(5.4) upon matching with the three constants that we discussed below (5.17).
For temperatures T/k  Γ/k we can anticipate that there are intermediate
regimes of low temperature where the solutions approach that of a hyperscaling
violation black hole with z = 5/2, θ = 1 and then, for large temperatures, a
hyperscaling violation black hole with z = 1, θ = −2. Correspondingly, this
should give rise to an associated scaling of thermodynamic quantities. For example,
the scaling of the entropy density should begin as s ∼ T 2 for low temperatures,
associated with the AdS4 IR behaviour. Then, as we increase the temperature we
should successively see s ∼ T 2/5 followed by s ∼ T 4, corresponding to the two
hyperscaling regimes, and finally end up with s ∼ T 2 for very high temperatures
corresponding to the AdS4 region in the UV. These features are clearly displayed for
a range of Γ/k as shown in figure 5.4.
We would like to highlight an important subtlety concerning these finite tem-
perature black hole solutions. By construction we find a one parameter family of
black hole solutions, labelled by T/k, while holding the parameter Γ/k fixed. As we
discussed below (5.6), this means that we are holding fixed the deformation parame-
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ters for the two pseudoscalar operators, dual to the Yi, as well as the expectation
value of the two scalar operators, dual to the Xi. It is precisely for this particular
mixed thermodynamic ensemble that we are able to construct black hole solutions
by solving ordinary differential equations.
5.4.2 Spectral weight of operators in the RG flows
We now return back to the RG flows at zero temperature and analyse the behaviour
of some correlation functions involving scalar operators. In particular, we will show
how the intermediate scaling regimes can also lead to scaling behaviour appearing in
various spectral functions of the dual field theory, for certain ranges of intermediate
frequencies. We will also see that there can be an interesting kind of universality in
which operators of different scaling dimensions in the UV exhibit the same scaling at
intermediate scales. Some additional interesting features will be highlighted as we
proceed.
In general, given that spatial translations have been explicitly broken, we need
to consider linearised perturbations about the RG flows that involve solving partial
differential equations. However, there are some correlation functions that can be
obtained by solving ordinary differential equations, and this is what we will study here.
Specifically, we start by considering a bulk scalar field φ whose linearised equation of
motion in the background geometry is given by the Klein-Gordon equation
(∇2 −m2)φ = 0 . (5.19)
A specific case that we will focus on is when m2 = −2: this arises in the STU model,
given in (C.1), for the scalar field λ1 with σ1 = 0 (i.e. X1 in (5.1)), which is dual to
an operator with ∆ = 1 and also λ1 with σ1 = pi/2 (i.e. Y1 in (5.1)), which is dual
to an operator with ∆ = 2. As usual, the retarded Green’s function GR(ω) can be
obtained by writing φ = e−iωt ψ˜(r) and then solving (5.19) with ingoing boundary
conditions in the AdS4 geometry in the far IR. This gives a radial equation for ψ˜
and the ratio of the normalisable to the non-normalisable solutions in the UV, then
gives GR(ω). For example, for the ∆ = 1 operator we can expand at r → ∞ as
ψ˜(r) = ψ1(ω)/r + ψ2(ω)/r
2 + ... and we have GR(ω) ∝ ψ1(ω)/ψ2(ω), while for the
∆ = 2 operator we have the same expansion with GR(ω) ∝ ψ2(ω)/ψ1(ω).
It is convenient to introduce a new radial coordinate, z, defined by
z = −
∫ +∞
r
dy
U(y)
, (5.20)
and we note that the UV is located at z = 0 and the IR at z = −∞. We then have
64 | Chapter 5. Boomerang RG flows in M-theory
that v = t+ z is the ingoing coordinate in Eddington-Finkelstein coordinate. Next,
by writing ψ˜ = e−V ψ, we then deduce that the radial equation can be written in the
Schrödinger form
−∂2zψ +
(V − ω2)ψ = 0 , (5.21)
where we have defined the effective potential
V = U (m2 + e−V ∂r (U∂reV )) . (5.22)
Now for standard RG flows, which flow from the UV to another geometry with
scaling behaviour in the far IR, matching arguments have been developed in [69],
generalising earlier work, including [111], which show that for small frequencies the
spectral function ImGR(ω) is determined by the spectral function associated with
the retarded Green’s function5 for the IR geometry, ImGR(ω).
We would like to know when something similar occurs for a background geometry
with an intermediate scaling regime for z1 < z < z2. Specifically we want to determine
when ImGR(ω) exhibits scaling behaviour, for certain intermediate values of ω, that
is fixed by spectral functions ImGRi (ω), i = 1, 2, associated with one of the two
intermediate scaling regimes. In order for this to occur we need to ensure that in
the region z1 < z < z2, the solution of the radial equation (5.21), which has ingoing
boundary conditions imposed in the far IR at z → −∞, is predominantly a solution
in the intermediate scaling regime with ingoing boundary conditions imposed at
z = z1. In general this will not be the case6 and the solution will also contain a
significant admixture of a solution with outgoing boundary conditions imposed at
z = z1.
To proceed, for the scaling region z1 < z < z2 we assume
|V(z1)|  ω2  |V(z2)| , (5.23)
and also demand that the potential satisfies
|V(z)| < |V(z1)|  ω2 , for z < z1 . (5.24)
To see that this is sufficient to have intermediate scaling of the spectral function, we
5As explained in [69], in general it is given by a sum of terms associated with various fields in
the IR.
6For the solutions with intermediate scaling constructed in [82] it was numerically shown that
the conductivity exhibited intermediate scaling. Some matching arguments were also discussed to
explain this behaviour, but the sufficient conditions on the potential for when intermediate scaling
appears, that we identify here, were not discussed.
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Figure 5.5: Plot of the Schrödinger potential |V|, defined in (5.22), for a massive scalar
field withm2 = −2. Note that V has a zero at r/k ∼ 9.5×10−5. The deformation parameter
is Γ/k = 0.7× 105 and the intermediate scaling behaviour is between 10−4 < r/k < 1 and
1 < r/k < 104. The plot shows a clear separation of scales for the values of the potential in
these regions.
next split the z interval into three regions:
ψ(z) ≈

ψ(I)(z), z < z1 ,
ψ(II)(z), z1 < z < z2 ,
ψ(III)(z), z > z2 .
(5.25)
In the region z < z1, using the perturbative expansion parameter  = |V(z1)|ω2 , we can
develop the following perturbative solution
ψ(I)(z) = Cin(ω) e
−iωz + Cout(ω) eiωz +  δψ(I)(z) + · · · , (5.26)
where Cin(ω), Cout(ω) are constants. The in-falling boundary conditions at z = −∞
require that Cout = 0. But this also shows that in the overlapping region around
z = z1, to leading order in , we should impose approximate in-falling boundary
conditions on the matching solution ψ(II)(z). Thus, to leading order in , the solution
ψ(II)(z) will be the usual perturbation in the scaling region z1 < z < z2, with ingoing
boundary conditions at z1. We can then invoke the matching arguments of [69] to
match onto the solutions in region III and deduce that for |V(z1)|  ω2  |V(z2)|,
the spectral function ImGR(ω) will be determined by ImGR(ω) where GR(ω) is the
spectral function for the scaling solution in the region z1 < z < z2. It is important to
appreciate that in making this argument we do not need to know about the properties
of GR(ω) for other values of ω and, for example, it is possible that it has instabilities
which do not play a role.
We can illustrate these ideas for the boomerang RG flows for the special cases
mentioned above, with m2 = −2 and quantised so that ∆ = 1 or ∆ = 2. In figure
5.5 we have plotted the Schrödinger potential |V|/k2 against r/k for the RG flow
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with Γ/k ∼ 0.7× 105. The plot shows that the potential has a power law behaviour
for the intermediate scaling regions with 1 < r/k < 104 and 10−4 < r/k < 1. The
plot also shows that the condition (5.24) is satisfied for both regions and hence we
expect that there is an intermediate scaling behaviour for the spectral function that
is governed by the two hyperscaling violation solutions.
For 1 < r/k < 104 we have 106 < |V|/k2 < 109 and hence we expect from
(5.23) that there will be intermediate scaling governed by the hyperscaling violation
geometry (5.11) (associated with the k = 0 flow) for the range of frequencies 106 
(ω/k)2  109. It is important to notice that in the intermediate scaling regime, the
mass term in the Schrödinger potential (5.22) is sub-dominant compared to the other
term; this can easily be deduced by taking r → 0 in (5.11). Taking this point into
consideration, a straightforward calculation shows that for the hyperscaling violation
geometry (5.11) we have ImGRI (ω) ∼ ω7/5 for small ω and hence in the boomerang
flow we expect to have the scaling ImGR(ω) ∼ ω7/5 for 106  (ω/k)2  109.
Similarly, for 10−4 < r/k < 1 we have 10−8 < |V|/k2 < 106 and hence we expect
intermediate scaling governed by the hyperscaling violation geometry (5.15) for the
range 10−8  (ω/k)2  106. Once again the mass term in the Schrödinger potential
(5.22) is sub-dominant compared to the other term in the intermediate scaling regime
governed by the hyperscaling violation geometry (5.15). Now for (5.15) a calculation
shows that ImGRII(ω) ∼ ω5 for small ω and hence for the boomerang flow we expect
to have the scaling ImGR(ω) ∼ ω5 for 10−8  (ω/k)2  106.
We can now check these expectations by numerically constructing the spectral
function ImGR(ω) of the full boomerang RG flow. A key technical point in solving
(5.21), is that it is helpful to pull out an overall factor of e−iωz for ψ, where z is
defined in (5.20). Indeed we find that this deals with the rapid oscillations of ψ
throughout the whole of the flow, including the intermediate scaling regimes. Our
results, which involved considerable numerical effort, are presented in figure 5.6 for
various Γ/k. In particular, for the largest value of Γ/k ∼ 0.7×105 we see the spectral
function exhibits the intermediate scaling behaviour exactly as predicted above.
An important point to emphasise in the above analysis is that in each of the
intermediate scaling regimes (5.11),(5.15) the mass term appearing in the Schrödinger
potential (5.22) is sub-dominant compared to the other term7. This means that the
nature of the intermediate scaling that is displayed in figure 5.6 will be essentially the
same for all scalar modes which have a simple mass term, provided that m2 is much
smaller than the second term inside the outer brackets of (5.22) when evaluated in
7As an aside we note that when considering the hyperscaling violation solutions (5.11) and (5.15)
as UV complete solutions in themselves, one finds that the Schrodinger potential admits negative
energy bound states, when m2 < 0 and hence implies that the solutions are unstable for such
scalars. However, as mentioned, this does not affect our conclusion concerning the intermediate
scaling of the spectral functions on the boomerang RG flows.
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Figure 5.6: Plots displaying the behaviour of the spectral function ImGR(ω) for a scalar
field with ∆ = 1 (top plots) and ∆ = 2 (bottom plots) for various values of Γ/k = 0.7× 10n:
purple (n = 1), blue (n = 2), red (n = 3), dark green (n = 4), light green (n = 5). In the
left plot we see the build up of intermediate scaling regions as Γ/k increases with scaling
behaviour governed by the spectral functions ImGRI (ω) ∼ ω7/5 and ImGRII(ω) ∼ ω5 of the
two hyperscaling violation geometries. The right plot shows the more stringent test of
scaling behaviour by plotting the derivative of the logarithm.
the intermediate regions. This implies an interesting type of universality for the
intermediate scaling behaviour of a wide class of operators, irrespective of their UV
scaling dimensions, up to some maximum bound set by (5.22). This is analogous to
the universal scaling behaviour seen in standard RG flows in the far IR as ω → 0.
Furthermore, similar comments apply to scalar modes with different couplings to
the background fields. For example, to illustrate the impact of different couplings,
consider replacing the constant m2 in (5.19) with an r-dependent term m2(r). If
m2(r) is still sub-dominant to the other term in the Schrödinger potential there will
be the same kind of universality in the intermediate scaling behaviour. Alternatively,
it may be possible to have top-down couplings in which m2(r) is the dominant term
in an intermediate scaling region which would again lead to intermediate scaling of
the spectral function, but not with the same kind of universality.
To conclude this section, we would like to highlight one more interesting feature of
the spectral functions displayed in figure 5.6, independent of the intermediate scaling.
For both the ∆ = 2 quantisation and the ∆ = 1 quantisation we have ImGR(ω) ∝ ω
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as ω → 0 when Γ/k 6= 0. Indeed this is an example of the standard universal scaling
in the far IR of RG flows that we mentioned above. Now, for the ∆ = 2 quantisation
we also have ImGR(ω) ∝ ω as ω →∞. For this case, as the lattice deformation is
switched off, Γ/k → 0, we continuously approach the AdS4 result ImGR(ω) ∼ ω for
all ω. On the other hand for ∆ = 1 quantisation, we have ImGR(ω) ∝ ω as ω → 0,
but ImGR(ω) ∝ ω−1 as ω → ∞. This implies that ImGR(ω) has a maximum for
some value of ω, as we see in figure 5.6. Furthermore, as Γ/k → 0 this peak gets
pushed closer and closer to ω → 0 and we do not continuously approach the AdS4
result of ImGR(ω) ∼ ω−1 for all ω. It would be interesting to study this feature in
more detail.
5.5 | Final Comments
In this chapter we have constructed a novel class of RG flows of N = 2 STU gauged
supergravity theory that can be uplifted on the seven sphere to obtain solutions
of D = 11 supergravity. The solutions break translations, periodically, in both
spatial directions. The solutions flow from AdS4 in the UV to the same AdS4 in
the IR and on the way to the IR, for large enough deformations, they approach
two distinct intermediate scaling regimes with hyperscaling violation. It would be
interesting to understand these novel RG flows directly from the dual field theory8.
In this context the RG flows are driven by deformations of certain scalar and fermion
bilinear operators of the dual CFT, with a specific periodic dependence on the spatial
coordinates governed by a single wavenumber. The intermediate scaling that we
have seen is associated with a class of deformations of the dual CFT within the
framework of a Q-lattice construction. It would be interesting to determine whether
this behaviour persists for more general deformations, by solving the associated
partial differential equations.
We also constructed some finite temperature black hole solutions which lead to
the RG flows in the T → 0 limit. As we explained, these black hole solutions are
associated with a thermodynamic ensemble of the dual field theory in which we hold
fixed the deformation parameters of the pseudoscalar operators and the expectation
values of the scalar operators. It is for this particular ensemble that we are able
to construct the black hole solutions by solving a system of ODEs. It would be
interesting to construct solutions in which the deformations of both sets of operators
are held fixed, but to do this one will have to consider a more general ansatz and
8Of course, here we are implicitly assuming that if there are any other RG solutions of D = 11
supergravity with the same asymptotic boundary deformations then the ones we have constructed
have the smallest free energy. It would be interesting to examine this issue in more detail: an
analogous investigation at finite charge density was initiated in [112].
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solve a system of partial differential equations. At this stage it is not clear to us
whether the intermediate scaling that we have observed at T = 0 will persist for
finite T in this other ensemble.
We have shown that for large enough deformations the spectral functions of
certain scalar operators also exhibit scaling behaviour that is associated with the two
intermediate scaling regimes, for certain intermediate values of frequency. Moreover,
this intermediate scaling behaviour is independent of the mass of the bulk scalar field
and hence independent of the conformal dimension of the scalar operator in the dual
field theory. Another interesting feature is that the scaling of the spectral function
governed by the hyperscaling violation solution can exist for a certain range of
intermediate frequencies, even if the hyperscaling violation solution exhibits unstable
behaviour for other frequencies.
It would be interesting to extend these investigations and calculate the thermo-
electric conductivity for the solutions we have constructed. As usual this involves
analysing perturbations of the metric and gauge-fields about the solutions with
prescribed boundary conditions. However, there is an intricate coupling between
the gauge-fields and the scalar and pseudoscalar fields, parametrised by the matrix
M in (C.1), and as a consequence it will be a somewhat involved task to calculate
the conductivities, unlike for other Q-lattices. In general, the thermoelectric DC
conductivity can be obtained by solving Navier-Stokes equations on the black hole
horizon [92]. For certain Q-lattice constructions these equations can be solved explic-
itly in terms of the horizon data [71, 91, 93]. Here, however, due to the couplingM
it appears that this will not be the case and one will need to solve partial differential
equations on the horizon.
We have argued that at least for Q-lattice constructions which involve relevant
operators governed by a dimensionless parameter Γ/k, the appearance of a Poincaré
invariant intermediate scaling regime should appear for large values of Γ/k. For
example, using (5.2) we can construct anisotropic Q-lattices using just the fields λ2,
σ2 with λ3 = σ3 = 0. Although we have not checked the details, it seems very likely
that there will be an intermediate scaling regime governed by the same k = 0 flow
that we discussed in section 5.3.1. Furthermore, it seems unlikely that this Q-lattice
construction will have a second intermediate scaling regime. More generally, it is
possible to make similar constructions in which the intermediate scaling regime is
governed by an AdS fixed point [3].
The Q-lattice constructions of this chapter used a very specific global symmetry
of the maximally supersymmetric N = 8 gauged supergravity theory. The 70
scalars of this theory parametrise the coset E7(7)/SU(8) and we utilised a specific
truncation that kept scalars parametrising two SL(2)/SO(2) factors in E7(7)/SU(8).
70 | Chapter 5. Boomerang RG flows in M-theory
Furthermore, we exploited the fact that the scalar potential was invariant under
SO(2)2 and this was utilised to construct our Q-lattice ansatz. There are clearly
many more Q-lattice constructions that could be made in the N = 8 theory and it
would be interesting to explore their properties. For example, one specific avenue
is to utilise the consistent truncations9 that keep a single SL(2)/SO(2) factor that
were discussed in [113].
The solutions we have constructed all have vanishing gauge-fields and are associ-
ated with vanishing charge density in the dual field theory. Some of the analogous
type IIB anisotropic flows that we discussed in the introduction have been generalised
to finite charge density in [76, 100] using a straightforward consistent truncation.
However, it is less clear how to add charge to the solutions that we have constructed
with an isotropic metric in the spatial directions of the field theory. In appendix C
we have identified a simple ansatz that is suitable for constructing charged solutions
that are spatially anisotropic. Although our analysis has not been comprehensive,
the constructions of some anisotropic RG flows that we have made did not reveal
intermediate scaling behaviour. We think it would be worthwhile to investigate
these charged solutions more systematically as well as looking for charged isotropic
solutions.
9These truncations were used in [113] to construct supersymmetric Janus solutions. While the
underlying physical set-up is different, it would be interesting to investigate whether there is any
relationship with Q-lattice constructions of boomerang RG flows in some putative limit.
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6 | Boomerang RG flows with
intermediate conformal invariance
6.1 | Introduction
A boomerang RG flow starts at an RG fixed point in the UV and then flows to
exactly the same RG fixed point in the IR [2]. A particularly interesting realisation
is when the RG fixed point is conformally invariant. In this context, in order to be
consistent with either the letter or the spirit of c-theorems, the deformations of the
UV fixed point which are driving the RG flow should necessarily break Poincaré
invariance.
The boomerang RG flows studied in [1, 2, 77, 78] all involve deformations with
a single spatial Fourier mode and, for small enough deformations, a perturbative
expansion can be used to argue for the existence of boomerang flows. Indeed, the
perturbative deformation of the bulk field that is dual to the deforming operator
exponentially dies out near the Poincaré horizon and hence is not expected1 to
modify the IR. An interesting feature of the specific top-down examples constructed
in the previous chapters and in [2] is that the boomerang flows actually persist for
arbitrarily large deformations, which a priori, is not guaranteed. Furthermore, it
is particularly interesting that for sufficiently large deformations the boomerang
flows [1, 2, 78] exhibit one or more intermediate scaling regimes, where the solution
approaches, somewhere in the bulk, a configuration with scaling properties. In the
constructions of [1], which involved deformations of the axion and dilaton in the
context of AdS5 ×X5 solutions of type IIB supergravity, the intermediate scaling
is dominated by a fixed point solution with Lifshitz-like scaling [73]. By contrast,
the constructions in [2] were made in the context of D = 11 supergravity and are
of relevance to ABJM theory. In these examples, for large enough deformations,
the boomerang flows approach two intermediate scaling regimes in succession, each
associated with hyperscaling violation.
The original aim of this chapter was to construct boomerang RG flows in D = 5
which have an intermediate scaling regime governed by another AdS5 factor associated
with approximate d = 4 conformal invariance. We have not yet been able to find
1A subtlety is that one needs to check that the expansion does not generate constant Fourier
modes which can change the IR.
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top-down examples but, as we will see, it is quite straightforward to construct
bottom-up examples. As in [1, 2], we will utilise a Q-lattice construction [60] in
which we exploit a global symmetry of the bulk spacetime in order to develop an
ansatz for the bulk fields in which the dependence on the spatial directions of the
CFT is solved exactly. This leads to a system of ordinary differential equations for
a set of functions that just depend on the holographic radial coordinate which are
then amenable to straightforward numerical integration.
A key ingredient in our construction is to have a bulk theory that admits a Poincaré
invariant domain wall solution that flows between AdS05 in the UV and another AdSc5
in the IR. We demand that this domain wall flow is driven by deformations of relevant
operators in the UV CFT, with scaling dimension ∆, and hence is parametrised by
a dimensionful parameter Γ. By conformal invariance all values of Γ are physically
equivalent for these Poincaré invariant RG flows. Within a Q-lattice ansatz, we then
consider deformations by the same relevant operators which also have a dependence
on the spatial directions of the CFT, parametrised by a wave number k. This gives
rise to a one parameter family of associated RG flows, parametrised by a dimensionless
number Γ/k4−∆. For small values of Γ/k4−∆ we can easily show that we must have
boomerang RG flows using a perturbative construction. For larger values of Γ/k4−∆
the existence of the boomerang flows must be established numerically. When they do
exist, though, since large values of Γ/k4−∆ can be achieved by holding Γ fixed and
taking k → 0, one can expect that the boomerang RG flows should start to track
the Poincaré invariant flow and hence exhibit an intermediate scaling regime with
conformal invariance that is governed by the AdSc5 fixed point solution.
For holographic RG flows with intermediate scaling regimes, which have also been
extensively studied in other contexts (e.g. [65, 79–81, 83, 114]), it is of interest to
investigate to what extent the scaling regime imprints itself on the scaling behaviour
of physical observables. For example, one might expect that the spectral weight
of operators as a function of frequency, ω, should exhibit scaling for a range of ω
dictated by the range of the radial region of the RG flow which has intermediate
scaling. This issue was discussed in [2] using matching arguments (for a related
discussion see [82]). It was shown that while intermediate scaling behaviour is not
guaranteed it will manifest itself providing sufficient conditions on the effective
potential for the bulk fluctuations about the RG flow solutions are met [2]. In this
chapter we make a complementary discussion by examining how the holographic
entanglement entropy behaves for the new boomerang RG flows. In particular, by
calculating the entanglement entropy of a strip geometry of width l, we analyse the
behaviour of the entropic ‘c-function’, C(l) [14, 115, 116] (see also [117]). While C(l)
is not monotonic along the boomerang flow, as it is for Poincaré invariant RG flows,
it does effectively encapsulate the correct scaling of the degrees of freedom of CFT
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in the UV and IR as well as the CFT in the intermediate scaling regime.
We will study a class of D = 5 models with a quartic potential for the scalar
fields that depend on two real parameters. The constructions summarised above
are for certain values of the parameters, such that the models admit both the AdS05
vacuum and also the AdSc5 solution (in fact there will be two AdSc5 related by a Z2
symmetry). Interestingly, for different values of the parameters there is no longer an
AdSc5 solution but there is an AdS2 × R3 solution which breaks translations in all of
the spatial directions.
In the second part of the chapter, starting in section 6.5, we will investigate
models with boomerang flows that have intermediate scaling governed by such locally
quantum critical AdS2 × R3 solutions. While there are some similarities to the
previous constructions there are also some interesting differences. The RG flows
from AdS05 in the UV to AdS2 × R3 in the IR now exist for a specific value of the
dimensionless deformation parameter Γ/k4−∆ ≡ Γ¯. Focussing on a specific model,
we find that the boomerang RG flows only exist in the range 0 ≤ Γ/k4−∆ ≤ Γ¯,
and moreover, have increasingly large intermediate scaling behaviour determined by
the AdS2 × R3 solution as Γ/k4−∆ → Γ¯. In order to understand the RG flows for
Γ/k4−∆ > Γ¯ we construct finite temperature black holes and then cool them down
to very low temperatures. This investigation reveals an interesting phase diagram
schematically presented in figure 6.1. For a range of Γ/k4−∆ ≤ Γ¯ there is a line of first
order phase transitions ending on the AdS2×R3 fixed point at T = 0 and on a finite
temperature critical point. Furthermore, the T = 0 ground states for Γ/k4−∆ > Γ¯
are singular2 and, by calculating the behaviour of the thermal DC conductivity, κ,
as a function of temperature, we conclude that they are thermally insulating ground
states.
The behaviour of the entropy as a function of temperature is not a power law for
the new insulating ground states, in contrast to those constructed in [69, 71, 72, 118].
This in itself makes them worthy of further study. One additional calculation that
we carry out here is motivated by the various investigations aiming to elucidate
universal connections between diffusion and quantum chaos in holography [119–121]
(see also [122–134]). We determine the thermal diffusion constant, D, using the
Einstein relation D ≡ κ/c, where c is the specific heat. We also calculate the butterfly
velocity, vB, by analysing a shockwave on the black hole solution as in [135, 136] (see
also [137]). Remarkably, we find
D = E
v2B
2piT
, (6.1)
2Since these ground states are obtained by cooling down black hole solutions, they are necessarily
“good singularities" in the sense of [109].
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Figure 6.1: Schematic phase diagram as a function of the deformation parameter Γ for
models with m2 = −15/4, ξ = −1/4 discussed in section 6.5. The T = 0 ground states are
RG flows from AdS5 in the UV, dual to some CFT4, to various behaviours in the IR: for
Γ < Γ¯ we have AdS5 (boomerang RG flows), for Γ = Γ¯ we have AdS2×R3 (locally quantum
critical ground states), and for Γ > Γ¯ we have singular thermal insulating behaviour. There
is line of first order phase transitions that end in the critical point C. Intermediate scaling
governed by the AdS2 × R3 solution is present in the quantum critical wedge bounded by
the first order line and the dashed line. For high temperatures the scaling is fixed by the
AdS5 solution in the UV.
with the dimensionless quantity E(T )→ 0.5 as T → 0. This is the first example of
such a relationship for ground states without power law behaviour. We have also
made some other constructions for models with slightly different parameters3 to
those in figure 6.1, again finding insulating ground states with E unchanged.
6.2 | General set up
Consider an action in D = 5 spacetime dimensions of the form
S =
1
16piG
∫
d5x
√−g
(
R + 12 + Lz
)
, (6.2)
where Lz describes a sigma model for three complex scalars zα. In order to construct
the Q-lattice solutions of interest, we will take Lz to have a U(1)3 global symmetry
and consider
Lz =
∑
α
(
−1
2
∂µz
α∂µz¯α¯ − 1
2
m2 zαz¯α¯ − 1
3
ξ (zαz¯α¯)
2
)
, (6.3)
3For certain models we also find a novel non-uniqueness of the boomerang RG flows which we
discuss in appendix D.1.
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where m2, ξ are two free parameters. The equations of motion admit a unit radius
AdS05 vacuum solution with zα = 0 which is dual to a CFT in d = 4. In these units
1/16piG is a measure of the number of degrees of freedom in the dual CFT, scaling
like N2, at large N . In a slight abuse of notation we will set factors of 16piG to unity
in the following since this simplifies some formulae and the factors can easily be
reinstated in physical quantities as needed.
We are interested in studying specific isotropic deformations of this CFT that
break translations in three spatial directions. To do this we exploit the U(1)3 global
symmetry and consider the Q-lattice ansatz
ds2 = −g(r)e−χ(r)dt2 + dr
2
g(r)
+ r2dxαdxα ,
zα = γ(r)eik x
α
, (6.4)
where xα ∈ {x, y, z} are the spatial directions of the field theory. Notice that a
simultaneous translation and a U(1)3 transformation preserves this ansatz. The
associated equations of motion are given by
0 = χ′ + r γ′2 ,
0 = g′ + g
(
1
2
rγ′2 +
2
r
)
+ γ2
(k2 +m2r2)
2r
+
1
3
ξrγ4 − 4r ,
0 = γ′′ + γ′
(
g′
g
− χ
′
2
+
3
r
)
− γ (m
2r2 + k2)
r2g
− 4ξγ
3
3g
. (6.5)
In sections4 6.2-6.4, we will be focussing on boomerang flows from AdS05 in the
UV to AdS05 in the IR that have an intermediate scaling behaviour governed by a
different AdS5 solution. We will choose the parameters m2, ξ so that there are, in
fact, three stable AdS5 solutions with constant γ (and all with k = 0). Writing the
AdS5 metric in Poincaré coordinates as
ds2 = −r2dt2 + r2d~x2 + L
2
r2
dr2 , (6.6)
the UV AdS5 vacuum solution, which we call AdS05 , has
L20 = 1 and γ0 = 0 , (6.7)
4In section 6.5 we will consider boomerang flows with an intermediate AdS2 × R3 solution and
it is convenient to use a different radial coordinate to that of (6.4).
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while the other two AdS5 solutions, which we call AdSc5, have
L2c =
64ξ
3m4 + 64ξ
and γc = ±
√
−3m2
4ξ
. (6.8)
In order to have suitable relevant and irrelevant scalar operators in the UV and IR,
with conformal dimensions ∆0 and ∆c, respectively, we demand that
∆0 ≡ 2 +
√
4 +m2 < 4 , ∆c ≡ 2 +
√
4− 2m2L2c > 4 . (6.9)
In sections 6.2-6.4 we will focus the specific values of m, ξ given by
m2 = −15/4 , ξ = 675/512 , (6.10)
corresponding to having a relevant scalar operator with dimension5 ∆0 = 5/2 in the
CFT dual to the AdS05 UV vacuum and an irrelevant scalar operator with dimension
∆c = 5 in the CFT dual to AdSc5. Furthermore, for the AdSc5 vacuum we have
L2c = 2/3 and γc = ±(32/15)1/2.
6.2.1 Poincaré invariant domain wall flows: AdS05 → AdSc5
With the set up just described there are standard Poincaré invariant domain wall
solutions, with k = 0 in (6.4), that approach the unit radius AdS05 vacuum solution
in the UV and then approach one of the two AdSc5 solutions (6.8) in the IR. As there
is a Z2 symmetry relating these IR vacua, without loss of generality we can focus on
the solution with positive γc.
In the UV, as r →∞, the solutions have a radial expansion of the form
g = r2 + . . . χ = χUV + . . . γ = Γr
∆0−4 + . . . , (6.11)
and we set χUV = 0. In the IR, as r → 0, we have the expansion
g =
r2
L2c
+ . . . χ = χ0 + . . . γ = γc + f0r
∆c−4 + . . . . (6.12)
The boundary conditions (6.11) are associated with deformations of the CFT dual
to AdS05 , parametrised by Γ, using the real parts of the three operators Oα that are
dual to the three complex scalars zα. Note that within the ansatz (6.4), with k = 0,
the deformation of all three operators are the same. There are additional domain
wall solutions flowing to the same AdSc5 solution in the IR that lie outside this ansatz,
5Note that, with this value of m2 we can also, if we wish, do an alternative quantisation of the
scalar field leading to ∆ = 3/2 [138].
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but they will not play a role in the sequel. We also note that by conformal invariance,
the k = 0 domain walls with different values of Γ are all physically equivalent.
We have explicitly constructed these domain wall solutions, for the specific values
of m2, ξ given in (6.10), using numerical shooting techniques. We did this both by
shooting from the UV and the IR and then matching at an intermediate point, as
well as shooting out just from the IR6, with excellent numerical agreement.
6.3 | Boomerang RG Flows
We now want to consider RG flows, with k 6= 0 in the ansatz (6.4), that are seeded by
deformations of the UV CFT by relevant operators which break translation invariance.
Imposing the boundary conditions (6.11) in the UV now corresponds to deformations
of the real and imaginary parts of the operators Oα having spatial modulation of
the form cos kx and sin kx, respectively. For the specific values of m, ξ given earlier,
with ∆0 = 5/2, we deduce that there is a one-parameter family of RG flows that are
parametrised by the dimensionless number Γ/k3/2.
6.3.1 Perturbative Analysis
For Γ/k3/2  1, it is straightforward to argue that the RG flows must be boomerang
flows, returning to the same AdS05 vacuum (with γ = 0) in the IR. Indeed we can
construct the RG flows in a perturbative expansion about the AdS05 vacuum solution.
Starting with the linearised scalar equation of motion in the AdS05 vacuum, we find
that the leading order solution that satisfies the UV boundary conditions and is
regular at r = 0, is of the form
γ =
k3/2
r3/2
e−k/r
(
Γ
k3/2
)
+ . . . . (6.13)
This solution back reacts on the metric at order (Γ/k3/2)2 and the explicit form of
the metric functions, satisfying the correct UV boundary conditions, are given at
this order by
g = r2
[
1− k
3
r3
e−2k/r
1
4
(
− 3 + 2k
r
)( Γ
k3/2
)2
+ . . .
]
,
χ =
3
16
(
Γ
k3/2
)2
− e−2k/r 1
16
(
3 + 6
k
r
+ 6
k2
r2
− 8k
3
r3
+ 8
k4
r4
)( Γ
k3/2
)2
+ . . . . (6.14)
6In this approach the solutions generically reach the UV with non-vanishing constant parameter
χ → χUV , as r → ∞, so a simple rescaling of the time coordinate is necessary to bring the
asymptotic metric to the canonical form (6.6).
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It is clear that in the IR as r → 0, the metric exponentially approaches exactly
the same AdS05 solution as the UV, with the scale of approach set by k. The only
difference is that there is a renormalisation of length scales, which is captured by the
‘index of refraction’ n [108] defined by
n ≡ e 12 (χIR−χUV ) . (6.15)
At leading order in the expansion we immediately deduce that
n = 1 +
3
32
(
Γ
k3/2
)2
+ . . . . (6.16)
That the index of refraction is bigger than one is an example of a more general result.
Indeed returning to the equations of motion (6.5) we immediately deduce that χ′ ≤ 0
and hence χIR ≥ χUV , with the equality realised only for flows in which the scalar
does not run.
6.3.2 Numerical Boomerang Flows
To determine what happens for larger values of Γ/k3/2 we need to construct the
solutions numerically. In the IR we develop the expansion
g = r2
[
1− k
3
r3
e−2k/r
1
4
(
− 3 + 2k
r
)( Cγ
k3/2
)2
+ . . .
]
,
χ =χ0 − e−2k/r 1
16
(
3 + 6
k
r
+ 6
k2
r2
− 8k
3
r3
+ 8
k4
r4
)( Cγ
k3/2
)2
+ . . . ,
γ =
k3/2
r3/2
e−k/r
(
Cγ
k3/2
)
+ . . . , (6.17)
where Cγ, χ0 are constants, and demand that the solutions match onto the UV
boundary conditions (6.11). In the range 0 < Γ/k3/2 < 107 we find that the RG flows
are always boomerang flows, returning to the same AdS05 in the IR. Furthermore, we
have no reason to suspect that this behaviour will not persist for larger values of
Γ/k3/2. In figure 5.10 we have presented the index of refraction n for the flows. For
small values of Γ/k3/2 we recover the behaviour (6.16), as expected. For very large
Γ/k3/2 we find that n appears7 to asymptote to a constant, with n ∼ 2.09.
For sufficiently large Γ/k3/2, the boomerang RG flow solutions start to exhibit
intermediate scaling. Indeed, moving in from the UV, the solutions start to track the
Poincaré invariant RG flow solutions with k = 0, for a range of the radial variable,
7This can be contrasted with the D = 4boomerang flows constructed in [2], where it was
unbounded.
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Figure 6.2: Plot of the refractive index n, defined in (6.15), as a function of the dimen-
sionless deformation parameter Γ/k3/2, for boomerang RG flows with m2 = −15/4 and
ξ = 675/512.
including a region where the geometry approaches the AdSc5 solution, before heading
off back to the original AdS05 solution in the deep IR. This behaviour is displayed
for four representative flows with Γ/k3/2 = 102, 104, 105 and 107 in figure 6.3. In
this figure one can see the solution being dominated by the AdSc5 solution for an
intermediate range of r/k which one can make parametrically large by increasing
Γ/k3/2. Notice that for very large values of Γ/k3/2, the function χ starts to take a
kind of ‘sliding’ form, in which the only significant difference is the radial position in
which χ increases to the first plateau. This behaviour gives rise to the asymptotic
behaviour of n, but we have not been able to find a way to analytically extract the
asymptotic value of n as Γ/k3/2 →∞.
6.4 | Entanglement Entropy
We now investigate how the intermediate scaling regime of the boomerang flows
manifests itself in the entanglement entropy. Specifically we focus on calculating
the holographic entanglement entropy for a “strip geometry" of width l in the x
direction [139, 140]. We take a constant time slice and calculate the area, A, of the
minimal two-dimensional surface that is anchored to the strip on the boundary. The
entanglement entropy, SA, is then given by
SA = 4piA . (6.18)
A standard calculation shows that the area can be expressed as
A = 2W
2
r? 3
∫ Λ
r?
r5√
g
(
r6
r? 6
− 1
)dr , (6.19)
80 | Chapter 6. Intermediate conformal invariance
-5 0 5 10 15 20
0.0
0.5
1.0
1.5
-5 0 5 10 15 20
0.0
0.5
1.0
1.5
-5 0 5 10 15 201.4
1.6
1.8
2.0
2.2
2.4
2.6
2.8
Figure 6.3: Boomerang RG flows with Γ/k3/2 = 102 (lightest), 104, 105 and 107 (darkest)
showing the build up of intermediate conformal invariance. The blue dashed line in the
upper left plot shows the value of the scalar in the AdSc5 solution, with γc =
√
32/15. The
plots clearly reveal an intermediate scaling region, dominated by the AdSc5 vacuum. The
plots are for m2 = −15/4 and ξ = 675/512.
whereW 2 is the area of the boundary strip in the y, z, directions. We have integrated
from a minimum radial position of the surface at r? to a UV cut-off Λ, which will
eventually be taken to infinity. We can relate r∗ to l via the formula
l = 2
∫ Λ
r?
dr
r
√
g
(
r6
r? 6
− 1
) . (6.20)
At this point, setting g = r2/L2, we can easily recover the AdS5 result of [139, 140]
A
L3
= Λ2
W 2
L2
− b
(
W
l
)2
. (6.21)
where b = 4pi3/2
(
Γ( 2
3
)
Γ( 1
6
)
)3
. Note that in the limit Λ → ∞ the area of the minimal
surface displays the expected UV divergence. As this term is scheme dependent, it is
natural to define the renormalised entanglement entropy, S¯A, after subtracting off
the UV divergence, as S¯A = 4pi(A− Λ2W 2L0), and then take Λ→∞.
The expression (6.21) also motivates the definition of the so-called “entropic
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c-function", defined for general bulk geometries via [115]
C(l) =
l3
W 2
dSA
dl
. (6.22)
In particular, for a bulk AdS5 solution with radius L, we see that C(l) = 8pibL3 ≈
8.06L3 and hence, as it is proportional to the a central charge of the dual CFT, pro-
vides a measure for the number of degrees of freedom in the dual CFT. Furthermore,
for Poincaré invariant RG flows, it has been shown that within two derivative gravity
and with matter satisfying the null energy condition, C(l) monotonically decreases
along the RG flow [116].
We now want to investigate S¯A and C(l) for the Poincaré invariant domain wall
and the boomerang RG flows. A preliminary issue is to first check whether the flows
introduce any additional UV divergences into the calculation of the minimal area.
This would be the case if, for example, there was a constant term g0 in the near
boundary expansion g ≈ r2 + g0 + O(1/r). For the specific values of m2 = −15/4,
ξ = 675/512, it is straightforward to demonstrate that the Einstein equations require
g0 = 0. Thus, when constructing a renormalised entanglement entropy from the
numerical data we need only to account for the quadratic “area law" divergence of
pure AdS5.
We next discuss the Poincaré invariant AdS05 → AdSc5 domain wall solutions. For
the usual values of m2 = −15/4, ξ = 675/512, our results for S¯A and C(l) are shown
in figure 6.4. Notice that for very large values of l, where the minimal surface is
dipping deep into the AdSc5 geometry in the IR, S¯A is not falling off with increasing
l but instead asymptotes to a constant negative value. This behaviour was first
observed for Poincaré invariant domain wall solutions in [141]. Further insight into
this phenomenon was also provided in [141] by showing how this result is expected
at least in the case of very thin domain wall solutions. Figure 6.4 also shows that
the entropic c-function C(l) is a monotonically decreasing function of l, as expected,
interpolating between the AdS05 result, C(l)→ 8pibL30 ∼ 8.06, as l→ 0 and the AdSc5
result, C(l)→ 8pibL3c ∼ 4.39, as l→∞.
Finally, we turn to the boomerang RG flows, and our main results are shown in
figure 6.5. For a given RG flow, labelled by Γ/k3/2, the entanglement entropy looks
qualitatively similar to the Poincaré invariant domain wall solution: it is always
negative and asymptotically approaches a negative constant for large l. For small
values of Γ/k3/2 we can easily understand this behaviour using the perturbative
solutions given in (6.13),(6.14). Explicitly, starting from (6.14), writing g = r2 +
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Figure 6.4: The entanglement entropy S¯A (left) and entropic c-function C(l) (right)
evaluated in the AdS05 → AdSc5 domain wall flow. The pure AdS05 results are shown as
dashed red lines, and agree excellently with the numerically computed quantities for small
values of l. The right plot shows that the entropic c-function C(l) monotonically approaches
the result for pure AdSc5 (lower dashed, blue line) for large l.
Γ2 u(r) + . . . and expanding the integrand in the scalar amplitude Γ yields
A = AAdS − W
2
r? 3
Γ2
∫ Λ
r?
r2√
r6
r? 6
− 1
u(r) dr , (6.23)
where AAdS is the AdS05 result, and the second term, which is finite in the limit
Λ→∞, thus contains the entire finite contribution at large strip width. To isolate
the relevant part of the integral, we next turn our attention to the small r? behaviour
of the second term in (6.23), since small r? corresponds to large strip width in these
backgrounds. The area in this limit is given by
A = AAdS + W
2 k3
4
(
Γ
k3/2
)2 ∫ ∞
r?→0
e−2k/r
r3
(2k − 3r)dr , (6.24)
and hence the renormalised strip entanglement entropy evaluated in the perturbative
RG flows asymptotes to
S¯A → −piW 2 k2
(
Γ
k3/2
)2
, (6.25)
at large strip width. This analytic prediction can be verified by comparing to the
numerical results, and shows excellent agreement. As we increase Γ/k3/2, we find that
S¯A is always negative and from figure 6.5 shows that it approaches an increasingly
negative asymptotic value.
In figure 6.5 we see that in the boomerang RG flows the entropic c-function
reveals additional interesting features. In the figure we have plotted C(l) for the
same value as in the boomerang flows of figure 6.3. For small values of l we see the
expected L30 behaviour of the AdS05 solution with C(l) → 8pibL30 ∼ 8.06, as l → 0.
At intermediate length scales, and for boomerang flows with intermediate scaling,
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Figure 6.5: The size of the entanglement entropy |S¯A| (left) and the entropic c-function
C(l) (right) evaluated for the boomerang RG flows for Γ/k3/2 = 102 (lightest), 104, 105 and
107 (darkest), as in figure 6.3. In the left plot, the pure AdS05 result is a dashed red line. In
the right plot, the pure AdS05 and AdSc5 results are given by the red and blue dashed lines,
respectively.
the function dips to a second plateau, much like in the Poincaré invariant domain
wall, with C(l)→ 8pibL3c ∼ 4.39 as one might have naively anticipated. Finally, far
in the IR, the entropic c-function replicates the UV behaviour, as a consequence
of the boomerang RG flow. Thus while C(l) is certainly not a monotonic function
along the RG flow, figure 6.5 shows that it does, nevertheless, provide a measure
of the number of degrees of freedom in each of the three regions of the geometry
where there is approximate conformal invariance, in the sense that for ranges of l it
approaches the result for the corresponding AdS5 geometry.
6.5 | Boomerang flows with intermediate AdS2×R3
scaling and novel insulators
Within the same class of models (6.2), but for a different range of the parameters
m2 and ξ, we now investigate another interesting framework in which instead of a
second AdS5 solution there is now an AdS2 × R3 fixed point solution, which breaks
translations. We will construct boomerang RG flows with locally quantum critical
intermediate scaling, governed by the AdS2 × R3 solution, as well as novel ground
states that are thermal insulators. It is illuminating to construct the associated
black hole solutions describing the systems at finite temperature and, for the specific
values m2 = −15/4, ξ = −1/4, we find the phase diagram schematically shown in
figure 6.1.
In this section (only) it will be convenient to use a slightly different radial variable
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than that of (6.4) and consider the ansatz
ds2 = −Udt2 + U−1dρ2 + e2V dxαdxα ,
zα = γeik x
α
, (6.26)
with U, V, γ functions of ρ. This ansatz can be used to construct both the RG flows
and the black hole solutions. We start by noting that for certain parameter ranges,
we can construct AdS2 × R3 solutions with k 6= 0, similar to the solutions discussed
in the appendix of [60]. Specifically, we take U = ρ2/L2(2), V = 0, γ = γ(2) and
γ2(2) =
√
12√−ξ , k
2 =
√−ξ√
3L2(2)
, L−2(2) = 8−
m2
√
3√−ξ . (6.27)
Clearly these solutions require models in which ξ < 0. Now recall from (6.9) that the
requirement that there is a relevant scalar operator in the UV CFT with dimension
∆0 < 4, implies that m2 < 0. From (6.8) we see that m2 < 0 and ξ < 0 are not
compatible with having the second AdSc5 fixed point that we discussed in sections
6.2-6.4.
We next consider the spectrum of deformations about the AdS2 × R3 solution.
Considering perturbations of the form
U =
ρ2
L2(2)
(1 + c1ρ
δ) , V = c2ρ
δ , γ = γ(2)(1 + c3ρ
δ) , (6.28)
with ci constant, then we find an unpaired mode with δ = −1, with c2 = c3 = 0,
which simply corresponds to shifting r by a constant in the solution. We also find
a pair of modes with δ = −2, 1. The mode with δ = −2 also has c2 = c3 = 0
and is associated with heating up the solution. The mode with δ = 1 has c1 =
(2/3 + 8L2(2) +
√
3√−ξ )c3, c2 = −(8L2(2) +
√
3√−ξ )c3. Finally there is another pair of modes
with δ = −1
2
± 1
2
[1− 64√
3
L2(2)
√−ξ]1/2 which have c2 = 0 and c1 related to c3. Notice that
there are BF violating modes in the AdS2 solution when
√−ξ ≥
√
3
16
(1+(1−4m2)1/2).
In the remainder of this section8 we will focus on models with parameters given
by
m2 = −15/4 , ξ = −1/4 . (6.29)
Choosing m2 = −15/4 (as in previous sections) implies that the UV CFT dual to the
AdS05 vacuum has a relevant scalar operator with dimension ∆0 = 5/2. In this case
there are BF violating modes of the AdS2 solution when ξ ≤ −75/256 ∼ −0.293,
8In appendix D.1 we will briefly consider models with ξ = −675/512 ∼ −1.32 which display
some additional new features.
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and hence they are absent for (6.29). The numerical constructions of the solutions
described in the following subsections are similar to those in previous sections and
so we have relegated some details to appendix D.
6.5.1 RG flows
We first consider RG flows which break spatial translations (i.e. with k 6= 0), starting
from AdS05 in the UV and going to the AdS2×R3 solution in the IR, given by (6.27).
Note that with the values of the parameters given in (6.29) the value of the scalar
field in the AdS2 × R3 solution is γ(2) = 481/4 ∼ 2.63. From the point of view of the
IR, we use the δ = 1 mode mentioned below (6.28) to shoot out from the AdS2 ×R3
solution, as described in appendix D. For future reference we note that this mode is
associated with an irrelevant operator in the CFT dual to AdS2 × R3 with ∆ = 2.
These RG flows exist for a specific value of the dimensionless deformation parameter
which is numerically found to be at Γ/k3/2 = Γ¯, with
Γ¯ ∼ 19.37 . (6.30)
We next consider the boomerang RG flows starting from AdS05 in the UV and
ending up at the same AdS05 in the IR. In the coordinates we are using the index of
refraction is now given by
n = eVIR−VUV . (6.31)
In figure 6.6 we have plotted some features of the one parameter family of boomerang
RG flows that we have constructed numerically, which, interestingly, exist in the
finite range 0 ≤ Γ/k3/2 ≤ Γ¯. We find that as Γ/k3/2 approaches Γ¯ the boomerang
RG flows start to build up an intermediate scaling regime governed by the AdS2×R3
solution. We have also calculated the holographic free energy for these RG flows and
we find that as Γ/k3/2 → Γ¯ we have T tt/k4 → 1614, which is in excellent numerical
agreement with the value of the free energy that we directly obtain for the AdS05 to
AdS2 × R3 RG flow.
While satisfying, this analysis does not reveal what happens for RG flows with
Γ/k3/2 > Γ¯. It turns out that these flows are singular in the far IR. In order to
elucidate what is going on, we use the standard technique of constructing finite
temperature black holes and then cooling them down to low temperatures. As we
will see this will also reveal interesting features at finite T for Γ/k3/2 < Γ¯.
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Figure 6.6: Boomerang RG flows for m2 = −15/4 and ξ = −1/4. The left plot shows
the refractive index n, defined by (6.31), as a function of the deformation parameter
Γ/k3/2, for the one parameter family of boomerang RG flows that exist in the finite range
0 ≤ Γ/k3/2 ≤ Γ¯. For the special value Γ/k3/2 = Γ¯ ∼ 19.37 (dashed vertical line) we have the
AdS05 to AdS2×R3 RG flow. As Γ/k3/2 approaches Γ¯ there is a build up of an intermediate
scaling regime, determined by the AdS2 ×R3 solution, as displayed by the radial behaviour
of the scalar function for Γ/k3/2 = 16.65, 19.17, 19.33 and 19.36 (red dots on the left plot
and light grey to dark grey on the right plot) and we have also marked the value of the
scalar in the AdS2 × R3, γ(2) = 481/4, by a horizontal dashed line.
6.5.2 Black hole solutions and thermal insulators
It is straightforward to numerically construct black hole solutions for arbitrary values
of Γ/k3/2 using the IR expansion as given in appendix D. We first consider the black
hole solutions in the range 0 ≤ Γ/k3/2 < Γ¯, where the boomerang RG flows exist.
In the subrange 0 ≤ Γ/k3/2 ≤ ΓC , below a critical value ΓC , we find that the black
hole solutions can be cooled down, uneventfully, and they smoothly approach the
boomerang RG flows at T = 0. In particular, we find that as T → 0 the entropy,
s, goes to zero with s ∼ T 3. However, in the range ΓC < Γ/k3/2 < Γ¯ there is a
first order phase transition at finite temperature. The immediate signal for this
behaviour can be seen in the entropy versus temperature plots becoming multivalued,
as displayed in figure 6.7. Furthermore, by calculating the free energy for the black
holes in this range as a function of T , which display the characteristic swallowtail
behaviour, we can determine the thermodynamically preferred black holes, again
shown in 6.7.
When Γ/k3/2 = ΓC the line of first order phase transitions ends in a second
order critical point with ΓC ∼ 10.5. When Γ/k3/2 = Γ¯ the line of first order phase
transitions smoothly ends at T = 0 at the AdS05 to AdS2 × R3 RG flow solution.
This behaviour is summarised in figure 6.1.
We next construct black hole solutions with Γ/k3/2 > Γ¯. In this case we find
no evidence of any phase transitions at finite T . When Γ/k3/2 is close to Γ¯, as the
temperature is lowered the solutions build up a finite temperature behaviour that is
governed by the AdS2 × R3 solution, before heading off to the new T = 0 ground
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Figure 6.7: Plots of the entropy density s as a function of T for black hole solutions with
various deformation parameters and for models with m2 = −15/4 and ξ = −1/4. The left
plot is for Γ/k3/2 ≤ Γ¯ ∼ 19.37, namely 5.5, 10.3, 18, and 19.3 (light grey to dark grey).
The dashed blue line in both plots is for Γ/k3/2 = Γ¯. For Γ/k3/2 = 19.33 and 19.36 we
have used dotted lines on the curves to indicate the first order phase transition. As T → 0,
for Γ/k3/2 < Γ¯ the black holes approach the boomerang RG flows, with s ∼ T 3, and when
Γ/k3/2 = Γ¯ they approach the AdS05 to AdS2 × R3 RG flow with, from (6.27), s ∼ 0.84k3.
The right plot is for Γ/k3/2 ≥ Γ¯, namely, 19.41, 19.75, 25 and 35 (dark grey to light grey).
As T → 0 the black holes have s→ 0, but not as a power of T . At T → 0 they approach
insulating ground states. In both plots the intermediate scaling regimes can be seen.
states. This is displayed in the behaviour of entropy versus temperature plots shown
in figure 6.7 and also in figure 6.1. The plots in figure 6.7 also reveal some important
features of the new T = 0 ground states. Firstly, as T → 0 we have s→ 0. However,
unlike other s = 0 ground states which break translations [69, 71, 72, 118], we find
that the entropy density is not vanishing as a power law with T . Indeed we find
that d(ln s)/d(lnT ) is decreasing as T → 0. The T = 0 ground states are certainly
singular: for example the value of the scalar field at the horizon diverges as T → 0.
To determine some additional properties of the T = 0 ground states for Γ/k3/2 > Γ¯
we can calculate the thermal DC conductivity matrix, κij. For general holographic
lattices this can be calculated by solving a Stokes flow at the horizon [92]. In fact,
for this case we can use the results presented in [91] which showed that for all of the
black hole solutions that we have constructed we have κij = κδij with
κ =
4pisT
γ2Hk
2
, (6.32)
where γH is the value of the scalar field at the black hole horizon. Plotting this as a
function of T we find the behaviour shown in the right panel of figure 6.8, clearly
revealing that, for Γ/k3/2 > Γ¯, κ→ 0 as T → 0. By examining the d lnκ/d lnT we
deduce that κ is not going to zero as a power law, in line with the radial behaviour
of the metric mentioned previously. This thermal insulating behaviour arises because
sT/γ2H → 0 as T → 0 i.e. the number of degrees of freedom available to transport
heat, captured by s, is going to zero rapidly enough as T → 0.
For Γ/k3/2 = Γ¯, associated with the AdS05 to AdS2×R3 RG flow, we have κ ∼ T .
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Figure 6.8: Plots of the temperature dependence of the thermal conductivity κ for the
black hole solutions constructed for m2 = −15/4 and ξ = −1/4. The left plot is for
Γ/k3/2 ≤ Γ¯ ∼ 19.37, namely 5.5, 10.3, 18, and 19.3 (light grey to dark grey), as in figure
6.7, and we see thermal conducting behaviour with κ → ∞ as T → 0. The dashed blue
line in both plots is for Γ/k3/2 = Γ¯ with κ ∼ T as T → 0. The right plot is for Γ/k3/2 ≥ Γ¯,
namely, 19.41, 19.75, 25 and 35 (dark grey to light grey), as in figure 6.7, and we see
thermal insulating behaviour with κ→ 0 as T → 0.
For Γ/k3/2 < Γ¯ the T = 0 ground states are the boomerang RG flows which have
translation-invariant horizons and hence κ(T ) → ∞ as T → 0, as we see in figure
6.8. We can be slightly more precise about this behaviour, generalising arguments
in [1, 78], essentially by heating up the boomerang RG flow. By considering the
AdS-Schwarzschild black hole we deduce that the location of the black hole horizon is
related to the temperature via ρ+ = piT . Next, by considering (D.3) we deduce that
we can obtain the renormalisation of length scales9 in the boomerang RG flow, L¯, by
taking the following limit of the black hole solutions: L¯ = limT/k→0[eV |ρ=ρ+/(piT )].
Using (D.3) and (6.32), we then anticipate that as T/k → 0, the thermal conductivity
blows up as an exponential multiplied by a factor of T 7. We have verified that this
is the case for several branches of black holes with Γ/k3/2 < Γ¯.
Finally, although not displayed in figure 6.8, as T → ∞ we find that κ → T 7.
This behaviour can be understood using a similar argument, as given10 in section 3.3
of [91], to show that the high temperature behaviour of κ is given by κ→ T 2(6−∆),
where ∆ = 5/2 is the scaling deformation of the operator dual to the complex scalar
fields in (6.3) for the UV AdS05 vacuum.
6.5.3 Diffusion and butterfly velocity
The black hole solutions that we have constructed all explicitly break translation
invariance in the dual field theory. On general grounds [142, 143], the black holes
necessarily have a quasi-normal hydrodynamic mode associated with diffusion of
9For the coordinates we are using, L¯ is the same as the index of refraction for the boomerang
RG flow given in (6.31).
10Note that the T →∞ expression for κ given in eq. (3.30) of [91] is only valid for non-vanishing
charge density.
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heat. From the results of [143] this mode has a diffusion constant, D, which governs
the dispersion relation of the mode, which can be obtained via the Einstein relation
D = κ/c, where c ≡ T∂s/∂T is the specific heat (holding the deformation parameter
Γ/k3/2 fixed). Since we have already calculated, numerically, both κ(T ) and s(T ) it
is therefore straightforward to obtain D(T ).
We next consider the calculation of the butterfly velocity vB. This can be obtained
by studying the construction of a shock-wave geometry on the black hole horizon
[135, 136]. For the class of metrics we are considering, from [120] we have
v2B =
4piT
6[e2V V˙ ]H
. (6.33)
We now consider the possibility that we have a relationship of the form
D = E
v2B
2piT
, (6.34)
where we are interested in the low temperature behaviour of the dimensionless
quantity E(T )
For Γ/k3/2 = Γ¯ we see from figure 6.9 that as T → 0 we have E → 1, in agreement
with the results of [124], where we recall that the AdS05 to AdS2 × R3 domain wall
solution is being driven by an irrelevant operator in the locally quantum critical CFT
dual to AdS2 × R3 with scaling dimension ∆ = 2. For Γ/k3/2 < Γ¯ (not shown in
figure 6.8) we have the boomerang RG flows and the T = 0 ground states are AdS05 .
Since these ground states are translation-invariant, the diffusion mode is absent: as
T → 0 we have κ → ∞, D → ∞ and E → ∞. However for boomerang RG flows
with intermediate scaling governed by the AdS2 × R3 solution, we find that there is
a range of temperatures where E ∼ 1.
Finally, of most interest, we consider the low temperature behaviour of E for for
Γ/k3/2 > Γ¯, associated with the thermally insulating ground states. Remarkably, to
good numerical accuracy, we find that E → 0.5 as T → 0, as shown in figure 6.8.
6.6 | Final comments
Within a Q-lattice framework, in sections 6.2-6.4 we constructed simple holographic
solutions which describe boomerang RG flows from a CFT in the UV, deformed
by spatially dependent relevant operators, to the same CFT in the IR. For large
enough deformation the solutions approach an intermediate scaling regime with a
new conformal symmetry appearing at intermediate scales, which is governed by
another AdS5 solution.
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Figure 6.9: Behaviour of the ratio of the the thermal diffusion constant to the butterfly
velocity, E ≡ D/(v2B/2piT ), as a function of T for the black hole solutions constructed for
m2 = −15/4 and ξ = −1/4 and Γ/k3/2 ≥ Γ¯. For Γ/k3/2 = Γ¯, dashed blue line, we see
E → 1 as T → 0. For the thermal insulators with Γ/k3/2 equal to 19.75, 25 and 35 (dark
grey to light grey), as in the right panels of figure 6.7 and 6.8, we see that E → 1/2 as
T → 0.
The main features of this construction, combined with insights obtained in
[2], indicate that within a bottom up framework there is significant freedom to
construct ‘designer boomerang flows’. In particular, suppose that we want to
construct a boomerang flow from a holographic fixed point in the UV to the same
fixed point in the IR. This fixed point does not have to be conformal and could be,
for example, of Lifshitz type. Suppose also that we want an intermediate scaling
regime governed by some other holographic geometry which could be AdS, Lifshitz
or even hyperscaling violation form, which does not break translations. Then one
looks for a gravitational model in which there is a standard RG flow from the UV
fixed point to the intermediate scaling geometry driven by a relevant deformation,
which we suppose is driven by bulk scalar fields. In addition we demand that the
gravitational model allows for a Q-lattice ansatz in which the bulk scalar fields
depend on the spatial coordinates. Then, much as in this chapter, there should be
RG flows parametrised by a dimensionless parameter of the form Γ/kα, where k is
the characteristic wave number of the spatial deformation and Γ characterises the
strength of the deformation of the relevant operator. For small Γ/kα one expects a
boomerang RG flow as the perturbative mode rapidly dies out in the IR11. If the
boomerang RG flow exists for large values of Γ/kα then the desired intermediate
scaling will also appear. In simple models the latter feature should be present, but
on the other hand it is not guaranteed. For example, if there were additional fixed
point solutions in the model, then one may be driven away from the boomerang flows
by a quantum phase transition at some value of Γ/kα before intermediate scaling is
seen.
In section 6.5 we also constructed boomerang flows for models in which there was
11An exception would be if the perturbative expansion generates zero mode terms at higher
orders which change the IR. Such behaviour can be eliminated by imposing discrete symmetries.
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an AdS2×R3 solution which breaks translation invariance. In this case, for a specific
value of Γ/k3/2 = Γ¯ there is an RG flow solution from AdS05 in the UV to AdS2×R3
in the IR. We found that as Γ/k3/2 approached Γ¯ from below, the boomerang RG
flow solutions build up an increasingly large AdS2 × R3 intermediate scaling region.
A priori, it is unclear what might happen for Γ/k3/2 > Γ¯. However, by constructing
finite temperature black holes, in addition to finding an interesting line of first order
phase transitions for Γ/k3/2 < Γ¯, we found a new class of thermally insulating ground
states for Γ/k3/2 > Γ¯. A particularly interesting feature of these new ground states
is that s(T )→ 0 but not as a power law. We also showed, numerically, that these
ground states exhibit a simple relationship between the thermal diffusion constant
and the butterfly velocity of the form D = Ev2B/(2piT ) with E(T )→ 0.5 as T → 0.
It would certainly be interesting to have a better analytic understanding of these
ground state solutions, which should also allow us to confirm this result for E(T ).
An interrelated point would be to obtain a better understanding of these insulating
ground states in the limit of large Γ/k3/2. A more general point is that it is not at
all clear how one can directly construct such novel ground state solutions, without
power law behaviour, in holography. What we have shown in this chapter is that for
at least one class of models, analysing models with boomerang RG flows can reveal
them.
In the above discussion we have been considering deformations associated with
relevant operators of the UV fixed point. However, we note that boomerang RG
flows with intermediate scaling and within a Q-lattice framework do not require the
deformations to be associated with relevant operators: indeed the examples in [1]
were driven by marginal operators. It is also worth emphasising that boomerang RG
flows do not require Q-lattices and can also arise for what are called inhomogeneous
lattices. For example, in [77] boomerang RG flows were driven by a deformation
involving a spatially varying chemical potential of CFT in d = 3 of the form V cos kx.
For these deformations with k = 0 and V 6= 0, we have the standard zero temperature
AdS-Reissner-Nordstrom black hole, which approaches AdS2 × R2 in the IR. It is
therefore natural to conjecture that for sufficiently large V/k the boomerang RG
flows could have an intermediate scaling regime approaching AdS2 × R2. It would
be of interest to examine this in more detail, and more generally, analyse boomerang
RG flows for other inhomogeneous lattices.
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7 | Outlook
In this thesis we have investigated the RG flows for families of strongly coupled theories
that have been deformed by a lattice. We have done this using the gauge/gravity
correspondence, which allows us to bypass the need for a perturbative approach.
For the lattices constructed in chapters 4 and 5 we took a top-down approach, by
studying a consistent truncation of D = 10 and D = 11 supergravity. The consistency
of the truncation ensures that the dual field theory is always a well defined QFT.
The intuition developed in these chapters allowed us to write chapter 6. Therein, we
have taken a phenomenological approach (bottom-up), engineering a gravity model
that allows to construct a holographic lattice in which we can model an RG flow
with intermediate conformal invariance and furthermore, the possibility of a thermal
conductor-insulator phase transition.
On general grounds, constructing holographic lattices will require solving a coupled
system of non-linear PDEs. Needless to say, such task requires the implementation of
computational methods and, even with the aid of a computer, this is at the moment
a difficult endeavour. A significant simplification to this problem is provided by
the Q-lattice type of constructions, which can be used whenever the gravity system
possesses some global symmetry. In such cases, an ansatz that breaks translations
for the boundary theory can be built whilst preserving bulk homogeneity. Thus,
the problem of PDEs is turned into a system of ODEs, which is now much simpler,
albeit still challenging, to handle. All of the lattices that we have constructed are
Q-lattices, and the method of choice used to solve the resulting system of ODEs has
been a double-sided shooting, and we have explained this method in the appendix.
In both constructions of chapters 4 and 5 and in the ones studied in the first half
of chapter 6, we observed boomerang RG flows that persisted for arbitrarily large
values of the lattice deformation1, Γ. The appearance of Boomerang RG flows is
not inconsistent with the spirit of c-theorems because the lattice deformation that
triggers the flow is not a Poincaré invariant deformation. In contrast, the black holes
constructed in the second part of chapter 6 were Boomerang flows only for values of
Γ that were below a specific finite critical value, which we denoted Γ¯.
A remarkable feature of all of our lattices is that the RG flows could exhibit
regimes of intermediate scaling. Again, for the models studied in chapters 4 and 5
and in the ones in the first half of chapter 6, the intermediate scaling became evident
1Here only, we will use Γ to denote the dimensionless lattice defomation of any of our models
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(a) AdS5 	 (Lif3/2) (b) AdS4 	 (H(1,−2), H(5/2, 1))
(c) AdS5 	 AdSc5 and AdS5 	 AdS2 × R3
Figure 7.1: A recap of the RG flows investigated in this thesis. 7.1a shows the flow in the
type IIB supergravity theory of chapter 4, for which large values of the lattice deformation
drive the theory arbitrarily close to a Lifshitz-like fixed point with z = 3/2. 7.1b show
the flow for the D = 11 supergravity model of chapter 5. This time two intermediate
scaling regimes are present for large deformations, each is a hyperscaling violating geometry
H(z, θ); there exists a Poincaré invariant flow connecting AdS4 → H(1,−2). Finally,
figure 7.1c shows the RG flows for the bottom-up model of chapter 6. For positive values of
the parameter ξ (see (6.3)), large values of the lattice deformation show an intermediate
conformal invariance because the flow is being driven arbitrarily close to an AdSc5 geometry.
There also exists a Poincaré invariant flow AdS5 → AdSc5. For negative values of ξ, the
flow can be driven to an AdS2 × R3 when the lattice deformation, Γ, reaches a critical
value, Γc. The effects of this fixed point are visible as an intermediate scaling when Γ ≈ Γc.
For Γ > Γc, the flow transitions into a novel insulating ground state for which the precise
geometry remains unknown.
at large Γ and, furthermore, we noticed that such intermediate scaling could extend
over an arbitrarily large range of scales as long as Γ was sufficiently large. The black
holes constructed in the second part of chapter 6 also exhibit intermediate scaling but,
instead of appearing at large lattice deformations, the intermediate scaling appeared
as we approached the critical value Γ ∼ Γ¯. In fact the boomerang-like behaviour of
these flows was lost for Γ > Γ¯ and instead, a new insulating geometry appeared in
the deep IR, for which the precise details remain unknown. Interestingly, however,
these new ground states are thermal insulators for which the entropy vanishes as
T → 0 but not as a power-law scaling. This is the first example of such type of
behaviour in a holographic model. A summary of the RG flows found in this thesis
is given in figure 7.1.
Another interesting avenue to pursue would be to consider the charged versions of
the models that we have studied. This would allow us to investigate to what extent
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Figure 7.2: Entropy vs. Temperature plots for the charged version of the Black holes
we have constructed in chapter 4. The value of the chemical potential is held fixed, while
the lattice deformation, λ, is strengthened (λ = 1, 6, 8 from lightest to darkest). At large
enough values of λ the intermediate intermediate scaling that was present for the neutral
black holes also appears in this scenario. However, at low temperatures, the solution moves
to a AdS2 × R3 geometry where the entropy reaches a constant value. The plot on the
right is the logarithmic derivative of the left plot. Plateaus indicate scaling regimes. The
dashed blue line highlights the expected position of the Lifshitz-like scaling.
the intermediate scalings get imprinted into the full matrix of transport coefficients.
Some work in this direction has already started. For instance, it is straightforward
to extend the model of chapter 4 to include a U(1) gauge field, by adding a Maxwell
term, as was done in [100]. This allows us to also deform the dual field theory by a
chemical potential, µ, which is given by the boundary value of the gauge field,
At → µ+ ... (as r →∞) (7.1)
while the ansatz for the remaining fields remains as in section 4.3, eq. (4.13). One
can show that the inclusion of the Maxwell term will necessarily spoil the boomerang
like behaviour of our flows because the T → 0 limit will now approach an AdS2×R3
geometry. However, by building the black holes numerically, we will find that the
intermediate Lifshitz-like scaling is still present, as shown in figure 7.2. The transport
coefficients, which can be obtained from the black hole horizon data following the
recipe developed in [91], are indeed affected by intermediate Lifshitz-scaling as we
show in figure 7.3.
The immediate next task is to introduce an oscillating perturbation on top of
these black holes in order to study the AC conductivities. As with the neutral case,
investigating the stability of these solutions could leads us to find interesting novel
ground states. The charged case for the model of chapter 5 remains to be investigated
and details for a plausible ansatz are given in appendix C.
Finally, a follow-up work on the lattices investigated in chapter 6 would be to
have a better analytic understanding of the insulating ground states. So far, the
precise reason on why one is able to obtain non-power-law scaling remains unclear.
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Figure 7.3: Logarithmic derivatives of the electrical conductivity, σ (blue), the thermo-
electrical conductivity, α (yellow), and the thermal conductivity κ (green), for a strong
lattice deformation corresponding to the darkest plot in figure 7.2. The intermediate scaling
is evident.
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A | Numerical shooting
We will use the technique here presented to solve boundary value problems (BVP) for
systems of nonlinear, second order, ordinary differential equations. Beyond the fact
that we are dealing with a BVP rather than an initial value problem, the nonlinear
nature of the ODEs make this a delicate topic. Theorems on existence and uniqueness
do not stand as strongly as they do in the linear case. Some nice discussion on
the mathematical details can be found in [144, 145] and in the textbook [146]. Our
discussion here mainly follows [147] and it is necessarily not rigorous.
Suppose we are given a second order differential equation for the function f(r),
with r ∈ [a, b]. Furthermore, we will assume that the ODE is singular at a and/or b
since such is the situation in all of our applications. The singular behaviour means
that our BVP cannot be phrased in terms of f(a) and f(b) as this would cause our
code to overflow. Instead, our BVP should be posed in the interval [a+ , b− ],
 > 0, and rephrased in terms of an asymptotic power series for the function f(r).
The asymptotic power series of f will usually take the form
fSa () =
∑
i,j
Aij
i(ln )j ,  = r − a, (A.1)
fSb () =
∑
i,j
Bij
i(ln )j ,  = b− r, (A.2)
but it might be more complicated depending on the nature of the singular point (see,
for instance, the expansion used in eq. (5.16)). The presence of the terms proportional
to ln  will depend on the particular problem. Mathematically, these are related to
the roots of the indicial equation; in the AdS/CFT correspondence, log terms will
be related to anomalies. Most of the coefficients Aij and Bij in (A.1) will already be
determined by the boundary conditions imposed. For example, we will be interested
in problems where the spacetime metric asymptotes to a unit radius AdS which
means that the leading behaviour as r → ∞ should be gtt = −r2 +O(r). Solving
the equations of motion order by order we will be left with a set of undetermined
parameters at each endpoint, {A} and {B}. Numerical integration can be carried out
from each endpoint up to a mid point rmid using, for instance, the built-in function
NDSolve in Mathematica. Denote the solution obtained when integrating from a and
b by fa(r, A) and fb(r, B) respectively. These solutions depend on the initial data
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and therefore the matching condition
fa(rmid, Aij) = fb(rmid, Bij) (A.3)
f ′a(rmid, Aij) = f
′
b(rmid, Bij), (A.4)
can be understood as imposing further restrictions on the parameters Aij and Bij.
This will leave us with a subset of undetermined coefficients that parametrises our
space of solutions.
Example. As a very simple example, consider this modification of the pendulum
problem,
u′′(r) +
sinu(r)
r
= 0, (A.5)
for which we would like to find regular solutions in the interval [0, 2pi]. Regularity
means that u(r) should vanish as r → 0. To feed this into a computer, we develop a
power series as in (A.1), taking into account our regularity condition. Solving (A.5)
order by order one finds that
u(δr) = A11δr − A11
2
δr2 +
A11
12
δr3 − A11 − 2A
3
11
144
δr4 + ... (A.6)
as δr → 0. We see that the regularity condition imposes such restriction on our
function that its power series around r = 0 can be found to arbitrary order in terms of
a single parameter: A11. However, demanding regularity at r = 0 gives no restriction
on the behaviour of u(2pi). Lets then write
u(2pi) = λ (A.7)
u′(2pi) = B11. (A.8)
Out of the three parameters, {A10, λ, B10}, the matching conditions (A.3) will
further restrict two, so that our solutions will be labelled by one free parameter.
Without loss of generality, we choose λ to be the free parameter. The relevant lines
of code in Mathematica would look like
uA[A10_] :=
NDSolve[{eq==0, u[dr]==serU[dr,A10], u’[dr]==dSerU[dr,A10]},u,{r,dr,rmid}]
uB[l_,B10_] :=
NDSolve[{eq==0, u[2 Pi]== l, u’[2 Pi]==B10},u,{r,rmid,2 Pi}]
where serU and dSerU are the the series expansion (A.7) and its derivative respectively.
To implement the matching condition (A.3) we simply use the function FindRoot,
which uses a variant of the Newton method.
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Figure A.1: Double sided shooting for the modified pendulum. Figure A.1a shows two
solutions found for λ = 1 when two different seeds are given to FindRoot. The black dot
shows the value of rmid, where the matching condition is imposed. To the right, figure A.1b
shows two branches of solutions that exist for λ ∈ [−1, 1]
match[l_,A10_,B10_]:=
({u[rmid],u’[rmid])}/.uA[A10])-({u[rmid],u’[rmid]}/.uB[l,B10])
bndData[l_]:=
FindRoot[match[l,A10,B10],{A10,-1},{B10,1},Evaluated -> False]
It should be noted that FindRoot needs to be fed an initial guess. While there is no
standard way of obtaining such initial guess, in practice one usually draws experience
from a known solution. Depending on the guess FindRoot might converge to different
solutions or it may not converge at all. This is exemplified in figure A.1, where two
solutions are found for the same value of λ. The option “Evaluated →False” is
included to prevent FindRoot from attempting a symbolic calculation; an error is
produced without this option1.
Having found a solution, it is important to verify it through different tests.
For instance, the solution found should not depend on the value of rmid nor δr.
Numerically this means that the solution found with FindRoot should not be too
sensible to these changes.
While the modified pendulum is a single ODE, the above procedure is easily
generalised to systems of coupled ODEs. As a final remark we note that the ODEs that
we encounter in this thesis have the additional complication of being highly oscillatory
near the singular points. A typical Runge-Kutta method will therefore fail to converge
or else converge only after a very long CPU time, because the step size has to be
very restricted. A convenient way to deal with this problem is to alternate between
an explicit and an implicit solving method. Mathematica can easily implement this
by explicitly specifying the NDSolve method to be StiffnessSwitching.
1Alternatively, one can specify in each function that the parameters should be numbers.
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B | Q-lattices and SL(2, R) classes
The holographic lattices of [62, 65, 73, 74], and the ones studied here, are all examples
of Q-lattices [60] in which one exploits the fact that the scalars parametrise the group
manifold SL(2, R) and consequently the gravity model admits a global SL(2, R)
symmetry. In particular, the spatial dependence of the scalars on the z direction is
given by a specific orbit of the SL(2, R) action. There are three distinct cases to
consider corresponding to the three different conjugacy classes of SL(2, R).
Write a general SL(2, R) matrix as
M =
(
a b
c d
)
, ad− bc = 1 . (B.1)
The three conjugacy classes are determined by the trace: the parabolic class has
|TrM| = 2, the hyperbolic class has |TrM| > 2 and the elliptic class has |TrM| < 2.
The SL(2, R) action on τ = χ+ ie−φ is given by τ → (aτ + b)/(cτ + d). Suppose
we start with χ = 0 and φ = φ0. Then acting with the one-parameter family of
SL(2, R) transformations in the parabolic conjugacy class given by
M =
(
1 kz
0 1
)
, (B.2)
induces χ→ kz with φ0 unchanged. This generates the ansatz for scalar fields given
by φ = φ(r) and χ = kz that was used in [62, 73, 74].
Next we consider the transformations in the hyperbolic conjugacy class of the
form
M =
(
e−kz/2 0
0 ekz/2
)
. (B.3)
This induces φ0 → φ0 + kz with χ = 0 unchanged. This generates the ansatz φ = kz
and χ = 0 used in [65].
Finally, we consider the transformations in the elliptic conjugacy class of the
form
M =
(
cos(kz
2
) sin(kz
2
)
− sin(kz
2
) cos(kz
2
)
)
. (B.4)
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After writing φ0 = ϕ0 we find that this induces the transformation
χ→ sinhϕ0 sin kz
coshϕ0 + sinhϕ0 cos kz
,
eφ → coshϕ0 + sinhϕ0 cos kz . (B.5)
This generates ϕ = ϕ(r), and α = k z, exactly as in (4.6) and (4.13). Notice that as
we traverse once in the Poincaré disc via z → z + 2pi/k, we see from (B.4) that we
move fromM = 1 toM = −1. In other words we have a closed orbit in PSL(2, R).
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C | STU gauged supergravity and some
truncations
The bosonic part of the Lagrangian for the N = 2 STU gauged supergravity theory
is given by
L = R− 1
2
3∑
i=1
(
(∂λi)
2 + sinh2 λi(∂σi)
2
)
−
4∑
a
Re
(
F (a)+µν MabF (b)+ µν
)
− g2V ,
(C.1)
where F (a)+µν = 12(F
(a)
µν − i ∗ F (a)µν ), V is the potential just depending on the scalar
fields
V = −8
3∑
i
coshλi, (C.2)
andM is a rather complicated matrix that depends on both the modulus and the
phase of the complex scalars Φi = λieσi . An explicit expression can be found in
[101–103]. It is clearly consistent with the equations of motion to set all of the gauge-
fields to zero. It is also not difficult to see that we can consistently set λ1 = σ1 = 0.
Finally we can set λ2 = λ3 provided that we have an ansatz in which (∂σ2)2 = (∂σ3)2
and this what we studied in the main part of this chapter, and we also set g2 = 1/4.
It is also of interest to look for simple frameworks in which we can have Q-lattice
constructions that also carry electric charge. We have found the following ansatz that
can be used to construct RG flows with charge that depend on just one of the spatial
directions. Introducing coordinates (t, r, x, y) we can take the only dependence on
the x direction to be via two of the periodic σi fields, as in the ansatz:
λ1 = α, λ2 = λ3 = γ, σ1 = 0, σ2 = −σ3 = kx (C.3)
and
F (1) = F (2) = 0, F (3) = F (4) ≡ F with F ∧ F = 0 , (C.4)
The equations of motion of the STU theory can then be obtained from the Lagrangian
L = R− 1
2
(∂α)2 − (∂γ)2 − gxxk2 sinh2 γ − e−αF 2 + 8 g2(coshα + 2 cosh γ). (C.5)
with all fields just depending on (t, r, y). One can now restrict to an electric ansatz for
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the fields in (C.5) that just depend on the radial direction. For the scalar fields we take
γ, α to be functions of r and for the gauge-field we take F = dA with A = At(r). A
suitable anisotropic metric ansatz is given by ds2 = Udt2 +U−1dr2 +e2V1dx2 +e2V2dy2
with U, V1, V2 functions of r.
Finally, we point out that there is a closely related ansatz which leads to (C.5)
but with α→ −α. One way this can arise is by taking λ1 = α, λ2 = λ3 = γ, σ1 = pi,
σ2 = σ3 = kx, F (1) = F (2) = 0 and F (3) = −F (4) ≡ F .
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D | Some details for section 6.5
For the ansatz used in (6.26) the equations of motion are given by
0 = U˙ + U
(
2V˙ − γ˙
2
2V˙
)
− 1
V˙
(
4− 1
2
(e−2V k2 +m2)γ2 − ξ
3
γ4
)
,
0 = γ¨ + γ˙
(
U˙ + 3UV˙
U
)
− γ
(
e−2V k2 +m2
U
)
− 4ξ
3U
γ3 ,
0 = V¨ + V˙ 2 +
1
2
γ˙2 . (D.1)
Restricting to m2 = −15/4 we have the following UV expansion as ρ→∞,
U = (ρ+ ρ+)
2(1− 3Γ
2
8(ρ+ ρ+)3
+
M
(ρ+ ρ+)4
+ . . . ) ,
e2V = (ρ+ ρ+)
2(1− 3Γ
2
8(ρ+ ρ+)3
− 5ΓΓ2
8(ρ+ ρ+)4
+ . . . ) ,
γ =
Γ
(ρ+ ρ+)3/2
+
Γ2
(ρ+ ρ+)5/2
+
Γk2
2(ρ+ ρ+)7/2
+ . . . . (D.2)
where the parameter ρ+, obtained by shifting the radial coordinate is included to
conveniently place the IR in the RG flows at ρ = 0.
For the boomerang RG flows the IR expansion, at ρ→ 0, is given by
U = ρ2
[
1 +
3
16
e
− 2k
ρcV
(
2cV
k2
ρ2
+ c2V
k
ρ
)( cγ
k3/2
)2
+ ...
]
,
e2V = ρ2c2V
(
1− 1
16
e
− 2k
ρcV
(
4
k3
ρ3
+ 3c2V
k
ρ
+ 3c3V
)( cγ
k3/2
)2
+ ..
)
,
γ =
k3/2
ρ3/2
e−k/ρcV
( cγ
k3/2
)
+ . . . , (D.3)
fixed by two parameters cγ and cV . For the RG flow from AdS05 to AdS2×R3 solution
we use the IR expansion
U =
ρ2
L2(2)
(1 + c1 ρ+ . . .) ,
e2V = cV (1 + 2c2 ρ+ . . .) ,
γ = γ(2)(1 + c3 ρ+ . . .) , (D.4)
with the ci as given for the δ = 1 mode in section 6.5, and hence, with cV , (D.4)
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depends on two free constants.
Finally, for the black hole solutions we use the expansion as ρ→ 0 given by
U = 4piTρ− ρ2 1
48
(
96 + 45γ2H − 8ξγ4H − 36γ2H(k/VH)2
)
+ ... ,
e2V = V 2H + ρ
V 2H
48piT
(
96 + 45γ2H − 8ξγ4H − 12γ2H(k/VH)2
)
+ ... ,
γ = γH + ρ
γH
48piT
(−45 + 16ξγ2H + 12(k/VH)2)+ ... . (D.5)
In order to calculate the holographic energy of the domain wall solutions, we
need to calculate the holographic stress tensor. To do this, we need to supplement
the bulk action (6.2) with boundary terms including the usual Gibbons-Hawking
term and a counter-term action given by Sct = 116piG
∫
d4x
√−γ(6 +∑α 34zαz¯α + . . . ),
where γij is the pull back of the bulk metric to the regulating UV boundary and
the neglected terms are not important for the calculation of interest. After a little
calculation we find that the energy density of the dual field theory is given in terms
of the UV expansion of (D.2) as
T tt = −3(M + ΓΓ2) . (D.6)
In order to determine the thermodynamically preferred black holes we also need to
calculate the free energy density, w, and we have
w = T tt − Ts . (D.7)
D.1 | RG flows and Black holes for m2 = −15/4,
ξ = −675/512
In section 6.5 we focussed on models with m2 = −15/4 and ξ = −1/4. Here we
briefly discuss models with m2 = −15/4, ξ = −675/512 ∼ −1.32 which exhibit
some interesting different behaviour. It is worth noting that for these values, the
AdS2×R3 solution given in (6.27) has a BF violating mode (see the discussion below
(6.28)) and this seems to be at least partially responsible for the differing behaviour.
The AdS05 to AdS2 × R3 RG flow now exists for the special value Γ/k3/2 = Γ¯ ∼
1.8466. We can also construct boomerang RG flows from AdS05 to AdS05 for a finite
range of Γ/k3/2 but unlike when m2 = −15/4, ξ = −1/4, and surprisingly, this range
now extends further than Γ¯ as shown in figure D.1. In particular, there is now a
range of Γ/k3/2 where the boomerang RG flows are not uniquely determined by the
UV deformation parameter Γ/k3/2, but instead by the refractive index n.
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Figure D.1: Boomerang RG flows for m2 = −15/4 and ξ = −675/512. The upper left
plot shows the refractive index n, defined by (6.31), as a function of the deformation
parameter Γ/k3/2, for a one parameter family of boomerang RG flows. For the special value
Γ/k3/2 = Γ¯ ∼ 1.8466 (dashed vertical line) there is also an AdS05 to AdS2 × R3 RG flow.
Near Γ/k3/2 = Γ¯ the boomerang flows are not uniquely specified by the value of Γ/k3/2.
As n becomes large the boomerang flows build up a large intermediate scaling regime
dominated by the AdS2 × R3 solution: for several boomerang flows with Γ/k3/2 ∼ 1.8466,
denoted by red dots, we have plotted the radial behaviour of the scalar function in the
upper right plot, with light grey to dark grey associated with increasing n, and the dashed
horizontal line indicates the constant value of γ in the AdS2 × R3 fixed solution. The
bottom plot shows the value of the energy for the boomerang flows and we see that for
values of Γ/k3/2 where there is non-uniqueness, it is the solution with the smallest value of
n that is preferred (the lightest grey in the upper right plot), and hence the intermediate
AdS2 × R3 scaling is frustrated.
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These are perhaps the first examples of holographic RG flows which have the
same fixed point solution in the IR and yet they are not uniquely specified by their
UV deformation data1. Furthermore, for the specific value Γ/k3/2 = Γ¯ there is also
the AdS05 to AdS2×R3 RG flow solution, giving rise to an additional non-uniqueness
for this specific value of the UV deformation. As n→∞ we find that Γ/k3/2 → Γ¯.
Furthermore, as n gets larger the boomerang RG flows build up an increasingly
larger intermediate scaling regime that is determined by the AdS2 × R3 solution, as
also displayed in the radial behaviour of the scalar field γ in figure D.1.
For the values of Γ/k3/2 where there is not a unique solution, the physical RG flow
solution is the one that has the smallest energy. In figure D.1 we have plotted T tt for
the boomerang flows and we find that for a given value of Γ/k3/2 the energetically
preferred solution is given by the smallest value of n. In particular, the amount of
build up of an intermediate scaling regime determined by the AdS2 × R3 solution is
frustrated for energetic reasons.
We have constructed some finite temperature black hole solutions, but the full
phase diagram is rather involved due to the presence of multiple branches of solutions
in the region of Γ/k3/2 where there is non-uniqueness of the boomerang RG flows.
While we leave a full analysis to future work, we note that we have constructed some
black hole solutions for values of Γ/k3/2 significantly larger than Γ¯ and we find that
as T → 0 the ground states have s(T )→ 0, not as a power law, and they are again
thermal insulators. Furthermore, we also find that they satisfy the diffusion-butterfly
velocity relation given in (6.34) with again, remarkably, E(T )→ 0.5 as T → 0.
1Examples of holographic RG flows which are not uniquely specified by their UV data but with
different IR fixed point solutions arise in many situations including in the context of the T → 0
limit of spontaneously broken phases.
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