Abstract. Algebras simple with respect to an action of Sweedler's algebra H 4 deliver the easiest example of H-module algebras that are H-simple but not necessarily semisimple. We describe finite dimensional H 4 -simple algebras and prove the analog of Amitsur's conjecture for codimensions of their polynomial H 4 -identities. In particular, we show that the Hopf PI-exponent of an H 4 -simple algebra A over an algebraically closed field of characteristic 0 equals dim A. The groups of automorphisms preserving the structure of an H 4 -module algebra are studied as well.
Introduction
An algebra A over a field F is an H-module algebra for some Hopf algebra H if A is endowed with a homomorphism H → End F (A) such that h(ab) = (h (1) a)(h (2) b) for all h ∈ H, a, b ∈ A. Here we use Sweedler's notation ∆h = h (1) ⊗ h (2) where ∆ is the comultiplication in H. We refer the reader to [7, 15, 16] for an account of Hopf algebras and algebras with Hopf algebra actions.
Let A be an H-module algebra for some Hopf algebra H over a field F . We say that A is H-simple if A 2 = 0 and A has no non-trivial two-sided H-invariant ideals. By H 4 = 1, c, v, cv F we denote Sweedler's Hopf algebra over a field F of characteristic char F = 2 where ∆(c) = c ⊗ c and ∆(v) = c ⊗ v + v ⊗ 1.
Note that {1, c} ∼ = Z 2 and every space V with Z 2 -action has the following natural Z 2 -grading: V = V (0) ⊕ V (1) where cv (0) = v (0) for all v (0) ∈ V (0) and cv (1) = −v (1) for all v (1) ∈ V (1) .
H 4 -action on matrix algebras
In this section we treat the case when a finite dimensional H 4 -simple algebra A is simple as an algebra. In the case of an algebraically closed field F this implies that A is isomorphic to a full matrix algebra over F . Theorem 1. Let A be an H 4 -module algebra over an algebraically closed field F , char F = 2, isomorphic as an algebra to M n (F ) for some n ∈ N. Then either
(1) A is isomorphic as an algebra and an H 4 -module to and va = (ca)Q−Qa where Q = 0 Q 1 Q 2 0 , Q 1 Q 2 = αE k , Q 2 Q 1 = αE m for some k, m > 0 (here E n is the identity matrix n × n), k + m = n, k m, Q 1 ∈ M k×m (F ), Q 2 ∈ M m×k (F ), α ∈ F , (2) or ca = a, va = 0 for all a ∈ A.
Proof. Note that (see e.g, [9, Section 3.5]) A is isomorphic as a graded algebra to M k,m (F ) for some k m, k + m = n.
Moreover v is acting on A by a skew-derivation. We claim 1 that this skew-derivation is inner, i.e. there exists a matrix Q ∈ A such that va = (ca)Q − Qa for all a ∈ A. Indeed, ca = P aP −1 for all a ∈ A where
where Q = P Q 0 , i.e. v acts as an inner skew-derivation.
Note that vc = −cv implies vA (0) = A (1) and vA
Recall that v 2 = 0. Therefore, for every a ∈ A, we have
Remark. Conversely, for every such Q, k m, we have an H 4 -module algebra isomorphic as an algebra to M n (F ).
Remark. If k > m, then Q 1 Q 2 is degenerate and we must have Q 2 = 0.
Theorem 2. Let A 1 and A 2 be H 4 -module algebras over a field F , char F = 2,
(direct sum of subspaces) where ca = a for all a ∈ A (0)
i ,
and va = (ca)Q i − Q i a for all a ∈ A i , where 
Proof. First we fix some isomorphisms A i ∼ = M n (F ), i = 1, 2. Let ϕ : A 1 → A 2 be an isomorphism of algebras and H 4 -modules. Then there exists W ∈ GL n (F ) such that ϕ(a) = W aW −1 for all a ∈ A 1 . Let
Then ϕ(ca) = ϕ(P 1 aP
2 W P 1 commutes with any matrix. Thus
Taking into account the eigenvalues of P 1 and P 2 , we get α = ±1. In particular, P 1 = P 2 , k 1 = k 2 and m 1 = m 2 . Note that ϕ(va) = vϕ(a) for all a ∈ A 1 . Therefore
GL m 1 (F ). In this case,
for all a ∈ A 1 . Thus (P −1
commutes with any n × n matrix and P −1 
and
0 .
Since the matrix βP 1 is diagonal, β = 0, Q 21 = W 1 Q 12 W 2 −1 , and Q 22 = W 2 Q 11 W 1 −1 . The direct assertion of the theorem is proved. Reversing the implications yields the converse.
Example 1. In the case of 2 × 2 matrices we have the following variants:
(
where
where Q = 0 1 γ 0 and γ ∈ F is a fixed number.
Semisimple H 4 -simple algebras
In this section we treat the case when an H 4 -simple algebra A is semisimple.
Theorem 3. Let A be a semisimple H 4 -simple algebra over an algebraically closed field F . Then either (1) A is isomorphic to the full matrix algebra
(direct sum of ideals) for some k 1 and there exists P ∈ M k (F ) such that P 2 = αE k for some α ∈ F , and
Proof. If A is semisimple, then A is the direct sum of Z 2 -simple subalgebras. Let B be one of such subalgebras.
Hence B is an H 4 -submodule, A = B, and A is a Z 2 -simple algebra. Therefore, either A is isomorphic to the full matrix algebra M k (F ) for some k
In the first case, the theorem is proved. Consider the second case. Let π 1 , π 2 : A → M k (F ) be the natural projections on the first and the second component, respectively. Consider
Now we notice that
.
where [x, y] := xy − yx. Since v 2 = 0, we obtain that P 2 is a scalar matrix and the theorem is proved.
Remark. Conversely, for every matrix P ∈ M k (F ) such that P 2 = αE k for some α ∈ F , we can define the structure of an H 4 -simple algebra on M k (F ) ⊕ M k (F ) by (2), which is even Z 2 -simple. (2) , and let A 2 be another such algebra defined by a matrix P 2 ∈ M k (F ). Then A 1 ∼ = A 2 as algebras and H 4 -modules if and only if
Proof. Note that in each of A 1 and A 2 there exist exactly two simple ideals isomorphic to
. Note that cϕ = ϕc and vϕ = ϕv. The first equality implies that Q and T are proportional, i.e without loss of generality we may assume that Q = T . The second equality implies (
, that is not simple as an ordinary algebra, is isomorphic to M n (F ) ⊕ M n (F ) (direct sum of ideals) for some n 1 where
for all a, b ∈ M n (F ) and (1) 
or P is a block diagonal matrix with several blocks ( 0 1 0 0 ) on the main diagonal (the rest cells are filled with zero) and these algebras are not isomorphic for different P .
Non-semisimple algebras
In this section we consider the last possibility, i.e. when H 4 -simple algebra has a non-trivial radical.
Theorem 5. Let
Proof. Let J be the Jacobson radical of A. Since J is invariant under all automorphisms, J is a G-invariant subspace. Therefore, vA = 0 since otherwise J would be an H 4 -invariant ideal. Let p ∈ N be a number such that
for all a ∈ A and j ∈ J p−1 . Hence for all a ∈ vJ p−1 . Hence I + ϕ(I) is an H 4 -invariant ideal in A, I = vJ p−1 , and vJ p−1 is a G-simple algebra.
In particular, vJ p−1 is semisimple. Hence A/J p−1 ∼ = vJ p−1 is a semisimple algebra and J = J p−1 is the Jacobson radical of A. All the assertions of the theorem have been proved.
Theorem 6. Let B be a Z 2 -simple algebra over a field F , char F = 2, where Z 2 = {1, c} and c acts as an automorphism and let ϕ : B → J be an isomorphism from B to a vector space J. We define Z 2 -action on J by the formulas J (0) = ϕ(B (1) ) and J (1) = ϕ(B (0) ). In addition, we define multiplication in A = B ⊕ J (direct sum of Z 2 -invariant subspaces) by Remark. Two algebras A are isomorphic if and only if their maximal Z 2 -simple subalgebras B are isomorphic as Z 2 -algebras.
Automorphisms of H 4 -simple algebras
In this section we study the automorphisms of finite dimensional H 4 -simple algebras over a field F , char F = 2. In the first five cases below the automorphism groups can be determined explicitly. For the last case, we present a method of description of the automorphism group.
× E k+ℓ where F × E n is the group of scalar n × n matrices (this follows from the beginning of the proof of Theorem 2);
(this follows from the proof of Theorem 2 too); (4) if A is a finite dimensional non-semisimple H 4 -simple algebra, then every H 4 -automorphism ψ stabilizes the radical J of A and therefore the Z 2 -simple subalgebra vJ of A. Furthermore, ψ(va) = vψ(a) implies that ψ is completely determined by its restriction on vJ. Therefore, Aut
for all a, b ∈ M n (F ) where P ∈ M n (F ) is a fixed matrix such that P 2 = αE for some α ∈ F . Then the proof of Theorem 4 implies that Aut H 4 (A) is isomorphic to the subgroup of PGL n (F ) that consists of the images of all n × n matrices that commute or anti-commute with P . Note that M m,k (F ) (1) contains invertible matrices only for m = k. Therefore,
then Aut H 4 (A) is isomorphic to the subgroup of PGL n (F ) that consists of the images of all invertible matrices from M m,k (F ) (0) for m > k and from 
where the number of cells ( 0 1 0 0 ) equals k ∈ N, then [14, Section 69] implies that Aut H 4 (A) is isomorphic to the subgroup of PGL n (F ) that consists of all invertible matrices 
k,m (F ), and va = (ca)Q−Qa where
Then the proof of Theorem 2 implies that (a) if k = m, then Aut H 4 (A) is isomorphic to the subgroup of PGL k+m (F ) that consists of the images of all matrices W =
, that commute with Q, (b) and if k = m, then Aut H 4 (A) is isomorphic to the subgroup of PGL 2k (F ) that consists of the images of all matrices W =
, that commute with Q. Again, for any particular Q, the matrices W can be determined using the Jordan normal form of Q (see e.g. [14, Section 69] ). In the examples below we treat some particular cases of (5) and (6). 1,1 (F ) that commute with Q, are of the form ( α 0 0 α ) and ( 0 α α 0 ), respectively, where α ∈ F × . After factoring by the subgroup of scalar matrices, we get Aut
All matrices commuting with P are of the form
All matrices anti-commuting with P are of the form
After factoring by the subgroup of scalar matrices, we get
where the result of the conjugation of an element α ∈ (F, +) by the generator of Z 2 is (−α).
. All matrices commuting with P are diagonal, all matrices anti-commuting with P are anti-diagonal. After factoring by the subgroup of scalar matrices, we get
where the conjugation of an element of F × by the generator of Z 2 is the inversion.
Growth of polynomial H 4 -identities
Here we apply the results of Section 4 to polynomial H 4 -identities. First we introduce the notion of the free associative H-module algebra. Here we follow [4] . Let F X be the free associative algebra without 1 on the set X := {x 1 , x 2 , x 3 , . . .}. Then F X = ∞ n=1 F X (n) where F X (n) is the linear span of all monomials of total degree n. Let H be a Hopf algebra over F . Consider the algebra Lemma 1. Let A be an H 4 -simple non-semisimple associative algebra over a algebraically closed field F of characteristic 0, dim A = 2ℓ. Then there exists a number n 0 ∈ N such that for every n n 0 there exist disjoint subsets X 1 , . . . , X k ⊆ {x 1 , . . . , x n }, k = n−n 0 2ℓ , |X 1 | = . . . = |X k | = 2ℓ and a polynomial f ∈ P H 4 n \ Id H 4 (A) alternating in the variables of each set X j .
Proof. By Theorem 5, A = vJ ⊕ J (direct sum of subspaces) where J 2 = 0 and vJ is a Z 2 -simple subalgebra.
Fix the basis a 1 , . . . , a ℓ , va 1 , . . . , va ℓ in A where a 1 , . . . , a ℓ is a basis in J.
Since vJ is a Z 2 -simple subalgebra, by [10, Theorem 7] , there exist T ∈ Z + andz 1 , . . . ,z T ∈ vJ such that for any k ∈ N there exists f 0 = f 0 (x such that for anyz ∈ vJ we have f 0 (a 1 , . . . , a ℓ ; . . . ; a 1 , . . . , a ℓ ;z 1 , . . . ,z T ;z) =z.
Take n 0 = T + 1, k = n−n 0 2ℓ
, and consider f (x 
