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Adaptive filtering for estimation
of a low-rank positive semidefinite matrix
S. Bonnabel, G. Meyer and R. Sepulchre
Abstract— In this paper, we adopt a geometric viewpoint
to tackle the problem of estimating a linear model whose
parameter is a fixed-rank positive semidefinite matrix. We
consider two gradient descent flows associated to two distinct
Riemannian quotient geometries that underlie this set of matri-
ces. The resulting algorithms are non-linear and can be viewed
as a generalization of Least Mean Squares that instrically
constrain the parameter within the manifold search space. Such
algorithms designed for low-rank matrices find applications in
high-dimensional distance learning problems for classification
or clustering.
I. INTRODUCTION
In this paper, we adopt a differential geometry viewpoint to
tackle the problem of estimating a model whose parameter is
a fixed-rank positive semidefinite matrix. Given data x ∈ Rd
and observations y ∈ R, the problem amounts to identify the
unknown parameter W ∈ S+(r, d) in the linear model
y(t) = Tr (WX(t)) + ν(t) (1)
over the nonlinear search space
S+(r, d) = {W ∈ R
d×d s.t. W =WT  0, rank(W ) = r}
that represents the set of rank-r positive semidefinite ma-
trices; X(t) is a symmetric input matrix, and ν(t) is an
observation noise.
An important application that motivates the problem of
interest is the learning of a distance function between data
samples. This task is a central issue for many machine
learning applications where a data-specific distance has to
be constructed, or where an existing distance needs to be
improved based on additional side information [1], [2], [3],
[4], [5]. When the distance is represented as a kernel function
or as a Mahalanobis distance, it follows a quadratic model
parameterized by a positive semidefinite matrix, and the
learning problem can be formulated as an estimation of
W from a sequence of observations (1), where X is a
rank-one positive semidefinite matrix, and ν(t) represents
classification uncertainties.
Low-rank learning has attracted considerable interest in
the recent literature. Learning low-rank matrices is a typical
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solution to reduce the computational cost of subsequent
algorithms. Indeed, the complexity generally decreases from
O(d3) to O(dr2) where the approximation rank r is gen-
erally much smaller than the problem size d. One obvious
solution is to fix the range space and to apply algorithms
developed for the full rank case in that subspace [5], [6]. This
amounts to decouple the data reduction problem from the
distance learning problem. Recently, we proposed a general
framework for the simultaneous learning of the subspace and
of the (low-rank) distance. In short, the approach consists
to generalize the stochastic gradient learning framework to
the Rieamannian manifold of fixed-rank positive semidefinite
matrices. The approach recovers several existing algorithms
known for full-rank distance learning and allows for a smooth
extension to rank-deficient distance learning problems [7].
In this paper, we consider the continuous-time formula-
tion of the algorithms proposed in [7] in order to explore
connections with the framework of invariant observer design.
Observers can be used for parameter estimation choosing the
parameter space as the state space, and using the dynamical
model: d
dt
W = 0. In this sense, learning algorithms can be
regarded as nonlinear observers. The invariant observer de-
sign theory is shown to be useful for the practically relevant
gain tuning problem. We propose a normalized version of our
algorithms with the help of the recent theory of Symmetry-
Preserving Observers [8]. This normalized observer is robust
to scalings of the inputs and parameters. Such normalized
algorithms are easy-to-tune as the learning rate (the gain) is
a dimensionless quantity, meaning that a normalized observer
with a gain properly tuned can be applied to a large class of
problems having a similar signal-to-noise ratio.
The algorithms developed in this paper rely on a Rie-
mannian geometric approach. They automatically maintain
the parameter within the search space of interest, scale to
high-dimensional problems and enjoy important invariance
properties.
In Section II, the considered framework is introduced
through well-known examples of Least Mean Squares (LMS)
problems, and subspace tracking. In Section III, two algo-
rithms to estimate matrices in S+(r, d) from a linear model
are presented. They rely on two Riemannian geometries that
have recently appeared. Section IV presents convergence
results. The problem of gain tuning is discussed in Section
II. LEAST MEAN SQUARES
A. Least mean squares on Rd
Let x(t) ∈ Rd be the input vector, and y(t) be the output
where
y(t) = wTx(t) + ν(t) (2)
where the unknown vector w ∈ Rd is to be identified (filter
weights), and ν(t) is a noise. LMS filters use steepest descent
to find the parameter w which minimizes a cost function. Let
wˆ be the estimated parameter. Let
yˆ(t) = wˆTx(t)






where E denotes the expected value. Applying the steepest
descent leads to the following algorithm :
d
dt
wˆ = −ηE[(wˆTx(t)− y(t))x(t)], (4)
Usually, the update for the LMS algorithm is performed
replacing the estimated value E[(yˆ(t) − y(t))2] by the cur-
rent value yˆ(t) − y(t))2, yielding to the stochastic gradient
algorithm applied to the MSE criterion:
d
dt
wˆ = −η(wˆTx(t)− y(t))x(t). (5)
B. Extension of LMS update to a Riemannian manifold
The least mean squares algorithm (LMS) is a stochastic
gradient descent method as the filter is only adapted based
on the error at the current time. In this paper we extend LMS
algorithms to some Riemannian manifolds. Indeed, when the
parameter belongs to a Riemannian manifold, one can always
define a stochastic gradient descent the following way:
• define a cost function on the manifold based on the
estimation error
• approximate the cost function by the error at current
time
• define a Riemannian metric
• compute the gradient on the manifold according to the
chosen metric [9].
The next sections illustrate this construction on various
nonlinear spaces.
C. LMS on the Grassman manifold
As a preliminary example, we consider revisit the well-
known subspace tracking algorithm by Oja [10]. Let x(t) ∈
R
d be the input vector, and y(t) be the output where
y(t) = V V Tx(t) + ν(t) (6)
where the unknown matrix V ∈ St(r, d) =
{V ∈ Rd×r s.t. V TV = I}. The matrix V V T is a projector,
and it can be identified to a r-dimensional subspace of Rd.
Indeed the set of rank r projectors can be identified to the
Grassman manifold of r-dimensional subspaces:
Gr(r, d) = {P ∈ Rd×d s.t. PT = P, P 2 = P, Tr (P ) = r}.





It is invariant to rotations U 7→ UO,O ∈ O(r). The state-
space is therefore the set of equivalence classes
[U ] = {UO s.t. O ∈ O(r)}.
This set is denoted by St(r, d)/O(r). It is a quotient repre-
sentation of the Grassman manifold Gr(r, d). The quotient
geometry of the Grassman manifold has been well-studied in
[14]. The tangent space to U ∈ St(r, d) can be decomposed
into a vertical space, which is tangent to the fiber [U ], and
a horizontal space, orthogonal to it. The tangent space to
Gr(r, d) at [U ] is generally identified to the horizontal space
at each representative of [U ]. The projector on the horizontal
space (orthogonal to the fiber) at U is
ΠU : ∆ 7→ (I − UU
T )∆, ∆ ∈ Rd×r
The metric
g[U ](ξ[U ], ζ[U ]) , g¯U (ξ¯U , ζ¯U )
is induced by the standard metric in Rd×r,
g¯U (∆1,∆2) = Tr(∆
T
1 ∆2),
which is invariant along the set of equivalence classes. There-
fore, the gradient admits the simple horizontal representation
gradf(U) = ΠU gradf(U), (8)
where gradf(U) is defined by the identity
Df(U)[∆] = g¯U (∆, gradf(U)).
Applying the steepest descent, replacing the estimated value
by the current value, and projecting the correction term onto
the horizontal space, leads to the following algorithm :
d
dt
U = −η(I − UUT )xxTU, (9)
which is known as the Oja’s vector field for subspace
tracking.
III. LMS ON THE SET OF POSITIVE SEMIDEFINITE
MATRICES
We now consider a generalization of the problem of
Section (II-A) where X(t) ∈ Rd×d is an input matrix, y(t)
is the output, and the matrix counterpart of the linear noisy






where the unknown matrix W ∈ Rd×d is to be identified
(filter weights), and ν(t) is a noise. From now on, motivated
by applications, we will assume that X is a rank-one
symmetric positive matrix, and W is a symmetric positive





+ ν(t) = x(t)TWx(t) + ν(t)
(11)
where x ∈ Rd. In the sequel, we are going to study several
cases where the parameter W belongs to a submanifold of
the set of positive definite matrices.





where E denotes the expected value and is systematically
approximated in the sequel by its current value.
A. LMS on the cone of positive definite matrices S+(d)
The quotient geometries of S+(d) are rooted in the matrix
factorization
W = GGT , G ∈ GL(d),
where GL(d) is the set of all invertible d × d matrices.
Because the factorization is invariant by rotation, G 7→ GO,
O ∈ O(d), the search space is identified to the quotient
S+(d) ≃ GL(d)/O(d),
which represents the set of equivalence classes
[G] = {GO s.t. O ∈ O(d)}.
We will equip this quotient with two meaningful Riemannian
metrics.
1) Flat metric on the square-root factor: The metric on
the quotient
g[G](ξ[G], ζ[G]) , g¯G(ξ¯G, ζ¯G),




which is invariant by rotation, that is, along the set of
equivalence classes. As a consequence, it induces a metric
g[G] on S+(d). With this geometry, a tangent vector ξ[G] at
[G] is represented by a horizontal tangent vector ξ¯G at G by
ξ¯G = Sym(∆)G, ∆ ∈ R
d×d,
where Sym(·) extracts the symmetric part of its argument,
Sym(A) = (A + AT )/2. The horizontal gradient of the




(Tr(GGTxxT )− y)2, (14)
is the unique horizontal vector gradf(G) that satisfies
Df(G)[∆] = g¯G(∆, gradf(G)).
Elementary computations yields
gradf(G) = 2(yˆ − y)xxTG.
Those formulas lead to the online gradient algorithm
d
dt
G = −η(yˆ − y)xxTG (15)
2) Affine-invariant metric: As the parameter space
S+(d) ≃ GL(d)/O(d) is the quotient of two Lie groups,
its (reductive) geometric structure can be further exploited.
In particular, the natural metric at identity
gI(ξI , ζI) = Tr(ξ
T
I ζI)
can be extended to the entire space to satisfy the invariance
property








2 ) = gW (ξW , ζW ).
The resulting metric on S+(d) is defined by
gW (ξW , ζW ) = Tr(ξWW
−1ζWW
−1). (16)





2 , ∆ ∈ Rd×d
The gradient gradf(W ) is given by the identity
Df(W )[∆] = gW (∆, gradf(W )).
Applying this formula to the approximation at current value
of (12) yields
gradf(Wˆ ) = (yˆ − y)WˆSym(X)Wˆ . (17)
which leads to the following online gradient algorithm:
d
dt
Wˆ = −η(yˆ − y)WˆxxT Wˆ (18)
B. LMS on the set of fixed-rank positive semidefinite matrices
Consider now the problem above where W belongs to the
set symmetric semidefinite positive matrices of fixed rank r:
S+(r, d) = {W ∈ R
d×d s.t. W =WT  0, rank(W ) = r}.
In this paper we propose to derive the LMS algorithm for
two different Riemannian metrics of S+(r, d) corresponding
to two parametrizations.
1) Flat metric on the square root factor: The generaliza-
tion of the results of Section III-A.1 to the set S+(r, d) is a
straightforward consequence of the factorization





= {G ∈ Rd×r s.t. rank(G) = r}. The flat
quotient geometry of S+(d) ≃ GL(d)/O(d) is generalized to
the quotient geometry of S+(r, d) ≃ Rd×r∗ /O(r) by a mere




G = −η(yˆ − y)xxTG. (19)
2) Riemannian metric for a polar factorization of the
matrix: In contrast to the flat geometry, the affine-invariant
geometry of S+(d) ≃ GL(d)/O(d) does not generalize
directly to S+(r, d) ≃ Rd×r∗ /O(r) because Rd×r∗ is not
a group. A partial generalization is however possible by
considering the polar matrix factorization:
G = UR, U ∈ St(r, d), R ∈ S+(r).
It is obtained from the singular value decomposition of G =
ZΣV T as U = ZV T and R = V ΣV T [13]. The polar
parametrization
W = UR2U
leads to the quotient representation
S+(r, d) ≃ (St(r, d)× S+(r))/O(r), (20)
based on the invariance of W to the transformation
(U,R2) 7→ (UO,OTR2O), O ∈ O(r). It thus describes the
set of equivalence classes
[(U,R2)] = {(UO,OTR2O) s.t. O ∈ O(r)}.




(Tr(UR2UTxxT )− y)2. (21)
The Riemannian geometry of (20) has been recently stud-
ied [11]. A tangent vector ξ[W ] = (ξU , ξR2)[U,R2] at
[U,R2] is described by a horizontal tangent vector ξ¯W =
(ξ¯U , ξ¯R2)(U,R2) at (U,R2) by
ξ¯U = ΠU∆, ∆ ∈ R
d×r, ξ¯R2 = RSym(Ψ)R, Ψ ∈ R
r×r.
The metric








where λ ∈ (0, 1), is induced by the normal metric of St(r, d)
and the affine-invariant metric of S+(r),






It is invariant along the set of equivalence classes and thus
induces a quotient Riemannian structure on S+(r, d). For
the sake of simplicity of notation, let B =: R2 ∈ S+(r).
Computing the gradient of (21) with the Riemannian metric
leads to the update:
d
dt
U = −2ηλ(yˆ − y)(I − UUT )xxTUB, (23)
d
dt
B = −η(1− λ)(yˆ − y)BUTxxTUB. (24)
C. Connection to subspace tracking and discussion
Using a polar decomposition of W , the model (11) can
be viewed as a model whose parameter is a positive definite
matrix of rank r and where the data x ∈ Rd are projected
in the subspace span(W ). A proper tuning of the parameter
λ in the definition of metric (22) allows to place more
emphasis either on identifying the subspace span(W ), or on
identifying the positive definite matrix B in that subspace.
In the case λ = 1, the algorithm only performs subspace
learning. Conversely, in the case λ = 0, the algorithm tries
to identify a rank-r matrix in a fixed subspace of reduced
dimension (all the data are projected via the projector UUT ).
The problem of identifying a positive definite matrix from
observations (11) corresponds to a distance learning problem
that has many applications (see [1], [2], [3], [4], [5]). Thus,
intermediate values of λ continuously interpolates between
the subspace learning problem and the distance learning
problem at fixed range space. In particular, it is interesting to
note that when the matrix to be identified W is a projector,




U = −2ηλ(yˆ − y)(I − UUT )xxTU,
and it can be viewed as a generalization of the Oja’s subspace
tracking algorithm of Section II-C to the case where the
model is y = xTV V Tx = ‖V Tx‖2 (instead of y = V V Tx).
IV. CONVERGENCE ISSUES
The parameter estimation problem from the model (11)
is a linear problem. When using either polar or square-root
parameterizations to enforce the rank constraint, it becomes
nonlinear and nonconvex. Experimentally, both algorithms
(19) and (23)-(24) are well-behaved, and their convergence
properties only depend on the distribution of the inputs. In
this section, we consider a simplified version of the problem
of Section III. We assume that the cost function (12) is avail-
able, and that the input matrices X are generated by Gaussian
vectors x with a zero mean and an identity covariance matrix.
The proof of convergence on this simplified problem suggests
the good behavior of algorithms observed in practice.
A. Algorithm based on the flat metric:
Proposition 1: Let x be a Gaussian vector with zero mean
and identity covariance matrix. Consider the model (11) with
noise turned off (no interference). Then the algorithm G˙ =
−E(yˆ− y)xxTG asymptotically converges to a fixed matrix
G∞ satisfying:














This proposition proves that if the outputs are generated
by a matrix W of rank r, and if G has converged to a matrix
of rank r indeed, then necessarily GGT asymptotically
converges to W .
Proof: The gradient algorithm G˙ = −E(yˆ −
y)xxTG converges to a critical point of the gradient, i.e.
G˙ = 0. Writing yˆ − y = Tr
(
xx
T (GGT −W )
)
we see




























Fig. 1. (a): ‖GGT −W‖2 versus number of iterations for algorithm (19) with model (11) and noise turned off ν = 0. (b) yˆ − y versus number of
iterations for algorithm (19) with model (11) and noise turned off ν = 0. (c) ‖GGT −W‖2 versus number of iterations for algorithm (19) with model
(11) and a Gaussian white noise of amplitude 10% of the mean value of y.


















It is a linear map. As for any 1 ≤ i, j ≤ d with i 6= j the
coordinates of a Gaussian vector with null mean and variance
1 satisfy E(xixj) = 0, E((xi)2) = 1 and E((xi)4) = 3 we























= 0 for x ∈
span(G∞GT∞).
B. Algorithm based on the polar decomposition
Proposition 2: Let x be a Gaussian vector with zero mean
and identity covariance matrix. Consider the model (11) with
noise turned off. Then the algorithm U˙ = −2λE((yˆ−y)(I−
UUT )xxTUB), B˙ = −(1 − λ)E((yˆ − y)BUTxxTUB)
asymptotically converges to fixed matrices U∞, B∞ wich














Proof: The proof holds by the same token as in the
square-root algorithm case.
This proposition proves that if the outputs are generated by a
matrix W (of any rank), the matrices W and UBUT coincide
on the span of U (subspace of dimension r).
V. NLMS ON THE SET OF FIXED-RANK POSITIVE
SEMIDEFINITE MATRICES
A practically important limitation of the LMS algorithm is
that it is sensitive to the scaling of the input x(t). In practice
it is very hard to find a gain η that guarantees stability of
the algorithm [15]. The Normalised least mean squares filter
(NLMS) is a variant of the LMS algorithm that avoids this
problem by normalizing with the power of the input. Such
a normalization allows the gain to be dimensionless, and
thus makes the tuning more robust to changes of the input
magnitude over the time, as well as changes of units or types
of data. The NLMS algorithm on Rd can be written as a








The analog of a NLMS algorithm for fixed-rank positive
semidefinite matrices is highly desirable: in distance learning
applications considered in [7], the algorithm must cope with
a wide variety of types of data, that sometimes do not
have physical units (binary data etc.). Making the algorithms
robust to such heterogeneous types of data is therefore an
issue of practical importance. However, when the learning al-
gorithm is nonlinear, normalizing with the power of the input
does not guarantee that the gain η becomes dimensionless.
To achieve the analog robustness property for the nonlinear
algorithms considered in this paper, we use the theory of
symmetry-preserving observers, that indicates how to achieve
invariance properties for a given nonlinear observer [8].
A. Homogeneous functions and symmetries of the problem
We use the notations of [16]. For fixed α, β > 0, consider
the family of transformations
gs(W,x) = (eαsW, eβsx)
that correspond to changes of units on the input and output
data. The output is a homogeneous function of degree γ =
α+ 2β since
h(gs(W,x)) = eγsh(W,x).
The observer equations (19) or (23)-(24) have the form
d
dt
Wˆ = f(Wˆ , x, yˆ, y, η).
where Wˆ is the estimated matrix and yˆ = h(Wˆ , x). We
would like the gain tuning to be insensitive to changes of
units, which means in the terminology of [8] that the observer
should be invariant to the transformations above, i.e.:
d
dt
(eαsWˆ ) = eαsf(gs(Wˆ , x), h(gs(Wˆ , x)), h(gs(W,x)), η).
(27)
It means that the dynamical behaviour of the observer (and
therefore the gain tuning) will not be affected by a change of




















Fig. 2. (a) ‖UBUT −W‖2 versus number of iterations for algorithm (23)-(24) with model (11) and noise turned off ν = 0. (b) ‖UUT −ΠW ‖2 versus
number of iterations for algorithm (23)-(24) with model (11) and noise turned off ν = 0.
units. Indeed it we let V = eαsW, Vˆ = eαsWˆ and X, Yˆ , Y
represent the variables x, yˆ, y in expressed in the new units,
the equation of such an observer writes:
d
dt
Vˆ = f(Vˆ ,X, Yˆ , Y, η).
In other words, the gains of an invariant observer can be
tuned independently of the data units.
In the case of observer (19) the group action is: gs(G, x) =
(eαsG, eβsx). In the case of observer (23)-(24) the group
action is: gs(U,B, x) = (U, eαsG, eβsx) . Note that U is
not affected by a change of units since it is an orthonormal
basis representing a subspace.
B. Symmetry-preserving observers
Such an invariance to scalings was treated in [8] in a
simpler case. As a recap of the whole theory of invariant
observers goes beyond the scope of this paper, we briefly
recall the necessary ingredients in order to “invariantize” the
observer and make it robust to change of units. In order to
build such an observer we need
• Invariant output error : E = yˆ/y. It is unaffected by a
change of units y 7→ edsy.
• Scalar invariants I: for any fixed i, j, a complete set
of scalar invariants is given by the coordinates of
x/xi where i denotes the i-th coordinate, and by the
coordinates of W/W ij where ij denotes the ij-th entry
of the matrix.
• Invariant frame : a set of n2 vector fields wi(W,x) such
that wi(eαsW, eβsx) = eαswi(W,x).
If I denotes the set of scalar invariants, the theory [8]








C. Examples of NLMS algorithms
Let us apply this theory to the observers above in order to
define a NLMS version of them. Indeed note that x/‖x‖ is
a function of the set of scalar invariants I . Thus one way to









Similarly, observer (23)-(24) becomes:
d
dt


















The gain tuning of such observers suits a larger class of
types of data. From the theory we have a guarantee that such
algorithms are insensitive to the scalings defined above.
VI. SIMULATIONS
In this section, we generate input vectors in discrete time
x ∈ R50 that are Gaussian vectors with zero mean and
identity covariance matrix. The output is generated via model
(11) where W ∈ R50×50 is a matrix of rank r = 9.
The results are given in the following figures. We see that
both algorithms perform well, and algorithm (19) converges
twice as fast as algorithm (23)-(24). In particular we see
on Fig.2a that UUT converges to the projector ΠW on the
span of W , and thus allows to track the subspace span(W )
simultaneously with the identification of W itself. It was
also verified experimentally that the normalized algorithms
of Section V-C are totally insensitive to arbitrary scalings of
both the inputs and the parameter W to be identified.
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