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Abstract
In this paper a Sinc–Galerkin method incorporated with the double exponential transformation (abbreviated as the DE transfor-
mation) for the two-point boundary value problem of fourth-order ordinary differential equation is considered. In this method the
error bound O(exp(−c′N/ logN)) (c′ > 0) is attained as in the Sinc-collocation method based on the DE transformation where
N is a parameter representing the number of terms in the Sinc approximation. High efﬁciency of the Sinc–Galerkin method with
the DE transformation is conﬁrmed by some numerical examples and the numerical results were compared with ones obtained by
Sinc-collocation method based on the DE transformation.
© 2006 Elsevier B.V. All rights reserved.
MSC: 65L10; 65L60
Keywords: DE formula; Double exponential transformation; Sinc-collocation method; Boundary value problem; ODE
1. Introduction
The Sinc method is a highly efﬁcient numerical method developed by Frank Stenger, the pioneer of this ﬁeld, people
in his school and others [1–3,8], and it is widely used in various ﬁelds of numerical analysis such as interpolation,
quadrature, approximation of transforms, and solution of integral, ordinary differential and partial differential equations.
They have studied also the Sinc method for the boundary value problem of differential equations. Specially fourth-
order ordinary differential equations have been considered in [5,7] using Sinc-collocation and Sinc–Galerkin method,
respectively. In these methods they used the single exponential (SE) transformation, and it has been shown that in both
methods the error bound of the approximate solution is O(exp(−c√N)) with some c > 0, where N is a parameter
representing the number of terms in the Sinc approximation.
On the other hand, high efﬁciency of the double exponential (DE) transformation in numerical integration natu-
rally suggests that the DE transformation technique may be useful in other numerical methods. Indeed, it has been
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demonstrated in [4,11] that use of the DE transformation technique in the Sinc methods results in highly efﬁcient
methods for numerical computation. Sugihara successfully applied the Sinc-collocation method to numerical solution
of boundary problems of second-order differential equation [10]. Recently, the authors were successful in solving the
boundary value problems of fourth-order differential equation using the Sinc-collocation method based on the DE
transformation and found that the error bound is O(exp(−c′N/ logN)), c′ > 0 [6]. However, it has been pointed out
that there are some unnecessary but technical assumptions for convergence theorem in [6] for the DE transformation as
well as in [5] for the SE transformation. The motivation of the present paper is to avoid those unnecessary assumptions
by using the DE formula for numerical integration [12] and some analytic property of the Sinc expansion incorporated
with the DE transformation.
In this paper, we propose a Sinc–Galerkin method to solve the boundary value problem of fourth-order differential
equation
L(y)(x) ≡ 4y′′′′(x) + 3(x)y′′′(x) + 2(x)y′′(x) + 1(x)y′(x) + 0(x)y(x) = (x),
y(a) = y(b) = 0, y′(a) = y′(b) = 0, x ∈ (a, b) (1.1)
based on the DE transformation. We will make use of high accuracy of the DE formula [12] in the approximation of
the inner product appearing in the Galerkin method.
Let t = (z) denote a conformal map which maps the simply connected domain D with boundary D onto a strip
region Dd ≡ {t ∈ C : |Im t |<d} such that ((a, b)) = (−∞,∞) where (a) = −∞ and (b) = +∞. We employ
hereafter speciﬁcally a transformation , whose inverse −1 = , deﬁned by
t = (z) = log
⎛
⎝1

log
(
z − a
b − z
)
+
√
1
2
(
log
z − a
b − z
)2
+ 1
⎞
⎠ , (1.2)
z = (t) = −1(t) = (b − a)
2
tanh
(
2
sinh t
)
+ (b + a)
2
. (1.3)
The function −1(t) in (1.3) deﬁnes a DE transformation because ′(t) = −1′(t) behaves as
|′(t)| = |−1′(t)| = (b − a)
2
(/2) cosh t
cosh2((/2) sinh t)
= O
(
exp
(
−(1 − ε
′)
2
exp |t |
))
as t → ±∞ (1.4)
for a sufﬁciently small ε′. Corresponding to the uniform grid points deﬁned by tk = kh, k = 0,±1,±2, . . . , inDd we
speciﬁcally have the Sinc grid points zk =(kh)=−1(kh), k=0,±1,±2, . . . , for the DE transformation with (1.3).
To state the decay property of functions precisely, we introduce the following function spaces. Let H1(Dd) be a
function space deﬁned as
H1(Dd) = {g | g is analytic in Dd ,N1(g,Dd)<∞},
where
N1(g,Dd) = lim
ε→0
∫
Dd(ε)
|g(t)| | dt |,
Dd(ε) = {t ∈ C| |Re t |1/ε, |Im t |d(1 − ε)}.
First, let K(Dd) be a family of all functions g(t) in H1(Dd) such that
|g(t)| exp(− exp |t |) (> 0) as |t | → ∞, (1.5)
which we say that g(t) decays double exponentially. Next, let K(Dd) be a family of all functions g(t) in H
1(Dd)
such that
|g(t)−1′(t)| exp(− exp |t |) (> 0) as |t | → ∞, (1.6)
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with −1 : Dd → D which we say that g(t) decays double exponentially with respect to the conformal map  and
> 0. Consequently, if a function f (z) behaves
f (z) = O(|(z − a)(b − z)|), (> 0) as z → a, b,
then f (z) ∈ K(Dd) with = /2 as it is, while if f (z) behaves
f (z) = O(|(z − a)(b − z)|−1+), (> 0) as z → a, b,
thenwe need tomultiply a decaying factor−1′(t) in order to realize a double exponential decay, so thatf (z) ∈ K(Dd)
with = /2.
For f (z) belonging to K(Dd) with (z) deﬁned by (1.2) there is an n(=2N + 1)-point Sinc approximation [11]
expressed as
f (z) =
N∑
j=−N
f (zj )S(j, h) ◦ (z) + O
(
exp
(
− dN
log(dN/)
))
, zj = −1(jh), (1.7)
where S(j, h)(t) is the Sinc function deﬁned by
S(j, h)(t) = sin[(/h)(t − jh)]
(/h)(t − jh) , (1.8)
under some mild analytic conditions and with the mesh h chosen as
h = log(dN/)
N
. (1.9)
It is known that the Sinc expression (1.7) of f with the (z) deﬁned by (1.2) is near optimal in the sense that among
various variable transformations the DE transformation gives the fastest convergence of the error to zero as N becomes
large [9,11]. On the other hand, for the function f (z) belonging to K(Dd) with respect to  deﬁned by (1.2), the
following DE formula proposed by Takahasi–Mori, is well known [12]:
∫ b
a
f (x) dx = h
N∑
j=−N
f (xj )
′(xj )
+ O
(
exp
(
− 2dN
log(2dN/)
))
, xj = −1(jh), (1.10)
where the mesh size h and the number of function evaluations N should satisfy the relation (with d < /2)
h = log(2dN/)
N
. (1.11)
2. Approximation of the inner product by the DE formula
In view of favorable properties of the Sinc approximation [3,8], we approximate the solution y(x) of (1.1) in terms
of an expansion
yN(x) = 1
′(x)
N∑
j=−N
	j S(j, h) ◦ (x), (2.1)
where S(k, h) ◦(x)= S(k, h)((x))= Sk(x) is the Sinc function incorporated with the DE transformation  deﬁned
by (1.2). This is the same form as in the numerical solution based on the Sinc-collocation method, and 1/′(x) is
multiplied in order to meet the homogeneous boundary condition for the derivatives y′(a) = y′(b) = 0 in (1.1) [6].
In order to derive a discrete system of equations which determines the unknown coefﬁcients {	j }Nj=−N in (2.1) we
start from
0 = 〈Ly − , Sk〉
= 〈4y′′′′, Sk〉 + 〈3y′′′, Sk〉 + 〈2y′′, Sk〉 + 〈1y′, Sk〉 + 〈0y, Sk〉 − 〈, Sk〉 (2.2)
20 A. Nurmuhammad et al. / Journal of Computational and Applied Mathematics 206 (2007) 17–26
as in [7], where the inner product is deﬁned as
〈f, g〉 =
∫ b
a
f (x)g(x)w(x) dx, (2.3)
with a weight function w(x). After integrating by parts the ﬁrst four integrals in the right hand side of (2.2), we have
〈1y′, Sk〉 = F1 −
∫ b
a
y(1Skw)
′ dx, (2.4)
〈2y′′, Sk〉 = F2 +
∫ b
a
y(2Skw)
′′ dx, (2.5)
〈3y′′′, Sk〉 = F3 −
∫ b
a
y(3Skw)
′′′ dx, (2.6)
〈4y′′′′, Sk〉 = F4 +
∫ b
a
y(4Skw)
′′′′ dx, (2.7)
where
F1 = {y(1Skw)}(x)|ba , (2.8)
F2 = {y′(2Skw) − y(2Skw)′}(x)|ba , (2.9)
F3 = {y′′(3Skw) − y′(3Skw)′ + y(3Skw)′′}(x)|ba , (2.10)
F4 = {y′′′(4Skw) − y′′(4Skw)′ + y′(4Skw)′′ − y(4Skw)′′′}(x)|ba . (2.11)
Suppose that Fi = 0, i = 1, 2, 3, 4, and {y(iSkw)(i)}, i = 0, 1, 2, 3, 4, belong to K(Dd). Then we apply the DE
formula to the inner products 〈iy(i), Sk〉, i = 0, 1, 2, 3, 4, and have the following approximation:
〈iy(i), Sk〉 = h(−1)i
N∑
j=−N
{y(iSkw)(i)}(xj )
′(xj )
+ O
(
exp
(
− 2dN
log(2dN/)
))
, (2.12)
where we assume that the mesh h and N should satisfy
h = log(2dN/)
N
. (2.13)
The weight function w(x) in the Sinc–Galerkin inner product (2.3) may be chosen for a variety of reasons. Although
other reasons exist, a choice we make here is due to the requirement that the boundary terms Fi, i = 1, 2, 3, 4, vanish.
Consider a differential equation with (at worst) a regular singular point at the boundary. Focusing on Fi, i = 1, 2, 3, 4,
we can see from (1.4) that a suitable choice of the weight function to enforce Fi = 0, i = 1, 2, 3, 4, is
w(x) = 1
(′(x))2
, (2.14)
where (x) is given by (1.2). Note that this choice of weight w(x) does not lead to a symmetric system for a self-
adjoint problem. A symmetrization technique is developed in [2]. This choice of the weight function in each Fi, i =
1, 2, 3, 4, given above ensures that for a problem with a regular singular point at a or b all the boundary terms
vanish.
If we replace y(x) in the right hand side of (2.12) by its approximated ﬁnite Sinc expansion (2.1), after some hard
algebraicmanipulationwe have the following linear algebraic system (without loss of generalitywe put 4=1 hereafter)
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for determination of the unknown coefﬁcients {	j }:
N∑
j=−N
{
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)2
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1
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)4
+ 22
(
1
′
)2 ((( 1
′
)′)2
+ 1
′
(
1
′
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+ 4′2
(
1
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)3( 1
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)3( 1
′
)′
− ′1
(
1
′
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1
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)4)
(xj )

(0)
kj
}
	j = h4(xk)
(
1
′
)3
, (2.15)
where

(m)kj ≡ hm
dm
dtm
S(k, h)(t)
∣∣∣∣
t=jh
, m = 0, 1, . . . , 4, (2.16)
with

(4)kj = 
(4)jk , 
(3)kj = −
(3)jk , 
(2)kj = 
(2)jk , 
(1)kj = −
(1)jk , 
(0)kj = 
(0)jk . (2.17)
Explicit forms of the derivatives of 1/′ at x = (t) are given in [6].
We use the DE formula (1.10) for evaluation of the inner product in (2.12). To truncate the inﬁnite summation into
a ﬁnite one in (2.12) a decay condition as (1.6) should be imposed on y(x). The condition that {y(iSkw)(i)}, i =
0, 1, 2, 3, 4, with the weight function w(x) given by (2.14) belong to K(Dd) is equivalent to the behavior of y(x)
such that
y(x) = O((x − a)1+(b − x)1+) as x → a, b, (2.18)
with some > 0, > 0, and we can truncate the summation in the inner product approximation (2.12) owing to the
decay property
|y(x)′(x)| =
∣∣∣∣y((t))′(t)
∣∣∣∣= O(exp(− exp |t |)) as |t | → ∞, (2.19)
with = min(/2, /2).
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The dominant error in the present method arises when we replace y(x) in the right hand side of (2.12) by its
approximate ﬁnite Sinc expansion (2.1) and we can expect from (1.7) that the error will be at best
O
(
exp
(
− dN
log(dN/)
))
(2.20)
if we use the mesh
h = log(dN/)
N
. (2.21)
On the other hand, when we approximate the inner product by the DE formula we have an additional error
O
(
exp
(
− 2dN
log(2dN/)
))
(2.22)
from (2.12) with the same mesh as (2.21). This error is much smaller than (2.12). In this approximation, however, the
accuracy (2.22) is guaranteed if we truncate properly based on the relation
h = log(2dN/)
N
. (2.23)
In actual computation, however, we have no choice but to truncate (2.12) based on (2.21), in other words,
N = 1
h
log
(
d
h
)
. (2.24)
Even in that case the error induced is expected not to exceed (2.20) which is the same order as that induced by the
replacement of y(x) with (2.1). Thus we can conclude that the error in the present method as a whole becomes of the
order of (2.20).
Once the weight function w(x) is chosen as (2.14) and  in (2.19) is determined, then N, the number of the basis
functions of the sum necessary for the approximate solution (2.1), is chosen, and the mesh size h is determined by
relation (2.21). Finally, by solving the system of linear algebraic equation (2.15) for {	j }Nj=−N , an approximate solution
at the Sinc grid points zj = −1(jh), we obtain an approximate solution yN(x) of (1.1) via (2.1) at an arbitrary x.
3. Numerical examples
In this section we present some numerical examples to illustrate the result of analysis discussed in the previous
section. To determine the unknowns {	j }Nj=−N in the approximate solution (2.1) of (1.1) from the system of linear
algebraic equations (2.15), we use the Gauss elimination. We use d = /2 for the DE transformation (1.2) instead of
d = /2 − ε in actual computation because ε is introduced so that the error term in (1.10) holds in mathematically
rigorous manner and can be made arbitrarily small.
The following two examples were chosen from [5,7] in order to conﬁrm the efﬁciency of the Sinc–Galerkin method
based on the DE transformation (1.3). In each example we used N = 2, 4, 8, 16, . . . and the error is reported on the set
of uniform grid points xi ∈ (a, b), xi = a + (b − a)i/1000, i = 1, 2, . . . , 999, i.e.,
max
1 i999
|y(xi) − yN(xi)| (3.1)
as in [6]. We employed the weight function w(x) = (′)−2 in both examples. The error curve by the Sinc–Galerkin
method together with the Sinc-collocation method based on the DE transformation is shown in Figs. 1 and 2. The
curve marked as DEG is for the error by the Sinc–Galerkin method and the curve marked as DEC is for the error by the
Sinc-collocation method from [6]. In each ﬁgure the abscissa corresponds toN, 2N +1 being the actual number of basis
functions, and the ordinate “max error” corresponds to the maximum of the absolute value of error (3.1). The solutions
of the problems are computed in double precision accuracy using Compaq Visual Fortran Compiler on a Pentium IV
personal computer, and also with quadruple precision accuracy using Fujitsu Fortran compiler when we want to obtain
a result with accuracy higher than double precision.
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Fig. 1. Max error of Example 3.1.
We ﬁrst solve a homogeneous boundary value problem of fourth-order linear differential equation.
Example 3.1 (Smith et al. [7]).
y′′′′(x) + 1
x
y′′′(x) + 1
x2
y′′(x) + 1
x3
y′(x) + 1
x4
y(x) = (x),
y(0) = y(1) = 0, y′(0) = y′(1) = 0,
(x) = [x(1 − x)]
−3/2
16
{131(1 − x)4 − 990x(1 − x)3 + 1860x2(1 − x)2 − 330x3(1 − x) − 15x4}.
The exact solution of this problem is y(x)= [x(1− x)]5/2 which is singular both at x = 0 and x = 1. x = 0 is a regular
singular point. In this example, since a = 0 and b = 1, we employ the DE transformation
x = −1(t) = 1
2
tanh
(
2
sinh t
)
+ 1
2
(3.2)
and w(x) = 1/(′)2. We take the optimal mesh size h = [log(2N/3)]/N because y′ belongs to K3/4(Dd) with
== 32 in (2.18). The result is shown in Fig. 1. This example illustrates high efﬁciency of the Sinc–Galerkin method
incorporated with the DE transformation for the two-point boundary value problem of fourth-order ordinary differential
equation. The convergence rate of approximate solution is observed as O(exp(−c′N)/ logN).
Next, we consider the differential equation (1.1) with the following inhomogeneous boundary condition:
y(a) = a0, y(b) = b0, y′(a) = a1, y′(b) = b1. (3.3)
To deal with a second-order differential equation with an inhomogeneous boundary condition there are some ideas in
[3,8]. Here we will try to give a shift for the boundary condition (3.3) to derive a homogeneous boundary value problem
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of fourth-order differential equation given by (1.1). In order to do so, we deﬁne a shift
u(x) = y(x) − s(x), s(x) = aa(x) + bb(x), (3.4)
where
aa(x) = a0 ((1 + )x + b − (2 + )a)(b − x)
1+
(b − a)2+ + a1
(x − a)(b − x)1+
(b − a)1+ , (3.5)
bb(x) = b0 (−(1 + )x + (2 + )b − a)(x − a)
1+
(b − a)2+ + b1
(x − b)(x − a)1+
(b − a)1+ , (3.6)
with
aa(a) = a0, aa(b) = 0, a′a(a) = a1, a′a(b) = 0, (3.7)
bb(a) = 0, bb(b) = b0, b′b(a) = 0, b′b(b) = b1. (3.8)
By this shift the inhomogeneous boundary condition (3.3) can be reduced to a homogeneous one as
u(a) = u(b) = 0, u′(a) = u′(b) = 0, x ∈ (a, b), (3.9)
with (x) replaced by
¯(x) = (x) − L(s)(x). (3.10)
Therefore, if we write
uN(x) = 1
′(x)
N∑
j=−N
	j S(j, h) ◦ (x), (3.11)
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and solve the new boundary value problem with the homogeneous boundary condition (3.9) with respect to u(x) with
¯(x), we obtain an approximate solution of the problem with (3.3) as
yN(x) = s(x) + 1
′(x)
N∑
j=−N
	j S(j, h) ◦ (x). (3.12)
We apply the idea of the shift given above to the following fourth-order differential equation with an inhomogeneous
boundary condition:
Example 3.2 (Morlet [5]).
y′′′′(x) + y(x) = (x),
y(−1) = y(1) = 0, y′(−1) = 
2
, y′(1) = −
2
,
(x) =
((
2
)4 + 1) cos (
2
x
)
.
The exact solution of this problem is y(x)= cos(x/2). This problem can be transformed to a homogeneous boundary
value problem via u(x) = y(x) − s(x) with
a−1(x) = 2
(x + 1)(1 − x)1+
21+
, b1(x) = −2
(x − 1)(x + 1)1+
21+
,
s(x) = a−1(x) + b1(x) = 4 (x + 1)(1 − x)
{
(1 − x)
2
+ (x + 1)

2
}
.
In this example, we took  =  = 1 as in [6] because cos(x/2) = O((x2 − 1)/4) holds as x → ±1. Therefore, the
new homogeneous problem is
u′′′′(x) + u(x) =
((
2
)4 + 1) cos (
2
x
)
+ 
4
(x2 − 1),
u(−1) = u(1) = 0, u′(−1) = u′(1) = 0,
with u′ ∈ K/2(Dd), where u(x) = cos(x/2) + (x2 − 1)/4. The DE transformation for this problem is
x = −1(t) = tanh
(
2
sinh t
)
and w(x) = 1/(′)2. The suitable mesh size is h = [log(N)]/N . The result is shown in Fig. 2.
From Figs. 1 and 2 we observe that the Sinc–Galerkin method gives a faster convergence than the Sinc-collocation
method although the computation was carried out under the same environment with the same mesh. Each of the Sinc-
collocationmethod and the Sinc–Galerkinmethod has two kinds of errors. The ﬁrst error is common to the twomethods,
i.e., the error due to the employment of the Sinc expansion whose order of magnitude is O(exp(−d/h)) [11]. On
the other hand, the second error in the Sinc-collocation method is the error due to the application of the collocation
whose order of magnitude is again O(exp(−d/h)), so that in the Sinc-collocation method the magnitude of the error is
roughly two times of O(exp(−d/h)). In contrast, the second error in the Sinc–Galerkin method is the error due to the
application of the double exponential formula to numerical integration of the inner products whose order of magnitude
is O(exp(−2d/h)) [12] which can be ignored compared with the error due to the Sinc expansion for small h, i.e., for
large N. Therefore, the error in the Sinc-collocation method is about two times larger than that in the Sinc–Galerkin
method and this results in a shift of the error curve as observed in Figs. 1 and 2. This improvement of the accuracy in
the Sinc–Galerkin method is observed not only in Examples 3.1 and 3.2 but also in all other examples we computed.
To establish a closer quantitative analysis is left to future work.
When we determine the quantities  and  in general case, we should note that uN(x) approximates the homogeneous
part of y(x) as given by O((x − a)1+(b − x)1+). The error produced in truncating the sums in the inner products
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in (2.12) is bounded by the error of this homogeneous solution with  = min(/2, /2) when we use the DE
transformation deﬁned by (1.3). Usually, in actual practice it is difﬁcult to know the order of the homogeneous factor
of the solution at the boundary points. In such cases, what we do in practice is to set some positive numbers for  and
 as  =  =  for the shift s(x) in such a way that u(x), the solution of the reduced boundary problem, behaves as
O((x − a)1+(b − x)1+) and select h according to (2.21) for the sum (3.11).
The Sinc–Galerkin method can be applied to nonlinear problems. Of course, it is usually a little harder than in the
linear case. In order to derive the algebraic system it will be better to approximate the Galerkin inner product by the DE
formula directly without integrating by parts. Although the resulting nonlinear system of algebraic equations for the
unknowns 	j will be more complex than in the linear problem, the solution will give an accurate approximate solution
of the problem provided that it is successfully solved anyhow, e.g., by means of Newton’s method. The possibility of
the application of the Sinc–Galerkin method to nonlinear boundary value problems has been also illustrated in [7,8].
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