ABSTRACT Relation extraction is a task of identifying semantic relations between entity pairs from plain text, which can benefit a lot of AI applications such as knowledge base construction and answer questioning. The distant supervision strategy is introduced to automatically create large-scale training data, which inevitably suffers from noisy label problem. Recent works handle the sentence-level denoising by reinforcement learning, which regards the labels from distant supervision as the ground-truth. However, few works focus on the label-level denoising that corrects noisy labels directly. In this paper, we propose a reinforcement learning-based label denoising method for distantly supervised relation extraction. The model consists of two modules: extraction network (ENet) and policy network (PNet). The core of our label denoising is designing a policy in the PNet to obtain latent labels, where we can select the actions of using the distantly supervised labels or the predicted labels from the ENet. More concretely, the task can be modeled as an iterative process. First, the ENet predicts the relation probability, through which the model generates state representation. Second, the PNet learns the latent labels with taken actions and uses them to update the ENet. Then the optimized ENet gives the rewards to the PNet. The joint learning of two modules can obtain a reliable latent label and effectively improve the classification performance. The experimental results show that reinforcement learning is effective for noisy label correction and the proposed method can outperform the state-of-the-art relation extraction systems.
I. INTRODUCTION
Relation extraction is an important research branch in the field of Natural Language Processing (NLP), which aims to recognize semantic relationship between entity pairs from unstructured text. The extracted relational facts are crucial for a variety of Artificial Intelligence (AI) tasks including information extraction [1] , knowledge base construction [2] , [3] and question answering [4] , [5] . Supervised relation extraction approaches are costly to create a great amount of training data, which is very time-consuming and labor intensive. Then distant supervision paradigm [6] for relation extraction task is proposed to automatically obtain large-scale training data by aligning the triples in Knowledge Bases (KBs) with the sentences in the text corpus. Concretely, if there is a relation
The associate editor coordinating the review of this manuscript and approving it for publication was Jerry Chun-Wei Lin. between an entity pair in KBs, the basic assumption of distant supervision is that all sentences containing the given entity pair can express the relation in KBs to some extent. Nevertheless, the strong assumption seriously suffers from wrong labeling problem, especially when the KB and text are not directly related. As shown in Figure 1 , the sentences that mention the entity pair Donald Trump and U.S. are labeled as the training instances of the relation President_of, although none of the sentences can express this relation, thus we regard it as a noisy label.
In order to mitigate the problem caused by strong assumption, a relaxed expressed-at-least-once assumption [7] is introduced, which can be seen as a multi-instance learning strategy. More specifically, the assumption is that at least one sentence referring to two entities might express the relation in KB, which is proven to take effect for alleviating wrong labeling issue. However, earlier methods [7] - [9] heavily rely on well-designed handcrafted features that require the involvement of domain experts. Additionally, most of the features are derived from NLP tools, which may lead to the propagation and accumulation of errors. Owing to the successful application of deep learning in AI tasks, neural network [10] is employed to automatically extract features for relation extraction task. To make full use of the rich information contained in the neglected sentences of expressed-at-leastonce assumption, sentence attention [11] , [12] is adopted to arrange higher weight for more valid sentences.
Except for sentence noise above, the researchers also make great efforts to handle label noise [13] . Existing label denoising methods [13] - [15] correct noisy labels generated from distant supervision by treating a new label as the groundtruth, which is obtained by trading off the relational score from model prediction and distantly supervised information. The basic premise of label denoising is to predict relation labels for entity pairs with similar contextual patterns in text corpus. As illustrated in Figure 1 , through the training of relation extractor, the model may discover that a common pattern of relation Place_of_birth is ''A was born in B,'' so noisy label President_of of the second example can be impacted by true positives like the first example and updated to a correct label Place_of_birth. Hence the noisy labels of false negatives and false positives can be corrected taken into account their relation patterns.
More recently, deep Reinforcement Learning (RL) [16] , which adopts deep learning algorithms in RL, has been used successfully to denoise sentences for distantly supervised relation extraction task. One solution of prior works [17] , [18] is to remove noisy sentences with RL and select the high-quality sentences to train the relation classifier. Another solution [19] is to automatically recognize the false positives with RL, and redistribute the false positives into the negative examples. Whereas, these methods still focus on the sentence denoising and regard noisy labels as the gold standard. Further, we intend to correct noisy labels with appropriate state representations and rewards in RL network. These intuitions provide a potential inspiration for us to design a more flexible and efficient RL algorithm for label denoising.
In this paper, we creatively adopt RL to achieve label denoising for distantly supervised relation extraction.
The innovation points of our work include: 1) Our RL method is based on label denoising that improves relation extraction performance by reducing noisy labels, while previous RL methods [17] - [19] improve the performance by reducing noisy sentences. 2) Our label denoising method uses policy function to learn the interaction between semantic information and distantly supervised labels, while prior label denoising methods [13] - [15] adopt simple linear function. Therefore, our work is innovative compared with all the previous works. The proposed framework is shown in Figure 2 . At the beginning, we employ a typical extraction network to obtain the relation score. More specifically, information of words and entity positions is encoded into sentence embeddings by neural network, then a common selective attention is utilized to choose more valid sentences to predict the score for each relation. The information of the predicted score and the labels from distant supervision are combined as input states of RL. Then we adopt the proposed policy network to generate latent labels. In the policy network, we design a policy to get the binary actions that determine distantly supervised labels or predicted labels as latent labels. Afterwards, we use obtained latent labels to supervise the training of extraction network, which can provide rewards to policy network and the input states of the next RL episode. This joint learning of extraction network and policy network makes the latent label prediction reliable and significantly improve the performance of relation extraction.
Our contributions of this paper are to:
• propose a RL based label denoising method for distantly supervised relation extraction. The framework comprises two modules: extraction network and policy network. Joint training of two modules can correct the noisy label without any extra supervision.
• design a policy network to guide the learning of a reliable latent label. We present a binary policy to determine whether latent label is from distant supervision or the prediction of extraction network, which is the core of our label denoising mechanism.
• evaluate the proposed method and discuss the results. The results demonstrate that our approach can outperform the state-of-the-art methods and RL is effective for latent label prediction.
98024 VOLUME 7, 2019 FIGURE 2. The proposed RL framework for label noise reduction.
The remainder of this paper is organized as follows. Section II provides the background knowledge. Section III introduces our proposed methods. Section IV reports and discusses the experimental results in detail. Section V summarizes the related work. Section VI concludes the whole paper and gives the future work.
II. PRELIMINARY A. RELATION EXTRACTION
First, we use some concepts and symbols to describe the relation extraction task more clearly. A KB contains the sets of entities E, relation types R and relational facts F. A fact y i (h i , t i ) ∈ F denotes that head entity h i ∈ E and tail entity t i ∈ E have a relation y i ∈ R. Through entity linking between KB and text corpus, we can create training data of relation extraction automatically. In multiinstance learning strategy, the training instances can be divided into multiple bags {B 1 , B 2 , ...} with corresponding bag labels {y 1 , y 2 , ...}, and each bag B i consists of multiple instances (sentences) {x
2 , ...} that mention entity pair h i and t i . Specially, if h i and t i are not related in KB, then we define their relation as NA, which is regarded as a negative class.
Following multi-instance learning, our goal of distantly supervised relation extraction task is to predict bag-level labels between entity pairs. In general, we will learn a mapping from bags to a probability distribution over relation classes B → p(y|B) as relation extractor. As prior methods of label denoising [13] , [14] , we will rectify the noisy labels from distant supervision with new labels during training. For the sake of simplicity, we refer to the distantly supervised label as DS label and the corrected new label as latent label.
B. REINFORCEMENT LEARNING
In our paper, the relation extraction task can be defined as a typical decision-making problem of RL for latent-label selection. Generally, in RL system, the learner and decision maker is called agent, which can be controlled by machine learning algorithms. The external thing that interacts with agent is called environment. The core idea of RL is to learn with the interaction between RL agent and environment. More specifically, RL agent observes a state s t from its environment at time step t and takes an action a t in state s t . Based on the current state and the selected action, environment transitions to a new state s t+1 . Then environment provides a reward r t+1 to RL agent as feedback. With trial-and-error learning, RL agent can sense the state of its environment and take actions that affect the state in response to rewards obtained from the environment.
The reward can be a function of states and the selected actions, which is the primary basis for changing the behaviors of the RL agent. The broken subsequences of agent-environment interaction are called episodes and each episode ends in the terminal state at the final time step T . Like a round of the game, the beginning of the next episode is a reset of a starting state, which is independent of the end of the previous episode. A policy π is a decision-making rule and can determine the taken actions of RL agent at a given time. Generally speaking, it can be regarded as a mapping function π (a|s) from states to actions. The goal of RL problem is to learn a policy to maximize the expected reward.
III. METHODS
In this section, we will present the proposed RL based label-noise reduction framework for distantly supervised relation extraction task. As illustrated in Figure 2 , the framework mainly includes two modules -Extraction Network (ENet) and Policy Network (PNet). The ENet can predict the relational score of the input bag, from which we can represent the state of RL. The PNet can learn a latent label by taking action under a policy. With the obtained latent labels, the ENet can provide rewards to the PNet. To describe the entire framework clearly, the process can be modeled as a loop as below:
1) The bags are encoded to vector representation and input to ENet. 2) Based on the output in the ENet, we define the state of RL.
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3) We take actions in these states depending on the policy in the PNet and learn the latent labels. 4) The ENet is updated with the obtained latent labels. 5) We receive a delayed reward from the ENet and give it to the PNet.
A. POLICY NETWORK
We will describe the entire RL process in detail. To reduce the label noise of distant supervision, we present a policy network (PNet) to gradually guide the correction of noisy labels and generate latent labels, which basically is an agent of RL. More concretely, we input N bags to encode their representations and obtain the predicted score with the ENet.
Once the ENet has a predictive power, the incorrect prediction may come from noisy labels. In order to capture the discriminative features of incorrectly labeled instances, we only focus on T wrongly labeled bags in the PNet. Then we represent the state of RL and take action according to the policy in the PNet. The action are designed as a binary option between predicted label and DS label, by which we can produce the latent label. With the learned latent labels, we can update the ENet to obtain the reward. This reward is offered to the PNet to optimize the policy. The joint learning of two modules can reduce noisy labels of distant supervision process and improve the classification performance effectively. Next, we will introduce five important components in RL: state, action, policy, reward and objective function as below:
1) STATE
As the input bags of our task are independent of each other, it is not appropriate to model each bag directly into a state because the environment of RL must satisfy Markov Decision Process (MDP) [16] . Hence, in addition to the information of current bag, the state s t at t time step also includes the information of the bags whose DS labels have been corrected in early states. We use a continuous real-valued vector s t to represent the state, which is defined as the concatenation of following vector representations: 1) Predicted score vector from the ENet of current bag, which is calculated by Eq. (6); 2) One-hot vector of DS labels of current bag; 3) Average predicted score vectors of the corrected DS labels in early states.
2) ACTION
Since we intend to achieve noisy label corrections in our proposed denoising method, we just take into account the wrongly labeled bags where the predicted labels computed by Eq. (7) are different from DS label. Basically, a latent label is determined by the best trade-off between the DS label and model prediction. Therefore, we define a binary action a t at t time step with two options {DS label, Predicted label} for a bag. Through taking the action in the current state, we can select DS label or predicted label as the latent label for current bag. Then the ENet can be trained with the learned latent label. Therefore, we will obtain a latent label to reduce the noisy label via selecting the action.
3) POLICY
The policy based RL methods are expected to search for an optimal policy, from which we can sample the actions directly. Generally, the policy can be parameterized as a probability distribution function. To ensure exploration of RL, we sample the binary action by a stochastic policy π (a t |s t ; ) ∈ (0, 1), which denotes the probability distribution of taking action a t in state s t given parameter :
where = {W, b} is the parameter set of the PNet that denotes the training matrix and bias, and F(·) indicates the sigmoid function.
According to the policy in the PNet, we are more likely to sample the action in a state with a higher probability during training. Due to the randomness of action sampling, we can achieve the exploration of latent-label learning in our task.
4) REWARD
The target of RL is to maximize the expected reward under an optimal policy. Since our denoising method is to obtain latent labels that are generated by the taken actions, the design of reward is closely related to the learned latent labels. Intuitively, we expect to improve the relation classification performance of the ENet when the noisy labels are corrected by the PNet during training. Accordingly, similar to previous works [19] , we use a performance-driven reward from the ENet to guide the learning of the PNet. Since interaction between PNet and ENet can break into episodes when all the T wrongly labeled bags are handled, where the terminal time step is T , thus the MDP is essentially episodic.
In particular, feedback from the ENet is only available when we complete the latent-label learning process in one episode. Thus, it is a typical delayed reward which can be obtained until the terminal state s T is reached. In this situation, r t = 0(t = 1, ..., T − 1). More specifically, once all the actions are sampled, the latent labels are determined and regarded as the ground-truth labels to update the ENet. The classification results over validation set with the updated ENet can provide the reward signal to the PNet. We formulate the expected reward as below:
where x i is a bag and y i is the DS label of the bag. p(y i |x i ) is the predicted probability over DS label in updated ENet with latent labels, and X V is the validation set. Clearly, we use an average likelihood over the number of the validation set |X V |, which directly reflects the classification performance of the ENet.
Considering that ENet is supervised and updated by latent labels learned from the PNet, the taken actions of the PNet can affect the predictive power of the ENet. Therefore, the proposed reward can measure the effectiveness of the taken actions in the PNet.
5) OBJECTIVE FUNCTION
Empirically, we adopt policy gradient based methods [20] to optimize the PNet, which updates the policy based on the gradient of the objective function. For episode with T wrong-labeled training bags where the expected reward is R, we will maximize the objective function which is represented as:
where is the parameters of the PNet. More concretely, we use the REINFORCE rule [21] to iteratively update the parameters as below:
Naturally, based on the model optimization, we will receive a greater reward signal when the probability of the sampled actions for the correct latent-label is larger, where the update is effective for improving the classification performance of relation extractor.
B. EXTRACTION NETWORK
The target of extraction network (ENet) is to obtain the relational probability over class labels and provide information for state representation of RL. Built on the encoding process from plain text to vector representation, the output of ENet is semantically related to the relation pattern. The ENet consists of two encoders: 1) Sentence encoder, the embeddings of word and entity positions are brought together to learn a sentence representation with a neural network. 2) Bag encoder, the entity-pair information of multiple sentences in a bag is encoded into a representation according to an attention mechanism.
1) SENTENCE ENCODER
Since the word embeddings [22] , [23] have been proven effective for relation classification and extraction tasks [10] , [24] , we use the pre-trained embeddings to map a word into a contextual vector. Furthermore, we employ the entity position embeddings [24] , [25] to locate the information of two entities in a sentence, which encodes the position features about the relative distances of each word to each entity into a real-valued vector. The semantic vector of a word in a sentence can be represented as a concatenation of the contextual vector and two position vector. Given the length of a sentence n, we can combine the n semantic vectors as the input sequence of sentence encoder.
For sentence encoding, we adopt the widely used architecture PCNN [10] to capture the sentence information. In order to get some information about the potential structure, according to two positions of the entity pair in a sentence, each feature map obtained by convolutional computation is divided into three pieces. Afterwards, we will use the max-pooling operation over each pieces and concatenate the three outputs as a sentence representation. For comparison, in addition to a standard CNN, we also use a Bidirectional Long Short Term Memory (BiLSTM) [26] with a max-pooling operation as the sentence representation.
2) BAG ENCODER
With respect to an entity pair, we expect to assign higher weight for more informative sentences. Hence, a basic sentence attention mechanism [11] is used to obtain a weight α i for the i-th sentence represent e i in a bag. We can calculate a bag representation x as follows:
where u and v are two weighted vectors and is an element-wise multiplication operation. Based on the bag representation, we can compute the probability distribution over the relation classes with a softmax function as below:
where p j denotes the predicted probability of the j-th relation, M and d are the parameter matrix and vector respectively. Let the number of labels be K , the predicted label can be represented as:
In this paper, we employ the cross-entropy loss as the objective function of the ENet. Letŷ denote the latent label, we optimize the ENet by minimizing the following objective function:
whereŷ is the one-hot vector of the latent label. And we will use the mini-batch Adam optimizer [27] to update all the parameters of ENet.
C. MODEL TRAINING
In our approach, the pre-training strategy is of great importance. First, we pre-train the ENet with DS labels to get the predictive power of relation extractor. Afterwards, we pretrain the PNet as a binary classifier by regarding the soft labels [13] as the ground-truth while freezing pre-trained parameters of the ENet. Finally, we jointly train the ENet and PNet, the detailed joint training process is presented in Algorithm 1.
As described in lines 2-3, in order to represent the state of RL, ENet provides the predicted score over DS labels and obtains the wrongly labeled training set. Then PNet samples the action according to Eq. (1) and obtains the latent label set in lines 4-5. The parameter set of the ENet is updated with the obtained latent labels in line 7. Afterwards, we compute the predicted score over the validation set and obtain the expected reward with Eq. (2) as lines [8] [9] . At last, we update the parameters of the PNet in line 10. Specially, following the work of VOLUME 7, 2019
Algorithm 1 Joint Training of PNet and ENet
Input: Training set X T , validation set X V , pre-trained ENet parameters 0 and PNet parameters 0 Output: ENet parameters , PNet parameters 1:
Calculate the predicted score of X T with Eq. (6) 3:
Obtain the wrongly labeled training set X W and represent the state of RL 4 :
Sample the action a t by policy π (a t |s t ; ) and obtain the latent label 6: end for 7: Update the parameter of ENet with latent labels 8: Calculate the predicted score of X V via Eq. (6) 9:
Obtain the expect reward with Eq. (2) 10:
Update the parameter of PNet via Eq. (4) 11: end for Feng et al. [17] , we also update the network more slowly in the joint training process. The parameter sets are formulated as = λ + (1 − λ)ˆ and = λ + (1 − λ)ˆ , where λ is the weighted factor,ˆ andˆ denote the parameters of the previous episode.
IV. EXPERIMENTS
In this section, we will evaluate the performance of the proposed method and compare it with the state-of-the-art distantly supervised relation extraction methods.
A. DATASET AND EVALUATION METRICS
We perform the experiment on a widely used benchmark dataset [7] for distantly supervised relation extraction task. The dataset is created by linking the entities in a human-curated KB Freebase [28] to the New York Times (NYT) corpus and consists of 52 positive relation classes and a negative (NA) class. The statistics of the used dataset are shown in Table 1 . As the common evaluation metrics of prior methods [10] , [11] , [13] , we use two ways to evaluate our method: held-out evaluation and manual evaluation. The held-out evaluation compares the predicted labels of test set with the DS labels and reports the results with precision-recall curves, which gives an approximate measure that avoids human involvement. For the manual evaluation, we report the top N Precision (P@N) to eliminate the noisy labeling problem. Additionally, we manually check the accuracy of label correction and study the typical cases in detail.
B. EXPERIMENTAL SETUP
Our experiments are performed with Python 3.5 and Tensorflow 1.4.0 on a single Nvidia Titan X GPU. The original training set is split into a new training set and a validation set with a ratio of 2:1. Similar to previous works, we use the pre-trained 50-dimension word embeddings [11] and 5-dimension position embeddings. We set the window size and the number of feature maps for CNN and PCNN to 3 and 230, and the number of hidden units for BiLSTM to 230. Moreover, we use dropout [29] to alleviate the overfitting problem, whose dropout rate is set to 0.5. The learning rate and batch size for Adam optimizer [27] are set to 0.001 and 50 respectively. The pre-training parameters of the ENet follow the work of Sun et al. [15] . Especially for RL settings, we set the number of actions sampling during training to 3 at each episode, and the pre-training epoch of PNet to 3. The weighted factor λ in the joint training is set to 0.01. The entire joint training process ends with a maximum expected reward or up to 100 iteration epochs.
C. RESULTS AND DISCUSSION
We use seven baseline methods to show the effectiveness of our approach, including three traditional handcrafted feature based methods and four neural network based methods:
Mintz [6] is a traditional distantly supervised method based on the strong assumption that collects features from all sentences.
MultiR [8] and MIMLRE [30] are the traditional multi-instance learning and multi-instance multi-label methods respectively.
PCNN+ONE [10] employs PCNN to extract the sentence features, and just uses the most likely sentence in a bag for relation prediction.
PCNN [11] combines PCNN with a selective attention mechanism for sentence-level denoising.
PCNN+Soft-label [13] is a label-level denoising method based on the PCNN.
BGWA [31] achieves word-level denoising by using two word attention neural models.
PCNN+RL is the proposed model of our paper, whose pre-training of ENet module is based on the PCNN model. For fair comparison with PCNN-based models, we reproduce the results of PCNN and PCNN+Soft-label based on their settings in our experimental environment, the results of other compared methods are from their reports.
1) HELD-OUT EVALUATION
We compare the performance of different methods with the precision-recall curves of Figure 3 . Clearly, we can find that: 1) The traditional feature engineering-based methods [6] , [8] , [30] perform much worse than the neural network-based methods [10] , [11] , [13] , [31] , which presents the effectiveness of using neural networks to extract semantic features in relation extraction task with noisy labels. 2) PCNN [11] has a significant improvement compared with PCNN+ONE [10] , which proves that using sentence-level denosing within multiple sentences is more valid than just one sentence. 3) BGWA [31] performs better than PCNN model, which shows that word-level denoising is also effective for relation extraction. 4) Combining Soft-label [13] with PCNN can achieve higher precision than BGWA and PCNN, which indicates that label-level denoising can improve the relation extraction performance further. 5) Our proposed PCNN+RL model has the highest precision almost when the recall is greater than 0.05. Following the prior works [10] , [13] , when the recall is less than 0.05, we manually check the wrong predicted instances and find that most of them are caused by noisy labels in the test set, which is shown in Table 4 as follows. Accordingly, the result fully demonstrates the effectiveness and robustness of our RL method for label denoising.
To verify the generalization capability of our proposed RL methods for sentence representation, we replace the PCNN model with CNN and BiLSTM respectively in the sentence encoding layer of the ENet module. From Figure 4 we can observe that combining RL mechanism can remarkably improve the performance of CNN and BiLSTM baselines. With respect to CNN based model, using soft-label mechanism just performs better than the baseline when the recall is greater than 0.05 and less than 0.25. Nevertheless, utilizing RL mechanism has a significant improvement for the CNN baseline and the soft-label model when the recall is greater than 0.05. For the BiLSTM, we observe that soft-label method fail to improve BiLSTM baseline while our RL method can notably improve it. Besides, we show the results without the PNet pre-training for PCNN, CNN and BiLSTM. And we find that all the networks with the PNet pre-training perform better than without the pre-training obviously. Thus, our RL based label denoising method can be effectively generalized to different sentence encoders including CNN and BiLSTM. Moreover, the pre-training strategy is beneficial to our method.
Since the precision-recall curve fluctuations of various neural models are not obvious when the recall is greater than 0.05, for a more specific explanation, we report the top-ranked precision for different recalls 0.1/0.2/0.3/0.4 and their mean values in Table 2 . And the best results are emphasized with bold formatting. For each neural model, combining RL can remarkably improve its baseline and perform much better than soft-label denoising method. Compared with the 8.6% and 8.5% improvement of CNN and BiLSTM baselines, undoubtedly, our proposed PCNN+RL achieves a better performance than the other two neural models and remains the best mean precision over these top 4 different recalls, which has a 10.8% improvement of PCNN baseline.
As the prior works [11] , [13] , to verify that our RL method can benefit the relation extraction of entity pairs with multiple sentences, we report the top N precision (P@N) of the bags with more than one sentence in Table 3 . More specifically, we randomly select one, two and all sentences from these bags in test data to predict the relation, and present the P@100, P@200, P@300 and their mean value for each neural model. We can see that combining soft-label mechanism can improve the results of PCNN and CNN baselines to some extent, but fail to improve the BiLSTM baseline effectively. Obviously, our RL method performs better than the soft-label method in all neural baselines. In particular, BiLSTM+RL almost achieves the best P@N results in all of these settings. These implications demonstrate that RL can improve the sentence-level denoising of the selective attention mechanism.
2) MANUAL EVALUATION
As mentioned before, the held-out precision-recall curves drop dramatically at very low recall in Figure 3 due to the noisy label issue from distant supervision. Thus, following the work [10] , we manually check the relational facts with high predicted probabilities and report the top 100/200/500 precision and their mean value in Table 4 . We can observe that: 1) Almost for all the compared methods, the results from manual evaluation perform better than the results from held-out evaluation. 2) Our proposed PCNN+RL has the highest precision at different top N levels. On the whole, our method achieves the best performance for both held-out and manual evaluation. 
3) CASE STUDY
By manually examining 200 random bags, we find that our model can achieve a high correction accuracy 90.5%(181/200). Table 5 shows some typical cases of noisy-label corrections with our RL method. First, the noisy labels of some false positives can be corrected by our model. For example, despite there is a relation Place_of_death between Kenneth Macmillan and London in KB, the first instance does not explicitly indicate this relation. Similarly, the second sentence also fails to express the relation Place_of_birth between Mark Aguirre and Chicago. For these cases, our method can effectively correct their noisy positive labels with a NA label. In particular, our approach does not correct the false negatives. We assume that the learning of our latent labels is related to class imbalance between positives and NA, which is consistent with the static presetting of higher confidence for NA class in soft-label method [13] .
Besides, our proposed denoising method can reduce the noise of multi-label instances. For example, there are two relations -Place_of_death and Nationality between entity pair Yehuda Amichai and Israel in KB, our model can identify the right relation Nationality and correct the noisy label Place_of_death that is irrelevant to the instance. For another example, the relational pattern of the instance can be matched to Contains(B, A), thus our model corrects the unspecific relation Administrative_divisions as the common one. As a result, our label denoising method can effectively correct the noisy labels via RL.
At last, we will discuss why the performance is improved in our model from a theoretical and experimental perspective. As proven in previous works [13] - [15] , the label-level denoising methods can utilize the semantic information from correctly labeled instances to correct the noisy labels and improve the relation extraction performance effectively. The core of label denoising is the interaction between semantic information and distantly supervised labels. Based on this idea, our method uses RL to learn the interaction, which is theoretically feasible. Empirically, we find that the function design and pre-training strategy are critical to our model. In fact, we perform the experiments in different aspects, including the multiple choices of hyper-parameters, state representation, policy function and reward function, which are too trivial to be listed in our paper. And the components of our proposed framework are the optimal selection by multiple experiments. Therefore, our model can improve the performance of relation extraction theoretically and experimentally.
V. RELATED WORK
Distant supervision [6] was originally introduced to scale relation extraction to large-scale corpus, which can automatically label a large amount of training data by weakly supervised with external KBs. Through the alignment of triples in KBs with the sentences in unstructured text, the paradigm extracts features from all sentences and trains a classifier to predict the relation between two entities. However, the hypothesis that all sentences can indicate the relation in KB is too strong and always leads to wrong labeling challenge. Afterwards, multi-instance learning [7] is proposed to alleviate the problem, which assumes that at least one sentence that mentions the two entities can express the relation in KB. Subsequently, multi-instance multi-label [8] , [30] is presented to handle the overlapping relations issue. Nevertheless, these early approaches require linguistic experts to design features elaborately, which is extremely limited by time and labour. Besides, handcrafted features are always generated by some NLP tools such as dependency parsing, which may easily propagate parsing errors and reduce the performance of downstream tasks [32] .
In recent years, deep learning has been widely used as a promising approach for a variety of NLP tasks, which can automatically extract semantic features that fit a specific problem without relying on handcrafted features. In terms of relation extraction task, it has been proven that neural network based methods [10] - [12] achieve better performance than feature engineering based methods [7] , [8] , [30] . At first, Zeng at al. [10] adopt Piecewise Convolutional Neural Network (PCNN) to learn the sentence representation, and only select a valid sentence with the highest probability to train the relation extractor. Considering that most of information may be lost in the neglected sentences, sentence attention [11] , [12] is proposed to learn higher weight for more effective sentences. Therefore, semantic information of multiple weighted sentences can be used to predict the relation more efficient. Besides, word attention [31] is used to determine the weight of words in a sentence. Qin et al. [33] employ generative adversarial network based method to provide a cleaned dataset for relation extraction task, which treat the positive samples from the generator as the negative samples to train the discriminator. And Vashishth et al. [34] utilize additional side information from KBs to predict relation, and exploit Graph Convolution Network (GCN) to encode the syntactic information from unstructured text.
RL [20] is a general way to learn optimal solutions by trial and error, and deep learning enables RL to extend to more complex decision-making settings such as high-dimensional state space [16] . In addition to sentence denoising methods above, RL is proposed as an effective method to reduce the impact of noisy sentences. Feng et al. [17] present a RL based model for sentence level relation extraction on the cleaned data. The model consists of an instance selector that chooses high-quality sentences with RL and a relation classifier which provides delayed rewards for the quality of the selected sentences to the instance selector. Zeng et al. [18] employ RL to learn sentence relation extractor, and follow expressedat-least-once assumption to determine the long term reward. Then Qin et al. [19] adopt RL to learn a sentence-level falsepositive indicator, which aims to identify false positives for each relation. Recognized false positives are redistributed into the negative set to train the relation classifier, and a result-driven reward is used to model the difference between the adjacent epochs. These mentioned RL methods focus on sentence denoising and treat the labels from distant supervision as the ground-truth.
Another solution for noisy labeling problem in distantly supervised relation extraction is label denoising [13] - [15] . Liu et al. [13] propose to correct the wrong labels with new soft labels during training by utilizing the semantic information from true positives. To obtain the soft label, a joint score function that combines the predicted score from the neural network and static confidence of distantly supervised labels is designed, which is a simple but efficient noise-tolerant method. Sun et al. [14] present three impact factors of label denoising for distantly supervised relation extraction including prior knowledge, labeling assumption and confidence level, which can affect word-level, sentence-level and label-level denoising correspondingly. Their experimental results show that partial confidence for distantly supervised labels can significantly improve the denoising performance. Then a multi-head self-attention network based confidence curriculum learning method [15] is proposed to address the label denoising problem.
More recently, a deep pattern diagnosis framework [35] is proposed for distantly supervised relation extraction, which uses RL to extract relation-specific patterns. After fusing DS labels and refined patterns, the method helps diagnose the labeling noises and improve the relation extraction performance. And a hierarchical RL model [36] is proposed to address relation mention extraction, which includes a high-level sentence selector to remove noisy sentences and a low-level mention extractor. Besides, Zhu et al. [37] apply graph neural network with generated parameters to process multi-hop relational reasoning. And Christopoulou et al. [38] propose a graph walk based neural network that considers interactions among multiple entity pairs in relation extraction. As for inter-sentence relation extraction, a GCN model [39] on a document-level graph is used to capture local and non-local dependencies. In terms of joint entity and relation extraction task [40] , a hierarchical RL framework [41] is proposed to decompose the task into a high-level relation detection and low-level entity recognition, which can enhance the interaction between two subtasks and extract overlapping relations more effectively. These mentioned methods above inspire us to explore RL based label denoising strategy.
VI. CONCLUSION
In this paper, we propose a RL based method to correct the noisy labels in distantly supervised relation extraction task. In our model, the ENet obtains relational score for state representation of RL, then the PNet generates a latent label by taking action based on the designed policy to update the ENet, finally the optimized ENet provides rewards to update the PNet. Joint learning of two modules can rectify the noisy labels generated by distant supervision and improve the relation extraction performance. Experimentally, our method can remarkably outperform the state-of-the-art distantly supervised relation extraction methods. Besides, our RL algorithm can be effectively generalized to different sentence encoder including CNN and BiLSTM. Case studies demonstrate that our approach can reliably identify the latent labels.
In the future, we plan to explore the generative adversarial network based label-level denoising method. In addition, we will take into consideration using external knowledge sources to supervise the corrections of noisy labels for each sentence. 
