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Chapitre 1
Introduction
Le but de cette the`se est la re´solution d’un proble`me inverse hautement inde´termine´, inter-
venant en physique spatiale lors de l’interpre´tation de donne´es expe´rimentales. Le proble`me
est celui de la de´termination de la (ou des) direction(s) de propagation d’une onde e´lectro-
magne´tique a` partir des mesures locales du champ. La re´solution d’un tel proble`me inverse
ne peut se faire qu’en rajoutant des hypothe`ses de manie`re a` de´terminer une solution unique
et stable. Les me´thodes de re´gularisation sont des me´thodes tre`s souvent utilise´es pour
re´soudre les proble`mes mal pose´s. Le principe de ces me´thodes est de relaxer les contraintes
du proble`me afin de de´terminer une solution stable. Dans ce me´moire, nous proposons une
me´thode de re´gularisation entropique pour re´soudre le proble`me conside´re´, ainsi que diverses
ge´ne´ralisations. Mais, avant d’entrer dans les de´tails, voyons comment ce proble`me est histo-
riquement apparu.
Depuis le de´but de l’e`re spatiale, l’analyse des signaux e´lectromagne´tiques enregistre´s
par les satellites ou les sondes spatiales, est un des principaux moyens d’investigation de
l’environnement terrestre. Les observations effectue´es dans la magne´tosphe`re terrestre, ont
permis de de´couvrir diffe´rents types d’e´missions naturelles. Les me´canismes ge´ne´rateurs et
les sources d’e´missions de ces ondes e´tant encore mal connus, il est primordial de pouvoir
de´terminer localement, a` partir des mesures du champ, les directions de propagation de ces
ondes [61].
Pour de´terminer la direction de propagation d’une onde e´lectromagne´tique a` partir de
mesures simultane´es du champ e´lectromagne´tique, la plupart des auteurs utilisent l’approxi-
mation “onde plane”. Dans cette approximation l’onde se de´place dans une direction unique
caracte´rise´e par le vecteur d’onde k. Ce vecteur se calcule aise´ment, moyennant quelques
hypothe`ses sur les caracte´ristiques de l’onde, en analysant les valeurs et vecteurs propres de
la matrice spectrale. Il existe de nombreuses me´thodes pour effectuer cette de´termination
[32, 2]. Toutefois, l’approximation “onde plane” apparaˆıt trop restrictive car, dans la re´alite´
il est peu probable que l’onde n’ait qu’une seule direction de propagation. Il y a, en effet,
toujours des re´flections et des re´fractions dans le milieu qui empeˆchent l’onde de se propa-
ger dans une direction unique [61]. Pour ve´rifier l’hypothe`se de la pre´sence d’une seule onde
plane, le concept de degre´ de polarisation a e´te´ introduit [49, 40]. C’est un indicateur qui
nous permet de dire si l’onde peut effectivement eˆtre conside´re´e comme plane. Dans le cas
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contraire, il faut utiliser d’autres me´thodes d’investigation.
Pour une analyse plus re´aliste, nous avons utilise´ le concept de Fonction de Distribution
des Ondes (FDO). Le concept de FDO a e´te´ introduit par Storey et Lefeuvre [61, 62, 63], il y
a environ trente ans, pour e´tudier les ondes dans un plasma homoge`ne. A une fre´quence fixe
ω, la FDO est une fonction F : S → R+, ou` S est la sphe`re unite´ de R3, qui repre´sente la
distribution d’e´nergie dans toutes les directions. Autrement dit, si l’on repre´sente les points
de la sphe`re en coordonne´es sphe´riques graˆce a` l’angle polaire θ et l’angle azimutal φ, F (θ, φ)
est la quantite´ d’e´nergie de l’onde se propageant dans la direction (θ, φ). La contrainte de
positivite´ sur la fonction F provient clairement du fait qu’elle repre´sente une e´nergie. Storey
et Lefeuvre [61] ont montre´ qu’une e´quation inte´grale reliait la FDO F a` la matrice spectrale
des mesures du champ e´lectromagne´tique ; cette e´quation est
V =
∫ 2π
0
∫ π
0
q(θ, φ)F (θ, φ) sin θ dφ dθ (1.1)
ou` q : S → Cn est le noyau d’inte´gration, i.e. une fonction connue qui de´pend de la nature du
milieu de propagation. La donne´e V ∈ Cn est la matrice spectrale que nous avons identifie´e
a` un vecteur a` n composantes complexes. L’e´quation (1.1) est tre`s importante car c’est elle
qui va de´finir le proble`me inverse que nous voulons e´tudier. Notons qu’il existe diffe´rentes
de´finitions de la fonction de distribution des ondes, par exemple Ro¨nnmark [48] la de´finit a`
partir de la transforme´e de Wiener.
Le proble`me direct est le suivant : a` partir d’une FDO F : S → R+ donne´e, de´terminer
la matrice spectrale V correspondante. Pour re´soudre le proble`me direct, il suffit donc de
de´terminer les noyaux d’inte´gration q : S → Cn du milieu conside´re´. Ce proble`me a e´te´ re´solu
par Storey et Lefeuvre [62, 63], qui ont donne´ l’expression analytique de ces noyaux sous
l’hypothe`se d’un plasma homoge`ne et froid. Dans sa the`se, Santol´ık [50] a re´solu le proble`me
direct dans le cas d’un plasma chaud avec prise en compte de l’effet Doppler [51, 52]. Dans
ce cas les noyaux ne sont plus connus de fac¸on analytique, mais ils sont de´termine´s a` partir
de la relation de dispersion du milieu conside´re´ [50].
Le proble`me inverse est celui de la de´termination de F a` partir de V en re´solvant l’e´quation
(1.1). C’est un proble`me mal pose´, car il existe une infinite´ de solutions ve´rifiant cette e´quation
puisque l’ope´rateur inte´gral n’est pas bijectif. Il transforme un e´le´ment d’un espace de dimen-
sion infinie F en un vecteur complexe de dimension finie. La de´termination d’une solution
unique et stable a` ce proble`me ne peut se faire qu’en rajoutant des crite`res de se´lection sur
la fonction recherche´e. Pour ce faire, la plupart des me´thodes utilise´es sont base´es sur le
choix d’un mode`le de FDO. Le calcul de F revient donc a` un proble`me d’identification de
parame`tres, ce qui est fait en pratique via des me´thodes classiques de minimisation, telles que
les me´thodes de descente ou de quasi-Newton. Lefeuvre [24], a e´tudie´ diffe´rentes me´thodes de
re´solution pour ce proble`me mal-pose´.
Une des me´thodes les plus utilise´es pour traiter des donne´es expe´rimentales est la me´thode
de Maximum d’Entropie (ME) de Lefeuvre et Delannoy [25, 29]. Cette me´thode a pour prin-
cipe de tronquer les noyaux d’inte´gration afin de ne conserver que ceux qui sont re´ellement
significatifs pour l’interpre´tation physique. Un mode`le visant a` maximiser l’entropie est alors
utilise´ et les parame`tres (multiplicateurs de Lagrange) identifie´s par un algorithme de mini-
misation. Dans le programme MAXENTWDF de Lefeuvre et Delannoy [25] cette minimisation est
3faite a` l’aide de la me´thode de Levenberg-Marquardt. L’entropie est un crite`re de se´lection
qui permet de de´terminer une solution, unique lisse et positive. De plus, on peut interpre´ter
l’entropie d’une fonction comme l’oppose´e de la quantite´ d’information contenues dans cette
fonction [57]. C’est pourquoi la maximisation de l’entropie permet de se´lectionner la solu-
tion du proble`me inverse qui contient le moins d’information. Dans le cas d’un proble`me
mal pose´ tel que (1.1), il est pre´fe´rable de chercher une solution contenant un minimum
d’information. Il existe en effet une infinite´ de solutions dont certaines apportent une infor-
mation conside´rable, mais nous n’avons aucun moyen de dire si l’information apporte´e par
une solution est pertinente ou pas. Toutefois, la stabilite´ de la solution n’est pas assure´e par
la maximisation de l’entropie. C’est la troncature des noyaux les moins significatifs qui va
stabiliser la solution. Cette me´thode a l’avantage de de´terminer la solution de fac¸on rapide,
car il y a peu de parame`tres et on les obtient en minimisant une fonction convexe.
Diffe´rentes me´thodes ont e´te´ conc¸ues pour de´terminer la FDO en privile´giant quelques
directions de propagations [12, 24, 50]. La me´thode des pics gaussiens (GP), de´crite dans
la the`se de Santol´ık [53], consiste a` choisir un mode`le de FDO constitue´ d’une somme de
gaussiennes. Les parame`tres de position, e´nergie et largeur du faisceau sont ensuite de´termine´s
pour chacune d’entre elles, par une minimisation au sens des moindres carre´s. Notons que la
de´termination de ces parame`tres n’est pas une chose aise´e puisque la fonction a` minimiser
n’est pas convexe. L’identification des parame`tres du mode`le devient tre`s difficile lorsque le
nombre de pics gaussiens est choisi trop grand. C’est pourquoi, en pratique cette me´thode
est utilise´e pour de´terminer un, deux ou trois pics.
Santol´ık [50] a e´galement de´crit une me´thode d’inversion avec un mode`le de FDO discret.
Comme la FDO est de´finie sur la sphe`re unite´, sa discre´tisation est un proble`me de´licat.
Santol´ık [50] a utilise´ une discre´tisation de la sphe`re en forme “d’igloo” de manie`re a` ce que
toutes les briques aient a` peu pre`s la meˆme taille. Les valeurs de la FDO sur le maillage
sont ensuite de´termine´es par une minimisation au sens des moindres carre´s. Cette me´thode
a l’avantage de n’avoir aucun parame`tre a` fixer avant les calculs, si ce n’est la finesse du
maillage utilise´.
Dans la me´thode du maximum d’entropie [25], le nombre de noyaux a` tronquer doit eˆtre
fixe´ de fac¸on a` obtenir une solution stable. Notons que l’analyse des donne´es de la mission
GEOS-1 [39, 60] a par ailleurs montre´ qu’un grand nombre de donne´es ne pouvaient eˆtre
analyse´es a` l’aide la me´thode du maximum d’entropie : en effet, soit l’erreur avec la donne´e
e´tait trop grande, soit la solution e´tait instable. Une autre approche consiste a` garder tous
les noyaux du mode`le et de laisser a` la me´thode le soin de se´lectionner automatiquement
ceux qui sont les plus importants pour l’inversion. C’est cette dernie`re qui a e´te´ suivie dans
ce me´moire. D’autres me´thodes ont e´te´ propose´es et utilise´es avec succe`s, en particulier les
mode`les parame´triques de FDO. Ces dernie`res ne´cessitent de fixer un certain nombre de pa-
rame`tres pour pouvoir effectuer les calculs. Par exemple, avec la me´thode des Pics Gaussiens
(GP), il faut fixer le nombre de pics a` identifier avant de calculer la solution. La me´thode
pre´sente´e dans ce me´moire permet d’obtenir une solution plus ge´ne´rale, ne se limitant pas a`
un mode`le donne´, et sans avoir a` fixer de parame`tres a` l’avance.
La me´thode pre´conise´e est une me´thode de re´gularisation. Les me´thodes de re´gularisation
sont tre`s employe´es pour re´soudre les proble`mes mal pose´s [22]. Le principe de ces me´thodes
est d’utiliser une famille d’ope´rateurs, indexe´e par un parame`tre µ > 0, pour de´terminer la
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solution. Ce parame`tre µ est appele´ parame`tre de re´gularisation et sert a` cre´er un e´quilibre
entre la stabilite´ de la solution et l’erreur. Si µ est choisi petit, l’erreur commise est petite
mais la solution est instable. A l’inverse lorsque µ est plus grand, l’erreur est plus grande
mais la stabilite´ est ame´liore´e. La me´thode de re´gularisation la plus connue est la me´thode
de Tikhonov [65]. Le principe de cette me´thode est de de´terminer la solution du proble`me
en choisissant l’e´le´ment de norme minimale situe´ dans un voisinage donne´ de la solution.
Toutefois, la me´thode de Tikhonov ne fournit pas de fonctions positives ; or la contrainte
de positivite´ est primordiale dans notre mode`le puisque la FDO repre´sente une distribution
d’e´nergie.
La me´thode de re´gularisation entropique est similaire a` celle de Tikhonov, sauf que ce n’est
pas la norme qui est minimise´e mais l’entropie que l’on maximise. L’utilisation de l’entropie a
plusieurs avantages : premie`rement l’entropie agit comme une fonction barrie`re ce qui oblige la
solution a` eˆtre positive, deuxie`mement on montre que la solution obtenue a la meˆme re´gularite´
que les noyaux d’inte´gration du mode`le. Comme dans la me´thode de maximum d’entropie,
l’entropie permet de de´terminer une solution qui contient peu d’information. Il est connu
que l’entropie permet de de´finir une strate´gie de re´gularisation dans L1 [57, 16]. Nous avons
plutoˆt e´tudie´ le proble`me dans L2 et cherche´ a` de´terminer sous quelles hypothe`ses l’inversion
e´tait possible. Nous avons e´galement cherche´ a` savoir comment de´terminer, nume´riquement
et de fac¸on efficace la solution a` partir de la condition d’optimalite´. Re´soudre le proble`me de
cette fac¸on n’est pas totalement satisfaisant car la solution ne de´pend pas de fac¸on line´aire
de la donne´e. Ce proble`me a e´te´ re´solu en modifiant le´ge`rement le proble`me de minimisation
utilise´. Puis une me´thode nume´rique a e´te´ de´veloppe´e pour re´soudre ce nouveau proble`me.
Le cadre de l’e´tude pre´ce´dente e´tant particulie`rement lie´ au le calcul de la FDO, nous
avons cherche´ a` ge´ne´raliser cette me´thode dans un cadre plus abstrait. Un espace de Banach
re´flexif X est conside´re´ a` la place de l’espace L2, et nous avons remplace´ l’entropie par
un ope´rateur de re´gularisation φ s.c.i., Gaˆteaux-diffe´rentiable et convexe. Nous avons alors
cherche´ a` de´terminer sous quelles hypothe`ses nous pouvions re´soudre le proble`me inverse
de fac¸on similaire a` celle utilise´e pour la re´gularisation entropique. La solution du proble`me
inverse doit exister et eˆtre unique pour toutes valeurs du parame`tre de re´gularisation, mais la
stabilite´ de la solution est primordiale. Nous nous sommes e´galement inte´resse´s au proble`me
du calcul nume´rique de la solution.
Comme nous l’avons de´ja` mentionne´, la de´termination des directions de propagation des
ondes est un proble`me crucial qui a de nombreuses applications. L’utilisation du concept de
FDO permet une analyse correcte du phe´nome`ne dans le cas ou` la mesure est effectue´e dans
un milieu homoge`ne. Ce milieu peut eˆtre le vide ou un plasma. Dans le cas du vide, l’analyse
par FDO peut eˆtre utilise´e pour interpre´ter les donne´es mesure´es par un radar. Cela avait
d’ailleurs e´te´ envisage´ [27] pour analyser les donne´es du G.P.R. (Ground Penetrating Radar)
de la mission martienne Netlander. Le G.P.R. est un radar dont le but e´tait de sonder les
premiers kilome`tres du sous-sol de Mars afin de de´tecter la pre´sence de re´servoirs d’eau glace´e.
Pour tester la me´thode de re´gularisation entropique dans le vide, nous l’avons mis en
œuvre sur des donne´es synthe´tiques. Les donne´es simule´es ont e´te´ ge´ne´re´es en supposant que
l’onde est constitue´e d’une somme finie d’ondes planes, ou bien que ses directions de propaga-
tion forment un continuum. Dans le vide les ondes peuvent se propager dans diffe´rents modes
de polarisation. Afin d’analyser l’onde a` l’aide du concept de FDO, en utilisant l’e´quation
5(1.1), il est primordial de supposer que l’onde n’a qu’un seul mode de polarisation. Mais le
proble`me, plus complexe, ou` l’onde est constitue´e de diffe´rents modes est aussi plus re´aliste.
Un test nume´rique a ainsi e´te´ re´alise´ pour voir si la me´thode de re´gularisation entropique
permettait de conclure dans ce cas.
Nous avons e´galement teste´ la me´thode dans le cas ou` l’onde conside´re´ est dans un plasma.
Pour cela, les donne´es du satellite de recherche magne´tosphe´rique FREJA ont e´te´ utilise´es,
l’e´ve´nement conside´re´ e´tant un souﬄe ELF. Ces donne´es ont de´ja` e´te´ traite´e, nous avons pu
comparer les re´sultats obtenus par re´gularisation entropique avec ceux d’autres me´thodes. La
stabilite´ de la solution e´tant primordiale pour l’interpre´tation, nous l’avons e´tudie´ a` l’aide de
tests statistiques.
Des tests nume´riques ont enfin e´te´ effectue´s pour illustrer la ge´ne´ralisation de la me´thode.
Le proble`me inverse conside´re´ est celui de l’approximation d’une fonction, de´finie sur un
compact, dont la valeur est connue sur un nombre fini de points. Diffe´rents ope´rateurs de
re´gularisation ont e´te´ conside´re´s pour cette de´termination, afin de comparer les fonctions
obtenues.
Ce me´moire est organise´ en deux parties principales, la premie`re traite du mode`le et de
l’approche the´orique du proble`me inverse. Nous donnons une description de l’environnement
spatial proche de la terre et posons le proble´me de l’analyse des ondes dans ce milieu au Cha-
pitre 2. Ensuite, nous de´crivons comment est obtenue l’e´quation (1.1) qui de´finit le proble`me
inverse. Pour cela nous ferons quelques rappels a` propos de l’analyse de Fourier qui est sous-
jacente au mode`le. Le chapitre 3 contient une description de la the´orie de la re´gularisation.
Nous de´crirons e´galement la me´thode de Tikhonov de fac¸on a` introduire la re´gularisation
entropique. Nous pre´sentons ensuite les re´sultats connus sur cette me´thode, particulie`rement
ceux d’Amato et Hughes [1] qui montrent que c’est bien une strate´gie de re´gularisation. La
me´thode de re´gularisation entropique utilise´e pour re´soudre le proble`me mal pose´ du calcul de
la FDO est ensuite pre´sente´e. Enfin, dans la dernie`re section de ce chapitre, nous e´tudions la
dualite´ du proble`me de re´gularisation entropique. Nous y ferons le lien entre nos algorithmes
et le proble`me dual. Le chapitre 4, pre´sente la ge´ne´ralisation de la me´thode d’inversion pour
des espaces de Banach abstraits avec un ope´rateur de re´gularisation strictement convexe.
Dans un premier temps, une e´tude the´orique de la me´thode est faite pour savoir sous quelles
hypothe`ses peut-on trouver une solution unique et stable qui peut se de´terminer comme un
point fixe en dimension finie. Ensuite nous nous inte´ressons a` la re´solution nume´rique du
proble`me, en utilisant le the´ore`me de point fixe de Banach, comme ce qui a` e´te´ fait pour
montrer les re´sultats du Chapitre 3.
La seconde partie principale du me´moire traite de la re´solution nume´rique du proble`me
inverse. Le Chapitre 5 rassemble les tests nume´riques effectue´s sur le proble`me de la de´ter-
mination de la fonction de distribution des ondes. Nous commenc¸ons par tester la me´thode
sur des donne´es synthe´tiques simule´es dans le cas d’ondes se propageant dans le vide. Nous
conside´rons ensuite la re´solution du proble`me dans un plasma magne´tosphe´rique. Pour cela
nous avons utilise´ des donne´es provenant du satellite FREJA. L’e´ve`nement que nous e´tudions
est un souﬄe ELF (Extremely Low Frequencies) enregistre´ par le satellite le 8 avril 1995 ;
les donne´es consistent en six matrices spectrales qui ont de´ja` e´te´ analyse´es par Santol´ık et
Parrot dans l’article [53]. Nous avons strictement utilise´ les meˆmes donne´es et le meˆme mode`le
pour le calcul de la FDO, afin de comparer entre elles les diverses me´thodes utilise´es. Nous
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avons plus particulie`rement conside´re´ la me´thode de re´gularisation entropique, la me´thode
de maximum d’entropie de Lefeuvre et Delannoy [25, 26], et la me´thode des pics gaussiens
utilise´e par Santol´ık [50]. Nous avons e´galement fait diffe´rents tests statistiques pour ve´rifier
et quantifier la stabilite´ de la me´thode, ainsi que pour de´terminer son aptitude a` de´tecter
correctement une onde plane.
Les Annexes A, B et C sont trois articles e´crits pendant ma the`se. L’Annexe D contient
les informations ne´cessaires pour faire fonctionner le programme d’inversion programme´ en
langage MATLAB. C’est, ce programme, qui a servi a` faire tous les calculs nume´riques de ce
me´moire.
Deuxie`me partie
Applications et simulation
Nume´rique
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Chapitre 5
Calcul nume´rique de la fonction de
distribution des ondes : cas du vide
et des plasmas
5.1 Introduction
Dans ce chapitre, nous allons mettre en oeuvre les algorithmes de re´gularisation entropique
de´crits dans le chapitre 3 et dans [42]. Le proble`me conside´re´ est celui de la de´termination
de la fonction de distribution des ondes (FDO), a` partir de la matrice spectrale mesure´e du
champ e´lectromagne´tique. Rappelons que la FDO est une fonction F de´finie sur la sphe`re
unite´ S a` valeurs positives. La matrice spectrale est relie´e a` la FDO par l’e´quation (1.1)
donne´e en page 2. Dans la suite nous identifierons toujours la matrice spectrale a` un vecteur
de Cn ou` n est le nombre de coefficients de la matrice. La raison de cette identification
vient tout simplement du fait que nous n’utiliserons jamais d’ope´rations matricielles. Pour
parcourir la sphe`re unite´ S de R3, nous utiliserons l’home´omorphisme :

F : [0, π[×[0, 2π[ −→ S
(θ, φ) 7−→

 cos θ cosφcos θ sinφ
sin θ

 ,
ou` les angles θ et φ sont respectivement appele´s angle polaire et azimutal (voir la Figure 2.1,
page 15). Rappelons que l’e´quation (1.1) de´finissant le proble`me inverse a` re´soudre est :
V =
∫ π
0
∫ 2π
0
q(θ, φ)F (θ, φ) sin θ dθdφ (5.1)
ou` V ∈ Cn est la matrice spectrale mesure´e, q : S → Cn est le noyau d’inte´gration et
F : S → R+ est la FDO.
Les premiers tests nume´riques, ont e´te´ effectue´s sur des donne´es synthe´tiques, dans le
cas du vide. Nous avons utilise´ des donne´es synthe´tiques afin d’avoir une premie`re ide´e du
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comportement des algorithmes 1 et 2 et les valider. Ces tests sont pre´sente´s dans la Section 5.2.
Dans un premier temps la matrice spectrale a e´te´ simule´e en prenant une FDO qui s’e´crit
comme une somme de masses de Dirac, i.e. correspondant a` une somme d’ondes planes.
Ensuite, nous avons e´tudie´ le cas, plus re´aliste, ou` la FDO servant a` simuler la matrice
spectrale est une fonction borne´e et continue. Pour chacun de ces tests, nous avons fabrique´
une matrice de bruit afin de perturber la matrice spectrale simule´e et d’observer la stabilite´
a posteriori des solutions.
Dans la Section 5.3, nous appliquons les algorithmes de re´gularisation entropique sur des
donne´es enregistre´es par le satellite FREJA. Le satellite FREJA est un satellite de recherche
magne´tosphe´rique Sue´dois. L’e´ve´nement e´tudie´ est un souﬄe ELF, nous allons appliquer
nos algorithmes, sur six points temps-fre´quences de cet e´ve´nement. Ces donne´es ont de´ja` e´te´
e´tudie´es par Santol´ık et Parrot [53], le calcul des FDO e´tant fait par d’autres me´thodes. Nous
pourrons donc comparer les re´sultats obtenus par re´gularisation entropique avec les re´sultats
de´ja` publie´s. Des tests pour quantifier la stabilite´ des solutions obtenues sont e´galement
pre´sente´s. Nous regarderons d’abord la de´pendance de la solution par rapport au parame`tre
de re´gularisation, puis en perturbant la matrice spectrale nous allons quantifier la de´pendance
par rapport a` la donne´e. Enfin nous pre´senterons une e´tude statistique pour savoir si la
me´thode utilise´e est capable de de´terminer avec pre´cision la position d’une ou de deux ondes
planes.
5.2 Cas du vide : donne´es synthe´tiques
Les tests pre´sente´s dans cette section, ont e´te´ faits pour valider (dans le cas du vide et sur
des donne´es artificielles) la me´thode de re´gularisation entropique de´veloppe´e dans le chapitre
3. Ces tests nous ont permis de ve´rifier le bon fonctionnement des algorithmes 1 et 2 avant
de passer aux tests sur des donne´es d’expe´riences. C’est la seule section ou nous pre´senterons
des re´sultats obtenus graˆce a` l’algorithme 1. En effet, comme l’algorithme 2 fonctionne tre`s
bien dans tous nos essais nume´riques et qu’il n’est pas perturbe´ par un changement d’e´chelle
de la donne´e, nous l’utiliserons pre´fe´rentiellement dans les sections suivantes.
5.2.1 Mise en oeuvre nume´rique
D’apre`s le mode`le, la matrice spectrale mesure´e est relie´e a` la FDO par l’e´quation inte´grale
(5.1) ou` le noyau d’inte´gration q : [0, π] × [0, 2π] → Cn est une fonction connue qui de´pend
du milieu de propagation. Dans le cadre de ces tests, nous avons suppose´ que l’onde observe´e
se de´place dans le vide. Les noyaux correspondants sont bien connus [27], ils sont explicite´s
dans la Section 2.3. Ces noyaux de´pendent de deux parame`tres |p| et β qui indiquent le
mode de polarisation de l’onde. Pour faire les calculs, il est tre`s important de supposer que
les ondes e´tudie´es ont la meˆme polarisation, sinon le proble`me est difficile a` re´soudre. Nous
avons pris arbitrairement |p| = 1 et β = 1. Nous avons e´galement de´cide´ d’utiliser toutes les
composantes du champ e´lectromagne´tique : la donne´e est (dans ce cas) un vecteur V ∈ C36.
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Calcul des inte´grales
Pour tous les exemples nume´riques de ce chapitre, nous avons utilise´ une me´thode de
quadrature de Legendre-Gauss pour calculer les inte´grales. Cette me´thode est bien adapte´e
a` la nature du proble`me puisque, les solutions obtenues par re´gularisation entropique ont la
meˆme re´gularite´ que les noyaux d’inte´gration. Or ceux-ci sont lisses dans les milieux conside´re´s
Rappelons la me´thode de quadrature de Legendre-Gauss, a` m ∈ N∗ points, pour calculer
l’inte´grale une fonction f : [−1, 1]→ R :∫ 1
−1
f(x) dx =
m∑
k=1
Hkf(xk) + E
ou` les {xk}1≤k≤m sont les racines du polynoˆme de Legendre Pm de degre´ m [19, 41] et pour
tout 1 ≤ k ≤ m
Hk = − 2
(m+ 1)Pm+1(xk)P ′m(xk)
=
2
mPm−1(xk)P ′m(xk)
.
La quantite´ E repre´sente l’erreur de la formule de quadrature ; si la fonction f est C2m, il
existe ξ ∈ [−1, 1] tel que
E =
22m+1(m!)4
(2m+ 1)[(2m)!]3
f (2m)(ξ).
Comme les noyaux d’inte´gration sont de classe C∞, cette me´thode de calcul d’inte´grale semble
tout a` fait approprie´e.
Simulation de la matrice spectrale
Pour simuler la matrice spectrale, nous avons calcule´ l’inte´grale de l’e´quation (5.1) pour
une FDO initiale FI . Dans le cas ou` FI est une somme de masses de Dirac, l’e´valuation de
cette inte´grale se fait simplement en sommant les valeurs du noyau q sur le support de la
distribution FI . Nous ne conside´rerons au maximum qu’une somme de trois masses de Dirac.
On note (θi, φi)i=1,2,3 les positions des masses de Dirac sur [0, π] × [0, 2π] et (Pi)i=1,2,3 leurs
puissances. En accord avec l’e´quation (5.1) on synthe´tise V par
V =
∑
i=1,2,3
Piq(θi, φi)
Notons que le cas d’une FDO constitue´e d’une somme de masses de Dirac est un cas the´orique
qui est a priori mal adapte´ pour une telle analyse. En effet, si la FDO est une somme de
m ∈ N∗ ondes planes cela signifie que l’onde se propage dans exactement m directions, ce
qui est en de´saccord avec le mode`le construit ou` nous avions suppose´ que la FDO e´tait une
fonction de L2, de´crivant la densite´ d’e´nergie dans toutes les directions (voir la Section 2.2).
Dans la re´alite´, l’onde n’est de toute fac¸on jamais concentre´e sur une unique direction de
propagation. L’analyse FDO, dans ce cas, peut donc eˆtre vue comme une approximation L∞
de masses de Dirac. Notons e´galement, que le proble`me de la de´termination de la FDO sous
la forme de m ∈ N∗ masses de Dirac, n’est pas un proble`me mal pose´ si m est assez petit.
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Dans le cas, plus classique, ou` la fonction FI est lisse, nous avons utilise´ la me´thode de
quadrature de Legendre-Gauss. Toutefois, le nombre de points servant a` calculer l’inte´grale est
choisi plus grand que dans l’algorithme de re´solution, afin d’e´viter le “crime d’inversion”. Nous
avons choisi 64×128 points sur [0, π[×[0, 2π[ pour les simulations alors que dans l’algorithme,
la me´thode utilise 10× 20 ou (plus rarement) 20× 40 sur le meˆme pave´ [0, π[×[0, 2π[.
La matrice V correspondant a` la FDO initiale, FI e´tant de´sormais simule´e, il faut main-
tenant y rajouter un bruit pour ve´rifier la stabilite´ de la reconstruction. Comme les matrices
e´tudie´es sont hermitiennes par construction, nous allons construire une matrice de bruit qui
est elle aussi hermitienne. Ainsi, la matrice de bruit N est fabrique´e en ge´ne´rant un vecteur
gaussien b de taille p (et on a p2 = n) et en posant N = bb∗. On met ensuite la matrice N
sous forme de vecteur de Cn, de la meˆme manie`re que pour la matrice spectrale V . Nous
choisissons le vecteur gaussien b de manie`re a` ce que chacune de ses composantes ait la meˆme
loi. La variance de cette loi est ensuite adapte´e au niveau de bruit souhaite´ pour l’expe´rience.
Initialisation des algorithmes
Pour initialiser les algorithmes 1 et 2 de´crits a` la Section 3.4, nous avons pose´ l0 = 0, ǫ =
10−7. Le parame`tre τ a e´te´ choisi de fac¸on automatique pendant les calculs. Rappelons que le
parame`tre τ ∈ [0, 1] doit eˆtre choisi assez petit pour que l’algorithme converge. Mais s’il est
trop petit, l’algorithme va converger vers l’unique solution du proble`me (Pµ) de fac¸on tre`s
lente. Pour choisir τ nous avons utilise´ la re`gle suivante
1. Nous choisissons τ0 ∈ [0, 1], r ∈]0, 1[ et N ∈ N∗.
2. Si l’algorithme ne descend pas avec τk a` l’ite´ration κ, i.e. ‖lκ+1 − lκ‖ > ‖lκ − lκ−1‖, on
pose
τk+1 = rτ.
3. Ayant trouve´ τk tel que l’algorithme converge, on cherche le meilleur τ possible pour
les calculs a` venir. Pour cela, on prend le plus grand τ ∈ {(N − j)rτk−1 + jτk−1|j =
0, ...,N − 1} tel que l’algorithme continue a` converger.
Dans nos programmes, nous avons pose´ r = 2 et N = 10.
Le parame`tre de re´gularisation µ > 0 est choisi en vertu du principe de de´calage de
Morozov [22], ce principe consiste a` fixer le parame`tre µ tel que la solution correspondante
ait une erreur e´gale au niveau de bruit. Dans la pratique nous supposerons qu’un parame`tre
µ est valable si l’erreur appartient a` un petit intervalle contenant la valeur du niveau de bruit
δ > 0. Comme nous traitons ici de donne´es synthe´tiques, nous ne seront pas trop exigeants
sur le choix de µ, c’est pourquoi nous conside´rerons que ce parame`tre est valide si
δ ≤ ‖V − ψ(F )‖
Cn
≤ 2δ. (5.2)
Ce choix est fait a posteriori en utilisant le fait que la fonction µ 7→ ‖V − ψ[Fµ]‖Cn ou` Fµ
est la solution du proble`me, est presque line´aire quand µ est petit, voir la Figure 5.1.
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0 µ0µ1µ2
δ
µ → ||V−ψ (F) ||
Fig. 5.1 – Me´thode utilise´e pour de´terminer un µ tel que la solution Fµ du proble`me ve´rifie
le principe de de´calage de Morozov.
Notations et repre´sentation des solutions obtenues
Avant de donner les re´sultats, voyons comment la solution est habituellement repre´sente´e.
La fonction de distribution des ondes est une fonction de´finie sur la sphe`re unite´ de R3, la
Figure 5.5 montre la fac¸on dont elle est habituellement repre´sente´e. La sphe`re est divise´e en
deux he´misphe`res : l’he´misphe`re nord pour 0 ≤ θ ≤ π2 et l’he´misphe`re sud pour π2 ≤ θ ≤ π.
Sur chaque he´misphe`re, on repre´sente la valeur de F par un code de couleur line´aire. Nous
avons parfois utilise´ une repre´sentation en 3D ou avec des contours.
La solution Fµ du proble`me inverse e´tant de´termine´e par un des deux algorithmes (avec
µ fixe´), nous pouvons e´tudier ses caracte´ristiques. La valeurs optimale de la fonction couˆt
sera note´e Jµ et H sera la valeur de l’entropie de la solution. Nous noterons ǫr l’erreur de la
solution Fµ, c’est a` dire
ǫr = ‖V − ψ[Fµ]‖ .
L’e´nergie de la solution calcule´e sera note´e α. L’erreur relative entre l’e´nergie de la solution Fµ
et la “ve´ritable” valeur de l’e´nergie de l’onde sera note´e ǫα. Nous avons e´galement, pour chaque
solution, de´termine´ sa valeur maximale, sa valeur minimale ainsi que le nombre d’ite´rations
ne´cessaire pour le calcul.
5.2.2 Test avec trois masses de Dirac - Algorithme 1
Dans [42], l’algorithme 1 a e´te´ teste´ pour une donne´e correspondant a` une FDO constitue´e
d’une masse de Dirac. Les caculs ont e´te´ faits pour diffe´rentes positions de la masse de Dirac,
du poˆle nord au poˆle sud. Nous ne pre´senterons pas ici ces re´sultats, mais on peut les consulter
en Annexe A page 103. Nous constatons sur cet exemple nume´rique que la me´thode est capable
de de´tecter de fac¸on assez pre´cise la position de la masse de Dirac.
Dans cette sous-section, nous allons tester l’algorithme 1 sur une donne´e fabrique´e a` partir
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de trois masses de Dirac re´parties aux sommets d’un triangle e´quilate´ral sur le rectangle
[0, π[×[0, 2π[. Nous avons bien entendu rajoute´ un bruit sur la donne´e de manie`re a` tester
la stabilite´ de la solution. Nous avons utilise´ l’algorithme 1 pour calculer la solution avec
cette donne´e. Cette solution est montre´e en Figure 5.2 avec une repre´sentation des contours
de la fonction. On distingue bien sur le graphe, trois pics situe´s aux emplacements attendus.
Le niveau de bruit pour cet exemple est de 3.1% et l’erreur de la solution obtenue est 5.5%
pour µ = 0.5. Le choix de µ est correct puisque la solution ve´rifie bien l’e´quation (5.2), i.e.
l’erreur est supe´rieure au niveau de bruit mais est tout de meˆme assez faible. La solution
obtenue correspond tout a` fait a` la distribution FI avec laquelle V a e´te´ simule´e, Fµ a trois
pics qui sont tre`s pointus et bien positionne´s. La solution du proble`me inverse obtenue par
l’algorithme 1 est donc satisfaisante sur cet exemple. Dans la Sous-section suivante, nous
allons regarder le comportement des solutions quand le parame`tre de re´gularisation varie.
5.2.3 Effet de L’entropie
Afin d’observer les variations de la solution par rapport au parame`tre de re´gularisation
µ, nous avons refait le calcul avec la donne´e V pre´ce´dente, i.e. simule´ a` l’aide de trois masses
de Dirac, mais avec diffe´rentes valeurs de µ. Les re´sultats obtenus, pour quatres valeurs de µ
et par l’algorithme 1, sont re´sume´s dans le Tableau 5.1. Comme l’entropie de la solution croit
avec µ, nous nous attendions a` ce que les trois pics disparaissent et que la solution soit tre`s
plate pour un µ choisi assez grand. Cela est confirme´ par le graphe de la Figure 5.3 ou` l’on
distingue la solution obtenue pour µ e´gal a` 0.5 a` gauche et 50 a` droite. Le graphe de gauche
qui est seulement une repre´sentation diffe´rente de la Figure 5.2, est conforme aux re´sultats
attendus et ve´rifie le principe de de´calage de Morozov. Le graphe de droite ne ve´rifie pas ce
principe, il est tre`s plat et on ne distingue plus les trois pics. Comme cela e´tait pre´vu, il y a
perte d’information.
Cet exemple montre l’importance du niveau de bruit. En effet si le niveau de bruit est
trop e´leve´, le parame`tre µ devra eˆtre choisi assez grand et la solution obtenue contiendra tre`s
peu d’information. En choisissant µ plus petit, nous aurons plus d’information mais nous ne
pourrons pas dire si cette information est “re´elle” ou non.
Le Tableau 5.1 permet de voir l’e´volution des caracte´ristiques de la solution pour les quatre
valeurs de µ choisies. Nous avons refait les meˆmes calculs sur un plus grand nombre de µ
afin de tracer des courbes montrant l’e´volution de ces diverses caracte´ristiques. La Figure 5.4
montre l’e´volution du couˆt, de l’entropie, de l’erreur, de la puissance et du nombre d’ite´ration
pour les valeurs de µ comprises entre 0.5 et 50 avec un pas de 0.1. Nous observons sur cette
figure (conforme´ment a` nos attentes) que la fonction couˆt est majore´e et que l’entropie de´croˆıt
contrairement a` l’erreur.
5.2.4 Test avec une FDO continue - Algorithme 2
La simulation des donne´es avec une FDO, sous la forme d’une masse de Dirac est un cas
particulier assez limite´. Comme le montrent les re´sultats du Chapitre 3, la solution obtenue
par re´gularisation entropique a la meˆme re´gularite´ que les noyaux d’inte´grations et ceux-ci
sont lisses dans nos exemples. C’est pourquoi, nous allons maintenant faire un test pour une
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Fig. 5.2 – Trace´ en contours de la solution obtenue par l’algorithme 1 pour la matrice spectrale
V simule´e a` l’aide de trois masses de Dirac. La solution a e´galement trois pics situe´s sur le
support des trois Dirac.
Fig. 5.3 – Calcul de la FDO dans le cas ou` V a e´te´ simule´ a` l’aide de trois masses de Dirac.
A gauche : solution calcule´e pour µ = 0.5. A droite : solution calcule´e avec µ = 50.
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Fig. 5.4 – a) Graphe de l’erreur, de l’entropie, et du couˆt de la FDO en fonction de µ. b)
Variation de la puissance de la FDO en fonction de µ. c) Nombre d’ite´rations ne´cessaires au
calcul de la FDO en fonction de µ.
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µ α ǫα ǫr H Jµ Min Max #It. τ
0.5 9.891 2.07% 1.842 -1.452 5.741 2.200E-6 6.947 8377 2.5E-3
1 9.868 1.83% 3.159 -1.660 9.360 1.521E-4 4.597 3317 6.25E-2
5 9.814 1.27% 10.27 -1.990 24.691 2.678E-2 3.136 465 0.05
50 8.008 17.35% 117.633 -2.338 17.862 0.195 1.725 7 1
Tab. 5.1 – Re´sultats obtenus pour une matrice simule´e V a` partir de trois masses de Dirac.
Nous avons fait les calculs pour quatre valeurs diffe´rentes du parame`tre µ. Min et Max sont
respectivement le minimum et la maximum de la solution sur la sphe`re unite´ S.
matrice spectrale simule´e avec une FDO continue. Nous avons choisi de prendre comme FDO
initiale la fonction :
FI(θ, φ) := 4
(
cos2(θ) + sin2(φ)
)
.
Afin d’e´viter le “crime d’inversion”, nous avons utilise´ pour calculer la matrice spectrale, un
pas d’inte´gration plus fin que celui des algorithmes de re´solution. Ensuite nous avons bruite´
la matrice spectrale, le niveau de bruit e´tant de 5.1%.
La Figure 5.5 repre´sente la fonction initiale, ainsi que la fonction obtenue par l’algorithme
2. La solution a une erreur de 8% avec la donne´e, elle n’est donc pas plus pre´cise que le niveau
de bruit. Nous n’avons pas voulu tracer la solution obtenue par l’algorithme 1 puisque celle ci
est pratiquement identique a` celle pre´sente´e. Nous voyons sur ces graphiques, que la solution
calcule´e par re´gularisation entropique posse`de la meˆme ge´ome´trie que la FDO initiale, elle est
juste un peu plus aplatie, ce qui est certainement un effet de la minimisation de l’entropie.
5.2.5 Test avec deux modes de polarisation
On suppose que l’onde e´tudie´e est constitue´e de deux modes de polarisation superpose´s.
Dans ce cas, la matrice spectrale V est relie´e aux FDO F1 et F2 de chacun des modes, par
l’e´quation
V =
∑
j=1,2
∫ 2π
0
∫ π
0
qj(θ, φ)Fj(θ, φ) sin θdθdφ
L’e´quation qui relie V aux FDO Fj , est toujours line´aire, nous pouvons donc appliquer la
me´thode de re´gularisation entropique comme nous l’avons fait pre´ce´demment. Toutefois la
taille de la matrice V n’ayant pas change´e on peut estimer qu’il sera plus difficile de de´terminer
deux FDO a` partir de V .
Nous avons fait un essai avec les noyaux du vide, en prenant une onde constitue´e de deux
ondes planes ayant des modes de polarisation diffe´rents. Nous avons utilise´ l’algorithme 1
pour faire les calculs, et nous constatons que les solutions obtenues ont une tre`s grande erreur
par rapport au niveau de bruit. Nous n’avons pas pu calculer a` l’aide de cet algorithme, une
solution telle que ǫr > 500. Cela signifie que nous ne pouvons pas raisonnablement utiliser ces
solutions pour l’analyse de l’onde, l’erreur e´tant beaucoup trop grande. La figure 5.6 montre
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le re´sultat obtenu par l’algorithme 1 avec ǫr ≈ 600. Nous voyons tout de meˆme sur cette
figure, que la solution a bien une direction privile´gie´e pour chacun des modes de polarisation,
et que les directions de ces ondes sont assez bien de´termine´es bien que le´ge`rement de´cale´es.
5.2.6 A propos de la dualite´
Comme nous l’avons vu dans la Section 3.5, l’algorithme 1 est une me´thode de gradient
sur le dual du proble`me de re´gularisation entropique (Pµ). Nous constatons e´galement, que
cette descente est de plus en plus difficile, au fur et a` mesure que µ de´croˆıt, puisque nous
sommes oblige´s de choisir τ de plus en plus petit. Le Tableau 5.1 et la Figure 5.4 montrent
bien ce phe´nome`ne, le nombre d’ite´rations de´croˆıt et la valeur de τ augmente lorsque µ croˆıt.
Nous pouvons nous demander s’il serait possible, d’utiliser un algorithme quasi-Newton
afin de calculer la solution plus rapidement pour les petites valeurs de µ. Nous avons donc
fait un test avec l’algorithme de Levenberg-Marquardt [41, 6] pour comparer les vitesses de
convergence entre les algorithmes. De fait, on observe que les me´thodes quasi-Newton ne
sont pas du tout adapte´es a` ce proble`me. En effet, comme ψ n’est pas bijective, lorsque nous
choisissons µ tre`s petit, la stricte-convexite´ de la fonction couˆt n’est nume´riquement plus
visible. La matrice hessienne, de la fonction couˆt est presque singulie`re et donc les me´thodes
quasi-Newton convergent tre`s mal.
Nume´riquement nous constatons qu’il est tre`s difficile (voire impossible) de faire conver-
ger l’algorithme de Levenberg-Marquardt pour des valeurs de µ infe´rieures a` 2. Lorsque
nous prenons µ plus grand, l’algorithme 1 converge plus vite que l’algorithme de Levenberg-
Marquardt, ce qui peut eˆtre explique´ par le temps de calcul du Hessien qui est tre`s couˆteux
dans la me´thode de Levenberg-Marquardt. Par exemple, lorsque µ = 8 nous avons constate´
que l’algorithme 1 e´tait environ 3 fois plus rapide. Il apparaˆıt donc assez mal adapte´ d’utiliser
cette me´thode pour calculer la solution et nous allons conside´rer une autre approche.
Dans le Chapitre 3, nous avons vu que le proble`me de re´gularisation entropique (Pµ) e´tait
e´quivalent au proble`me
(P ε)
{
minH(f)
f ∈ L2, f ≥ 0, ‖V − ψ[f ]‖2
Cn
≤ ε2 ,
sauf que pour ce proble`me, nous n’avons pas de parame`tre de re´gularisation µ a` fixer, mais
seulement l’erreur ε voulue. Si nous connaissons le niveau de bruit δ, nous pouvons donc
re´soudre le proble`me sans avoir aucun parame`tre a` fixer pour l’inversion. Le proble`me (P ε)
est assez complexe a` re´soudre sous cette forme. En effet si nous utilisons une me´thode de
gradient pour calculer l’optimum du proble`me, nous sommes oblige´s de faire des projections
pour que la solution ve´rifie les contraintes. Cependant, le dual du proble`me (P ε) a` e´te´ calcule´
dans la sous-section 3.5.5, et ce proble`me dual s’e´crit
sup
l∈Cn
{
−
∫
E
exp(−1 + ψ∗[l])dσ + 〈l, V 〉
Cn
− ε ‖l‖
Cn
}
. (5.3)
Le proble`me dual est un proble`me sans contrainte, une me´thode de descente sans projection
peut donc eˆtre utilise´e pour en calculer l’optimum. Il y a cependant une nette diffe´rence
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Fig. 5.5 – A gauche, trace´ de la fonction initiale FI qui a e´te´ utilise´e pour simuler la matrice
spectrale. A droite, solution obtenue par l’algorithme 1 avec µ = 3
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Fig. 5.6 – Calcul des FDO dans chacun des modes de polarisation. Les aste´risques indiquent
la ve´ritable direction des ondes
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Fig. 5.7 – Spectrograme du souﬄe ELF enregistre´ par le satellite FREJA (figure tire´e de
[53]).
entre ce proble`me et le proble`me dual (Dµ) de (Pµ) : la fonction couˆt de (Dµ) est Gaˆteaux-
diffe´rentiable alors que la fonction couˆt de (5.3) n’est pas diffe´rentiable en 0. Nous pouvons
donc nous attendre a` ce que le calcul nume´rique de la solution a` l’aide d’une me´thode de
descente sur cette fonction couˆt, soit plus de´licat qu’avec les algorithmes 1 et 2.
Nous avons teste´ cette me´thode dans le cas du vide, sur les exemples ou` la matrice spec-
trale est simule´e a` partir de 3 masses de Dirac et a` partir d’une FDO continue. Nous avons
utilise´ une me´thode de gradient pour calculer l’optimum de (5.3). Il faut choisir, afin d’initia-
liser l’algorithme, un point de de´part diffe´rent de 0 pour e´viter la singularite´ du gradient de
la fonction couˆt. Nous avons utilise´ un pas de descente τ constant comme pour l’algorithme
1. Sur les deux exemples conside´re´s, nous avons retrouve´ les solutions calcule´es pre´ce´dement.
La convergence de la me´thode a lieu avec une vitesse comparable a` celle de l’algorithme 1.
Toutefois, nous n’avons pas besoin de chercher un µ convenable puisque l’erreur a e´te´ fixe´e a`
la valeur ε souhaite´e avant les calculs.
5.3 Cas des plasmas : donne´es expe´rimentales
Le satellite FREJA a enregistre´ un intense souﬄe ELF le 8 Avril 1995 entre 15h48 et
15h58 UT. Nous avons fait une analyse FDO de cet e´ve´nement en utilisant la re´gularisation
entropique. Le spectrogramme de l’enregistrement est montre´ en Figure 5.7, les six points
note´s sur le spectrogramme sont les six points temps-fre´quences sur lesquels l’analyse va
eˆtre effectue´e. L’analyse onde plane et le calcul des FDO ont e´te´ effectue´s pre´ce´demment
par Santol´ık et Parrot [53]. Pour la calcul de la FDO, diverses techniques ont e´te´ utilise´es :
la discre´tisation, la me´thode des pics gaussiens et la me´thode du maximum d’entropie de
Lefeuvre et Delannoy [26]. Les principes de chacune de ces me´thodes sont les suivants.
– La me´thode de la FDO discre`te : il s’agit d’une me´thode de re´gularisation ou` le pa-
rame`tre de re´gularisation est la taille du maillage utilise´ pour la discre´tisation. Afin de
discre´tiser correctement la sphe`re unite´ S, Santol´ık [50] a utilise´ un maillage en forme
d’igloo afin d’obtenir une discre´tisation assez homoge`ne sur la sphe`re. Nous ne ferons
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cependant pas de comparaison avec les re´sultats obtenus par cette me´thode.
– La me´thode des Pics Gaussiens (GP) : on cherche F sous la forme
F (θ, φ) =
N∑
k=1
ρk
π∆2k
exp
[
2d2S {(θ, φ), (θk, φk)}
∆2k
]
ou` N est le nombre de pics choisis, (θk, φk), ρk et ∆k sont respectivement la direction,
l’e´nergie et la largeur angulaire du pic k. La fonction dS : S×S → R est la distance sur
la sphe`re S, les points de la sphe`re e´tant de´crits par l’angle polaire θ ∈ [0, π] et l’angle
azimutal φ ∈ [0, 2π].
– La me´thode de Maximum d’Entropie (ME), de´veloppe´e par Lefeuvre et Delannoy [24] :
il s’agit de calculer la solution de maximum d’entropie (voir la De´finition 10 page 29)
de l’e´quation (1.1). Pratiquement cette solution est de´termine´e en prenant la FDO F
sous la forme
F (θ, φ) = exp
[
−1 +
n∑
k=1
λkqk(θ, φ)
]
,
et les multiplicateurs de Lagrange {λk}1≤k≤n sont identifie´s a` l’aide de la me´thode de
Levenberg-Marquardt [6, 41].
Pour plus de pre´cision sur ces diffe´rentes me´thodes, on peut consulter [50, 53, 24, 25]. Ces
donne´es ayant de´ja` e´te´ analyse´es [53], il est commode de comparer les solutions obtenues par
re´gularisation entropique avec celles obtenues par les me´thodes GP et ME.
Contrairement aux donne´es synthe´tiques utilise´es dans les tests pre´ce´dents, les donne´es
que nous avons a` traiter ici sont des donne´es d’expe´rience enregistre´es par l’instrument F4 [20]
a` bord de FREJA. Nous n’avons pas la meˆme pre´cision de mesure sur toutes les composantes
du champ, c’est pourquoi il faut pre´alablement pre´parer les donne´es pour l’analyse.
5.3.1 Pre´paration des donne´es
Le champ e´lectromagne´tique est enregistre´ par le satellite FREJA a` l’aide de 4 antennes
[20]. Il y a trois antennes magne´tiques dans des directions orthogonales et une antenne
e´lectrique. La position des antennes magne´tiques est fixe dans le repe`re du satellite, alors
que l’antenne e´lectrique a un mouvement giratoire. Le champ mesure´ par cette antenne, est
la moyenne des mesures pendant une rotation d’un quart de tour. La pre´cision des mesures
du champ e´lectrique est donc bien moindre que celle du champ magne´tique. Nous allons de-
voir effectuer une normalisation sur la matrice spectrale et sur les noyaux d’inte´gration afin
d’e´liminer ces diffe´rences de pre´cision.
Pour chacun des six points k = 1, ..., 6, nous disposons de la matrice spectrale estime´e
V˜ (k) ∈ Cn, de la matrice des erreurs de mesure ǫ(k) ∈ Cn ainsi que du calcul des noyaux
d’inte´gration du plasma a` la fre´quence conside´re´e q˜(k). Avant de commencer les calculs nous
effectuons une normalisation de ces donne´es, en posant
∀k ∈ {1, ..., 6},∀i ∈ {1, ..., n}, V (k)i =
V˜
(k)
i
ǫ
(k)
i
et q
(k)
i (θ, φ) =
q˜
(k)
i
ǫ
(k)
i
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Apre`s cette normalisation, tous les e´le´ments de la matrice spectrale ont une erreur du meˆme
ordre. Nous supposerons donc que le niveau de bruit, apre`s normalisation, est δ2 = 16.
Pour les calculs, nous avons utilise´ les meˆmes noyaux d’inte´gration que dans [53]. Ils ont
e´te´ calcule´s a` partir d’un mode`le de plasma froid, avec l’hypothe`se d’un plasma hydroge`ne-
oxyge`ne, simplement ionise´ et sans collision. Santol´ık et Parrot [53] ont utilise´ une fraction
de 5% d’hydroge`ne. La composition du plasma est importante car la fre´quence des ondes
est infe´rieure a` deux fois la gyro-fre´quence fH+ des e´lectrons. Les noyaux ont e´te´ calcule´s en
utilisant le mode droit, car c’est le seul mode pre´sent dans un plasma froid pour une fre´quence
supe´rieure a` fH+ [59].
Nous devons aussi mettre les noyaux a` l’e´chelle. En effet les noyaux calcule´s a` l’aide de
la relation de dispersion admettent de grandes variations, ce qui est tre`s geˆnant du point de
vue nume´rique. Nous les avons donc multiplie´s par une constante de la forme 10−β . La valeur
de β utilise´e pour chacun des six points est donne´e au Tableau 5.2.
5.3.2 Repre´sentation des solutions obtenues
Pour repre´senter graphiquement les FDO, calcule´es par re´gularisation entropique, nous
avons utilise´ les meˆmes conventions que dans l’article de Santol´ık et Parrot [53]. Les FDO
sont normalise´es de manie`re a` ce qu’elles aient pour valeurs maximales 1 et elles sont trace´es
en niveau de gris avec une e´chelle line´aire. Des contours indiquant les niveaux k/6 pour
k = 1, ..., 5 sont aussi trace´s. La Figure 5.8 est un exemple de la repre´sentation graphique
que nous utiliserons par la suite, avec les graduations des angles θ et φ ainsi que le code de
niveau de gris utilise´.
5.3.3 Re´solution avec le champ magne´tique
Les mesures du champ magne´tique sont beaucoup plus fiables que les mesures faites a`
l’aide de l’antenne e´lectrique, cette dernie`re n’ayant pas de position bien de´finie a` l’instant
des mesures a` cause de sa rotation. C’est pourquoi, nous avons d’abord fait les calculs de la
FDO pour les six points, en ne prennant en compte que les trois composantes magne´tiques.
La Figure 5.9 montre les re´sultats obtenus par la me´thode de re´gularisation entropique, pour
les points 1,2 et 4. En l’absence de composantes e´lectriques du champ e´lectromagne´tique, les
solutions pre´sentes une syme´trie nord-sud. Cela e´tait pre´vu par la the´orie, car d’apre`s les
e´quations de Maxwell, il faut au moins quatre composantes du champ pour de´terminer la
direction et le sens d’une onde. Avec trois composantes nous pouvons seulement calculer la
direction.
Les re´sultats de la Figure 5.9 sont tout a` fait en accord avec ceux obtenus dans [53],
ils permettent e´galement de valider les solutions obtenues avec toutes les composantes du
champ, comme nous allons le voir dans le paragraphe suivant.
5.3.4 Calcul de la FDO avec toutes les composantes
La Figure 5.10 montre les solutions calcule´es par l’algorithme de re´gularisation entropique
(ERA), par la me´thode des pics gaussiens (GP) et par la me´thode du maximum d’entropie
(ME). Les solutions ERA ont e´te´ obtenues a` partir de l’algorithme 2 qui produit des solutions
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Fig. 5.8 – Repre´sentation de la FDO utilise´e afin de faire des comparaison avec les re´sultats
de [53]
Point N°4
Point N°1 Point N°2
Fig. 5.9 – Solutions calcule´es par l’algorithme 2, pour les points 1,2 et 4, en ne prenant en
compte que les composantes du champ magne´tique. Le fait que les solutions soient syme´triques
est normal puisque d’apre`s les e´quations de Maxwell, sans composante e´lectrique on ne peut
pas de´terminer le sens de propagation.
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qui de´pendent de fac¸on positivement homoge`ne de la donne´e. Les solutions GP et ME ont
e´te´ calcule´es par Santol´ık et Parrot [53].
De fac¸on ge´ne´rale, nous n’observons pas de grandes diffe´rences entre toutes ces solu-
tions. Les solutions ERA sont plus e´tale´es que les autres, ce qui est simplement l’effet de la
maximisation de l’entropie. Les solutions ME sont moins e´tale´es car l’entropie est maximise´e
avec des contraintes beaucoup plus fortes. Nous constatons aussi, que les solutions obtenues
avec toutes les composantes du champ, s’accordent bien avec les solutions de la Figure 5.9
de´termine´e seulement a` partir des mesures du champ magne´tique.
Pour le point n◦1 (panneaux en haut a` gauche sur la Figure 5.10), l’analyse onde plane
effectue´e dans [53] re´ve`le une onde se de´plac¸ant vers le bas a` θ ≈ 30◦, φ ≈ 45◦ avec un degre´
de polarisation e´leve´. Les solutions GP et ME ont bien un pic assez fin, qui se situe, a` peu
pre`s a` la position pre´dite par l’analyse onde-plane. Pour la solution ERA, nous observons
bien un pic principal a` θ ≈ 14◦, φ ≈ 43◦ dans l’he´misphe`re nord (ondes descendantes), mais
il y a aussi un pic secondaire dans la direction oppose´ (he´misphe`re sud), celui-ci e´tant moins
puissant.
Pour le point n◦2, l’analyse onde plane de´termine une direction de propagation vers le
bas, l’angle polaire est tre`s petit. Cependant, le degre´ de polarisation est aussi tre`s faible.
La solution ERA montre un pic tre`s large en direction du bas, a` θ ≈ 33◦, φ ≈ 63◦. Ce
pic correspond bien au pic primaire obtenu par les deux autres me´thodes. Toutefois les deux
autres me´thodes de´tectent un pic secondaire, bien de´fini pour GP et plus critiquable pour ME,
dans l’autre he´misphe`re. Dans la solution ERA, un tel pic n’est pas observe´, un accroissement
de l’e´nergie est cependant clairement identifie´ dans la meˆme re´gion. Nous remarquons que la
solution ERA refle`te bien le faible degre´ de polarisation trouve´ lors de l’analyse onde plane
[53], ce qui signifie que l’onde est cense´e se propager dans un grand nombre de directions.
Le point n◦3 est presque similaire au point n◦1. Les trois me´thodes de´tectent un pic
principal dans l’he´misphe`re nord, mais, comme pour le point un, la solution ERA a un pic
secondaire dans la direction oppose´e au premier. Ce pic secondaire n’est pas de´tecte´ par les
deux autres me´thodes. Le point n◦4 est quant a` lui presque le syme´trique du point n◦2, en
e´changeant les he´misphe`res. Le pic principal est de´tecte´ dans l’he´misphe`re sud par les trois
me´thodes. Notons que la solution ERA est, comme pour le point n◦2, tre`s diffuse.
Pour les points n◦5 et n◦6 il n’y a pas de diffe´rence marque´e entre les trois solutions. En
effet, les solutions obtenues par ME et GP sont tre`s proches de celles donne´es par ERA, a`
savoir un pic dans la direction θ ≈ 60◦, φ ≈ 201◦ pour le point n◦5 et θ ≈ 108◦, φ ≈ 200◦
pour le point n◦6.
5.3.5 Tests de stabilite´ I
Afin de ve´rifier et de quantifier la stabilite´ des solutions de fac¸on globale, nous avons
fait une e´tude statistique des variations de l’e´nergie des solutions. Nous avons donc cre´e´ des
matrices spectrales perturbe´es VN ou` N et une matrice de bruit simule´e de la meˆme manie`re
que dans la sous-section 5.2.1. Puis nous avons calcule´ la de´viation d’e´nergie C1 ∈ R+ de la
solution perturbe´e FN par
C1 :=
∫ π
0
∫ 2π
0 |F (θ, φ)− FN (θ, φ)| sin θ dφ dθ
‖V − VN‖
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Fig. 5.10 – FDO calcule´es pour les six points du spectrogramme du souﬄe ELF. En haut
on distingue les solutions de´termine´es par re´gularisation entropique (ERA), au milieu ce sont
les solutions de la me´thode des pics gaussiens et en bas les solutions de maximum d’entropie
(ME). Les figures des solutions (ME) et (GP) proviennent de [53].
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Nous avons re´pe´te´ ce processus 1000 fois, afin d’obtenir un e´chantillon assez important de
la variable C1. Ensuite nous avons calcule´ la moyenne E(C1) et la variance Var(C1) de
l’e´chantillon. Nous avons aussi de´termine´ l’erreur relative moyenne de la solution perturbe´e
pour un niveau de bruit δ :
V δ1 :=
E(C1)δ∫ π
0
∫ 2π
0 |F (θ, φ)| sin θ dφ dθ
.
Le Tableau 5.2 donne les valeurs obtenues pour chacun des six points. Nous observons
qu’en moyenne la variation d’e´nergie V δ1 est 21%. La variation de l’e´nergie est la plus faible
pour le point 2, alors que la plus grande variation est observe´e pour le point 1. Nous en
concluons que les solutions sont bien stables d’un point de vue global.
Point N◦ 1 2 3 4 5 6
Temps UT 15 :49 :15 15 :52 :43 15 :52 :43 15 :54 :59 15 :54 :59 15 :55 :53
Fre´quences [Hz] 688 608 736 576 800 624
FDO
β 13 11 11 12 15 12
Energie 2.98 2.83 0.58 9.90 3.62e-1 9.98e-1
Minimum 4.61e-2 7.19e-2 3.56e-3 3.01e-1 1.72e-3 6.30e-3
Maximum 1.38 0.61 3.64e-1 2.35 2.42e-1 8.61e-1
Statistiques
E(C1) 1.97e-1 1.14e-1 2.93e-2 5.01e-1 1.97e-2 5.01e-2
Var(C1) 8.76e-4 3.54e-4 2.17e-5 8.92e-3 1.25e-5 1.02e-4
V δ1 26.4% 16.1% 20.2% 20.2% 21.7% 20.08%
ζ 0.0694 0.0695 0.0353 0.0372 0.0332 0.026
Tab. 5.2 – Re´sultats obtenus pour chacun des points. le nombre 10−β est le facteur d’e´chelle
utilise´ pour re´duire les noyaux d’inte´gration. Pour chaque point, nous avons calcule´ l’e´nergie
le minimum et le maximum de la FDO. Il y a e´galement les re´sultats des tests de stabilite´
E(C1), V
δ
1 et le facteur ζ entre la FDO et E(C∞)
5.3.6 Tests de stabilite´ II
Le test de stabilite´ pre´ce´dent, nous donne une estimation de la variation d’e´nergie moyenne
de la solution perturbe´e. Cela donne une ide´e globale de la stabilite´. Nous allons maintenant
quantifier la stabilite´ des solutions, de fac¸on locale. On conside`re, comme pre´ce´demment, la
solution FN relativement a` la matrice perturbe´e VN et on de´finit la fonction
C∞ =
|F (θ, φ)− FN (θ, φ)|
‖V − VN‖ .
Cette fonction, repre´sente les variations de la solution perturbe´e FN par rapport a` F , que
nous avons normalise´e, par la norme de la perturbation ‖V − VN‖. Comme pre´ce´demment,
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nous avons re´ite´re´ ce processus 1000 fois, afin d’avoir un e´chantillon assez large, puis nous
avons calcule´ la moyenne empirique E(C∞) de cet e´chantillon. La fonction E(C∞) repre´sente
ainsi la variation moyenne de la solution, pour une perturbation de norme 1, contrairement
a` E(C1) elle permet d’e´tudier la stabilite´ de fac¸on ponctuelle. Pour repre´senter ces fonctions
nous avons utilise´ les meˆmes conventions que pour tracer une FDO (voir la Figure 5.8). Nous
avons donc normalise´ la fonction E(C∞) pour cette repre´sentation, et nous avons calcule´ son
e´chelle ζ par rapport a` la FDO.
Nous avons trace´ sur la Figure 5.11 les FDO et les fonction E(C∞), pour chacun des six
points. Nous observons sur cette figure que la stabilite´ des solutions est convenable, la valeur
de ζ est infe´rieure a` 7% pour tous les points.
ER
R
O
R
W
D
F
Point N°1
down up
Point N°2
down up down up
Point N°3
ER
R
O
R
W
D
F
Point N°4
down up
Point N°5
down up down up
Point N°6
Fig. 5.11 – Les FDO pour chacun des six points, compare´es avec les fonction E(C∞) donnant
l’erreur moyenne pour une perturbation de norme 1.
86 CHAPITRE 5. CALCUL DE LA FDO
5.3.7 De´tection d’ondes planes
Nous avons fait un test statistique, pour ve´rifier si l’algorithme d’inversion est capable
de de´tecter correctement la direction d’une onde plane. Contrairement a` l’e´tude faite dans
l’Annexe A qui utilisait les noyaux du vide, nous allons utiliser les noyaux du plasma froid,
plus pre´cise´ment ceux du point N◦2 du souﬄe ELF enregistre´ par FREJA. Pour ce test, nous
avons choisi 1000 directions ale´atoires (θi, φi)1≤i≤1000 et puissances ale´atoires (ρi)1≤i≤1000 avec
lesquelles nous avons simule´ 1000 matrices spectrales. Ensuite, nous avons utilise´ l’algorithme
2 pour calculer la FDO correspondant a` chacune de ces matrices, la direction de propagation
calcule´e (θ′i, φ
′
i)1≤i≤1000 a e´te´ de´termine´e en de´rivant les FDO obtenues. Enfin, nous avons
de´termine´ les distances angulaires (ǫi)1≤i≤1000 entre la vraie direction de propagation et celle
calcule´e par
ǫi = arccos[cos(θi − θ′i) cos(φi − φ′i) + cos(θi) cos(θ′i)(1 − cos(φi − φ′i))] (5.4)
Les re´sultats obtenus sont montre´s en Figure 5.12.
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Fig. 5.12 – Re´sultats obtenus pour la de´tection d’une onde plane de direction ale´atoire, avec
1000 expe´riences. a) repre´sente la fre´quence en fonction de l’angle d’erreur, et b) montre la
fonction de re´partition. Les figures c) et d) repre´sentent l’erreur en fonction des angles polaire
θ et azimutal φ.
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Nous avons e´galement fait un autre test, en simulant la matrice spectrale a` l’aide de
deux ondes planes de direction et de distance ale´atoire. Nous allons calculer la FDO F pour
chacune des matrices, avec une valeur de µ fixe´e. Puis, la direction des pics est de´termine´e.
Pour cela, le programme calcule le gradient de la FDO ∇F , et de´termine toutes les directions
(θ, φ) tel que ∇F (θ, φ) = 0. On ne conserve que les deux directions (θ, φ) telles que le gradient
de F s’annule, et telles que F (θ, φ) soit maximal. Il est possible que les directions calcule´es
ne correspondent pas vraiment a` des pics : c’est pourquoi nous avons de´termine´ a` l’aide de
la matrice hessienne, si la fonction e´tait concave au voisinage de cette direction. Cela nous a`
permis de calculer le nombre de pics correctement de´termine´s. Nous avons, pour chacun des
tests i, de´termine´ les angles d’erreurs ǫ1i , ǫ
2
i avec les deux ve´ritables directions de propagation.
La moyenne ǫ¯ et l’e´cart type σǫ de l’erreur ont e´te´ calcule´s.
ǫ¯ =
1
N
N∑
i=1
ǫ1i + ǫ
2
i
2
et σǫ =
√√√√ 1
N
N∑
i=1
(ǫ1i − ǫ¯)2 + (ǫ2i − ǫ¯)2
2
La Table 5.3 permet d’analyser les re´sultats obtenus. En prenant tout l’e´chantillon on
observe une erreur moyenne de 18.7◦, avec un e´cart-type de 23.2◦. L’erreur et l’e´cart-type
diminue lorsque l’on ne regarde que les cas ou` 2 pics ont e´te´ correctement de´tecte´s, ce qui
correspond a` environ 60% de l’e´chantillon total. Nous voyons e´galement sur le Tableau 5.3
que l’erreur moyenne est bien plus grande lorsque la distance entre les deux directions est
faible (a < 0.3, 15.9% des cas) ou lorsque la direction se trouve pre`s des poˆles (28.5% des
cas).
Se´lection ǫ¯ σǫ Nombre %
Tout l’e´chantillon 18.7◦ 23.2◦ 10601 100 %
2 pics correctements de´tecte´s 16.9◦ 21.5◦ 6274 59.2 %
a < 0.3 25.2◦ 28.1◦ 1694 15.9 %
sin(θi) < sin(π − 0.3) 26.1◦ 34.6◦ 3019 28.5 %
Tab. 5.3 – Re´sultat du test de de´tection de 2 ondes planes de directions ale´atoires. La
moyenne ǫ¯ et l’e´cart-type σǫ de l’angle d’erreur sont calcule´s sur diffe´rents sous-ensembles de
l’e´chantillon total.
5.4 Discussion
En re´sume´ dans ce chapitre nous avons e´tudie´ la re´solution du proble`me de calcul de la
fonction de distribution des ondes, par re´gularisation entropique. Dans un premier temps les
algorithmes que nous avons de´veloppe´s ont e´te´ teste´s dans le cas du vide, sur des donne´es
synthe´tiques. Les re´sultats obtenus par les algorithmes 1 et 2 sur ces donne´es, sont satisfaisants
dans tous les exemples que nous avons pre´sente´s (somme de masses de Dirac ou fonction
continue). Nous avons e´galement essaye´ de re´soudre le proble`me lorsque plusieurs modes de
polarisation sont pre´sents : les re´sultats ne sont pas totalement satisfaisants car on obtient
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une erreur bien trop grande par rapport au niveau de bruit. Cela peut s’expliquer par le fait,
qu’avec la meˆme donne´e, nous essayons de calculer 2 FDO au lieu d’une.
Une fois ces tests efectue´s, nous sommes passe´s a` des tests nume´riques dans le cas du
plasma, pour des donne´es mesure´es a` bord du satellite FREJA. Nous avons traite´ ces donne´es
avec la me´thode de re´gularisation entropique, et nous avons compare´ les re´sultats avec ceux
obtenus par Santol´ık et Parrot [53] sur les meˆmes donne´es, via les me´thodes des pics gaus-
siens et du maximum d’entropie [25, 26]. Il n’apparaˆıt pas de grand de´calage entre toutes
les solutions calcule´es. Les FDO calcule´e par re´gularisation entropique sont cependant plus
plates que les autres, ce qui signifie que leur entropie est plus grande. Les solutions obtenues
a` l’aide des me´thodes de maximum d’entropie et des pics gaussiens, semblent fournir des
informations plus pre´cises sur la FDO. Nous n’avons cependant aucun de moyen de ve´rifier si
cette information est “re´elle” ou non, puisque le proble`me est hautement inde´termine´. C’est
pourquoi il est pre´fe´rable d’obtenir des solutions contenant peu d’informations.
Le choix du parame`tre µ a e´te´ fait en fonction du principe de de´calage de Morozov [22], afin
d’obtenir des solutions stables. Nous avons ve´rifie´ cette stabilite´ a` l’aide de tests statistiques,
de fac¸on globale et locale. De fac¸on globale, la variation moyenne de l’e´nergie des solutions
soumises a` une perturbation est de l’ordre de 21%, ce qui montre que les solutions sont bien
stable. Cette stabilite´ est e´galement ve´rifie´e de fac¸on locale, ou` pour une perturbation de
norme 1 l’erreur moyenne maximale observe´e est de 7%. Nous observons, que les fonctions
donnant l’erreur moyenne dans toutes les directions ont globalement la meˆme forme que la
FDO.
Chapitre 6
Re´sultats nume´riques avec d’autres
ope´rateurs de re´gularisation
Dans le chapitre pre´ce´dent, nous avons e´tudie´ la re´solution du proble`me inverse de l’iden-
tification des directions de propagation d’une onde e´lectromagne´tique. Pour cela, nous avons
utilise´ des me´thodes base´es sur la re´gularisation entropique, qui ont e´te´ de´veloppe´es a` la
Section 3.4 et dans [42]. Ces me´thodes ont e´te´ ge´ne´ralise´es dans le chapitre 4, pour des es-
paces de Banach, en conside´rant un ope´rateur de re´gularisation s.c.i., Gaˆteaux-diffe´rentiable
et strictement convexe. Nous allons dans ce chapitre pre´senter quelques exemples nume´riques
pour illustrer les re´sultats de cette ge´ne´ralisation.
Le proble`me conside´re´ est celui de la de´termination d’une fonction, de´finie sur un compact,
a` partir de ses valeurs en un nombre fini de points. C’est clairement un proble`me inverse
hautement inde´termine´ puisque nous voulons de´terminer un e´le´ment d’un espace vectoriel de
dimension infinie a` partir d’un vecteur de dimension finie. Pour faire l’inversion nous allons
utiliser diffe´rents ope´rateurs de re´gularisation afin d’observer les diffe´rences obtenues entre
les solutions. Nous conside`rerons dans un premier temps des ope´rateurs construits a` partir
de la norme de l’espace de Sobolev H10 . Ensuite, nous utiliserons une norme L
p. Le choix de
l’ope´rateur de re´gularisation induit des diffe´rences importantes au niveau de la re´solution du
proble`me. Par exemple, avec la norme H10 , la solution du proble`me est le point fixe d’une
application line´aire, alors qu’avec la norme Lp (p 6= 2) nous devons trouver le point fixe d’une
fonction non-line´aire.
6.1 Inversion dans H20(E)
Soit une fonction f : E → R ou` E est un compact a` bord re´gulier et {xi}1≤i≤n ⊂ E
un ensemble de points. Nous allons nous inte´resser aux proble`mes de la de´termination de
la fonction f a` partir des mesures de cette fonction sur l’ensemble {xi}1≤i≤n. Ce proble`me
d’approximation est bien connu et de nombreuses me´thodes ont e´te´ de´veloppe´es pour le
re´soudre. On peut, par exemple, utiliser une base (tronque´e) pour de´composer f (me´thode
de Galerkin [70]) et la calculer par identification. Dans ce chapitre, nous allons utiliser un
ope´rateur de re´gularisation pour calculer la fonction, notre but e´tant plutoˆt de souligner
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l’importance du choix de l’ope´rateur par rapport au re´sultat souhaite´.
En supposant que f ∈ C∞(E), on peut de´finir l’ope´rateur ψ : C∞(E)→ Rn par
Rn ∋ y = ψ[f ], avec ∀i ∈ {1, ..., n}, yj = f(xi) =
∫
E
f(x)δ0(x− xi).
Cette de´finition ne nous satisfait pas, car nous pre´fe´rons e´viter d’utiliser les mesures de Dirac.
Nous pre´fe´rons travailler dans l’espace de Hilbert L2(E) ou dans un espace de Sobolev. Pour
remplacer ces mesures de Dirac nous allons utiliser une approximation de l’unite´, que nous
allons construire a` l’aide d’une fonction gaussienne. On pose q : E → Rn ou`
∀i ∈ {1, ..., n}, qi(x) = Ci exp
(
−‖x− xi‖
2
2σ2
)
;
les Ci sont des constantes de normalisation et le parame`tre σ ∈ R+ est choisi assez petit de
manie`re a` ce que pour f ∈ C∞(E) on ait
∀i ∈ {1, ..., n},
∫
E
qi(x)f(x) dx ≈ f(xi).
On de´finit l’ope´rateur line´aire ψ : L2(E)→ Rn par
ψ[f ] =
∫
E
q(x)f(x) dx.
Le proble`me inverse a` re´soudre est celui de la de´termination de f , a` partir de la donne´e y ∈ Rn
via l’e´quation y = ψ[f ]. Ce qui revient a` dire, que nous voulons de´terminer la fonction f a`
partir d’un nombre fini de mesures, le proble`me est donc hautement inde´termine´.
Pour re´soudre le proble`me inverse, nous allons utiliser l’ope´rateur de re´gularisation de´crit
a` la page 59 et nous placer dans l’espace de SobolevH20 (E) [11]. On de´termine donc la solution
du proble`me inverse, en re´solvant
min
f∈H20 (E)
‖y − ψ[f ]‖2
Rn
+ µ
n∑
j=1
∥∥∂xjf∥∥2L2 .
D’apre`s la Proposition 8 et les calculs effectue´s page 59, la condition d’optimalite´ du proble`me
est :
∆f =
−1
µ
ψ∗(ℓ) p.p., avec ℓ = y − ψ[f ].
La fonction f est donc la solution du proble`me de Poisson
∆f = u, sur E, avec u =
−1
µ
ψ∗(ℓ) ∈ L2(E) (6.1)
Pour calculer la solution du proble`me de Poisson sur E, nous devons de´terminer la fonction
de Green G : E × E → R de l’ensemble E, i.e.
∀x, ξ ∈ E, ∆G(x, ξ) = δ0(x− ξ) dans H−2(E)
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Graˆce a` G, la solution f ∈ H20 (E) du proble`me de Poisson ∆f = u s’e´crit
∀ξ ∈ E, f(ξ) =
∫
E
G(x, ξ)u(x) dx.
Nous allons nous placer sur le compact E = [0, 1]2 pour faire un exemple nume´rique. Nous
allons d’abord de´terminer la fonction de Green de l’ensemble E, c’est le but de la proposition
suivante.
Proposition 16 La fonction de Green G : E ×E → R de l’ensemble E = [0, 1]2 associe´e au
proble`me de Poisson est
G(x, y, ξ, ν) = 4
∑
n,m∈Z
ϕmn(x, y)ϕmn(ξ, ν)
π2(m2 + n2)
ou` x, y, ξ, ν ∈ [0, 1] et
ϕmn(x, y) = sin(nπx) sin(mπy)
La solution f de l’e´quation (6.1) est donne´e par
f(ξ, ν) =
∫
E
G(x, y, ξ, ν)u(x, y)dxdy.
De´monstration.
1. Les fonctions ϕmn sont pe´riodiques : on les identifie avec des fonction de L
2(E′) avec
E′ = [0, 2]2, pour calculer leurs coefficients de Fourier F(ϕmn). On obtient
F(ϕmn) = δmn,
et on de´duit que ∑
(m,n)∈Z2
|F(G)mn|2 ≤
∑
(m,n)∈Z2
1
(1 +m2 + n2)2
< +∞.
Donc G ∈ L2(E) et T := ∆G ∈ H−2(E).
2. Soit f ∈ H20 (E) on peut identifier f par pe´riodicite´, avec une fonction f ′ ∈ H20 (E′) ou`
E′ = [0, 2]2, comme nous l’avons fait pour la fonction ϕmn. Dans ce cas les coefficients
de Fourier amn, (m,n) ∈ Z2 ,de la fonction f ′ ve´rifient
amn =
∫
E′
f ′(x, y) exp(2πi[mx + ny])dxdy =
∫
E′
f ′(x, y)ϕmn(xy)dxdy (6.2)
puisque l’inte´grale de f ′ contre la fonction x 7→ cos(nπx) est nulle par pe´riodicite´ :∫ 2
0
f ′(x, y) cos(nπx)dx =
∫ 1
0
f ′(x, y) cos(nπx) dx+
∫ 2
1
f ′(x, y) cos(nπx) dx
=
∫ 1
0
f ′(x, y) cos(nπx) dx−
∫ 1
0
f ′(x, y) cos(nπx) dx = 0,
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et on obtient le meˆme re´sultat si l’on inte`gre sur la variable y. Cela justifie l’e´quation
(6.2), Les coefficients de Fourier amn peuvent donc eˆtre calcule´s en inte´grant f
′ contre
ϕmn et on a la formule de repre´sentation :
f ′(x, y) =
∑
(m,n)∈Z2
amnϕmn(x, y).
Par pe´riodicite´ de f ′ on obtient∫
E
f(x, y)ϕmn(x, y)dxdy =
1
4
∫
E′
f ′(x, y)ϕmn(x, y)dxdy.
3. On en de´duit
〈T, f〉H−2,H20 =
1
4
∑
(n,m)∈Z2
(∫
E′
4f ′(x, y)ϕmn(x, y)ϕmn(ξ, ν)dxdy
)
=
∑
(n,m)∈Z2
amnϕmn(ξ, ν) = f(ξ, ν).

Remarque 4 On montre en de´rivant deux fois la fonction ϕmn que pour m 6= 0 ou n 6= 0
on a
∆ϕmn = −π2(m2 + n2)ϕmn
Les fonctions ϕmn sont donc des fonctions propres du Laplacien associe´es aux valeurs propres
−π2(m2 + n2).
Re´e´crivons la condition d’optimalite´ du proble`me, on a
f(ξ, ν) =
∫
E
G(x, y, ξ, ν)
−1
µ
ψ∗[ℓ](x, y) dx dy, avec ℓ = y − ψ[f ].
Comme f de´pends de fac¸on line´aire de ℓ on peut re´e´crire la condition d’optimalite´ sous la
forme
ℓ− 1
µ
M.ℓ = y ou` M.ℓ = ψ
[∫
E
G(x, y, ξ, ν)ψ∗[ℓ](x, y) dx dy
]
La solution du proble`me peut donc se calculer en re´solvant un syste`me line´aire de dimension
n, et la solution est
ℓ =
(
I − 1
µ
M
)−1
y
Pour calculer nume´riquement la solution nous allons re´soudre ce syste`me line´aire. Nous avons
choisi d’utiliser 5 points {xi}1≤i≤5 ⊂ E pour les exemples nume´riques, ces 5 points sont :
x1 = (0.5, 0.5), x2 = (0.2, 0.5), x3 = (0.8, 0.5), x2 = (0.5, 0.2), x2 = (0.5, 0.8).
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La largeur des gaussiennes a e´te´ fixe´e en prenant σ2 = 0.005, de manie`re a` obtenir des pics
assez abrupts. La donne´e y ∈ R5 que nous avons choisie est
y1 = 1, y2 = 0.8, y3 = 0.6, y4 = 0.8, y5 = 0.6;
cette donne´e a ensuite e´te´ perturbe´e par un bruit blanc, le rapport signal sur bruit e´tant de
2.9%.
Pour de´terminer une solution satisfaisante, nous avons choisi une valeur de µ telle que
la solution obtenue ait une erreur de 3.5% (l’erreur est supe´rieure au niveau de bruit mais
quand meˆme assez faible). La Figure 6.1 repre´sente la fonction obtenue, nous voyons que
cette fonction a` une forme correspondant bien a` la donne´e y. Nous voyons e´galement que la
fonction obtenue ve´rifie bien la contrainte de nullite´ sur le bord de E. Nous allons dans la
sous-section suivante, taˆcher d’e´liminer cette contrainte en supposant que la fonction que f
est pe´riodique et en changeant l’ope´rateur de re´gularisation.
6.2 Inversion dans H2(E) avec des conditions pe´riodiques
Nous supposons maintenant que f est une fonction pe´riodique, et nous nous placerons dans
l’espace H2(E) pour re´soudre le proble`me inverse. Une ide´e qui apparaˆıt naturellement pour
cette re´solution, est de de´terminer la fonction f par transformation de Fourier, en supposant
qu’elle est la somme de n fre´quences. Ce n’est pas l’approche que nous avons choisie : nous
allons utiliser un ope´rateur de re´gularisation. Nous ne pouvons plus utiliser l’ope´rateur de
l’exemple pre´ce´dent, car il n’est pas strictement convexe dans l’espace H2(E), nous allons
donc utiliser la norme de H1(E)
‖f‖2H1 = ‖f‖2L2 + ‖∇f‖2L2 .
Pour obtenir f , il faut re´soudre le proble`me d’optimisation :
min
f∈H2(E)
‖y − ψ[f ]‖2
Rn
+ µ ‖f‖2H1(E) .
et la condition d’optimalite´ est
(I +∆)f =
−1
µ
ψ∗[ℓ] p.p., avec ℓ = y − ψ[f ].
En utilisant la transforme´e de Fourier cette condition devient
f =
−1
µ
F−1
( F(ψ∗[ℓ])mn
1 +m2 + n2
)
La line´arite´ nous permet d’e´crire la condition d’optimalite´ sous la forme
(I −N).ℓ = y, avec N.ℓ = ψ
[−1
µ
F−1
( F(ψ∗[ℓ])mn
1 +m2 + n2
)]
,
il suffit de re´soudre ce syste`me line´aire pour obtenir la solution.
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Nous avons pris pour cet exemple le E de l’exemple translate´ de −12 sur les deux axes.
Nous avons en conse´quence translate´ de la meˆme fac¸on les points xi :
x1 = (0.0, 0.0), x2 = (−0.3, 0.0), x3 = (0.3, 0.0), x2 = (0.0,−0.3), x2 = (0.0, 0.3).
Nous avons utilise´ la meˆme donne´e y que dans l’exemple pre´ce´dent, et apre`s perturbation le
niveau de bruit est de 3.7%. La Figure 6.2 montre la fonction obtenue par cette me´thode, avec
une erreur quasiment e´gale au niveau de bruit (3.7%). Nous observons bien sur cette figure
que la contrainte de nullite´ sur le bord de E a e´te´ remplace´e par une contrainte de pe´riodicite´.
Toutefois la solution a tendance a` s’aplatir loin des pics, ce qui re´sulte de la minimisation de
la norme H1.
Afin de rechercher une solution qui ne tend pas a` s’annuler loin des pics, nous allons
modifier le proble`me de minimisation a` re´soudre. Nous allons imposer le fait que la solution
recherche´e doit avoir une valeur moyenne tre`s proche de la moyenne de ses valeurs mesure´es
y. Nous allons re´soudre pour cela, le proble`me
min
f∈H2(E)
‖y − ψ[f ]‖2
Rn
+ µ ‖f − y¯‖2H1 .
ou`
y¯ =
1
5
∑
1≤i≤5
yi
la condition d’optimalite´ est
(I +∆)f = y¯ +
−1
µ
ψ∗[ℓ] p.p., avec ℓ = y − ψ[f ];
le point fixe ℓµ peut eˆtre calcule´ a` l’aide du meˆme syste`me line´aire que dans l’exemple
pre´ce´dent. Nous avons utilise´ la meˆme donne´e, avec un niveau de bruit de 2.6%. La Fi-
gure 6.3 montre la solution obtenue a` l’aide de cette me´thode, l’erreur e´tant de 3.1%. Nous
voyons bien sur cette figure que la fonction est beaucoup plus plate que les pre´ce´dentes, ce
qui est normal puisqu’elle tend vers la valeur de la moyenne y¯, loin des points {xi}.
6.3 Inversion dans Lp(E)
Les trois exemples que nous venons de pre´senter ont tous en commun le fait que la
solution puisse se calculer en re´solvant un syste`me line´aire. Nous allons maintenant e´tudier
un ope´rateur de re´gularisation, tel que la solution du proble`me s’obtient comme un point
fixe en dimension finie, d’une fonction non-line´aire. Pour de´terminer ce point fixe nous allons
utiliser la suite (4.19) de´finie page 55.
Le me´thode que nous allons utiliser est la me´thode de Tikhonov dans Lp avec p pair. Le
proble`me a` re´soudre est
(P2)
{
min ‖y − ψ[f ]‖2
Rn
+ µ ‖x‖p
x ∈ Lp(E) .
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d’apre`s les calculs effectue´s dans la sous-section 4.6.3, et d’apre`s la Proposition 8, la condition
d’optimalite´ est
f =
p−1
√
2 ‖ℓ‖2(p−1)
µ
ψ∗[ℓ] p.p, avec ℓ = y − ψ[f ].
Nous allons utiliser la suite (4.19) pour calculer la solution du proble`me. Pour l’exemple nous
allons prendre E = [0, 1]2, comme pre´ce´demment, avec les meˆmes points {xi}1≤i≤5 et la meˆme
donne´e y. Nous allons e´galement choisir p = 20.
Nous avons observe´ une bonne convergence de la suite (4.19) pour τ choisi assez petit.
Cependant, pour obtenir une erreur comparable au niveau de bruit, nous avons duˆ choisir µ
tre`s petit et le calcul de la solution a e´te´ beaucoup plus long que dans les exemples pre´ce´dents.
La Figure 6.4 montre la fonction obtenue par cette me´thode avec une erreur a` peu pre`s e´gale
a` deux fois le niveau de bruit. Les pics sont beaucoup plus arrondis que dans les exemples
pre´ce´dents. ce qui s’explique par l’utilisation de la racine p-ie`me qui favorise les valeurs
diffe´rentes de 0.
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Fig. 6.1 – Solution obtenue en utilisant la norme du gradient comme ope´rateur de re´gulari-
sation, avec une contrainte de nullite´ au bord.
Fig. 6.2 – Solution obtenue en utilisant la norme H1 comme ope´rateur de re´gularisation, sous
une condition de pe´riodicite´.
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Fig. 6.3 – Cette fonction a e´te´ obtenue en utilisant comme ope´rateur de re´gularisation, la
norme H1 translate´e par la valeur moyenne de y.
Fig. 6.4 – Solution obtenue a` l’aide de la me´thode de Tikhonov dans Lp.
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Chapitre 7
Conclusion et perspectives
La de´termination de directions de propagation d’une onde e´lectromagne´tique, a` partir
de la mesure locale du champ, est d’une importance cruciale dans de nombreux domaines
d’applications. Lorsque l’onde e´tudie´e a une direction de propagation unique (i.e. l’onde
est conside´re´e plane), le proble`me de l’identification de cette direction de propagation a`
partir de la matrice spectrale mesure´e est un proble`me bien pose´. Diverses me´thodes base´es
sur l’analyse des vecteurs propres de la matrice spectrale ont e´te´ de´veloppe´es dans ce but
[32].Toutefois, ces techniques ne permettent pas toujours d’analyser de fac¸on re´aliste les
ondes e´lectromagne´tiques puisqu’en pratique ces ondes ne sont ge´ne´ralement pas planes a`
cause des multiples re´flections et re´fractions dans le milieu de propagation.
Il y a une trentaine d’anne´es Storey et Lefeuvre [61] ont introduit le concept de fonc-
tion de distribution des ondes (FDO). Cette fonction de´crit la densite´ d’e´nergie de l’onde
suivant toutes les directions. Ce concept permet la manipulation d’ondes e´lectromagne´tiques
constitue´es d’une somme continue d’ondes planes. Storey et Lefeuvre [61, 62, 63] ont e´galement
de´crit l’e´quation qui relie la FDO a` la matrice spectrale estime´e a partir des mesures du
champ. La de´termination, par cette e´quation, de la FDO a` partir de la matrice spectrale est
un proble`me mal pose´ : on peut trouver un ensemble de fonctions de dimension infinie qui
ve´rifient cette e´quation.
Afin d’interpre´ter les donne´es d’expe´riences magne´tosphe´riques, de nombreux auteurs
ont utilise´ un mode`le de FDO parame´trique pour re´soudre ce proble`me inverse. Le calcul
de la solution revient alors a` l’identification des parame`tres du mode`le, ce qui est souvent
fait dans la pratique graˆce a` une minimisation au sens des moindres carre´s. Par exemple
pour la me´thode des pics gaussiens, on conside`re que la FDO est constitue´e d’une somme
de gaussiennes et les parame`tres a` identifier sont la direction, la puissance et la largeur de
chaque pic. Lorsque le nombre de pics gaussiens est correctement fixe´, cette me´thode fournit
des solutions stables. Pour la me´thode du maximum d’entropie [25], le mode`le est choisi de
manie`re a` maximiser l’entropie de la FDO. Cependant l’utilisation de ce mode`le ne garantit
pas la stabilite´ de la solution. Pour l’assurer il faut e´liminer les noyaux les “moins significatifs”
[24]. De fac¸on ge´ne´rale lorsque l’on utilise un mode`le de FDO, il faut fixer un certain nombre
de parame`tres avant le calcul. C’est pour e´viter de faire un tel choix et aussi pour ne pas avoir
a` choisir a` un mode`le de FDO a priori que nous pre´conisons une me´thode de re´gularisation.
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Pour re´soudre un proble`me mal-pose´, la the´orie de la re´gularisation consiste a` utiliser
une famille d’ope´rateurs indexe´s par un parame`tre µ > 0 appele´ parame`tre de re´gularisation.
Lorsque le parame`tre µ est choisi tre`s petit, on obtient une solution dont l’erreur avec la
donne´e est faible, mais qui est tre`s instable. A l’inverse, si µ est choisi plus grand, l’erreur
sera plus grande mais la solution sera plus stable. Un compromis entre la stabilite´ et l’erreur
doit donc eˆtre trouve´. En pratique on ajuste ce parame`tre en fonction du niveau de bruit.
L’ope´rateur de re´gularisation doit eˆtre bien choisi afin que les solutions soient conve-
nables vis a` vis du proble`me conside´re´. Nous avons utilise´ l’ope´rateur d’entropie car il offre
plusieurs avantages. Premie`rement, la FDO calcule´e doit eˆtre positive puisqu’elle repre´sente
une e´nergie. Or, l’entropie agit comme une fonction barrie`re, elle force les solutions obte-
nues a` eˆtre positives, ce qui nous permet d’e´liminer cette contrainte. Deuxie`mement, dans un
proble`me mal pose´ tel que (1.1), il vaut mieux chercher une solution contenant le moins d’in-
formation possible afin de pre´server l’information essentielle. Il existe beaucoup de solutions
du proble`me qui apportent un grand nombre d’information, mais nous n’avons aucun moyen
de dire si toutes ces informations sont bien “re´elles”. Il a e´te´ montre´ de fac¸on axiomatique [57]
que l’entropie est un bon moyen pour quantifier l’information d’une fonction ; en conse´quence,
la re´gularisation entropique permet d’obtenir des solutions contenant peu d’information, ce
qui est pre´fe´rable.
La re´gularisation entropique est souvent utilise´e dans l’espace L1 pour re´soudre les pro-
ble`mes mal-pose´s. Nous avons cependant pre´fe´re´ travailler dans l’espace L2. En effet, dans
L1, l’entropie permet de de´finir une strate´gie de re´gularisation [1, 16], mais le mode`le de
FDO autorisant l’utilisation de L2, l’e´tude mathe´matique se simplifie en raison des bonnes
proprie´te´s ge´ome´triques de l’espace L2. Nous avons montre´ dans ce cas que pour toutes
valeurs de µ > 0, la solution du proble`me ve´rifiait une e´quation de point fixe en dimension
finie. Cette condition d’optimalite´ e´tant tre`s simple, nous avons cherche´ a` l’utiliser dans le
calcul nume´rique des solutions. Un premier algorithme a ainsi e´te´ e´tabli pour calculer le point
fixe recherche´, et nous avons montre´ la convergence de cet algorithme pour toute valeur du
parame`tre µ. Ce qui montre l’existence de la solution de re´gularisation entropique pour tout
µ > 0. Toutefois la solution obtenue n’est pas totalement satisfaisante car elle ne de´pend
pas line´airement de la donne´e. Pour pallier ce proble`me, nous avons modifie´ la me´thode de
re´solution.
Un nouveau proble`me d’optimisation a e´te´ e´tabli pour re´soudre le proble`me inverse avec
pour objectif de vraiment minimiser l’entropie au sens des probabilite´s et de corriger la non-
line´arite´ de la solution. Ce nouveau proble`me est bien plus complexe que le pre´ce´dent car
il contient un terme biline´aire qui rend la fonction couˆt non-convexe. Ce terme biline´aire
provient de la parame´trisation de la FDO F = αf , ou` α est l’e´nergie et f une densite´ de
probabilite´. Nous avons donc e´tabli un second algorithme pour re´soudre ce nouveau proble`me.
Cet algorithme de´rive´ du premier permet de de´terminer un minimum local. Nous avons
montre´ que cet algorithme convergeait si le parame`tre µ e´tait assez grand. Dans le cadre de la
physique expe´rimentale, le fait que µ soit grand n’est pas tre`s contraignant puisque la donne´e
est toujours entaˆche´e d’un bruit : nous sommes ainsi oblige´s de choisir µ assez grand pour
assurer la stabilite´ de la solution. L’algorithme permet d’obtenir une solution qui de´pend de
fac¸on positivement homoge`ne de la donne´e initiale, ce qui est tre`s important, car les donne´es
d’expe´riences sont ge´ne´ralement mises a` l’e´chelle pour les applications nume´riques. L’e´criture
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du proble`me dual du proble`me de re´gularisation entropique permet de voir que l’algorithme
1 n’est rien d’autre qu’une me´thode de gradient sur ce dual. Nous voyons e´galement qu’il est
possible de s’affranchir du parame`tre de re´gularisation µ en le remplac¸ant par le niveau de
bruit.
La solution du proble`me de re´gularisation entropique s’obtenant tre`s simplement a` l’aide
d’un point fixe en dimension finie, nous avons cherche´ a` ge´ne´raliser ce re´sultat dans un cadre
plus ge´ne´ral. Nous avons donc remplace´ l’espace de Hilbert L2 par un espace de Banach re´flexif
et nous avons pris un ope´rateur de re´gularisation φ s.c.i., Gaˆteaux-diffe´rentiable convexe.
Nous avons e´tabli (Proposition 7) sous quelles hypothe`ses la solution du proble`me pouvait se
calculer a` l’aide d’un point fixe en dimension finie. Ensuite nous avons donne´ une condition
sur φ pour que la solution obtenue soit stable (Proposition 8). Ici, nous ne conside´rons pas
la stabilite´ au sens de Hadamard (c’est a` dire la continuite´ de la solution par rapport a`
la donne´e) mais nous voulons que la solution de´pende de fac¸on Lipschitz par rapport a` la
donne´e. La re´solution du proble`me a e´te´ e´tudie´e a` l’aide de la condition d’optimalite´ et une
suite a e´te´ e´tablie pour trouver l’optimum. Nous avons cherche´ a` de´montrer la convergence
de cette suite. Le the´ore`me de point fixe de Banach a e´te´ utilise´, de manie`re analogue au
cas de la re´gularisation entropique, pour montrer la convergence de la suite. Nous avons
e´galement, dans le cas de fonctions moins re´gulie`res, cherche´ des conditions pour que la suite
reste borne´e. Cela nous a permis de rede´montrer l’existence du point fixe a` l’aide du the´ore`me
de Schauder. C’est e´galement une premie`re e´tape pour montrer la convergence de la suite
dans ce cas.
Les algorithmes 1 et 2 ont e´te´ construits pour le proble`me de l’identification de la fonction
de distribution des ondes. Nous avons effectue´ diffe´rents tests. Dans un premier temps le cas
du vide est conside´re´ avec des donne´es simule´es. Les re´sultats obtenus par les deux algorithmes
sont tout a` fait satisfaisants pour de´tecter la direction et la puissance d’une onde plane ainsi
que pour identifier une onde constitue´e d’une somme de trois ondes planes. Nous avons
e´galement fait un test dans le cas ou` l’onde e´lectromagne´tique est constitue´e d’une somme
de deux ondes planes de polarisations diffe´rentes. Dans ce cas, la solution de´termine´e par la
me´thode de re´gularisation entropique a une erreur tre`s grande par rapport au niveau de bruit
et elle n’est donc pas utilisable. Toutefois, nous observons que malgre´ cette erreur, la solution
localise assez bien la direction des ondes dans chacun des modes (Figure 5.6).
Nous avons ensuite teste´ l’algorithme 2 pour le calcul de la FDO dans un plasma magne´-
tosphe´rique. Les donne´es que nous avons utilise´es sont six matrices spectrales enregistre´es par
le satellite FREJA, ces six matrices correspondent a` six point temps-fre´quence du spectro-
gramme d’un souﬄe ELF. L’analyse de ces donne´e via la FDO ayant de´ja` e´te´ faite par Santol´ık
et Parrot [53], en utilisant diverses me´thodes (maximum d’entropie, pic gaussiens,...etc), cela
nous a permis de confronter nos re´sultats avec ceux de´ja` obtenus. Cette comparaison montre
qu’il n’y a globalement pas de contradiction entre les solutions obtenues par re´gularisation
entropique et celles obtenues par les autres me´thodes. Les solutions de re´gularisation entro-
pique sont cependant plus “applaties” que les autres, ce qui s’explique par la maximisation
de l’entropie. Il faut e´galement remarquer qu’avec les algorithmes 1 et 2, la re`gle de choix
de µ et τ e´tant implante´e, les solutions sont de´termine´es de fac¸on automatique ce qui n’est
pas le cas pour les me´thodes utilise´es dans [53]. En comparant les solutions obtenues (Fi-
gure 5.10), on peut penser que les solutions calcule´es par la me´thode des pics gaussiens ou
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du maximum d’entropie sont plus pre´cises et qu’elles apportent plus d’information que les
solutions de re´gularisation entropique. Cependant il n’y a aucun moyen de ve´rifier si l’in-
formation suple´mentaire apporte´e par ces solutions est vraiment fiable. Dans le cadre d’un
proble`me hautement inde´termine´ tel que (1.1), il est pre´fe´rable de rechercher des solutions
qui n’apportent pas trop d’information, comme les solutions que nous avons de´termine´es par
re´gularisation entropique. Ces solutions peuvent e´galement servir comme point de de´part,
pour avoir une ide´e globale de la FDO, ensuite une analyse plus fine est possible via d’autres
me´thodes.
Nous avons ensuite effectue´ des tests nume´riques pour illustrer les re´sultats the´orique sur
la ge´ne´ralisation de la me´thode. Nous avons cherche´ a` de´terminer une fonction, de´finie sur
un compact, a` partir de sa mesure sur un nombre fini de points. Pour l’inversion nous avons
utilise´ diffe´rents ope´rateurs de re´gularisation ce qui nous a permis d’illustrer l’importance du
choix de cet ope´rateur.
Il reste des points a` de´montrer sur la me´thode de re´gularisation entropique pour le calcul
de la FDO. Le premier point est la de´monstration de la convergence de l’algorithme 2 pour
toutes valeurs de µ. Du point de vue nume´rique nous n’avons pas observe´ de proble`me de
convergence pour des petites valeurs de µ, mais dans la de´monstration nous n’avons pas pu
nous passer du fait que µ devait eˆtre assez grand. L’unicite´ de la solution est aussi un point
a` e´tudier.
Nous avons ge´ne´ralise´ la me´thode pour d’autres ope´rateurs de re´gularisation et pour des
espaces de Banach abstraits. Beaucoup de choses sont encore a` e´tudier dans ce domaine :
nous nous sommes par exemple restreints aux espace de Banach re´flexifs et aux ope´rateurs φ
strictement convexes. Dans le cas ou` φ est convexe (pas strictement) la solution du proble`me
n’est pas force´ment unique, et l’inverse de ∇φ devient multivoque. Le cas avec contraintes
n’a pas e´te´ e´tudie´ en de´tails, nous nous sommes contente´s de revenir a` un proble`me sans
contraintes en modifiant l’ope´rateur de re´gularisation. Enfin la convergence de la suite sous
des hypothe`ses de re´gularite´ plus faible reste a` e´tudier. Les tests nume´riques, dans ce cas,
n’ont pas re´ve´le´ de proble`me de convergence. Nume´riquement, on peut e´tendre ces me´thodes
a` d’autres types de proble`mes comme par exemple au traitement de l’image.
Du point de vue de la physique, la me´thode n’a pas encore e´te´ teste´e sur un nombre
suffisant de donne´es. Comme la me´thode est automatique, il faudrait en effet voir si elle ne
pourrait pas eˆtre utilise´e de fac¸on syste´matique, ce qui autoriserait la cre´ation de bases de
donne´es en vue d’e´tudes statistiques. Le proble`me de la de´termination de la FDO lorsque
deux modes d’ondes sont pre´sents n’est pas re´solu de fac¸on correcte par la me´thode. Enfin,
il faudrait quantifier l’impact de la non-line´arite´ du mode`le sous-jacent sur les solutions.
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Abstract. The determination of directional power density distribution of an electroma-
gnetic wave from the electromagnetic field measurement can be expressed as an ill-posed
inverse problem. We consider the resolution of this inverse problem via a maximum entropy
regularization method. A finite dimensional algorithm is derived from optimality conditions,
and we prove its convergence. A variant of this algorithm is also studied. This second one leads
to a solution which maximizes entropy in the probabilistic sense. Some numerical examples
are given.
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A.1 Introduction
In this paper, we present entropy regularization algorithms in order to determine an elec-
tromagnetic wave propagation directions, from the measurement of the six components of
the electromagnetic field. Most of existing methods assume that the electromagnetic wave is
similar to a single plane wave. In this case, for a fixed frequency, the electromagnetic field is
fully described by the wave normal direction vector k. Nevertheless, this assumption is ge-
nerally too restrictive. For a more realistic analysis of an electromagnetic wave in a plasma,
Storey and Lefeuvre have introduced the concept of wave distribution function (WDF) [24].
This function describes the wave energy density distribution for every frequency and propa-
gation modes. The WDF f is related to the spectral matrix V of the electromagnetic field
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component by a fredholm integral of the first kind [24]
V (w) =
∫
q(k,w)f(k,w) dk (A.1)
where k is the wave normal vector and w the frequency. In practice the WDF is computed
for the most significant frequency (often there is only one significant frequency) of the spec-
trogram. The integrating kernel q is a known function depending of the propagation media.
The spectral matrix V is defined with the measured electromagnetic field e : R+ → Rs by
V = eˆ(w)eˆ∗(w) where eˆ denotes the Fourier Transform of e and s ∈ N∗ is the number of field
components. It is an Hermitian matrix. This definition of the spectral matrix is an approxi-
mation of the real spectral matrix. Indeed, e is a random signal and we should use mean
values of e. Here we assume e is deterministic. In what follows, we will identify the spectral
matrix to vector of Cn where n = s2. Solutions of the inverse problem of determining f
from measurements of V were proposed by Lefeuvre using a maximum entropy method [25].
However, for a fixed frequency, we have to solve the integral equation problem
V =
∫
q(x)f(x) dx
where the unknown function f is nonnegative. This inverse problem is known to be ill-posed.
The concept of WDF can be transposed to the case of electromagnetic wave propagating
in vacuum. Equation (A.1) remains valid if we use the vacuum kernels instead of the plasma
kernels and if the electromagnetic wave has a single polarization mode [27]. The use of the
WDF concept for electromagnetic wave propagating in vacuum has been studied for the
interpretation of ground penetrating radar investigations, and in particular the one proposed
for the NetLander mission to Mars [27]. The aim of this instrument was to explore the first
kilometers of Mars subsurface to study its geological structure and look for water.
Here we use a maximum entropy regularization method to solve this problem.We minimize
the quantity ∥∥∥∥V −
∫
q(x)f(x) dx
∥∥∥∥2
Cn
+ µH(f)
with the constraint f ≥ 0, where H is an negentropic term (to be defined later) and µ a
regularization parameter. In fact, H is not the negentropy in the probabilistic sense since f is
not a density. But the minimization of H leads to a smooth solution. The main disadvantage
of the maximum entropy solution of [25], is that the constraints on the solution are too strong.
The regularization process provides a relaxed problem and the error we introduce allows to
search a solution in a much wider domain. Moreover, we obtain a solution not far from the
data that looks like a minimizer of H.
The maximum entropy regularization method is a useful tool to solve such inverse pro-
blems. Amato et al. [1] have studied the convergence of this method to show that it is a
correct regularization process. This convergence is also studied in [16] by making a link with
the classical Tikhonov method [64, 65]. A generalization is investigated in [30].
The mathematical model of the problem is described in section A.2. We define the negen-
tropy in section A.3. In section A.4 we set the optimization problem : the feasible domain of
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this problem has to be relaxed to find optimality conditions. We present two algorithms, but
the solutions we obtain do not minimize negentropy. So we modify the optimization problem
section A.5. Finally we present numerical tests in section A.6.
A.2 Mathematical model
In this section we present the mathematical model. We consider (E,A, σ) a measured
space, where E is a compact subset of Rp, p ≥ 1 and the measure σ verifies σ(E) < +∞. The
power density on (E,A) can be defined as :
Definition 1 The Power density is a couple (α,m) where α ∈ R+ and m is a probability
measure on (E,A). Let A ⊂ E : the power πA of the subset A is given by
πA = αm(A).
The aim of this paper is to determine a power density (α,m) which verifies the equation
α
∫
E
q dm = V
where V ∈ Cn is known and q ∈ L2(E,Cn, σ) is the integration kernel. In plasma physics,
we have to solve this kind of problem to determine the power density distribution of an
electromagnetic wave m and the total power α from the measurement of the electromagnetic
field components. In this case we typically have n = 36.
The set of probability measures is too large and we will only consider measures that are
continuous with respect to the measure σ. We denote H = L2(E,R, σ) ( ⊂ L1(E,R, σ) thanks
to our assumptions). For all F ∈ H and F ≥ 0 σ.a.e we can define a power density (α, Fα dσ)
where α = ‖F‖L1(E,R,σ) and Fαdσ is the measure of density Fα with respect to σ. Note that :
F 7→ ∫E αq dm where α = ‖F‖L1(E,R,σ) and m = Fdσα is a linear bounded operator from H to
Cn.
More generally, we consider a linear bounded operator ψ = (ψ1, · · · , ψn) : H → Cn,
ψ∗ : Cn → H its adjoint operator and we assume that R(ψ∗) ⊂ L∞(E,R, σ) (R denotes the
range). We have to solve
ψ[F ] = V (A.2)
From the Riesz Theorem, we deduce there exist n functions qi ∈ L2(E,C, σ), i = 1, ..., n such
that ψi[F ] = 〈qi, F 〉H. These functions are integration kernels, and we have
∀l ∈ Cn, ψ∗(l) = Re
(
n∑
i=1
liq¯i
)
where q¯i denotes the conjugate complex of qi. The condition R(ψ
∗) ⊂ L∞(E,R, σ) is equiva-
lent to
∀i = 1, ..., n, qi ∈ L∞(E,C, σ).
The problem of solving equation (A.2) is an ill-posed problem. Indeed ψ is an operator
from H (an infinite dimensional Hilbert space) to the finite dimensional Hilbert space Cn.
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So, the operator ψ is not injective and there is no uniqueness of the solution (if it exists).
In addition, We want to determine a solution which is also stable, that is continuous with
respect to the data V . This will be crucial for the physical and numerical stability. To deal
with this challenge, we use a maximum entropy regularization method.
The principle of Tikhonov’s regularization method is to minimize the quantity
‖ψ[F ]− V ‖2
Cn
+ µΩ(F ) (A.3)
where µ is called the regularization parameter and Ω is a suitable regularizing functional. This
method is equivalent to minimize the functional Ω on the set { ‖ψ[F ]− V ‖
Cn
≤ δ(µ) } [1]. In
this paper we use an entropic term as the regularizing functional (see section A.3) and we
restrict the domain to the Hilbert space H whereas usually, maximum entropy regularization
is performed in L1. We will see in the following section that there is no problem to define the
entropy. First we recall some definitions.
A.3 About entropy
Let be the function φ : R+ → R defined by
φ(x) =
{
x ln(x) if x > 0
0 else.
The notation m1 ≪ m2 means that the measure m1 is absolutely continuous with respect to
the measure m2.
Definition 2 Let f, g ∈ L1(E,R, σ) such that fdσ and gdσ are two probability measures and
fdσ ≪ gdσ. We define the relative information content of f with respect to g by
I(f, g) =
∫
E
f ln
f
g
dσ (A.4)
If the condition fdσ ≪ gdσ is not verified then I(f, g) = +∞. If g is the non informative
probability density (see the definition below) then I(f, g) is called the information content of
f . The negentropy (negative entropy) of f is then defined by
H(f) = I(f, g)
The non-informative probability density is a known function of the model. Physically,
it is the probability density of a noise measured in the system. For example, in the case of
an electromagnetic wave in vacuum WDF, E is the unit sphere. Now, since isotropy occurs
(there is no privileged direction of propagation for a plane wave in vacuum) we deduce that
the non informative density probability is constant over the unit sphere. So, we may assume
that the non-informative probability density is given by
∀x ∈ E, g(x) = 1
σ(E)
(A.5)
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For the sake of simplicity, we will suppose that σ(E) = 1, so the negentropy of f is
H(f) =
∫
E
φ ◦ f dσ (A.6)
Entropy of a probability density can be seen as a “distance” between f and the density
of the non-informative probability g. To calculate the solution of the inverse problem we
minimize a functional involving negentropy. Thus, we determine the solution which contains
the less information with respect to the density g. From the physical point of view, this
allows to preserve the physical significant information. So, it is primordial to know the non-
informative density g quiet accurately. One can refer to [57] for the axiomatic derivation of
the maximum entropy principle. Next lemma gives some properties of H.
Lemma 1 In the sequel we denote K = {f ∈ L2(E,R, σ)|f ≥ 0 σ.a.e}. For all f ∈ K,
−e−1 ≤ H(f) < +∞. The functional H : L2(E,R, σ) → R is lower semi-continuous (l.s.c),
strictly convex on K and verifies : ∀ε > 0,∀f ∈ K such that f ≥ ε σ.a.e, ∀g ∈ K, ∀λ ∈ [0, 1]
H(f + λ(g − f))−H(f) = λ
∫
E
(1 + ln f(x))(f − g)(x) dσ(x) + o(λ) (A.7)
Proof. Let be f ∈ L2(E,R, σ),
H(f) =
∫
{x∈E|f(x)<1}
φ ◦ f(x) dσ(x) +
∫
{x∈E|f(x)≥1}
φ ◦ f(x) dσ(x);
as
∀x ∈ [0, 1], −e−1 ≤ x lnx ≤ 0
and
∀x ≥ 1, 0 ≤ x lnx < x2
so we deduce
H(f) ≤ ‖f‖L2(E,R,σ) < +∞ and H(f) ≥ −e−1
The proof of the lower semi-continuity of functional H can be found in [30, 1].
We now prove (A.7) : let f ∈ K such that f ≥ ε let g ∈ K. We have
For a.e. x ∈ E, φ(f(x) + λ(g(x) − f(x)))− φ(f(x)) = λ(1 + ln f(x))(g(x) − f(x)) + o(λ)
since φ is derivable on R+∗ and φ′(x) = 1 + lnx.
The functional H is strictly convex by the strict convexity of φ on R+. 
A.4 A penalized problem
We now define the penalized cost functional or smoothing functional Jµ we want to
minimize {
Jµ : H −→ R
F 7−→ ‖V − ψ[F ]‖2
Cn
+ µH(F )
(A.8)
where µ > 0 is a regularization parameter. We have
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Lemma 2 The functional Jµ is l.s.c and strictly convex on K. In addition, if ε > 0, f, g ∈ K
with f ≥ ε σ.a.e, then
∀λ ∈]0, 1[, Jµ(f + λ(g − f))− Jµ(f) = λ 〈DJµ(f), g − f〉H + o(λ) (A.9)
where
DJµ(f) = µ(1 + ln f)− 2ψ∗[V − ψ[f ]] (A.10)
and
Jµ(g) ≥ Jµ(f) + 〈DJµ(f), g − f〉H (A.11)
Proof. The functional F 7→ ‖V − ψ[F ]‖2
Cn
is continuous on H by continuity of ψ, hence it
is l.s.c. We conclude that Jµ is l.s.c on K by Lemma 1. Furthermore, F 7→ ‖V − ψ[F ]‖2Cn
is Fre´chet-differentiable and its gradient is −2ψ∗[V − ψ[F ]], so equation (A.9) is proved by
Lemma 1 as well.
The functional Jµ is strictly convex on K by strict convexity of H and by convexity of
the term ‖V − ψ[F ]‖2
Cn
. So, we can write
Jµ(f + λ(g − f)) < (1− λ)Jµ(f) + λJµ(g)
Jµ(f + λ(g − f))− Jµ(f)
λ
< Jµ(g)− Jµ(f)
Equation (A.11) follows by taking the limit of the last equation when λ→ 0.

The penalized optimization problem stands
(Pµ)
{
min Jµ(F )
F ∈ K = {f ∈ H | f ≥ 0 σ.a.e} .
The existence of a solution to problem (Pµ) is not obvious since the cost functional is not
coercive in H. To illustrate this fact let us give a simple counter-example : we set E = [0, 1],
σ is the Lebesgue’s measure on [0, 1] and f : E → R, x 7→ x− 12 . Then H(f) = 2 < ∞
and we can build a sequence {fk}k∈N ⊂ H such that fk → f a.e., ‖fk‖H → +∞ and
H(fk)→ H(f) < +∞.
Nevertheless, since Jµ is strictly convex, the solution to (Pµ) is unique if it exists. It is a
function of H : Fµ,V . The power density can be obtained by setting α = ‖Fµ,V ‖L1(E,R,σ) and
m =
Fµ,V
α dσ.
Therefore, we do not minimize the negentropy of definition 2 since Fµ,V is not a probability
density. Rigorously the negentropy of the solution is H(
Fµ,V
α ). Moreover, the cost functional
does not verify equation (A.9) on the whole set K because φ is not derivable at 0. So, we
have to modify this problem, taking a smaller feasible set. We study the modified problem in
next section to determine approximate first order optimality conditions.
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A.4.1 Relaxation of the feasible set
We just mentioned that (Pµ) cannot be directly solved because Jµ is not coercive and
(A.9) is not satisfied. So we choose a smaller feasible set to ensure (A.9). To deal with the
lack of coercivity, we bound this new domain. For 0 < ε < T < +∞, we set
Kε,T = {f ∈ H | ε ≤ f σ.a.e and ‖f‖H ≤ T} . (A.12)
It is a closed, convex subset of H. The “relaxed” problem reads
(Pε,Tµ )
{
min Jµ(F )
F ∈ Kε,T
Theorem 1 Problem (Pε,Tµ ) has a unique solution F ε,Tµ ∈ Kε,T . A necessary and sufficient
condition of optimality is
∀f ∈ Kε,T ,
〈
DJµ(F
ε,T
µ ), f − F ε,Tµ
〉
H
≥ 0 (A.13)
where
DJµ(F
ε,T
µ ) = −2ψ∗[V − ψ[F ε,Tµ ]] + µ(1 + lnF ε,Tµ )
Proof. The existence and uniqueness of the solution is standard, see [11] (Cor.III.20 p.46).
We call it F ε,Tµ . Then
∀g ∈ Kε,T ,∀λ ∈ [0, 1], Jµ(F ε,Tµ + λ(g − F ε,Tµ ))− Jµ(F ε,Tµ ) ≥ 0 .
With Lemmas 1 and 2 this is equivalent to
∀g ∈ Kε,T ,
〈
DJµ(F
ε,T
µ ), g − F ε,Tµ
〉
H
≥ 0.
 With the optimality condition (A.13), we may now construct the solution to (Pµ).
Lemma 3 If there exists F ε,Tµ ∈ Kε,T such that
F ε,Tµ = exp(−1 +
2
µ
ψ∗[V − ψ[F ε,Tµ ]]), (A.14)
i.e. F ε,Tµ is a fixed point of a functional{
Γµ : H −→ H
F 7−→ exp
(
−1 + 2µψ∗[V − ψ[F ]]
) ,
then for all 0 < ε′ ≤ ε and T ′ ≥ T , F ε,Tµ is the unique solution of (Pε
′,T ′
µ ). Furthermore F
ε,T
µ
is the unique solution of problem (Pµ) and we note it Fµ,V .
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Proof. Let F ε,Tµ ∈ Kε,T , such that
F ε,Tµ = exp
(
−1 + 2
µ
ψ∗[V − ψ[F ε,Tµ ]]
)
σ.a.e .
We get
µ ln(F ε,Tµ ) = −µ+ 2ψ∗[V − ψ[F ε,Tµ ]] σ.a.e .
So
∀f ∈ Kε,
〈−2ψ∗[V − ψ[F ε,Tµ ]] + µ(1 + ln(F ε,Tµ )), f − F ε,Tµ 〉H = 0,
and we see that F ε,Tµ verifies (A.13). Therefore F
ε,T
µ is the solution of (Pε,Tµ ). As Kε,T ⊂ Kε′,T ′
for all 0 < ε′ ≤ ε and T ′ ≥ T ,we conclude that F ε,Tµ is the solution of problem (Pε
′,T ′
µ ). It is
also the solution of problem (Pµ) : suppose that F ′ ∈ K exists, such that Jµ(F ′) ≤ Jµ(F ε,Tµ )
then the function
F˜ =
F ε,Tµ + F ′
2
verifies F˜ ≥ ε2 = ε˜ and
∥∥∥F˜∥∥∥
H
≤ 12 (
∥∥∥F ε,Tµ ∥∥∥
H
+ ‖F ′‖
H
) = T˜ , so F˜ ∈ Kε˜,T˜ . Since F ε,Tµ is the
solution of (P ε˜,T˜µ ) we have J(F ε,Tµ ) ≤ J(F ′) and we deduce that F ε,Tµ is a solution of (Pµ).
Moreover, it is the unique solution of (Pµ) since Jµ is strictly convex.  Lemma 3 also
shows that if the functional Γµ has a fixed point, it is unique.
We are now able to find the solution as a fixed point. In next subsection we study the
existence of a sequence that converges to this fixed point. That will be the essential tool to
set an infinite dimensional algorithm.
A.4.2 An infinite dimensional algorithm
Let us define the sequence {Fk}k∈N of H by{
F0 ∈ H
Fk+1 = exp(−1 + 2µψ∗[V − ψ[Fk]])
.
If it converges, the limit is a fixed point of the functional Γµ. It is also the solution to (Pµ).
Lemma 4 The functional Γµ is continuous from H to L
∞(E,R, σ). Furthermore we have
the inequality
‖Γµ(F )‖L∞(E,R,σ) ≤ exp
(
−1 + 2
µ
Cψ∗ [‖V ‖Cn + Cψ ‖F‖H]
)
. (A.15)
Proof. We remark that F 7→ exp(F ) is continuous from L∞(E,R, σ) to itself and ψ∗ is
continuous from Cn to L∞(E,R, σ).
Inequalities are obtained with the continuity of operators ψ and ψ∗ : there exist two
constants Cψ and Cψ∗ such that
‖ψ(F )‖
Cn
≤ Cψ ‖F‖H
‖ψ∗(x)‖L∞(E,R,σ) ≤ Cψ∗ ‖x‖Cn
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Since exponential function is non decreasing one obtains the results by injecting the last
inequalities in the expression of Γµ. 
Now we show the convergence of the sequence {Fk}k∈N . The following lemma gives a
condition on the regularization parameter µ which implies that the sequence {Fk}k∈N stays
in a ball of fixed radius.
Lemma 5 Let F be such that ‖F‖
H
≤ R ; if
µ ≥ 2Cψ∗ [‖V ‖Cn + CψR]
1 + ln (R)
(A.16)
then ‖Γµ(F )‖H ≤ R and ‖Γµ(F )‖L∞(E,R,σ) ≤ R
Proof. We have
µ ≥ 2Cψ∗ [‖V ‖Cn + CψR]
1 + ln (R)
µ[1 + ln (R)] ≥ 2Cψ∗ [‖V ‖Cn + CψR]
so
R ≥ exp
(
−1 + 2
µ
Cψ∗ [‖V ‖Cn + CψR]
)
and we deduce the two inequalities. 
We will use a fixed point criterion : if the functional Γµ is a contraction, then the sequence
is converging. In the following lemma, we give a condition on µ for the sequence to converge.
Lemma 6 Γµ is Fre´chet-differentiable on H and its derivative is
dΓµ(F ).h = − 2
µ
Γµ(F )ψ
∗ ◦ ψ[h]. (A.17)
Let ‖F0‖H ≤ R, if µ verifies (A.16) and if
µ > 2R2Cψ∗Cψ (A.18)
then the sequence (Fk)k∈N converges in H and in L∞(E,R, σ) to the unique fixed point Fµ,V
of Γµ.
Proof. Functional Γµ is differentiable since F 7→ exp(F ) is differentiable from L∞(E,R, σ)
to itself, and F 7→ ψ∗[ψ[F ]] is linear continuous from H to L∞(E,R, σ). By Lemma 5, we
deduce that for all k ∈ N, 0 ≤ Fk ≤ R. Furthermore, equation (A.18) leads to
sup
{F∈H|0≤F≤R}
‖dΓµ(F )‖L(L∞,L∞) < 1
We conclude using the Banach fixed point theorem on the complete set {F ∈ H| 0 ≤ F ≤ R}
with the distance induced by L∞. The sequence converges to the unique fixed point Fµ,V ∈
{F ∈ H| 0 ≤ F ≤ R} of Γµ strongly in L∞(E,R, σ) and in H (by compactness). 
We may summarize in :
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Theorem 2 If µ verifies (A.16) and (A.18) (i.e. µ large enough), then problem (Pµ) has a
unique solution Fµ,V limit of the sequence {Fk}k∈N defined by{
F0 ∈ {F ∈ H| 0 ≤ F ≤ R}
Fk+1 = exp
(
−1 + 2µψ∗[V − ψ[Fk]]
)
= Γµ(Fk)
The convergence stands in L∞ and in H.
Shortly speaking, we have an infinite dimensional algorithm that converges to the solution
of the maximum entropy regularization problem for a fixed parameter µ great enough. Theo-
rem 2 shows that the solution Fµ,V of (Pµ) is obtained as the limit of the sequence {Fk}k∈N
and belongs to L∞(E,R, σ).
However this algorithm is not useful from the numerical point of view. Indeed, it is
an infinite dimensional one and an inappropriate discretization process may lead to slow
computations. Nevertheless, we are able to derive a finite dimensional algorithm from the
optimality condition (A.13). This is the aim of next subsection.
A.4.3 A finite dimensional algorithm
Lemma 3 suggests to look for the solution Fµ,V of problem (Pµ) as Fµ,V = Gµ,V where
Gµ,V = exp
(
−1 + 2
µ
ψ∗[λ]
)
(A.19)
where λ ∈ Cn has to be determined. Next Lemma gives a sufficient optimality condition on
λ to solve (Pµ). In addition, we have an analytic expression for the solution.
Lemma 7 Let λ ∈ Cn such that
λ = V −
∫
E
q(σ) exp
(
−1 + 2
µ
ψ∗[λ](σ)
)
dσ (A.20)
then the function Gµ,V ∈ H, defined by (A.19), is the unique solution of (Pµ)
Proof. By definition of Gµ,V and with the assumption R(ψ
∗) ⊂ L∞(E,R, σ), there exist ε > 0
and T > ε such that Gµ,V ∈ Kε,T . Writing the expression of Fµ,V in (A.13) we can see that
it is verified. So Fµ,V is the unique solution of problem (Pε,Tµ ). With Lemma 3 and the strict
convexity of Jµ it follows that it is the unique solution of (Pµ). 
Therefore we only need to find the value of λ ∈ Cn to determine Gµ,V . So the problem
turns to be a finite dimensional one. Let us define the sequence {λk}k∈N of Cn as{
λ0 ∈ Cn
λk+1 = γµ(λk)
def
= V − ∫E q(σ) exp(−1 + 2µψ∗[λk](σ)) dσ (A.21)
The function γµ : C
n → Cn defined in (A.21) is differentiable and its derivative is
dγµ(λ).h = − 2
µ
∫
E
q(σ)q¯t(σ) exp
(
−1 + 2
µ
ψ∗[λ](σ)
)
.h dσ; (A.22)
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thus
‖dγµ(λk).h‖Cn ≤
2
µ
ρ(k)µ ‖h‖Cn (A.23)
where ρ
(k)
µ is the spectral radius of matrix M
(k)
µ of dimension (n, n), such that for all 1 ≤
i, j ≤ n (we use euclidean norm on Cn)
M
(k)
µ,ij =
∫
E
qi(σ)q¯j(σ) exp
(
−1 + 2
µ
ψ∗[λk](σ)
)
dσ
Using the Frobenius norm of matrix M
(k)
µ we have the inequality
ρ(k)µ ≤
∥∥∥M (k)µ ∥∥∥
Fr
≤ exp
(
−1 + 2
µ
Cψ∗ ‖λk‖Cn
)√√√√ ∑
1≤i,j≤n
∣∣∣∣
∫
E
qi(σ)q¯j(σ) dσ
∣∣∣∣2 (A.24)
The sequence {λk}k∈N converges to the fixed point of γµ only if ρ(k)µ is small enough for any
k. So we cannot use it to calculate λ. However, we are able to construct another sequence
converging to λ noting that for all τ > 0, λ = γµ(λ) is equivalent to λ = λ− τ [λ− γµ(λ)]. So
we can obtain λ as limit of the sequence {lk}k∈N{
l0 ∈ Cn
lk+1 = lk − τ [lk − γµ(lk)] (A.25)
This sequence will be used to determinate the solution practically. If τ is chosen small enough
and µ is great enough it converges.
Lemma 8 Assume that for every k ∈ N the spectral radius of M (k)µ is less than mµ ∈ R+∗ ;
then the sequence lk converges if 0 < τ <
1
1+ 2
µ
mµ
Proof. The matrix M
(k)
µ is hermitian of nonnegative type since for all σ ∈ E, q(σ)q¯t(σ) is
nonnegative hermitian and exp
(
−1 + 2µψ∗[λk](σ)
)
> 0. Let hτ : C
n → Cn be the function
λ 7→ λ− τ [λ− γµ(λ)]. The derivative of hτ is
∀λ, v ∈ Cn, dhτ (λ).v = ([1− τ ]I − 2
µ
τMµ)v
Since M
(k)
µ is hermitian, there exists an orthogonal basis of eigenvectors and we call B(k)
the transition matrix. So B
(k)
∗ ([1− τ ]I − 2µτM
(k)
µ )B(k) = [1− τ ]I − 2µτ∆
(k)
µ , where
2
µτ∆
(k)
µ is
a diagonal matrix with positive elements. Thus, the spectral radius of [1 − τ ]I − 2µτM
(k)
µ is
strictly less than 1−τ since the spectral radius ofM (k)µ is less than tomµ and 0 < τ < 11+ 2
µ
mµ
.
We deduce
‖lk+1 − lk‖Cn ≤
∥∥∥(1− τ)I − τM (k)µ ∥∥∥ ‖lk − lk−1‖Cn
≤ (1− τ) ‖lk − lk−1‖Cn
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because ‖A‖2 = ρ(A∗A). So the sequence converges. 
We have a proof of the convergency of sequence {lk}k∈N if the spectral radius of the matrix
M (k)µ is uniformly bounded with respect to k. In next Lemma, we give an estimate of the
spectral radius of M (k)µ with the Frobenius norm.
Lemma 9 Let ‖l0‖Cn ≤ R ; if
µ ≥ 2Cψ∗R
(
log
(
R− ‖V ‖
Cn
C ′ψ
)
+ 1
)−1
(A.26)
where C ′ψ > 0 verifies
‖ψ(F )‖
Cn
≤ C ′ψ ‖F‖L∞(E,R,σ) ,
then the whole sequence is bounded by R, and the spectral radius ρ
(k)
µ of M
(k)
µ satisfies
ρ(k)µ ≤ exp
(
−1 + 2
µ
Cψ∗R
)√√√√ ∑
1≤i,j≤n
∣∣∣∣
∫
E
qi(σ)q¯j(σ) dσ
∣∣∣∣2 (A.27)
Proof. We prove the result by induction. Let us assume there exists k ∈ N∗ such that ∀j ≤ k,
‖lj‖Cn ≤ R, then
‖lk+1‖Cn ≤ (1− τ)R+ τ
(
‖V ‖
Cn
+ C ′ψ exp
(
−1 + 2
µ
Cψ∗R
))
and condition (A.26) implies
‖V ‖
Cn
+ C ′ψ exp
(
−1 + 2
µ
Cψ∗R
)
≤ R.
For all k ∈ N we have ‖lk‖ ≤ R and (A.27) is a direct consequence of (A.24). 
Proposition 1 If (µ,R) satisfies condition (A.26) then γµ has an unique fixed point λ in
the closed ball B(0, R). Moreover if ‖l0‖Cn ≤ R and τ is small enough, then λ is the limit of
the sequence {lk}k∈N.
We now give a more precise description of the algorithm defined by (A.25) :
Algorithm A1
1. Initialization
Given V ∈ Cn, choose l0 ∈ Cn, µ > 0, ǫ > 0, τ ∈]0, 1].
2. Iteration k
(a) Compute
γµ(lk−1) = V −
∫
E
q(σ) exp
(
−1 + 2
µ
ψ∗[lk−1](σ)
)
dσ
.
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(b) Compute lk = lk−1 − τ [lk−1 − γµ(lk−1)]
3. Stopping criterion
If |lk − lk−1| < ǫ, then STOP, else k := k + 1 and go to 2.
The algorithm converges if the regularization parameter is great enough. The main ad-
vantage of this method is that it determines a vector of Cn which is the fixed point of a
functional. Moreover we have an analytic expression for this solution. The convergence of the
algorithm is linear since we have shown that ‖lk+1 − lk‖Cn ≤ (1− τ) ‖lk − lk−1‖Cn in Lemma
8. The number τ has to be chosen as great as possible for a faster convergence.
Now we perform a sensitivity analysis of the optimal value function with respect to µ and
V . Let V ∈ Cn be fixed. We suppose that for the data V the sequence (A.21) converges for
all µ ≥ µ0 > 0. We define the function C1 by{
C1 : [µ0,+∞[ −→ R
µ 7−→ Jµ(Fµ,V ) + µe−1 (A.28)
Similarly for any λ > 0 fixed, we suppose that the sequence (A.21) converges for all V ∈
B(0, R) where R > 0, and we define the function C2 by{
C2 : B(0, R) ⊂ Cn −→ R
V 7−→ Jµ(Fµ,V ) + µe−1 (A.29)
Proposition 2 Let C1 and C2 be the functions defined by (A.28) and (A.29).
1. C1 is continuous and increasing.
2. C2 is continuous and verifies
C2 ≤ ‖V ‖2Cn +
µ
e
(A.30)
Proof. Let be µ1 > µ2 ≥ µ0. For all F ∈ K, Jµ1(F ) > Jµ2(F ) since (H(F ) + e−1) ≥ 0, hence
C1 is increasing. To prove continuity we suppose there exists a sequence {µk}k∈N and a δ > 0
such that µk → µ and for all k, |C1(µk)− C1(µ)| > δ. Let ε > 0 be small enough, so ∃N ∈ N
such that |µ− µN | < δ(µ−ε)2C1(µ) and |µ− µk| < ε. Assume that µN < µ then
Jµ(FµN ,V )− C1(µN ) = (µ− µN )H(FµN ,V )
so |Jµ(FµN ,V ) − C1(µN )| < δ/2 since H(FµN ,V ) ≤ C1(µ)µN . Hence Jµ(FµN ,V ) < C1(µ). This
contradiction proves the result. The case µN ≥ µ can be shown similarly.
We can show the continuity of C2 by the same way. The inequality (A.30) is obtained by
taking F = 0. 
We just proved the fixed point existence if µ is large enough ; in fact, it is true for any
µ > 0 : we use a scaling method to prove it :
Proposition 3 For every µ > 0, the solution Fµ of problem (Pµ) exists and verifies (A.14).
Moreover, Fµ can be computed with the sequence {ℓ′k}n∈N defined by{
ℓ′o ∈ Cn
ℓ′k+1 = (1−
τo
α
)ℓ′k + τo γµo(ℓ
′
k)
for some µo > µ > 0, τo ∈]0, 1[ and α = µoµ .
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Proof. With proposition 1, we know that there exist ℓo ∈ Cn, µo > 0 and 0 < τo < 1 such that
the sequence {ℓk }k∈N defined by (A.25) converges. Then the solution Fµ of problem (Pµ)
exists for every µ ≥ µo.
Assume now that µ < µo and set α :=
µo
µ > 1. As shown in the proof of Lemma 8, the
eigenvalues of the gradient of the function ℓ 7→ (1− τo)ℓ+ τoγµo(ℓ) are nonnegative, and the
spectral radius is bounded by 1−τo. As −dγµo is nonnegative and α > 1, we deduce as before
that the sequence {ℓ′k} defined by{
ℓ′o ∈ Cn
ℓ′k+1 = (1− τoα )ℓ′k + τoγµo(ℓ′k)
is converging to some ℓ′ that verifies
ℓ′ = (1− τo
α
)ℓ′ + τoγµo(ℓ
′) ,
τo
α
ℓ′ = τoγµo(ℓ
′) ;
Setting λ =
ℓ′
α
yields
λ = γµo(αλ) = V − ψ[exp(−1 +
2
µo
ψ∗(αλ))]
λ = V − ψ[exp(−1 + 2α
µo
ψ∗(λ))] = V − ψ[exp(−1 + 2µψ∗(λ))] = γµ(λ) .
We conclude with Lemma 7, that (Pµ) has a (unique) solution. 
In summary, we have a finite dimensional algorithm that converges to the solution of
maximum entropy regularization for all µ > 0. However, last proposition show that the
number of iteration increase when µ decrease since the speed of convergency is (1− τ0µµ0 ).
We know the analytic expression of the solution and the problem is now a finite dimen-
sional one. However, the entropy involved in the functional we have minimized is not the
entropy in the sense of definition 2 because the solution is not a probability density. The
algorithm we present in the next section allows to find a solution which maximize the true
entropy. It is a variant of the previous one.
A.5 Computing the probability density
We look for a solution that maximizes entropy in the sense of definition 2. This leads to
the problem
(P˜µ)
{
min ‖V − αψ[F ]‖2
Cn
+ µH(F )
(α,F ) ∈ R+ ×
{
f ∈ K| ‖f‖L1(E,R,σ) = 1
}
Here, α ∈ R+ is the total power and F is a probability density because of the constraint
F ∈
{
f ∈ K| ‖f‖L1(E,R,σ) = 1
}
. So, if the solution exists, it minimizes negentropy as defined
in definition 2.
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We cannot solve (P˜µ) in the same way as problem (Pµ) : indeed the cost functional is no
more convex because of the bilinear term αψ[F ]. On the other hand, the feasible domain is
convex since ∀f, g ∈
{
f ∈ K | ‖f‖L1(E,R,σ) = 1
}
, ∀λ ∈ [0, 1], we have λf + (1 − λ)g ∈ K,
and
‖λf + (1− λ)g‖L1(E,R,σ) = λ ‖f‖L1(E,R,σ) + (1− λ) ‖g‖L1(E,R,σ) = 1
by positivity of f, g. Anyway, if F is solution of (Pµ), we can view ‖F‖L1(E,R,σ) as an ap-
proximation of the power. So we use the previous section results on (Pµ). Let us define the
sequence {lk}k∈N by 

lo ∈ Cn
δk,µ =
Re(〈V, gµ(lk)〉Cn)
〈gµ(lk), gµ(lk)〉Cn
lk+1 = V − δk,µgµ(lk)
(A.31)
where gµ : C
n → Cn is defined by
gµ(l) = V − γµ(l) =
∫
E
q(σ) exp
(
−1 + 2
µ
ψ∗[l](σ)
)
dσ. (A.32)
We assume that
∀l ∈ Cn, Re(〈V, gµ(l)〉Cn) ≥ 0 ;
since δk,µ is an estimation of the power, it has to be positive. If δk,µ → δ∗ and lk → l∗ then
l∗ = V − δ∗gµ(l∗) (A.33)
Last equation is quite similar to the necessary and sufficient condition of optimality (A.13)
of problem (Pµ).
Proposition 4 Let be l∗ = V − δ∗gµ(l∗) with δ∗ > 0 ; we define
Fl∗ = exp
(
−1 + 2
µ
ψ∗[l∗]
)
and fl∗ =
Fl∗
‖Fl∗‖L1(E,R,σ)
Then fl∗ is a probability density and it is the unique solution of problem

min
∥∥∥∥ Vδ∗‖Fl∗‖L1(E,R,σ) − ψ(F )
∥∥∥∥2
Cn
+ µδ∗‖Fl∗‖L1(E,R,σ)
∫
E φ ◦ F (σ) dσ
F ∈
{
f ∈ H|f ≥ 0 σ.a.e, ‖f‖L1(E,R,σ) = 1
} (A.34)
Moreover, fl∗ verifies
∀α ∈ R,
∥∥∥V − δ∗ ‖Fl∗‖L1(E,R,σ) ψ[fl∗ ]∥∥∥2
Cn
≤ ‖V − αψ[fl∗ ]‖2Cn (A.35)
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Proof. We have
l∗ = V − δ∗gµ(l∗) ⇒ −2ψ∗[V − δ∗gµ(l∗)− l∗] = 0
⇒ −2ψ∗[V − δ∗gµ(l∗)] + µ
(
2
µ
ψ∗[l∗]
)
= 0
⇒ −2ψ∗[V − δ∗ψ[Fl∗ ]] + µ(1 + lnFl∗) = 0
Dividing the last equation by δ∗ gives a sufficient optimality condition for problem (A.34).
So Fl∗ is the unique solution to this problem. As {f ∈ H | f ≥ 0 σ.a.e, ‖f‖L1 = 1} ⊂ K, we
get the conclusion.
To show (A.35) we suppose that ψ[fl∗ ] 6= 0 (otherwise the result is obvious). Let us define{
θ : R −→ R
α 7−→
∥∥∥V − α ‖Fl∗‖L1(E,R,σ) ψ[fl∗ ]∥∥∥2
Cn
.
It is a continuous and strictly convex function. The unique minimizer of θ (denoted α∗ )
verifies
θ′(α) = −2 ‖Fl∗‖L1(E,R,σ)Re(
〈
V − α∗ ‖Fl∗‖L1(E,R,σ) ψ[fl∗ ], ψ[fl∗ ]
〉
Cn
) = 0
that is
α∗ =
Re(〈V,ψ[fl∗ ]〉Cn)
‖Fl∗‖L1(E,R,σ) ‖ψ[fl∗ ]‖2Cn
= δ∗

The above proposition shows that if the sequence given by (A.31) converges, then its limit
provides a power density (δ∗, fl∗dσ) which minimizes the error with the data V . Moreover
fl∗ has a minimal negentropy in the probabilistic sense. Now, we show that, the obtained
solution is the unique solution of problem
(
P˜δ∗‖Fl∗‖µL1(E,R,σ)
)
. Let us call
Jµ(α,F ) = ‖V − αψ[F ]‖2Cn + µH(F ),
we have Jµ(1, F ) = Jµ(F ).
The previous result proves that if the sequence defined by (A.31) converges then its limit
is a solution of problem (P˜µδ∗‖Fl∗‖L1(E,R,σ)). We have a result of convergence :
Proposition 5 Assume there exists c > 0 such that
∀µ ≥ 0,∀l ∈ Cn, ‖gµ(l)‖Cn ≥ c ; (A.36)
then there exists a µ0 suh that sequence defined by (A.31) converges for every µ ≥ µo large
enough.
Proof. We have to compute the derivative of the function defining the sequence (A.31) :
ϕµ : l 7→ V −
Re(〈V, gµ(l)〉Cn)
〈gµ(l), gµ(l)〉Cn
gµ(l) .
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We get
ϕ′µ(l) = −
Re(〈V, gµ(l)〉Cn)
‖gµ(l)‖2Cn
∇gµ(l)
−gµ(l)
[
Re(〈V,∇gµ(l)〉Cn)
‖gµ(l)‖2Cn
− 2Re(〈V,∇gµ(l)〉Cn)‖gµ(l)‖2Cn
Re(〈gµ(l),∇gµ(l)〉Cn)
‖gµ(l)‖2Cn
]
A short computation gives
sup
l∈Cn
‖ϕ′µ(l)‖ ≤ 2‖V ‖κµ(1 + 2κµ) ,
where
κµ
def
= sup
l∈Cn
‖∇gµ(l)‖
‖gµ(l)‖ .
Thanks to assumption (A.36) and equation (A.23), there exists a constant c′ > 0 such that
κµ <
c′
µ
. It is clear there exists µ0 > 0 such that ϕµ is contractive for every µ ≥ µ0. 
Remark 1 Assumption (A.36) seems to be surprising, but in fact it is primordial. This
assumption can easily be derived from the physical model : gµ(l) is the spectral matrix cor-
responding to the WDF exp(−1 + 2µψ∗[l]) > 0. Since the WDF is positive, it means that the
electromagnetic wave has a non-zero energy and thus the spectral matrix cannot be zero. We
can see (A.36) from the model noting that the spectral matrix trace is the constant function
1 on the sphere.
Remark 2 We do not have proved the convergency for all µ > 0. Anyway, in practice V <<
ψ. So we have to perform a (physical) normalization process : this means that we use the
operator εψ instead of ψ where ε > 0 is a small number (usually ε ≃ ‖V ‖‖ψ‖ ). Hence, we have to
solve the problem (P˜µ/ε2) (according to the proof of Proposition 3), and the new regularization
parameter µ˜ = µ
ε2
is large.
We now can write the algorithm more precisely and we introduce a relaxation parameter τ
useful for numerical computations :
Algorithm A2
1. Initialization
Given V ∈ Cn, choose ℓo ∈ Cn, µ > 0, τ ∈]0, 1[, ǫ > 0.
2. Iteration k
(a) Compute
gµ(ℓk−1) =
∫
E
q(σ) exp
(
−1 + 2
µ
ψ∗[ℓk−1](σ)
)
dσ .
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(b) Compute
δk−1,µ =
Re(〈V, gµ(ℓk−1)〉Cn)
〈gµ(ℓk−1), gµ(ℓk−1)〉Cn
.
(c) Compute ℓk = (1− τ)lk−1 + τ [V − δk−1,µgµ(ℓk−1)].
3. Stopping criterion
If |ℓk − ℓk−1| < ǫ, then STOP, else k := k + 1 and go to 2.
Remarque 5 In this section we have supposed that R(ψ∗) ⊂ L∞(E,R, σ) to established the
algorithms. If this condition is not verified we can slightly modify the operator ψ to over-
come this problem. More precisely if ψ : F 7→ ∫E q(σ)F (σ) dσ with q 6∈ L∞(E,Cn, σ), we
can find a qε ∈ L∞(E,Cn, σ) such that ‖q − qε‖L2(E,Cn,σ) ≤ ε. The function qε allows to
define a new operator ψε : F 7→
∫
E q
ε(σ)f(σ) dσ which verifies R(ψε) ⊂ L∞(E,R, σ) and
‖ψε[F ]− ψ[F ]‖Cn ≤ ε ‖F‖H. This new operator can be used for the computation instead of
ψ, and it verifies the desired condition.
A.6 Numerical tests
In this section we perform some numerical tests for the resolution of (A.2) with the two
algorithms previously described. For these tests we consider the propagation of an electro-
magnetic wave in vacuum. We give below the corresponding expression of operator ψ. We
denote ǫr = ‖V − ψ[Fµ,V ]‖2Cn the error and α is the computed approximation of total power
P .
For the numerical computation of the solution, we need to find τ > 0 small enough for
the algorithms to converge. The number τ must be great enough for a fast computation. To
determine this parameter we have used the following rule :
– let τo > 0, k = 0 and ℓo = 0.
– Iteration k : τk and ℓk are known ; compute ℓk+1
– if ‖ℓk+1 − ℓk‖Cn ≥ ‖ℓk − ℓk−1‖Cn then τk+1 = τk r where 0 < r < 1.
In the computation we used r = 0.5. We can also utilize a linear search strategy for the best
value of τ . We have chosen to stop the algorithms when ‖lk+1 − lk‖Cn < ǫ where ǫ > 0 is
chosen small enough (here ǫ = 10−12).
All numerical tests were performed on a Power Mac 2×G4 with the scientific software
Scilab 2.6. For these examples the average time for one iteration was 28.5 ms. This is corres-
ponding to the average number of 35 iterations per second.
A.6.1 Wave distribution function in vacuum
In the case of an electromagnetic wave propagating in vacuum, we have the relation
V =
∫ π
0
∫ 2π
0
q(θ, φ)F (θ, φ) sin θ dφ dθ (A.37)
where V is the data vector, F is the WDF of the electromagnetic wave and q is the integrating
kernel of vacuum. Writing the components of the spectral matrix as a vector provides the data
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V . We see with (A.37) that we integrate over the unit sphere : θ ∈ [0, π] denotes the polar
angle and φ ∈ [0, 2π] the azimuthal angle. This is quite clear because WDF is the directional
distribution of the power of electromagnetic wave. The expression of q is analytically known
[27].
According to (A.37) we put E = [0, π]× [0, 2π], dσ = sin θ2π dθ dφ and we define the operator
ψ by
{
ψ : H −→ Cn
F 7−→ ∫ π0 ∫ 2π0 q(θ, φ)F (θ, φ) sin θ dφ dθ . (A.38)
This operator is continuous on H and the adjoint operator verifies R(ψ∗) ⊂ L∞(E,Cn, σ)
[27]. From the expression of ψ, we see that we have to compute a double integral. For this
computation we have used the Gauss-Legendre quadrature method with 20 points on the
interval [0, π] and 40 points on [0, 2π]. In the following tests, this integration method seems
to be accurate enough because the results don’t change dramatically if the number of Gauss
points is larger.
Numerical validation of algorithms was done with simulated data. In the first tests V
was obtained for a WDF that was a sum of dirac measures. The data vector of a dirac
in (θd, φd) of power P is simulated by taking V = P/ sin(θd) q(θd, φd). The case of a dirac
is important because it physically corresponds to an electromagnetic plane wave. Second
tests are performed with data corresponding to an almost everywhere continuous WDF. The
simulation has been made by computing the integral (A.37). For some of these examples, a
noisy data V δ was introduced with
∥∥V − V δ∥∥
Cn
≤ δ where δ > 0 is the noise level.
The choice of the regularization parameter is a difficult task in the case of noisy data. It
must be chosen small enough to make a small error, and large enough to guarantee stability.
A commonly used rule is the discrepancy principle of Morozov [22]. We choose µ such that
‖V − ψ[Fµ]‖Cn = δ i.e. we don’t make a smaller error than the noise level. In the numerical
tests, since we used simulated data, we decided to choose µ such that δ ≤ ‖V − ψ[Fµ]‖Cn ≤ 2δ.
This choice is made a posteriori using the fact that the function µ 7→ ‖V − ψ[Fµ,V ]‖Cn is
quite linear when µ is small (see Figure 1.). Note that the noise level δ is known from the
experience.
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0 µ0µ1µ2
δ
µ → ||V−ψ (F) ||
Figure 1. Iterative search of the regularization parameter µ that fits the Morozov
discrepancy principle
A.6.2 Test of A1
We first used algorithm A1 for data corresponding to a Dirac measure or a sum of Dirac
measures. We present the results in the case of one single Dirac and the sum of three Dirac
measures to illustrate the behaviour of the algorithm that is able to detect more than one
direction.
Case of one Dirac measure
We have made computations with θd = 1.5, φd = 2 and for Pi = i/2 with i = 1, .., 50. For
each value of Pi we have computed the relative power error given by
ǫiα =
|αi − Pi|
Pi
where αi is the computed approximation of total power Pi. For this example we set µ = 1.
The function ǫα(P ) is plotted in figure 1. We see that the error increases when P decreases ;
it is less than 10 % for a power P ≥ 4. We have also computed the mean direction (θ¯, φ¯)
given by
θ¯ =
1
‖F‖L1(E,R,σ)
∫
E
θF (θ, φ) dσ(θ, φ) , φ¯ =
1
‖F‖L1(E,R,σ)
∫
E
φF (θ, φ) dσ(θ, φ). (A.39)
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of a Dirac with φd = 2, P = 8 and for θd varying from 0 to π. From these values we can
compute the angles errors ǫθ and ǫφ by
ǫθ =
|θd − θ¯|
π
, ǫφ =
|φd − φ¯|
2π
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Figure 2. Variation of the average direction θ¯ (plotted with +, the true value is the solid
line), φ¯ (plotted with ×) and errors ǫθ, ǫφ for a dirac with P = 8, φd = 2 and θd varying
from 0 to π. The plot named “relative power error” show the variation of ǫα for a Dirac
with θd = 1.5, φd = 2 and P varying from 0.5 to 25.
We can see how the average direction changes with θd. We see that the average direction is
close the true one when it is far enough from the poles. The “large” error on φd near the
poles can be explained by the “bad” representation of the unit sphere in (A.39) Similarly, we
obtain a large error if φd is chosen near 0 or 2π. Another value for φd far enough from the
edge of E gives similar result as plotted in Figure 2. We conclude that the results obtained
in this case are satisfactory. The method is able to detect the direction and the power of a
dirac with small errors if the direction is not too close to the edge of E and if the power is
great enough.
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Case of the sum of three Dirac measures
We have built an example for a sum of three Dirac measures which support is vertices of
an equilateral triangle on E. For this example we have added a noise to the simulated data
V . It verifies
∥∥V − V δ∥∥
Cn
< 1 (precisely = 0.764, this correspond to a relative noise level of
3.1%). The regularization parameter µ was chosen according to the noise level ; we have taken
µ = 0.5 because the corresponding solution has a small error and 1 = δ < ‖V − ψ[F ]‖
Cn
,
more precisely the relative error is 5.5% (see Table A.1 for the results). We plot the contour
of the solution on Figure 3. We observe three peaks centered on the directions of the three
Dirac measures. The solution is in this way satisfactory.
We have performed a sensitivity analysis with respect to µ. Indeed, in section A.3 we gave
an interpretation of entropy as the “ distance”to the non-informative probability density g. To
see the numerical effects of entropy, we computed the solution for the same data with different
values for µ. Theoretically, a great value of µ leads to a solution with a great entropy, that is a
solution not too “far” from g. In Figure 3 we see the result obtain for µ = 50 and the different
results are reported in Table 1. We see that the error ǫr quickly increases with µ while H
is decreasing. The number of iteration is dramatically increasing when µ becomes small, so
that we are not able to compute the µ-solution for all µ with this algorithm. We observe that
we need more and more iteration when µ→ 0, to converge. The solution obtained for µ = 50
is very flat and has a very large error ǫr = 117.6. We remark that the optimal value function
is not increasing but there is no contradiction with proposition 2 since we have to add µe to
obtain an increasing function.
µ α ǫα ǫr H Jµ Min Max #It. τ
0.5 9.891 2.07% 1.842 -1.452 5.741 2.200E-6 6.947 8377 2.5E-3
1 9.868 1.83% 3.159 -1.660 9.360 1.521E-4 4.597 3317 6.25E-2
5 9.814 1.27% 10.27 -1.990 24.691 2.678E-2 3.136 465 0.05
50 8.008 17.35% 117.633 -2.338 17.862 0.195 1.725 7 1
Tab. A.1 – Results obtained for a simulated noisy data V of a sum of three Dirac measures.
We have made four computation for different values of the regularization parameter µ. The
Min and Max are respectively the minimum and the maximum of the solution on E
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Figure 3 :Up : contour plot of the solution obtained by algorithm (A.25) for three Dirac
measures and µ = 0.5. Down : solution obtained for three dirac, with µ = 50.
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A.6.3 Test of A2 on a continuous density
In the previous section we presented tests of the first algorithm to identify a three-Dirac
distribution. Now we give an example of reconstruction of an a.e. continuous distribution
with algorithm A2. Let be Ft(θ, φ) = 4(cos
2 θ + sin2 φ), the function used to simulate the
data vector V . In this example we use a noisy data V δ with
∥∥V − V δ∥∥ = 0.670 which is
about 5.1% compared with ‖V ‖
Cn
. To avoid a so-called inverse-crime we have used a finer
quadrature-rule to compute the data V : more precisely we used 64 points on the interval
[0, π] and 128 points on [0, 2π].
The function Ft is represented in Figure 4. We use a spherical plot : the value of the
function is described by a gray level code on each hemisphere. We see that Ft is not continuous
at the two poles of the sphere : this discontinuity is explained by the “bad” representation of
the unit sphere : E = [0, π] × [0, 2π]. The solution obtained by algorithm A2 is also plotted
in Figure 4.
Figure 4. Left : spherical plot of the initial function Ft which provides the data vector V .
Right : solution obtained by algorithm A2 corresponding to the data V of the function Ft
We see that the computed solution looks like Ft. We used the following parameters : ǫ =
10−12, µ = 3, τ = 0.008. The algorithm stopped after 1818 iterations, the error with respect
to the data ǫr and the negentropy H are respectively 1.127 and −2.460. (The error is about
8.0% compared to ‖V ‖
Cn
). We see that this solution is satisfying because ǫr is greater than
the noise level but it is small enough anyway.
This example allows to compare problems (Pµ) and (P˜µ). Let µe be defined by µe =
µ δ∗ ‖Fl∗‖L1(E,R,σ) with the notations of proposition 4. With this proposition we know that
fl∗ achieves the minimum of functional
F 7→
∥∥∥∥V − µeµ ψ[F ]
∥∥∥∥2
Cn
+ µeH(F )
over K. So fl∗ is the solution of (P˜µe). We can now compare the two problems by computing
the solution of (Pµe).
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We found µe = 176.35 with the computation of the solution of (P˜µe). The computed
solution of problem (Pµe) is very far from the data (ǫr = 5133.6). So, for this example, the
solution of (P˜µe) is much better than the solution of (Pµe). For (P˜µ) we get a much smaller
error for a much larger µ.
A.7 Conclusion
In plasma physics, the determination of the directional power density distribution of an
electromagnetic wave from the measurement of the field components is an inverse ill-posed
problem. This problem can be written as
ψ[F ] = V
where ψ is a linear bounded operator from H = L2(E,R, σ) to Cn, V the spectral matrix
and F the wave distribution function (WDF). Lefeuvre et al. [25] have proposed to solve
this problem by maximizing an entropic term −H(F ) = − ∫E F lnF dσ under the constraint
ψ[F ] = V . However this constraint is too “restrictive”, it indeed limits the feasible domain
to a linear subspace of H . That’s why we have studied the relaxed problem
(Pµ)
{
min Jµ(F ) = ‖V − ψ[F ]‖2Cn + µH(F )
F ∈ K = {f ∈ H|f ≥ 0 σ.a.e} ,
where µ is a regularization parameter. The latter parameter has to be chosen small enough
to allow a solution with a small error thanks to the data V , and large enough for stability.
Solving (Pµ) permit us to search the solution in a much larger domain. More precisely the
obtained solution verifies ‖ψ[F ]− V ‖
Cn
≤ ε with ε > 0, this inequality is clearly more
realistic from the numerical point of view. The regularization by the negentropy functional
is also important from the physical point of view. Instead of using standard method to solve
the problem (Pµ), we have first built a fixed point algorithm in Cn (algorithm A1) thanks
to a sufficient condition of optimality. Moreover, the uniqueness of the obtained solution has
been proved. We have shown the existence of the solution for every value of the regularization
parameter. Nevertheless in the numerical computation we have seen that it is not possible to
compute the solution for too small value since the computational time goes to infinity.
As both this above method and the Lefeuvre’s one give solutions which don’t maximize
entropy in the probabilistic sense, since they are not probability densities, we have built a
second algorithm (algorithm A2) derived from the first one which allows the “true” entropy
to be maximized.
We have performed numerical tests on experimental data from a satellite that is devo-
ted to the study of magnetosphere. We have compared the solution given by the algorithms
described in the present paper to the ones obtained with two different methods that are
commonly used by physicists. Results show that the method we described is more accurate
and stable. They are reported in [43].
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Abstract. A new algorithm based on entropy regularization has been developed to solve
ill-posed problems. Using a modelisation derived from theWave Distribution Function (WDF)
concept it is particularly well suited to determine the direction of propagation of electroma-
gnetic waves. The Morozov’s discrepancy principle has been used to fix the value of the
regularization parameter. To assess the capabilities of this new method, data associated with
an Electron Low Frequency (ELF) hiss event detected by the Freja satellite have been proces-
sed. The obtained results are compared to the results coming from a previous study dedicated
to the very same data set and for which both the Gaussian Peaks (GP) and the Maximum En-
tropy (ME) methods were used to derive the wave vector direction. The results are presented
as well as a statistical study of the ability of our method to detect plane waves.
B.1 Introduction
In this paper we present an entropy regularization method to solve linear inverse problems.
This method has been developed to determine the direction of propagation of electromagnetic
waves in homogeneous media [42]. However the method can be applied to other linear inverse
problems with finite dimensional data and with a positivity constraint for the solution.
In any media, including space plasmas, the derivation of the wave normal directions of an
electromagnetic wave from the measurement of the wave field components is a crucial problem
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[61]. Most authors solve the problem by assuming the plane wave approximation. In such a
case the electromagnetic field is fully described by its frequency, its wave normal direction
k and its polarization characteristics. The problem is well-posed and several methods have
been developed to derive k from the estimated spectral matrix of the field components [32].
The hypothesis of a single-plane wave is generally too restrictive. For a more realistic
analysis of electromagnetic wave propagations, the concept of the wave distribution function
(WDF) has to be used. This concept has been introduced by Storey and Lefeuvre [61] in the
case of electromagnetic waves in homogeneous plasmas. The WDF is a function F : S → R+
which specifies the distribution of the wave energy density on the unit sphere S for a fixed
frequency ω and a given propagation mode, this is a positive function. We denote the field
measurement by the function e : R → Rs, where s ∈ N∗ is the number of field components.
Being the spectral matrix of auto and cross-spectrum of function e, at frequency ω, V is an
hermitian matrices of size s× s. The WDF F is related to the spectral matrix element Vij of
electromagnetic field components by the integral equation
Vij =
∫ π
0
∫ 2π
0
qij(θ, φ)F (θ, φ) sin θ dφ dθ, (B.1)
where θ and φ are respectively the polar and azimuthal angles of k with respect to the
static magnetic field B0 (see Figure B.1). The integrating kernels qij : [0, π] × [0, 2π] → C
are known functions depending on the propagation medium. The general expression of the
integrating kernels for a cold plasma is given in Storey and Lefeuvre [61, 62]. In his thesis
Santol´ık [50] studied the WDF in the case of a hot plasma including the Doppler effect. The
WDF concept introduced by Storey and Lefeuvre [61] is not the only one, a similar concept
has been introduced by Ro¨nnmark [48] using the Wiener function.
The problem of the determination of the WDF F from the spectral matrix V through
equation (B.1) is highly undeterminated. We need to make further assumptions on the WDF
to determine a unique and stable solution. To solve (B.1) the most generally used technic
consist in choosing a model for the WDF then the solution’s parameter are computed by a
least square minimization. For some WDF models, the minimization is not easy because we
have to deal with a non-convex cost function. It is the case for the method of Gaussian Peaks
(GP). Moreover, the choice of a model for the WDF implies that we have a priori information
about it. For example, with the GP method we must choose the number of peaks.
One of the best known methods to solve (B.1) is the Lefeuvre et al. [29] Maximum Entropy
(ME) method. In this method the integration kernels are first orthogonalized and then trun-
cated to eliminate the most dependent kernels. Before the computation the number of kernels
to be kept during the truncation are chosen adequately. Finally, the solution is computed by
maximizing the entropy.
By truncating the kernels a lot of data are lost, consequently we decided to use a regula-
rization method to keep the whole initial spectral matrix. Regularization methods are widely
used to solve such inverse problems [22, 64]. Using an entropy regularization method, we
determine a unique and stable solution. Moreover, we can adjust the stability of the solution
to noise level via Morozov’s discrepancy principle (see section B.2.2 for more details). Prot
et al. [42] have studied the entropy regularization method and a finite dimensional algorithm
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has been derived. One advantage of this algorithm is that we do not need to make a discreti-
zation of the WDF. This algorithm has also been tested on simulated data in the case of an
electromagnetic wave in vacuum, and the results are encouraging. In this paper we present a
numerical test on experimental data coming from the magnetospheric research satellite Freja.
B.2 Method
The principle of entropy regularization method to solve an ill-posed inverse problem will
be presented below. But, let’s first recall the definition of a well-posed problem.
Definition 3 Let f : X → Y where X and Y are two Hilbert spaces. The problem of finding
x from y by resolving equation f(x) = y is well-posed if
1. There exists a unique solution.
2. The solution depends continuously on y (stability).
otherwise the problem is said ill-posed.
Let H be the Hilbert space L2(E,R, σ), by identifying the spectral matrix as a vector
V ∈ Cn, with n := s2, we can reformulate equation (B.1) by
ψ(F ) = V, (B.2)
where F ∈ H and ψ : H → Cn is a continuous linear operator corresponding to the integral
equation (B.1). The problem of finding F from V through this equation is ill-posed and even
highly undeterminated, since ψ is a linear operator from an infinite dimensional space to a
finite one.
Regularization methods are widely used to solve such kind of ill-posed problems. A clas-
sical example is the Tikhonov’s regularization method [64], where a solution is computed by
solving the minimization problem
{
min ‖V − ψ(F )‖2
Cn
+ µ ‖F‖2
H
F ∈ K (B.3)
where K is the constraint set, µ the regularization parameter, and F 7→ ‖F‖2
H
is the re-
gularizing functional. The parameter µ must be chosen with caution to make a small error
with the data and to obtain a stable solution. For the entropy regularization method, an
entropic term H as regularizing functional is chosen. The entropy of a probability density
F on S is given by −H(F ) := − ∫ π0 ∫ 2π0 F (θ, φ) lnF (θ, φ) sin θ dφ dθ. Shore and Johnson [57]
have shown that this is the only way to characterize the amount of information of the density
F under very general axioms. The maximization of the entropy leads to a density F which
contains the least amount of information. Moreover, this maximization is made easily since
−H is a strictly concave functional.
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B.2.1 First minimization problem
We obtain the entropy regularization solution of problem (B.2) by solving problem
(Pµ)
{
min ‖V − ψ(F )‖2
Cn
+ µH(F )
F ∈ K := {f ∈ H|f ≥ 0 a.e} .
For all µ > 0 there exists a unique solution for this problem [1, 16]. However, the next
proposition gives a way to compute the solution numerically.
Proposition 6 For all µ > 0, (Pµ) has a unique solution Fµ that verifies{
Fµ = exp
(
−1 + 2µψ∗(l))
)
l = V − ψ(Fµ)
. (B.4)
The proof of this proposition can be found in Prot et al. [42]. From this proposition we see that
we can compute the solution with a fixed point algorithm. Moreover, the use of the adjoint
operator ψ∗ : Cn → H permits to have a finite dimensional algorithm. This is very important
since we do not need to make a discretization of the function F for the computation. The
analytical expression of the solution and thus the regularity of the WDF are also known. More
precisely the regularity of the solution is related to the regularity of the adjoint operator ψ∗.
In fact, the solution obtained by resolving (Pµ) is not totally satisfying. The first problem
is that H(F ) does not represent the entropy of the WDF since F is not a probability density.
So we do not compute the WDF that contains the least amount of information. However by
minimizing H we flatten the WDF, and intuitively, a flat solution corresponds well with a
low amount of information. Another problem in this method is the non-linearity introduced
by H, this is very annoying because the solution will depends of the scale of the data. More
precisely, if the solution of (Pµ) is F , the solution for the data λV is not λF . To suppress these
undesired effects, a modified version of the minimization problem (Pµ) has been introduced.
It is presented in the next subsection.
B.2.2 Second optimization problem
The first optimization problem (Pµ), permits to obtain a solution of the inverse problem
(B.2) via a finite dimensional algorithm. However, in (Pµ) we do not maximize the entropy
of the solution and the solution is not linearly dependent from the data. To overcome theses
problems we can consider a new optimization problem
(P2µ)
{
min ‖V − αψ(F )‖2 + µH(F )
(α,F ) ∈ R+ ×K ∩ {‖F‖L1 = 1}
In this minimization problem, a parametrization of the WDF αF , where α is the value of
the integral of the WDF and F the probability density of the wave, is made. The constraints
on F permit to minimize the entropy in the sense of the probability. If the solution (α,F ) of
(P2µ) exists then for all λ > 0, (λα,F ) is the solution of (P2µλ2) for the spectral matrix λV .
This partly fixes the nonlinearity of the solution encountered in (Pµ), however any change of
scale will have an effect on the regularization parameter.
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Problem (P2µ) is much more complicated than (Pµ), we have no optimality condition
because of the bilinear term (α,F ) 7→ αψ(F ). Nevertheless, it is possible to obtain a solution
of (P2µ) by using a modified version of the algorithm given by Proposition 6. This Entropy
Regularization Algorithm (ERA) is
1. Initialization
Choose V ∈ Cn, l0 ∈ Cn, µ > 0, ǫ > 0, τ ∈]0, 1].
2. Iteration κ
(a) Compute g(lκ−1) = ψ[Γ(lκ−1)], where
Γ(lκ−1) : (θ, φ) 7→ exp
(
−1 + 2
µ
ψ∗[lκ−1](θ, φ)
)
.
(b) Compute δκ−1 =
Re(〈V,g(lκ−1)〉Cn )
〈g(lκ−1),g(lκ−1)〉Cn .
(c) Compute lκ = (1− τ)lκ−1 + τ(V − δκ−1g(lκ−1)).
3. Stopping criterion
If |lκ − lκ−1| < ǫ, then STOP, else κ := κ+ 1 and go to 2.
The symbols Re and 〈., .〉 denotes respectively the real part and the classical scalar pro-
duct. Prot et al. [42] have demonstrated the convergence of this algorithm whenever the
regularization parameter µ is chosen large enough. Moreover, if it converges to l∗ and δ∗
then (cδ∗,Γ(l∗)/c) is the unique solution of (P2µcδ∗) where c = ‖Γ(l∗)‖L1(E,R,σ). This algo-
rithm works perfectly well on numerical examples. Nevertheless we have not yet proved the
convergence for small values of µ [42].
We observed numerically that τ must be chosen small enough for the algorithm to
converge. Nevertheless since the speed of the algorithm is related to τ , we must choose
it as large as possible. The experience shows that a τ value smaller than 0.1 is sufficient
enough for the algorithm to converge rapidly. The choice of the regularization parameter
µ is done using the Morozov’s discrepancy principle [22], i.e. we choose µ in such a way
that the corresponding error in the data is equal to the noise level N > 0. Numerically, it
means that µ fit the Morozov’s discrepancy principle if the limit (δµ,Γ(lµ)) of the ERA ve-
rify 0.9N ≤ ‖V − δµψ[Γ(lµ)]‖ ≤ 1.1N . An iterative search is used to derive the µ value [42].
Hence we do not have to tune any parameter during the computation. The other initialization
parameters are set to ǫ = 10−7 and l0 = 0.
B.3 Results
B.3.1 Analysis of an ELF hiss event recorded by Freja
The entropy regularization algorithm has been applied to experimental data recorded by
the F4 wave experiment of the magnetospheric research satellite Freja. The F4 experiment
measures waveforms of three orthogonal magnetic components and one electric component.
The reader is referred to Holback et al. [20] for more details. The data were measured during
an intense emission of ELF hiss, on april 8, 1995, between 1548 and 1558 UT. Santol´ık
134 ANNEXE B. PROCEEDING WDS 2004
and Parrot [53] have made a plane wave analysis of this event and a WDF analysis on 6
points inside the ELF hiss spectrogram, from which the 6 spectral matrices we have used
are calculated. This event has been analyzed with the cold plasma approximation. We have
used the entropy regularization algorithm on strictly the same data to avoid any ambiguity
in the scientific interpretation of results. More precision about the integration kernel model
can be found in Santol´ık and Parrot [53]. As the spectral matrices are noisy and the level of
the noise is not the same on each component, a normalization of the spectral matrices has
been made to obtain the same order of magnitude of the error on each component. Figure
B.1 shows a typical representation of a WDF. It is the same representation used by Santol´ık
and Parrot [53].
B0
pi/2 0 pi/2 pi/2 pi/2pi
pi/2
pi/3
pi/6
0
φ pi/2 pi/3
pi/6
0
φ
θ θ
updown
(me
ridi
an)
z
y
x
θ
Φ
k
Fig. B.1 – Left : the polar θ and azimuthal angles φ in the coordinate system. Right :
representation of a WDF with a polar plot, the sphere is divided into two hemispheres, the
down hemisphere is for 0 ≤ θ ≤ π/2 whereas in the up hemisphere π/2 ≤ θ ≤ π. The
distribution of the energy on each hemisphere is represented with a gray color code, and with
contour lines. The WDF is normalized and the contour lines represent the levels ℓ6 , ℓ = 1, ..., 5.
We present the results obtained for 3 of the 6 spectral matrices. Figure B.2 shows the
results obtained with the ERA and the ones obtained by Santol´ık and Parrot [53] with the GP
and ME methods. For point 1 the three methods detect a peak in the downgoing direction.
The location of this peak is the same for the three methods. However the ERA gives a very
small peak in the upgoing direction. For point 2, the GP and ME solutions exhibit two peaks,
the primary one is in the downgoing direction and the other is less powerful and located in the
upgoing hemisphere. In the ERA solution, only one diffuse peak is actually obtained, in the
downgoing direction. In the other hemisphere the ERA solution is almost flat. Nevertheless,
it seems that at the location of the GP and ME secondary peak the ERA solution is also
a little bit more powerful. For point 5, the three methods detect a peak in the downgoing
direction. The ME peak is very sharp compared with the GP and ERA ones.
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Fig. B.2 – Direction of the k-wave vector derived from the Entropy Regularization Algo-
rithm, ERA (top), the method of gaussian peaks, GP (middle), and the maximum entropy
method, ME (bottom). The GP and ME Figures are borrowed from Santol´ık and Parrot [53].
The square in GP and ME Figures represents the direction computed under the plane wave
approximation.
B.3.2 Study of the ability to detect a plane wave
A statistical test has been made to see if the method is able to detect the direction
in which a single-plane wave propagates. For this, we have taken a random spectral matrix
corresponding to a plane wave of random direction (θi, φi) uniformly distributed on the sphere
and of random power. Then ERA has been applied. Finally, the direction of the most powerful
peak (θ′i, φ
′
i) is computed by derivation. To have a good statistical sample, this is done 1000
times. So 1 ≤ i ≤ 1000, and for each i the angular distance ǫi between the true and the
estimated direction is computed by
ǫi = arccos
[
cos(θi − θ′i) cos(φi − φ′i) + cos(θi) cos(θ′i)(1− cos(φi − φ′i))
]
. (B.5)
The results are shown in Figure B.3. The frequency of the measured angle error ǫi, and the
repartition function are plotted in panels a) and b), respectively. As shown in b), the direction
error is lower than 30◦ in almost 97% of the case.
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Fig. B.3 – Statistical results of the detection of 1000 random plane waves : a) is the distribu-
tion of the angle error ǫi, b) represents the repartition function of the angle error ǫi, c) and
d) are the plots of the errors ǫi as functions of angles θ
′
i and φ
′
i.
B.4 Discussion
In this paper we have presented the entropy regularization method developed by Prot
et al. [42] to compute the WDF from field measurements. We have done numerical tests
on experimental data coming from the Freja satellite, which have already been analyzed by
Santol´ık and Parrot [53].
Numerically, the entropy regularization algorithm, ERA, works satisfactorily for all the
spectral matrices computed on these data. Moreover, the process for computing the solution,
which is unique, is entirely automatic unlike both the gaussian peaks, GP, and maximum
entropy, ME, methods. The main role of the µ parameter is to ensure that the provided
solution remains stable with respect to a disturbance of the order of the noise level. The
Morozov’s discrepancy principle allow such a µ determination. This permits to choose µ
quickly and we obtain solution which are compatible with the other solutions displayed in
Figure B.2
The wave distribution function, WDF, obtained with the ERA fits well the solutions of the
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GP and ME methods. However, they are more diffuse. This can be explained by the entropy
maximization principle : the ERA solution is indeed known to contain less information. Figure
B.2 shows that the GP and ME methods give more precise information on the WDF. However
the initial problem being highly undeterminated, a WDF with a low information is always
preferable. This means that the ERA should be first used to give the global geometry of the
WDF, because no parameter adjustment and no truncation of the spectral matrix elements
are required, which are great advantages for statistical studies. Moreover, the results of section
B.3.2 show that globally the method is able to detect quite accurately (ǫi ≤ 30◦) the direction
of a plane wave. However, Figures B.3.c) and B.3.d) show that the accuracy of the detection
depends on the direction of the plane wave. We see that the method is less accurate when
the polar angle θ is near π/2. To perform more precise analyses, other methods such as the
GP and ME methods have then to be used provided enough information about the nature
of observed waves are available : for example, the expected number of wave components, the
energy distribution between these components, and the noise level.
I would like to thanks M. Bergounioux (University of Orle´ans, France), F. Lefeuvre and J.L. Pinc¸on
(CNRS, LPCE, France) for their very helpful remarks on this work.
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Abstract An ERA (entropy regularization algorithm) has been developed to compute
the wave-energy density from electromagnetic field measurements. It is based on the WDF
(wave distribution function) concept. To assess its suitability and efficiency, the algorithm is
applied to experimental data that has already been analyzed using other inversion techniques.
The FREJA satellite data that is used consists of six spectral matrices corresponding to six
time-frequency points of an ELF hiss-event spectrogram. The WDF analysis is performed on
these six points and the results are compared with those obtained previously. A statistical
stability analysis confirms the stability of the solutions. The WDF computation is fast and
without any pre-specified parameters. Although the entropy regularization leads to solutions
that agree fairly well with those already published, some differences are observed, and these
are discussed in detail. The main advantage of the ERA is to return the WDF that exhibits
the largest entropy and to avoid the use of a priori models, which sometimes seem to be
more accurate but without any justification.
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C.1 Introduction
The propagation direction of an electromagnetic wave in a homogeneous medium can be
modelled by the wave distribution function (WDF). The concept of WDF was introduced
in [61, 62, 63] to study the propagation of electromagnetic waves in plasma. It is a positive
function which represents the directional distribution of the electromagnetic wave energy.
The WDF F (θ, φ) is related to the estimated spectral matrix components Vij by the integral
equation over the unit sphere [0, π] × [0, 2π] :
Vij =
∫ π
0
∫ 2π
0
Qij(θ, φ)F (θ, φ) sin θ dθ dφ, (C.1)
where Qij : [0, π]× [0, 2π]→ C are the integration kernels. They correspond to the auto- and
cross-power spectra of the electromagnetic components of a plane wave in a given polarization
mode [28]. The kernels Qij are known analytical functions that depend on the ambient plasma
parameters. Their algebraic expressions in the cold plasma case are given in Storey and
Lefeuvre [63]. The angles θ and φ are defined in Figure C.1.
We want to compute the WDF from the spectral matrix V through equation (C.1). This
is clearly an ill-posed inverse problem, hence we must make further assumptions on F to
get a stable solution. There are many methods to solve this kind of inverse problem, for
example the method of maximum entropy (ME) of Lefeuvre and Delannoy [25, 26] in the
cold plasma case. This method was modified in Santol´ık [50] and Santol´ık and Parrot [52]
for a hot plasma, including Doppler effect. Another way to solve this inversion problem is to
choose a parametric model for the WDF and then to identify the parameters that best fit
the data. This identification is often made using a least-square minimization, for example,
in the Levenberg-Marquardt algorithm [41, 6].With this approach, Santol´ık used a Gaussian
peaks (GP) model [53] to solve equation (C.1). Nevertheless, some problems arise because
several parameters of the WDF models have to be fixed before starting computations. As a
consequence, numerous solutions are obtained and there is no way to determine which one is
the best.
The key step of Lefeuvre and Delannoy [26] maximum entropy method, is to orthogonalize
the kernels Qij and then to make a truncation in order to retain the dominant linearly
independent kernels. The discarded kernels are assumed “unimportant” for the wave analysis
due to their low eigenvalues. In this process, many components of the initial spectral matrix
are unfortunately lost.
In this paper, we use a new algorithm, called ERA (entropy regularization algorithm),
which is based on the concept of entropy minimization to find the propagation direction of an
electromagnetic wave. This method was developed in Prot et al. [42] for the case of a linear
inverse problem with finite dimensional data and a positivity constraint. The algorithm is
easy to use, the computations are fast and the resulting solutions minimize the entropy in
the probabilistic sense. Therefore, it partially fixes the non-linear dependence of the solution
introduced by entropic inversion methods. Prot et al. [42] tested the ERA in the case of
waves propagating in vacuum. Satisfactory results have been obtained for simulated noisy
spectral matrices. The ability of the ERA technique to detect a single plane-wave has also
been studied in the case of a cold plasma model Prot et al. [44].
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Regularization methods are widely used to solve ill-posed problems [65, 22]. The WDF
obtained by using entropy as the regularizing functional represents the minimum information
required to fit/explain the data [57, 37]. To ensure the stability of the solution, a regularization
parameter has to be fixed, and, unlike in the ME method, no data of the spectral matrix needs
to be rejected. In our computation, the regularization parameter is automatically selected in
accordance with the Morozov’s discrepancy principle [22].
The objective of the paper is to show the results obtained with the entropy regularization
method, ERA, applied for the first time to experimental data. The ERA method, as well as
the maximum entropy (ME) and Gaussian peaks (GP) methods are recalled in Section C.2,
for comparison. Section C.3 starts with a brief description of the FREJA magnetospheric
mission which provided the data used here. Then, a description of the ERA algorithm is
presented at the end of Section C.3. Finally, before the discussions and conclusions, the
FREJA data-analysis results are presented in Section C.4. In particular, the stability of the
resulting ERA solutions is statistically evaluated.
C.2 Methods
C.2.1 Description of two other WDF methods
The methods for computing the WDF considered here [50, 53], are based on least square fit
techniques. As parametric models of the WDF are used, the problem amounts to determining
the parameter values that best fit the data.
In his thesis, Santol´ık [50] used a model of Gaussian peaks (GP) to compute the WDF.
The main advantage of the GP is that it returns the best solution when the number of peaks,
i.e. the number of wave propagation directions is known in advance. For each peak, the energy,
the beam width, and the angles (θ, φ) that describe the propagation direction are computed.
It is worth noting that, with many (> 3) peaks, the obtained solution becomes unstable and
sometimes no solution at all is found. As the expected number of peaks is usually unknown,
the GP can not be used automatically in statistical analysis.
In the Lefeuvre and Delannoy method (ME) [24, 29, 26], the model for the WDF is chosen
to maximize the entropy. The only parameters to compute are the Lagrange multipliers of the
maximization problem. However, since the integration kernels are not linearly independent,
they have to be orthogonalized, and thus many dependent kernels have to be discarded
to obtain a stable solution. In this process, it is assumed that the discarded kernels are
insignificant for the wave analysis. In practice, the number of discarded kernels is fixed before
the computation, and the geometry of the solution turns out to depend on it. Storey [60]
has shown that some spectral matrices cannot be analyzed with this method because the
discarding process leads to WDF solutions that do not fit the measured spectral matrix. This
limitation has encouraged us to use a regularization technique that allows the whole initial
spectral matrix to be kept, with the solution regularized for stability.
In the literature, the GP and ME methods have not been used automatically, mainly
because some parameters have to be fixed before starting the computation. The ERA method
presented here, should, in principle, be well-suited for this kind of analysis. The details of GP
and ME methods are described in [26, 50, 53]. We can also mention the method of Oscarsson
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et al. [38], where an alternative form for the WDF is used, and is not comparable with the
one proposed here. The entropy regularization method presented here starts from a different
point of view. The main advantage of this point of view is that we do not have to choose any
model for the WDF or use a least square minimization. The solution is computed by solving
an optimization problem via an iterative algorithm.
C.2.2 Entropy Regularization
The regularization theory, used to solve ill-posed problems, is based on the use of a family
of operators indexed by a free positive parameter µ. When µ is small, the error in the solution
is small but the solution becomes strongly unstable. Conversely, the error increases with larger
µ but the stability is assured. So, a compromise between error and stability must be found.
A most often used method of regularization is the one of Tikhonov [65, 64]. For the sake of
simplicity, the spectral matrix V and the integration kernels are identified respectively as a
vector in Cn and a function Q : [0, π] × [0, 2π] → Cn. Tikhonov’s regularization principle is
to solve
min
F
εr(V, F ) + µ ‖F‖2 , F ≥ 0 (C.2)
where µ > 0 is the regularization parameter, εr(V, F ) is the error in the data
εr(V, F ) :=
∥∥∥∥V −
∫ π
0
∫ 2π
0
Q(θ, φ)F (θ, φ) sin θ dφ dθ
∥∥∥∥2
Cn
.
The strict convexity of the functional norm ‖F‖2 := ∫ π0 ∫ 2π0 |F (θ, φ)|2 sin θ dφ dθ will ensure
the stability of the solution. Unfortunately, it does not guarantee that the resulting WDF is
positive, therefore it cannot be used for our purpose.
The entropy regularization principle is quite similar, but here the entropy, instead of the
norm, is used as a regularizing functional. The entropy is based on the concept of the relative
information content. Shore and Johnson [57] have shown that for two probability densities f
and g, the information content I(f, g) of f relative to g can be quantified by
I(f, g) :=
∫ π
0
∫ 2π
0
f(θ, φ) ln
f(θ, φ)
g(θ, φ)
sin θ dφ dθ. (C.3)
The entropy of a probability density is then defined by −H := −I(f, g¯), where g¯ is the non-
informative probability density, i.e. g¯ is the density of a the noise in the physical system.
Since isotropy is assumed for the determination of the wave-energy density, g¯ is assumed to
be constant. Hence the entropy is defined by
−H(F ) := −
∫ π
0
∫ 2π
0
F (θ, φ) lnF (θ, φ) sin θ dφ dθ. (C.4)
Using H as a regularizing functional has advantages ; it leads to a smooth and positive
solution, which is well suited in our framework. Moreover, the minimization of H flattens the
solution. In fact, when µ→ +∞ the resulting solution becomes constant, which means that
we have only trivial information about the variations in the wave-energy density.
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The use of the entropy to solve an ill-posed problem is now a standard method in image
restoration [41], radio astronomy, seismology, and many other applications [58]. According
to [37], the minimization of entropy functional can be used in the WDF computation to
reproduce the structures required by the data in the wave-energy density, with suppressed
spurious peaks. Thus, we need to solve
min
F
ε(V, F ) + µH(F ) , F ≥ 0. (C.5)
This optimization problem has a unique solution for all µ [1], denoted by Fµ. Amato and
Hughes [1] and Engl and Landl [16] have shown the convergence of Fµ to the solution of
maximum entropy, as µ→ 0. In our case, to ensure the stability of solution, the regularization
parameter µ cannot be chosen too small. A fixed-point algorithm has been investigated in
Prot et al. [42] to solve (C.5) for large µ. This algorithm leads to a smooth solution.
As already stated, the regularization parameter µ > 0 must be chosen sufficiently small
to get a low error εr(V, Fµ), but it should be chosen large enough for the stability of the
solution Fµ. The method used to choose µ will be described in Subsection C.2.3.
In fact, −H is not the entropy in the probabilistic sense since the WDF F is not a pro-
bability density on [0, π]× [0, 2π]. This implies that the solution Fµ is not linearly dependent
on the data V . Indeed, for the spectral matrix V ′ = λV , the solution of (C.5) is not λFµ.
This is very annoying since the data are always scaled for numerical computations. That is
why we have modified the optimization problem to minimize the entropy in the probabilistic
sense. Thus, the new optimization problem becomes{
min(α,f) ε(V, αf) + µH(f)
f ≥ 0, ∫ π0 ∫ 2π0 f(θ, φ) sin θ dφ dθ = 1, α > 0 . (C.6)
In this problem α represents the power of the electromagnetic wave and f the probability
distribution of the wave direction. The function f is a probability density because of the
integral constraint. From this point of view, the WDF of the wave is actually F = αf .
The minimization problem (C.6) is much more difficult to solve than (C.5). We do not
have a guaranteed optimality condition for this problem since the cost function is not convex
and the solution may not be unique. Nevertheless [42] have established an iterative algorithm
to compute a local solution of (C.6). This entropy regularization algorithm is as follows.
1. Initialization
Choose V ∈ Cn, l0 ∈ Cn, µ > 0, ǫ > 0, τ ∈]0, 1].
2. Iteration κ
(a) Compute
g(lκ−1) :=
∫ π
0
∫ 2π
0
Q(θ, φ)Γ(lκ−1)(θ, φ) sin θ dφ dθ
where
Γ(lκ−1) := exp
(
−1 + 2
µ
ψ∗[lκ−1](θ, φ)
)
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and
ψ∗[l](θ, φ) :=
n∑
j=1
ljQj(θ, φ).
(b) Compute δκ−1 :=
Re(〈V,g(lκ−1)〉Cn)
〈g(lκ−1),g(lκ−1)〉Cn .
(c) lκ = (1− τ)lκ−1 + τ(V − δκ−1g(lκ−1)).
3. Stopping criterion
If |lκ − lκ−1| < ǫ, then STOP, else κ := κ+ 1 and go to 2.
Suppose that ακ → α and lκ → l then (α∗, F ∗) is a local solution of (C.6) [42], where
α∗ =
α∫
S Γ(l) dσ
and
F ∗ =
Γ(l)∫
S Γ(l) dσ
The convergence of this algorithm has been proved when the regularization parameter is
chosen large enough [42]. However, we do not know whether it converges for every values of
µ > 0, but it does work well numerically. We need a small parameter τ for the convergence
of the algorithm, but it should not be too small to ensure fast computations. The choice of τ
does not affect the solution but small values slow down the computation. In our algorithm,
the parameter τ is computed automatically by the following rule : if ERA diverges, i.e.
if ‖lκ+1 − lκ‖ > ‖lκ − lκ−1‖, we let τn+1 = rτn where 0 < r < 1 and then restart the
computation until it converges. After this, to refine the value of τ , we use a linear search,
choosing the largest parameter {[(N−k)rτ+kτ ]/N ; k = 0, ...,N−1} for which ERA continues
to converge.
We must now check if the nonlinearity problem introduced by the entropy is actually
solved. By taking the data V ′ = λV for λ > 0 we see from the minimization problem (C.6),
that the corresponding solution is nothing but (λα∗, F ∗) for the regularization parameter
µλ2. [42] have shown that this remains true for the local solution computed by the ERA. In
the next section, this algorithm will be used to compute the WDF using the measurements
from the FREJA satellite. However, a rule to find an appropriate regularization parameter
has to be defined.
C.2.3 Choice of the regularization parameter
The choice of the regularization parameter is an intricate problem since we must trade
off between the error and stability of the solution. For the stability of the solution µ must
not be too small, whereas for a small error of fit this parameter must not be too large. In our
computation, the Morozov’s discrepancy principle will be used to automatically choose this
parameter. Essentially, solutions whose errors of fit are smaller than the measured noise level
cannot in any way be considered as valid.
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Let µ > 0, and denote by (αµ, Fµ) the obtained solution of (C.6). Suppose that the noise
level in the data is δ > 0, then choose the regularization parameter µ > 0 such that εr(V, Fµ) =
δ. However, numerically, an equality is too restrictive. A µ that satisfies εr(V, Fµ) ≤ δ± 10%
is acceptable. To find such a µ we use the fact that µ 7→ εr(V, Fµ) is quite linear for small µ.
More precisely, our rule will be
1. Choose µ0 > 0
2. Compute Fµk
3. If εr(V, Fµk ) = δ ± 10% STOP else
µk+1 = εr(V, Fµk )
δ
µk
and go to 1.
In fact, δ is not exactly the noise level, it is the estimation of the statistical error in the
spectrum values. The number δ is computed when the estimation of the spectral matrix is
done.
C.2.4 Stability Analysis
In Subsection 2.3 we have described how the regularization parameter µ in the algorithm
is determined. In fact, µ is chosen such that the error in the data is equal to δ ± 10%. We
know that for all µ > 0 the solution varies continuously as a function of the data, but a
small perturbation of the spectral matrix could lead to a huge modification of the solution.
To verify and quantify this, some statistical tests have to be done.
For this purpose, perturbed spectral matrix VN := V + N must be created, where V is
the measured spectral matrix, N is the perturbation matrix (N = bb∗), with b a random
Gaussian vector. Then the energy perturbation, C1, and the variation for each points of the
perturbed solution, C∞ : [0, π]× [0, 2π]→ R+, can be computed from the perturbed solution
FN . C1 and C∞ are given by :
C1 :=
∫ π
0
∫ 2π
0 |F (θ, φ)− FN (θ, φ)| sin θ dφ dθ
‖V − VN‖ , (C.7)
C∞(θ, φ) :=
|F (θ, φ)− FN (θ, φ)|
‖V − VN‖ . (C.8)
The process is then repeated for a large number of random Gaussian vectors b. From the C1
sample thus obtained, the expectation, the variance, and the quantity V1(δ) that represents
the relative power error of the perturbed solution are computed. V1(δ) is defined as
V1(δ) :=
E(C1)
√
δ∫ π
0
∫ 2π
0 |F (θ, φ)| sin θ dφ dθ
, (C.9)
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and expressed in percent. In addition, from the expectation of the C∞ sample, a map of the
averaged variation of the perturbed WDF can be plotted on the sphere [0, π]× [0, 2π].
In Lefeuvre and Delannoy [26], the stability of the solution is expressed in terms of the
ratio of the mean-square error in the solution to the mean-square value of the solution itself.
Instead of this stability parameter, we have chosen to use C1. The main reason for this choice
is that C1 has the dimension of an energy, while the stability parameter in Lefeuvre and
Delannoy [26] is related to the square of the energy, which is less convenient. The number
C1 and the function C∞ : [0, π]× [0, 2π]→ R+ allow the stability of the solution, namely the
WDF, to be quantified from two opposite points of view. Unlike C1, which is a global estimator
of the stability, the function C∞ indeed measures the local deviation of the perturbed WDF
compared with the non-perturbed solution. It is noteworthy that it becomes possible to
highlight the place where the solution is the most unstable from the expectation of C∞, as
we will see in Section C.4.2.
C.3 ERA Implementation on the FREJA Data
FREJA is a low-altitude magnetospheric research satellite. The F4 onboard wave expe-
riment [20] measured waveforms of three orthogonal magnetic components and one electric
component received by a spinning antenna. The F4 experiment has observed an intense emis-
sion of ELF hiss on April 8, 1995, between 1548 and 1558 UT. Santol´ık and Parrot [53] have
made a plane-wave analysis of this event and a WDF analysis on six different points of the
ELF hiss spectrogram.
For our WDF analysis we use the same data as Santol´ık and Parrot [53], that is, the six
spectral matrices and the six error matrices corresponding to the six points in the spectro-
gram. Since FREJA measured three magnetic and one electric components, the spectral and
the error matrices are 4× 4. These matrices are identified as vectors in C16 and denoted by
vk ∈ C16 for the spectral matrices and by ek ∈ C16 for the measurement-error matrices for
points k = 1, ..., 6. The measurement-error matrix is needed since we do not have the same
quality of measurement on each of the antennae. The error matrix is computed using the
statistical standard deviation of the spectral values.
We also use the same integration kernels as in Santol´ık and Parrot [53]. These kernels
have been computed according to a assumed plasma model. They use the cold plasma ap-
proximation with the hypothesis of a collisionless, singly-ionized oxygen-hydrogen plasma
with 5% fraction for the hydrogen. The composition of the plasma is rather important since
the frequency of the waves is lower than 2fH+ , where fH+ is the proton gyrofrequency. The
right-hand polarization mode has been used to compute these kernels for frequencies above
fH+ because this mode is the only one expected in a cold plasma at these frequencies [59]. We
denote by qk : S → C16 the computed integration kernels corresponding to points k = 1, ..., 6.
To take into account the measurement-error matrix, the data and the integration kernels
are normalized. More precisely, for all i = 1, ..., 16, we let
V k =
(
vki
eki
)
∈ C16 and Q¯k =
(
qki
eki
)
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be the normalized spectral matrix and the normalized integration kernel. The goal of this
normalization is to have the same order of error in each of the spectral matrix components.
As a consequence, the noise level of the normalized data becomes δ = 16.
As the kernel values often vary over a large range, for good computational performance
it is necessary to scale them by letting Qk = 10−βQ¯k such that 1 ≤ max |Qki | ≤ 50 for all
i = 1, ..., 16. The β values for each of the six points are given in Table C.1.
The FREJA F4 data is first transformed into the same coordinate system as used in
Santol´ık and Parrot [53] ; the z axis is parallel to the earth magnetic field, and the x axis
points toward the direction of decreasing magnetic latitude in the magnetic meridian plane
(see Figure C.1). The k wave-normal direction is determined by the angles θ (polar) and φ
(azimuthal).
k
B0
(me
ridi
an)
z
y
x
θ
φ
Fig. C.1 – The polar θ and azimuthal φ angles in the spacecraft coordinate system.
C.4 FREJA data analysis results
As mentioned before, the ERA algorithm has been applied to the same six time-frequency
points as in Santol´ık and Parrot [53]. The same graphical representation is also used, for easy
comparison. An example of this is given in Figure C.2, which is a spherical plot of the WDF
value as a function of 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π. In the northern hemisphere (left plot) θ
varies from 0 to π/2, while in the southern one (right plot) it runs over [π/2, π].
In our computations, the parameter ǫ used in the stopping criterion and the first step
of the algorithm are set at 1e − 7 and 0. All the computation have been made with the
scientific software MATLAB R© on an Apple ibook G3 700MHz. The computation times
are variable depending of the integration kernel, the data and the algorithm parameters.
Generally, computations are quite fast and the solutions are obtained in a few seconds. For
example, the stability computations described in the previous section took approximately one
hour for 1000 computed solutions.
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Fig. C.2 – Example of WDF graphical representation. θ is the polar angle and φ the azimuthal
angle. The left hemisphere is for downgoing waves and the other for upgoing ones. Contours
are shown with the dashed line, which correspond to the values of {1/6, 2/6, ..., 5/6}. This
example shows the obtained WDF for point 1 with µ = 20.
C.4.1 Computed WDF
In Figure C.3, are displayed the WDFs for each of the six FREJA time-frequency points,
computed using the following three methods (from top to bottom) : the entropy regularization
algorithm (ERA), the Gaussian peaks method (GP) and the maximum entropy technique
(ME). The level contours around the WDF peak are superimposed, and are shown as dashed
lines in the ERA plots and as solid lines in the GP and ME plots.
On the whole, the ERA solutions turn out to be more spread out than both the ME
and GP solutions, nevertheless there are no large discrepancies among all these solutions.
If we now look at the various solutions in greater detail, there are actually some significant
differences.
For the first point, the plane wave analysis made by Santol´ık and Parrot [53], returns a
downgoing wave at θ ≈ 30◦, φ ≈ 45◦ with a high degree of polarization. As shown in the top-
left panel of Figure C.3, the GP and ME solutions exhibit a sharp peak in almost the same
position which is also in fairly good agreement with the position obtained by the plane-wave
analysis. If we now look at the ERA solution, it becomes clear that the main peak occurs at
the right place (θ ≈ 14◦, φ ≈ 43◦) in the northern hemisphere (downgoing waves). But there
is also another peak in the opposite direction (southern hemisphere) although of much lower
power.
For point 2, the plane wave analysis [53] gives a nearly field aligned downward propagation,
with a low degree of polarization. The ERA predicts a very broad peak in the downgoing
direction, at θ ≈ 33◦, φ ≈ 63◦. This peak fits well the primary peak of the other methods.
However, in the GP and ME solutions, a secondary peak, well defined in the GP and quite
questionable in the ME solution, is observed in the southern hemisphere. In the ERA, no
such peak is predicted, but at most an increase of the energy occurs almost at the same
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place (90◦ ≤ θ ≤ 140◦, 30◦ ≤ φ ≤ 120◦). Let us note that the ERA solution reflects the low
degree of polarization found in the plane-wave analysis [53], which means that the associated
electromagnetic wave is supposed to propagate in many directions.
Point 3 turns out to be quite similar to point 1, and the results obtained by the three
methods confirm this similarity. Again, a secondary peak is only seen in the ERA solution
in the opposite direction of the main peak. Point 4 looks like point 2, where the downgoing
and upgoing waves play symmetrical roles. In other words, the main peak is observed in the
southern hemisphere for point 4 while it is in the northern hemisphere for point 2.
For points 5 and 6, a main peak is predicted by the three methods (θ ≈ 60◦ and φ ≈ 201◦
for point 5, and θ ≈ 108◦ and φ ≈ 200◦ for point 6, from the ERA solutions). There are no
major discrepancies among the results obtained from the ERA, GP and ME techniques.
C.4.2 Stability Analysis
The results of stability test described in Section C.2.4 are as follows. The 1000 com-
putations of perturbed solutions for all the six spectral matrices corresponding to the six
points have been done in order to get a significant sample without excessive computation
time. It took about one hour of computation for each point. In order to have perturbations
of the same order as the noise level, which is about δ = 16 according to the data norma-
lization (see Section C.3), the variance of the Gaussian vector b has been fixed such that
E(‖V − VN‖) = E(‖bb∗‖) ≈ 10. Nevertheless, as the variance is quite large, perturbations of
the order of 60 instead of 10 are often observed.
For all of the six points, an averaged energy perturbation V1(δ) of about 21% is observed
(see Table C.1), which is a good result. The least energy perturbation is observed for point 2
whereas the most intense energy perturbation arises for point 1. The plots of the expectation
of C∞ for each of the six points are given in Figure C.4. In this Figure, the WDF and the
expectation of C∞, called ERROR, are plotted using the usual spherical representation. In
addition, the scale factor ζ between the WDF and the ERROR is given in each of the six
panels corresponding to the six analyzed points. The ζ values are also given in Table C.1.
As seen in Figure C.4 as well as in Table C.1, the local stability of the solutions is quite
acceptable (ζ less than 7%) and the ERROR increases with the WDF value. As shown in
Table C.1, the highest value of V1(δ) is the one for point 1. As 26% is not a high value, the
solution remains stable. This is confirmed by choosing a higher value of µ and looking at the
solution. Figure C.2 shows the WDF for point 1 for a doubled value of µ. The peak is again
at the same place and, as expected, the solution does not differ significantly from the one in
Figure C.3 (top-left panel).
C.5 Discussion and Conclusions
In a previous paper Prot et al. [42], a new inversion procedure was proposed to determine
the wave energy density of electromagnetic fields. The wave distribution function, WDF,
a concept introduced thirty years ago in Storey and Lefeuvre [61] was chosen due to its
ability to handle continuum plane-wave distributions. The WDF determination from field
measurements implies that a highly indeterminate and ill-posed problem has to be solved.
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Several inversion techniques have been developed in the past, but very few of them may be
applied generally. Often, some parameters have to be chosen quite arbitrarily and some a
priori information has to be introduced. The entropy regularization algorithm, ERA, was
therefore developed to overcome some of these limitations. In this paper, the ERA has been
applied to the FREJA F4 experiment electromagnetic field measurements and the results
compared with those produced by two other techniques, the maximum entropy, ME, and the
Gaussian peak, GP, already published in Santol´ık and Parrot [53].
Overall, there is no contradiction between the ERA solutions and those computed in
Santol´ık and Parrot [53]. Globally, ERA solutions are more spread out which is expected
for entropy maximization procedures. This is indeed compatible with the idea of a solution
with minimal “information”. Let us also note that a solution with high variations (a very
sharp peak) and thus large information is in contradiction with a problem which is, originally,
highly indeterminate.
As shown in Figure C.3, for points 2 and 4, the ERA solutions exhibit a fairly constant
energy in all directions, while with the two other methods, two better defined and stronger
peaks are found. According to Santol´ık and Parrot [53] the polarization degree is rather low,
which is in favour of the ERA solution. Moreover, in the GP method, the a priori existence
of two peaks has been imposed, which implies a lower entropy of the solution than the one
for the ERA. This is also the case for the ME method. Although the existence of two peaks is
not imposed in the ME, the entropy increase is due to the fact that the entropy minimization
is done with a higher level of constraints than for the ERA.
From this we conclude that the ME and GP solutions, which appear to be more accurate,
cannot be considered as better solutions than the ERA without any extra information about
the shape of the wave energy-density. This is because the ERA maximizes the entropy and
therefore minimizes the information content in the solution. We should also note that the
secondary peak that is observed in the GP and, to a lesser degree, in the ME methods is also
detected by the ERA as an increase of the energy density. The total energy of this wave is
of the same order as the one given by the ME and GP, the only difference with the ERA
solution is that its energy density appears as more concentrated.
At this stage of the discussion, it is worth noting that in regularization theories, a family
of operators with a free parameter, µ > 0, is used. For a small µ the solution produced has a
small error of fit but is highly unstable. Conversely with a larger µ, the solution will deviate
from the original data, but its stability will be ensured. In other words, a compromise has to
be found between the error of fit and stability, by selecting a suitable value of µ. This is done
automatically in the ERA, according to the Morozov’s discrepancy principle, which merely
requires that a solution whose error of fit is smaller than the noise level has to be rejected.
As a consequence, it is always possible to choose µ values lower than the one given by the
Morozov’s principle in order to get solutions quite similar to the ones given by the GP and
the ME techniques, knowing that their stability will be worse.
Although the stability of the solutions obtained to fit the FREJA data is controlled by the
ERA algorithm, a statistical study has been performed to quantify it as a whole and point
by point. To do this, the spectral matrices have been perturbed and the resulting energy
deviation and the variation for each points of the WDF have been estimated. On the average,
and for the six events considered in this study, the energy deviation turns out to be near
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20%, while the variation for each points of the WDF is less than 7%.
As a final conclusion, we have shown that the entropy regularization algorithm, ERA, is
well suited to analyze wave characteristics in space plasmas. It allows the wave distribution
function, WDF, to be computed and, in particular, the wave propagation direction to be
determined. Unlike other methods, such as the maximum entropy, ME, and Gaussian peaks,
GP, the ERA does not need any assumptions, for example, about the shape of the WDF
and/or the significance of the integration kernels. Therefore, a good strategy in analyzing a
large amount of data, is first to apply the ERA to detect the wave events we are interested in,
and then to use other techniques, for example the GP and/or ME, to refine the diagnostics
of these waves. Alternatively, the ERA can also be used in the diagnostics refinement step
by choosing the appropriate value of the regularization parameter µ.
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Point N◦ 1 2 3 4 5 6
Time UT 15 :49 :15 15 :52 :43 15 :52 :43 15 :54 :59 15 :54 :59 15 :55 :53
Frequency[Hz] 688 608 736 576 800 624
WDF
β 13 11 11 12 15 12
Energy 2.98 2.83 0.58 9.90 3.62e-1 9.98e-1
Min 4.61e-2 7.19e-2 3.56e-3 3.01e-1 1.72e-3 6.30e-3
Max 1.38 0.61 3.64e-1 2.35 2.42e-1 8.61e-1
Statistics
E(C1) 1.97e-1 1.14e-1 2.93e-2 5.01e-1 1.97e-2 5.01e-2
V ar(C1) 8.76e-4 3.54e-4 2.17e-5 8.92e-3 1.25e-5 1.02e-4
V δ1 26.4% 16.1% 20.2% 20.2% 21.7% 20.08%
ζ 0.0694 0.0695 0.0353 0.0372 0.0332 0.026
Tab. C.1 – Results obtained for each point. 10−β is the scale factor used for the integration
kernel. The Power, Min and Max are respectively the energy, the minimum and the maximum
of the WDF. For each point we have the results of the stability analysis : the expectation
and the variance of C1, the relative energy error V
δ
1 and the factor ζ between the WDF and
the expectation of C∞
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Fig. C.3 – Results obtained by ERA (top) for the six spectral matrices. The graphical
representation is similar to that in [50]. The wave-energy density is coded as in Figure B.1. The
WDF computed by the Maximum Entropy (bottom) and Gaussian Peaks (middle) methods
for the points 1, 2 and 4. Borrowed from [53].
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Fig. C.4 – Results of the stability analysis. For each point the plots show the WDF and
the local error, which is the expectation of C∞. The scale factor between the WDF and the
ERROR is given by the number ζ.
Annexe D
Programmes
Les algorithmes de re´gularisation entropique de´veloppe´s dans la Section 3.4, ont e´te´ pro-
gramme´s en langage MATLAB. Nous avons fait un programme par algorithme, ces pro-
grammes ont e´te´ appele´s ERA I et ERA II. La description comple`te de ces programmes sera
donne´e dans la section suivante. Ce sont ces programmes que nous avons utilise´ pour calculer
la fonction de distribution des ondes dans le cas des donne´es synthe´tiques et des donne´es
FREJA au Chapitre 5. Ces programmes ont e´te´ de´veloppe´s pour le calcul de la FDO, la
proce´dure d’inversion est donc pre´vue pour de´terminer une fonction de´finie sur la sphe`re
unite´ de R3.
Dans la Section D.1 nous de´crirons les programmes qui ont permis d’adapter les donne´es
de FREJA aux programmes ERA I et ERA II. Les donne´es de l’expe´rience sont stocke´es dans
des fichiers textes formate´s pour eˆtre utilise´ dans le programme de Santol´ık [50]. Nous avons
donc fait des proce´dures MATLAB afin de lire les donne´es dans ces fichiers et de les mettre
en forme pour les utiliser dans les programmes ERA I et ERA II.
D.1 Programme ERA I et ERA II
Les programmes ERA I et ERA II sont quasiment identiques, la Figure D.2 montre com-
ment sont organise´ les fichiers du programmes. Ces programmes ont e´te´ de´pose´s sur le serveur
CIEL :
http :/ciel.ccsd.cnrs.fr/
D.1.1 Description des fichiers
La Figure D.2 montre le diagramme de fonctionnement des programmes ERA I et ERA
II. La proce´dure a` suivre pour faire fonctionner le programme est la suivante :
– Le premier programme a` lancer est LEG RUN.m, il fait appel a` LEG GAUSS.m qui est
une fonction servant pour calculer les poids et les points d’inte´gration de Legendre
Gauss [19]. Ces points sont calcule´s pour quatre niveaux de discre´tisation. Ceux qui
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LEG_RUN.m
KER.MAT
PARAM.MAT INVERT.MAT COMPUTED.MAT
PRE_RUN.m RUN.m INVERT.m MATRICE_INT.m
LEG_GAUSS.mLEG_GAUSS
NOYAU_INT
ERA_I
AIJK.m NOYAU.m
LEG_GAUSS.MAT
Fig. D.1 – Contenus du dossier ERA I, avec la disposition des diffe´rents fichiers du programme.
ont moins de points serviront pendant les calculs alors que les grilles plus fines seront
utilise´es pour les repre´sentations graphiques. Ces donne´es sont ensuit sauvegarde´e dans
le fichier LEG GAUSS.MAT.
– Le second programme a` exe´cuter est NOYAU.m, il utilise les points d’inte´grations du
fichier LEG GAUSS.MAT Pour calculer les noyaux d’inte´grations du vide sur les quatres
niveaux de discre´tisation. La fonction AIJK.m calcule ces noyaux d’inte´gration et les
retourne au programme qui sauve ces donne´es dans le fichier KERN.MAT.
– Ensuite le programme PRE RUN.m collecte les donne´es des fichiers LEG GAUSS.MAT et
KERN.MAT et les mets en forme pour la proce´dure d’inversion pour le niveau de discre´-
tisation choisi. Toutes ces donne´es sont enregistre´es dans le fichier INVERT.MAT.
– Enfin le programme RUN.m lit les donne´es pre´pare´es, contenant les noyaux d’inte´gra-
tion, dans le fichier INVERT.MAT. La matrice spectrale et les parame`tres d’initialisations
de l’algorithme sont lus dans le fichier PARAM.MAT. La fonction MATRIX INT fournit la
matrice utilise´e pour le calcul des inte´grales dans le programme. La fonction INVERT.m
n’est rien d’autre que l’algorithme d’inversion. La solution du proble`me inverse est
sauve´e dans le fichier COMPUTED.MAT.
D’une manie`re ge´ne´rale, dans tout les programmes, les fonctions de deux variables, comme
la FDO ou` les noyaux d’inte´gration, sont mis en forme de vecteurs plutoˆt que comme une
matrice. Pour cela on met bout a` bout les lignes de la matrice. Il n’y a qu’a` la fin du programme
RUN.m que la FDO est remise sous la forme d’une matrice pour tracer les graphiques.
Dans le fichier LEG GAUSS.MAT les poids et les abscisses d’inte´grations sont stocke´s res-
pectivement dans les variables Xij et Wij ou` i = 1, ..., 4 correspond a` la finesse de la grille de
discre´tisation, j = 1 pour l’inte´gration de l’angle polaire θ ∈ [0, π] et j = 2 pour l’inte´gration
de l’angle azimutal φ ∈ [0, 2π].
La matrice spectrale V est stocke´ dans le fichier PARAM.MAT ainsi que les parame`tres d’ini-
tialisations de l’algorithme : epsil pour la variable ε, mu pour le parame`tre de re´gularisation
µ, factk pour τ−1, DELT pour le niveau de bruit δ > 0 et NUM correspond au nombre de
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“meilleurs” parame`tres τ teste´s.
Le fichier INVERT.MAT contient les noyaux d’inte´gration pour deux niveaux de discre´tisa-
tion : Ker et Ker2. Ce sont des matrices de taille DφDθ × n ou` Dφ et Dθ sont le nombre de
points de discre´tisation utilise´s dans chacune des directions et n est juste la dimension du
vecteur V.
Pour utiliser le programme avec un mode`le autre que les noyaux du vide, il faut simplement
fournir le fichier KERN.MAT contenant les noyaux adapte´s aux points de discre´tisation de
Legendre-Gauss.
D.1.2 Listings des programmes
%%%%%%% LEG_GAUSS.m %%%%%%%%%%
function [w,x]=LEG_GAUSS(n,a,b)
x1=a;x2=b;
x=[];
w=[];
EPSIL=10^(-11);
m=(n+1)/2;
xm=(x2+x1)/2;
xl=(x2-x1)/2;
for ii=1:floor(m)
z=cos(pi*(ii-0.25)/(n+0.5));
z1=z+1;
while abs(z-z1)>EPSIL
p1=1;
p2=0;
for jj=1:n
p3=p2;
p2=p1;
p1=((2*jj-1)*z*p2-(jj-1)*p3)/jj;
end;
pp=n*(z*p1-p2)/(z*z-1);
z1=z;
z=z1-p1/pp;
end;
x(ii)=xm-xl*z;
x(n+1-ii)=xm+xl*z;
w(ii)=2*xl/((1-z*z)*pp*pp);
w(n+1-ii)=w(ii);
end
%%%%%% LEG_RUN.m %%%%%%%%%%%
%% pas d’integration 10 20
display(’* Abscisses et poids pour N1=10, N2=20 *’);
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Fig. D.2 – Diagramme du programme ERA
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[w,x]=LEG_GAUSS(10,0,pi);
W11=w;
X11=x;
[w,x]=LEG_GAUSS(20,0,2*pi);
W12=w;
X12=x;
%% pas d’integration 20 40
display(’* Abscisses et poids pour N1=20, N2=40 *’);
[w,x]=LEG_GAUSS(20,0,pi);
W21=w;
X21=x;
[w,x]=LEG_GAUSS(40,0,2*pi);
W22=w;
X22=x;
%% pas d’integration 40 80
display(’* Abscisses et poids pour N1=40, N2=80 *’);
[w,x]=LEG_GAUSS(40,0,pi);
W31=w;
X31=x;
[w,x]=LEG_GAUSS(80,0,2*pi);
W32=w;
X32=x;
%% pas d’integration 64 128
display(’* Abscisses et poids pour N1=64, N2=128 *’);
[w,x]=LEG_GAUSS(64,0,pi);
W41=w;
X41=x;
[w,x]=LEG_GAUSS(128,0,2*pi);
W42=w;
X42=x;
display(’* termine *’);
save ’LEG_GAUSS.mat’ W11 W12 W21 W22 W31 W32 W41
...W42 X11 X12 X21 X22 X31 X32 X41 X42;
display(’* Sauvegarde dans le fichier LEG_GAUSS.mat *’)
%%%%%% aijk.m %%%%%%%%%
function [V]=aijk(theta,phi,beta,modp)
e(1)=modp*exp(i*beta)*sin(phi)+cos(theta)*cos(phi);
e(2)=-modp*exp(i*beta)*cos(phi)+cos(theta)*sin(phi);
e(3)=-sin(theta);
e(4)=-modp*exp(i*beta)*cos(phi)*cos(theta)+sin(phi);
e(5)=-(modp*exp(i*beta)*cos(theta)*sin(phi)+cos(phi));
e(6)=modp*exp(i*beta)*sin(theta);
for ii=1:6
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for jj=1:6
V((ii-1)*6+jj)=e(ii)*conj(e(jj));
end;
end;
%%%%%%% NOYAU.m %%%%%%%%%%%%%%%%%%
display(’* Calcul des noyaux *’);
beta=1;modp=1;
load(’../LEGENDRE_GAUSS/LEG_GAUSS.mat’);
display(’* Noyau Ker1 (N1=10,N2=20) *’);
Ker=[];
for ii=1:10
for jj=1:20
theta=X11(ii);
phi=X12(jj);
[V]=aijk(theta,phi,beta,modp);
Ker=[Ker,V.’];
end;
end;
Ker1=Ker;
display(’* Noyau Ker2 (N1=20,N2=40) *’);
Ker=[];
for ii=1:20
for jj=1:40
theta=X21(ii);
phi=X22(jj);
[V]=aijk(theta,phi,beta,modp);
Ker=[Ker,V.’];
end;
end;
Ker2=Ker;
display(’* Noyau Ker3 (N1=40,N2=80) *’);
Ker=[];
for ii=1:40
for jj=1:80
theta=X31(ii);
phi=X32(jj);
[V]=aijk(theta,phi,beta,modp);
Ker=[Ker,V.’];
end;
end;
Ker3=Ker;
display(’* Noyau Ker4 (N1=64,N2=128) *’);
Ker=[];
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for ii=1:64
for jj=1:128
theta=X41(ii);
phi=X42(jj);
[V]=aijk(theta,phi,beta,modp);
Ker=[Ker,V.’];
end;
end;
Ker4=Ker;
display(’* Fin des calculs *’);
save ’KERN.mat’ Ker1 Ker2 Ker3 Ker4;
display(’* Donnees sauvegardees dans le fichier KERN.mat *’)
%%%%%%%%% PRE_RUN.m %%%%%%%%%%%%%%
load(’NOYAU_INT/KERN.mat’);
disp(’* Lecture des Noyaux *’);
Ker=Ker2;
Ker2=Ker4;
load(’LEGENDRE_GAUSS/LEG_GAUSS.mat’);
W2=W21;
W4=W22;
L=length(W2);
disp(’* Modifications des noyaux *’)
for ii=1:L
W2(ii)=W2(ii)*sin(X21(ii));
end;
disp(’* Fin des calculs *’);
save ’INVERT.mat’ W2 W4 W41 W42 Ker Ker2;
disp(’* Donnees sauvees dans INVERT.mat *’);
%%%%%%%% MATRIX_INT.m %%%%%%%%%%%%%%%%%
function [Matr]=MATRIX_INT(W2,W4)
N1=length(W2);
N2=length(W4);
Matr=[];
for i=1:N1
Lig=[zeros(N2*(i-1),1);W4’;zeros(N2*(N1-i),1)];
Matr=[Matr,Lig];
end;
Matr=sparse(Matr);
%%%%%%%%% INVERT.m %%%%%%%%%%%%%%%%%%%%%%%%
function [lambda,nbiter,NNN]=INVERT(lambda
...,X,mu,Matr,factk,epsil,W2,Ker)
162 ANNEXE D. PROGRAMMES
nbiter=0;
komp=1000000;
nnn=epsil+1000000;
nlast=nnn+1;
NNN=[];
while (epsil<nnn)&(nlast>nnn)
in=2/mu*real(Ker’*lambda)-1;
wdf=exp(in);
s=(wdf’*Matr)*W2’;
BB=ones(1,length(X));
II=kron(wdf,BB);
WWW=Ker.*(II’);
s=(WWW*Matr)*W2’;
lambdak=lambda+(X.’-s-lambda)/factk;
nlast=nnn;
nnn=norm(lambdak-lambda);
if nnn<(epsil*komp);
disp(nnn);
komp=komp/10;
end;
NNN=[NNN;nnn];
lambda=lambdak;
nbiter=nbiter+1;
end;
%%%%%%%% RUN.m %%%%%%%%%%%%%%%%%%%%%%
disp(’* ERA *’);
disp(’* Chargement des donne´es *’);
load(’INVERT.mat’);
load(’LEGENDRE_GAUSS/LEG_GAUSS.mat’);
disp(’* Chargement des parame`tres *’);
load(’PARAM.mat’);
lambda=zeros(length(V),1);
disp(’* Calcul de la solution *’);
[Matr]=MATRIX_INT(W2,W4);
mu2=mu;
while DELT*0.9>norm(lambda)^2 | norm(lambda)^2>(DELT*1.1)
mu=mu2;
zet=epsil+1;
factk=factk/2;
while zet>epsil
factk=factk*2;
[lambda,nbiter,NNN]=INVERT(lambda,
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...V,mu,Matr,factk,epsil,W2,Ker);
zet=NNN(length(NNN));
end;
disp(’* linear search of tau *’)
ko=0;
while ko<NUM
ko=ko+1;
fnum=factk/NUM;
[lambda,nbiter,NNN]=INVERT(lambda,V,mu,Matr,
...factk+(NUM-ko)*fnum,epsil,W2,Ker);
zet=NNN(length(NNN));
vectorfactk(ko)=factk+(NUM-ko)*fnum;
if zet<epsil
ko=NUM;
end;
end;
if DELT<norm(lambda)^2
mu2=DELT*mu/norm(lambda)^2;
else
mu2=(DELT*1.1)*mu/norm(lambda)^2;
end;
AA1=abs(DELT*0.9-norm(lambda)^2);
AA2=abs(DELT*1.1-norm(lambda)^2);
AA=max(AA1,AA2);
disp([’* De´calage , ’,num2str(floor(AA/DELT*1000)/10),’ % *’]);
end;
disp(’* Analyse de la solution *’);
wdf=[];
in=2/mu*real(Ker’*lambda)-1;
wdf=exp(in);
s=(wdf’*Matr)*W2’;
II=[];
for compj=1:length(V)
II=[II,wdf];
end;
WWW=Ker.*(II’);
s=(WWW*Matr)*W2’;
ERR=norm(V.’-s)^2;
alpha=(wdf’*Matr)*W2’;
flnf=wdf.*(log(wdf));
E1=(flnf’*Matr)*W2’;
wdf2=wdf/alpha;
flnf=wdf2.*(log(wdf2));
E2=(flnf’*Matr)*W2’;
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Cout=ERR+mu*E1;
%%
in=2/mu*real(Ker2’*lambda)-1;
wdf=exp(in);
wwf=[];
for ii=1:64
for jj=1:128
wwf(ii,jj)=wdf(128*(ii-1)+jj);
end;
end;
%figure;
%set(gcf,’Renderer’,’Zbuffer’);
%pcolor(X42,X41,wwf);
%shading interp;
%figure;
%contour(X42,X41,wwf,6);
%figure;
%set(gcf,’Renderer’,’Zbuffer’);
%surf(X42,X41,wwf);
%light;
%shading interp;
%print -depsc ’3d.eps’;
figure;
set(gcf,’Renderer’,’Zbuffer’);
XX=X41(1:32);
[th,r] = meshgrid(X42,sin(XX));
Wwf=wwf;
[X,Y]=pol2cart(th,r);
W1=[];
W2=[];
for ii=1:32
for jj=1:128
W1(ii,jj)=Wwf(ii,jj);
W2(ii,jj)=Wwf(65-ii,jj);
end;
end;
subplot(121);
numm=10;
h=polar([0 2*pi], [0 1]);
delete(h)
hold on
pcolor(X,Y,W1);
TTAB=caxis;
colorbar(’horiz’);
D.2. CONVERSION DES DONNE´ES DE FREJA 165
shading interp;
subplot(122);
h = polar([0 2*pi], [0 1]);
delete(h);
hold on;
pcolor(X,Y,W2);
colorbar(’horiz’);
shading interp;
disp(’* Termine *’);
save ’COMPUTED.mat’ V lambda NNN alpha
...E1 E2 ERR Cout nbiter mu epsil factk;
disp(’* Donnees sauve dans le fichier COMPUTED.mat *’);
D.2 Conversion des donne´es de FREJA
Dans sa the`se O. Santol´ık a fait un programme pour re´soudre le proble`me de la de´termi-
nation de la FDO. Pour fonctionner son programme a besoin que les donne´es sur l’e´ve`nement
e´tudie´ soient mises dans des fichiers texte que le programme va lire pendant l’e´xecution. Nous
avons fait un programme permettant de lire les donne´es dans ces fichiers textes afin de les
convertir en tableau MATLAB et de ge´ne´rer les fichiers KERN.MAT et PARAM.MAT utilise´s par
nos programmes.
Les fichiers utilise´s par le programme de Santol´ık sont les suivants :
– Les fichiers DispF.# qui contiennent la solution de la relation de dispersion. C’est a`
partir de ce fichier que les noyaux d’inte´gration du milieu conside´re´ sont calcule´s.
– Les informations sur l’e´ve`nement e´tudie´ (fre´quence de l’onde, caracte´ristiques du plas-
ma) sont stocke´es dans les fichiers EventF.#.
– La direction, la longueur, la fonction de transfert de chacune des antennes sont donne´es
dans le fichier DEVICEF.#. Le fait de connaˆıtre la direction des antennes dans le repe`re
permet de de´terminer les noyaux d’inte´gration du mode`le de fac¸on approprie´s.
– Enfin, les fichiers sm.# contiennent la matrice spectrale estime´e ainsi que la matrice des
erreurs.
La figure D.3 illustre le fonctionnement de nos proce´dures permettant de traduire les donne´es
de FREJA en donne´es utilisables par les programmes ERA 1 et ERA 2.
– Le programme CONVERTSM.m va lire la matrice spectrale et la matrice des erreurs dans
le fichier sm.#, il les sauve ensuite, sous forme de variable MATLAB, dans le fichier
SPECTRAL.MAT.
– Ensuite le programme SPECTRAL.m normalise la matrice spectrale par les e´le´ments de
la matrice des erreurs et la sauve sous la forme d’un vecteur dans le fichier PARAM.MAT
– La solution de la relation de dispersion est lue et sauve´ dans le fichier DISP.MAT au
format MATLAB par le programme CONVERT DISP.m.
– Le calcul des noyaux d’inte´gration se fait en deux e´tapes. Premie`rement le programme
COMPUTE KERN.m calcule les noyaux d’inte´gration a` partir de la solution de la relation
de dispersion et des diffe´rentes caracte´ristiques des antennes. Ces noyaux sont sauve´s
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dans le fichier PRE KERN.MAT. Deuxie`mement, le programme COMPUTE KERN2.m effectue
la normalisation des noyaux relativement a` la matrice des erreurs de mesures et sauve
les noyaux obtenus dans le fichier KERN.mat. Ces noyaux sont discre´tise´s suivant les
abscisses donne´es par le fichier LEG GAUSS.MAT, pour cela une interpolation est effectue´e.
D.2.1 Listing des programmes
%%%%%%%% CONVERTSM.m %%%%%%%%
N=4;
filename=’sm.sm.2’;
A=textread(filename,’%f’,’commentstyle’,’matlab’);
MAT=zeros(N,N);
p=1;
for c=1:N
for l=c:N
if c==l
MAT(l,l)=A(p);
p=p+1;
else
MAT(l,c)=A(p)-i*A(p+1);
p=p+2;
end;
end;
end;
de=diag(MAT);
de=diag(de);
MAT=MAT+MAT’-de;
for c=1:N
for l=c:N
if c==l
ERRMAT(l,l)=A(p);
p=p+1;
else
ERRMAT(l,c)=A(p)-i*A(p+1);
p=p+2;
end;
end;
end;
de=diag(ERRMAT);
de=diag(de);
ERRMAT=ERRMAT+ERRMAT’-de;
save ’SPECTRAL.mat’ MAT ERRMAT;
save ’../NOYAUX/SPECTRAL.mat’ MAT ERRMAT;
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Fig. D.3 – Conversion des donne´es FREJA
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%%%%%%%% SPECTRAL.m %%%%%%%%%%%%%%%
load ’SPECTRAL.mat’
t=size(MAT);
V=[];
for ii=1:t(1)
for jj=1:t(2)
if ii==jj
V(t(2)*(ii-1)+jj)=MAT(ii,jj)/ERRMAT(ii,jj);
else
V(t(2)*(ii-1)+jj)=real(MAT(ii,jj))/real(ERRMAT(ii,jj))
...+i*imag(MAT(ii,jj))/imag(ERRMAT(ii,jj));
end;
end;
end;
factk=20;
epsil=1E-6;
mu=5;
NUM=10;
DELT=16;
save ’PARAM.mat’ V factk epsil mu NUM DELT;
save ’../MIPE/PARAM.mat’ V factk epsil mu NUM DELT;
save ’../MIPE2/PARAM.mat’ V factk epsil mu NUM DELT;
%%%%%%%%%% CONVERT_DISP.m %%%%%%%%%%%%%%%
filename=’dispF.2’;
A=textread(filename,’%f’,’commentstyle’,’matlab’,’headerlines’,20);
p=1;
THETA=[];
PHI=[];
N=[];
THG=[];
VG=[];
EX=[];
EY=[];
EZ=[];
while p<length(A)
THETA=[THETA;A(p)];
p=p+1;
PHI=[PHI;A(p)];
p=p+1;
N=[N;A(p)+i*A(p+1)];
p=p+2;
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VG=[VG;A(p)];
p=p+1;
THG=[THG;A(p)];
p=p+1;
EX=[EX;A(p)];
p=p+1;
EY=[EY;A(p)+i*A(p+1)];
p=p+2;
EZ=[EZ;A(p)+i*A(p+1)];
p=p+2;
end;
save ’disp.mat’ THETA PHI N THG VG EX EY EZ;
save ’../NOYAUX/disp.mat’
%%%%%%%%%% COMPUTE_KERN.m %%%%%%%%
% charge le contenu du fichier dispF
load ’disp.mat’
% * parame`tres *
% largeur de la bande (fichier sm.sm)
DWA=16;
% Matrice d’orientation O
O=eye(3,3);
% Direction du champ magne´tique
B0=[0;0;1];
% vitesse de l’observateur
vO=[0;0;0];
% Antenne (dans le me^me ordre que dans le fichier device)
ga1=[1;0;0];
ga2=[0;1;0];
ga3=[0;0;1];
ga4=[0.0104419999;-0.9402300119;-0.2571800053];
ga4=ga4/norm(ga4); %normalisation
% Fonction de transfert des antennes
ta1=1;
ta2=1;
ta3=1;
ta4=0.9644-i*0.1039;
% Matrice de passage
% Pour FREJA il n’y en a pas besoin car P(C-B) P(C-P) sont e´gale a` Id !!!
% * Calcul des noyaux *
th=THETA/180*pi;
ph=0:pi/180:2*pi-pi/180;
ZZZ=zeros(length(EX),length(EX));
for tour=1:length(EX)
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ZZZ(tour,length(EX)-tour+1)=1;
end;
% rotation
ph2=ph;
ph=ph-(117.8/180)*pi;
% Calcul des champs dans le systeme (p)
EN1=EX*cos(ph)-EY*sin(ph);
EN2=EX*sin(ph)+EY*cos(ph);
EN3=EZ*ones(size(ph));
BX=-(N.*EY.*cos(th));
BY=N.*(EX.*cos(th)-EZ.*sin(th));
BZ=N.*EY.*sin(th);
BN1=BX*cos(ph)-BY*sin(ph);
BN2=BX*sin(ph)+BY*cos(ph);
BN3=BZ*ones(size(ph));
EN1=[EN1;ZZZ*EN1];
EN2=[EN2;ZZZ*EN2];
EN3=[EN3;-ZZZ*EN3];
BN1=[BN1;-ZZZ*BN1];
BN2=[BN2;-ZZZ*BN2];
BN3=[BN3;ZZZ*BN3];
th1=[th;th+th(length(th))];
th=th1;
% Calcul des signaux e´lementaire normalise´ eta
etaB3=ta4*(ga4(1)*EN1+ga4(2)*EN2+ga4(3)*EN3);
etaE=BN1;
etaB1=BN2;
etaB2=BN3;
% calcul des noyaux
A=[];
A(:,:,1)=etaE.*conj(etaE)*DWA;
A(:,:,2)=etaE.*conj(etaB1)*DWA;
A(:,:,3)=etaE.*conj(etaB2)*DWA;
A(:,:,4)=etaE.*conj(etaB3)*DWA;
A(:,:,5)=conj(A(:,:,2));
A(:,:,6)=etaB1.*conj(etaB1)*DWA;
A(:,:,7)=etaB1.*conj(etaB2)*DWA;
A(:,:,8)=etaB1.*conj(etaB3)*DWA;
A(:,:,9)=conj(A(:,:,3));
A(:,:,10)=conj(A(:,:,7));
A(:,:,11)=etaB2.*conj(etaB2)*DWA;
A(:,:,12)=etaB2.*conj(etaB3)*DWA;
A(:,:,13)=conj(A(:,:,4));
A(:,:,14)=conj(A(:,:,8));
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A(:,:,15)=conj(A(:,:,12));
A(:,:,16)=etaB3.*conj(etaB3)*DWA;
% contre rotation
ph=ph2;
save ’PRE_KERN.mat’ A th ph;
%%%%%%%% COMPUTE_KERN2.m %%%%%%%%
load ’LEG_GAUSS.mat’
load ’PRE_KERN.mat’
load ’SPECTRAL.mat’
Ker1=[];
Ker2=[];
Ker3=[];
Ker4=[];
n1=length(th);
n2=length(ph);
tinc=th(2)-th(1);
pinc=ph(2)-ph(1);
th1=[th(1)-tinc;th;th(n1)+tinc];
ph1=[ph(1)-pinc,ph,ph(n2)+pinc];
for p=1:16
A1=A(:,:,p)/(10E+11);
if p==1 | p==6 | p==11 | p==16
cox=ceil(p/4);
A1=real(A1)/real(ERRMAT(cox,cox));
else
cox=ceil(p/4);
coy=p-4*(cox-1);
A1=real(A1)/real(ERRMAT(cox,coy))+i*imag(A1)
.../imag(ERRMAT(cox,coy));
end;
si=size(A1);
s1=si(1);
s2=si(2);
A3=[A1(:,s2),A1,A1(:,1)];
A1=[A3(1,:);A3;A3(s1,:)];
A2=[];
A2p=[];
A2=interp2(th1,ph1,A1.’,X11,X12’);
A2=A2.’;
for ii=1:10
for jj=1:20
A2p(20*(ii-1)+jj)=A2(ii,jj);
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end;
end;
Ker1=[Ker1;A2p];
A2=[];
A2=interp2(th1,ph1,A1.’,X21,X22’);
A2=A2.’;
for ii=1:20
for jj=1:40
A2p(40*(ii-1)+jj)=A2(ii,jj);
end;
end;
Ker2=[Ker2;A2p];
A2=[];
A2=interp2(th1,ph1,A1.’,X31,X32’);
A2=A2.’;
for ii=1:40
for jj=1:80
A2p(80*(ii-1)+jj)=A2(ii,jj);
end;
end;
Ker3=[Ker3;A2p];
A2=[];
A2=interp2(th1,ph1,A1.’,X41,X42’);
A2=A2.’;
for ii=1:64
for jj=1:128
A2p(128*(ii-1)+jj)=A2(ii,jj);
end;
end;
Ker4=[Ker4;A2p];
disp([’Composante ’,num2str(p),’ calcule´e’]);
end;
disp(’* Termine *’);
save ’KERN.mat’ Ker1 Ker2 Ker3 Ker4;
save ’../MIPE/NOYAU_INT/KERN.mat’ Ker1 Ker2 Ker3 Ker4;
save ’../MIPE2/NOYAU_INT/KERN.mat’ Ker1 Ker2 Ker3 Ker4;
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Me´thode de re´gularisation entropique et application au calcul de la fonction
de distribution des ondes
Re´sume´ : La de´termination des directions de propagation d’une onde e´lectromagne´tique,
a` partir des mesures du champ, est un proble`me “mal-pose´”. En utilisant le concept de
fonction de distribution des ondes (FDO), cela revient a` “inverser” un ope´rateur line´aire
non-bijectif. Nous avons de´veloppe´ une me´thode de re´gularisation entropique pour re´soudre ce
proble`me. L’utilisation de l’entropie est nume´riquement avantageuse et permet de de´terminer
une solution contenant l’information minimale requise par la donne´e. Une ge´ne´ralisation de la
me´thode a ensuite e´te´ e´tudie´e. Le calcul effectif de la FDO a e´te´ effectue´ d’abord dans le cas
du vide sur des donne´es synthe´tiques, puis sur des donne´es provenant du satellite FREJA.
La me´thode est automatique, robuste et permet de de´terminer des solutions stables. Les
re´sultats obtenus sont en accord avec ceux obtenus par d’autres me´thodes. Ils sont toutefois
plus diffus, ce qui est pre´fe´rable dans la situation conside´re´e.
Entropy regularization method and application to the identification of the
wave distribution function
Abstract : The identification of directional energy distribution from the field measure-
ment is an “ill-posed” problem. Using the wave distribution function (WDF) concept, this
identification is done by finding an “inverse” of a non-bijective linear operator. We have
developped an entropy regularization method to solve this problem. The use of entropy has
many advantages : in particular, it allows to determine a solution with minimal information
required by the data. A theoretical generalization of the method has been studied, as well.
This method has been used to compute the WDF in the case of vaacum for simulated data
and on experimental data from the FREJA satellite. The method is automatic, robust, and
we obtain stable solutions. The obtained results are in accordance with those from other
methods. However they are more diffuse, which seems preferable in this context.
Discipline : Mathe´matiques Applique´es
Mots cle´s : Proble`me inverse, Re´gularisation, Traitement du signal, Simulation nume´rique,
Propagation d’ondes.
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