ABSTRACT Multinomial logistic regression (MLR) has been widely used in the field of face recognition, text classification, and so on. However, the standard multinomial logistic regression has not yet stressed the problem of data redundancy. That is to say, in multi-class classification, there are many similar features among different classes, which will cause the corresponding classes not being correctly classified. As data redundancy is a common phenomenon in many fields, in response to this phenomenon, this paper proposes a maximal uncorrelated MLR (MUMLR) classification model to solve the problem of data redundancy in multi-class classification. The main idea is to reduce the weight of similar features and try to keep more discriminative information in the data by adding an uncorrelated regularization. In addition, we use the Cauchy-Buniakowsky-Schwarz inequation to scale the original objective function into the convex function and solve it by the Adam optimization method. Its main advantages are as follows: for data with more redundant information, the classification effect of the proposed algorithm is better than the state-of-the-art algorithms. In addition, we prove that the regularization we proposed can also be applied to neural networks and has achieved good results.
I. INTRODUCTION
As a key part of machine learning and data mining, classification has been widely used in image recognition, drug development, speech recognition and handwriting recognition. It is a supervised learning problem that identifies which class a new instance belongs to based on a known training set. For a classification algorithm, the ability of non-linear classification and the ability to expand to multi-class classification is crucial [1] , [2] . Support vector machines (SVM) is a classical binary classifier that uses hinge loss to establish the best hyperplane between different classes by solving the quadratic optimization problem with constraint [3] . An important advantage over other algorithms is that SVM can be used for both linear and non-linear classifications by using different kernel functions [4] , [5] . However, because of its dependence on the one-to-one pattern, the SVM algorithm is greatly limited in multi-class classification. Although many efforts have
The associate editor coordinating the review of this manuscript and approving it for publication was Alberto Cano. been made to extend the SVM to multi-class classification, these methods still have lots of negative effects [6] . For example, in the multi-class classification, the one-to-rest decisionmaking method of SVM is greatly affected by the class imbalanced datasets. In addition, the result of SVM is pure two classes and does not natively support probability output. Compared with trust-rank based classifiers, this unrestricted value is difficult to explain to end users [7] .
Logistic regression (LR) is one of the important methods of classification. Standard LR uses logistical loss and conducts classification by a linear weighted coefficient combination of input variables. LR reduces the weight of points farther away from the classification plane by non-linear mapping and increases the weight of the most relevant points to the classification. Compared with SVM, LR can give the corresponding class distribution estimation, and it also has a great advantage in model training time [8] . Relatively speaking, the model of LR is simpler and easier to understand. It is more convenient for large-scale classification [9] . However, logistic regression also has many shortcomings. The main disadvantages are as follows: (1) Standard logistic regression does not support multi-classification natively; (2) Standard logistic regression is susceptible to noise data; (3) The fitting ability of standard logistic regression is poor; (4) Standard logistic regression does not consider the impact of data redundancy on classification.
In order to solve the multi-class classification problem by LR, there are usually two kinds of methods. One is to establish k independent binary classifiers; Each classifier marks a class of samples as positive samples and marks the rest classes of samples as negative samples. For a given test sample, each classifier can give it a probability, so multi-class classification can be done by taking the class of maximum probability [10] . The other is called MLR, which is an extension of the LR model on the multi-class classification problem. The specific choice of which method to deal with the multiclass classification problem usually depends on whether the classes to be classified are mutually independent. In practical applications, MLR usually yields better results than LR [11] . Moreover, MLR only needs to be trained once, so it also has a faster running speed.
Although MLR solves the problem of multi-class classification, it still does not consider the issue of data redundancy. We define similar or identical data contained among different classes as redundant data, which will increase the likelihood of misclassification of related classes. Data redundancy is a common phenomenon in the real world. There are many reasons for data redundancy, for example, in the field of face recognition, similar backgrounds are a kind of redundant data. Data about backgrounds is not helpful for face recognition, but will cause over-fitting. Of course, in the field of face recognition, there is a technique called face detection, which can locate the position of the face and eliminate the influence of the background on face recognition, but this is not a general technique applicable to various fields. In the field of natural language processing (NLP), prepositions and pronouns can be considered as redundant data in most cases [12] . In addition, with the popularity of various intelligent terminals, we can collect more and more data. Today, with the rapid development of big data technology and distributed machine learning technology, we always think that the more data the better the learning ability. Although the total amount of information contained in large-scale data is more abundant, the corresponding value density is decreasing [13] , which means that the proportion of redundant data is increasing. In addition, in the field of multi-class classification, if certain classes are relatively similar, the similar features contained in these classes are redundant features. Similar features will inevitably cause interference to the classifier, resulting in an increase in the rate of misclassification. If an algorithm can automatically reduce the influence of these similar features and increase the weight of some distinguished features, then this algorithm must be of significance. In addition, the data redundancy problem is different from the multicollinearity problem, which means that some features have a linear correlation, and these related features run through all classes. For the multicollinearity problem, it can be solved by the difference method or the ridge regression method [14] .
For the problem that standard LR is easily affected by noise data, there are many solutions in the industry and academia. For example, the weight-decay logistic regression punishes excessive parameters by adding 2 regular terms, thus ensuring that the model is not susceptible to noise data. Sparse logistic regression (SLR) not only makes the algorithm more robust to noise data, but also obtains sparse solutions by adding 1 regular term. The adaptive lasso logistic regression (ALLR) [15] algorithm is further improved on the SLR algorithm, so that the algorithm can obtain stable feature selection results. Elastic-net logistic regression (ENLR) [16] combines the advantages of weight-decay logistic regression and sparse logistic regression. By adding 1 and 2 regular terms, the algorithm has the function of group feature selection. However, the above algorithms do not solve the problem of data redundancy.
In recent years, some new algorithms have emerged in the field of multi-class classification. Yin et al. [17] proposed the robust multinomial logistic regression (RSR) algorithm, which focuses on abnormal data processing, but the optimization object of RSR algorithm is nonconvex and nonsmooth. The RSR algorithm uses the alternate direction method of multipliers (ADMM) framework for optimal solution, and its convergence performance is greatly affected, and there is not much advantage over the weight-decay multinomial logistic regression (WDMLR) algorithm and the sparse multinomial logistic regression (SMLR) algorithm. Li et al. [18] proposed a regularized multinomial regression with overlapping group lasso penalty (MROGL) algorithm, which divides the genes into groups by weighted gene co-expression networks and performs multi-classification based on the divided groups. Although the MROGL algorithm has a good classification effect, it is only applicable to the field of gene test. In order to solve the problem of class imbalance in multi-class classification, the related scholars proposed the adaptive multinomial regression with a sparse overlapping group lasso penalty (AMRSOGL) [19] algorithm, which can highlight the importance of gene groups from the minority classes and achieve better results in practical applications. However, the above algorithms only have good effects in the corresponding fields, and there is no universal algorithm that can solve the data redundancy problem.
In recent years, neural networks, especially deep neural networks (DNN), have been widely used in many fields [20] . Convolutional neural networks (CNN) have also made breakthroughs in the field of image recognition [21] . The multilayers neural networks have a strong fitting ability, and the neural networks will also have strong non-linear classification ability combined with non-linear activation functions, but over-fitting in practical applications is easy to appear.
does not consider the relationship between classes, resulting in a poor classification of redundant data. In addition, the MLR algorithm is a special form of the neural networks model [23] . If the problem of data redundancy in the MLR is solved, it can be extended to the neural networks, which is equivalent to solving the data redundancy problem of the neural networks.
For the above problems, this paper proposes an improved algorithm for MLR. The main contributions of this paper are as follows:
(1) Better robustness against redundant data by adding a maximal uncorrelated regularization.
(2) By extending into a neural networks model, the newly proposed algorithm has strong fitting ability and redundant data classification ability.
(3) With the complexity of the model reduced, the classification model has more generalization ability and better convergence performance.
Next, we will discuss in detail the theoretical rationality and practical application of the proposed model. In section II, we will introduce different LR algorithms and their advantages and disadvantages. In section III, we will discuss in detail the derivation of the maximal uncorrelated multinomial logistic regression (MUMLR) algorithm. In section IV, we will prove the convergence of our proposed algorithm. In section V, we will give the time complexity of the proposed algorithm. In section VI, we will demonstrate the effectiveness of the algorithm through experiments. Finally, we will conclude the paper in section VII.
II. PRELIMINARIES
Next, we will briefly review and summarize the LR, MLR, WDMLR and SMLR algorithms and analyze the shortcomings of the above algorithms. Finally, we will propose an improved algorithm based on the above algorithms. (2) , . . . , x (n) ), the class label y is 0 or 1. LR is based on the following probabilistic model:
A. LOGISTIC REGRESSION ALGORITHM

For a given dataset with m examples and n features
1+e −z is called logistic function or sigmoid function, θ ∈ R n is the model parameter. For the binary classification problem, assuming the value of y is 0 or 1, the probability of y = 1 occurrence follows the Bernoulli distribution, denoted as:
The above two types can be combined as:
where y ∈ {0, 1}. Assuming m samples are independent, the likelihood function of the parameter θ can be written as follows:
Then the log-likelihood function can be expressed as:
The optimal θ can be obtained by maximizing l(θ ). Usually, let J (θ ) = − 1 m l(θ ) get the loss function corresponding to l(θ ) and solve the optimal θ by minimizing the loss function. However, LR can only deal with the binary classification problems and cannot be directly applied to the multi-class problems.
B. MULTINOMIAL LOGISTIC REGRESSION ALGORITHM
For traditional logistic regression, we cannot deal with the problem of multi-classification. MLR can adapt to the multiclass classification problem by modifying the cost function of LR. For a given dataset with m examples and n features D =
, multinomial logistic regression is based on the following probability model:
. . .
where
The cost function is:
To use the optimization algorithm, find the derivative of J (θ ) as follows:
However, the standard MLR has many shortcomings, such as being susceptible to noise data, and the model contains redundant parameters set. These shortcomings limit the scope of application of the algorithm.
C. WEIGHT-DECAY MULTINOMIAL LOGISTIC REGRESSION ALGORITHM
WDMLR algorithm solves the problem of redundant parameters set. Suppose we subtract the vector ψ from the parameter vector θ j , and each θ j becomes θ j − ψ, (j = 1, . . . , k). Now the hypothetical function becomes the following formula:
Subtracting ψ from θ j does not affect the prediction of the hypothetical function at all, which means that the MLR model contains redundant parameters.
For MLR model over-parameterization problems, the WDMLR algorithm modifies the cost function by adding a weight-decay term, which will penalize big parameter values and make the cost function a strictly convex function. This will ensure that the only solution is obtained [24] . The cost function of WDMLR is:
where λ > 0 is the hyper-parameter of the regularization. Then the hessian matrix becomes an invertible matrix, and because the cost function is a convex function, the optimization algorithm can be used to ensure convergence to the global optimal solution.
D. SPARSE MULTINOMIAL LOGISTIC REGRESSION ALGORITHM
In some specific fields, such as the field of image classification, or in the field of dealing with high-dimensional data, it is usually expected that the solution obtained will have a certain sparseness. The general approach is to add the 1 regularization term to the cost function, then the cost function becomes:
where λ > 0 is the hyper-parameter of the regularization. Solving a cost function with a 1 regularization term can often yield a sparse solution, which means that most of the components of the parameter θ are set to zero, making the SMLR algorithm also have the function of feature selection. However, the above cost function is not differentiable at the origin and has no analytical solution, which is usually solved using an iterative method. Algamal and Lee [15] use the iteratively reweighted method for solving it.
III. MAXIMAL UNCORRELATED MULTINOMIAL LOGISTIC REGRESSION ALGORITHM
This section will be divided into two parts. Part III.1 will introduce the standard maximal uncorrelated multinomial logistic regression. Part III.2 will introduce the form of maximal uncorrelated multinomial logistic regression extended neural networks.
A. STANDARD MAXIMAL UNCORRELATED MULTINOMIAL LOGISTIC REGRESSION ALGORITHM
In general, there are three main reasons for data redundancy:
1. Some classes are similar in themselves and have similar features, which will result in that the related classes are more difficult to distinguish.
2. Some low value features are inevitably collected during the data collection process.
3. During the data collection process, certain classes are affected by the same fixed pattern noise.
Multinomial logistic regression is essentially a generalized linear model [25] , and the model parameters are closely related to corresponding features. Generally, if a feature contributes a large amount to the classification, the corresponding model parameter value is also larger. Similarly, if a feature contributes less to the classification, its corresponding model parameter value is also smaller. Therefore, similar classes have similar model parameters. To improve the separability of different classes, we need to avoid similar model parameters.
If the model parameters are similar, it is reflected in mathematics that one of the model parameters θ i can be linearly represented by other parameters θ j (j = i), that is:
The above equation also indicates that the model parameters of the redundant dataset are correlated. If θ i is close to θ j , the value of θ T i θ j is larger. If we add a regular term like θ T i θ j , we can solve the problem of data redundancy. So, we consider the following uncorrelated VOLUME 7, 2019 regularization:
where η > 0 in the above formula is a regularization parameter, and A 2 k is a number of permutations for avoiding the influence of the number of classes on the regularization intensity.
The above regularization will punish the correlated parameters. By minimizing structural risk, we can get k-groups unrelated model parameter for the k-classification problem. Therefore, we can further realize retaining more uncorrelated, discriminant features. In addition, the above regularization can also punish large model parameters, thereby enhancing the robustness of the algorithm.
However, Eq. 14 is difficult to find derivative, so it is difficult to find the optimal solution. According to CauchyBuniakowsky-Schwarz inequation:
we can convert the uncorrelated regularization into the following form:
Thus, we can get the cost function as:
According to the above derivation, the model parameter θ can be obtained quickly by the gradient descent algorithm and its improved algorithm.
Algorithm 1 is a pseudo code of the MUMLR algorithm.
B. MAXIMAL UNCORRELATED MULTINOMIAL LOGISTIC REGRESSION EXTENDED NEURAL NETWORKS
In recent years, neural networks, especially deep learning, have made breakthroughs in many areas. The neural networks combined with the nonlinear activation function can significantly improve the classification ability for nonlinear datasets [26] . By adding regular terms, the neural networks models also show considerable robustness to noise data.
Algorithm 1 MUMLR Algorithm Steps
Require:
Regression coefficient θ 1: initialize η, θ 2: repeat 3:
for j = 1, 2, . . . , k 5:
The neural networks optimization objective function conforms to the following framework:
where E(·) represents the empirical loss function, R(·) represents the regular function, λ(λ ≥ 0) is the regular intensity and L(L ≥ 2) is the number of neural networks layers. The logistic regression model is a special case of the fullyconnected neural networks. If E(·) is a log-likelihood loss function, the number of neural networks layers L = 2, and if the last layer activation function is a softmax function, the neural networks will degenerate into a multinomial logistic regression. In addition, when R(·) is 1 regularization, the 2-layers neural networks is equivalent to SMLR, and when R(·) is 2 regularization, the 2-layers neural networks is equivalent to WDMLR.
According to the above analysis, the MUMLR model is easy to extend to the neural networks model. By extending the MUMLR model to the neural networks model, we can combine the powerful fitting ability of neural networks model and the classification ability of MUMLR algorithm for redundant data.
In a neural networks model, usually only the output of the last layer has a clear category meaning. Since the regularization in MUMLR is regular for different classes, it is only necessary to add uncorrelated regularization to the last layer of the neural networks. The loss function of the naive maximal uncorrelated neural networks has the following form:
where θ L is the model parameter corresponding to the last layer of the neural networks. In addition, the naive maximal uncorrelated neural networks can be combined with other regular terms, and the networks structure can be extended 89928 VOLUME 7, 2019 to convolutional neural networks or other types of neural networks. In this case, the loss function has the following form:
Because the maximal uncorrelated regularization only needs to be calculated in the last layer, it will not significantly reduce the training speed of the neural networks.
IV. CONVERGENCE ANALYSIS
We use the online learning framework proposed by Zinkevich [27] to analyze the convergence of MUMLR. Given an arbitrary, unknown sequence of convex cost functions f 1 (θ ), f 2 (θ), . . . , f T (θ ). At each time t, our goal is to predict the parameter θ t and evaluate it on a previously unknown cost function f t . Since the nature of the sequence is unknown in advance, we evaluate our algorithm using the regret, that is the sum of all the previous difference between the online prediction f t (θ t ) and the best fixed point parameter f t (θ * ) from a feasible set x for all the previous steps. Concretely, the regret is defined as:
where θ * = arg min θ∈x f t (θ * ). Lemma 1:
is a quasi-convex function.
, where
For any α i , β i ∈ R n and 0 ≤ ω ≤ 1, we have
May let g(α) > g(β), then we can prove that
According to the symmetry, if Eq. 23 holds when g(α) > g(β), then when g(α) ≤ g(β), the above formula still holds. According to the definition of the quasi-convex function, the function g(θ ) is a quasi-convex function.
For function f (θ ), according to the proof of Rennie [28] , the Hessian matrix of function f (θ ) is positive semi-positive. So the function f (θ) is a convex function.
Because
, and because f (θ ) is a convex function, g(θ ) is a quasi-convex function, according to the second order differential theorem of the quasi-convex function [29] , J (θ ) is a quasi-convex function. The certificate is completed.
Combined with the conclusions of Kingma and Ba [30] , the MUMLR algorithm has O( √ T ) regret bound. Therefore, the MUMLR algorithm can converge.
V. COMPUTATIONAL COMPLEXITY
The overall complexity of the proposed MUMLR algorithm is dominated by the empirical risk function and regular term. For the complexity of the empirical risk function, its computational complexity is O(knd) [31] , and for the complexity of the regular item, its computational complexity is O(kd 2 ), where k refers to the number of classes, n refers to the number of samples, and d refers to the feature dimension. If d > n (e.g., the problem is high dimensional), then the overall complexity is dominated by the regular item. Otherwise, if d < n (e.g., the problem has a large number of training samples), then the overall complexity is dominated by the empirical risk function. In general, the number of samples is always greater than the feature dimension size, given that the model stops within l iterations, the overall computational complexity is O(lknd).
VI. EXPERIMENTAL RESULTS
In this section, we will experiment to evaluate the effects of our proposed algorithm. The experimental results are mainly concentrated in three aspects: generalization ability for redundant data, convergence performance and application effect in neural networks. Among them, Section VI.1 will evaluate the classification effect of the MUMLR algorithm on synthetic redundant datasets. Section VI.2 will evaluate the classification effect of the MUMLR algorithm on public datasets. Section VI.3 will evaluate the application of the uncorrelated regularization in deep neural networks. Section VI.4 will evaluate the application of uncorrelated regularization in convolutional neural networks.
A. EXPERIMENTAL RESULTS ON SYNTHETIC DATASETS
To verify the validity of the algorithm on the linear correlation datasets, we generate synthetic datasets as follows:
where X 0 = repmat(µ, m, n), µ represents the mean of the dataset, and in the experiment, we take the value of all 1-vectors. m and n are the size of the sample and the number of sample features respectively. X is random data and obeys VOLUME 7, 2019 a specific distribution, chol is a Cholesky decomposition. σ is a similarity matrix. The within-class similarity values are greater than 0.9. In the experiment, we take the value of 0.95. In order to better compare the effect of MUMLR algorithm on different correlation datasets, we choose five among-class similarity values 0.5, 0.6, 0.7, 0.8, 0.9. is the noise data. To evaluate the algorithm, we consider the dataset of the following three structures:
∼ N (0, 1), (m, n) = (5000, 1000), a total of five classes of samples, each class has 1000 samples. We choose SLR, ENLR, ALLR, SMLR, WDMLR and MUMLR algorithms to compare on synthetic datasets. We use the above algorithms for comparison because the above algorithms are universal algorithms, not specific for certain fields, which is consistent with the goal of the MUMLR algorithm. In addition, the validation method is tenfold cross-validation. Table 1 shows the classification recognition rates of different algorithms for different synthetic datasets. Table 2 shows the regularization hyper-parameter. Figure 1(a), Figure 1 (b) and Figure 1(c) show the comparison of the MUMLR algorithm with other algorithms on the Gaussian distribution, Laplacian distribution and Mixed distribution datasets, where AVG represents the average recognition rate of other algorithms.
According to Table 1 , the performance of the MUMLR algorithm on the synthetic dataset is always better than other algorithms in the experiment, which further validates the conclusions of our theoretical analysis phase, indicating that the MUMLR algorithm is good at redundant datasets. According to Figure 1 , the recognition rate of the MUMLR algorithm is significantly better than the average of the recognition rates of other algorithms. And under normal circumstances, as the among-class similarity values increase, the MUMLR algorithm performs better than other algorithms.
In the experiment, the hyper-parameter value is generally set to 1.0e −2 to get better experimental results. Table 2 lists the approximate optimal hyper-parameter values we obtained in the experiment. According to the data in the table, as the similarity of the dataset increases, the regularization hyper-parameter value also increases accordingly.
B. EXPERIMENTAL RESULTS ON PUBLIC DATASETS
In this experiment, we selected four public datasets MNIST [32] , COIL20 [33] , GT [34] and ORL (AT&T). The MNIST dataset is widely used in the field of pattern recognition. It contains 10 classes, and these 10 classes correspond to handwritten numbers 0-9, where each class has more than 5000 pictures. The COIL20 dataset has 20 different classes with 72 images in each class. There are 50 classes of GT datasets, each class containing 15 images. There are 20 classes of ORL datasets, each class containing 10 images. We chose the above datasets because the above datasets and synthetic datasets just cover the main form of redundant data. Among them, the MNIST and COIL datasets belong to the first of the reasons described in section III.1. For example, according to Figure 2 , the handwritings of the numbers 1 and 7 are similar, whereas the real label of Figure 2 (a) is 1, and the real label of Figure 2 (b) is 7. Even for humans, it is still difficult to distinguish. GT and ORL datasets just belong to the second of the reasons, and the synthetic datasets cover all three cases. We choose SLR, ENLR, ALLR, SVM, SMLR, WDMLR and MUMLR algorithms to compare on public datasets and the validation method is ten-fold cross-validation. Table 3 shows the recognition rate of different algorithms. Table 4 shows the proportion of 1 and 7 misclassifications in the MNIST dataset. Figure 3 According to Table 3 , the MUMLR algorithm performs well on the MNIST, COIL20, and ORL datasets. For the MNIST dataset, since numbers 1 and 7 are similar, even for humans, it is difficult to identify, many algorithms have higher misclassification rates. According to Table 4 , we can see that through using the MUMLR algorithm, the proportion of 1 and 7 misclassified into another class is significantly reduced, which indicates that the MUMLR algorithm has a good effect on the datasets that are difficult to distinguish. As shown in Figure 3 , MUMLR algorithm has a faster convergence speed, which makes it have a broader application prospect. In addition, as shown in Figure 4 , the convergence parameter of MUMLR algorithm is smaller than SMLR and WDMLR algorithm, which usually means that it has stronger generalization ability. 
C. EXPERIMENTAL RESULTS ON MAXIMAL UNCORRELATED MULTINOMIAL LOGISTIC REGRESSION EXTENDED DEEP NEURAL NETWORKS
In order to demonstrate that the MUMLR extended neural networks can improve the classification result of redundant datasets, we designed the following experiments. The datasets are identical to the datasets in section VI.1. The networks structure is all 5-layers fully-connected neural networks. We use a networks structure description similar to the paper of VGG-Net [35] . FC-X represents X fullyconnected nodes in Table 5 . In order to make the output have probabilistic meaning, we added the softmax layer on the last layer. The DNN in Table 5 represents the standard DNN algorithm and does not add any regularization. L2-DNN stands for DNN algorithm with L2 regularization added, and MU-DNN represents a DNN algorithm that further adds uncorrelated regularization to the last layer of L2-DNN. In addition, we try to ensure that the other parameters are the same except for the regular parameter in the neural networks. The validation method is five-fold cross-validation. In accordance with the experimental result in VI.1 and VI.2, the classification result of the neural networks model with uncorrelated regularization is significantly better than the neural networks model with the L2 regularization and the neural networks model without the regularization. The neural networks without regularization has the worst classification effect for redundant datasets. This conclusion is similar to the experiment in multinomial logistic regression.
D. EXPERIMENTAL RESULTS ON MAXIMAL UNCORRELATED MULTINOMIAL LOGISTIC REGRESSION EXTENDED CONVOLUTIONAL NEURAL NETWORKS
In order to prove that the MUMLR extended neural networks also has excellent performance on image data, we designed the following experiments. The datasets are identical to the datasets in Section VI.2. The networks structure type is like LeNet-5 [32] , where the inputs of the datasets are a threedimensional array of length, width, and channel. Because grayscale images are used, the number of channels is 1. ConvX-Y indicates that the filter has a side length of X and a depth of Y. The side length of the pooling layer is 3. The sliding step of the convolution layer and the pooling layer are both 1. The CNN in Table 8 represents the standard CNN algorithm and does not add any regularization. L2-CNN stands for CNN algorithm with L2 regularization, and MU-CNN represents a CNN algorithm that further adds uncorrelated regularization to the last layer of L2-CNN. In addition, we try to ensure that the other parameters are the same except for the regular parameter in the CNN model. The validation method is five-fold cross-validation.
As is shown in Table 8 , the CNN model with uncorrelated regularization has a good performance in the image data. Since the uncorrelated regularization only needs to be added in the last layer of the full connection, the uncorrelated regularization can be flexibly combined with other regularizations. This reflects the wide application value of MU-CNN algorithm.
VII. CONCLUSION
In this paper, we propose a MUMLR model. The biggest advantage of the proposed model is that it can obtain good classification performance for redundant datasets. The experimental data in section VI has fully demonstrated this point. In addition, we also prove that the MUMLR algorithm can be extended to the neural networks model and have achieved better experimental results, which shows that our proposed algorithm has broad application prospects. However, the MUMLR algorithm also has some limitations. When the number of classes is too large, the uncorrelated regular items need to calculate the combination of all classes, which will increase the calculation time. In our future work, we will try to use an approximation algorithm for more classes to avoid calculating all the class combinations for each iteration. 
