We prove an analog of the Szemerédi-Trotter theorem in the plane for definable curves and points in any o-minimal structure over an arbitrary real closed field R. One new ingredient in the proof is an extension of the well known crossing number inequality for graphs to the case of embeddings in any o-minimal structure over an arbitrary real closed field.
Introduction
The Szemerédi-Trotter theorem [23] on incidences between lines and points in R 2 is one of the first non-trivial results in quantitative incidence theory and is considered a foundational result in discrete geometry and extremal combinatorics. The statement of the theorem is as follows. Theorem 1. [23] There exists a constant C > 0, such that given any finite set Γ of lines in R 2 , and a finite set Π of points in R 2 , card({(p, γ)|p ∈ Π, γ ∈ Γ, p ∈ γ}) ≤ C ·(card(Γ) 2/3 ·card(Π) 2/3 +card(Γ)+card(Π)). Theorem 1 has been generalized later in many different ways -to algebraic curves instead of lines [15, 21] , incidences between points and algebraic hypersurfaces in higher dimensions [27, 19, 5] , replacing R by C [24, 28] etc.
It was shown in [3] , that many quantitative results in the theory of arrangements of semi-algebraic sets of "constant description complexity" could be generalized to the setting where the objects in the arrangements are not necessarily semi-algebraic sets of constant description complexity, but rather are restricted to be the fibers of some fixed definable map in any o-minimal structure over a real closed field R. ( We refer the reader to [25, 8] for the definition and basic results on o-minimal structures.) More recently, o-minimal generalizations of results in combinatorial geometry have become a very active topic of research [7] (see also the survey article [18, §6] ).
Recently, Fox et al. [ 10, Theorem 1.1] obtained a very far reaching generalization of Theorem 1, by extending it to the case of semi-algebraic curves of fixed description complexity. It is thus a natural question if incidence results, such as the Szemerédi-Trotter theorem, and its various generalizations can also be extended to the more general setting of o-minimal geometry. In this paper we prove the following o-minimal generalization of the Szemerédi-Trotter theorem in the plane.
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Main Result.
For the rest of the paper we fix an o-minimal structure over a real closed field R.
We prove the following theorem.
Theorem 2. Let V be a definable subset of E 1 × E 2 , where, for i = 1, 2, E i is a definable set of dimension at most two. Then one of the following holds. (i) There exists a constant C > 0, which depends on V, E 1 , E 2 , such that for every finite subsets P ⊂ E 1 , Q ⊂ E 2 , card(V ∩ (P × Q)) ≤ C · (card(P ) 2/3 · card(Q) 2/3 + card(P ) + card(Q)).
(ii) There exist definable subsets α ⊂ E 1 and β ⊂ E 2 , with dim(α), dim(β) ≥ 1, such that α × β ⊂ V.
Theorem 3 will be an immediate consequence of the following simpler version. Let E = R 2 and F = E × E, and π 1 , π 2 : F → E, and σ 1 , σ 2 : E → R, be the canonical projections. For definable subsets P, Q ⊂ E, there is a (definable) canonical injection P × Q → F , and we will slightly abuse notation and consider P × Q to be a (definable) subset of F . Theorem 3. Let V ⊂ F be a definable subset of F . Then one of the following holds.
(i) There exists a constant C V > 0, such that for every finite subsets P, Q ⊂ E,
(ii) There exist definable subsets α, β ⊂ E, dim(α), dim(β) ≥ 1, such that
Remark 1. Simultaneously with our paper Chernikov, Galvin and Starchenko [6] also announced a similar result. Their result is more general than ours (it applies to general distal structures), but the techniques behind their proof are quite different.
Remark 2. Note that in case property (ii) holds, then for any finite P ⊂ α, Q ⊂ β we have card(V ∩ (P × Q)) = card(P ) · card(Q).
Remark 3. Note also that in case the fibers of π 1 | V , π 2 | V are of dimension at most one, each point in (p, q) ∈ V ∩ (P × Q) corresponds to an "incidence" of the point p with the definable curve π 1 (π −1 2 (q) ∩ V ). This is the sense in which Theorem 3 can be thought of as an o-minimal version of Theorem 1. Also notice that the statement of Theorem 3 is symmetric with respect to the sets P, Q.
Remark 4. The formulation of Theorem 3 is inspired by the main results and the proofs in [14, 16, 17] . In these papers one is interested in a bound on the cardinality of a set of the form V ∩ (P × Q), where V ⊂ R 4 is an algebraic variety of fixed degree, and each of P, Q is a finite subset of R 2 (of arbitrarily large cardinality). This problem is then interpreted as an incidence problem between points and curve in R 2 . As in Theorem 3, there exists exceptional varieties for which only a trivial upper bound on the number of incidences can hold, and these exceptional cases are identified (see Lemma 10 below).
Remark 5. (Tightness). Since the Szemerédi-Trotter theorem is known to be tight, the bound in property (i) in Theorem 3 cannot be improved. As noted previously, Chernikov, Galvin and Starchenko [6] have also considered the problem of proving incidences between points and definable curves where the definable curves come from a definable family of some fixed d ≥ 2, and have proved a generalization of Theorem 3 using the technique of "cuttings". It is likely that the method used in this paper can also be extended to this general situtation. However, the bound in [6] for definable families of dimension d > 2 is not believed to be sharp (see for example [20, Theorem 1.3] ), and we do not attempt to prove this more general result in this paper.
We first derive Theorem 2 from Theorem 3.
Proof of Theorem 2. For each i = 1, 2, suppose that E i ⊂ R di and consider a cylindrical definable cell decomposition of R di adapted to E i . Note that each cell of the decomposition is at most two-dimensional, by our assumption on E 1 , E 2 .
For each cell C ⊂ E 1 (resp., D ⊂ E 2 ) of the decomposition there exists a definable homeomorphism θ C :
be the homeomorphism induced by θ C and ϕ D . Applying Theorem 3 to the sets
, and using the invertability of f C,D , we conclude that either there exist definable α ⊂ E 1 , β ⊂ E 2 of dimension at least one, such that α × β ⊂ V , in which case we are done, or
Repeating the argument to each pair of cells C, D, and recalling that the number of cells is finite, this completes the proof of the theorem.
The rest of the paper is devoted to the proof of Theorem 3.
1.2.
Outline of the proof of Theorem 3. There are two main approaches to recent proofs of the classical Szemerédi-Trotter theorem in the plane. The first approach uses the well known technique of efficient partitioning the plane (using either the notion of cutting [13] or the newer method of polynomial partitioning [11] ) adapted to the given set of points, and then using a divide-and-conquer argument. The technique of polynomial partitioning is as yet not available over o-minimal structures, and the "cutting lemma" argument while feasible to generalize to ominimal structures is technically complicated (this is the approach taken in [6] ). The second method, that we adapt in this paper, is due to Székely [22] who used an argument based on the "crossing number inequality" for abstract graphs due to Ajtai et al [1] and independently Leighton [12] . The definition of the "crossing number" of a graph needs to be adapted to the o-minimal setting.
We define the definable crossing number of graphs (Definition 2), in terms of definable embeddings of graphs in R 2 (Definition 1), and prove the definable analog of the Euler relation for definable embeddings of planar graphs (Lemma 7). The proofs of some of the lemmas use the existence of a good (co)-homology theory for general o-minimal structures [26] , and in particular we use the o-minimal version of Alexander-Lefschetz duality theorem in R 2 by Edmundo and Woerheide [9] .
The analog of the crossing number inequality in this definable setting (Lemma 8) then follows from Euler's relation, using a now-standard probabilistic argument introduced first in [2, p. 285].
Using the crossing number inequality we then prove (see Lemma 1), following Székely's argument [22] , that given a finite set of points and a finite set of definable curves belonging to a fixed definable family, satisfying a certain combinatorial condition on incidences (namely, that their incidence graph does not contain a K 2,k or a K k,2 (where K s,t denotes the complete bi-partite graph with the two vertex sets of cardinalities s and t respectively) for some fixed k), also satisfies the Szemerédi-Trotter bound (with the constant depending on k).
Finally, in Section 3 we establish the dichotomy in Theorem 3 via Lemmas 1, 9, and 10. This proof of the key Lemma 10 uses ideas introduced in [16] for treating the algebraic case. Theorem 3 then follows immediately from these lemmas.
Incidence bound for definable pseudo-lines
We have the following bound for incidences between points and definable pseudolines in R 2 . Lemma 1. Let V ⊂ F be as in Theorem 3, and k > 0. There exists a constant C V,k , depending only on V and the parameter k, with the following property. For every set Π of m points in R 2 , and a set Γ of n definable curves in R 2 , where each γ ∈ Γ is of the form π 1 (π −1 2 (q) ∩ V ) for some q ∈ R 2 , such that: (a) Every pair of distinct p, p ∈ Π belongs to at most k curves of Γ, and (b) Every pair of distinct γ, γ ∈ Γ intersect in at most k points, we have
The rest of this section is devoted to proving Lemma 1. In order to prove Lemma 1 we need to use the crossing number inequality (see Lemma 8 below). The proof of this lemma for topological embeddings of graphs in R 2 is quite well-known and applies in the definable context as well (for R = R). Hence, if one is only interested in the case R = R, one can skip the much of the rest of this section and proceed directly to the proof of Lemma 1.
We begin with a basic result that we will use from algebraic topology over arbitrary o-minimal structures.
2.1.
Preliminaries from o-minimal algebraic topology. Singular homology and cohomology groups for definable sets of arbitrary o-minimal structures have been defined by Woerheide [26] . This homology theory obeys the standard axioms of Eilenberg and Steenrod. In particular, there exist exact sequences for pairs and so on. We will use the following result which is an immediate consequence of Alexander-Lefschetz duality for definable manifolds obtained by Edmundo and Woerheide [9] . Proposition 1. Let A be a closed and bounded definable subset of R 2 . Then, the number of definably connected components of
Proof. It follows from the Alexander-Lefschetz duality theorem for definable manifolds [9, Theorem 3.5] that there is an isomorphism,
It follows now from (2.1) and the reduced homology exact sequence of the pair
Since A is assumed to be bounded and hence not equal to R 2 ,
We next introduce some standard notation and definitions from graph theory but adapted to the o-minimal context.
2.2.
Graph-theoretic notation and definition.
is a finite nonempty set and E(G) is a set of subsets of V (G), each of cardinality 2. We refer the elements of V (G) and E(G) as vertices and edges, respectively
, each of whose elements is labeled by a unique element of V (abusing notation we will denote each element of V φ G by its label); (B) For each edge e = {v, v } ∈ E, a continuous definable embedding φ e :
for every t ∈ (0, 1). We denote by η e the image of φ e in R 2 , and byη e the image of φ e | (0,1) . We denote by E φ G the set ∪ e∈E {η e }. For a definable embedding φ G , we will denote by Im(φ G ) the closed and bounded definable set ( e∈E η e ) ∪ V φ G . We denote by F φ G the set of definably connected components of R 2 \ Im(φ G ), and refer to an element of F φ G as a face of the embedding.
We define the crossing number, cr(G), of G by
where the min is taken over all definable embeddings of G. Clearly, card(EC(φ G )) ≤ (card(E(G))) 2 , for any embedding φ G of G, and hence cr(G) is finite.
If cr(G) = 0 we call G definably planar.
We are now in a position to prove the o-minimal version of the crossing number inequality. We begin with some basic results.
Proof. For contradiction, assume thatη ∩ clos(f ) = ∅ but η ⊂ clos(f ). Clearly, in this case alsoη ⊂ clos(f ).
By definition, η is the image of a definable continuous function φ : [0, 1] → R 2 . Then for some a ∈ (0, 1) we have φ(a) ∈η ∩ clos(f ) but
for every ε > 0 arbitrarily small. Indeed, by our assumption there exists t 0 ∈ (0, 1) such that φ(t 0 ) ∈ clos(f ).
Then one of the sets {t ∈
(and we must have a = 1). Put x 0 := φ(a), and consider a cylindrical definable cell decomposition, D, of R 2 , satisfying the frontier condition and adapted to x 0 and Im(φ G ) (see [4, Theorem 3.20] for the existence of such a cylindrical definable decomposition).
Consider the cells of D that contain x 0 in their closure. By the structure of a two-dimensional cylindrical decomposition, we can order these cells (say in a counter-clockwise direction). Let γ 0 , . . . , γ N = γ 0 be the ordered sequence of onedimensional cells (note that each γ i is either the graph of a definable continuous function of the first coordinate or a vertical segment). Let s 0 , . . . , s N −1 be the sector (i.e. two-dimensional) cells, such that γ i , γ i+1 ⊂ clos(s i ). Since D is assumed to be adapted to x 0 and Im(φ G ), there exist i, j, 0 ≤ i, j ≤ N, i = j, such that for all small enough ε > 0, γ i ⊃ φ((a − ε, a)) and γ j ⊃ φ((a, a + ε)). Without loss of generality we can assume that i = 0. Now observe that γ k ∩ Im(φ G ) = ∅ for all k = 0, j. Moreover, if γ k ∩ Im(φ G ) = ∅, then the sector cells s k−1 , s k are contained in the same face of φ G . That is, s 0 , . . . , s j−1 are contained in some f 0 ∈ F φ G , and s j , . . . , s N are contained in some f j ∈ F φ G (possibly, f 0 = f j ). Finally, one of the sector cells must be contained in f since x 0 ∈ clos(f ). Thus f ∈ {f 0 , f j }. Suppose without loss of generality that f = f 0 . So all the sector cells s 0 , s 1 , . . . , s j−1 must be contained in f , and this implies that γ 0 , γ j ⊂ clos(f ), which is a contradiction. Lemma 3. Let G be a simple connected graph. Assume that G is definably planar and let φ G be a definable embedding of G in R 2 such that card(EC(φ G )) = 0. Then
Let γ 0 , . . . , γ N −1 and s 0 , . . . , s N −1 be as in the proof of Lemma 2. Also without loss of generality assume that γ 0 ⊃ φ e ((a − ε, a)), and let 1 < j < N such that γ j ⊃ φ e ((a, a + ε)), for all small enough ε > 0.
Then, following the same argument as in the proof of Lemma 2, we get that s 0 , . . . , s j−1 must be contained in the same face of φ G , and s j+1 , . . . , s N must also be contained in the same face of φ G . Now notice that for any f ∈ F φ G , x 0 ∈ clos(f ) implies (using Lemma 2) that η ⊂ clos(f ). It follows that there are at most two faces in F φ G whose closures contain η. Lemma 4. Let G be a simple connected graph. Assume that G is definably planar and let φ G be a definable embedding of G in R 2 such that card(EC(φ G )) = 0.
Indeed, for x ∈ clos(f ) \ f it follows immediately from the definable curve selection lemma [8, Theorem 2] that f ∪ {x} is definably connected, and since f is a definably connected component of
In particular, for p, q as above, we have q ∈ clos(f p ).
Since q ∈ clos(f p ), we have t 0 < 1. So τ (t 0 ) ∈ clos(f p ) and τ (t) ∈ clos(f p ), for every t ∈ (t 0 , 1]. By construction, no neighborhood of τ (t 0 ) is contained in f p , and hence necessarily τ (t 0 ) ∈ clos(f p ) \ f p . By our argument above, τ (t 0 ) ∈ Im(φ G ). Moreover, since the image of τ avoids vertices in V φ G , we have τ (t 0 ) ∈η, for some η ∈ E φ G . By Lemma 2, we get η ⊂ clos(f p ).
Note that every definable open neighborhood B of τ (t 0 ), as it is not contained in f p , must have a non-empty intersection with R 2 \ clos(f p ), and this intersection is a definable open set. Since Im(φ G ) is a one-dimensional definable set, every such neighborhood B necessarily intersects R 2 \ (clos(f p ) ∪ Im(φ G )). That is,
Since the closure of a definable set is the union of the closures of its definably connected components, it follows that τ (t 0 ) is in the closure of some definably connected component of R 2 \ (clos(f p ) ∪ Im(φ G )).
Note that
By Lemma 2, we have η ⊂ clos(f ). This completes the proof.
Lemma 5. Let G be a simple connected graph. Assume that G is definably planar and let φ G be a definable embedding of G in R 2 such that card(EC(φ G )) = 0. If card(E(G)) ≥ 3, then, for every face f ∈ F φ G , the closure clos(f ) contains at least three edges of G.
Proof. Fix f ∈ F φ G , and put Z := Im(φ G ) ∩ clos(f ). By Lemma 2, Z is a union of some elements of E φ G ∪ V φ G . Let G f denote the abstract graph that corresponds to the elements composing Z, in the above sense, and let φ G f denote the definable embedding induced by φ G restricted to the elements of G f .
Observe that necessarily f ∈ F φ G f . Indeed, a definable path from a point of f to a point of
Then clos(f ) = R 2 , and hence f intersects every open subset of R 2 \ Im(φ G f ). Since the intersection is open (and nonempty) and Im(φ G ) is one-dimensional, f must have a non-empty intersection also with R 2 \ Im(φ G ). Hence, card(F φ G ) = 1 and clos(f ) = R 2 . In particular, η ⊂ clos(f ), for every η ∈ E φ G . This completes the proof for this case.
Assume next that card(F φ G f ) ≥ 2. It follows from Lemma 6 that G f contains a cycle. Hence, card(E G f ) ≥ 3. Lemma 6. If T is a non-empty, connected graph without cycles, then card(F φ T ) = 1, for any definable embedding φ T .
Proof. It is an immediate consequence of Definition 1, that Im(φ T ) is a definable, closed, bounded and definably contractible subset of R 2 . Hence, H 1 (T, Q) = 0, and the lemma follows immediately from Proposition 1.
We prove an analogue of Euler's formula for definably planar graphs.
Lemma 7 (Euler's formula). Let G be a simple connected graph. Assume that G is definably planar and let φ G be a definable embedding of G in R 2 such that card(EC(φ G )) = 0. Then
Proof. We prove by induction on the number of faces card(F ). Let G be as in the statement and let φ G be a definable embedding of G, such that card(EC(φ G )) = 0 and card(F (φ G )) = 1. We claim that G has no cycles. Indeed, suppose, for contradiction, that G has a cycle (w 1 , . . . , w r ), and put e i :
. Notice that each Im(φ ei ) is definably homeomorphic to [0, 1], and and Im(φ ei ) ∩ Im(φ ej ) is empty if i − j = 1, −1 mod r, and is a point otherwise. This implies using a standard Mayer-Vietoris argument that, H i (M, Q) ∼ = Q, i = 0, 1, ∼ = 0, else.
Proposition 1 now implies that R 2 \ M has exactly two definably connected components. This further implies that R 2 \ Im(φ G ) has at least two definably connected components, contradicting our assumption. Thus G is cycle free, as claimed.
Since G is connected, it is necessarily a tree. Hence card(E(G)) = card(V (G)) − 1, and the identity (2.2) holds for this case. This proves the base case.
Assume that the lemma holds for every simple connected graph H and a definable embedding φ H , with card(EC(φ H )) = 0 and card(F (φ H )) = n, n ≥ 1. Let G be a simple connected graph and let φ G be a definable embedding of G, such that card(EC(φ G )) = 0 and card(F (φ G )) = n + 1 ≥ 2.
By Lemma 4, there exist η = η e ∈ E φ G and some distinct f, f ∈ F φ G , such that η ⊂ clos(f ) ∩ clos(f ). Consider the graph G , such that V (G ) = V (G) and E(G ) = E(G) \ {e}. Let φ G be the definable embedding that identifies with φ G for all vertices and all edges excluding e. As usual, let F φ G denote the set of faces induced by φ G .
We claim that
Note that U ∪ {x} is definably connected, for every definably connected U and x ∈ clos(U ) (see the proof of Lemma 4). This implies that f ∪ f ∪η ⊂ R 2 \ Im(φ G ) is definably connected.
Recall that a definably connected set is also definably pathwise connected. Consider p, q ∈ R 2 such that p ∈ f p , q ∈ f q , and f p = f q ∈ F φ G . Assume that f p ∪ f q is contained in a definably connected component of R 2 \ Im(φ G ).
Let τ : [0, 1] → R 2 \Im(φ G ) be a definable path such that τ (0) = p and τ (1) = q. We may assume, without loss of generality, that the image of τ does not intersect any other face of F φ G ; otherwise, replace q with a point of this face, and restrict τ to a subinterval of [0, 1]. Then
Moreover, Im(τ ) necessarily intersectsη in a point x such that x ∈ clos(f p )∩clos(f q ). By Lemma 2, η ⊂ clos(f p ) ∩ clos(f q ). Hence, applying Lemma 3, we necessarily have {f p , f q } = {f, f }. This proves (2.3).
By the induction hypothesis, we have
This completes the proof.
It follows from Lemma 5 and Lemma 7 that, for every connected definably planar graph G, with card(V (G)) ≥ 4, we have
Indeed, let φ G be a definable embedding of G in R 2 such that card(EC(φ G )) = 0. By Lemma 5, the closure of every f ∈ F φ G contains at least three distinct edges in E φ G , and, for every e ∈ E, η e is contained in the closures of at most two elements of F φ G . Thus, 3 · card(F φ G ) ≤ 2 · card(E). Combined with Lemma 7, the inequality (2.4) follows.
We conclude with an extension of the crossing number inequality, applicable to definable embeddings of graphs in R 2 .
Lemma 8 (crossing number inequality). Let G be a simple connected graph, such that card(E(G)) > 4 · card(V (G)). Then
The proof of Lemma 8 is now very standard (see for example, [2, p. 285]) using the basic results on embeddings of graphs over general o-minimal structures developed above. We include it in the appendix (Section 4).
Proof of Lemma 1. Let Π, Γ be as in the statement.
There exists a constant C = C(V ), such that each γ ∈ Γ can be partitioned into a disjoint union of at most C monotone, definable curves and at most C points (see [4] for definition of monotone). Let Γ γ denote this set of curves. Let Γ = ∪ γ∈Γ Γ γ . By construction, I(Π, Γ) ≤ I(Π, Γ ) + Cn and card(Γ ) ≤ Cn.
Let Π ⊂ Π be the subset defined by
Let Π = Π \ Π .
Note that each point in Π contributes at most one incidence to our counting, and thus
We construct a graph G = (V, E) as follows. Every point of Π corresponds to a vertex of G. Every pair of points p, q ∈ Π that lie consecutively on a curve γ ∈ Γ are connected by an edge in G. Note that a pair of vertices can lie consecutively on more than one curve of Γ . Nevertheless, such a pair will contribute only one edge to G. Using our assumption (a) we get
where the additive factor n compensates for the at most one incidence that we lose on each curve (a curve incident to r points, contributes exactly r − 1 edges to the graph, counting with multiplicity). Let G i = (V i , E i ) denote the connected components of G (i.e. maximal connected induced subgraphs). Recall that each vertex of V corresponds (injectively) to a point of Π . Let Γ i denote the subset of curves γ ∈ Γ , such that γ is incident to one of the points that corresponds to a vertex of V i . Put m i := card(V i ) and Let i be fixed. Note that property (b) in Lemma 1 implies that cr(G i ) ≤ Ni 2 k, since each crossing is induced by a pair of curves of Γ i that intersect. By definition, the graph G i is simple and connected. Applying Lemma 8 to G i , we get (2.9) card(E i ) ≤ C 0 k 1/3 m 
Finally, the inequalities (2.6) and (2.7) imply
where C V,k is a constant that depends only on V and the parameter k.
Proof of Theorem 3
We will need the following lemma.
Proof. For each i = 1, 2, consider a cylindrical definable cell decomposition of R di adapted to S i . It is easy to see that dim(W ∩ (C × D)) = k 1 + k 2 , for some cells C ⊂ S 1 and D ⊂ S 2 of the respective decompositions, where dim(C) = k 1 and dim(C) = k 2 . Indeed, otherwise we would have had dim(W ∩ (S 1 × S 2 )) < k 1 + k 2 , contradicting our assumption on W . By properties of the decomposition, there exist definable homeomorphisms θ C : Let us introduce some notation. For p, q ∈ E, we define γ q := π 1 (π −1 2 (q) ∩ V ) and γ * p := π 2 (π −1 1 (p) ∩ V ). For i = 0, 1, 2, 3, we let Y i := {q | dim(γ q ) = i} and X i := {p | dim(γ * p ) = i}. Lemma 10. Let V be a three-dimensional definable set and let X 1 , Y 1 be as above. Let P, Q ⊂ E be finite subsets. Assume that P ⊂ X 1 , Q ⊂ Y 1 , and that, for every p ∈ P and every q ∈ Q, each of the sets
Then property (i) in the statement of Theorem 3 holds.
Proof. Our assumption on U 1,q and U 2,p implies that for some constant M , which depends only on V ,
Let G = G(P ) denote the graph defined by
Notice that G has maximum vertex degree at most M , so we can color the graph with M + 1 colors. In other words, we can partition P into M + 1 sets P i , so that for any pair of distinct p, p ∈ P i the set
is finite, and hence bounded by some constant N , which depends only on V . Similarly, there exists a partition of Q into at most M + 1 sets Q j so that
is finite and of cardinality at most a constant depending only on V (which we can again take to be N ), for every pair of distinct q, q ∈ Q j .
To prove property (i), it suffices to show that there exists a constant C V depending only on V , such that Proof of Theorem 3. First observe that if dim(V ) = 4, then it follows immediately from Lemma 9, with S 1 = S 2 = R 2 and W = V , that property (ii) of the theorem holds. So we can assume that dim(V ) ≤ 3.
Our strategy is to try to bound the quantity card(V ∩ (P × Q)), as in property (i), and, in each step, prove that if the bound fails, then property (ii) of the theorem must hold. Since dim(V ) ≤ 3, we have dim X i , dim Y i ≤ 3 − i, for each i = 1, 2, 3. In particular, X 3 and Y 3 are finite. Hence the cardinality of each of P ∩ X 3 and Q ∩ Y 3 is bounded by a constant that depends only on V . Thus, we have card(V ∩ (P × (Q ∩ Y 3 ))) + card(V ∩ (P ∩ X 3 ) × Q)) ≤ C 0 (card(P ) + card(Q)), for some C 0 > 0 which depends only on V . A similar argument shows that card(V ∩ (P × (Q ∩ Y 0 ))) + card(V ∩ (P ∩ X 0 ) × Q)) ≤ C 1 (card(P ) + card(Q)), for some C 1 > 0 which depends only on V .
Next, we bound the cardinality of V ∩ (P × (Q ∩ Y 2 )) (unless property (ii) holds). Let Y * 2 := {p ∈ E | dim(γ * p ∩ Y 2 ) ≥ 1}. Note that the definition of Y * 2 is independent of P, Q and depends only on V . Assume first that dim Y * 2 ≥ 1. Then the set {(p, q) ∈ F | p ∈ Y * 2 , q ∈ Y 2 , (p, q) ∈ V } ⊂ V is of dimension dim(Y * 2 ) + 1 and it is contained in the the set Y * 2 × Y 2 . Recalling that dim(Y 2 ) = 1, and applying Lemma 9 to conclude that there exists definable sets α, β ⊂ R 2 with dim α = dim Y * 2 ≥ 1 and dim β = 1, such that α × β ⊂ V . This completes the proof of the theorem for this case.
Hence, we can assume dim Y * 2 = 0. Since Y * 2 is finite, card(Y * 2 ) is bounded from above by a constant C 2 which depends only on V . Hence, card(P ∩ Y * 2 ) ≤ C 2 , and in particular, card (V ∩ ((P ∩ Y * 2 ) × (Q ∩ Y 2 ))) ≤ C 2 · card(Q). Note also that for p ∈ P \ Y * 2 we have card(γ * p ∩ Y * 2 ) ≤ C 2 . Hence, card(V ∩ ((P \ Y * 2 ) × (Q ∩ Y 2 ))) = C 2 · card(P ). We conclude that card(V ∩ (P × (Q ∩ Y 2 ))) ≤ C 2 · (card(P ) + card(Q)).
Symmetrically, it follows that card(V ∩ ((P ∩ X 2 ) × Q)) ≤ C 3 · (card(P ) + card(Q)), for some constant C 3 > 0 which depends only on V , unless property (ii) of the theorem holds.
We are left to bound the cardinality of V ∩ ((P ∩ X 1 ) × (Q ∩ Y 1 )). Without loss of generality, we can assume in what follows, that P ⊂ X 1 and Y ⊂ Y 1 . Let
. For q ∈ Y 1 (resp. p ∈ X 1 ) we will denote by U 1,q (resp. U 2,p ), the definable set π −1 1 (q) ∩ U 1 (resp. π −1 1 (p) ∩ U 2 ). Assume first that dim(U 1,q ) ≥ 1, for some fixed q ∈ Y 1 . By definition, dim(γ q ∩ γ q ) ≥ 1. Thus, the set {(p, q ) ∈ γ q × U 1,q | (p, q ) ∈ V } is of dimension dim(U 1,q ) + 1. By Lemma 9, this implies that there exist definable α, β ⊂ E, such that dim α = dim U 1,q ≥ 1, dim β = 1 and α × β ⊂ V . Thus property (ii) of the theorem holds for this case. Symmetrically, property (ii) of the theorem holds in case dim(U 2,p ) ≥ 1.
Therefore, we can assume that dim(U 2,p ) = dim(U 1,q ) = 0, for every p ∈ X 1 and q ∈ Y 1 . Property (i) of the theorem now follows from Lemma 10.
