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Re´sume´ – L’algorithme de de´bruitage par moyennes non locales Non-Local Means (NL-means) introduit en 2005 [1] a repousse´ les limites du
de´bruitage mais il a aussi introduit un nouveau paradigme, selon lequel la similarite´ pre´sente dans toute image naturelle peut eˆtre capte´e a` travers
les poids NL-means. Nous montrons que, contrairement a` l’opinion dominante [2], les poids NL-means ne permettent pas d’obtenir dans du
bruit une mesure fiable de la similarite´ sans ajout d’une contrainte de localite´ : NL-means conside´re´ comme une me´thode de de´bruitage s’ave`re
eˆtre un algorithme local. Si quelques travaux [4, 5, 7, 8] avaient de´ja` remarque´ que les meilleures performances de NL-means s’obtenaient
localement, aucune conclusion ge´ne´rale n’avait encore e´te´ propose´e faute d’e´tude spe´cifique et la seule explication e´voque´e pour justifier les
re´sultats expe´rimentaux s’ave`re insuffisante. Notre e´tude base´e sur des expe´rimentations e´tablit qu’en moyenne sur des images naturelles, le
biais de l’estimateur NL-means croıˆt avec le rayon de la zone de recherche, ceci parce que le bruit perturbe l’ordre de similarite´ entre les
patchs. Ainsi, l’erreur quadratique entre l’image originale et l’estimation NL-means qui s’e´crit comme la somme du biais, de la variance et de la
covariance de l’estimateur posse`de un minimum absolu pour un disque de rayon 3 a` 4 pixels.
Abstract – Non-Local means is a local image denoising algorithm. The Non-Local Means (NL-means) image denoising algorithm ([1], 2005)
pushed the limits of denoising. But it introduced a new paradigm, according to which one could capture the similarity of images with the
NL-means weights. We show that, contrary to the prevailing opinion, the NL-means weights do not allow to get a reliable measure of the
similarity in a noisy image, unless one add a locality constraint. As an image denoising method, the Non-Local Means prove to be local. Some
works [4, 5, 7, 8] had already pointed out that to get the best denoising performances with the NL-means algorithm, one should run it locally. But
no general conclusion has been yet proposed and the only explanation that was proposed to justify the experimental results is not sufficient. Our
study based on experimental evidence proves that, on average on natural images, the bias of the NL-means estimator is an increasing function of
the radius of the similarity searching zone. The reason for this phenomenon is that noise disrupts the order of similarity between patches. Hence
the mean squared error between the original image and the NL-means estimation, which is the sum of the bias, the variance and the covariance
of the estimator, has an absolute minimum for a disk of radius 3 to 4 pixels.
1 L’algorithme NL-means
Soient v : Ω −→ R l’image bruite´e et u l’image originale.
Nous supposons que v = u + b, ou` {b(x)}x ∈ Ω est un bruit
blanc gaussien de variance σ2. Dans les expe´riences qui suivent
σ = 20, mais d’autres valeurs usuelles de σ conduisent aux
meˆmes conclusions qualitatives. Le de´bruitage par l’algorithme
NL-means [1, 2] est l’estimateur
u
¯
(x) =
∑
y ∈ Ωx
w(x, y)v(y) (1)
ou` les poids NL-means s’e´crivent
w(x, y) =
1
Z(x)
e−
‖V (x)−V (y)‖22,a
2h2 . (2)
Nous notons F (x), ou` F peut eˆtre U , V ouB, le patch de taille
7 × 7 centre´ en x dans l’image f = u, v ou b, c’est-a`-dire
les niveaux de gris {f(y) | y ∈ Ω, ‖x− y‖∞ ≤ 3} ; h est un
parame`tre de filtrage ici e´gal a` σ, Z(x) est un coefficient de
normalisation, ‖ . ‖2,a est la norme euclidienne ponde´re´e par
une gaussienne d’e´cart-type a de´finissant la similarite´ entre les
patchs et Ωx = { y ∈ Ω | ‖x− y‖2 ≤ d} est le voisinage du
point x de rayon d, correspondant a` la zone de recherche de si-
milarite´s. Pre´cisons que les articles originaux [1, 2] conside`rent
Ωx = Ω pour tout x ∈ Ω ; le choix de se restreindre a` un voi-
sinage Ωx est conseille´ au seul motif de limiter le temps de
calcul.
2 Variantes a priori mieux adapte´es a`
la non-localite´
Des travaux [4, 5, 7, 8] ont mentionne´, sur quelques images,
la de´croissance du rapport signal a` bruit de creˆte PSNR(u, u
¯
)
entre l’image bruite´e u et son estimateur u
¯
pour des zones de
recherche e´tendues et des versions dites semi-locales de l’al-
gorithme ont e´te´ pre´fe´re´es. Seuls [7] et [3] proposent une ex-
plication : l’accumulation, dans la somme (1), de contributions
v(y) affecte´es d’un petit poids. Un moyen simple d’e´liminer ce
phe´nome`ne est de mettre a` ze´ro les poids infe´rieurs a` un cer-
tain seuil ou de ne retenir que les premiers poids, classe´s par
ordre de´croissant. Les patchs V (y) pour lesquels w(x, y) est
retenu (ou est non nul) sont alors dits similaires a` V (x). Il est
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inte´ressant de comparer ces patchs similaires avec ceux obte-
nus a` partir de l’image originale u (oracle). Pour repre´senter ces
diffe´rents poids nous notons wv (respectivement wu) la fonc-
tion poids restreinte aux patchs similaires V (respectivement
aux patchs similaires oracle U ). Ainsi, pour f = u ou pour
f = v et pour Ωfx l’ensemble Ωx restreint aux pixels y tels que
les patchs F (y) et F (x) soient similaires,
wf (x, y) =
{
w(x, y) si y ∈ Ωfx,
0 sinon. (3)
La notation f◦ a` la place de f signifie que le calcul de la dis-
tance ‖F (x) − F (y)‖2,a ne tient pas compte de la valeur cen-
trale des patchs, f(x) et f(y). La suppression de la valeur cen-
trale se justifie, dans le cas f = v, par le fait que ne conserver
que les meilleurs patchs augmente le biais porte´ par le pixel
central [9]. Pre´cisons que la fonction poids w est toujours cal-
cule´e selon l’e´quation (2), donc a` partir des patchs bruite´s V ,
le cas e´che´ant sans les valeurs centrales (notation f◦). Dans ce
qui suit les patchs similaires correspondent aux 80 meilleurs
patchs, mais les meˆmes re´sultats qualitatifs sont obtenus avec
un seuillage. Le nombre 80 est relativement arbitraire, d’autres
valeurs donnent des re´sultats semblables. Notons que quand
d ≤ 5, le voisinage Ωx contient moins de 80 pixels et tous
les patchs sont alors conside´re´s comme similaires.
3 Simulation avec les diffe´rents poids
La figure 1 donne le PSNR moyen sur 50 images naturelles
en fonction du rayon d de la zone de recherche. Les images
naturelles proviennent du site de traitement d’images en ligne
www.ipol.im (images sous licence Creative Common CC-
BY) et des bases de donne´es de Kodak r0k.us/graphics/
kodak et de l’USC-SIPI sipi.usc.edu/database. Elles
sont converties en niveaux de gris entre 0 et 255. Nous en affi-
chons quelques-unes a` la figure 5.
Les estimateurs NL-means pour les diffe´rents poids calcule´s
sans l’oracle, soit w, wv et wv◦ , montrent un PSNR moyen en
fonction de d qui est une fonction de´croissante de`s que d ≥ 4.
Pre´cisons que ce caracte`re de´croissant se retrouve avec d’autres
variantes de NL-means non de´crites ici, ayant pour objectif
d’augmenter avec la distance d le nombre de patchs similaires
[6] (prise en compte du changement de contraste ou de trans-
formations ge´ome´triques). Ces courbes indiquent que l’algo-
rithme de de´bruitage NL-means est optimal lorsqu’il est res-
treint a` une zone de recherche des similarite´s tre`s locale. Re-
marquons que le PSNR maximal e´tant obtenu avec le poids
w (pour d = 4), dans le cadre d’une application effective de
de´bruitage ce poids original serait a` privile´gier sur les variantes
calcule´es par seuillage ou par tri.
Les courbes correspondantes aux poids obtenus a` partir des
patchs similaires oracle sont, au contraire, croissantes pour d ≥
5, c’est-a`-dire de`s qu’une se´lection est effectivement applique´e
sur les patchs. Les poids NL-means calcule´s sur l’image bruite´e
sont donc capables d’exploiter les similarite´s a` longue distance,
mais a` la condition que ces similarite´s soient identifie´es sur
l’image non bruite´e. Expliquons maintenant cette diffe´rence de
comportement entre les courbes avec et sans oracle, qui mesure
le de´faut de non-localite´.
4 Les faux patchs similaires, seuls res-
ponsables du de´faut de non-localite´
L’Erreur Quadratique Moyenne (EQM) de l’estimateur se
de´compose suivant les termes EQM = Biais + Variance +
Covariance ou` on note δ(x, y) = u(y)− u(x),
Biais =
1
|Ω|
∑
x∈Ω
 ∑
y∈Ωf◦x
w(x, y)δ(x, y)
2 ,
Variance =
1
|Ω|
∑
x∈Ω
 ∑
y∈Ωf◦x
w(x, y)b(y)
2
et le terme Covariance s’exprimant par
2
|Ω|
∑
x∈Ω
 ∑
y∈Ωf◦x
w(x, y)b(y)
 ∑
y∈Ωf◦x
w(x, y)δ(x, y)
 .
Les figures 2 et 3 affichent les valeurs de ces trois termes et
de leur somme dans le cas f◦ = v◦ (b) et f◦ = u◦ (c), pour
l’image Lena. Nous observons que les courbes de variance et
de covariance de´pendent peu du choix de f◦ ; la covariance
est quasiment nulle tandis que la variance de´croıˆt rapidement
avec la distance d et devient ne´gligeable. Seul le biais est res-
ponsable du de´faut de non-localite´, la courbe restant croissante
dans le cas f◦ = v◦ tandis que dans le cas f◦ = u◦ elle de´croıˆt
de`s que d ≥ 5.
L’article [1] pre´cise que le bruit ne perturbe pas en moyenne
l’ordre de similarite´ entre les patchs. En effet, pour x ∈ Ω
et y ∈ Ωx, E
(‖V (x) − V (y)‖22,a) = ‖U(x) − U(y)‖22,a +
2σ2. Mais comme ‖V (x)− V (y)‖22,a = ‖U(x)− U(y)‖22,a +
‖B(x)−B(y)‖22,a+2
〈
B(x)−B(y), U(x)−U(y)〉
2,a
, le terme
‖B(x) − B(y)‖22,a + 2
〈
B(x) − B(y), U(x) − U(y)〉
2,a
per-
turbe l’ordre de similarite´ entre les patchs (particulie`rement le
dernier qui peut eˆtre ne´gatif). Quand le rayon d de la zone de
recherche augmente le nombre de patchs augmente, ainsi que
le risque de classer comme similaires des patchs a` cause de la
seule re´alisation du bruit. L’hypothe`se de re´gularite´  ‖V (x)−
V (y)‖22,a petit =⇒ ‖U(x)−U(y)‖22,a petit est donc mise en
de´faut lorsque les deux patchs sont distants.
Une autre hypothe`se de re´gularite´ est implicite dans le mode`le
NL-means :  ‖U(x) − U(y)‖22,a petit =⇒ |u(x) − u(y)|2
petit . La figure 4 estime cette re´gularite´ en fonction de d a`
travers le calcul de R(d) = 1|Ω|
∑
x∈Ω
1
|Ωu◦x |
∑
y∈Ωu◦x |u(x) −
u(y)|2. La fonction e´tant de´croissante, nous concluons que cette
proprie´te´ est bien ve´rifie´e de manie`re non locale et ainsi, le
mauvais choix des patchs similaires est le seul responsable du
de´faut de non-localite´ dans la me´thode de de´bruitage NL-means.
5 Conclusion et perspectives
Le site Google Scholar re´fe´rence plus de 3000 textes qui
mentionnent l’algorithme NL-means ; le site IEEE Xplore de´die´
aux publications de l’institut IEEE renvoie pre`s de 200 articles
comportant cette me´thode dans le titre ou dans le re´sume´. La
plupart de ces publications conside`rent le caracte`re non local de
cet algorithme comme une e´vidence et cette proprie´te´ est par-
fois e´voque´e pour justifier une nouvelle me´thode de traitement
des images. Lorsque cette dernie`re porte sur des donne´es signi-
ficativement bruite´es, notre e´tude est donc susceptible d’invali-
der le lien de causalite´ postule´ par les auteurs. A contrario, cer-
tains articles rejettent l’algorithme de de´bruitage NL-means au
motif de son couˆt algorithmique conside´rable lorsqu’il est ef-
fectivement applique´ de manie`re non locale. Cette accusation
est infonde´e : lorsque NL-means est parame´tre´ pour maximi-
ser ses performances, il s’agit d’un algorithme rapide. Aussi, le
fait que le parame`tre de localite´ d soit ge´ne´ralement choisi plus
grand que sa valeur optimale de´savantage NL-means dans la
comparaison avec d’autres algorithmes de de´bruitage, y com-
pris avec des variantes de NL-means pour lesquelles d’autres
parame`tres sont optimise´s.
Au-dela` de l’urgence a` conside´rer NL-means pour ce qu’il
est re´ellement (une variante particulie`rement performante de
filtre a` voisinage), se pose la question de la capacite´ d’un al-
gorithme a` sche´ma aussi simple que celui de NL-means a` ex-
ploiter les similarite´s non locales des images bruite´es. Notre
e´tude montre que la distance ‖V (x) − V (y)‖2,a n’est pas un
crite`re suffisamment robuste au bruit. Il est tout a` fait possible
qu’un crite`re alternatif permette de reconnaıˆtre dans du bruit si
deux patchs sont similaires et l’application pre´alable de celui-ci
pour pre´se´lectionner les patchs candidats permettrait alors l’ob-
tention d’un algorithme de de´bruitage NL-means “non local”.
Une qualite´ remarquable de l’algorithme NL-means est de sus-
citer encore, huit ans apre`s son introduction, de telles questions
fondamentales.
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FIGURE 1 – PSNR moyen sur 50 images naturelles. Les
courbes en rouge (croix) et en bleu (carre´) utilisent l’oracle.
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FIGURE 2 – De´composition de l’EQM sur l’image Lena, f◦ =
v◦ : sans oracle le biais est une fonction croissante du parame`tre
de localite´, ce qui entraıˆne un minimum local de l’EQM dans
un tre`s petit voisinage (rayon 3 a` 4 pixels).
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FIGURE 3 – De´composition de l’EQM sur l’image Lena, f◦ =
u◦ : l’oracle donnant les vrais patchs similaires permet au biais
de de´croıˆtre avec la distance, entraıˆnant la de´croissance de
l’EQM (et donc la croissance du PSNR).
50
100
150
200
250
300
350
400
450
500
0 10 20 30 40 50 60 70 80
R
(d
)
d
FIGURE 4 – Courbe R(d) pour l’image Lena, donnant l’erreur
quadratique moyenne des pixels conside´re´s comme les plus si-
milaires car au centre des meilleurs vrais patchs similaires. La
de´croissance de cette erreur en fonction de la distance e´tablit
l’existence d’une re´gularite´ non locale des patchs non bruite´s
aux valeurs centrales.
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FIGURE 5 – Quelques images naturelles conside´re´es comme
images originales u pour calculer le PSNR moyen. (a) : CC-BY
A. Buades ; (b) : CC-BY M. Colom ; (c) : Kodak Ref # JN1206
cre´dit : Don Cochran ; (d) : Kodak Ref # R890365 cre´dit : Steve
Kelly ; (e) : Peppers ; (f) : Airplane (F-16) ; (g) : CC-BY M.
Colom ; (h) : CC-BY M. Colom ; (i) : Kodak Ref # JN0022
cre´dit : Don Cochran ; (j) : Kodak Ref # JN1033 cre´dit : Steve
Kelly.
