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a b s t r a c t
Let p ≥ 2 be an integer and T be an edge-weighted tree. A cut on an edge of T is a splitting
of the edge at some point on it. A p-edge-partition of T is a set of p subtrees induced by
p − 1 cuts. Given p and T , the max–min continuous tree edge-partition problem is to find
a p-edge-partition that maximizes the length of the smallest subtree; and the min–max
continuous tree edge-partition problem is to find a p-edge-partition that minimizes the
length of the largest subtree. In this paper, O(n2)-time algorithms are proposed for these
two problems, improving the previous upper bounds by a factor of log (min{p, n}). Along
the way, we solve a problem, named the ratio search problem. Given a positive integerm, a
(non-ordered) set B of n non-negative real numbers, a real valued non-increasing function
F , and a real number t , the problem is to find the largest number z in {b/a|a ∈ [1,m], b ∈ B}
such that F(z) ≥ t . We give an O(n+ tF × (log n+ logm))-time algorithm for this problem,
where tF is the time required to evaluate the function value F(z) for any real number z.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let p ≥ 2 be an integer. A discrete p-partition of a tree is a set of p subtrees induced by deleting p − 1 edges. Discrete
tree partition problems study the finding of discrete p-partitions of a tree that optimize some criteria. Various discrete
tree partition problems have been defined and studied in the literature [1,2,5–8,13,18,21]. Two well-known examples are
the max–min tree partition problem [5,6,18], in which a node-weighted tree is given and the objective is to maximize the
minimum-weight subtree, and the min–max tree partition problem [2,5,6], in which a node-weighted tree is given and the
objective is to minimize the maximum-weight subtree.
Let T be an edge-weighted tree embedded in the Euclidean plane. A cut on an edge of T is a splitting of the edge at some
point on it. A p-edge-partition of T is a set of p subtrees induced by p−1 cuts. Given p and T , themax–min continuous tree edge-
partition problem (max–min CTEP problem) is to find a p-edge-partition that maximizes the length of the smallest subtree;
and themin–max continuous tree edge-partition problem (min–max CTEP problem) is to find a p-edge-partition thatminimizes
the length of the largest subtree. (The length of each tree edge is its weight and informally, the length of a subtree is the
sum of the lengths of its edges.) The max–min CTEP problem was firstly defined and studied by Becker et al. [3], motivated
by the problem of distributing the maintenance of a tree-like highway network among p service units in a balanced way.
Assuming rational edge lengths, they presented an O(n2p2 + np3)-time algorithm. Recently, by using the general approach
in [14,15], Halman and Tamir [11] proposedmore efficient algorithms for themax–min CTEP problem. For real edge lengths,
they had an O(n2 log(min{p, n}))-time algorithm. When each edge length is an integer, they had an O(n log(p+ nK))-time
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(a) A tree T . (b) An interior cut c . (c) Three node cuts at i.
Fig. 1. Interior cuts and node cuts.
algorithm,where K is the longest edge length.When each edge length is a rational number, where all the integer numerators
and denominators are bounded by an integer K , they had an O(n2 log K +n log p)-time algorithm.With somemodifications,
Halman and Tamir’s algorithms can solve the min–max CTEP problem with the same time complexities.
In this paper, improved algorithms are proposed for themax–min andmin–maxCTEP problems. The proposed algorithms
are for real edge lengths. For both problems, the time complexities are O(n2), improving the previous upper bounds by a
factor of log(min{p, n}). The proposed algorithms are improved versions of Halman and Tamir’s. For the sake of brevity,
only the algorithm for the max–min CTEP problem is described. The upper bound for the min–max CTEP problem can be
improved by the same factor, using similar arguments. A problem, named the ratio search problem, arises in our approaches
to the CTEP problems, which may be of independent interest. Let m be a positive integer and B be a (non-ordered) set of n
non-negative real numbers. Let F : R → R be a non-increasing function and t be a real number. Given m, B, F , and t , the
ratio search problem is to find the largest real number z in {b/a|a ∈ [1,m], b ∈ B} such that F(z) ≥ t . In this paper, we solve
this problem in O(n + tF × (log n + logm)) time, where tF is the time required to evaluate the function value F(z) for any
real number z.
The remainder of this paper is organized as follows: in the next section, we introduce notations and definitions that are
used throughout this paper; in Section 3, we review Halman and Tamir’s algorithm for the max–min CTEP problem. Then,
in Section 4, our improved algorithm for the max–min CTEP problem is presented. In Section 5, we propose an efficient
algorithm for the ratio search problem. The proposed algorithm is used as a key procedure in Section 4. Finally, in Section 6,
we conclude this paper with some final remarks.
2. Notations and definitions
Let T = (V , E) be an undirected tree, where V is the node set and E is the edge set. Without loss of generality, we assume
that T is rooted at an arbitrary node r . For each node i ∈ V , let C(i) be the set of all children of i, p(i) be the parent of i,
and ei be the edge connecting i and p(i). Each edge ei, i ∈ V , has a non-negative length li. For ease of presentation, assume
that the root r has a pseudo edge er with lr = 0. The tree T is embedded in the Euclidean plane. Each edge ei, i ∈ V , is
regarded as a line segment of length li so that we can talk about points, not necessarily nodes, on the edges. Let A(T ) denote
the continuum set of points on the edges of T . For any two points x, y on an edge, if x and y are not the two ends of the edge,
the simple path from x to y is called a partial edge. A subset Y ⊆ A(T ) is called a subtree of T if it is closed and connected. For
any subtree Y of T , define the length of Y , denoted by l(Y ), to be the total length of its edges and partial edges.
Let x be a point on an edge ei, i ∈ V . A cut at x is a splitting of the edge into two closed partial edges: one is from i to x and
the other is from x to p(i). Such a cut also divides the tree into two closed subtrees, intersecting at x only. A cut at an interior
point of an edge is called an interior cut. A cut at an end of an edge is called a node cut. An interior cut is uniquely defined by
a point of an edge, while a node cut is defined by a node and an edge incident to the node. For example, consider the tree
in Fig. 1(a). The point c is an interior point of an edge. As depicted in Fig. 1(b), it uniquely defines an interior cut. There are
three edges incident to the node i. As illustrated in Fig. 1(c), each of the edges defines a node cut at i.
Let p ≥ 2 be an integer. A continuous p-partition of A(T ) is a set of p closed subtrees such that no pair of them intersect
at more than one point and their union is A(T ). A p-edge-partition of A(T ) is a continuous p-partition induced by p − 1
cuts. Note that not every continuous p-partition of A(T ) is a p-edge-partition. For example, letting T be the tree in Fig. 1(a),
the continuous 2-partition in Fig. 2 is not a 2-edge-partition, since no cuts can induce it. Themax–min continuous tree edge-
partition problem (max–min CTEP problem) is to find a p-edge-partition of A(T ) that maximizes the smallest length of a
subtree, and the min–max continuous tree edge-partition problem (min–max CTEP problem) is to find a p-edge-partition of
A(T ) that minimizes the largest length of a subtree.
3. Halman and Tamir’s algorithm for the max–min CTEP problem
Let l∗ be the length of the smallest subtree in an optimal solution to themax–min CTEP problem. For ease of presentation,
only the computation of l∗ is described. Halman and Tamir’s algorithm uses a parametric approach to compute l∗. For any
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Fig. 2. A continuous 2-partition.
(a) Adding blc/lc cuts on each ec . (b) Update of li .
Fig. 3. An illustration of Algorithm 1.
real number l > 0, defineM(l) to be the largest number such that there exists anM(l)-edge-partition in which the length of
each subtree is at least l. A length l is feasible ifM(l) ≥ p. In Section 3.1, anO(n)-time algorithm for determining the feasibility
of a given length l is described. Then, in Section 3.2, Halman and Tamir’s parametric algorithm for the computation of l∗ is
presented.
3.1. The feasibility test algorithm
Let l > 0 be a given length. The determination of M(l) is based upon a bottom-up computation on a copy tree T ′ of T .
During the computation, cut points are selected in an optimal way to split T ′ into subtrees with length ≥ l. A node of a
rooted tree is called a cluster node if all its children are leaves of this tree. Initially, set M(l) = 0. Then, repeatedly, we pick
up an arbitrary cluster node i, update M(l) and the length li, and then remove the children of i from T ′ until only the root
of T ′ is left. The update of M(l) and the length li for a cluster node i is as follows. For each c ∈ C(i), we increase M(l) by
blc/lc and compute rc = lc − l × blc/lc. The increasing of M(l) accounts for adding cut points on the edges connecting i
and its children, where the distance between adjacent cuts is exactly l. (See Fig. 3(a).) Next, we compute R as the sum of all
rc, c ∈ C(i). If R < l, we add R to li. (See Case 1 of Fig. 3(b).) Otherwise, R ≥ l and we increaseM(l) by 1 and keep li the same.
This increasing ofM(l) accounts for adding a node cut at i on the edge (i, p(i)). (See Case 2 of Fig. 3(b).)
The following algorithm determines whether a given length l is feasible by the above computation ofM(l).
Algorithm 1. Feasibility_Test (T , p, l)
Input: a tree T = (V , E), an integer p ≥ 2, and a length l > 0
Output:whether l is feasible or not
begin
1 T ′ ← T
2 M(l)← 0
3 while there is a cluster node i in T ′ do
4 begin
5 for each c ∈ C(i) do
6 begin
7 M(l)← M(l)+ blc/lc /* add blc/lc cut points on ec
8 rc ← lc − l× blc/lc
9 end
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(a) A discrete subtree Y1 . (b) A subtree Y2 .
Fig. 4. Discrete subtrees.
10 R← the sum of all rc, c ∈ C(i)
11 if R < l then li ← li + R /* add R to the length of ei
12 elseM(l)← M(l)+ 1 /* add a node cut at i on ei
13 for each c ∈ C(i) do remove c and ec from T ′ /* i becomes a leaf
14 end
15 ifM(l) ≥ p then return (feasible) else return (infeasible)
end
By using an inductive proof, it is easy to show the correctness of Algorithm 1. Clearly, the running time is O(n). Thus, we
have the following.
Lemma 1 ([11]). Whether a given length l is feasible can be determined in O(n) time.
3.2. Halman and Tamir’s algorithm
We call a subtree discrete when all its boundary points are nodes of T . For example, the subtree Y1 in Fig. 4(a) is discrete,
since all its boundary points a, b, c, d are nodes of T . However, the subtree Y2 in Fig. 4(b) is not discrete, since x and y are not
nodes of T . The function M(l) is non-increasing. That is, M(l1) ≥ M(l2) if l1 < l2. Therefore, l∗ is the largest value of l such
thatM(l) ≥ p. The following lemma shows that the optimal value l∗ canbe obtained by dividing some discrete subtree of T
equally.
Lemma 2 ([11]). There exists a discrete subtree Y of T and an integer q in [1, p] such that l∗ = l(Y )/q.
Let X∗ be the p-edge-partition obtained by applying Algorithm 1 for the length l∗. For each edge ei, i ∈ V , let n(i) be the
number of cuts on ei in X∗. The following lemma gives an upper bound and a lower bound on n(i).
Lemma 3 ([11]). For each i ∈ V , (li/l(T ))(p− (n− 1))− 1 ≤ n(i) ≤ (li/l(T ))(p+ (n− 1))+ 1.
For each i ∈ V , let Di be the minimum discrete subtree of T rooted at i such that for each leaf j in the subtree, either j is a
leaf of T or X∗ contains the node cut at j on ej. For example, in Fig. 5, Dc is the single-node tree with node set {c} and Di is the
subtree with node set {i, a, b, c, d}. For each i ∈ V , let ni be the number of interior cuts on ei in X∗, Li be the length of Di, and
Ni be the number of interior cuts in X∗ that are on the edges of Di. For example, in Fig. 5, ni = 1, Li = (2+ 7+ 5+ 5) = 19,
and Ni = 4. By definition, if i is a leaf of T or X∗ contains a node cut at i on ei, we have (Li,Ni) = (0, 0); otherwise, we have
(Li,Ni) = (∑c∈C(i)(Lc + lc),∑c∈C(i)(Nc + nc)).
Halman and Tamir used the parametric approach in [14,15] to compute the optimal value l∗. The framework of their
algorithm is simple. During the execution of the algorithm, an interval [L−, L+) containing l∗ is maintained. Initially, [L−, L+)
is set to [0, l(T )). Then, the algorithm iteratively shrinks the interval [L−, L+), ensuring that it includes the optimal value l∗,
by examining the edges and nodes of T in a bottom-up fashion. At the end of the algorithm, L− = l∗. In order to examine
edges and nodes in a bottom-up fashion, we mark an edge or a node done after it has been examined. An edge ei is ready
for examination if i is done; and a node i is ready for examination if all edges connecting i and its children are done. At the
beginning, wemark all leaves i done, since they need not to be examined.Moreover, we compute their (Li,Ni) as (0, 0).While
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Fig. 5. An example of T and X∗ , in which p = 12 and l∗ = 4.
examining an edge or a node, we shrink the interval [L−, L+). After each shrinking, to check whether l∗ is actually bigger
than L−, we continue with the hypothesis that L− 6= l∗ until all edges and nodes have been examined. When this hypothesis
holds, the examination of an edge ei will correctly compute ni and the examination of a node i will correctly compute
(Li,Ni).
While examining an edge ei, we do the following. First, we determine the smallest integer k such that (Li + li)/(Ni + k)
is feasible. Then, we update [L−, L+) by using Li, li,Ni, and k. After the update, with the hypothesis that L− 6= l∗, the number
of interior cuts on ei ∪ Di obtained by applying Algorithm 1 for any value l in [L−, L+) is the same, which is b(Li + li)/L+c.
Finally, since l∗ ∈ [L−, L+), we compute ni as b(Li + li)/L+c − Ni. While examining a node i, we do the following. First, we
assume that X∗ does not contain a node cut at i on ei and compute (Li,Ni) under the assumption. With the hypothesis that
L− 6= l∗, the above assumption is true if Li/(Ni + 1) is feasible. Next, we determine the feasibility of Li/(Ni + 1) and update
[L−, L+) accordingly. Finally, if Li/(Ni + 1) is infeasible, we reset (Li,Ni) = (0, 0), since X∗ contains a node cut at i on ei. The
details of the algorithm are as follows.
Algorithm 2. Tree_Edge_Partition (T , p)
Input: a tree T = (V , E) and an integer p ≥ 2
Output: the optimal solution l∗ for the max–min CTEP problem
begin
1 [L−, L+)← [0, l(T ))
2 for each leaf i in T do
3 begin
4 (Li,Ni)← (0, 0)
5 mark i done
6 end
7 while the root is not done do
8 if there is a ready edge ei then Edge_Examination (ei)
9 else if there is a ready node i then Node_ Examination (i)
10 l∗ ← L−
end
Procedure Edge_Examination (ei)
begin
1 [a, b] ← an interval containing [n(i)− 1, n(i)+ 1] ∩ [1, p]
2 if (Li + li)/(Ni + b) is feasible then
3 begin
4 k← the smallest integer in [a, b] such that (Li + li)/(Ni + k) is feasible
5 L− ← {max L−, (Li + li)/(Ni + k)}
6 if k > 1 and (Li + li)/(Ni + k− 1) is infeasible then L+ ← min{L+, (Li + li)/(Ni + k− 1)}
7 end
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8 ni ← b(Li + li)/L+c − Ni /* add ni interior cuts on ei
9 mark ei done
end
Procedure Node_Examination (i)
begin
1 (Li,Ni)← (∑c∈C(i)(Lc + lc),∑c∈C(i)(Nc + nc))
2 if Li/(Ni + 1) is feasible then /* X* does not contain a node cut at i on ei
3 L− ← max{L−, Li/(Ni + 1)}
4 else begin /* X∗ contains a node cut at i on ei
5 L+ ← min{L+, Li/(Ni + 1)}
6 (Li,Ni)← (0, 0)
7 end
8 mark i done
end
Algorithm 2 is designed based upon Lemma 2. Because of the elaboration, we omit the correctness proof here. The time
complexity is analyzed as follows. Consider Procedure Edge_Examination first. The bottleneck is Line 4, which is to find
the smallest integer k in [a, b] such that (Li + li)/(Ni + k) is feasible. The finding is done by performing a binary search
on [a, b], using O(log(b − a)) feasibility tests. Therefore, the running time is dependent on the size of [a, b]. In Line 1, we
can compute [a, b] to be any interval that contains [n(i) − 1, n(i) + 1] ∩ [1, p]. Let n′(i) = (li/l(T ))(p − (n − 1)) − 1
and n′′(i) = (li/l(T ))(p+ (n− 1))+ 1. According to Lemma 3, n(i) is an integer in [n′(i), n′′(i)]. Thus, [a, b] is computed as
[n′(i)−1, n′′(i)+1]∩[1, p]. Since n′′(i)−n′(i) ≤ 2(li/l(T ))(n−1)+2 ≤ 2(n−1)+2 = O(n), the size of [a, b] isO(min{p, n}).
Therefore, each call to the procedure requires O(n log(min{p, n})) time. Next, consider Procedure Node_Examination. Line 1
takes O(|C(i)|) time. Line 2 performs a feasibility test and thus takes O(n) time. All the other lines take O(1) time. Therefore,
each call to the procedure requiresO(n) time. In Algorithm2, there are n calls to Procedure Node_Examination and n−1 calls
to Procedure Edge_Examination. Therefore, the running time of Algorithm 2 is O(n2 log(min{p, n})). We have the following
theorem.
Theorem 1 ([11]). The max–min CTEP problem can be solved in O(n2 log(min{p, n})) time.
4. An improved algorithm for the max–min CTEP problem
In this section, an O(n2)-time algorithm for themax–min CTEP problem is presented. For each i ∈ V , let qi be the smallest
positive integer such that li/qi is feasible. The following lemma is essential to our improvement.
Lemma 4. For each i ∈ V , qi − 1 ≤ n(i) ≤ qi + 1.
Proof. Consider a fixed node i ∈ V . Since qi is the smallest integer such that li/qi is feasible, it is easy to conclude that
(qi− 1)× l∗ < li ≤ qi× l∗. Thus, qi− 1 < li/l∗ ≤ qi. In the partition X∗, there are n(i) cuts on ei. According to the execution
of Algorithm 1, the distance between adjacent cuts on ei is exactly l∗. Thus, (n(i)−1)× l∗ ≤ li < (n(i)+1)× l∗, fromwhich
we conclude that li/l∗ − 1 < n(i) ≤ li/l∗ + 1. Consequently, since qi − 1 < li/l∗ ≤ qi, we have qi − 2 < n(i) ≤ qi + 1.
Moreover, since n(i) is an integer, we have qi − 1 ≤ n(i) ≤ qi + 1. Thus, the lemma holds. 
The bottleneck of Algorithm 2 is Line 4 of Procedure Edge_ Examination, which is to determine the smallest integer k
in [a, b] such that (Li + li)/(Ni + k) is feasible. Recall that, in Line 1, we can compute [a, b] as any interval that contains
[n(i) − 1, n(i) + 1] ∩ [1, p]. Based upon Lemma 3, Halman and Tamir computed [a, b] as an interval of size O(min{p, n}).
According to Lemma 4, if qi is known, we can compute [a, b] as [qi − 2, qi + 2] ∩ [1, p] and thus the number of feasibility
tests required for determining k can be reduced from O(log(min{p, n})) to O(1). Therefore, if all qi are known, the running
time of Algorithm 2 can be improved by a factor of O(log(min{p, n})).
In the following, we discuss the determination of all qi. Let Z = {li/a|a ∈ [1, p], i ∈ V }. Let z∗ be the largest feasible
number in Z . Then, we have the following lemma.
Lemma 5. For each i ∈ V , qi = dli/z∗e.
Proof. Consider a fixed node i ∈ V . Since we can obtain p subtrees of length li/p by simply splitting the edge ei, li/p is
feasible. Thus, qi ≤ p. Two cases are considered: li ≤ z∗ and li > z∗. First, consider the case that li ≤ z∗. In this case, li is
feasible and thus qi = 1. Since dli/z∗e = 1, the lemma holds. Next, assume that li > z∗. Since li ∈ Z and z∗ is the largest
feasible number in Z, li is infeasible. Thus, qi ≥ 2. By the definition of qi, li/qi is feasible and li/(qi − 1) is infeasible. Since
both li/qi and li/(qi − 1) are in Z and z∗ is the largest feasible number in Z , we conclude that li/qi ≤ z∗ < li/(qi − 1),
from which we obtain li/z∗ ≤ qi < li/z∗ + 1. Moreover, since qi is an integer, we have qi = dli/z∗e. Therefore, the lemma
holds. 
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According to Lemma 5, we compute all qi by the following procedure.
Procedure Preprocess(p, T )
begin
1 z∗ ← the largest number in {li/a|a ∈ [1, p], i ∈ V } such thatM(z∗) ≥ p
2 for each i ∈ V do
3 qi ← dli/z∗e
4 return (q1, q2, . . . , qn)
end
The computation of z∗ in Line 1 is the most critical step of the above procedure. Megiddo and Tamir [16] had an efficient
algorithm for the computation, which requires O(n log n) time. It is briefly described as follows. Let ki(l) = bli/lc for
each i ∈ Vand let f (l) = ∑i ki(l). Then, f (l) is a non-increasing step function that includes z∗ as a jump point. Since∑
i qi ≤ p + n and qi = dli/z∗e for each i ∈ V , we have f (z∗) =
∑
ibli/z∗c ≤
∑
i qi ≤ p + n. Let z ′ = (
∑
i li)/p. From
f (z ′) =∑ibli/z ′c > (∑i li)/z ′−n and p = (∑i li)/z ′, we obtain f (z ′) > p−n. Since z∗ ≤ l∗ ≤ z ′, it follows from the above
discussion that p− n < f (z ′) ≤ f (z∗) ≤ p+ n. Therefore, there are at most 2n jump points of f that are between z ′ and z∗
(including z∗). All jumps after z ′ are at points of the form li/(ki(z ′)+a), where i ∈ V and a ≥ 1 is an integer. Using a standard
priority queue, the 2n jumps after z ′ are enumerated in O(n log n) time. Then, z∗ is computed by performing a binary search
on the jumps, usingO(log n) feasibility tests. In Section 5, an efficient algorithm is proposed for the ratio search problem. The
proposed algorithm provides a new implementation for the computation of z∗, which is as simple and efficient as Megiddo
and Tamir’s algorithm. Besides, the ratio search problem may be of independent interest.
We have the following.
Lemma 6. All qi, i ∈ V , can be computed in O(n log n) time.
As mentioned, using the values of qi, the running time of Algorithm 2 can be improved by a factor of O(log(min{p, n})).
Therefore, we have the following theorem.
Theorem 2. The max–min CTEP problem can be solved in O(n2) time.
Using similar arguments, the upper bound for the min–max CTEP problem can be improved by the same factor. We have
the following.
Theorem 3. The min–max CTEP problem can be solved in O(n2) time.
5. The ratio search problem
Letm be a positive integer and B be a (non-ordered) set of n non-negative real numbers. Let F : R→ R be a non-increasing
function and t be a real number. The ratio search problem is to find the largest real number z in {b/a|a ∈ [1,m], b ∈ B} such
that F(z) ≥ t . A special case of the ratio search problem is called the rational search problem, inwhich B = [1,m]. This special
case had been solved efficiently in O(tF × logm) time [12,17,19], where tF is the time required to evaluate the function value
F(z) for any real number z. The algorithms in [12,17,19] utilize the integral property of B and thus can not be applied to our
problem.
In Section 5.1, an efficient algorithm is proposed for the ratio search problem, which requires O(n+ tF × (log n+ logm))
time. The ratio search problem is a special case of searching in sorted matrices and matrices with sorted columns [9,10,20].
In Section 5.2, we discuss the time complexities of solving it by using existing general approaches for the searching.
5.1. An efficient algorithm
Let Q = {(a, b)|a ∈ [1,m], b ∈ B}. Imagine that every element in Q is a point in the x–y plane. (See Fig. 6.) For any point
q = (a, b) in the x–y plane, let δ(q) = b/a. A point q is feasible if F(δ(q)) ≥ t and is infeasible otherwise. Then, our problem
is to find the feasible point q in Q with the largest δ(q). Let q be a point in Q and L be the line passing through the origin (0,0)
and q. The δ value of any point in the x–y plane is the slope of the line passing through the origin and the point. Thus, the
δ values of all points below L (area B in Fig. 6) are smaller than δ(q) and the δ values of all points above L (area A in Fig. 6)
are larger than δ(q). The function F is non-increasing. Therefore, if q is feasible, all points below L are feasible. On the other
hand, if q is infeasible, all points above L are infeasible. We have the following lemma.
Lemma 7. Let q be a point in Q and L be the line passing through the origin and q. If q is feasible, all points below L are feasible;
otherwise, all points above L are infeasible.
Our algorithm is designedbasedupon Lemma7. In the following,wedenote the ith smallest number inB as bi, 1 ≤ i ≤ n. If
F(0) < t , all points in Q are infeasible. Therefore, we assume F(0) ≥ t . For ease of presentation, we also assume that b1 = 0.
Let bk be the largest number in B such that (m, bk) is feasible. Note that since b1 = 0 and F(0) ≥ t , bk always exists. Let H
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Fig. 6. The set Q of points.
Fig. 7. H , L1 , and L2 .
be the horizontal line passing through (m, bk). (See Fig. 7.) All the points above H in Q (area A in Fig. 7) are above the line
passing through the origin and the point (m, bk+1). By the definition of bk, (m, bk+1) is infeasible. Thus, all the points above
H in Q are infeasible. Let g be the smallest integer in [1,m] such that (g, bk) is feasible. Let L1 be the line passing through
the origin and the point (g − 1, bk) and let L2 be the line passing through the origin and the point (g, bk). Since (g − 1, bk)
is infeasible, all points above L1 and below H (area B in Fig. 7) are infeasible. Since (g, bk) is feasible, all points below L2 and
H (area C in Fig. 7) are feasible. Therefore, after bk and g are computed, only the feasibilities of the points enclosed by L1, L2,
and H (area D in Fig. 7) are uncertain. Let Q ∗ be the set of points in Q that are enclosed by L1, L2, and H , excluding points on
the lines. The following lemma gives an upper bound on the number of points in Q ∗.
Lemma 8. There are at most n points in Q ∗.
Proof. For 0 ≤ y < bk, the horizontal distance between L1 and L2 at a fixed y is less than 1. For 1 ≤ i < k, the distance
between any two consecutive points in Q with y = bi is 1. Thus, for each i, 1 ≤ i < k, there is at most one point in Q with
y = bi lying between L1 and L2. Therefore, there are at most n points in Q ∗. 
For 1 ≤ i < k, the horizontal line y = bi intersects L1 and L2 at x = (g − 1)bi/bk and x = gbi/bk, respectively. Thus, for
1 ≤ i < k, the first point on the right side of L1 with y = bi in Q is at x = d(g − 1)bi/bke. Therefore, we have
Q ∗ = {(d(g − 1)bi/bke, bi)|1 ≤ i < k, (g − 1)bi/bk < d(g − 1)bi/bke < gbi/bk}.
Since (g, bk) is feasible and the δ values of all feasible points below L2 are smaller than δ((g, bk)), our problem becomes to
find the feasible point q in Q ∗ ∪ {(g, bk)}with the largest δ(q).
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Based upon the above discussion, an algorithm for the ratio search problem is presented as follows.
Algorithm 3. Ratio_Search (m, B, F , t)
Input: an integerm > 0, a (non-ordered) set B of n non-negative real numbers, a non-increasing function F , and a real
number t
Output: the largest number z in {b/a|a ∈ [1,m], b ∈ B} such that F(z) ≥ t
begin
1 bk ← the largest number in B such that F(bk/m) ≥ t
2 g ← the smallest integer in [1,m] such that F(bk/g) ≥ t
3 Q ∗ ←{(d(g − 1)b/bke, b)|b ∈ B, 0 ≤ b < bk, (g − 1)b/bk < d(g − 1)b/bke < gb/bk}
4 q∗ ← the feasible point in Q ∗ ∪ {(g, bk)}with the largest δ(q∗)
5 return (δ(q∗))
end
The time complexity of Algorithm 3 is analyzed as follows. Line 1 is to find the largest number bk in Bwith F(bk/m) ≥ t .
The finding can be done by using the prune-and-search technique as follows. First, we compute themedianα of the numbers
in B by using the linear-time selection algorithm in [4]. Next, we compute the value F(α/m). If F(α/m) ≥ t , we prune away
all numbers smaller thanα in B; otherwise, we prune away all numbers larger thanα. And then, we repeat the above process
on the remaining numbers in B until bk is found. Clearly, the above finding of bk requires O(n+ tF × log n) time. Line 2 is to
compute the smallest integer g in [1,m] such that F(bk/g) ≥ t . By performing a binary search on [1,m], we can find g with
logm evaluations of the function F . Thus, Line 2 takes O(tF × logm) time. Line 3 requires O(n) time. Line 4 is to compute the
feasible point q∗ in Q ∗∪{(g, bk)}with the largest δ(q∗). Similar to the finding of bk in Line 1, the point q∗ can be computed in
O(n+ tF × log n) time by using the prune-and-search technique. Therefore, Algorithm 3 requires O(n+ tF × (log n+ logm))
time. We have the following theorem.
Theorem 4. The ratio search problem can be solved in O(n+ tF × (log n+ logm)) time.
Procedure Preprocess in Section 4 needs to compute the largest number z∗ in {li/a|a ∈ [1, p], i ∈ V } such that
M(z∗) ≥ p. The value of z∗ can be computed by applying Algorithm 3 with m = p, B = {li|i ∈ V }, F = M , and
t = p. For p ≤ n, the running time is O(n log n) by Theorem 4. Assume that p > n. In Line 2 of Algorithm 3, the
range for searching the integer g is [1, p] and thus O(n log p) time is required. In our application, the running time can
be reduced as follows. Let ew be the longest edge in T . Since ew can be split into p partial edges of length lw/p, lw/p is
feasible. Thus, the value of bk computed in Line 1 is lw and the value of g computed in Line 2 is qw . Recall that qw is defined
in Section 4 as the smallest positive integer such that lw/qw is feasible. By combining Lemmas 3 and 4, it can be concluded
that (lw/l(T ))(p− (n− 1))− 2 ≤ qw ≤ (lw/l(T ))(p+ (n− 1))+ 2. Thus, the range for searching g can be restricted to an
interval of size O(n). And therefore, the running time can be reduced to O(n log n).
Remark 1. In our application to the max–min CTEP problem, the finding of bk in Line 1 can be done by simply finding the
longest edge length in T . Moreover, since the running time is O(n log n), we can sort Q ∗ ∪ {(g, bk)} first so that the finding
of q∗ in Line 4 can be done by simply using a binary search.
Remark 2. The ratio search problem for non-decreasing functions, i.e., where F ′ is non-decreasing and we look for the
smallest real number z in {b/a|a ∈ [1,m], b ∈ B} such that F ′(z) ≥ t , is similarly solvable in the same time bound.
Remark 3. The ratio search problem for non-increasing functions where F ′′ is non-increasing and we look for the largest
real number z in {a/b|a ∈ [1,m], b ∈ B} such that F ′′(z) ≥ t , is solved in the same time bound by defining F ′(x) = F ′′(1/x),
and applying the ratio search problem for non-decreasing functions as described in Remark 2.
Remark 4. The ratio search problem as well as the two variants in Remarks 2 and 3 can be solved in the same time even if
the a’s were taken from either an arithmetic sequence ofm consecutive positive elements or a geometric one, instead of the
consecutive numbers 1, . . . ,m.
5.2. Discussion
The problem of searching in sorted matrices and matrices with sorted columns has received considerable attention [9,
10,20]. Let (x1, x2, . . . , xn) be an arbitrary sequence of B. Let Y be an n × m matrix in which yij = xi/j, where 1 ≤ i ≤ n
and 1 ≤ j ≤ m. A number z is feasible if F(z) ≥ t and is infeasible otherwise. Then, the ratio search problem is to find
the largest feasible element in Y . Since Y is with sorted rows, we can do the finding by using the approach in [9,20] as
follows. Initially, all elements in Y are candidates. For each i, the median, αi, of the candidates in row i is found. Then, the
weighted median α∗ of (αl, α2, . . . , αn) is computed, using the number of candidates in row i to be the weight of αi. The
first iteration is then completed by discarding at least 1/4 of the candidates as follows: If α∗ is feasible, for each row iwith
αi ≤ α∗, discard the candidates ≤αi, except for α∗; otherwise, for each row i with αi ≥ α∗, discard the candidates ≥ αi.
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After O(logm) repetitions of the above process, the number of candidates is O(n). Finally, the desired element is extracted
by using the prune-and-search technique. Each iteration takes O(n + tF ) time. Therefore, the overall time complexity is
O(n logm+ tF × (log n+ logm)).
Frederickson and Johnson [10] had an efficient approach for searching in sorted matrices. Using the approach, the ratio
search problem can be solved as follows. First, we sort the elements in B, making Y a sortedmatrix. A sub-matrix of Y is called
a cell. At the beginning, there is a single cell, the matrix Y . Then, proceed to iterate as follows. Each cell is divided into four
sub-cells of equal size. If both dimensions are greater than one, each dimension is split in half; otherwise, one dimension is
equal to one and the other dimension is split into quarters. Then, find themedianαs (αl, respectively) of the smallest (largest,
respectively) elements of these sub-cells. If αs is feasible, discard all sub-cells whose largest elements are smaller than αs;
otherwise, discard all sub-cells whose smallest elements are larger than αs. Perform the same operation with regard to αl.
Then, we proceed to the next iteration. After O(log nm) iterations, all cells are single elements. Finally, the desired element
is found by using the prune-and-search technique. The overall time complexity is O(n log n + m log(n/m) + tF × log n) if
m ≤ n, and is O(n log n+ n log(m/n)+ tF × logm) otherwise. Please refer to [10] for detailed analysis.
Remark 5. Consider the application to the max–min CTEP problem. If p ≤ n, the above two approaches both compute
z∗ in O(n log n) time. For p > n, z∗ can be computed in O(n log n) time by the following slight modification: initially, the
candidates at each row i are the elements between positions (li/l(T ))(p− (n− 1))− 2 and (li/l(T ))(p+ (n− 1))+ 2.
Remark 6. We can solve the problem on the sorted matrix {a× b′|a ∈ A, b′ ∈ B′} ≡ {a/b|a ∈ A, b ∈ B} where A = [1,m]
and B = {1/b′|b′ ∈ B′} by using the variant described in Remark 3.
Remark 7. We can solve the problem on the sortedmatrix {a′+b′′|a′ ∈ [1,m], b′′ ∈ B′′}with function F ′ by using Remarks 4
and 6 on A = {ei|i = 1, 2, . . . ,m} and B′ = {eb|b ∈ B′′} with F(x) = F ′(ln(x)). Note that F(x × y) = F ′(ln(x) + ln(y)) and
the elements in A form a geometric sequence.
Let Y be the sorted matrix corresponding to the ratio search problem. More specifically, Y is an n × m matrix in which
yij = bi/j, where 1 ≤ i ≤ n and 1 ≤ j ≤ m. Recall that bi is the ith smallest number in B. The matrix Y is with non-increasing
rows and non-decreasing columns. In the ratio search problem, the denominators are integers 1, 2, . . . ,m. These integers
form an arithmetic sequence, in which the difference between any two consecutive numbers is the same. Consequently, the
sorted matrix Y satisfies the following two properties:
(1) For any two consecutive elements yi,j−1 and yi,j in a row i, the number of elements in row i′ whose values are in the
interval (yi,j, yi,j−1) is a constant for every i′ < i; and
(2) For any real number x, the first element smaller than x at any row can be found in O(1) time.
Our algorithm for the ratio search problem utilizes these two properties. Therefore, as compared to the above two general
approaches, it is simpler andmore efficient. Property (1) is used in the proof of Lemma 8, which shows that there are atmost
n points in Q ∗. Property (2) allows Q ∗ to be determined in O(n) time, which is done in Line 3 of Algorithm 3.
Our algorithm for the ratio search problem can be extended to obtain the following.
Theorem 5. Let Y be any n × m matrix with non-increasing rows and non-decreasing columns. Suppose that Y satisfies both
properties (1) and (2). Then, the largest feasible element in Y can be determined in O(n+ tF × (log n+ logm)) time.
Proof. The largest feasible element in Y can be determined as follows. First, we find the last row, k, that contains a feasible
element. Since each row is non-increasing, a row i contains a feasible element if and only if yi,m is feasible. Thus, k can be
found in O(log n) time by performing a binary search on the last column. Assume that k exists; otherwise, no element of
Y is feasible. Next, by binary search, we find in O(logm) time the first feasible element, yk,g , at row k. If g = 1, yk,1 is the
largest feasible element in Y ; otherwise, we do the following: compute Q ∗ = {yi,j|1 ≤ i < k, yi,j ∈ (yk,g , yk,g−1)} and then
extract the desired element from Q ∗ ∪ {yk,g} by using the prune-and-search technique. By properties (1) and (2), Q ∗ can
be computed in O(n) time. Therefore, the overall time complexity is O(n+ tF × (log n+ logm)). Consequently, the lemma
holds. 
For example, let Y be an n × m matrix in which yij = bi × j, where 1 ≤ i ≤ n and 1 ≤ j ≤ m. If we reverse the order
of the columns, then Y satisfies both properties (1) and (2). Since Y is the sorted matrix corresponding to the set {a× b|a ∈
[1,m], b ∈ B}, by Theorem5, the largest feasible element in {a×b|a ∈ [1,m], b ∈ B} can be found inO(n+tF×(log n+logm))
time. Another simple example is the sorted matrix corresponding to the set {a+ b|a ∈ [1,m], b ∈ B}. These two examples
correspond, respectively, to Remarks 6 and 7.
In Theorem 5, the matrix Y is with non-increasing rows and non-decreasing columns. It is easy to obtain similar results
for a sorted matrix with non-decreasing rows or non-increasing columns.
6. Concluding remarks
In this paper, improved algorithmswere proposed for themax–min andmin–max CTEP problems. The time complexities
of the proposed algorithms are both O(n2), improving the previous upper bounds by a factor of log (min{p, n}). For rational
edge lengths, where all the integer numerators and denominators are bounded by an integer K , Halman and Tamir solved
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the problems in O(n2 log K + n log p) time. Even compared to their upper bounds for rational edge lengths, our results are
better.
One direction for further study is to design sub-quadratic algorithms for the max–min and min–max CTEP problems. As
noted in [11], a possible approach to reduce the upper bounds is to present a poly-logarithmic time parallel algorithm for
the computation ofM(l) and then apply the ideas in [5,15] to design efficient serial algorithms.
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