Grid systems have gained tremendous importance in past years since application requirements increased drastically. The heterogeneity and geographic dispersion of grid resources and applications place some difficult challenges such as job scheduling. A scheduling algorithm tries to find a resource for a job that fulfills the job's requirements while optimizing a given objective function. Utility is a measure of a user's satisfaction that can be seen as an objective function that a scheduler tries to maximize. Many utility functions have been proposed as an objective for scheduling algorithms. However, the proposed algorithms do not consider partial requirement satisfaction by awarding an utility based on the total fulfillment of the requirement. Most of them follow centralized or hierarchical approaches, suffering from scalability and fault tolerance problems. Our solution proposes a decentralized scheduling architecture with utility based scheduling algorithm that considers partial requirements satisfaction to overcome the shortcomings of actual solutions. Performance results show that user utility, submission and execution times are improved and a slightly more balanced system is achieved.
INTRODUCTION
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. SAC'13 March 18-22, 2013 , Coimbra, Portugal. Copyright 2013 ACM 978-1-4503-1656-9/13/03 ...$15.00.
The computational power required nowadays is huge. Genetic studies, large macroeconomic simulations and physicists trying to find the origin of the universe are examples of investigation areas that need access to a lot of computational power, i.e. computational resources. Due to the continuous growing need of science for computational resources it is important to have mechanisms that assure that shared resources are used in an efficient and fair way. For this reason, grid scheduling is a very important problem that has been widely studied by the computer science community. The purpose of grid scheduling is to allocate a job to a resource, fulfilling the job's requirements while optimizing an objective function.
Many solutions to the grid scheduling problem have been proposed. However, most of them use a centralized or hierarchical approach, lacking for scalability and reliability. Several decentralized approaches have also been proposed [5] , but they do not consider partial requirement fulfillment, which might have a major impact on the user satisfaction. To address this shortcomings we propose a grid scheduling algorithm that considers partial requirement fulfillment based on information provided by the users. With this new scheduling approach, named as Partial Utility (PU) scheduling, we intend o maximize user's success rate, utility and system load balancing.
The rest of the paper is organized as follows: in Section 2 we present the related work; the scheduler architecture is described in Section 3; in Section 4 we present our simulation results; finally, in Section 5 we present some concluding remarks and our plans for future work.
RELATED WORK
This section surveys the most relevant classical and utilitybased scheduling algorithms.
Classic Scheduling Algorithms
In this section we present some of the classical scheduling algorithms in Grids and distributed systems.
In First Come First Served (FCFS) algorithm jobs are executed according to the arriving time order [11] . This algorithm has major disadvantage the fact that when a large job is on the waiting queue, the jobs behind it must wait a long time for the large job to finish.
Round Robin (RR) algorithm solves this issue by assigning to each job a time interval, called quantum, during which it is allowed to run. If a job cannot be completed in a quantum it will return to the queue and wait for the next round [11] . The only challenging issue with this algorithm is to find a suitable length for the quantum.
The Minimum Execution Time (MET) algorithm assigns each task to the resource that performs it with the minimum execution time [12] . MET does not consider whether the resource is available or not at the time (ready time) and can cause severe imbalance in load across resources [7, 12, 14] . The main advantage of the algorithm is that it gives to a task the resource that performs it in the smallest amount of time.
The Minimum Completion Time (MCT) algorithm assigns a task to the resource that obtains the earliest completion time for that task [7, 12, 14] . MCT has the following disadvantage: the selected resource may not be one that has the minimum execution time for that task.
To deal with the completion time problem several algorithms divides the scheduling process in two phases. This is the case of Min-min algorithm [7] , the Min-Max algorithms [8, 14] and the Max-min [7] . During the first phase they calculate the minimum completion time and in the second one they use the information from the first phase and select the best resource using different heuristics.
The sufferage of a task is the difference between its second minimum completion time and its first minimum completion time [8, 14] . These completion times are calculated considering different resources [11] . In the Sufferage algorithm the criteria to assign a task to a resource is the following: assign a resource to a task that would suffer the most if that resource was not assigned to it [11, 12] . The sufferage value of a task is the difference between its second earliest completion time and its earliest completion time Different classical scheduling algorithms have been presented. Apart from the most simple (FCFS and RR), all the others take into account job completion time in their heuristics. Heuristics are also used in cloud computing infrastructures [15, 17] . However they do not consider Quality of Service (QoS) or utility demands restraining the user satisfaction regarding the way their jobs are treated.
Utility-based Scheduling Algorithms
Next, we present some QoS and utility scheduling algorithms for grid environments that aim to solve the open issues of classical approaches.
In [1] Amuda et al. propose a QoS priority-based scheduling algorithm. The algorithm assumes that all the necessary information about resources, jobs and priority values is available and is designed for batch mode independent tasks. The task partition divides the tasks into two groups (high and low) using the priority value as a QoS parameter. Tasks with higher priority are scheduled first on all the machines.
In [3] Chauhan et al. propose two algorithms for QoSbased task scheduling: QoS Guided Weighted Mean Timemin (QGWMT) and QoS Guided Weighted Mean Time MinMin Max-Min Selective (QGWMTMMS).
The QGWMT is a modification of the Weighted Mean Time-min [9] algorithm that considers network bandwidth as a QoS parameter. First, the algorithm divides the tasks in two groups: high and low QoS. Tasks from the high QoS group are scheduled first. Next, for each task on a group, the algorithm calculates the task's weighted mean time (WMT). The task with the higher WMT is selected. Then, the algorithm chooses the resource that gives the earliest completion time to the selected task and maps the task to it.
The QGWMTMMS is a modification of the Weighted Mean Time Min-Min Max-Min Selective [2] algorithm using network bandwidth as a QoS parameter. First, the algorithm creates n priority groups and assigns tasks to them according based on their QoS demands. Tasks from higher priority groups are scheduled first. In [4] , Chen proposes an economic grid resource scheduling based on utility optimization that uses a universal flexible utility function that addresses QoS requirements of deadline and budget. The paper assumes that a grid is hierarchical and that the user submits the assignment to a Grid Resource Manager (GRM). The GRM is at the top of the hierarchy, on the second level there are the Domain Resource Managers (DRM) that are responsible for Computing Nodes (CN) or other DRM. The algorithm starts by the GRM getting utility information from all DRM and by calculating the rate of throughput and average response delay. Then, the algorithm finds out which of DRM has the maximum utility value (MUV) and selects it to be the scheduling node. If MUV is not unique, them the DRM which has the greatest variance is chosen. If the nodes on the next level of the chosen DRM are not CN, then the process is repeated. Otherwise, the algorithm finds the node which has the maximum utility value and give it the user assignment.
In [5] , Chunlin et al. propose an optimization approach for decentralized QoS-based scheduling based on utility and pricing. Grid resources can be divided into computational resources (CPU speed, memory size, storage capacity) and network resources (bandwidth, loss rate, delay and jitter). Task agents specify their resource requirements using a simple and declarative utility model. The Grid is seen as a market where task agents act as consumers and resources as providers that compete with each other to maximize their profit. Due to the fact that it is not realistic that the Grid knows all the utility functions of the task agents, although it is mathematical tractable, and it requires global coordination of all users, the authors propose a decomposition of the problem in two problems (task agent optimization and resource agent optimization), by adopting a computational economy framework. The proposed solution allows multidimensional QoS requirements that can be formulated as a utility function that is weighted sum of each dimension's QoS utility function.
Utility based scheduling algorithms have been proposed to solve the lack of QoS support and utility demand of the classical approaches. Although all of them use different approaches and provide support to several requirements, none of them support partial utility mechanisms. Hence, if the resource that matches the user's requirements is not available, the job will be delayed or rejected. Our proposal solves this by providing partial utility [16] .
PROPOSED SOLUTION

Architectural design options
The scheduling responsibility can be delegated on one centralized scheduler or be shared by multiple distributed schedulers. In this section we present the main reasons that lead us to the use of a decentralized solution.
The centralized approach is very simple, as there is only one scheduler for the Grid. However, it has several important drawbacks that overcomes its use, such as having a single point of failure [18] , lack of scalability and lack of fault-tolerance [6, 10] .
Hierarchical solutions minimize the aforementioned problems by organizing the schedulers hierarchically. Keeping track of the hierarchy introduces additional complexity without completely solving the problems of centralized approach: it is more scalable and more reliable but in case of failure of a scheduler all the associated resources become unavailable.
In decentralized scheduling algorithms there is no central scheduler to control the resources [5] . Instead, there are local schedulers to which the scheduling requests are sent to. They take into consideration important issues such as fault-tolerance, scalability and multi-policy scheduling and so we used a decentralized scheduling architecture.
The grid network is divided into Virtual Organizations (VOs), as depicted in Figure 1 . Each one of the VOs comprises three different types of entities: local resources that are used for job's submission; Grid Information Service (GIS) that is used to maintain the information of the VO resources and of the other existing VOs; and Local Scheduler (LS) that participates in local and remote scheduling. 
Local scheduler
This section describes the LS architecture and its components: the Resource Manager and the Job Scheduler. It also contains a detailed description of our utility function. The Resource Manager is responsible for maintaining a global view of the network, by periodically transferring resource state with remote VOs so that each one of them maintains a snapshot of others LS resources. The Job Scheduler is responsible for processing both local and remote jobs according to the scheduling algorithm in use, either by assigning them to a local resource or by forwarding it to a remote LS.
Local scheduler architecture
Resource Manager Entity
Resources' information can be classified in two categories: static and dynamic. Static information has a low rate of change, as nodes may be added to, or removed from, clusters. Some examples of static information are: operating system, processor, number of cores, disk memory, RAM, etc. Dynamic information is likely to change over time. Some examples of dynamic information are: CPU occupation (per core), number of allocated jobs, free disk memory, free RAM, etc.
Resources send information about their current state to their LS when a new job is submitted or completed. In order to have a snapshot of the entire set of the grid resources, VOs maintain up-to-date resources status information by sending information of their resources' status to the others VOs and updating the information of the remote resources status. The exchanged information is a summary of the VO's resources state that includes average resource utilization, resource with the less CPU occupation and resource that has more memory (disk and RAM) available.
The update of the remote resource status is performed in three ways: periodically, when the updated load of the snapshot exceeds a limit or when the number of jobs that have been submitted to the resource exceeds a limit. Using these three mechanisms a more accurate view of the remote resources status is achieved although inconsistent views might still happened between two consecutive updates.
The entity responsible for performing such tasks is a Resource Manager, with pseudo-code depicted in Algorithm 1. 
Algorithm 1 Resource Manager algorithm
Job Scheduler Entity
Every incoming job is submitted to the LS either from a local or a remote user. In case of local jobs, the LS finds the resource that best matches the user requirements by calculating the utility function of all available resources. If the chosen resource is local then the job is submitted otherwise it is forwarded to the remote LS.
As the LS remote resources' status might be inconsistent and the required resource might not be really available. In case of reception of a remote job, the LS must checks if the required local resources are available before realizing the submission. If this is not the case, a new utility calculation is performed; if no local resource is found the job is forwarded again to a remote LS, unless the Time-To-Live (TTL) expires.
The entity responsible for performing such tasks is the Job Scheduler. The pseudo-code for the described procedure is presented in Algorithm 2. 
Utility function
Next, we will describe how we calculate our utility function. Unlike other schedulers that select a resource that is able to satisfy all the user's requirements (Matchmaking mechanism [13] ) we propose a more flexible approach on requirement fulfillment by introducing the notion of partial utility or partial requirement fulfillment [16] in a decentralized architecture.
Jobs have different requirements such as operating system (Linux, MacOs, Solaris, Windows), architecture (Intel, Motorola...), number of cores, memory (RAM and disk), as well as a maximum time for job completion. Each of those requirements has an utility value associated, ranging between [0,1]. However, unlike other solutions, the user can specify more than one option per requirement with the corresponding utility value. The different utility values that are assigned to each requirement's option defines the partial utility. The fact that each requirement can have more than one option will allow a more flexible resource selection. For example, a MacOS operating system requirement option has utility value 1 and another option (Linux) has utility value 0.5. Although Linux is not the user's preferred operating system our solution allows the user to determine the penalty, in terms of utility, whilst other solutions simply set utility to zero.
The global utility value weights the different requirements equally and the final result is a combined aggregation of the combined satisfaction of requirements. For each resource, either local or remote, its utility is calculated according to the resource status information and the job's requirements. The best resource is the one that maximizes the utility function.
Algorithm 3 depicts the pseudo-code of this procedure. Let us now define how the globalU til of each resource is calculated. Considering:
• A list of job requirements: jobReq = {req1, ...reqN }; • For a given requirement, reqi, the list of possible options: opti = {opt (i,1) , ..., opt (i,K) }; • The set of utility values of a requirement's (reqi) options (opti):
The globalU tlity[v, r] of resource r belonging to cluster v is given by Eq. 1:
If all the requirements have a similar importance β must be set to one. However, if one wants to prioritize them, a different value of β must be assigned to each one of them.
SIMULATION STUDIES
Performance metrics
The following metrics will be used to validate the performance of our scheduling algorithm.
• User success ratio -is the ratio between the number of successfully completed jobs and the number of submitted jobs of each user. It is calculated as follows:
• User utility -average utility value of the resources used by the user's jobs. It is given by:
• Submission time -average time since the user's jobs are submitted till they are assigned. The User submission time is given by:
The system submission time (system submit time) is given by the average value of all users.
• Execution time -average time since the user's jobs are submitted till they are completely executed. It is given by:
The system execution time (system exec time) is given by the average value of all users.
• System load balancing level-The load variation of the system's resources. It is measured as follows:
system load balance = 1 − std dev load avg load (6) Where avg load represents the mean resource utilization and std dev load the respective mean square deviation.
Simulation environment
The validation of our proposal was done by simulation, using the GridSim toolkit. In order to assess its performance the following scheduling algorithms have been tested:
• Partial Utility (PU) -Our scheduling algorithm without any priority assigned to the requirements, having β set to one for each one of the requirements.
• Binary Utility (BU) -The generic scheduling mechanism that defines the utility of a resource based on a binary decision that just states wether or not a resource is able to fulfill the user requirement. In this algorithm each requirement has only one possible option.
• MM -the Matchmaking algorithm defined in [13] . In this scheduling approach, the utility of a resource is based on its ability to satisfy all the user requirements. For each resource the user has to define a single requirement.
We simulate four cluster with 20 resources each and 70 users randomly distributed among them. Each user submits 20 jobs that were generated using a Poisson distribution with mean 2. This makes a total of 1400 jobs for 80 grid resources. There are four types of requirements: operating system, architecture, job execution time and processor speed. Apart from architecture, whose options are 32 and 64 bits, all the others have a maximum of four options. Each option is selected in a random way. It is important to mention that all the options have the same probability of being selected. The utility value assigned to each option is also randomly gener- After the interval is selected, a random number, bounded by the interval, is generated. This number corresponds to the utility value of the requirement's option. Resource's characteristics such as operating system, architecture, number of processing elements (cores) and their capacity are generated using the job's requirements method.
For each experiment 10 simulation runs have been executed and statistically processed with a confidence level of 90%. Figure 3 depicts the user success ratio of the different schedulers, which are identified as defined in the previous section. Apart from the MM scheduler, all the others were able to serve all the submit jobs. The particular case of the MM scheduler is caused by the rejection of jobs that do not fulfill all the user requirements. In all the other cases, a job is accepted whenever, at least, one of its requirement is satisfied.
Results and analyis
Figure 3: Users success ratio
When comparing the average user utility, depicted in figure 4, we can conclude that our scheduler (PU) outperforms the others, followed by the BU scheduler. The higher utility value achieved by PU schedule is caused by the partial utility police that allows for the selection of resources that partially satisfy the user requirements and the possibility of job forwarding between different clusters. Figure 5 depicts the user submission time of the three scheduling algorithms and Figure 6 the execution time. Our solution has a higher submission time due to the fact that jobs may be forwarded between clusters. However, this additional delay does not decrease user's satisfaction as Figure  4 presents.
Regarding the execution time, our solution performance is much better than Matchmaking and better than the Binary Utility solution.
The results achieved showed that PU scheduling algorithm outperforms all the others in terms of user's satisfaction, job's success and execution time. It is important to mention that despite the additional delay introduced by the mechanism of job forwarding between clusters, our solution's performance still was the best.
CONCLUSIONS
We proposed a solution to maximize user's satisfaction and system load balancing. To do so, we proposed a de- centralized scheduling architecture were each VO maintain the information of resources through the use of a GIS. Our architecture also comprises a LS that is responsible for all scheduling mechanisms. We use a method to calculate utility that considers partial requirement fulfillment/ partial utility. The simulations studies performed in GridSim have shown that our solution achieves better results than the Binary utility or Matchmaking algorithms in all the metrics studied. Hence, using partial utility enables better user satisfaction, smaller job submission and execution times and a more well-balanced grid. We plan to expand our proposal to allow the user to prioritize the requirements and to test it in a physical grid deployment scenario.
