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ABSTRACT
High energy electron accelerators installed in hospitals to 
provide routine electron and X-ray therapy have potential uses 
outsi;de the field of radiotherapy that can have important 
applications. The electron energy is often higher than photo- 
nuclear reaction thresholds, which allows applications such as 
photon activation analysis, neutron production and isotope 
production to be considered. The 34 MeV Betatron at St. Luke’s 
Hospital in Guildford has been used as a source of high energy 
electrons to study a wide range of uses of photonuclear reactions.
The area of interest of most importance to this work is the 
detection and measurement of photon induced activity occurring in 
bulk elements in tissue. Patients receiving therapy doses of high 
energy electrons have induced activity within the irradiation site 
at the end of the treatment. This information, usually discarded in 
the normal course of treatment; allows quantitative determination 
of the concentration of Carbon, Nitrogen and Oxygen within the 
treatment field. The purpose of this study was to assess the accuracy 
of such determinations to see if small variations in the concentration 
of these elements can be detected. A gamma camera was used to monitor 
the physical distribution of these elements within a phantom.
Three other areas of interest were explored:
1. The concentration of Nitrogen within the body, 
which can be correlated with body protein 
content, was measured in phantoms using low 
doses of 16 MeV bremsstrahlung. This
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important measurement, used in a variety 
of diseases associated with protein loss, 
is so far limited to hospitals with a neutron 
source available.
2. Neutron sources have a wide range of applications 
in the hospital, such as in-vivo and in-vitro 
activation analysis and neutron therapy. A 
neutron flux suitable for in-vitro activation 
analysis was obtained using 34 MeV electrons 
impinging on a Lead target. High gamma dose 
rates behind the target made the flux unsuit­
able for in-vivo applications.
3. Detection limits were obtained for the 
measurement of elements of biological 
interest using in-vitro photon activation 
analysis.
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CHAPTER 1 Introduction, Objectives and Review
1.1 Introduction
The advent of 16 MeV LINACs and 45 MeV Betatrons as production 
model electron accelerators dedicated to high energy electron and 
photon therapy allows a wide range of uses outside the area of routine 
therapy to be considered. The maximum electron energies are well above 
the energy thresholds for photonuclear reactions to take place (i.e. the 
10 to 20 MeV region). These reactions are of the general form:
£x(Y,n) A_2>:
Photonuclear reactions have applications to radioisotope production, photon 
activation analysis, both in-vivo and in-vitro, and neutron production.
With so many of these areas unexploited in many hospital situations this 
study concentrates on the possible uses of a 34 MeV Betatron for photon 
activation analysis and neutron production.
1.2 Objectives
t "  '
It has been shown by previous researchers (Sp. 70, St. 77) that after 
a therapy dose of high energy electrons or photons the patient has a small 
amount of photon induced radioactivity within the irradiation site. This, 
although it contributes little to the dose (St. 77) and decays after a few 
hours, gives sufficient information to the analyst to calculate the bulk 
elemental concentrations in the target volume. Spring and Vayrynen (Sp. 70) 
have used this information to calculate Oxygen and Carbon concentrations 
in both tumour and normal tissue within the irradiation site and study 
changes in these concentrations after several therapy doses of high energy 
X-rays. They relate the changes to the synchronisation of the cell growth
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cycle by fractionated X-ray doses (Co. 77).
A critique of the work carried out by Spring and Vayrynen has been 
presented by Hedland-Thomas (He. 72) whose main criticism of the paper is 
the detector arrangement used by the authors in defining tumour and normal 
tissue (Figure 1.1). Although detector 1 defines the normal tissue volume, 
as many counts will reach detector 1 from the tumour tissue as reach 
detector 2 owing to the similar thickness of attenuating material between 
the tumour and the detectors. This emphasises a need for improved position 
resolution in any attempt to monitor Oxygen and Carbon concentrations 
changing in various tissues. Hedland-Thomas compares their detector posit­
ioning with other possibilities and concludes, though not an ideal arrange­
ment, that their observed effects were probably authentic.
If the effect is authentic, and their conclusion that the cells remain 
synchronised during fractionated X-ray therapy is correct then there are 
important implications. A study of the variation of Oxygen and Carbon in 
many different types of tumour may yield information on the best time 
interval for delivering fractional doses of X-rays so as to irradiate tumour 
cells at the most radiosensitive part of the growth cycle. A comparison 
between Oxygen concentrations in normal and tumour tissue may reveal the 
extent of hypoxaemia in the tumour. Will the Oxygen concentration in the 
area of the tumour gradually increase during therapy as necrotic tissue is 
replaced, and allow the therapist to monitor the effects of therapy? It 
must be established whether Carbon and Oxygen can be measured with sufficient 
accuracy to measure these differences and effects, and whether sufficiently 
accurate position information can be obtained to distinguish between tissues.
The specific activity of various radioisotopes produced within the 
body by a therapy dose of 33 MeV X-rays from the Betatron was computed by
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Field 1Tumour
Field 2
Figure 1.1 The experimental arrangement used by Spring and 
Vayrynen (Sp. 70) to measure Oxygen and Carbon 
after therapy doses of high energy X-rays, 
showing the treatment fields and detector 
positioning.
Hedland-Thomas (He. 72). Further calculations by Olomo (01. 76) have 
yielded reaction rates for photonuclear reactions in elements of bio­
logical interest in a beam of 33 MeV X-rays. However, since the date 
of that report (1976) the Betatron has been modified so that it is 
unable to produce X-rays, so as to dedicate its use to high energy 
electron therapy. It is now impossible to magnetically direct the 
electrons onto the X-ray target. Thus any photon activation occurring 
in tissue is dependent on bremsstrahlung produced within the tissue 
itself. Therefore the number of bremsstrahlung photons available for 
activation is reduced, owing to the low effective atomic number of tissue 
when compared with high Z targets. The flux available in tissue has been 
calculated analytically by Cooper (Co. 76), which allows recalculation of 
these reaction rates.
Further work using the Betatron has been carried out by Waldock 
(Wa. 74), who attempted to image the distribution of various elements 
within the body by imaging the radioactivity induced by therapy doses of 
X-rays using a gamma camera. As the majority of the induced activity is 
from electron-positron annihilation at 511 keV, the activation products 
being positron emitters, difficulty is experienced in imaging any photo­
peak at a lower energy than this owing to interference from scattered 
511 keV photons in the energy window of the gamma camera, e.g. the 140 keV 
photopeak from 3^cim . At higher energies the gamma camera crystal 
efficiency is much reduced and the high energy collimator used to attain 
good position resolution reduces efficiency still fufther. Waldock 
attempted to image various elements, e.g. Chlorine, Phosphorous, Zinc, 
Copper and Nitrogen, and looked at Ox liver as an activated biological 
sample. The images obtained were of poor quality when compared with
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typical radioisotope scintigrams, owing to the lack of counts in the 
picture. It was concluded that imaging different organs would be 
possible if the difference in elemental concentrations between the 
organs were sufficient to give a measurably different amount of 
induced activity. So many of the elements activated were positron 
emitters that it was often difficult to decide exactly which element 
was being imaged.
With this background of both theoretical and experimental work 
it was felt there were some ideas that could be explored more fully, 
which had great potential as useful clinical tools. The Betatron makes 
available an electron beam with energies up to 34 MeV, which is well 
above photonuclear activation thresholds, allowing a wide variety of 
elements to be activated. Four main areas of interest have been 
considered:
1. Photonuclear reactions occurring in the bulk elements in patients 
undergoing high energy electron therapy. Carbon, Nitrogen and 
Oxygen undergo these reactions with relative ease, because the 
majority of tissue is made up of these three elements. Work was 
carried out to measure the radioactivity resulting from these 
reactions, and to set up a comparator standard so as to make 
quantitative estimates of the concentration of each element in 
the irradiation site. A gamma camera was used to try and measure 
the distribution of these elements within the body. This work makes 
use of information which is present in every patient at the end of a 
therapy dose of high energy electrons, and which at present is 
discarded.
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2. The measurement of Nitrogen at low radiation doses as a technique
to assess body protein levels. This measurement is normally carried 
out using fast neutron activation analysis (Bo. 73, Ox. 78), a 
technique first suggested by Anderson et al. (An. 64), or by 
measuring the prompt gamma ray emission from neutron capture by 
Nitrogen (Da. 77, Me. 77, Ma. 79). As neutron sources are uncommon 
in the hospital environment an in-vivo test that uses high energy
i
photons may be more available to general hospital use.
3. Neutron production by photonuclear reactions in a high Z target. This 
would make available at relatively low cost a neutron source suitable 
for activation analysis for in-vitro and possibly in-vivo use when 
dose considerations are taken into account. It was forseen that the 
source might produce sufficient neutron flux for it to be used for 
neutron therapy.
4. In-vitro photonuclear activation analysis. Detection limits have been 
obtained for elements of biological interest.
Neutron production and in-vitro activation analysis are considered in 
Chapter 5, whereas nitrogen measurements and bulk elemental analysis are 
treated at greater length in Chapters 6 and 7 respectively.
1.3 A Review of Photon Activation Analysis
Photon activation analysis first made an appearance as a method of 
determining small concentrations of light elements, such as Deuterium, 
Beryllium, Carbon, Nitrogen and Oxygen, that are difficult to measure using 
thermal neutron activation .analysis. Much of the early work involved the 
detection of the prompt neutrons from Deuterium and Beryllium using isotopic 
sources to induce the photonuclear reactions. ' Deuterium and •’Beryllium have 
sufficiently low energy thresholds, 2.21 MeV and 1.63 MeV.respectively, to
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allow isotopic sources to be used for activation with reasonable 
sensitivity. Gaudin and Pannell (Ga. 51) measured Beryllium using 
a 12lfSb source emitting gamma rays at 1.692 MeV (50%) and 2.088 MeV 
(7%) with detection limits of 1 to 2 p.p.m. in large (a. lOOg) mineral 
ore samples. Prompt neutron detection was by BF3 filled proportional 
counters. Neutron absorption within the sample proved to be a problem, 
as some samples contained up to 3% by weight boron, reducing sensitivity. 
Goldstein- (Go. 63) used a similar method for measuring the amount of 
Beryllium in liquids.
One disadvantage in using an isotopic source of 12l+Sb is its rela­
tively short half life of 60 days. This prompted other workers to use 
bremsstrahlung from electron beams impinging on heavy metal targets.
Levine and Surls (Le. 62) used 2.1 MeV electrons from a Van de Graaff 
accelerator to produce a much higher photon flux than that available from 
an isotopic "source to activate Beryllium. A'silver activation loil was.. 
used to measure the prompt neutron flux via the reaction:
107Ag(n,y)108Ag.
Other activation detectors used to measure prompt neutron flux from photo­
nuclear reactions include the 55Mn(n,y)58Mn reaction (Gu. 66).
The advent of higher energy LINACs made large, energetic bremsstrah- 
lung fluxes available at electron currents in the 100 pA region. A greater 
number of elements could be determined successfully by photon activation 
analysis because of the higher energy, exceeding the threshold of many more 
reactions, and higher flux, increasing the sensitivity obtainable. Also 
many workers began measuring delayed emission from the daughter products 
rather than the prompt neutron flux, a method troubled by background
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problems at high energies. As many of the daughter products are proton- 
rich nuclei they decay by $+ emission. Thus, many activation products 
can only be detected by the 511 keV photon from electron-positron annihilat­
ion. The different activation products have to be separated by a number 
of methods:
1. Photons from the daughter product at energies other than
511 keV are detected.
2. Pure $+ emitters must be determined by studying the decay
of the 511 keV peak and separating the different contributions 
by half life.
3. Interfering reactions can be discriminated against by
irradiating at energies below the energy thresholds for 
those particular reactions.
Interferences also arise from unusual reactions that have the same 
activation products, e.g. in the determination of Flourine:
19F(y,n)18F 
23Na(*y,an) 18F
Much of the early higher energy work involved the determination 
of Carbon, Nitrogen and Oxygen in various metals. Determination of these- 
elements has been reported by various workers (Be. 59, Ro. 66, En. 67) with 
detection limits in the region/of a few p.p.m. Engelmann (En. 69) has 
determined Oxygen in Sodium with a detection limit of 1 p.p.m. using a 
25 MeV LINAC with a beam current of 25 yA. A major interference came from 
30P, produced via three different reaction channels and having a similar 
half life and gamma ray energy to Oxygen:
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160(y,n)150 E = 15.9 MeV Tx = 2.02 min
2
E = 511 keV (200%) 
Y
with interference from:
31P(y,n)30P Ett, = 12.3 MeV T, = 2.5 min
2
32S(y,d)30P Et h = 19 MeV E = 511 keV (200%) 
Y
35Cl(y,an)30P ETH =19.3 MeV 2230 keV (0.5%
The interference can be removed if present in sufficient quantity to make 
the higher energy gamma ray from 30P detectable, but this is unlikely and
so detection of trace element quantities of Oxygen can be severly hindered.
Engelmann (En. 67a) also improves detection limits for Nitrogen by an 
order of magnitude by radiochemical separation. He describes techniques for 
the determination of Oxygen and Nitrogen by radiochemical separation in a 
further publication (En. 69a). Beard et al. (Be. 59) determine Carbon,
Nitrogen and Oxygen separately, using the differing energy thresholds to 
discriminate each by varying the maximum energy of the bremss trahlung used.
The detection limits obtained were similar to those of Engelmann.
Flux variations are a problem in the determination of Nitrogen (Ro. 66). 
Irradiating a standard material at the same time as the sample, under 
identical irradiation conditions, allows corrections for these variations to 
be applied. Self shielding corrections have also to be applied to give 
accurate results (Lu. 69), as a different amount of gamma ray attenuation in 
the sample and the standard can lead to systematic errors.
Measurement of higher Z materials is also possible, and sometimes 
desirable, for example, activation of nickel by thermal neutrons, el*Ni(n,y)65Ni, 
is interfered with by the presence of copper because of the 65Cu(n,p)65Ni
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reaction. By the photon activation reaction, 58Ni(y,n)57Ni, there is no 
interference until bremsstrahlung energies reach 45 MeV (Lu. 71). Lead 
can be measured with a sensitivity of several nanograms (Ch. 72) by radio­
chemical separation of the reaction product:
204Pb(y,n)203Pb T a = 52h
2
E == 279 keV 
Y
401 keV
Engelmann (En. 73) in a review article on photon activation analysis gives 
typical sensitivities for elements determined by this technique. Samples 
were irradiated with 30 to 40 MeV maximum energy bremsstrahlung with a beam 
current of a few tens of microamps. These sensitivities are shown in 
Table 1.1, and show that photon activation analysis can be an extremely 
sensitive technique.
Comprehensive photonuclear yields for many elements have been presented 
by Matsumoto et al. (Ma. 78). The elements considered were those more suited 
to photon activation analysis in terms of sensitivity, accuracy and versatility. 
Elements adjacent to these in the periodic table were considered as a possible 
source of interference. Neutron production in the target and collimator also 
gave rise to simultaneous neutron activation, which could prove a source of 
interference, e.g. 25Mg(y,p)2lfNa had interferences from the 27A1 (n,a)2IfNa 
reaction and the 23Na(n,y)2i+Na reaction. Irradiations were carried out using 
30 to 60 MeV bremsstrahlung, giving yield curves for 2T2 elements in the 
periodic table, Na, Mg, Ti, V, Cr, Mn, Fe, Co, Zr, Y and Pb being the main 
elements of interest. Multi-elemental analysis was carried out on a sample 
of NBS Orchard Leaves and a sample of standard basalt rock. Interferences
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were .noted to be as high as 90% when measuring Sodium with 40 to 60 MeV.
Table 1.1 Sensitivities in pg for various elements determined 
by photon activation analysis using 30 to 40 MeV 
photons (En. 73)
Element
Sensitivity in 
Vg
C .02
N .1
0 .04 I
F .02
Se .02
Ti .002
Ni .01
Cu .001
Zn .005
As .01
Ga .005
Sr .0008
Zr .01
Ag .01
Sb .02
I .0!
Pr .02
Ta .01
Au .001
Tl .01
Pb .!
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bremsstrahlung, although in the case of many elements interference was 
less than 1%. Sensitivities ranged from 0.1 yg for Zirconium in NBS 
Orchard Leaves to 400 yg for Iron in standard basalt rock, when irradiating 
with 30 MeV bremsstrahlung.
A further method of detecting the products of photon activation is 
to detect delayed neutron emission. This is restricted to only a very few 
isotopes, whose photonuclear reaction products are delayed neutron emitters 
such as 17N and 9Li. This technique has been applied to the measurement of 
Oxygen and Flourine by Engelmann and Scherle (En. 70) through the reactions:
180(y,p)17N ^ 16N T, = 4.2s
2
19F(Y,2p)l?N -^ 16N
i  ■ ■
The energies of the emitted neutrons a r e  0-^ 39 MeV and 1.19 MeV. 40 to 60 MeV
bremsstrahlung was used at a current of 50 yA. 30s irradiations were carried
out so that saturation activity was reached. LiF neutron monitors were used
to detect the neutrons. Sensitivities for Oxygen and Flourine of 0.4 yg and
0.09 yg respectively were obtained. The sensitivity for 180 measurements was,
at best, 0.8 ng and allowed accurate measurement of the 180/180 ratio.
Measurements of boron have been made (En. 73) via the reaction:
11B(y,2p)9Li T, = 0.176s
2
The delayed neutron energy is 0.7 MeV. The sensitivity for boron obtained 
was 0.05 yg.
Three other techniques involving photon activation are worthy of 
mention:
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1. Nuclear excitation by photons with energies below particle emission
thresholds where metastable states of reasonable half life occur, e.g.:
77Se(y,y')77Sem T, = 18s
2
E = 160 keV 
Y
The minimum energy of the incident photon must be the same as the energy 
level associated with the metastable state, in this case 160 keV. These 
reactions were observed as early as 1939 in the excitation of Indium 
(Wa. 39). Sensitivities in the region of one to tens of micrograms 
per gram have been reported (Ve. 69, En. 73) using a 3 x 1015Bq(80 kCi) 
source of ^®Co. Table 1.2 shows some typical reactions, and their 
sensitivities obtained by irradiation with 60Co gamma rays at a dose 
rate of 20 kGy h~1(2 Mrad h”"*} for between 3 and 20 hours (Ve. 69). 
Applications include the elemental analysis of samples of biological 
interest (An. 67), and the measurement of high doses from *^Co sources 
(Lu. 61, Wa. 73).
Table 1.2 Sensitivities obtained from photon activation using a 
6 °Co Source
Element Isotope . Half 
life EY
Sensitivity
Se 77Sem 18 s 160 keV 1 mg
Br 7®Brm 4.9 s 208 keV 2 mg
Ag 107^gin 44 s 94 keV 15 mg
Cd m c d m 49 min 250 keV 9 mg
In 115jnm 4.5 h 335 keV 1.1 mg
The detection of high energy $ rays from short lived products of 
photonuclear reactions (En. 73). This is a very useful technique 
in detecting some light and medium weight elements, e.g.:
7Li(T,p)6He T, = .802s
2
E_ = 3.5 MeV
32S(y,n)31S T, = 2.26s
2
9B(Y,p)8Li T, = .844s
2
E. = 13 MeV.
p
This technique allows detection limits of about 10 ppm in 500 yg samples 
to be obtained, and because of short half lives rapid determination of 
these elements is possible.
Photon induced fission in high Z materials such as Thorium and Uranium.
Nuclei require a certain excitation energy before they will undergo
fission, which can be supplied by high energy gamma radiation. Typical
photofission thresholds are (Al. 72):
238U 5.08 ± 0.15 MeV
215U 5.31 ± 0.25 MeV
239Pu 5.31 ± 0.27 MeV.
Measurements of prompt and delayed neutron yields using photon energies 
in the 6 to 8 MeV range have been used to measure the amount of fissile 
material in nuclear fuels (Go. 68). The ratio of delayed to prompt 
neutron yield is calculated for each nuclear species over a range of
-energies and is used to identify that species. This allows samples 
with low enrichments of 235U, 238U and 239P to be assayed easily.
1.4 Biological, Environmental and Medical Applications of Photonuclear 
Reactions
Many elements of higher atomic number than Oxygen activate successfully 
using photons and occur in biological, environmental and medical samples at 
trace element level. By taking into consideration half lives and energy 
thresholds of the reactions of interest, relatively rapid interference free 
analysis can be carried out using photon activation, yielding detection limits 
that compare well with neutron activation analysis (An. 67). This section 
deals with various applications of photon activation analysis, and some of 
the uses of the activation products, with special reference to areas of 
environmental, biological and medical interest.
1.4.1 Geological and Soil Samples
Multi-elemental analysis of soil has been carried out on a number of 
samples (Ch. 73, An. 67), and has been shown to be particularly sensitive 
for Arsenic, Selenium, Silver and Thallium, with detection limits of less 
than 1 ppm (Ch. 73). These have been determined using an instrumental 
technique that identified 27 elements in a one hour irradiation at 40 MeV, 
with a flux of 2 x 1013y cnT2s~1. .
A common application of photon activation analysis of geological 
-samples is «‘the- measurement of flourine. This reaction activates easily 
with a half life (110 min) suited to fairly short irradiations. As it is 
a pure positron emitter it has to be separated by half life from the decay 
of the 511 keV photopeak. Reed (Re. 73) has determined flourine in samples
of Lunar rock and found a large interference from the 23Na(y,cxn) 18F 
reaction when irradiating above the 21 MeV energy threshold. Another 
problem was that the *8F within the sample became mobile as its chemical 
state was altered and was lost from the sample in the form of molecular 
18F2 or Tests using Polyvinyl flouride show that 30% to 40% of
the activated flourine may be lost unless the sample is irradiated and 
counted in a sealed container.
Meyers (Me. 68) used photon activation analysis to measure the 
quantity of flourine in fossil bones, and relates the concentration to 
the age of the bone. Bones and teeth buried in contact with the groud- 
water will, over a number of years, exchange OH ions from the bone mineral
with flourine ions in the water. A relative age determination of bone in
the same soil matrix is possible. Neutron activation analysis of flourine
has also been applied to this problem (Ke. 78).
The application of photon activation analysis to geological and 
chemical samples, with special reference to the interferences, has been 
carried out by Gala^anu et al. (Ga. 73). Irradiations were carried out 
using a 25 MeV Betatron, with an irradiation time of three half lives or 
two hours. Flourine and Chlorine were determined in some chemical products.
1.4.2 Aerosol samples
As many man-made pollutants are airborne particulates, the area of 
aerosol sampling is an important field of study. Photon activation analysis 
can be used to carry out elemental analysis of air filter samples. Hislop 
and Williams (Hi. 73) and Lutz (Lu. 72) have both used 35 MeV bremsstrahlung 
and high resolution gamma ray spectrometry to measure a large number of 
elements in air particulates on organic filters.
• Murray (Mu. 73) has determined the flourine content of airborne 
particulates over the sea, along with sixteen other elements. The 
assumption made is that aerosol samples collected over the open ocean 
should determine a baseline for these elements in the measurement of 
pollution over land. Comparison of the elemental concentrations in the 
"over water" samples with photon activated volcanic dust shows that many 
of these airborne particulates may be of volcanic origin.
Zoller et al. (Zo. 73) studied the variation of elemental concentrations 
with the size of the aerosol particles. Using 35 MeV bremsstrahlung they 
simultaneously measured Pb, I, Br, As, Zr, Ni, Cr, Ti, Ca and Cl in air­
borne particles collected on a cascade impacter. The impacter traps 
particles on filter papers of decreasing pore size and so sorts the particles 
according to size. Lead and Bromine are found to predominate in smaller 
particles, as they come mainly from particles which have condensed from 
car exhausts. Chlorine, Zinc and Arsenic have similar distributions to 
Lead, Chlorine coming from car exhausts, but the origin of Zinc and Arsenic 
being unknown. Calcium and Titanium, however, are more common in large 
particles, possibly from soil erosion or from fly ash released by coal 
combustion.
1.4.3 Biological samples
Various samples of biological interest, such as blood, urine and serum, 
have undergone photon activation. Cooper (Co. 67) presented spectra of blood 
irradiated with 25 MeV bremsstrahlung, showing peaks from Na, Mg, Sn, Cd and 
Pb. A spectrum of photon activated thyroid was also presented, with peaks from 
Iodine showing clearly in the spectrum. No quantitative results were presented, 
however.
Hislop (Hi. 73a) irradiated samples of blood, bone and urine with 
35 to 40 MeV bremsstrahlung, and carried out multi-elemental analysis. 
Levels of Rubidium of 11 ppm were reported in blood, and 8 ppm in urine. 
Zinc was measured in bone at 90 ppm levels. Strontium was also measured 
at low levels in blood and urine.
Further elements of biological interest are Flourine and Strontium 
in teeth, measured by Andersen (An. 67) using 12 MeV bremsstrahlung. 
Detection limits obtained (75 ± 11 ppm) were similar to those using fast 
neutrons and the *3F(n,2n)*8F reaction (43 ± 6 ppm), but an order of 
magnitude worse than those obtained using cyclic activation and reactor 
neutrons (Ke. 78), in a sample of NBS Bovine Liver.
1.4.4 Radioisotopes in Medicine
Many short lived radioactive isotopes of use in medicine can be 
produced using photonuclear reactions. A large number of these radioiso­
topes are at present cyclotron produced (Br. 72), but can be produced via 
photonuclear reactions on electron accelerators designed for medical 
purposes (We. 73). A comprehesive list of the isotopes it is possible to 
produce via photonuclear reactions is given by MacGregor (Mac 57). Of the 
84 nuclides listed, 58 cannot be reactor manufactured and of the 26 that
can be reactor produced, 17 have half lives of less than three days and so
on the spot production is advantageous. This "on the spot" facility can 
be provided by an electron accelerator.
The main short lived isotopes that can easily be produced are shown
in Table 1.3 and can be used for a wide variety of studies. The majority 
can be produced by (y,n) reactions on stable isotopes, except **3K which 
could be produced by a (y,p) reaction on ^Ca. An advantage of these iso-
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topes is that a low dose is given to the patient owing to the short half 
lives.
Table 1.4 gives a list of the isotopes and their applications to 
both organ location and function, and metabolic studies. Suggested targets 
for the production of these isotopes using photon activation are given by 
Welch (We. 73). Typical targets for the production of short lived radio­
active gases using a cyclotron are given by Buckingham (Bu. 63), and could 
be modified simply for use with electron accelerators.
Other short lived isotopes can be produced by photon' activation, and 
could be of use to the clinician. 8lfRb, used to investigate myocardial 
blood flow in the form of RbCl, can be produced using a (y,n) reaction on 
85Rb. 5!+Fe(y,2n)52Fe produces an isotope useful for measuring bone marrow 
function in the form of 52Fe in solution in Sodium Citrate. 67Cu, another 
useful radioisotope, can be produced by a (y,p) reaction on 88Zn. It would 
also be possible to produce 81Krm on line via a (y,n) reaction on 82Kr,
being a short lived (T, = 13s) isotope useful for lung function studies.
2
However, it is probably easier to milk this isotope from 8/1 Rb,—which'
has a longer half life and can be cyclotron produced (Hu. 79).
Other in-vitro medical uses for these isotopes can be envisaged, e.g.:
18F has been used to measure the absorption of Flourine in teeth (Ne. 36).
1.4.5 Neutron production and uses
Neutrons have been shown to be produced in the target and environment 
of electron accelerators, but prove to produce less than 1% of the patient 
dose (Al. 73, Ax. 72). If, however, a suitable target is chosen, a sizeable, 
and useful, neutron flux can be obtained from an electron accelerator.
Table 1.4 The applications of short lived radioisotopes produced using photon activation
Isotope Chemical Form Dose Administered Appli cation Reference
He CO 18.5 MBq Placenta
(0.5 mCi) location
CO 0.9 MBq Red blood cell Hu. 79
(30 yCi) volume
co2 185 MBq Lung function
(5 mCi) studies
-1% N H ^ Cardiac infarction Br. 72
detection
Nitrogen gas 185 MBq Lung function Gr. 71
(5 mCi) Br. 72
Hu. 79
J50 02(Gas)C02 185 MBq Lung function Ka. 70
(5 mCi) Organ blood flow Jo. 70
and metabolism
H 2O 185-370 MBq Cerebral blood Br. 70
Carboxy- and (5-10 mCi) flow and Te. 70
Oxy-haemoglobin metabolism Le. 78
1 8p 18F in saline 56 MBq Malignant bone Br. 72
(1.5 mCi) disease
Pancreas disease
U3K KC1 soln. 75 MBq Myocardial Ho. 73
(2 mCi) scanning Sn. 73
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Neutron fluxes of the order of 10®n cm“2s” * have been reported using 
a microtron as an electron source (Ba. 73) with a Lead converter. Natural 
Uranium is another useful converter giving a reported neutron yield of 1CT2 
neutrons per electron with a 34 MeV electron energy (Go. 74). Beryllium 
is a good target material because it has a low photonuclear thereshold 
(1.67 MeV). Moses and Saldick (Mo. 56) have used a Beryllium converter to 
obtain fluxes up to 107n cm~2s” 1 with a 250-pA beam current.
Using 5.5 MeV electrons on a Beryllium target Hunt (Hu. 69) obtained 
a neutron flux of 7 x loSi cm”2s‘"1. Using a 28 mm Lead filter to reduce 
photon dose to a minimum, the neutron flux per unit photon dose was 
3 x io5n cm^pGy^1 'a photon dose rate of 14 .pGy min-1.' This flux is
suitable for neutron activation analysis,-with a photon dose rate low enough 
for in-vivo applications. Hunt used the flux to carry out neutron radio­
graphy, a further application of neutron fluxes from electron accelerators.
1.4.6 Energy calibration of electron accelerators
Many electron accelerators have to be calibrated accurately for electron 
energy to allow decisions about therapy to be made. One technique is to 
use the accurate knowledge of photonuclear threshold; energies to give an 
energy calibration (Al. 73). The machine energy is varied over a range of 
energies, and the number of counts from the product of a photonuclear reaction 
is measured. When plotted against electron energy as measured on the machine 
the graph can be extrapolated to zero counts, giving the reaction threshold. 
This gives a single energy calibration point, and when repeated for a variety 
of elements a plot of known energy threshold against the threshold energies 
measured on the machine gives an energy calibration.
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CHAPTER 2 Bremsstrahlung Production and the Photonuclear Reaction 
Cross-section.
2.1 Introduction
The physical processes involved fin the .-induction of photonuclear 
reactions using an electron accelerator are:
1. Bremsstrahlung production, i.e. radiation produced by the 
deceleration of electrons in nuclear electrostatic fields.
2. The interaction of the bremsstrahlung with the nuclei of the 
target material through . various reaction channels, for 
example:
160(y,n)150
113In(Y,YT)113Inm
As the St. Luke’s Betatron is used solely for electron therapy the 
bremsstrahlung used to study the photonuclear reactions was all produced 
within the target material/sample that was being irradiated. Therefore 
any calculations of the bremsstrahlung flux must consider targets of 
tissue equivalent materials, as well as high Z materials.
The first part of this chapter deals with the theory of bremsstrahlung 
production, going on in later pages to deal with the photonuclear reactions 
that it may undergo.
2.2 Classical Bremsstrahlung Theory and the Radiation Length
Classical theory states that for an electron or particle of charge 
ze the acceleration produced by a nucleus of charge Ze is proportional to
- 24 -
Z ze2
——— ', where m is the mass of the particle. '"The intensity of“the bremss­
trahlung is proportional to the square of-the amplitude, which-in turn
... - ... Z2Z2 - ;• •*\ s.
is proportional to -— ; and thus is' small for particles where m is
m2
large. It is, however, a very significant energy loss for a particle with 
a mass as small as -that of the electron. . : - :
When considering the Quantum Mechanical theory of bremsstrahlung 
production, which is necessary when we consider a fast electron with 
velocity the order of the velocity of light, it is convenient to define 
a target thickness dependent on the Radiation Length of the electron in 
the target material (Di. 68). The Radiation Length is given as (La. 52):
137A _2 0 ,gm cm  ^ 2.1
■V3
4Z2r2NAln(183Z )
where A = Atomic weight of the target material.
Z = Atomic number of the target material;
rQ = Classical electron radius.
= Avagadro’s number.
The Radiation Length is the thickness of the material required to reduce
the intensity of the incident radiation by one half. Target thicknesses
are defined as:
1. Thin target. 0 to 0.005 radiation lengths. The probability 
of the electron scattering within the target is small and so 
the intrinsic energy-angle distribution of the bremsstrahlung 
is observed.
- 25 -
• 2. Intermediate target. 0.005 to 0.1 radiation lengths.
Multiple electron scattering within the target is observed, 
and so the intrinsic bremsstrahlung spectrum is modified.
3. Thick target. 0.1 radiation lengths upwards. As well as 
multiple electron scattering the bremsstrahlung spectrum is 
affected by electron energy loss, photon attenuation, back- 
scattering, path length, straggling and reradiation. *
There is, of course, no well defined boundary between these target 
categories. Table 2.1 shows some typical radiation lengths for materials 
used as either shielding or target materials in the experimental work.
For multi-elemental materials effective values of the atomic number and 
atomic weight were calculated (Hi. 52, He. 60, Wh. 77) for substitution 
in equation 2.1. The effective atomic number is given by:
Zeff ' I  
1
a.Z.l l
m-1 1/m'1
where a. is the fraction of the total number of electrons contributed tol
element and m is an energy dependent exponent. This was taken to be
0.42 as given by White (Wh. 77) for radiative collisions with 10 MeV 
electrons. Although White found large variation in the calculated exponent 
for electron interactions the variation is smaller at higher energies, and 
so gives a reasonable estimation of the radiation length. These values are 
in agreement with other calculations (ICRU. 72, La. 52).
From Table 2.1 it can be seen that in most applications considered, 
for example when using tissue equivalent materials or lead targets, the 
target thickness is greater than 0.1 radiation lengths, and so thick target
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calculations must be made. Also the angular dependence of the bremsstrahlung 
spectrum must be calculated, because, for example, the solid angle subtended 
by a tumour at depth in tissue to a point electron beam at the skin surface 
is not negligible.
2.3 Quantum Mechanical Bremsstrahlung Theory
To calculate the bremsstrahlung spectrum two things are required:
1. The electron energy spectrum. In most cases this is assumed to 
be monoenergetic.
2. The cross-section for bremsstrahlung production with respect 
to energy.
To calculate the bremsstrahlung yield from the above information we are 
required to solve the equation:
,Eo
Y(k)dk =
TT r 7T 2 TT 2tt
d3o ( E , k , e , e  , < M  ) t (E )d E d e d e  d *d *  
0 ' 0 ' 0 ' 0
2.2
where Y(k)dk is the bremsstrahlung yield with respect to photon energy.
d3a(E,k,0,<f>,0o><J>o) is the cross-section for bremsstrahlung production
with respect to electron and photon energies and 
angles of emission.
$(E) is the electron flux.
E is the electron energy, and EQ the maximum electron energy,
, 0Q, 4> and <}>0 are angles as shown in Figure 2.1.
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Figure 2.1 The • -interaction of an electron of energy with
a nuclear potential V, with the release of a 
bremsstrahlung photon.
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Information on $(E), the electron flux, is obviously machine dependent, 
although a monoenergetic electron flux is often assumed in high energy 
calculations.
The problem with any analytical technique is the calculation of the 
bremsstrahlung cross-section. The process of bremsstrahlung can be considered 
as a transition between an initial and final state for the electron, with 
the emission of a photon. A Hamiltonian, H, is required for the transition 
(Be. 34, He. 54). Let us consider the Hamiltonian for an electron flux:
H = I / p?c2 + m2cl+'+ \  1 1  2.3
r l o 2 r . r . .
i J ij
The second term denotes the electrostatic potential energy between electron 
i and all other electrons in the flux. The first term is the sum of the 
electron rest mass energy and the kinetic energy. Linearising the first 
term using the method of Dirac, we define the Dirac Hamiltonian H^ for 
electron i, say, as:
H^ = ot.£^c + 3mc2 2.4
Thus we obtain (McC. 58):
H = I h£ + Y I I 2.5
i j ij
If we then introduce the necessary modification due to an electron in the 
presence of a general vector potential A we find that:
p . p . + —  A~i — i c — 2.6
Thus.the Hamiltonian separates into two terms, H as given by equation 
2.5, and the interaction Hamiltonian of the electrons with the nuclear 
field represented by A:
i
2.7
The vector potential in this case is the single bremsstrahlung photon 
emitted in the interaction, given by:
* -ik.r
A = X. e
it
where is the unit polarisation vector, and k is the photon wave number 
defining the direction of emission.
Therefore:
The differential cross-section is now defined as the transition probability 
per atom per electron divided by the incoming electron velocity in a large 
cubic box of side L.
2.8
2.9
nig = electron mass
total electron energy in m^c2 units = T^ + 1 
initial electron kinetic energy in m e 2 units
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The transition probability to is
0) =
27r
2.10
where is the density of final states given by
pf =
p-E^-k^ dkdfi. dft L6 
rf f k p
(27r)6moc2
2.11
and p£ = final electron momentum in m„c2 units 
rf 0
k = photon energy in m^c2 units
d ^  = element of solid angle in the direction of k
d.Q = element of solid angle in the direction of p,-. 
p f
H^  is the matrix element for the transition of the system from the initial
2 . ,
to final states, giving the probability of that transition,
Hif
2TTe‘
kRc (m0c2) T* H. .¥.dr f m t  i
-9 2.12
The factor L“9 in equation 2.12 comes from the normalisation of the initial 
and final electron wave functions and the emitted photon wavefunction to 
the box of side L. ^£nt as equation 2.9. Thus the cross-section in 
units of cm2 becomes:
d^a =
137r2 PfE.Ef
(2tt)
(_A ,a)e
-ik.r
¥.dx
l
2.13
Now d ^  = sin 0od6od<j>o
and dft = sin 0d©d<f> 
P
k sin 0Qsin 0dkd0od0d<j>dcf>o 2.14
The approximations are introduced in the calculation of the electron wave 
functions as they must be represented as infinite series. Various approaches 
have been made, the majority involving the Born approximation.
2.4 The Born Approximation
Consider an electron undergoing an interaction with a nuclear potential 
V, as in figure 2.1. The Hamiltonian for the transition of the electron 
from the initial state, with energy E^, to the final state, with energy E^, 
with the release of a photon of energy k, has been described above. If the 
potential V is small, or if the electron velocity is large, such that it.spends 
only a short time in the locality of the potential V, the perturbation of 
the free particle form of the electron wave function is negligible. Thus in
JL.
equation 2.14 and can be treated as free particle wave functions. The 
approximation is valid for:
2'irZpj. 2*rrZp£
137E. << 1 and 137E <<: 1
i f
implying that the approximation is invalid for:
1. High Z materials, i.e. V is large.
2. At low electron energies, i.e. the time spent in the locality of 
V is longer and so the perturbation is larger. The cross-section
calculated using the B o m  approximation is lower than the true 
cross-section by about 10% at these energies (Ko. 59).
3. At extreme relativistic energies, i.e. the time spent in the locality 
of V is much shorter and so the perturbation smaller. Thus in this 
case the Born approximation cross-section is higher than the true 
cross-section by about 10% (Ko. 59).
This is known as the plane wave B o m  approximation.
When the cross-section has been calculated, the expression can be 
substituted in equation 2.2 to obtain the variation of the bremsstrahlung 
yield with energy, and so the bremsstrahlung flux.
2.5 The Treatment of Thick Target Bremsstrahlung Production
The differential bremsstrahlung cross-section for a thin target was 
initially calculated by Bethe and Heitler (Be. 34) and others (Sa. 34,
Ra. ■ 34). However, at large distances from the nucleus the radiative losses 
are reduced by the screening effect of the atomic electrons, and close to 
the nucleus the finite nuclear size reduces the radiative energy loss. Most 
radiative transitions take place at some distance from the nucleus (obviously 
closer to the nucleus other forms of energy loss, such as ionization, 
predominate) so the effect of screeing has to be considered. Thus Schiff 
(Sc. 46), whose theory fits experimental data reasonably well (St. 56), uses 
an exponential screeing term to correct for this effect. Further secondary 
effects due to the thick target distort the original c’ross-section.
These are:
1. Electron energy loss. It is incorrect to assume that all 
electrons undergoing radiative transitions start with the
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maximum electron energy as they may have lost energy previously 
through other processes. In thin target calculations it is assumed 
that electrons undergo one interaction before emerging from the 
target.
2. Multiple electron scattering has the effect of broadening the angular 
distribution of X-rays.
3. Straggling: i.e. the statistical distribution of the electron energy 
loss around the mean range (Ev. 55). Thus calculations involving an 
average electron energy loss based on the mean range of the electron 
will have inherent errors.
4. Bremsstrahlung photon attenuation in the target material.
5. Photon back scattering.
6. Multiple photon emission. One electron may undergo more than one 
radiative transition.
Approximate expressions correcting for multiple scattering have been 
calculated by Schiff (Sc. 46) and Lawson (La. 52). Experimentally we are 
concerned only with what emerges from the front face of the target. Hisdal 
(Hi. 56) calculates the bremsstralung spectrum emerging from the face of an 
intermediate thickness target corrected for multiple scattering by dividing 
the target into slabs. Each slab is considered as a thin target. The 
bremsstrahlung flux emerging from each slab is corrected for attenuation in 
the target and the results from each slab summed. This method has been 
extended to thick targets by Ferdinande et al. (Fe. 71) and Dickinson and 
Lent (Di. 68) for the calculation of bremsstrahlung spectra including effects 
other than just multiple scattering. Tabata and Ito (Ta. 74) used a similar 
algorithm method for the calculation of energy deposition by fast electrons.
35 -
A survey of analytical techniques for calculating bremsstrahlung 
cross-sections up to 1959 has been published by Koch and Motz (Ko. 59), 
and lists many of the useful formulae and the approximations and limitations 
involved in each.
A further technique applied to this problem is the Monte Carlo 
method, where random numbers are used to sample the probability distribut­
ions of various physical processes. This will be discussed in greater 
detail in Chapter 4.
The absolute forward bremsstrahlung flux produced by electrons from 
the. St. Luke’s Betatron incident on tissue has been calculated by Cooper 
(Co. 76). He assumes that the majority (> 70%) of the bremsstrahlung is 
produced in the first 1 cm depth of tissue (Fe. 71) and so it can be 
assumed to be an intermediate thickness target. Cooper uses Hisdal’s 
method (Hi. 56) with a differential cross-section taken from Schiff (Sc. 46), 
modified by Moliere (Mo. 48). His results for the bremsstrahlung flux 
from 34 MeV incident electrons at a depth of 1 cm in tissue are shown in 
Figure 2.2, and are compared with results from a Monte Carlo calculation.
Various experimental measurements of bremsstrahlung spectra have been 
carried out, notably at energies of interest to this project, by.- Levy et •. al 
(Le. 74). Spectra were measured at 25 MeV and 19 MeV which compared 
favourably with an algorithm method of calculation. Other measurements were 
made to 21 MeV by O ’Dell et al. (0. 68). The majority of measurements have 
been made in the 0 to 4 MeV range, for example Edelsach (Ed. 60) and others.
2.6 Photon Interactions with the Nucleus
In addition to the interactions of photons with the atomic field, i.e. 
Rayleigh scattering, the Photoelectric effect, Compton scattering and pair
36 -
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Figure 2.2 The absolute (0°) forward bremsstrahlung spectrum in 
terms of the number of photons per MeV per incident 
electron (dn/dk) produced by 34 MeV electrons 
incident on tissue. Smooth curve from calculations 
by Cooper. Monte Carlo results as a histogram 
(Chapter 4).
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production, photons at low energies undergo coherent scattering with the 
nucleus. This is known as Thomson scattering and has an angle dependent 
cross-section given by:
do’ -Z2e2
Am c2 
0
l+cos2e
2.15
At slightly higher energies photons will begin to excite individual" 
n u c l e o n s  to higher energy states, which will decay to the ground state 
directly or through an intermediate state. Examples of such reactions 
are:
115In(y>Y ’)115Inm T, = A.5 hours
2
E = 335 keV (50%) 
Y
11 -^Cd(y,yf)11 •LCdm T, = 49 min
2
E = 247 keV (94%)
Y
150 keV (30%)
Such reactions can be induced by isotopic sources, such as 137Caesium and 
60Cobalt, and have been used for the measurement of transition elements 
such as Selenium, Strontium and Silver (Ve. 69, Lu. 61).
When the energy of the incoming photon exceeds a certain threshold 
the energy given to the nucleon excites it sufficiently for it to be freed 
from the nucleus,for example:
160(y,n)150
35Cl(y,p)35S
12C(y,2n)1°C
Going to even higher energies the photon interacts with n-p clusters 
within the nucleus. This is known as the "quasi-deuteron" region and 
occurs when photon energies are between AO MeV and 200 MeV (Bu. 74).
Further resonances occur at energies greater than 150 MeV where photo­
meson reactions begin, as the photons excite resonances within the 
individual nucleons.
2.7 The Trend of the Photo-absorption Cross-section
The •-nuclear''energy- levels excited by the incoming photon have 
associated with them a width, which depends on the widths of all the 
levels below the excited state through which the nucleon can decay back 
to the gound state (Ha. 70). Thus the higher the energy of the state, the 
greater its width as more decay routes are available. The photo-absorption 
cross-section is dependent on the width of the energy states, and so reveals 
much about nuclear structure, and, at high energies (> 150 MeV), about the 
structure of individual nucleons.
Below particle emission thresholds ( E )  the cross-section shows
Tn
definite fine structure, which relates to the nuclear energy levels (Figure 
2.3). As the photon energies increase these states become so broad in 
energy they eventually coalesce into a continuum which represents particle 
emission and is known as the Giant Dipole Resonance.
The interaction at these energies can be approximated vby an electric 
dipole interaction, which allows us to represent the cross-section as a 
Lorentz shaped resonance line of width f. Thus:
k2r2
o' (k) = an ----— ------  2.16
0 (k2-k2)2+k2r2
0
P h o to -
G hm si-D eu terom - —M esons—
Photon Energy
Figure 2.3 The trend of the photoabsorption cross-section 
with energy.
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Figure 2.4 The variation of the value of the maximum cross- 
section with atomic number.
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Figure 2.5 The variation of threshold energy and maximum cross
section energy with atomic number.
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where o is the maximum value of the photonuclear cross-section and k 
0 0
the energy at which that maximum occurs. The maximum value of the cross- 
section gradually increases from 10 mb to 600-mb wrth increasing atomic 
number, (Figure 2.4) while, k Q decreases from about 23 MeV to 14 MeV as 
does the threshold energy, (Figure 2.5). The width of the resonance, T, 
falls in the 4 to 8 MeV range, (Figure 2.6). The integrated cross-section 
can then be approximated by the classical value of the dipole sum:
EfTT
o ’(k)dk = (MeV barns) 2.17
k=0
where E^ = Photomeson threshold energy
o' = Electric dipole cross-section 
N = Number of atoms per unit volume.
The representation by the Lorentz shaped resonance line is clearly a 
simple model, and does not take into account nuclei which exhibit quadri- 
polar and multipolar properties. This leads to some deviation of the 
integrated photo-absorption cross-section from the classical dipole sum 
(Figure 2.7), especially at high atomic numbers, where these effects are more 
prominent. The fine structure which is apparent on the majority of cross- 
section curves below Z ^ 40 is due to the internal energy levels of the 
nucleus. Above this value these coalesce, preserving the shape of the 
giant dipole resonance.
In this study values for photonuclear cross-sections have been taken 
from compilations by Biilow and Forkman (Bu. 74) and Berman (Be. 75). The 
actual data from which Berman produced his compilation was obtained (Be. 78) 
so as to allow more accurate determination of cross-sections when needed for 
calculation.
^H
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Figure 2.
Figure 2.
_6 The variation of the width of the Giant Dipole 
Resonance with mass number.
2000 80 160
A
7 The deviation of the integrated photonuclear 
cross-section from the value of the electric 
dipole sum.
2.8 . The Photonuclear Yield
The yield, Y T, for a particular photonuclear reaction is given
by: E
MAX
Y ’ = aT(k)0!(k)Ndk 2.18
k ETH
where a 1(k) is the photonuclear cross-section, $ ?(k) the bremsstrahlung 
flux and N the number of target nuclei per unit volume.
This yield can be measured in three ways:
1. Prompt measurement of the photoneutron flux, using neutron 
detectors such as BF3 filled proportional counters. The 
measured peak area, D, is given by:
D = ec^
EMAX
No’(k)$f(k)dk 2.19
k=ErTH
where e is the detector efficiency and c^ is a correction factor 
to allow for absorption of the neutrons within the sample. 
Assuming a simple exponential absorption of neutrons:
, -Pa
c =   2.20
f pa
where p is the linear attenuation coefficient and a the thickness 
of material. This method has been used, for example, to measure 
Beryllium, using an array of BF3 counters around the sample (Xr. 60)
2. Measurement of the gamma ray spectrum from the daughter nucleus.
This requires the daughter product to have a half life comparable 
to the timescale of the irradiation and measurement* The measured
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peak area is then:
-At. -At ,, "Xtc,
D = ECj'I T' (1-e )e w  i 2.21
where c^’ is as in 2.20, except gamma ray attenuation coeffi­
cients are substituted for y,
I is the branching ratio,
Y* is the photonuclear yield (eqn. 2.18),
X is the decay constant of the daughter product,
t^, t^ and t are the irradiation, waiting and counting 
times respectively.
r
This method allows the determination of various elements which 
are difficult to measure using other non-invasive nuclear tech­
niques (e.g. Oxygen, Carbon etc.).
3. If the half life is very short compared with experimental timescales 
(< 5s) when sample decay is rapid and measurement of the activity 
difficult, it is possible to obtain a build up of activity within 
the sample by carrying out Cyclic Photonuclear Activation Analysis. 
This technique has been applied to Neutron Activation Analysis by 
Spyrou et al. (Sp. 75), and used for the measurement of Lead (Eg. 76) 
and the multielemental analysis of biological samples (Sp. 79). The 
sample is cycled between the detector and the radiation source (in 
this case the LINAC or Betatron is pulsed) and detector counts 
collected between irradiations. The irradiation, waiting and count 
times are chosen such that not all the activity in the sample dies
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away before re-irradiation (Figure 2.8), allowing a build up
of detector response to a maximum greater than that^ 
of a "one-shot" irradiation.
If is the peak area obtained after one irradiation, and is 
given by equation 2.21, then after a second irradiation:
D2 ■ D 1 + V
-x (t-.+t :*t t+tT)- • W£ X  V1 c -
where the second term is the residual activity from the first
irradiation, and t , t , t. and t are as shown in Figure 2.8
w x w 2 1 c
Now:
t + t. + t + t = T 
w„ i w, c2 1
where T is the cycle time. Thus:
D = D 1 + e 
2 1
-XT
After n cycles:
D = Dnn i
i , -XT -X2T -X(n-l)T
1 + e + e  + .... +e
and the cumulative detector response is found by summing the 
series:
n
D - y D. = D, 
i-1 1 1
n -XT/n -nXTv e (1-e >
-XT. -XT. 2
_(l-e ) (1-e )
This technique clearly has advantages with short lived isotopes 
and it could be used with a pulsed irradiation source. It would
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be an advantage to cycle the sample by pneumatic transfer tube 
say, away from the irradiation position to be counted by a 
remote, well shielded detector so as to reduce background from 
activated elements in the air and sample surroundings.
Alternatively, with the Betatron, it would be possible to 
count the sample in the short time (n, ,02s) between the pulses 
of electrons being extracted from the accelerator. The pulse 
applied to the field coils to extract the electrons could be 
delayed and used to trigger the detection system. This would 
allow elements whose activation half lives the-order of milli­
seconds to be detected and give a better cumulative detector 
response for short -lived isotopes.'
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CHAPTER 3 Experimental Facilities
3.1 Introduction
This chapter describes the facilities and equipment used in this 
study. All irradiations were carried out on the 34 MeV Brown-Boveri 
Asklepitron 35 situated at St. Luke’s Hospital in Guildford. The principles 
of operation and characteristics of this machine are set out in Section 3.2. 
A number of detection systems were used: two gamma cameras in the Nuclear 
Medicine Department of the hospital, two large Sodium Iodide scintillation 
detectors, both singly and in coincidence, an 80 cm3 Lithium drifted 
Germanium detector and an EIL 40 A air ionisation chamber. All are 
described later in the chapter. The final section deals with the tissue 
equivalent meterials used throughout.
3.2 The Betatron
Cyclotrons have been in operation since 1932 for the acceleration of 
heavy charged particles based on the principle of repeated accelerations 
through small voltages. However, these machines are unsuitable for 
electrons because of the relativistic effect encountered when the electron 
velocity approaches the velocity of light. Magnetic induction as a 
technique for accelerating electrons was, at the time, considered an 
attractive possibility. The use of the electric field associated with a 
varying magnetic field as a force to accelerate charged particles had been 
postulated for a number of years, although without experimental success 
(Wa. 29). The first practical machine for accelerating electrons by 
magnetic induction was built in 1941 by Kerst (Ke. 41), and produced 2.3 MeV 
X-rays by accelerating electrons onto a tungsten target.
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3.2.1 Operating principles
The Betatron consists of a toroidal vacuum tube placed between the 
poles of a doughnut shaped electromagnet (Figure 3.1). Coils around the 
magnet vary the magnetic field sinusoidally such that the electron paths are 
bent into circular orbits. The varying magnetic field induces a circular 
electric field in the vacuum tube to accelerate the electrons. This 
current of electrons sets up an induced emf, V , in a direction that will 
oppose the direction of change of the magnetic field, i.e.:
where $ is the magnetic flux through the electron path. Considering the 
varying field shown in Figure 3.2, having cylindrical symmetry about the z 
direction, as in the Betatron, the electric field at radius r must be 
calculated. The magnetic flux through the area limited by electron orbit, L, 
is given by:
the element of area lying inside L, dS. The induced emf set up by the 
electric field, E, is:
where d_l is an element of length around L. Substituting 3.2 and 3.3 in 3.1 
we obtain:
3.2
s
where 15 is the magnetic flux density, u^ is a unit vector orthogonal to
V = O E.dl 
e -  —
L
3.3
In the case of a cylindrically symmetric magnetic field:
(J) E . dl =_  E(27ir)
L
and
$ = BTrr2
where B is the average flux density in the region bounded by L. Sub­
stituting in equation 3.4 we obtain:
dB
E(2Trr) = - irr2 , 
at
and so the electric field at radius r is
1 dB
T  r dt 3<5
The tangential force experienced by the electron is = - eE, and 
therefore the electron will only be accelerated when dB/dt is positive. 
Thus, if a sinusoidally changing magnetic field is used the electron will 
only be accelerated during the first quarter cycle (Figure 3.3). The 
electron must be injected with almost zero velocity, i.e. as the magnetic 
field passes through zero, and extracted as the field reaches the maximum 
to obtain maximum acceleration. The Betatron is, therefore, a pulsed 
machine.
Now the accelerating force = dp/dt, the rate of change of 
momentum with time, so:
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Figure 3.1 The magnet and accelerating tube of the 
Betatron.
/Kz
Figure 3.2 The configuration of the magnetic field 
and the stable orbit.
time
.005s.
Figure 3.3 The variation of the magnetic field on the 
stable orbit. Electron injection at A, 
extraction at B.
The electron also experiences a force normal to the direction of motion 
holding it in a circular orbit, F^, due to the magnetic field, B:
F = ev B 3.7
N
A centrifugal force, Fc, is also experienced which will attempt to re­
establish linear motion, where;
F 3.8
When the normal and centrifugal forces are balanced a stable orbit is 
obtained, so from 3.7 and 3.8:
p = er B
and
iE = e r ^  3 9
dt dt
From equation 3.6, then;
> - !
i.e. the average field over the radius of the orbit must be twice the field 
on the orbit. The maximum kinetic energy that the electron can achieve 
will occur when B is at a maximum. If B = B^sin wt, then, from Equation 
3.8, the maximum electron energy is:
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At high electron energies, when the velocity is a significant proportion 
of the velocity of light, the electron mass is increased. The total 
electron energy^ is given by:
E_ = c/ m2 c2 + p 
T 0
and the maximum kinetic energy of the electron is:
E = e/ m 2 c2 + e2r2B2' - m e 2 3.11
MAX o 0 0
In the case of the St. Luke's Hospital Betatron the diameter of the electron
tube is about 0.5 m, and the field required to accelerate the electrons to
their maximum energy of 34 MeV is about 0.5 T, solving Equation 3.11 for BQ.
3.2.2 Electron injection and focusing
Electron injection is by means of an electron gun. A heated filament 
is used as an electron source and the electrons accelerated to 40-50 keV 
by a voltage pulse of about 3 ys duration (Wi. 51). This voltage pulse 
is synchronised with the varying magnetic field so that the electrons are 
injected at the point where maximum acceleration will occur (point A in 
Figure 3.3). Clearly the electron gun cannot be in the stable orbit 
position as it would obstruct the electron path. Thus focusing is required 
to make the electrons reach the stable orbit and stay there.
Radial focusing is obtained by balancing the magnetic inward pulling 
force against the outward pulling centrifugal force (Ro. 6 8). Both these 
forces decrease with increasing radius (Figure 3.4) and are equal and 
opposite at the stable orbit, r^. If the magnetic field is chosen in such 
a way so that the inward pulling force decreases less rapidly than the 
centrifugal force then at radii other than rQ the net force will be such
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that it restores the electron to the stable orbit. The condition for 
this is:
B ^ ~  where n < 1
nr
Vertical focusing is obtained by the shaping of the magnetic field 
by the pole faces. At points outside the plane of the orbit the magnetic 
field is not confined to the z direction (Figure 3.5). This results in a 
radial component of the magnetic field, which will force the electron back 
into the stable orbit. A more detailed treatment of the focusing is given 
by Kerst and Serber (Ke. 41a).
As the electrons are injected into the accelerating tube outside the 
orbit they will tend to oscillate about the stable orbit, the oscillations 
being damped. The electrons are extracted from the accelerator tube by coils 
that are concentric with the toroidal tube. These receive a pulse of 
current at the end of the acceleration which increases the inducing field 
but reduces the radial guiding field such that the electron orbit expands 
and the electron beam is extracted. X-rays can then be produced, if 
desired, by directing the beam onto a suitable high atomic number target, 
such as tungsten.
3,2.3 The St. Luke's Betatron
The first reported medical applications of the Betatron were in 1951, 
when used for high energy X-ray therapy (Arx. 51, Jo. 51). The Betatron 
used in this project, a Brown-Boveri Asklepitron 35, was installed at 
St. Luke's Hospital in Guildford twelve years ago (Figure 3.6). The 
building housing the Betatron is built into the side of a chalk hill to 
increase the amount of shielding around the Betatron and other radiotherapy
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Figure 3.4 The variation of the radial forces used to 
obtain radial focusing of the electrons.
MAGNET
y w
Figure 3.5 The shaping of the magnetic field used to 
obtain vertical focusing of the electrons.
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machines (a LINAC, two Cobalt units and a superficial X-ray set). A 
plan of the Betatron treatment room and control room is given in Figure 
3.7, the shielding being thick concrete walls. The viewing window from 
the control room contains a solution of Zinc Bromide. At the maze 
entrance is a half height door interlocked so that the Betatron will 
not operate when the door is open.
As the Betatron is used exclusively for electron therapy it has 
been modified so that the electron beam cannot be directed onto the 
X-ray target. The electrons are pulsed at mains frequency, 50 Hz, being 
injected at the start of the cycle. Thus the Betatron output is affected 
by mains frequency changes that may occur due to increased consumer 
demand for electricity in, for example, the late afternoon. The electron 
pulses extracted are from 10 to 30 ys long. Seven different electron 
energies can be selected, and the maximum dose rates obtainable at the 
skin surface are shown in Table 3.1. The maximum dose rate used for therapy 
at 34 MeV is 3 Gy min”1(300 rads min-1) and a maximum of 9 Gy (900 rads) 
can be given in one irradiation. The skin surface at the end of the 
applicator is 110 cm from the "source" of the electrons (i.e. the point 
where the electron beam is extracted from the acceleration tube). Varying 
field sizes may be selected by changing the applicators. These consist 
of Aluminium/Lead collimators which fit into the output port of the 
Betatron and a perspex tube for defining the area on the patient’s body, 
visible in Figure 3.6. Field sizes vary from a 4 cm circular up to a 
rectangular 14 cm by 14 cm.
Dose is monitored during irradiations by two independent trans­
mission type ionisation chambers that completely cover the beam area.
Each chamber consists of two plates of 250 ym thick plastic coated with
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Figure 3.6 The Betatron.
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Track for Couch
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Gate Viewing
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Controls
Control Room
Figure 3.7 A plan of the Betatron treatment room.
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Table 3.1 Maximum Output at Skin Surface Obtainable with 
the Betatron
I Electron Energy
i
MeV
Output 
Gy min-1 (rads min-1)
11 0.55 (55)
13 0.85 (85)
16 1.35 (135)
20 1.80 (180)
-25 3.00 (300)
1 30 5.00 (500)
1 34 7.00 (700)
]Sof metal. Two central electrodes measure the dose and three at 
•jjgp monitor dose distribution over the area of the beam. The 
Mrs are mounted one behind the other in the collimator holder. If,
%:a treatment, the measured dose differs between the chambers by 
alfsan 5% treatment is automatically stopped.
Depth dose and isodose measurements are made using a Scandtronix 
3?system. A small solid state diode is driven by servo motors in a 
igx. water bath. Radiation causes electron-hole pairs within the diode 
charge is collected and integrated. Calibrations are made against 
•Hsin-Falmer secondary standard. Isodose curves are giver for the three 
3§es and applicator sizes used most in this project.
1. 34 MeV. 12 cm x 14 cm applicator Figure 3.8
2. 16 MeV. 12 cm x 14 cm applicator Figure 3.9
3. 34 MeV. 8 cm diameter circular applicator Figure 3,10.
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Betatron
Depth dose for 34MeV electrons, 12 x 14 cm. 
field size.
Ocm
90
70%
50'
30
Figure 3.8 Depth dose for 34MeV electrons using 
a 12cm x 14cm field size.
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Figure 3.9 Depth dose for 16MeV electrons using 
a 12cm x 14cm field size.
Ocm
-6
90'
80%
70'
30%
Figure 3.10 Depth dose for 34MeV electrons using 
an 8cm circular field.
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The treatments given using the Betatron are usually single field 
treatments, as one of the main reasons for using electrons for therapy 
is to reduce dose to sensitive organs lying behind the treatment volume.
At St. Luke’s the Betatron is used for treatment of tumours in all parts 
of the body, the physical position of the tumour suggesting it for electron 
rather than X-ray therapy.
3.3 Sodium Iodide Detectors
This section describes the operating principles and characteristics 
of the Sodium Iodide scintillation detectors used in this study.
A photon hitting a Sodium Iodide crystal will transfer all or part 
of its energy to an electron. This electron will recoil through the crystal 
and will excite other electrons from the valence band to the conduction 
band, leaving holes in the valence band (Figure 3.11). The number of 
electrons that will be excited to the conduction band depends on the recoil 
electron energy, which in turn depends on the incoming photon energy. In 
some cases excitation can cause a bound electron-hole pair, called an 
exciton. The exciton will exist in an energy band bounded by the valence 
and conduction bands, and is treated theoretically using a hydrogen-like 
model.
Point imperfections within the crystal create energy levels within 
the forbidden gap (Figure 3.11). Electrons and holes or excitons being 
captured by these levels cause them to be raised to excited states. 
Transitions occur subsequently (^ 10~8s) between these states and the 
ground state releasing a light photon, large numbers of these events going 
to make up one scintillation detected by the photomultiplier tube. The
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intensity of the scintillation depends on the number of light photons 
detected, which depends on the incoming photon energy. Impurities can be 
artificially introduced into the crystal to provide point imperfections 
in the crystals, and increase the number of impurity energy levels in the 
gap. These levels are known as luminescent centres, and the impurities 
as activators. In this case the Sodium Iodide has been activated with 
Thallium. The photomultipliers are designed to give maximum response to a 
particular wavelength of light, characteristic of the emission from 
luminescent centres.
Construction of a typical Sodium Iodide detector is shown in 
Figure 3.12. Sodium Iodide is hygroscopic and so must be hermetically 
sealed in a light tight can, usually made of aluminium. It is surrounded 
by a packing material, Magnesium Oxide or Aluminium Oxide, which acts as a 
reflector for the light, increasing detector efficiency. The crystal is 
connected to the photomultiplier by an optical window, often glass or 
lucite. The output from the photomultiplier is fed through a pre-amplifier, 
which shapes the pulse so that it is suitable for further amplification.
Two Thallium activated Sodium Iodide (Nal(Tl)) detectors were used 
throughout this study:
1. Type: Harshaw 12S12.
Size: 7.5 cm diameter,
7.5 cm dep th.
Can: 0.5 mm Aluminium.
Packing: 1.5 mm Aluminium Oxide.
Mass of entrance window: 220 mg cm-2.
Impurity
levels
Electrons-#
Conduction band
Activator
States
s
xLU
3
Holes Valence band
Figure 3.11 The band structure of a Sodium Iodide 
scintillator.
Al. can
Nal(TI)
Light.
guide
MCA
Magnetic 
shield—
Pre-amp.
Ortec
485
Amp.
NE466Q
H. V.
Figure 3.12 The construction of a Nal(Tl) scintillation 
detector with associated electronics.
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Photomultiplier: EMI Type 9758.
7.5 cm diameter.
Peak efficiency at a wavelength of 380 nm.
High Voltage: + 650 to 750 V depending on gain required.
NE 4660 high voltage supply.
Pre-amplifier: Home built with a full and attenuated output.
Amplifier : Ortec 485.
2. Type: Harshaw 20 MB 20.
Size: 12.5 cm diameter,
12.5 cm depth.
Can: 0.5 mm Aluminium.
Packing: 2.7mm Aluminium Oxide.
Mass of entrance window: 300 mg cm-2
Photomultiplier: EMI Type 9758.
7.5 cm diameter.
Peak efficiency at a wavelength of 380 nm.
High voltage: + 700 to 850 V depending on gain required.
NE 4660 High voltage supply.
Pre-amplifier: Home built with a full and attenuated output.
Amplifier: Ortec 485.
3.4 Resolution and Efficiency
Three important quantitites define the characteristics of a 
detector:
1. Linearity, The output pulse height must be linearily related to the 
energy of the incoming gamma ray. Clearly this is dependent on the 
electronics as well as the detector. The linearity allows the 
calibration of a pulse height analyser in terms of energy per channel,
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making the identification of unknown photopeaks in the gamma ray 
spectrum easier. Figure 3.13 shows typical calibration graphs for 
both detectors under the following experimental conditions:
a. 7.5 cm x 7.5 cm Nal(Tl)
HV: 750 V
Pre-amplifier attenuated output.
Gain x 2 minimum.
Lower Level Discriminator-0.2.
Slope of calibration curve: 2.20 ± 0.01 keV channel-1
Intercept: 16.6 ±1.8 keV
b. 12.5 cm x 12 cm Nal(Tl)
HV: 820 v
Pre-amplifier attenuated output.
Gain * 2 minimum.
Lower Level Discriminator 0.2.
Slope of calibration curve: 2.14 ± 0.01 keV channel-1
Intercept: - 6.2 ± 2.5 keV
2. Resolution, i.e. the ability of the detector to resolve between 
photopeaks of similar energy. The resolution is dependent on the 
detection process. In the case of a Nal(Tl) detector the height of 
the photopeak pulse depends on the number of photons contributing to 
one scintillation event. Statistical fluctuations in this number 
broadens the photopeak about the energy of the incident photon. The 
resolution is defined as the width of the photopeak at half the maximum 
height of the peak (FWHM). It is expressed as an energy, AE, or as a 
percentage of the photopeak energy, (AE/E) x 100%. The standard photo-
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peak energy for resolution measurements using a Nal(Tl) detector 
is the 662 keV peak from 13^Cs, The resolution of the two detectors 
at this energy is:
a. 7.5 cm x 7.5 cm Nal(Tl) 7.6 ± 0.3%
51 ± 2 keV
b. 12.5 cm x 12.5 cm Nal(Tl) 8.4 ± 0.3%
56 ± 2  keV.
Errors are expressed to ± 1 channel on the pulse height analyser. The
variation of resolution with energy for both detectors is shown in
Figure 3.14.
3. Photopeak efficiency is defined in a particular source detector geometry 
as:
- Total counts in photopeak (photopeak area)
e Total number of photons emitted by source
Several factors affect the efficiency:
a. Detector size. A larger detector increases the probability of an 
incident photon interacting with the crystal, so increasing the 
efficiency.
b. The interaction cross-section of the detector material. Photoelectric, 
Compton and Pair production cross-sections are Z dependent. A material 
of high atomic number has a larger cross-section for interaction with 
an incident photon than a low Z material.
c. Source shape. A point source will subtend a smaller solid angle with
the detector than an extended source, so reducing efficiency.
d. Source geometry, i.e. position relative to the detector.
- 67 -
n
 X------7.5X75
 • ------12.5x12.5
6V < 2 > 40i
60 / *  A ,
54.
23. 137,
Na ^
241,
133,
Bo
0 300 600 900
Channel number
Figure 3.13 Calibration graphs in terms of MeV per channel 
for both Nal(Tl) detectors.
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Figure 3.14 The -variation of resolution with energy for 
both Nal(Tl) detectors.
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e. Photon energy. Efficiency decreases with increasing energy.
The efficiency for a Nal(Tl) detector is quoted at the 1332 keV peak of
^®Co for a point source 25 cm from the detector. Results for both 
detectors are given below, and compared with theoretical calculations by 
Heath (He. 64) and the IEEE standard (IEEE. 70).
a. 7.5 cm x 7.5 cm Nal(Tl)
.0009 ± .00005 Experimental
.0012 Heath
.0012 IEEE
b. 12.5 cm x 12.5 cm Nal(Tl)
.0032 ± .0001 Experimental
.0036 Heath
The variation of efficiency with energy for both detectors is given in 
Figure 3.15.
The uniformity of response across the face of the detectors was 
measured by scanning with a collimated ^^7Cs source, and is important for 
several reasons:
1. A major source of error in many in-vivo and in-vitro studies which
involve a sequence of measurements is the repositioning of the source 
of radioactivity with respect to the detector, especially if an 
extended source is used. The error can be magnified if the irradiation 
position also has to be reproduced. A knowledge of the detector response 
removes one variable from the situation. Ideally a smooth, symmetric 
radial response is desired, allowing source repositioning to be carried 
out with confidence.
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2. Any attempt to measure the absolute amount of a radioactive isotope
requires that the detector response be known. Collimation of the
detector to reduce outside interferences in the measurement will 
also reduce the area of the detector "on view" to the source. The 
average value of the response over this area may be higher than the
average value of the response over the total area of the detector.
Measuring the variation of the detector response over the face of the 
detector using a collimated point source will yield average values for 
the detector response over different areas of the detector.
3. When using detectors in coincidence (see section 3.5) calculation of
the response of the two detectors together is important, allowing 
decisions about detector arrangement in a particular physical situation 
to be made. Consider the detector arrangement as shown in Figure 3.20, 
with a source closer to Detector 1 than Detector 2. The solid angle 
within which photopeak coincidence events take place is shown as a 
hatched area. The effective surface area of Detector 1 is much reduced, 
(Area A), but the average detector response over that area increased. 
This will have a "second order" effect on the calculation of isocount 
maps or the detector "field of view".
4. Any variation of the detector response from smooth radial symmetry may
reveal damage to the detector.
A collimated 137Cs source, giving a 1 mm beam of gamma rays, was used to
scan both detectors. Particular attention was paid to the 7.5 cm x 7.5 cm
as damage to the can had been incurred during handling. A response map of
the 7.5 cm x 7.5 cm is shown in Figure 3.16. Response curves along radii
of both detectors are shown in Figures 3.17 and 3.18, A Full Width Half
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Figure 3.16 Response map of the 7.5cm x 7.5cm 
Nal(Tl) detector. Radial responses 
along A, B and C are shown in Figure 3.17.
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Figure 3.17 The radial response of the 7.5cm x 7.5cm 
Nal(Tl) detector, along three different 
radii.
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Figure 3.18 The radial response of the 12.5cm x 12.5cm 
Nal(Tl) detector.
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Half Maximum (FWHM) of'the detector response was obtained for each
detector:
Detector FWHM
7.5 c m  x ■ 7.5 cm 7.4 ± 0.6 cm
12.5 c m  x 12.5 cm 17.0 ± 0.5 cm
It must be noted that the FWHM of the 12.5 cm x 12.5 cm is in fact much 
larger than the detector itself. The average value of the detector response 
across the face of the 7.5 cm x 7,5 cm detector is 82% of the maximum, for 
the 12.5 c m  x  12.5 cm 87% of the maximum. The variation of average detector 
response with radius of the area of the detector on view to the source is 
shown in Figure 3.19, At and r defined as in Figure 3.20.
Both detectors show good uniformity of response, with no evidence of 
damage. The response measurements allow efficiency calculations for a wide 
variety of physical situations to be carried out.
3.5 Coincidence Counting Techniques
The majority of photon activation products are positron emitters.
On annihilation of these positrons with electrons in the sample two 511 keV 
photons will be emitted at an angle of 180° to one another in the centre of 
mass frame of reference, so as to conserve energy and momentum (St. 57, Wa. 60). 
Detection of both these photons identifies a single decay. A detector is 
placed at either side of the source (Figure 3.20) and counts recorded when 
a 511 keV photon is detected in both detectors within a certain resolving 
time, t . Thus counts are recorded only when an event releasing coincident 
photons that are not scattered before reaching the detectors takes place, reduc­
ing background. The coincidence counting method, therefore, presents itself
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Figure 3.19 The average detector response over a radius
Ar as defined in Figure 3.20, for both 
Nal(Tl) detectors.
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Figure 3.20 The arrangement of the two Nal(Tl)
detectors used when coincidence counting.
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as a technique that may be useful in measuring positron emitting isotopes 
that are distributed within a scattering medium.
A background to the coincidence count rate comes from other random 
pulses arriving in the energy window set on the two detectors within the 
resolving time, t (Pe. 64). Let the count rates in the two detectors be Nj 
and N2 respectively. Now the pulses arriving at the first detector will 
activate the detector for N^t seconds every second, during which time 
NjN2t counts will be detected which are not coincidence events. Similarily 
detector two activates the circuit for N^t seconds per second with a 
spurious count rate of N^N2t. Thus the total spurious count rate, B, is 
given by:
B = 2NjN£t 3.12
The spurious counts come from various sources:
1. Natural background within the energy window.
2. Detection of only one of the two 511 keV gamma rays emitted.
3. Compton scattered gamma rays from any higher energy emissions.
The two detectors used in this study were the Nal(Tl) detectors 
described in the previous section. As the 12.5 c m  x 12.5 cm will subtend 
a larger solid angle with the source than the 7.5 cm x 7.5 cm, background 
due to the detection of only one of the two 511 keV gamma rays will be 
increased. A block diagram of the circuit is given in Figure 3.21. The 
outputs from the amplifiers are fed through single channel analysers (S.C.A.), 
so as to select the energy windows of interest. The output pulses from 
the single channel analysers are sent to a coincidence unit, which gives
- 76 -
an output pulse when the pulses arrive at the two inputs within a certain 
resolving time. This output pulse can either be counted on a scaler or 
be used to open, a gate to allow the signal from one detector through to 
a pulse height analyser. The signal to the analyser has to be delayed so 
that it arrives at the gate when it is open. Cables connecting the 
amplifiers, single channel analysers and the coincidence unit have to be of 
similar length to cancel out any delay due to the coaxial cables. The 
delay due to coaxial cables has been measured by Mitsunari (Mi. 78) and was 
found to be 4.4 ± 0.1 ns m-1.
Other adjustments must be made:
1. The S.C.A. must be adjusted so that the output pulse occurs at the 
maximum of the input pulse, or pulses arriving at the pulse height 
analyser are attenuated.
2. The resolving time of the coincidence unit must be optimised. The 
effect of resolving time on the count rate was measured. The circuit 
used to measure resolving time is shown in Figure 3.22. The delay 
was increased until the oscilloscope trace disappeared, showing that 
the pulse had been delayed sufficiently to prevent its arrival at the 
coincidence unit within the resolving time. This gave a measure of 
the resolving time and then the coincidence count rate could be 
checked. Results are presented in Figure 3.23. The resolving time 
was chosen to be 0.85 ys, well onto the part of the curve where the 
count rate levelled off.
3. The effect of the delay on the count rate. The value of the delay 
which gave maximum count rate was 15 ns.
to M CA
SCASCA
pre-amppre-amp
Gate
Amp Amp
Figure 3.21 The coincidence counting circuit.
Delay
Coinc.
OSC.
S C A
Figure 3.22 The circuit used to measure the resolving 
time of the coincidence unit.
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4. The effect of gate width on count rate (Figure 3.24). The gate width 
was set at 4 ys. Any further increase in gate width would increase the 
background count rate.
3.5.1 The effect of coincidence counting on the Signal to Noise ratio
An important parameter in the measurement of any signal is the signal 
to noise ratio. It determines the minimum detectable quantity of a radio­
isotope in a sample. The signal to noise ratio (i.e. Signal// Background^) 
was determined for a 22Na source in water using a 7.5 cm x 7.5 cm Nal(Tl) 
detector alone, and then in coincidence with the 12.5 cm x 12.5 cm with 
a detector separation of 30 cm.
The signal to noise ratio was determined as follows:
1. 7.5 cm x 7.5 Cm alone. The background counts under the Full Width
Tenth Maximum (FWTM) of the photopeak.
2. In coincidence. The background was taken as the spurious coincidence 
count rate as given by equation 3.12.
Results show (Figure 3.25) that at depths greater than 8 cm signal to 
noise is much improved if detectors are used in coincidence. Detection of 
positron emitting isotopes at depth in scattering media will therefore be 
improved by using the coincidence techniques. Count rates, however, are 
reduced by this technique and longer counting times may be required to 
improve precision.
3.5.2 . Isocount curves
Isocount plots were obtained using a point 22Na source for the
detectors in coincidence, with a detector separation of 30.5 cm, with and
- 79 -
160
120
80
40
.5 1 1.50
Resolving time j j s
Figure 3.23 The variation of coincidence count rate 
with resolving time (set at 0.85ys).
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Figure 3.24 The variation of coincidence count rate 
with gate width (set at 4ys).
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Figure 3.25 The variation of Signal-to-Noise ratio with 
source depth in a water phantom.
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without a water phantom present. The shape of the isocount curves 
(Figure 3.26) does not alter with the introduction of the water phantom, 
although the count rate is reduced. Integration of the isocount curve 
reveals that about 70% of the measured activity will come from within the 
50% contour. This may conveniently be defined as the "field of view" of 
the two detectors. Collimation of the 7.5 cm * 7.5 cm detector with a 
1 cm thick, 2 mm pinhole lead collimator has the effect of moving the field 
of view towards that detector (Figure 3.27). Judicious use of collimation 
and detector positioning allows the field of view to be moved around within 
the phantom to the position of the activity of interest. It has been shown 
by Mitsunari(Mi. 78) that these isocount curves can be theoretically 
calculated using simple computer models for the efficiency of Sodium Iodide 
detectors. It would, therefore, be possible to work backwards, from the 
desired field of view to obtain the best detector arrangement for a 
particular experimental situation.
3.5.3 Uses of coincidence counting techniques
Generally this technique can be applied to any situation where 
positron emitting isotopes are distributed at depth within a scattering 
medium. Not only is there improvement in the signal to noise ratio, but 
an enhancement of the detector response in that region. Applications include:
1. Background reduction in some of the situations where positron 
emitters were encountered during this project.
2. Counting short lived, positron emitting isotopes used in organ 
localisation and function studies in medicine (see Section 1.3).
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Figure 3.26 Isocount map of detector response using two 
Nal(Tl) detectors in coincidence. Detector 
separation is 30.5cm.
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Figure 3.27 Isocount map of detector response using a collimated 
7.5cm x 7.5cm Nal(Tl) detector in coincidence with a 
12.5cm x 12.5cm Nal(Tl) detector.
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3. Counting cascade gamma ray emitting isotopes, with the advantage 
that the detector alignment need not be 180°. Examples of cascade 
gamma emitters used in medicine are 75Se, used as a Sulphur 
replacement in proteins, and 1 1*In, also used as a protein label.
3.6 The Gamma Cameras
The gamma cameras available at'St. Luke’s are both linked to a 
data processing mini-computer with a colour display system. These are 
Anger type conventional cameras comprising a thin Sodium Iodide crystal 
with an array of photomultiplier tubes to provide information on the 
position in the crystal where a scintillation event takes place (Figure 
3.28). The variation in the intensity of the pulse from each photo­
multiplier tube due to one scintillation in the crystal is used to locate 
the position of the event. Important quantities in evaluating the 
performance of a gamma camera are:
1. Spatial resolution, i.e. how close can two sources be placed 
before it is impossible to resolve them?
2. Uniformity, i.e. if a disc source the same size as the field of 
view is placed in front of the camera, will the count rate be 
uniform?
3. Deadtime. This sets a limit on the maximum possible count rate.
4. Efficiency. As the crystal is thin 1.25 cm) the efficiency 
of photon detection by the photoelectric effect drops off 
rapidly with energy.
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Figure 3.28 A schematic diagram of the construction 
of an Anger type gamma camera.
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The following information was available on the gamma cameras used:
1. Elscint CE-1-7
37 photomultiplier tubes.
Crystal size: 340 mm diameter,
12.5 mm thick,
300 mm effective diameter.
Spatial Resolution: Bar separation 3.2 mm over 270 mm diameter.
Uniformity : ± 10% over 270 mm diameter at 140 keV
± 18% over 300 mm diameter at 140 lceV.
Deadtime : better than 1.5 ys.
Energy Resolution: 14% at 122 keV.
Shielding : 45 mm Pb sides.
25 mm Pb top.
Collimator : Low energy (140 keV), fine resolution.
2. Nuclear-Chicago Pho/Gamma III
37 photomultiplier tubes.
Deadtime : 3 ys.
Energy Resolution : 14% at 280 keV,
Crystal photopeak efficiency (without collimator):
57Co 123 keV 75%
2 0 3Hg 280 keV 34%
1311 364 keV 21%
68Ga 511 keV 1 1%
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Collimators : Low energy (140 keV).
High energy (364 keV)
Pinhole.
The data processor had the following facilities available:
1. Floppy disc for picture storage.
2. Region of Interest (ROI) integration.
3. Dynamic study facilities, allowing successive pictures to be 
stored on floppy disc.
4. Histograms from ROIs in dynamic studies.
5. Picture addition and subtraction.
6 . Four colour ranges.
7. Background colour subtraction.
8 . Individual colours can be removed from colour scales.
9. Hard copy on Polaroid or 16 colour printer.
3.7 Other detectors
Two other detectors were used at various stages of this project: 
an 80 cm3 Ge(Li) detector for obtaining high resolution gamma ray spectra 
from photon activated samples and activation foils used for flux 
measurements, and an air ionisation chamber for dose measurements.
1. Ortec type 81 coaxial Ge(Li) detector, approximately 80 cm3
in volume. Resolution and efficiency measurements were carried 
out using the 1.33 MeV y-ray from a 68Co source. The point source
- 87 -
efficiency at 25 cm source detector distance is 
quoted relative to a standard 7.5 cm x 7.5 cm Nal(Tl) 
efficiency at that energy of .0012 (IEEE. 70).
Resolution: 1.95 keV
Efficiency: 11.8%.
The variation of efficiency with energy with a 2ir source detector
geometry was obtained (Figure 3.29). The solid line is a calculated
fit to the data points using a double exponential of the form:
-bjE -b2E
£ = a} e + a2e
where
a = .37 ± .1
b = .012 ± .003
a = .074 ± .04 
2
b2 = 1.5 ± 0.1 x 10“ 3
and E is in keV. The fit has no physical significance, but is 
convenient for interpolation where no suitable standard gamma 
ray energies were available.
2. An EIL 40 A air ionisation chamber was used for dose measurements.
A 60 cm3 chamber was used with various thicknesses of nylon sleeve 
to allow for dose build up with depth. Calibration was carried out 
against a Baldwin-Falmer secondary standard, using a 370 GBq (10 Ci) 
80Co source. The true electron dose is given by (ICRU. 72):
D = R C N E c
where:
Ef
fic
ie
nc
y
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Figure 3.29 The variation of photopeak efficiency with
3
energy for an 30cm Ge(Li) detector with 2tt 
source - detector geometry.
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R = meter reading in Ckg 1 (Roentgen).
C = conversion factor for absorbed dose in water in E
Gy C_1kg (rads Roentgen"1).
N^= Calibration factor for chamber against standard 
for 60Co gamma rays.
In this case the calibration factor N was found for various
c
scale settings:
Maximum scale reading N
----------------------  c
3.87 x 10“3Ckg“1(15R) 1.07 ± .02
1.16 x 10"3Ckg- 1 (4.5R) 1.05 ± .02
3.87 x 10"4Ckg"1 (1.5R) 1.00 ± .04
Thus for practical purposes was assumed to be one. At one 
centimeter depth in water C^, was taken to be 32.6 Gy C-1kg 
(.84 rad R*"1) for 16 MeV electrons and 30.4 Gy C_1kg (.785 
rad R"1) for 34 MeV electrons (ICRU. 72). However, the 
constituents of the beam varied, e.g. behind a Lead target both 
photon and electron doses were being measured, and so in some 
situations the value of C^ , was not necessarily correct. This, 
however, only introduces small error in the dose measurements, 
and was neglected.
3.8 Tissue Equivalent Materials
Tissue equivalent liquids contained in Bush type natural polyethylene
lumbar and thoracic phantoms were used throughout this study. The liquids
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were tissue equivalent in three respects (Co. 78):
1. Chemical composition of both bulk and trace elements.
2. Density.
3. Neutron stopping power.
A muscle equivalent and total soft tissue equivalent were used, as 
well as various other formulations that gave a range of bulk element 
concentrations. The constituents are given in Table 3.2. Water and 
Ethane Diol were used to give extremes of concentration for both Oxygen 
and Carbon. Trace element concentrations are given for MS/LI and TST/L3. 
These were used to measure the amount of interference in the determination of 
bulk element concentrations from photonuclear reactions occurring in the 
trace elements. Partial body measurements of these trace elements may be 
possible in patients receiving therapy doses of electrons.
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Table 3.2 Tissue Equivalent Liquids used throughout this project 
(* Co. 78)
ABBREVIATION
CONSTITUENTS PERCENTAGE BY WEIGHT OF
(Percentage by wt.) Carbon Nitrogen Oxygen
Muscle Equivalent Liquids
MS/LI * 62.52% H20, 27.64% Ethane 
Diol, 7.43% Ureal 
Tracers: 0.152% NaCl, 0.037% 
NaN03, 1.362% KHSO^, 0.633% 
H 3POu, 0.205% MgN03, 6 ^ 0  , 
0.033% Anhydrons CaN03.
12.3% 3.5% 72.9%
MPL/1 60% H20, 32.4% Ethane Diol, 
7.6% Urea.
Tracers as MS/LI.
14.1% 3.5% 72.0%
MPL/2 67% H20, 25.4% Ethane Diol, 
7.6% Urea.
Tracers as MS/LI.
11.4% 3.5% 74.6%.
Total Soft Tissue Equivalent
Liquid
TST/L3 * 40% H£0, 40% Ethane Diol,
13% C H OH, 5.2% Urea.
2 5
Tracers as MS/Ll.
23.7% 2.5% 63.2%
Others
MPL/U1 90% H20 , 10% Urea. 2 .0% ' 4.5% 80.1%
MPL/U2 85% H20 , 15% Urea. 3.0% 7.0% 79.4%
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CHAPTER 4 Backgrounds and Fluxes
4 I Introduction
In any experimental situation where the signal observed is similar 
in size to the background (noise), a knowledge of the background is 
important. So it is in the detection of photons using Nal(Tl) or Ge(Li) 
detectors. The first part of this chapter deals with the measured backgrounds 
both in the University and at St. Luke’s Hospital. The variation of the 
background with machine operation was followed at St. Luke’s.
The second half of this chapter deals with measured fluxes within 
the phantom. The bremsstrahlung flux was measured to obtain some estimate 
of the photonuclear yield. Stray neutrons can often be a radiation 
protection problem with high energy electron accelerators, capable of 
giving a patient, or operator, a total body neutron dose owing to neutron, 
production within the shielding of the machine. The neutron flux within 
the phantom was monitored, and approximate neutron dose rates within the 
irradiation volume obtained.
4.2 Laboratory Backgrounds
Many of the radioactive samples counted during the course of this 
project had very weak activities. Often the peak size was comparable with 
peaks from natural background sources. Thus it is important that the 
shape of the background spectrum is known, and the source of the peaks 
identified. The background comes from naturally occurring radioactive 
elements within the detector, the shielding, the walls of the building, the 
air and from cosmic ray background (Kn. 79):
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1. Detector and shielding materials. A possible source of 
background is the **0K which is present in the glass of 
light guides used in photomultiplier tubes. is also
present in concrete that may be used as shielding. Any 
steel used in shielding forged after 1945 contains 137Cs 
from radioactive fall-out and reactor operation and other 
radionuclides such as 6 ®Co.
2. Building materials. is present in the majority of
building materials, such as cement. The plasterboard walls 
used at the University contain Uranium, Thorium and Radium, 
along with daughter products such as 2 2 ^Ra, 21t|Pb and 2 1l|Bi.
3. Airborne radioactivity. Radon, a daughter product of the
natural radioactive series, will diffuse out of the building 
materials and be present in the air. Radioactive fall-out 
products, such as 137Cs and 60Co, are also present.
4. Cosmic ray background from the variety of secondary particles 
produced when cosmic rays hit the atmosphere. Some of these 
can be stopped with reasonable amounts of shielding, although 
many can penetrate large thicknesses of material.
Measured laboratory backgrounds for both the 7.5 cm x 7.5 cm Nal(Tl) 
and the 80 cm3 Ge(Li) detector are shown in Figures 4.1 and 4.2. Peak 
identification and the count rate due to that peak are shown for each
spectrum in Tables 4.1 and 4.2. When counting low activity sources the
detectors were shielded in 10 cm Lead shielding, reducing the background 
count rate from 'v 300 cs"*1 over the whole spectrum to 'v 160 cs“* for the
12.5 cm x 12.5 cm Nal(Tl) detector.
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Figure 4.1 Laboratory natural background for 7.5 x 7.5 Nal(Tl).
N
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Figure 4.2 Laboratory natural background for the Ge(Li)
detector. N is the number of counts per channel.
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Table 4.1 The identification of peaks in a Nal(Tl) detector natural 
background spectrum (Figure 4.1, DeS. 72, Kn. 79, Ro. 78)
Peak Number 
in Figure 4.1
Energy Nuclide Source Count rate 
cs""1
1 239 keV 2iI*pb 232Th series 5.6
242 keV
2 352 keV 21-pb 232Th series 7.6
3 511 keV Cosmic rays 8.6
20 8 rj1 -J^ 232Th series
106R u
4 609 keV 21*tpb 232Th series 14.4
5 727 keV 214Bi 226Ra series 8.2
768 keV
6 861 keV 208t1 232Th series 8.8
911 keV 228Ac 232Th series
7 1120 keV 214Bi 226Ra series 5.9
8 1460 keV 40K 10.1
9 1762 keV 214Bi 226Ra series 2.2
10 2120 keV 2 0 232Th series 2.8
11 2610 keV 2 0 232Th series 1.7
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Table 4.2 The identification of peaks in a natural background spectrum
collected using an 80 cm3 Ge(Li) detector (Figure 4.2, DeS. 72, 
Kn. 79, Ro. 78)
Peak Number 
in Figure 4.2
Energy Nuclide Source Count rate 
cs_1
1 206 keV 0.63
2 239 keV 
242 keV
2i4pb 232Th series 0.56
3 295 keV 214Pb 232Th series 0.38
4 352 keV 214pb 232Th series 0.37
5 417 keV 0.22
6 439 keV 40K
Double Escape
0.15
7 511 keV Cosmic rays 
20
1 06Ru
232Th series
0.33
8 583 keV 20 8 232Th series 0.25
9 609 keV 2 14pb 228Ra series 0.25
10 662 keV 137Cs 0.06
11 911 keV 2 2 8 A c 232Th series 0.08
12 969 keV 2 2 8 A c 232Th series 0.08
13 1104 keV 0.07
14 1120 keV 2^Bi 228Ra series 0.06
15 1332 keV 60Co 0. 0 2
16 1460 keV 40K 0.09
17 1762 keV 2^Bi 228Ra series 0.015
18 2610 keV 2 0 232Th series 0. 0 2
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4.3 Background Spectra from St. Lukefs Hospital
Background spectra were measured at various locations inside and 
outside the Bet’atron room at St. Luke's Hospital when neither the 
Betatron, LINAC or Cobalt units were operating. The locations are 
given as A, immediately next to the couch in the Betatron room, B, in 
the entrance maze, and C, in the waiting room, in Figure 3.7. The spectra 
were collected using a 7.5 cm x 7.5 cm Nal(Tl) detector immediately 
after irradiations had been completed for the day. Figure 4.3 reveals 
that at position A there is considerable photon activation of the 
environment, as a large 511 keV peak is observed in the spectrum. This 
is mainly due to activation of Carbon, Nitrogen and Oxygen in the air 
and in the perspex applicator. There is also a peak corresponding to 
847 keV present. This is due to the reaction:
57Fe(y,p)56Mn T, = 2.6 h
2
E = 847 keV (100%)
Y
1811 keV (26%)
2113 keV (15%)
The Iron is present in the magnet cores, the general construction of the
Betatron and the couch and possibly as reinforcing in the building materials.
There is some evidence of increased activity in the 1811 keV to 2113 keV 
region due to the Iron.
In Figure 4.4, a spectrum taken at position B, the activity due to
the Iron is no longer present, but there is a small background at 511 keV
due to airborne radioactivity from photon activation of elements in the air. 
At position C (Figure 4.5), the spectrum is very close to natural background,
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Figure A.3 Nal(Tl) background spectrum at position A
(Figure 3.7) at the Betatron unit.
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Figure 4.4 Nal(Tl) background spectrum at position B 
(Figure 3.7) at the' Betatron unit.
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Figure 4.5 Nal(Tl) background spectrum at position C 
(Figure 3.7) at the Betatron unit.
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Figure 4.6 The variation of the background count rate with 
time at position C (Figure 3.7). A FWTM energy 
window is set on 511keV.
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with no evidence of photon activation products being detected. Thus, sample 
counting at the hospital was carried out at position C so that no inter­
ference was obtained from photon activation of the detector environment.
The variation of background with time in the region covered by the 
511 keV peak was monitored at position C during various stages of machine 
operation. The count rate as a function of time is shown in Figure 4.6, as 
well as the times that the LINAC and Betatron were switched on and off. 
Betatron operation is seen to have no noticeable effect on the background. 
The LINAC, however, doubles the amount of background in the region of the 
511 keV peak when it is operating. It is used for X-ray therapy up to 
7 MeV, and scattered X-rays from the maze are detected as position C is 
in line of sight of the maze entrance. All work was therefore carried out 
after the LINAC had shut down for the day.
There was no measurable increase in background at any of the positions 
due to the two Cobalt units, situated at some distance from position C.
4.4 The Monte Carlo Method of Flux Calculation
The Monte Carlo method is a technique that relies on the random
sampling of probability distributions that model physical processes, and
is here applied to the calculation of bremsstrahlung spectra in tissue. A
review of the technique is given by Berger (Be. 63), Carter and Cashwell
(Ca. 75) and Raeside (Ra. 76). The basic principle is as follows. If
there are n exclusive, independent events  E^ with probabilities
p, p such that p, + ....  + p = 1 , and a random number E, 0 < £ < 1 ,*1 * 1 1  *1 *n ’ ’ -
is chosen then:
I
v1 +  P i _ 1  <  £  <  p,a +  vi
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Thus £ determines the event E^. If we assign variable x such that 
0 < x < n then i - 1 < x < i represents the event E^. We define a 
probability density function p(x) such that:
p(x) = p.
and the probability distribution function:
x
P(x) = P(t)dt = £
0
A random number uniformly distributed between 0 and 1 defines x with a 
frequency p^, and so determines the event E^.
Therefore to model any physical process the probability distributions 
associated with any possible event taking place must be determined.
The Monte Carlo method has been applied to electron transport by 
Wilson (Wi. 50), who calculated the electron range and straggling for 
electrons up to 300 MeV. Leiss et al. (Le. 57) applied a similar method 
to calculate electron ranges in Carbon, taking into account the effects of 
ionization, radiation and multiple scattering within the target material.
A maximum electron energy of 55 MeV was used. Other applications include 
the calculation of energy and charge deposition by 20 MeV electrons in 
water (Be. 69a) and a study of electron-solid interactions with special 
reference to electron microprobe analysis (Lo. 77).
Monte Carlo programs specifically applied to the production of 
bremsstrahlung and photoneutrons by high energy electrons incident on 
various targets have been written by Berger and Seltzer (Be. 6 8 , Be. 70a), 
and extended to three dimensions by Thompson (Th. 74). As Thompson’s code, 
M0NTELEC, was unavailable, the Monte Carlo code ETRAN by Berger and Selzer 
was obtained to carry out calculations of the bremsstrahlung flux in tissue,
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and extensively modified to run on the University of London CDC 7600.
Layout of the code is given below.
The code is written to calculate electron and photon flux from an 
electron flux, either mono-energetic or a continuous spectrum, incident
on a semi-infinite slab of material. The code is in three sections:
1. DATAFILE. This is a data library containing information on: 
a) Mott cross-sections for elastic scattering of electrons
(Mo. 29); b) bremsstrahlung production by electrons, mean 
radiative energy loss, spectral and angular distributions 
of emitted photons using Bethe-Heitler theory (Be. 34) modified 
with a Coulomb correction; c) collision energy loss fluctuat­
ions using the Landau distribution (La. 44); d) the angular 
distribution of photo-electrons (Sa. 31); e) energy distribution
of electron positron pairs (Be. 53) and f) a Sternheimer
density effect correction to the mean collision energy loss 
(St. 52).
2. DATAPAC. Using the data from the above library this program 
calculates: a) the mean collision energy loss per unit path
length of the electrons; b) the mean radiative energy loss 
per unit path length of the electrons; c) the mean electron 
range assuming a continuous slowing down approximation; d) the 
thick target bremsstrahlung efficiency for a semi-infinite slab;
e) multiple electron scattering distributions (Go. 40) assuming 
the Mott cross-section corrected for screening by Moliere (Mo. 48);
f) the probability distributions for the spectral and angular 
distribution of the bremsstrahlung photons.
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3. ETRAN-16D. The data generated by DATAPAC is used by this program 
to calculate the electron and photon flux at various points 
within the target, as well as the deposition of charge and energy. 
The electron track is divided into segments and those in turn into 
short steps. At the end of each step a new direction of motion 
is chosen by sampling a multiple elastic scattering distribution. 
The electron history is followed until it reaches a minimum 
energy or emerges from the slab. The following secondary histories 
are followed: a) knock-on electrons; b) bremsstrahlung photons;
c) characteristic X-rays.
The following approximations were made:
1. Electrons do not undergo deflection in a bremsstrahlung 
event.
2. The energy of the knock-on electrons is not subtracted from 
the primary electron energy.
3. The assumption that the slab is semi-infinite removes any need 
for corrections that allow for loss through the side of the 
slab.
The approximations were made to reduce computer time and remove the need 
of some theoretical multiple scattering distributions that were not 
available at the time the code was written.
DATAPAC requires approximately 100 to 200s to run on the CDC7600, 
and ETRAN-16D about 20 to 30s when the target material is of low atomic 
number.
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Results published by Berger and Selzer (Be, 69, Be. 69a, and 
Be. 70) show good agreement between their calculations and experimental 
results, for a variety of electron energies and target materials, showing 
this to be a valuable technique when applied to electron and photon 
transport problems.
The bremsstrahlung flux at two different depths in muscle was 
calculated for an incident beam of 34 MeV electrons. 2000 electron 
histories were generated. The composition of the target material was 
NBS standard muscle (NBS. 64) with cross-sections for photon interactions 
taken from Hubbell (Hu. 69a). The target was divided into 200 slabs, and 
electron and photon histories followed until their energy reduced to
2.5 MeV. All the remaining energy was assumed to have been deposited
at the point reached by the electron or photon. The photon flux after 1 cm 
and 7 cm of muscle was calculated to allow direct comparison with 
calculation by Cooper (Co. 76) and experimental measurements. The results 
were used to predict the photonuclear yield in the target volume, and are 
discussed in Section 4.5.
4.5 Bremsstrahlung Flux Measurements
The energy spectrum of bremsstrahlung photons has been measured 
previously by allowing the photons to strike a D^0 target and measuring 
the energy of the emitted neutrons by a time of flight technique (0 . 6 8). 
Alternatively a scatterer can be placed in the beam and the scattered 
evr^ctrum at a particular scatter angle can be observed with a spectro­
meter with known energy response (Le. 74). Both these methods require 
considerable experiment time, and so were not available to this project.
A simple activation detector method was used, making use of the differing 
energy thresholds of photonuclear reactions. The measured bremsstrahlung
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spectrum was used to calculate photonuclear reaction yields, and was 
compared with theoretical spectra obtained by Cooper (Co. 76) and 
using the Monte Carlo code ETRAN.
Four photonuclear reactions covering the energy range from 8 MeV
to 34 MeV were used (see Table 4.3). To obtain a direct comparison with
the two calculations the activation detectors were irradiated at 7 cm depth
in water and counted on an 80 cm3 Ge(Li) detector. The integrated
bremsstrahlung flux between the energy threshold, E , and the maximum
i n
electron energy (E^ = 34 MeV) is given as:
-At. -At -At
N.fml ea’(l-e 1)e W (l-e C) A y
where D is the measured peak area corrected for dead time.
A is the atomic weight of the detector material,
A is the decay constant of the daughter product,
n a
is Avagadro’s number,
f is the fractional abundance of the parent isotope,
m is the mass of the foil,
I
y
is the branching ratio of the measured gamma ray,
e is the detector efficiency,
o ’ is the integrated cross-section for the reaction taken from
listings supplied by Berman (Be. 78),
V tw and tc are the irradiation, waiting and counting times.
The measured photopeak area, D, is calculated using Covell’s method (Ba. 71, 
He. 72a, Ko. 73). The Full Width Tenth Maximum (FWTM) of the peak is 
determined and the area above this assumed to be totally due to the 
signal. A linear background is subtracted. No corrections for flux depression
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Table 4,3 Activation Reactions Used to Measure the Bremsstrahlung 
Spectrum.
Reaction Threshold Half Life E
Y
*8 7Au (y,n) 1 Aum 8 MeV 9.7 h 148 keV 
188 keV
8 3Cu(y,n)82Cu 10.3 MeV 9.7 min 511 keV 
880 keV 
1170 keV
39K(y,n)38K 13.1 MeV 7.7 min 511 keV 
2170 keV
12c(y ,n) H e 18.7 MeV 20.4 min 511 keV
and self absorption in the foils were applied.
To obtain an approximation to the bremsstrahlung spectrum, d$T/dk 
against k, the activation detector with the highest energy threshold was 
irradiated first. For the energy range covered by that foil we obtain:
d$! _ , 0
dk (Ei-ETH)$
where $ is the incident electron flux, calculated as 1 08e cnT2s~1, and
is the measured bremsstrahlung flux in the energy range E™. to E.. The
l r l  1
next foil irradiated was Potassium, with a threshold of 13.1 MeV. The 
flux, was calculated and the flux due to photons above the Carbon
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threshold subtracted, giving a value of d$’/dk in the energy range 13.1 MeV 
to 18.7 MeV. A similar calculation was carried out using the other two 
activation detectors.
Figure 4.7 shows the order of magnitude bremsstrahlung spectrum passing 
through a 3 cm diameter tumour at a depth of 7 cm in tissue, showing the 
experimental results, Monte Carlo results and the calculation by Cooper.
A comparison between the Monte Carlo calculation and Cooper’s calculation 
for the absolute forward bremsstrahlung spectrum at 1 cm depth in tissue 
has already been shown in Figure 2.2. In both cases Cooper’s results are 
low when compared with the Monte Carlo calculations. The experimental 
results show reasonable agreement with the Monte Carlo calculation.
Re-arranging equation 4.1 it is possible to calculate the detector 
response (photopeak area) due to photon induced activity in various 
elements within the body in the first second after irradiation with 34 MeV 
electrons. The irradiation volume was taken to be equal to the beam area 
(12 cm by 14 cm) times the depth at which the electron dose drops to 5% 
of the maximum (^ 18 cm at 34 MeV). This is equivalent to 3 kg of tissue.
The concentration of each element by weight was taken to be the same as that 
of tissue equivalent liquid MS/Ll. The detector efficiency was taken as 
the 511 keV photopeak efficiency in 2tt geometry for a 7.5 cm *7.5 cm 
Nal(Tl) detector. Calculations were made using the bremsstrahlung flux 
calculated using the Monte Carlo code and using the measured bremsstrahlung 
flux. Cross-sections were taken from Olomo (01. 76).
The calculated detector responses due to six elements (C, N, 0, P, Cl, 
K) in the body of a patient immediately after receiving a 5 Gy (500 rads) 
electron dose are shown in Table 4.4. A comparison with measured results is 
given. For Carbon, Nitrogen and Oxygen there is good agreement between
I__
dk
r~
L _ _-r3
-4
5x10
Monte Carlo>-4
---1 --Measured
Cooper
-5
0 3410 3020
Energy MeV
Figure 4.7 The bremsstrahlung flux passing through a 3cm
diameter tumour at 7cm depth in tissue, normalised 
to one incident electron.
- 109 -
- 110 -
calculated and measured results. For Phosphorous, Chlorine and Potassium, 
the calculations are in agreement but the higher energy gamma rays were 
not detected using the Nal(Tl) detector. In the case of Phosphorous and 
Chlorine this is because the calculated peak area is much less than the 
error on the background signal, (/B) and so they escape detection.
Potassium remained undetected by its higher energy gamma ray, but could 
prove to be a large interference in any measurement of the Nitrogen activity 
as the two activation products have similar half lives.
The variation of induced activity with depth in a water phantom was 
measured using Carbon activation detectors (Figure 4.8). A build up of 
activity is seen in the first 4 cm, showing that Cooper’s assumption in the 
calculation of the bremsstrahlung spectrum that all the bremsstrahlung is 
produced within the first 1 cm of tissue is incorrect, and perhaps goes 
someway to explaining his low results when compared with Monte Carlo 
calculations.
4.6 Measurement of the Neutron Flux
Neutrons produced by high energy electron and X-ray therapy machines 
can prove to be a radiation protection problem both inside and outside the 
treatment room (Ax. 72, Al, 73, So. 79), A patient undergoing electron or 
photon therapy in a very restricted area can receive a whole body neutron 
dose due to neutron production in the collimator. A knowledge of the 
neutron dose rate is important and can assist in making decisions about 
shielding. This study measured the neutron flux in a phantom within the 
irradiation site, and an estimate of the neutron dose rate made.
A study previously carried out at St. Luke’s Hospital by the 
National Physical Laboratory (Ax. 72) measured the neutron flux in and out
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of the electron beam using a Gold activation foil at 10 cm depth in 
water. For a dose rate of 2.7 Gy min"1 (270 rads min"1) at 34 MeV the 
neutron flux in% the beam was 3 x lO^n cm"~2s~1. The neutron dose 
equivalent was 0.02% of the electron dose in the beam, assuming a value 
for the Relative Biological Effectiveness (RBE) of 10.
In any determination of the neutron dose equivalent it is necessary 
to assess the quality of the incident radiation. Absorbed dose, although 
-defining the amount of energy deposited per unit mass, does not give 
any indication of the biological effect of the radiation. An important 
quantity in specifying the quality of the incident radiation is the 
Relative Biological Effectiveness and is defined as (Sz. 72):
RBE - D°se of nstandard radiation" required for a specified effect 
Dose of radiation being used to attain an equal effect
The standard radiation used to measure RBE is 250 kV X-rays. 250 kV X-rays 
were chosen as the standard radiation owing to the large quantity of 
radiobiological data that had been acquired using them. RBE is measured by 
comparing cell survival curves for neutrons with those obtained for the 
standard radiation (Figure 4.9). The neutron response is linear, whereas 
the X-ray response has a shoulder corresponding to the repair of sub-lethal 
damage. RBE varies with dose and neutron energy (Be. 70) as well as with 
dose fractionation (Sz. 72), cell type and the position of the cells in the 
growth cycle (ICRU. 77). The type of adjacent tissue also affects the RBE 
at interfaces. Extrapolation of the survival curves to low doses is 
difficult, with RBE values at neutron doses of less than 10 m Gy (1 rad) in 
the region of 10 to 100 being reported (Ke. 72). Evidence from data collected 
after the Atomic bombings in Japan on neutron induced Leukaemias suggest that
- 113 -
100%
'X-rays
Neutrons
Dose
Figure 4.9 The percentage cell survival against 
dose for neutrons and 250kV X-rays. 
The R.B.E. is defined as:
D
R.B.E. = — —
D
n
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values of the RBE of much greater than 10 should be used (Ro. 78a), 
although there is some discussion on this (Ja, 79, El. 79). However to 
allow direct comparison with other workers using low neutron doses for 
in-vivo activation analysis an RBE of 10 was used throughout this work 
(Ax. 72, Ha. 73, Me. 77, El. 79).
Flux measurements were made using Indium foils owing to the 
conveniently short half life. The reaction used was:
115In(n,y)116Inm T, = 54 min
2
E = 417 keV 
Y
1090 keV 
1293 keV
Foils were irradiated at various depths in water at an electron dose rate 
of 2.7 Gy min-1 (270 rads min-1). The activity was counted on a well 
shielded 12.5 cm x 12.5 cm Nal(Tl) detector. The foils were irradiated 
under the following conditions:
1. Unshielded to measure total neutron flux.
2. Shielded with Cadmium to calculate the Cadmium ratio, RPTv:
vJJ
r  _ Activity of unshielded foil 
CD Activity of shielded foil
The Cadmium absorbs neutrons up to a particular energy dependent upon the 
Cadmium thickness and whether the flux is isotropic or mono-directional 
(the latter being the same as the former with the foil at a large distance 
from the source). The Cadmium thickness was 0,56 ± 0.01 g cm-2. We are 
required to calculate:
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F = Nlcjj/E^
where N is the number of atoms per unit volume of the Cadmium, 1 the 
absorber thickness, a the neutron capture cross-section for Cadmium at 
energy E , and the factor is equal to 311 ± 2 bam.keV5 (BNL. 66).
Curves of F against Cadmium cutoff energy given by Dayton and Pettus (Da. 57) 
yield the following results:
Mono-directional
Isotropic flux
flux
Effective cutoff
.46 ± .02 eV .37 ± .01 eV
energy
In the case of the isotropic flux the neutrons have to traverse a greater 
thickness of absorber than in the case of the mono-directional flux 
(Figure 4.10) and so the effective cutoff energy is higher. As these are 
extreme cases the effective cutoff energy was taken as 0.42 ± .04 eV'.
The thermal neutron flux is given by:
daxfcd
n -Xt. -Xt -Xt
ecr N.fml (1-e 1)e W (l-e C)Fnn A y 1
where ^ is the thermal neutron flux,n 9
an is the neutron capture cross-section up to the Cadmium cutoff 
energy,
v ■ ^CD~1
CD 18 rcd ’
is the Cadmium ratio,
F is the flux perturbation factor.
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Isotropic
dl
i
Mono -  directional
Figure 4.10 The difference in the path length traversed
by neutrons from- isotropic and mono-directional 
sources in a Cadmium absorber.
Foil
^ n
Figure 4.11 The variation of the neutron flux through 
an activation foil, showing the depression 
of the flux, the flux at the surface of the 
foil and the average flux through the foil.
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Calculation of is straight forward, but the flux perturbation factor 
Fj is more difficult.
F = GH
where G is the correction for self shielding in the foil and H is the flux
depression factor. If $ is the neutron flux, $ the flux at the surfacer n * s
the foil (Figure 4.11) and $ the average flux through the foil then:
Thus:
<&
H - i r$
n
$F = ~
1 $
n
G is the probability that neutrons entering the sample will not be captured 
(IAEA. 70). If Pc is the probability of capture, then in a pure absorbing 
medium:
G = 1 - Pc
But when diffusion of the neutrons takes place
1-P
G  ---- C
1-Pc (1-Ec /Et)
where is the macroscopic capture cross-section and the macroscopic 
total cross-section (BNL, 66). Now:
1 - Pc ■ S  (1 - 2E3(x))
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where:
x = ^  a
_ 2V _ rl 
a S r+1
V = volume of foil 
S = surface area of foil 
r = radius of foil
1 = thickness of foil
E 3(x ) is tabulated by Case et al. (Ca, 53) and was 0.345. A value of P
of 0.2696 was obtained, giving G to be 0.733.
The flux depression coefficient H is given by (Ri. 60):
1
e
1+g
c G
E t
where
A = the transport mean free path for the medium (water)
= 0.0373 cm
= the diffusion mean free path for water
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= 2.55 cm
A^ = the absorption mean free path for water
= 50.8 cm
K 2r
A
t
is a function in the literature (NBS.60) dependent on the foil 
size, the transport mean free path and y, a factor equal to 1 
for-water.
K = 0.104.
A value of H of 0.786 is obtained, yielding a flux perturbation factor, F ,
of 0.58 for the foils used.
As the presence of a foil in the flux will reduce the flux owing to 
absorption of neutrons within the foil there is a limitation as to how 
closely the foils can be placed. This distance is greatly increased when
Cadmium shields are introduced and is given in the literature (IAEA. 70).
The variation of thermal neutron flux and Cadmium ratio with depth 
is shown in Figure 4.12. A maximum flux of 3.3 ± 0.4 x lO^n cm“2s_  ^with a 
Cadmium ratio of 14.4 ±2.6 was obtained at a depth of 5 cm, in agreement 
with Axton and Bardell (Ax. 72). This is equal to a thermal neutron dose 
equivalent of approximately 1,3 ± 0.15 mSv h_1 (130 ± 15 mrem h”1), assuming 
an RBE of 10. This is clearly insignificant to the patient when compared 
with an electron dose rate of 2.7 Gy min_1(270 rads min*"1) at the skin 
surface.
At depths greater than 9 cm no activity was measured in the shielded 
foils, and so F ^  was assumed to be unity.
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Figure 4.12 The variation of thermal neutron flux and
the Cadmium ratio with depth in a water phantom 
during irradiation with 34MeV electrons.
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The neutron flux obtained is sufficient to carry out neutron 
activation of some elements within the irradiation volume. As the 
flux obtained Varies from patient to patient, only relative measurements 
of the changes in certain elements during a course of therapy could be 
made, e.g. Sodium could be measured in patients undergoing therapy, or 
the concentration of Cadmium within the irradiation site.
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CHAPTER 5 In-vitro Photon Activation Analysis and Neutron Production
5.1 Introduction
This chapter describes two applications of a medical electron 
accelerator . that may prove useful in some analytical situations:
1. In-vitro photon activation analysis of elements of 
biological interest,
2. Neutron production using high Z targets.
Both these techniques have been applied to high beam current, high 
energy accelerators and are well reported in the literature (see Chapter 1). 
When compared with LINACs that produce in the region of 100 yA beam 
current, where neutron production is often a radiation protection problem 
(Sw. 78), the Betatron produces a maximum of 8 to 10 nA beam current and is 
normally operated at 4 nA, equivalent to 2,7 Gy min-1 (270 rads min""1) dose 
rate at 34 MeV.
5.2 In-vitro Photon Activation Analysis
The measurement of bulk elements of biological interest via in-vitro 
photon activation analysis (IVPAA) methods is an easy, accurate technique 
(Chapter 7). Applying this technique to major trace elements that occur 
in nature may yield detection limits that are useful to the analyst. As the 
majority of photon activation products are positron emitters, often with 
similar half lives, the elements of interest must satisfy one of the 
following criteria to allow detection of their activation products:
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1. The half life of the activation product must be widely 
separated from those of other photon activation products, 
e.g., in the measurement of Flourine in a biological 
matrix the isotope produced, 18F, has a half life of 110
minutes which is easily separated from that of 3,4Clm
(32.5 min), one of the major interferences.
2. Higher energy gamma rays than the 511 keV photopeak from 
electron-positron annihilation will facilitate detection.
Any lower energy gamma rays will tend to be lost in the
Compton ^continuum of the 511 keV peak, e.g.
35Cl(y ,n) 3I+ClTn E^ = 145 keV (45%)
511 keV (100%) 
1170 keV (12%)
2120 keV (38%)
3300 keV (12%)
In this case detection limits were obtained using the 1170 keV 
2120 keV photopeaks.
3. It must be possible to separate elements by using their varying 
reaction threshold energies, e.g. Oxygen and Carbon interference 
in the measurement of Nitrogen can be removed by using a maximum 
photon energy of 16 MeV.
Some elements cannot be distinguished by any of these criteria and 
so remained undetected, e.g.:
31P(y,n)3°P T, = 2.5 min
2
E = 511 keV (200%)
Y
2230 keV (0.5%)
- 124 -
The half life is so close to that of Oxygen that half life separation 
is difficult, and the intensity of the 2230 keV photopeak so small that 
detection limits.would be unrealistically high. The energy threshold for 
Phosphorous (12.3 MeV) is too close to that of Oxygen (15.9 MeV) to 
activate in sufficient quantity to make measurement easy with bremsstrahlung 
with a maximum energy of 15.9 MeV.
As there was no prompt neutron detection facility or cyclic activation 
facility available (Chapter 1) all .detection was via the measurement of 
delayed gamma rays. Prompt neutron detection requires sophisticated 
electronics to overcome the problem of detecting the neutrons with a 
high background from the bremsstrahlung produced within the sample (Fu. 68, 
Go. 69). The lack of a cyclic activation facility precludes some isotopes 
that have short half lives, and decay before conventional counting techniques 
can begin, e.g. when measuring Calcium with a half life of 860 ms, and 
possibly Magnesium, with a 12 s half life.
Other more exotic reactions can be considered for measuring certain 
elements, although there is usually an associated increase in the energy 
threshold of the reactions and a decrease in cross-section, e.g. Magnesium 
is difficult to measure via a (y,n) reaction owing to the short half life 
(12 s). A (y,.p) reaction to 2ItNa is possible with a 15 h half life. However 
interferences often occur due to these reactions, and can result in identical 
photon activation products coming from two different sources. The main 
interference considered in this work was the interference from Sodium in 
the Flourine peak:
19F(y,n)18F 
23Na(y,an)18F
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The reaction threshold for the Sodium reaction (21 MeV) is considerably 
higher than that of the Fluorine reaction (10.4 MeV), and so inter­
ference can be removed by irradiating with bremsstrahlung of maximum 
energy of less than 21 MeV.
Bearing in mind these difficulties, in-vitro detection limits were 
obtained for the following elements, using the reactions shown in Table 5.1.
1. Fluorine. The majority of the body burden of Fluorine occurs
in bone and dental enamel at normal levels of about 300 to 600 ppm 
(Un. 62). It is closely associated with the Calcium balance 
and Fluorine in the diet assists Calcium retention by osteoporotics 
(Co. 71). Fluorine is also well known as an agent to prevent 
tooth decay, and studies on extracted teeth and bone biopsies 
have been carried out and correlated with the Fluorine concentrat­
ion in drinking water (Bo. 66).
Fluorine measurements can also be used to make estimates 
of the relative ages of bones that have been buried in acidic 
rocks, where Fluorine is present in greater concentrations in 
the groundwater (Ke. 78). Fluorine ions exchange with the
hydroxyl ions in the hydroxyap tite crystal lattice of the bone,
forming.floora patite over a long period of time. The amount 
of Fluorine will increase from normal levels to a maximum of 
3.8% by weight when all the hydroxy apatite has been converted to 
floc?r3 p3 tite, and the concentration related to geological age 
in a particular location.
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Table 5.1 Reactions Investigated to Obtain In-vitro Detection Limits 
Via Photon Activation Analysis.
Element Reaction Half life Gamma ray 
energies
F 19F (y,n)18F 110 min 511 keV (194%)
Na 23Na(y,an)18F 110 min 511 keV (194%)
Cl 35Cl(Y,n)34Clm 32.5 min 145 keV (45%) 
511 keV (100%) 
1170 keV (12%) 
2120 keV (38%) 
3300 keV (12%)
K 39K (Y,n)38K 7.7 min 511 keV (200%) 
2170 keV (100%)
Cd 112Cd(Y,n)n l Cdm 48.6 min 247 keV (94%) 
150 keV (30%)
Zn 6UZn(Y,n)63Zn 38.4 min 511 keV (186%) 
669 keV (8%) 
962 keV (6%)
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2. Sodium. The electrolyte balance in the body is maintained by 
Sodium and Potassium ions. The majority of the Sodium is in 
the^fluid outside the cells, while Potassium is on the inside.
No overall potential difference is found except in nerve cells. 
Sodium has been measured in samples of inner ear fluids by 
activation analysis to measure the electrolyte balance in the 
ear so as to gain increased knowledge of the biochemistry of that 
organ (Or. 67).
The measurement of Sodium and Chlorine in aerosol samples 
reveals the presence of marine derived aerosols within the 
sample if the Na/Cl ratio is correct. A decrease in the value of 
the ratio can reveal increased Chlorine levels in the air. Using 
neutron activation techniques Hasan and Spyrou (Ha. 72) revealed 
that production of PVC within the sampling area had decreased the 
Na/Cl ratio due to the release of Chlorine to the atmosphere. 
Proton induced X-ray analysis has also shown the presence of 
Chlorine on aerosol samples (Ma. 78a).
Sodium was measured in this study to assess the amount of 
inteference in the Flourine reaction.
3. Potassium. This is measured in-vitro to quantify electrolyte 
balance in various tissues of the body (Or. 67). It is also a 
measure of the lean body mass (Pa. 45) and muscle biopsies can 
be tested for Potassium in-vitro (Fr. 73).
4. Chlorine. Chlorine is measured in aerosol samples to measure 
the Na/Cl ratio (see above).
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5. Cadmium and Zinc. These elements are linked together owing 
to the role they play in hypertension and cardiovascular 
diseases (Ma. 74). An increased Cadmium concentration has 
been found to lead to hypertension, which can be suppressed 
by an increased intake of Zinc. Cadmium is an extremely toxic 
element which localises in the liver and kidneys. Metal workers 
exposed to Cadmium have been shown to have large concentrations 
in the liver and kidneys (Ha. 75). Cadmium is also known to be 
associated with carcinogenesis (Fu. 69). Zinc and Cadmium can 
be measured in-vitro in liver and kidney biopsies, as well as 
hair and nail (Ot. 79) .
5.3 Determination of Detection Limits
The sensitivity and detection limit were obtained for each element 
.’.using both Nal(Tl) and Ge(Li) detectors. The sensitivity of the technique 
for a particular element is defined as the measured count rate per unit 
mass of that element, and is independent of the background under the 
photopeak of interest.
The detection limit depends on the background under the photopeak.
Any photopeak whose area is less than the error on the background signal 
(/B) cannot be considered as having been detected. The risks associated with 
the detection of a peak can be expressed as probabilities (Cu. 68). Firstly 
a, the maximum probability of detecting a false peak (Type 1 error) and then, 
3, the maximum probability of not detecting a peak (Type 2 error) must be set. 
A critical level, Lc, can be set using the normal distribution of probable 
outcomes when the net signal is zero, such that the area under the 
distribution above Lc is equal to a (Figure 5.1). The detection limit, Lp,
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W
W
Figure 5.1 The normal distributions of probable outcomes
when the signal is 0 (upper) and when the signal 
is equal to the detection limit (lower), showing 
the critical level, Lc> and a and 3.
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can then be defined such that the area of the normal distribution of 
probable outcomes when the net signal is less than Lc is equal to 3 
(Figure 5.1). Thus:
L = k-Cf c a o
where ka is the abscissa of the probability curve when the net signal is 
zero corresponding to the probability level (1 - a) and aQ is the standard 
deviation of the signal. Thus:
I, = k a + k a 
D a 0 3 D
where k^ and a^ are as k^ and aQ but for the probability curve when the net
signal is L^. If a and 3 are set to be the same then:
ka = ke = k
"and
'V/ a_ ^ a 
0 XD
as the standard deviations-are roughly the same, then:
L = ka c
and:
Lp = 2ka .
Xu the case of radioactive decay a = /b" and the detection limit:
Ld = 2k/B = f/&
Socting a and 3 to be about 7% (Ke, 78) the detection limit for this work 
was defined as:
LD = 3^r
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The detection limit can then be expressed in terms of elemental concentration: 
Lp = mf/B~
where m is the concentration of the element in the standard. When the 
net signal is the percentage error in the signal is given as:
x 100% = x 100%
But:
S = f/B
and the error becomes:
/  f/B+2B'
f/f * 100%
Since */1T << B and f «  B the error is
Thus if f is 3 the error on the signal is 47%.
The detection limit depends on the matrix that contains the sample, 
and on the sample size (Sp. 73). Clearly other activation products within 
the sample may affect the background under the peak.• Irradiation and 
counting times will also affect the background. In this work the sample 
matrix contained bulk biological materials, such as Carbon, Nitrogen and 
Oxygen, which will provide the majority of the interference from photon 
activation analysis. Sample weight varied from 2 g to 120 g depending on
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the element being analysed. Large samples were taken as Flourine standards 
to represent bone samples such as the shaft of a long bone.
Both Nal(Tl) and Ge(Li) detectors were used. At low count rates 
it has been shown that improved relative standard deviation can be obtained 
using a Ge(Li) detector (Ro. 75).
Samples were contained in polyethelyne irradiation vials which 
contributed activity to the background from the activation of Carbon. 
Irradiations were carried out at the Betatron with samples behind a 3.6 cm 
paraffin wax target. This was in order to allow for bremsstrahlung flux 
build up in a relatively tissue equivalent material. The use of a lead 
target before the sample would enhance the flux and decrease detection 
limits, but detection limits would not correspond to any situation where 
extended biological samples were being irradiated. Irradiation and counting 
times, and sample concentrations are given in Table 5.2. 30 Gy (3000 rads)
were given in twelve minutes which, although not an ideal irradiation time 
when considering the half lives of the elements being irradiated, was the 
maximum possible in these circumstances. Samples were transferred as quickly 
as possible to a 12.5 cm x 12.5 cm Nal(Tl) detector or an 80 cm^ Ge(Li) 
detector, both well shielded. Peak area determination was carried out using 
Covell’s method. Measured sensitivities and detection limits are given in 
Table 5.3.
5.4 Discussion
In all cases it can be seen that Ge(Li) detection limits are better 
than those obtained with a Nal(Tl) detector. However, detection limits are 
poor when compared with those obtained by other workers, reflecting the low 
beam current available on the Betatron, Flourine stands out as being the
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only element where the detection limit approaches normal concentrations in 
bone. The interference from Sodium can be seen to be of concern only when 
the Na/F ratio reaches 92, or the concentration of Sodium reaches 
approximately 35 times normal whole body levels. The sensitivity for 
Cadmium is an improvement over that obtained by (y,Yf) activation using 
a 60Co source. Bell (Be. 79) obtained a sensitivity of 0.8 cs- ^ -1 of 
Cadmium for such a technique using a 12.5 cm x 12,5 cm Nal(Tl) detector.
Theoretical detection limits have been extrapolated from these 
values. The conditions considered were the following: a one hour 
irradiation operating the Betatron at 8 nA beam current with counting 
conditions as before. These are shown in Table 5.4, as well as detection 
limits obtained using neutron activation analysis for comparative purposes. 
Flourine is again the most promising element for future study using in-vitro 
photon activation on the Betatron. Only the detection limits for Flourine 
and Potassium compare favourably with those obtained via neutron activation 
analysis.
Because of the reasonable detection limit for Flourine a sample of 
bone was irradiated under similar conditions. This sample was the shaft 
of a long bone (tibia) weighing about 85 g, of similar dimensions to the 
Flourine standard. The sample was obtained from a burial site near Exeter 
that had been used at the time of the Black Death (circa 1350). It would 
therefore be reasonable to assume that the bone had taken up Flourine from 
the groundwater, although no information about the soil type was available. 
Thus 3 Gy (3000 rads) were given in 12 minutes and a 3000 s live time count 
using a well shielded Nal(Tl) detector begun two hours after irradiation to 
allow for the Carbon contribution to the photopeak to decay. The Flourine 
contribution was found to be 3100 ± 100 ppm, about five times the normal 
concentration in bone, showing that uptake' had taken place. This figure is
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Table 5.A Theoretical detection limits for photon activation analysis 
using an 8 nA beam current on the Betatron, with comparative 
results obtained via neutron activation analysis.
* Ke. 78 t Sp. 73
Element
(y,n) Detection 
Limit
(n,y) Detection 
Limit
F 65 ppm 10 ppm *
Na 6500 ppm 49 ppm *
K 1040 ppm 2000 ppm *
Cl 490 ppm 61 ppm *
Cd 520 ppm 10-50 ppm t
Zn 650 ppm < 1 ppm t
possibly high due to residual Carbon activity. Chlorine is another possible 
source of interference but no Chlorine contribution to the higher energy 
region of the gamma ray spectrum was observed. No information as to the 
Sodium content is available so no estimate of interference from that source 
was carried out.
Iodine cannot be measured under these irradiation conditions via 
(y,n) reactions as the half life for the reaction is too long 13 days). 
However peaks due to Iodine were observed in the spectrum when Potassium 
Iodide was - irradiated to obtain a sensitivity for Potassium (Figure 5.2).
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Photoneutrons produced within the sample underwent (n,y) reactions in
the Iodine, producing 128I with a half life of 25 minutes. A detection
limit for Iodine under these irradiation and counting conditions of
150 ± 10 mg g“* was obtained. Neutron activation products within the sample
provide another source of interference for the photon activation analyst
to heed.
In-vitro photon activation analysis using the Betatron is fraught 
with difficulties because of the low beam current. Flourine is the only 
element that can be measured with reasonable detection limits, and would 
allow in-vitro studies of Flourine levels in bones and teeth to be carried out.
5.5 Neutron Production
Electron accelerators have been used in the past to produce sizeable 
neutron fluxes, using various targets (Mo. 56, Hu. 69, Ba. 73, Go. 74), 
although usually with higher beam currents than that available on the 
Betatron. A neutron converter on the Betatron may make several areas of 
study available, including in-vivo and in-vitro neutron activation analysis, 
and neutron radiography. This would provide a useful neutron source with 
very little cost.
Ideally a natural Uranium target should be used, giving a much 
higher neutron yield than a correspondingly sized Lead target. Results 
measured by Barber and George (Ba. 59) for correspondingly thick targets 
(3 radiation lengths) give yields in terms of neutrons per electron of 
65 x lcr^ne-1 for Lead and.©13 ne_1 for natural Uranium using 34 MeV electrons. 
However, owing to cost, varying thicknesses of Lead target were used. It has 
been found that the ideal target thickness for maximum neutron production is
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two to four radiation lengths. This allows build up of the bremsstrahlung 
flux producing the neutrons to a maximum. If the target is any thinner 
insufficient neutrons will be produced, any thicker and the neutrons begin 
to be absorbed. Targets much thicker than the ideal for maximum neutron 
production may be required, however, to decrease the associated bremsstrahlung 
photon flux (Hu. 69, Ba. 73).
5.6 The Neutron Flux from a Lead Converter
Various thicknesses of Lead converter were used and the neutron flux 
behind each measured. Irradiation conditions were as follows: an 8 cm 
diameter circular applicator and 34 MeV electrons at a dose rate of
2.7 Gy min-1 (270 rads/min) were used. The maximum neutron energy obtained 
will depend on the initial electron energy (34 MeV) and the energy threshold 
for photoneutron emission in Lead ('v 8 MeV). Thus the maximum neutron 
energy will be in the region of 26 MeV assuming that the remaining kinetic 
energy is shared between the neutron and the recoil nucleus so as to conserve 
momentum. The flux was thermalised before measurement with a thermal 
neutron reaction in Indium. All flux measurements were carried out at
5 cm depth in water using Indium foils under the following conditions:
1. Bare foils to measure total neutron flux,
2. Foils shielded in a Cadmium box with a neutron cutoff energy 
of 0.42 ± .04 eV for determination of the Cadmium ratio.
3. All foils were counted on a well shielded 12.5 cm x 12.5 cm 
Nal(Tl) detector of high efficiency.
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The results, are given in Figure 5.3. The maximum neutron flux 
corresponds to a target thickness of 3 radiation lengths or 1.5 ± 0.1 cm. 
This is also the flux with the minimum value of the Cadmium ratio. The 
maximum flux value was 1.41 ± 0.05 x 105n cm“2s'"1 with a Cadmium ratio of 
9.9 ± 0.3. This flux can be increased by 35% by decreasing the electron 
source-target distance from 110 cm to 70 cm.
Table 5.5 shows the electron/photon dose behind two thicknesses of 
lead target for an incident electron dose rate of 2.7 Gy min*-1 (270 rads 
min-1).
The neutron flux obtained is sufficient to carry out activation 
analysis. Dose rates behind the target are, at present too high for in- 
vivo applications. However improvement in target design may reduce this 
dose.
5.7 Neutron Activation Analysis
Neutron activation analysis was carried out using the Betatron as 
an instrumental (as opposed to isotopic or reactor) neutron source. 
Detection limits were obtained for two elements of biological interest, 
Sodium and Chlorine. A solution containing 8000 ppm Sodium and 12000 ppm 
Chlorine was prepared in a polyethylene phantom, about four times normal 
levels in Saline. The reactions used were:
37Cl(n,y)38C1 T, = 37.3 min
2
E =1.6 MeV (38%)
Y
2.17 MeV (47%)
Ne
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Figure 5.3 The variation of thermal neutron flux 
and the Cadmium ratio with Lead target 
thickness.
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Table 5.5 Electron/Photon dose rates behind neutron targets on 
Betatron. R.L. = Radiation Length.
Target Thickness 
(Lead)
Electron/Photon Dose Rate
1.5 cm (3 R.L.) 
4.0 cm (8 R.L.)
160 ± 10 m Gy min"1 (16 ± 1 rad min-1)
63 ± 1 m Gy min”1 (6.3 ± 0.1 rad min""1)
Table 5.6 Detection Limits obtained via neutron activation 
analysis using the Betatron as a neutron source.
Element
y-ray
detected Ge(Li) Nal(Tl)
Normal Concentration 
in Plasma (Iy. 78)
Chlorine 1.60 MeV - 840 ± 35 ppm 3700 ppm
2.17 MeV 2960 ± 620 ppm 480 ± 13 ppm
Sodium 1.37 MeV 3200 ± 750 ppm 450 ± 17 ppm 3300 ppm
2.75 MeV 1240 ± 260 ppm 800 ± 46 ppm
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23Na(n,y)2ltNa T^ = 15 h
E = 1.369 MeV (100%)
2.754 MeV (100%)
Irradiations \<rere made behind a 1.5 cm Lead target. 8 Gy (800 rads) 
of 34 MeV electrons were delivered to the target using an 8 cm diameter 
applicator. The irradiation, waiting and counting times were 180 s, 900 s 
;md 2000 s "live" time respectively. Detection limits for a 12.5 cm x 12.5 cm 
Nal(Tl) and an 80 cm3 co-axial Ge(Li) detector were obtained (Table 5.6).
Note that the detection limits obtained are well below the normal levels 
of Sodium and Chlorine in plasma. The electron/photon dose received by 
the phantom during the irradiation was about 0.5 Gy (50 rads), and a large 
511 keV photopeak observed in the gamma ray spectrum due to photon 
activation of the sample.
Theoretical detection limits for Calcium, Phosphorous and Magnesium 
were obtained using irradiation, cooling and counting times of 900 s, 60 s 
and 900 s respectively. Normal levels of Calcium and Phosphorous in bone 
are 200 mg g_1 and 100 mg g-1 respectively, well above the value of the 
detection limits calculated (Table 5.7).
5.8 Discussion
The Betatron has been used to produce a neutron flux sufficient to 
carry out neutron activation analysis on samples in-vitro. Even with an 
extremely thick target, however, the electron/photon dose is still too high 
to contemplate any in-vivo use of the machine. Improved target design may 
yield better results. If a Beryllium target were to be used the electron 
energy could be much reduced as the photoneutron threshold for Beryllium
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Table 5.7 Theoretical detection limits for neutron 
activation analysis using the Betatron as 
a neutron source.
Element
y-ray
Energy
Detection Limit
Ge(Li) Nal(Tl)
Ca 3.1 MeV 45 mg g-1 33 mg g-1
P 1.78 MeV 0.5 mg g_1 1 mg g_1
Mg 0.84 MeV 7 mg g-1 13 mg g-1
-1.013 MeV 21 mg g"1 43 mg g_1
is only 1,63 MeV. The maximum bremsstrahlung energy would also be reduced 
and could be filtered from the beam using a Lead filter, reducing the 
gamma dose rate sufficiently for in-vivo studies to be carried out.
Hunt (Hu. 69) obtained a neutron flux of 7 x lO^n cm“2s_1 and a gamma
dose rate of 14 y Gy min~* (1.4 mrad min”"1) using 5.5 MeV electrons on a 
Beryllium target and a 3 cm Lead filter. This flux is comparable with the 
flux obtained from isotopic sources used for in-vivo activation analysis 
(Ma. 79). Typical irradiation times for in-vivo activation analysis are 
the order of 15 minutes, during which time a gamma dose of 210 y Gy (21 m
rads) and a neutron dose of about 600 y Sv (60 m rem) would be received
(250 n cnT2s_1 of thermal neutrons is equivalent to approximately 10 y Gy h-1
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(1 m rem h”*)). Such a target design would make in-vivo neutron 
activation analysis available to hospitals with electron accelerators 
giving 8 MeV electrons.
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CHAPTER 6 Determination of Nitrogen
6.1 Introduction
Nitrogen,' as a major constituent of protein, comprises about 3% of the 
total body weight. The measurement of Nitrogen yields important information 
in monitoring diseases associated with protein loss, for example muscle 
wasting diseases and nutritional disorders. Balance studies provide the 
majority of information on Nitrogen turnover by the body. These monitor 
intake and excretion of Nitrogen by patients on a constant diet with 
known amounts of Nitrogen. It has been shown (Pa. 45) that total body 
Nitrogen correlates with lean body mass and so can be used in studies 
related to protein turnover. Studies have been carried out measuring 
Nitrogen balance to give an indication of protein turnover in cases of 
•malnutrition (Go. 77). Patients being treated with steroid type drugs 
tend to experience a certain amount of muscle wasting. The effect of 
steroid treatment on Nitrogen balance has been studied (Sa. 77), showing 
that a negative balance is obtained. Adding protein supplements to the 
diet tends to reduce this Nitrogen loss. There is considerable Nitrogen 
loss after serious accident or surgery (0. 74, Wi. 77), patients 
exhibiting negative Nitrogen balance. This loss has been shown to be due 
to a decrease in protein synthesis rather than an increase in protein 
breakdown.
Nitrogen balance studies require considerable time in hospital and 
many systematic errors are associated with the technique (Is. 67). Development 
of an accurate and fast nuclear technique that requires only outpatient 
attendance at the hospital is therefore desirable. Neutron activation 
analysis was first suggested for this purpose by Anderson (An. 64).
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Two methods of in-vivo neutron activation analysis are in use for 
the measurement of Nitrogen:
1. 1IfN(n,2n) 13N, T, = 9.9 min. This reaction uses fast neutrons
2
from a neutron generator (Bo. 73, Ox. 78). The product, 13N, 
is a pure positron emitter, and thus interferences can come from 
other positron emitting activation products. Irradiating with 
14 MeV neutrons removes interferences from Oxygen and Carbon, as 
the neutrons are below.the energy threshold for (n, 2n) reactions 
in those elements (Bi. 71). Sources of the main interference 
are:
31P(n,2n)30P T| = 2.5 min (Na. 69)
160(p,a)13N T, = 9.9 min (Le. 77)
2
The Phosphorous reaction can be discriminated against by half 
life, but the Oxygen presents a greater problem. Knock-on 
protons created by the neutrons undergo (p,a)reactions with Oxygen 
to give the same isotope that is obtained from the (n,2n) reaction 
on Nitrogen. This can give up to 19% interference in the 511 keV 
electron-positron annihilation peak (Le. 77). This interference 
can be corrected for by measuring the Oxygen contribution using 
a water phantom (Ox. 78) and subtracting, or by measuring total 
body Oxygen at the same time by the 160(n,p)*6N reaction,
T, = 7.11 s (Bo. 78).
2
2. Measurement of the prompt gamma rays from the llfN(n,Y) *5N 
reaction (Ha. 73, Me. 77, Ma. 79). The gamma ray energy is 
10.83 MeV. Background problems come from pulse pile up of lower
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energy gamma rays and neutron capture by the Iodine in the 
Nal(Tl) detectors used. This can be overcome by pulsing the 
cyclotron produced neutron source (Ha. 73) and only detecting 
when the cyclotron is off, or by using a well shielded iso­
topic neutron source (Me. 77, Ma. 79).
Dose to the patient is an important consideration in any test that is to 
be used in-vivo for a sequence of measurements. U.K. accepted dose 
levels for occupationally exposed workers (50 m Sv yr"“* (5 rem yr-1)) have 
been set a factor of ten higher than the population level (5 m Sv yr~*
(0.5 rem yr-1)). Ideally any in-vivo test involving radiation should keep 
whole body doses at population levels (El. 79). Other criteria that have 
- to be considered when applying an in-vivo test include:
1. Dose must be the minimum consistent with diagnosis.
2. Does the patient benefit? If "normals" are being studied the
dose should be as small as possible.
3. Is the patient growing? Radiation damage to cells is greater 
in times of rapid growth. It has been suggested that children 
receive doses at l/10th of the population level (El. 79).
Whole body doses are normally calculated for neutrons using an RBE 
of 10 at such low doses. The dose from Pu/Be isotopic source irradiations 
for the prompt gamma ray measurement of Nitrogen has been reported to be
0.5 m Sv (50 m rem) from a 10 minute irradiation (Me. 77), if using an
Am/Be source 0.8 m Sv (80 m rem) in a 30 minute irradiation, mostly from 
60 keV gamma rays from Americium (Ma. 79) . The dose from cyclotron produced 
neutrons is about 1 m Sv (100 m rem) (Ha. 73) and from neutron generator
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irradiations 0.5 m Sv (50 m rem) (Ox. 78). Thus in any new technique for 
measuring Nitrogen using ionising radiation, the dose to the patient must 
be of the same order,if not less than that achieved for neutron irradiations.
Various clinical studies have been reported. As the radiation dose 
is fairly small repeated measurements over a long period of time can be . 
tolerated. This allows patients who have metabolic diseases which require 
quite lengthy treatments to be tested for total body Nitrogen throughout the 
treatment period. McNeill and others (McN. 79) have used an isotopic 
neutron source to study Nitrogen levels in patients suffering from 
malnutrition using the prompt gamma ray technique. Critically ill patients 
often have to be fed intravenously for considerable periods of time. Fast 
neutron activation analysis has been used to monitor protein levels in the 
body during intravenous feeding (Hi. 79), when Nitrogen levels were shown 
to be constant whilst the patient was undergoing treatment. Drastic changes 
in the amount of protein in the body can occur due to shock induced by major 
trauma or surgery. Effective recovery requires protein levels to reach 
pre-surgery levels within a month or two of the operation. This can be 
checked by using total body Nitrogen measurements (Ha. 73).
Boddy and others (Bo. 76) have shown that measurement of Calcium, 
Phosphorous and Nitrogen can reveal a reduction in the amount of bone mineral 
in the body. Rats fed on diets deficient in Calcium and Phosphorous retained 
a similar amount of body Nitrogen to the control animals, but had much 
reduced Ca/N and P/N ratios. This revealed a significant reduction in 
the amount of mineral taken up by bone.
A correlation between total body Nitrogen and Potassium has been 
observed (Ha. 73, Ox. 78) as both elements are involved with intracellular
- 150 -
tissue. Potassium can be monitored using the natural tf0K present in the 
body, measured on a whole body counter. This provides an alternative 
method for measuring lean body mass. Studies of whole body Potassium and 
Nitrogen in newly diagnosed diabetics shows that as the disease is brought 
under control by the use of special diets and insulin injections, the total 
body levels of these elements increase (Wa. 76). The greatest changes 
were observed in patients who required insulin, and the results show that 
losses of Nitrogen and Potassium were greater than previously thought in 
periods of poor diabetic control.
Investigations have also been made into the use of a cyclotron 
proton beam for assessing total body Nitrogen via the lltN(p,a)11C reaction 
(Wr. 75).
As neutron sources, either neutron generator, cyclotron or isotopic, 
are generally uncommon in the hospital environment, a technique for 
measuring body Nitrogen that involves high energy photons from an existing 
therapy installation is thought to be useful. The photonuclear reaction 
threshold for Nitrogen (10 MeV) is considerably lower than that of Oxygen 
(16 MeV) or Carbon (19 MeV). Thus if irradiations are carried out with 
bremsstrahlung of a maximum energy of 16 MeV, Nitrogen will be activated 
without interference from either Carbon or Oxygen. This provides the 
basis of a method for measuring Nitrogen in the body at low photon doses. 
Interference could possibly arise from photonuclear reactions in 
Phosphorous, Chlorine and Potassium (see Table 7.1). The Chlorine and 
Potassium interference can be assessed by measuring the higher energy gamma 
rays emitted by their activation products, and Phosphorous interference by 
half life.
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As the RBE is much lower for energetic photons than for neutrons 
a higher flux can be used without going outside the limits of dose 
for an in-vivo Nitrogen determination. With the (Y»n) cross-section for 
Nitrogen being of the same order as the (n,2n) cross-section, a better 
signal to noise should be obtained from measurements using high energy 
photons.
6.2 Machine Considerations
As therapy machines are designed to operate at high dose rates, the 
delivery of a dose of less than 10 m Gy (1 rad) can prove to be a problem. 
The minimum dose that can be obtained from the Betatron is one "kick", 
i.e. extracting a single pulse of electrons from only one cycle of the 
magnetic field. This is equivalent to slightly less than 10 m Gy (1 rad) 
skin dose at the end of the applicator depending on beam energy and 
applicator size. There is also a "start up" error associated with machine 
operation of 1 kick when operating at a dose rate of 3 Gy min-* (300 rads 
min-1) . The error is, however, a function of time rather than dose. The 
machine output is also unstable at low dose rates. To decrease the output 
the magnetic field is altered so that the stable orbit moves away from the 
electron cloud at the exit to the electron gun so that fewer electrons reach 
the stable orbit. The output is thus affected much more by minor control 
corrections to the magnetic field. There are, therefore, two requirements 
for operating the Betatron so that a low dose is obtained.
1. The irradiation should take as long a time as possible 
so as to minimise start up error.
2. The dose rate should be as high as possible so as to reduce 
fluctuations in the output to a minimum.
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All dose measurements made on the Betatron when measuring Nitrogen 
were made using the machine dosemeters and an EIL 40 A 60 cm3 air 
ionisation chamber with a 0.78 cm nylon cover to allow dose build up to 
occur. The EIL 40 A had been calibrated against a Baldwin-Falmer secondary 
standard.
To achieve a stable, reproducible low dose from the Betatron phantoms 
were irradiated at a source-skin distance increased from 1.1 m to 2.1 m.
They were reproducibly positioned using the isocentric pointer as in 
Figure 6.1. The machine was operated at a dose rate of 0.2 Gy min-1 (20 
rads min-1), somewhat above the minimum so as to reduce output fluctuations, 
and the reduction in dose to the phantom achieved by increased source-skin 
distance.
5 kicks were delivered in approximately 15 s. The measured exposure 
at the end of the isocentric pointer was found to be 3.65 ± 0.01 x 10_IfC kg-1 
(1.437 ± 0.005 R) , measured over three separate days of operation, and for 
several exposures each day. Thus it is possible to operate the Betatron 
at sufficiently low dose rates so as to obtain doses at a reasonable level 
for in-vivo tests.
Another important factor in irradiations for total body Nitrogen is 
the uniformity of the flux, either neutron or photon, over the region of the 
body where the majority of the Nitrogen is localised (El. 78), i.e. the 
trunk and upper portions of the arms and legs (Ha. 73). Uniform activation 
of the Nitrogen gives maximum signal and ensures that the measurement is of 
total rather than partial body Nitrogen.
The radiation exposure, in Roentgen, was measured over the face of a 
Bush thoracic phantom positioned at the end of the isocentric pointer, with 
a source-skin distance of 2.1 m. The'results are given in Figure 6.2, and
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show that the exposure varies by about 30% from the maximum over the 
phantom.
These results allow us to irradiate phantoms in a reproducible 
position with confidence that they will receive a reproducible low dose 
with a reasonable uniformity over the face of the phantom.
6.3 Nitrogen Measurements
As dose is the important criterion in an in-vivo test the quantity 
determined was the minimum dose required to measure 3% by weight of Nitrogen 
quantitatively, i.e. Signal > 3/Background1. Another important factor 
measured under each set of conditions was the photon flux per unit 
absorbed dose. This allowed a direct comparison between the various 
conditions. The four sets of conditions used were:
1. Irradiation with a primary beam of 16 MeV electrons,
i.e. the bremsstrahlung photons required to produce 
activation of the Nitrogen were created within the phantom.
2. As in 1., using coincidence counting techniques for the 
detection of the annihilation (511 keV) gamma rays.
3. Irradiation with a photon beam from electrons incident
on a 6 mm Lead target.
4. A calculation using a bremsstrahlung spectrum from 16.4 MeV 
electrons incident on a Gold-Tungsten target (0. 68).
Tissue equivalent phantoms containing Nitrogen in the form of Urea 
solutions of varying concentrations were used throughout this study.
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Irradiations were carried out at 16 MeV using the 12 x 14 cm applicator.
As short a waiting time as possible was used to transfer the phantoms to a
7.5 cm x 7.5 cm Nal(Tl) detector, or coincident detectors, for counting.
When using coincidence techniques the resolving time was set at 0.5 ± 0.1 ys, 
and the background taken to be the spurious coincidence count rate as 
defined by Equation 3.12. Results were normalised to a 5 minute cooling 
and 15 minute count time, considered to be reasonable for clinical 
conditions.
Photon fluxes were measured using a solid urea activation detector 
at 6 cm depth in water, so as to give some indication of the average flux 
the phantom receives. The flux is given by:
DXA
- A t . -At -At
(1-e 1)e W (l-e C)efml a'Ny A
where t^, t^, tc = irradiation, waiting and counting times.
e detector efficiency for 511 keV gamma rays in 2n
geometry
0.257
f = fractional abundace of llfN.
I
Y
Branching ratio of 511 keV photons.
m mass of Nitrogen.
a cross-section for ^N(y,n)^^N reaction taken to be 
6.115 mb from 10 to 16 MeV (Be. 75).
= Avagadro's number.
- 157 -
A = Atomic weight of Nitrogen.
A = Decay constant.
D = Photopeak area.
9 Gy (900 rads) were given to the activation detectors which were transferred 
to a well shielded 12.5 cm x 12.5 cm Nal(Tl) detector for counting. No 
correction for absorption of the 511 keV gamma rays within the activation 
detectors during counting, or for. depression of the photon flux by the 
detector during irradiation, were applied.
Calculation of the photon flux from 16.4 MeV electrons on a Gold- 
Tungsten target was as follows. The variation of the bremsstrahlung yield
i
for 16.4 MeV electrons is shown in Figure 6.3 (0. 68). Integration of this 
curve shows that approximately 6% of the bremsstrahlung photons are at energies 
greater than 10 MeV, and the average photon energy is 3.5 MeV. An 
irradiation at a dose rate of 5 Gy min-1 (500 rads min-*), typical for a 
LINAC, with a field size of 12 x 14 cm was assumed. If the phantom is 
30 cm thick, the average absorbed dose over the irradiation volume will be 
60 ± 20% of the surface absorbed dose. The total energy absorbed by the 
phantom per second is given by:
E = VpDK Joules
where:
V = irradiation volume
p = Density, assumed to be unity
D = Average absorbed dose rate in the irradiation volume
K = Energy deposited per unit dose per unit mass (J kg-1).
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Figure 6.3 The bremsstrahlung spectrum from 16MeV 
electrons incident on a Gold-Tungsten 
target. (0. 68).
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The total energy absorbed by the phantom per second:
E = 0.25 ± 0.08 J s"1
= 1.6 ± 0.5 x 1018 eV s_1
Assuming an average bremsstrahlung energy of 3.5 MeV and a field size of 
A, the total photon flux is:
E -? -j= --------  y cm zs 1
3.6x106A
= 2.7 ± 0.9 x 109y cm~2s_1
and the flux greater than 10 MeV:
= 1.6 ± 0.5 x 108y cm”2s-1
The photon flux per unit dose available for the activation of Nitrogen 
is (given a dose rate of 5 Gy min*"1 (500 rads min”"*)) :
1.9 ± 0.6 x 109y cm“2Gy-1
(1.9 ± 0.6 x 107Ycm~2rad-1)
The main error in this calculation must come from the integration of the 
bremsstrahlung yield curve, and so results must be viewed only as an 
order of magnitude calculation.
The results are presented in Table 6.1. It should be noted that an 
increase in the photon flux per unit dose delivered results in a decrease 
in the dose required for the measurement.
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6.4 Results and Discussion
The use of a primary beam of electrons to measure Nitrogen requires 
a large electron dose to be delivered to the phantom (Table 6.1), under 
both normal and coincidence counting conditions. In fact, the coincidence 
technique requires that a larger dose be delivered than in the case of a 
single detector, showing that the detector efficiency is significantly 
reduced by the technique. This is clearly an unacceptable dose for in-vivo 
tests and reflects the poor bremsstrahlung conversion efficiency for low 
Z targets.
As the X-ray target in the Betatron was not available, and when in 
operation is limited to 33 MV X-rays, an external Lead target was used to 
produce a beam of 16 MeV photons. The available photon flux was much 
increased by this target, and the dose required to measure 3% by weight 
Nitrogen reduced to almost acceptable levels. However, an order of 
magnitude improvement would be desirable before it could be viewed as 
suitable for repeated measurements of Nitrogen over a long period of time. 
This might be achieved with improved target design and the use of more 
efficient, better shielded detectors. At present the precision of the 
measurement is ± 10%, within the reported variation of total body Nitrogen 
after major surgery, and during metabolic diseases (Ha. 73).
The most promising figures come from the calculation. The dose 
required from a 16 MeV LINAC to obtain reasonable activation of Nitrogen 
is very small, a figure reflected in the large increase in the photon flux 
per unit dose. Even if an order of magnitude error is introduced into the 
calculation the dose is still within reasonable limits (1.6 m Gy) for an 
in-vivo test. Thus it would seem that an ideal source to carry out in-vivo
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photon activation of Nitrogen is a LINAC delivering 16 MeV photons at as 
slow a dose rate as possible.
This study has shown that it would be feasible to measure total 
body Nitrogen using high energy photons rather than neutrons. Low dose 
rates can be achieved using therapy machines, maintaining a judicious 
balance between source-skin distance and output rate of the machine. 
Detector efficiency and shielding can be bettered, ideally a whole body 
counter could be used. A department equipped with a LINAC or Betatron 
giving 16 MeV photons and efficient detectors would be capable, at little 
extra cost, of carrying out useful clinical studies involving total body 
Nitrogen measurements.
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CHAPTER 7 The Measurement of Bulk Elements in Tissue
7.1 Introduction
The purpose of the work presented in this chapter is to establish 
whether by using photon activation analysis it is possible to measure 
the concentrations of Carbon, Nitrogen and Oxygen in the bodies of patients 
who have undergone high energy electron therapy with sufficient accuracy so 
as to monitor changes in that concentration of a few percent. This would 
show whether the variations observed by Spring and Vayrynen (Sp. 70) were 
authentic, and whether studies on the synchronisation of cells during 
fractionated therapy and oxygenation effects could be carried out. A gamma 
camera was used to assess the possibility of obtaining improved position 
information.
The activation products of Carbon, Nitrogen and Oxygen are all pure 
positron emitters (Table 7.1), The half lives of the isotopes are widely 
enough spaced so as to be able to separate them by half life from the 
decay of the 511 keV electron-positron annihilation peak.
The reactions of interest, occurring in Carbon, Nitrogen and Oxygen 
have interferences of similar half life from Chlorine, Potassium and 
Phosphorous respectively (Table 7.1). Calculated yields show these to be 
fairly large (Table 4.3). Interference from Potassium and Chlorine should 
be detected by the presence of higher energy gamma rays in the spectrum. 
Although Phosphorous has a higher energy emission, the branching ratio 
is very small (0.5%), and so will be difficult to detect when only small 
quantities of Phosphorous are present. As well as studying the decay of the 
511 keV photopeak, to assess bulk element concentrations, the gamma ray 
spectrum from a photon activated phantom was measured to see the amount of 
interference from Phosphorous, Chlorine and Potassium.
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Table 7.1 Photon Activation Reactions Occurring in bulk
Elements in Tissue and Their Possible Interferences.
Reaction Threshold Half Life
Gamma Ray 
Energies
12C (y,n)n C 18.7 MeV 20.2 min 511 keV (200%)
(y,n)13N 10 MeV 9.92 min 511 keV (200%)
160 (y,n)150 15.9 MeV 2.02 min 511 keV (200%)
Possible Interferences
31P (y,n)30P 12.3 MeV 2.5 min 511 keV (200%)
2230 keV (0.5%)
35Cl(y,n)3ItClm 10.2 MeV 32 min 145 keV (45%)
511 keV (100%)
1170 keV (12%)
2120 keV (38%)
3300 keV (12%)
39K (y,n)38K 13.1 MeV 7.7 min 511 keV (200%)
2170 keV (100%)
7.2 Experimental Conditions
The majority of therapeutic irradiations carried out on the Betatron
are at doses of between 3 to 6 Gy (300 to 600 rads). Usually five fractions
are given in a course of treatment, at weekly intervals. A variety of 
energies are used, between 11 and 34 MeV, depending on the physical position 
of the tumour. Usually single field irradiations are made, with field
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sizes from 4 cm diameter circular to 14 cm by 14 cm available. Through­
out this study a 5 Gy (500 rad) electron dose at 34 MeV was used to 
simulate therapy, using a field size of 12 cm by 14 cm, the most 
commonly used at St. Luke’s.
The phantoms used were natural polyethylene containers filled 
with various tissue equivalent liquids as given in Table 3.2. Various 
concentrations of Carbon, Nitrogen and Oxygen were irradiated so as to 
measure the variation in activity due to each element with the concentration 
of that element. A further perspex phantom divided into four separate 
compartments was designed. Each compartment contained a different tissue 
equivalent liquid, and so differing concentrations of the three bulk 
elements. This phantom was used to establish whether more precise spatial 
information as to the source of the radioactivity could be obtained using 
a gamma camera.
After irradiation the phantoms were transferred as quickly as possible 
to one of three detection systems to measure the decay of the 511 keV 
activity from electron-positron annihilation:
1. A 7.5 cm x 7.5 cm Nal(Tl) detector, coupled to a pulse height 
analyser operating in multi-scaling mode with a dwell time of 
10 s per channel. A FWTM energy window was set on the 511 keV 
photopeak. The detector was situated at position C in Figure 
3.7.
2. The Elscint CE-1-7 gamma camera. Total picture counts were 
collected on the scaler for 1 minute periods, with a 15 s
wait between each count. A 100 keV window was set on the 511 keV 
photopeak.
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3. The Elscint CE-1-7 gamma camera using the low energy collimator 
or the Nuclear-Chicago Pho/Gamma III gamma camera with the high 
energy collimator, in dynamic mode. Thirty 1 minute pictures 
were recorded and dumped onto floppy disc automatically.
Retrieval later allowed regions of interest to be set, and 
decay curves obtained from areas of interest in the phantom. 
Pictures could also be added together. A 100 keV window was set 
on the 511 keV photopeak.
Gamma ray spectra were collected from phantoms containing trace 
element concentrations of Sodium, Magnesium, Phosphorous, Chlorine, 
Potassium and Calcium that had undergone photon activation on the Betatron. 
The trace element concentrations are shown in Table 7.2. This was carried
Table 7.2 Concentrations of Trace Elements in Muscle Equivalent 
Phantom, Compared with Typical Concentrations in the 
Muscles of Adults (Iy. 78)
Element
Concentration in 
Muscle Equivalent 
Phantom
Typical Adult 
Concentrations
Na 700 ppm 730-1770 ppm
Mg 250 ppm 180-270 ppm
P 2000 ppm 1500-3000 ppm
Cl 920 ppm 400-5000 ppm
K 3900 ppm 1600-3600 ppm
Ca 150 ppm 40-150 ppm
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out in order to assess the amount of interference due to these elements 
in the 511 keV photopeak. Spectra were collected on both Ge(Li) and 
Nal(Tl) detectors.
7.3 Gamma Ray Spectra from a Photon Activated Phantom
The spectra collected from phantoms containing trace elements in 
typical body concentration are shown in Figures 7.1 and 7.2. The dose 
delivered was 5 Gy (500 rads) of 34 MeV electrons. Spectra were collected 
for 1000 s live time, 15 minutes after irradiation. Clearly the main 
features in both spectra are very large 511 keV peaks from electron-positron 
annihilation.
In Figure 7.1 the spectrum collected on a 7.5 cm x 7.5 cm Nal(Tl) 
detector is shown with a natural background spectrum superimposed. Peak 
identification is given in Table 7.3. At energies above 1 MeV there is 
no evidence that the spectrum from the activated phantom is, in any way, 
different from the natural background. It was therefore assumed that 
Chlorine and Potassium made no contribution to the 511 keV photopeak, as 
their isotopes remained undetected by their higher energy gamma rays. 
Phosphorous was an unlikely candidate for detection by the 2230 keV photo­
peak owing to the small branching ratio (0.5%). It must be assumed that 
it provides no interference to the 511 keV photopeak, as the calculated 
activity due to Phosphorous (70 cs“1) is very small when compared with 
that from Oxygen (14000 cs-1), the only element measured with similar half 
life (Table 4.3).
Many more peaks are evident in the Ge(Li) spectrum (Table 7.4), the 
majority from natural background sources. Peak number 10, 1177 keV, has
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Figure 7.1 Nal(Tl) spectrum of photon activated phantom 
containing trace elements, (Table 7.3).
25x10
1 82 3 4 5 6 7 ,
Channel Number xlO'*'
Figure 7.2 Ge(Li) spectrum of photon activated phantom 
containing trace elements, (Table 7.4).
10
Table 7.3 Peak Identification for Nal(Tl)Spectrum of Photon 
Activated Phantom Containing Trace Elements.
Peak No. Energy Source
1 511 keV Activation of 
C, N, 0
2 727 keV 2^Bi
3 911 keV 228Ac
4 1125 keV 211*Bi
5 1460 keV 40K
6 1745 keV 21^Bi
7 2197 keV 20 8^2
8 2611 keV 208>p2
two possible sources, either 6 OC0 in the background spectrum (1174 keV) 
or the 1170 keV gamma ray from 31+Clm due to a (y,n) reaction on 35C1.
The peak contains 17 integral counts. The other 60Co photopeak is 
present in the spectrum (1332 keV), due to Cobalt contamination of the 
Lead shielding, containing 8 integral counts. Thus, subtracting the Cobalt 
contribution, 11 integral counts in the 1170 keV peak could be due to 31fClm . 
The photopeak at 2120 keV could be due to 3ItClin or 208T1 in the natural 
background. 208T1 was not measured at this energy in a 2000 s live time 
background (Table 4.2) and so the 2120 keV peak, with 9 integral counts, is 
probably due to 3lfClm . Correcting the number of counts in the 2120 keV peak 
for efficiency and branching ratio, the 34Clin contribution to the 1170 keV 
peak is calculated as 12 integral counts, in good agreement with the measured 
count above. Thus Chlorine can be detected with a detection limit of 
900 ± 300 ppm within the irradiation site. A further calculation reveals that
Table 7.4 Peak Identification for Ge(Li) Spectrum of 
Photon Activated Phantom Containing Trace 
Elements.
‘Peak No. Energy Source
1 511 keV Activation of 
C, N, 0
2 583 keV 208^
3 610 keV 21^Bi
4 663 keV 137Cs
5 684 keV
6 852 keV 2I*Na single escape
7 911 keV 21l+Bi
8 1120 keV 21I*Bi
9 1144 keV 38K double escape
10 1177 keV 60Co, 3kClm
11 1329 keV 60 Co
12 1368 keV 24Na
13 1460 keV 40K
14 1654 leV 38C1,38K single escape
15 1761 keV 211*Bi
16 2120 keV 208T1, 34Clm
17 2170 keV 38k , 38C1
18 2610 keV 20 8<p
the number of counts detected in the Chlorine peak is equivalent to an 
activity of 0.1 cs”1 immediately after irradiation when measured on a 
7.5 cm x 7.5 cm Nal(Tl) detector, the same order of magnitude as the 
calculated activity in Table 4.3 (0.4 cs”1). The Chlorine will therefore 
give little interference in the 511 keV photopeak, contributing less than 
1% of the Carbon activity, and so is ignored in any measurement of bulk 
element concentration.
Peaks 12 (1368 keV) and 6 (852 keV) correspond to the full energy 
peak and single escape peak of 2I+Na, from the 23Na(n,y)2lfNa reaction, 
induced by the photoneutron flux. There are only 8 counts in the 1368keV 
peak, yielding a detection limit for Sodium in the irradiation site of 
360 ± 160 ppm.
Peaks 9 (1144 keV), 14 (1654 keV) and 17 (2170 keV) correspond either 
to the double escape, single escape and full energy peaks of 38K, from 
39K(y,n)38K, or to the two gamma rays from 38C1 due to an (n,y) reaction on 
37C1. However the peak areas are not in the correct ratio for the source 
to be 38C1. Assuming that the 2170 keV peak is from 38K, there are 42 ± 7 
counts in the peak. A detection limit for Potassium in the irradiation site 
of 2000 ± 400 ppm is obtained. However, more important is the contribution 
to the 511 keV photopeak assuming a Nal(Tl) detector is being used. Making 
the necessary corrections for detector efficiency, the activity due to 
38K in the 511 keV photopeak immediately after an irradiation, as measured 
with a 7.5 cm x 7.5 cm Nal(Tl) detector should be 41 ± 7 cs” 1. This compares 
well with calculated values of 40 cs-1 and 51 cs” 1 from the measured and 
calculated bremsstrahlung spectra (Table 4.3). However, this would require 
that a photopeak of approximately 200 counts be detected at 2170 keV on the 
Nal(Tl) spectrum (Figure 7.1), which is clearly not in evidence. Such a 
large interference from Potassium would give almost 25% interference in the
Nitrogen contribution to the 511 keV photopeak.
It may be possible to measure the variation of Chlorine, Sodium 
and Potassium tyithin the irradiation site. Absolute determination is 
difficult as the photon and neutron flux will vary from patient to 
patient. Potassium measurements will give information on the lean body 
mass within the irradiation site, and Sodium and Chlorine a measure of the 
electrolyte balance.
Although there is some evidence that 38K does interfere with 
the Nitrogen contribution to the 511 keV photopeak, it was assumed that 
the activity in that peak was due to Carbon, Nitrogen and Oxygen only.
Nal(Tl) detectors were used throughout this study to measure the decay 
of the 511 keV photopeak, and no estimate of interference could be obtained 
from the gamma ray spectrum collected on such a detector.
7.4 Analysis of Decay Curves
The activity of the 511 keV photopeak was measured for up to 90 
minutes after the irradiation. Treatment of background depended on the 
detection system used. When using the gamma camera the background was 
neglected as it was very small compared with the signal (6.7 ± 0.2 cs-1 
measured with the low energy collimator on the Elscint camera). Back­
ground subtraction was carried out on the decay curves collected using 
the 7.5 cm x 7.5 cm Nal(Tl) detector as follows. 100 s gamma ray spectra 
were collected for 2 minute intervals simultaneously with the multi-channel 
scaling decay curve. The background was taken as the area under the Full Width 
Tenth Maximum of the 511 keV photopeak. The background contribution to each 
channel of the multi-channel scaling spectrum was then calculated and sub­
tracted before data analysis was carried out. The data was reduced to one 
data point per minute so as to make data.handling easier.
Assuming a maximum of three contributions to the decay curve, from 
Carbon, Nitrogen and Oxygen, analysis was by three methods, for inter­
comparison:
1. Graphical methods. The curves were plotted on semi-logarithmic 
graph paper and a straight line fitted to the longest half life 
component. The contribution to each data point due to that 
component of the curve was subtracted and a straight line fitted 
to the next longest half life. The process was repeated and so 
the contribution from each isotope obtained.
2. NEWFIT2. Any computer program that fits a sum of exponentials 
of unknown half life and strength to noisy experimental data 
is ill-conditioned. There are a multitude of solutions which 
will all fit the data with suprising accuracy. To overcome this 
problem a program was written that allowed the operator to play
a large part in applying conditions to the fitting routine inter­
actively. Initial guesses as to the values of the unknown 
parameters were as good as possible obtained by a straight line 
curve stripping method. Any information as to the half lives of 
the exponentials was used, especially when the decay curves were 
from the decay of the radioactive isotopes of known half life.
The main minimisation routine fitted the exponentials to data using 
a Fletcher-Powell based method (FI. 63) and a least-squares type 
function. Confidence limits on each parameter were obtained. A 
fuller description of the program is given in Appendix I.
3. GAUSHAUS. This is an alternative non-linear least squares fitting 
program available from the University of Wisconsin (Ga. 66).
Initial guesses as to parameter values were supplied again from a 
simple curve stripping technique.
Two typical decay curves are shown in Figure 7.3 and 7.4. The 
experimental conditions and means of analysis were:
Figure 7-.3: The decay of the 511 keV photopeak from a muscle
equivalent liquid (MS/Ll) after a 5 Gy (500 rad) electron 
dose at an energy of 34 MeV. A 7.5 cm x 7.5 cm Nal(Tl) 
detector was used, with a FWTM energy window set on the 
511 keV photopeak. The data were analysed using NEWFIT2, 
the fit shown as the solid line. Three compartments (i.e. 
isotopes) were found to contribute to the curve:
Isotope Activity immediately
after irradiation (t = 0 s)w
n C 490 ± 30 cs-1
13N 160 ± 10 cs-1
150 16800 ± 300, cs-1
Figure 7.4: A similar measurement, using the gamma camera, again with
muscle equivalent liquid MS/Ll. Total picture counts per 
minute were collected. Graphical analysis was carried 
out. Only two isotopes could be separated, Carbon and 
Oxygen, with the following activities:
Isotope Activity at t = 0 s
n C 290 ± 30 cs"1
150 10000 ± 500 cs-1
Both these activities are in the same ratio to those 
measured using the Nal(Tl) detector above (0.59), 
reflecting the lower efficiency of the gamma camera.
o 30 60 90
Time after irradiation — min.
Figure 7.3 Decay curve obtained using the 7.5cm x 7.5cm Nal(Tl) 
detector from tissue equivalent liquid MS/Ll after 
irradiation with 34MeV electrons.
100r
o CARBON 
•  OXYGEN
O  50-
0 40302010
Time after Irradiation -  min.
Figure 7.4 Decay curve obtained using the gamma camera 
from tissue equivalent liquid MS/Ll after 
irradiation with 34MeV electrons.
This reduced efficiency, combined with the fact that
the Nitrogen contribution to the decay curve is fairly
small explains the reason why the Nitrogen contribution 
could not be separated from the decay curve.
A comparison of results analysed by the three different techniques 
is shown in Table 7.5 for two different tissue equivalent liquids. Ethane 
Diol was used as it contained no Nitrogen, so a simple two isotope decay curve 
is obtained. Two separate experiments were carried out using MS/Ll, and the 
data analysed using all three techniques. All experiments were using the
7.5 cm x 7.5 cm Nal(Tl) detector.
The results in Table 7.5 show that for the longest half life component,
i.e. the Carbon contribution to the decay curve, there is good agreement 
between all three methods. There is less agreement between the methods when 
considering the Oxygen contribution. The spacing of the data points (1 min) is 
of the same order as the Oxygen half life (2 min). Thus, when allowing the 
parameter corresponding to the Oxygen half life to vary during fitting, a
small change in this parameter produces a large change in the fitted
activity. Increasing the number of data points to one every 10 s will 
reduce this wide variation in the fitted activity. This will be demonstrated 
when discussing the precision of the technique later in this section.
Reducing transit time from the Betatron to the detector position also reduced 
the error in determining the Oxygen contribution to the decay curve.
The Nitrogen contribution proved to be the hardest to fit, in fact 
the GAUSHAUS routine was totally unable to give reasonable parameter 
values if three isotopes were being fitted to the data. The Nitrogen 
contribution is small, both in terms of activity and concentration by weight
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in the body. The half life (595 s) is midway between that of Oxygen 
(121 s) and Carbon (1212 s). Thus, while errors on the values of half 
life and activity are large from the graphical analysis, they are small 
from analysis using NEWFIT2 as large variations in the Nitrogen 
contribution do not greatly affect the value of the fit.
Comparing the three methods of analysis using a "Chi-squared" test, 
NEWFIT2 and GAUSHAUS showed similar performance, with poor results from 
the graphical technique. NEWFIT2, however, was used to analyse the decay 
curves obtained using the Nal(Tl) detector as it was able to resolve the 
Nitrogen contribution to the decay curve. Applying the same test to 
results obtained with the gamma camera showed that the est results were 
obtained using the GAUSHAUS minimisation routine.
The reproducibility of results, or precision, of the technique is 
important. Five consecutive experiments using the same tissue equivalent 
liquid (MPL/1) were carried out. Analysis of all the decay curves was 
performed using NEWFIT2. The average values of the half lives and 
activities from each isotope are shown in Table 7.6. The standard deviation 
for each value is given. The precision in measuring the Carbon contribution 
to the activity is acceptable (^3-5%). The error in fitting the Nitrogen 
half life is large, and the error on the activity small. This is because 
variations in the strength of the Nitrogen compartment do not affect the 
overall value of the fit greatly, so the activity remains little altered 
by the minimisation routine. The precision in measuring the Oxygen half 
life is acceptable, but that of the activity rather large. This is because 
the time interval between data points is of the order of the half life. 
Increasing the number of data points to one every 10 s improves the precision 
on the Oxygen contribution. The average value of the half life becomes
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Table 7.6 The Average Fitted Parameter Values from Five 
Experiments, Analysed Using NEWFIT2.
Isotope
Half
Life
Percentage
error
Activity
cs-1
Percentage
error
Carbon 1265 ± 65 s 5% 590 ± 15 2.5%
Nitrogen 570 ± 130 s 23% 160 ± 2 1.3%
Oxygen 125 ± 7 s 6% 16500 ± 2000 12%
125 ± 2 s, a precision of 1.6%, and of the activity 15500 ± 400 cs-1, a 
precision of 2.6%. However, computer time needed to carry out the fit 
using a Data General Nova 2 with a 32 K memory is increased from a few 
minutes to over half an hour.
7.5 The Sensitivity of the Technique
Various tissue equivalent liquids were irradiated and the activity 
measured using either the 7.5 cm x 7.5 cm Nal(Tl) detector or the Elscint 
CE-1-7 gamma camera, collecting total picture counts for one minute 
intervals. The activities contributed by each element to the decay curves 
were calculated, and plotted against concentration of that element. The 
slope of this graph, obtained via a least“squares method, was taken to be the 
sensitivity of the technique for the element of interest.' The sensitivity 
is expressed in units of counts per second immediately after irradiation per 
mg of element per gramme of tissue equivalent liquid per unit electron dose 
delivered to the phantom.
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The results obtained for Carbon, Nitrogen and Oxygen measured using 
the 7.5 cm x 7.5 cm Nal(Tl) detector are shown in Table 7.7 and Figure 
7.5. The slope of the graphs yield the following sensitivities:
Carbon 0.6 ± 0.05 cs*~^mg“^g‘’ G^y"~'1
(6 ± 0.5 x 10'"3cs_1mg”1g“1rad~1)
Nitrogen 1.0 ±0.2 cs-1mg"*^g- G^y"~'1
(10 ± 2 x 10“3cs“-lmg“1g”^rad“ )^
Oxygen 7.5 ± 0.4 cs“1mg”1g“1Gy“1
(75 ± 4 x 10“3cs_1mg“1g“1rad“1)
The results for gamma camera measurements are shown in Table 7.8.
The decay curves were analysed using GAUSHAUS. It was not possible to 
resolve the Nitrogen contribution to the activity except in the case of 
a phantom containing urea solution. Graphs for Oxygen and Carbon were 
plotted and the following sensitivities obtained (Figure 7.6).
Carbon 0.36 ± 0.03 cs~1mg“1g“'1Gy“1
(3.6 ± 0.3 x 10“3cs“1mg“1g”1rad“1)
Oxygen 2.8 ± 0.3 cs"‘1mg_1g_1Gy“1
(28 ± 3 x 10“3cs~1mg“1g“1rad“1)
Thus after a 5 Gy (500 rad) dose of 34 MeV electrons, with a field size 
of 12 cm by 14 cm it is possible to measure Carbon to an accuracy of 8% 
using a Nal(Tl) detector and the gamma camera; Oxygen to an accuracy of 5% 
using the Nal(Tl) detector and 11% using the gamma camera; and Nitrogen, only 
measured when using the Nal(Tl) detector, can be determined to an accuracy 
of 20%. Accuracy is not sufficient to measure small changes in the Nitrogen 
concentration within the irradiation site. The accuracy in determining
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Carbon and Oxygen concentration however, is sufficient to measure changes in 
concentration of the same order as those reported by Spring and Vayrynen 
(Sp. 70).
7.6 Position Information Obtained Using the Gamma Camera
A perspex phantom divided into four rectangular compartments was 
used. The area of the phantom was restricted to the beam size (12 cm x 
14 cm) so that no mixing of the tissue equivalent liquids with liquid out­
side the beam diluted the resulting activity. A different tissue equivalent 
liquid was placed in each compartment with varying concentrations of Oxygen 
and Carbon in each. The liquids used were:
Oxygen Concentration Carbon Concentration
Water 88.9% -
MS/Ll 73.5% 13.4%
TST/L3 63.2% 23.7%
Ethane. Diol 51.6% 38.7%
5 Gy (500 rads) of 34 MeV electrons were imparted and the phantom transferred 
to the gamma camera within 200 s of the irradiation being completed. 30 
pictures of 1 minuteTs duration were collected and automatically dumped onto 
floppy disc for analysis later. A high energy (348 keV) collimator was 
used with the Nuclear-Chicago camera to obtain good position resolution with 
the high energy gamma rays (511 keV) and the low energy collimator (140 keV) 
used with the Elscint camera. The orientation of the phantom on the image 
was obtained using the anatomical marker.
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7.6.1 Results obtained using High Energy Collimation
Visually the pictures were poor, with very few counts obtained.
The data was analysed as follows:
1. Regions of Interest (ROI) 30 picture elements (pixels) by 20 
pixels were set in each region of the image (128 x 128 pixels 
in size) corresponding to a compartment of the phantom. Histo­
grams were obtained from each of the four regions and the decay 
curves obtained analysed using NEWFIT2.' ..No background sub­
traction was carried out as background counting rates were very 
low. The results are shown in Table 7.9. Obtaining sensitivities 
as in Section 7.5 we have:
Carbon 7.8 ± 3.0 x 10" 3c min"1mg"^g"*Gy"1
(0.078 ± .03 x 10“ 3c min“1mg-1g“1rad“1)
Oxygen 70 ± 22 x 10”3c min"1 mg"1g"1Gy” 1
(0.7 ± 0.22 x 10"3c min“'1mg'"1g“1rad“1)
Thus the accuracy of determining Carbon concentration is 38% and 
Oxygen 31%.
2. The first four frames (3.5 min to 7.5 min after the irradiation) were 
added and the result assumed to image the Oxygen activity. ROIs 
were set as before, and the total counts in the region related to
the Oxygen concentration (Table 7.10). A sensitivity for Oxygen 
is obtained:
7 ± 1 x 10“3c min”1mg-1g”1Gy-1
(0.07 ± 0.01 x 10"3c min“1mg"1g"1rad"1)
with an accuracy of measurement of ± 15%.
3. The last twelve frames (18.5 min to 30.5 min after the
irradiation) were added and the result assumed to image the 
Carbon concentration. The counts in the four regions of
interest are shown in Table 7.10, and the sensitivity for
the measurement of Carbon is:
3.9 ± 0.7 x 10“3c min”1mg“1g“1Gy"1 
(0.039 ± .007 x 10“3c min“1mg"1g"1rad“1)
an accuracy of ± 18%.
The number of counts obtained in the image using the high energy 
collimator was low (^ 3000 c min"1 in the first frame, three orders of 
magnitude lower than on a standard radioisotope scan) and so visually the 
picture did not image the various elemental concentrations (Figure 7.7).
Thus, to improve the count rate the Elscint CE-1-7 was used with the low
energy collimator, leading to some loss of position information. The low 
energy collimator is a fine Lead mesh which the 511 keV gamma rays penetrate 
easily.
7.6.2 Results obtained with low energy collimation
The use of low energy collimation resulted in increased efficiency, but 
poor spatial resolution. The data obtained was analysed as follows:
1. Decay curves were obtained from regions of interest 30 x 20 pixels 
in size in each area of the phantom and the data analysed using 
NEWFIT2. The results are shown in Table 7.12. No sensitivity was 
calculated for Oxygen as the results in no way reflect the Oxygen 
concentration, showing the poor position resolution. This will be 
discussed further, later in this section. A sensitivity for Carbon 
was calculated:
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Figure 7.7 A gamma camera image of a photon activated phantom 
taken using the high energy collimator.
Table 7.9 Analysis of Decay Curves from ROIs on Gamma 
Camera Display Using High Energy Collimator.
Oxygen Carbon
Concentration Activity at t = 0 Concentration Activity at t - 0
by weight c min1"1 by weight c min-1
88.9% 321 ± 33 - 37 ± 7
73.5% 302 ± 28 . 13.4% 41 ± 7
63.2% 213 ± 24 23.7% 41 ± 8
51.6% 211 ± 22 38.7% 52 ± 10
Table 7.10 Activity in ROIs on Gamma Camera Image Collected
for 4 min, 3.5 min After Irradiation, Using High
Energy Collimator.
* N = number of counts in ROI. c
Oxygen
Concentration
Activity in
by weight ROI ± /n~  * 
c
88.9% 480 ± 22
73.5% 464 ± 21
63.2% 444 ± 21
51.6% 437 ± 21
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Table 7.11 Activity in ROIs on Gamma Camera Image Collected 
for 12 min, 18.5 min After Irradiation, Using 
High Energy Collimator.
Carbon Concentration 
by weight
Activity in ROI
± v^rc
- 221 ± 15
13.4% 257 ± 16
23.7% 270 ± 16
38.7% 319 ± 18
Table 7.12 Analysis of Decay Curves from ROI on Gamma 
Camera Display Using Low Energy Collimator.
Oxygen Carbon
Concentration Activity at t = 0 Concentration Activity at t = 0
by weight c min-1 by weight c min-1
88.9% 21760 ± 600 - 1580 ± 90
73.5% 25660 ± 810 13.4% 1950 ± 70
63.2% 22540 ± 240 23.7% 2340 ± 80
51.6% 20620 ± 370 38.7% 2410 ± 7 0
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Table 7.13 Activity in ROIs on Gamma Camera Images Collected 
Using the Low Energy Collimator a) 4 min, 3.5 min 
After Irradiation and b) 1 min, 3.5 min After 
Irradiation After Subtraction of Background Carbon 
Activity.
Oxygen Concentration
a) ROI Counts
± v4T
c
b) ROI Counts After 
background subtraction 
± c
88.9% 31450 ± 180 8800 ± 100
73.5% 32950 ± 180 8730 ± 90
63.2% 29320 ± 170 7625 ± 90
51.6% 30780 ± 180 7500 ± 90
Table 7.14 Activity in ROI for Gamma Camera Image Collected 
for 13 min, 15.5 min After Irradiation Using Low 
Energy Collimator.
Carbon Concentration
ROI Counts
± yr~
c
- 14850 ± 120
13.4% 16750 ± 130
23.7% 16300 ± 130
38.7% 17730 ± 130
-  -
0.45 ± 0.12 cs“ 1mg"'1g""1Gy“1 
(4.5 ± 1.2 x 10*"3cs*~1mg” 1g~1rad"'1)
This‘yielded an accuracy for the determination of Carbon of 
± 25%.
2. A region of interest was set in each area of the phantom on a 
4 minute picture collected 3.5 minutes after the end of the 
irradiation and the ROI counts from 30 x 20 pixel regions 
compared with the variation in Oxygen concentration. The 
results are shown in Table 7.13, and mirror the results 
obtained using NEWFIT2 above. Owing to the increased efficiency 
of the camera with the low energy collimator in position, the 
Carbon activity provides increased background to the regions 
containing Carbon. Subtraction of the Carbon activity was 
carried out by subtracting a 1 minute picture collected 20.5 
minutes after irradiation from a 1 minute picture collected 3.5 
minutes after the irradiation, having entered the necessary 
factor to correct for decay of the Carbon activity. The ROI 
counts were collected as before and are shown in Table 7.13.
The results now follow the trend of the Oxygen concentration 
and give a value of the sensitivity for Oxygen of:
0.74 ± 0.20 cs“1mg“1g”1Gy“1 
(7.4 ± 2.0 x 10“3cs”1mg“1g“1rad“1)
an accuracy for Oxygen determination of ± 27%.
3. Setting a ROI in each area of the phantom on a 13 minute picture 
collected 15.5 minutes after irradiation yielded results shown 
in Table 7.14. A sensitivity for Carbon of:
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1.7 ± 0.6 cs-^mg *g *Gy-1 
(17 ± 6 x 10“3cs“1mg“1g”1rad“1)
was obtained with an accuracy for Carbon determination of 
± 34%.
7.6.3 An assessment of Picture Quality
It has already been shown that picture quality is poor when collected 
using high energy collimator with' therapy doses of electrons being given 
to the phantom (Figure 7.7). The pictures obtained using the low energy 
collimator showed some variation between the four regions of interest. The 
pictures were displayed in various ways and hard copy obtained using a 
Polaroid colour picture of the TV display or the colour printer. To see if 
the picture activity mirrored the Oxygen concentration (Figure 7.8) the 
first one minute frame, obtained 3.5 minutes after the irradiation, was 
displayed as follows:
1. Raw data on colour printer (Figure 7.9).
2. Smoothed data on colour printer. A nine point smoothing program
is available on the data processor (Figure 7.10).
3. Raw data displayed with 9 levels of background subtraction,
hard copy on the colour printer. A hard-wired background
subtraction is available on the data processor, subtracting a 
constant level of background over the whole picture.
4. Raw data corrected for background Carbon activity as in 
Section 7.6.2, on colour printer.
Oxygen Carbon
24%0%
13% 39%
89% 63%
74% 52%
Figure 7.8 The orientation of the phantom used 
on the gamma camera, showing the 
variation of Oxygen and Carbon 
concentration with position.
Figure 7.9
smsssaams
Figure 7.10
Figure 7.11
Figure 7.12
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5. Smoothed data corrected for background Carbon activity, 
on colour printer.
6. As in 1. but on Polaroid.
7. As in 2. but on Polaroid.
8. As in 4. but on Polaroid.
9. As in 5. but on Polaroid.
A 13 minute picture collected 15 minutes after irradiation was used 
to assess the trend of the picture activity in relation to the Carbon 
concentration (Figure 7.8). Display was as follows:
1. Raw data on colour printer (Figure 7.11).
2. Raw data on colour printer with 18 levels of background
subtraction (Figure 7.12).
3. Smoothed data on colour printer.
4. Smoothed data on colour printer with 15 levels of background 
subtraction.
5. As in 2. but on Polaroid.
6. As in 3. but on Polaroid.
7. As in 4. but on Polaroid.
To assess the picture quality a sample of 17 members of the Physics 
Department were asked to view each picture and rank the four quadrants 
corresponding to the different elemental concentrations in order of
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decreasing activity. If the correct level of activity was assigned to 
a quadrant (i.e. 1 for maximum activity and maximum concentration and so 
on) a true positive was scored. The percentage of true positives obtained 
was calculated for each display technique (Table 7.14). The highest 
percentage of true positives for Oxygen was obtained when the raw data was 
displayed on the colour printer, and for Carbon when the raw data with 18 
levels of background subtraction was photographed using a Polaroid camera. 
The average percentage true positives was higher for Carbon (66%) than for 
Oxygen (40%) showing that Carbon activity interfering with the Oxygen 
activity makes decisions about variation in Oxygen concentration harder 
from the gamma camera display.
7.7. Conclusions
It has been shown that it is possible to measure Carbon and Oxygen 
• concentration in tissue with sufficient precision and accuracy using the 
7.5 cm x 7.5 cm Nal(Tl) detector to monitor changes in concentration of 
the same order as those detected by Spring and Vayrynen (Sp.70). The 
gamma camera can also be used to monitor Carbon and Oxygen concentration, 
but with less accuracy in the case of Oxygen. As the partial pressure of 
dissolved Oxygen (not the concentration by weight of Oxygen) in tumour 
tissue is reported to be less than 25% of that in healthy tissue (Wh. 77a) 
measurable variations in the Oxygen concentration in tumour and healthy 
 -----  J  be difficultjto detect by the techniques described above.
Nitrogen has shown itself difficult to measure by either method, 
owing to the small contribution it makes to the activity. Interference in 
the measurement of Nitrogen from induced activity in Potassium has also 
been demonstrated.
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Table 7.15 The percentage of True Positives Obtained for Each 
Method of Image Display.
Oxygen Carbon
Percentage Percentage
Display true Display Method true
/method positives positives
1 74% * ' 1 50%
2 67% 2 71%
3 30% 3 56%
4 41% 4 53%
5 6% 5 91% *
6 45% 6 76%
7 40% 7 65%
8 16%
9 41%
The use of a gamma camera to obtain spatial information suffers 
from the problem that to get good spatial resolution with a high energy 
collimator the efficiency is lowered, and to get good efficiency of 
counting a low energy collimator is needed and so spatial resolution 
suffers. However different concentrations of Oxygen and Carbon could 
be detected, with an accuracy at best of ± 15% with Oxygen and ± 18% for 
Carbon, using the high energy collimator. This accuracy is insufficient 
to pick up small changes in Oxygen and Carbon concentration. Visually
- 200 -
it was possible to detect differences between different areas of the 
phantom, but it was only possible with confidence to distinguish between 
maxima and minima in concentration. Intermediate levels suffered from 
a great deal of misinterpretation. Thus small changes in concentration 
will not be detected easily. The assessment of image quality tentatively 
reveals that a display of the raw data, without any smoothing, will give 
the best picture interpretation. The good contrast obtained on the TV 
display was never reproduced as well on either of the hard copy devices 
making image interpretation from'hard copy more difficult.
It has been shown that position information can be obtained using 
the gamma camera, but as yet with insufficient accuracy and contrast to 
allow decisions about Oxygen and Carbon concentration to be made with 
confidence, either using numerical or visual data. A collimation and 
detection system that gave both improved spatial resolution and efficiency 
would be desirable.
CHAPTER 8 Conclusions and Suggestions for Further Work
The applications of photonuclear reactions using a high energy 
electron accelerator designed for medical use cover a wide range of 
clinical and analytical situations. However, many of the techniques 
described are still in early stages of development and much work has to 
be done to establish them as useful research tools.
In-vitro photon activation analysis (Chapter 5) has proved to 
be difficult with such a low beam current, although analysis of samples 
such as bone and teeth for Flourine may prove to be useful.
A neutron flux sufficient for carrying out in-vitro neutron 
activation analysis has been obtained (Chapter 5). Neutrons were produced 
via (y,n) reactions occurring in Lead targets. The bremsstrahlung dose 
associated with the targets used is at present, still too high to allow 
use of the neutron flux for in-vivo applications. A study of the neutron 
flux from a Beryllium target is a suggested avenue for further work. The 
low photoneutron threshold of Beryllium (1.63 MeV) allows a much lower 
electron energy to be used. Associated Lead filtration of the neutrons 
has been shown to reduce gamma dose to levels acceptable for in-vivo 
applications (Hu. 69). Such a design may make available a neutron target 
at relatively low cost that can be used in conjunction with medical LINACs.
The activation of Nitrogen in the body using low photon doses has been 
demonstrated (Chapter 6). With the use of a 16 MeV X-ray beam, improved 
scattering foils so that a uniform bremsstrahlung flux is obtained over the 
region of the body where the majority of the Nitrogen is situated (the trunk 
and upper portions of the arms and legs), and a well shielded detector 
(ideally a whole body counter), the dose required to carry out such a 
measurement may be reduced still further. Such tests have been shown to be
important in a variety of diseases associated with protein loss, and 
will now be available to hospitals with 16 MeV electron accelerators.
It has bfeen shown that Carbon and Oxygen concentrations can be 
measured in phantoms after therapy doses of electrons with sufficient 
accuracy and precision to monitor small changes in concentration. A 
gamma camera allows spatial information on the distribution of J1C and 
150 activity to be obtained, both quantitatively and visually although 
with insufficient accuracy as yet to monitor small changes in concentrat­
ion between different tissues, say.
A clinical study to monitor the variation of Oxygen and Carbon within 
the tissues of patients undergoing high energy electron therapy must be 
carried out to determine the authenticity of the effects observed by Spring 
and Vayrynen. The results of such a trial could have important implications 
in the areas of tumour Oxygenation effects, the time between the delivery of 
dose fractions in therapy and in monitoring the effect of therapy on the 
tumour (Section 1.2). Without extremely rigorous phantom measurements to 
calculate corrections for body size, therapy dose and field size only relative 
measurements can be made. Flux monitoring must be carried out, using 
possibly Carbon activation foils, so that corrections can be made for any 
variation in therapy dose. The main problem to overcome is the error 
introduced by repositioning the patient for the irradiation, and again when 
counting.
To obtain improved spatial information, with good efficiency, detectors 
could be used in coincidence. The field of view defined by one pair of 
detectors could be arranged in such a way as to see only healthy tissue, and 
that of another pair to see only tumour tissue. An average value of the
depth of the source of the radioactivity could be obtained using a scatter- 
to-peak ratio method (Ka. 77).
With the increasing use of positron emitting isotopes in Nuclear 
Medicine (Section 1.4) systems for carrying out transaxial reconstruction 
emission tomography using such isotopes have been developed (Ph. 75). Such 
a technique would be ideal for imaging the distribution of Carbon and Oxygen 
isotopes after therapy doses of high energy electrons or photons. Such work 
is being envisaged in this Department as part of an overall study on both 
transmission and emission tomographic reconstruction techniques.
Further study of photonuclear reactions occurring in bulk elements 
in tissue is important owing to the wide ranging implications that the results 
may have in the field of radiotherapy.
The Monte Carlo calculations carried out of the distribution of the 
bremsstrahlung within tissue can be extended to the calculation of the volume 
of interaction of the photons. This will allow the distribution of radio­
activity within tissue to be determined. Combining this with calculations 
of detector response will build up a theoretical model of the measurement 
of induced activity within tissue. Theoretical evaluations of detector 
arrangements for experimental situations can be made, and extended to 
applications such as positron tomography.
The high yield of activity from 150 and J1C in these studies reveals 
that production of these isotopes will be possible using the Betatron. A 
wide variety of radioisotope studies could then be carried out (Section 1.4) 
and is contemplated at present at St. LukeTs Hospital for lung studies using
The work carried out in this project demonstrates that there are 
many applications other than those in routine radiotherapy for which 
modern,medical, high energy electron accelerators can be used, involving 
little additional cost. Important areas include the measurement of the 
concentration of various elements of clinical interest within the body, 
the localisation of organs and organ function studies and studies that 
may have important implications in the field of radiotherapy itself.
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APPENDIX 1 A Computer Program for Fitting Exponentials to Decay Curves,
NEWFIT2
The data is initially displayed in semi-logarithmic form on an 
oscilloscope, allowing the operator to choose the range over which a 
straight line fit is calculated to obtain an initial guess of the longest 
half life contribution to the curve. The slope and intercept of this 
straight line are calculated using .a least-squares routine. The range of 
the fit is increased to include the next data point towards the origin and 
the straight line fit is re-calculated. If the slope of the line has 
increased a variable within the program (ICOUNT) is incremented by 1. 
Otherwise this variable is set back to zero. The range of the fit is 
increased again, and the process is continued until ICOUNT equals 4. This 
means that the slope has increased four times in succession. The implication 
of this is that the program is trying to fit a straight line to a range 
that includes a contribution from the next longest half life. It is very 
unlikely that after four successive increases in the slope that the program 
is reacting only to experimental noise. If that is the case, the situation 
should be obvious to the operator from the oscilloscope display, and the 
range of the fit modified accordingly. The range is decreased by four so 
as to remove that contribution, and a straight line fit carried out. If 
the operator is satisfied with the result this contribution is subtracted 
and a similar process carried out for the other contributions.
These initial guesses are used as parameters for a final minimisation, 
using a least-squares function:
k
f.
1
i=l
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where i is the number of data points, j the number of parameters, f^ the
ith data point, t. the time and N. and X. the parameters, 
i J J
The Minimisation Subroutine
The routine finds an unrestricted local minimum of a function
f(xj xn) of several variables (xj  xn^ * In t*ie case under
consideration the variables are the decay constants and strengths of a 
number of exponentials which represent decay of several radioactive isotopes. 
It is necessary to define the function f(x^) and its gradient with respect 
to each of the variables, g^ = 3f/3x^.
The method is described by Fletcher and Powell (FI. 63) and is 
based on a procedure described by Davidon (Da. 59). Fletcher and Powell 
compare their computational method with a classic "Steepest descent" 
method (Cu. 44) and a method by Powell (Po. 62) showing that their method 
has the quickest approach to the minimum.
Fletcher and Powell use Dirac bra-ket notation which they apply to
real vectors. |x> represents a column vector (Xj, x2 ....  x^) and <x| a
row vector of the same elements. A scalar product of |x> and <y| is written
<y|x> and it follows that:
/
<y|x> = <x|y>
A matrix or linear operator is deonted thus: H. Therefore H|x> is a column 
vector and < x [h  a row vector. <x|H|y> is a scalar.
The function f(x.) has variables |x> (i.e.(x,, x0   x )) and its
i 1 v 17 2 n
gradient is given by the column vector |g> (i.e. Of/SXj, 3f/3x2, 3f/3x3 ... 
3f/Bxn)).
If the Taylor series expansion of a general function of x is 
considered:
f(x + h) ’= f(x) + hf'(x) + ^  f"(x) + .... + ~  f (x)
/ n !
Close to the minimum the second order term dominates because it represents 
the rate of change of the slope of the function, which is changing rapidly 
close to the minimum. Thus if a general quadratic is used as a non-trivial 
example of the theory of the subroutine, any other function can always be 
minimised as it can, if necessary, be expressed as a Taylor series, and 
then be treated as a quadratic. Thus if f is a function of n variables 
(xj, ..... xn) , the standard n dimensional form of a quadratic equation is:
n n n
f = f.: + J a.x. + 2 I I G. .x • x .0 1 1  z i in l j
1=1 . i=l j=l J
In Dirac notation this becomes:
f = f + <a|x> + \ < x |g |x > 
and the gradient:
|g> = |a> + G|x>
Now if we enter the routine at an initial point |x> with a minimum at 
then the difference in gradients between the two points is:
- 217 -
Therefore the distance of the minimum point |xQ> from the present position 
is:
U Q> “ |x> = - G~11 g> .
If is known exactly “ lx> caa be found exactly and so the minimum
can be reached.
However it is easier to use an estimate of the matrix G”1* H, which 
is initially a positive definite matrix. A step is taken towards the 
minimum and then H is modified so that after each interation H converges 
more and more closely to _G-*. Initially H is chosen as the unit matrix 
so that the line of steepest descent is taken.
During the ith iteration, where the function has vairables |x1> 
and gradient |g1>, the direction of |g1> is in (for example) the direction 
shown, (Figure 1) , which is a straight line of equation:
|x> = |x1> + x|s1>
where |s1> is an initial prediction for the distance from the minimum for 
that iteration given by:
|si> = - H1 |g£>
The function f has a minimum along the line |x> = Jx1> + A|s1> and 
is found by minimising f(|x1> + A|s1>) to give the step size |a1> to the 
next value |x1+^> .
The value of A which gives the minimum value of f(|x1> + A|s1>) is 
given as a1. The condition for choosing a1 is that a1 > 0 so that the 
step size is always towards the minimum and not away from it.
I9'> IX'>
function contours
Figure 1 A two dimensional representation of the method by 
which the routine approaches the minimum.
y
worst" line
2o“
t
Figure 2 The definition of the "worst" slope in the calculation 
of the confidence limits.
219 -
Thus for the ith iteration the step size:
a1> = a1 |s1>
and the new value of x> is;
xx+1> = |xX> + |crX>
f(|x1+*>) and |g1+^> are then evaluated. |g1+^> must be orthogonal to 
|a1> as f is now a minimum in the direction of |a1> and therefore there 
is no component of gradient in that direction.
H1 is now modified with two terms. The first of these two terms 
A1 constains |sX+^> so that it is in a direction orthogonal to |crX>
. | a i x a i |
“  <a1 |y1>
where:
|y1> = |g1+1> - |g1> •
I i  ^ ii i+1
,1, i+1 1° ><° ! s
A |g  ----------  o
<0 |y >
since <aX|gX+^> = 0.
There is therefore no component of |s1+^> in the direction of |aX>
The second term, Bx, modifies the matrix Hx depending on the value 
of the new step if Hx had remained unmodified:
i _ -h 1 |y1><y1 |H1
~  <yi |Hi |yi> 
i+1 .
Now H is defined as:
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H1+1 = H1 + A1 + B1
and i = i + 1 and the iteration repeated.
The routine is terminated on two accounts:
• • i, i 1 .
1) The predicted distance from the minimum <s |s >2 is less than a
prescribed value.
2) The accuracy of every component of |sX> is less than a prescribed 
value.
These tests are also applied to |o1> as an additional safeguard.
Confidence Limits
Confidence limits are calculated separately. It was found that any 
attempt to invert the moment matrix of the function minimised was unstable 
owing to the large variation in the second derivatives of the function 
along the diagonal of the moment matrix. Thus, confidence limits were 
calculated based on the "worst" straight lines obtained from the data in 
semilogarithmic form. The standard deviation of the data from the fit was 
calculated over the range of the straight line fit for each contribution.
The limits for the "worst" straight line were chosen 2 standards deviations 
either side of the fit so as to encompass 95% of the data points. The 
"worst" straight lines are shown in Figure 2. If the contribution to the 
decay curve is given by Ne with half life of x, and y , y , t  ^ and t2 
are as in Figure 2 then:
y = In N 
*1
and
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Thus:
6N = N6y = 2Na
The slope of the fit to the data is given by;
y r y2V^T
For the "worst" line the slope is 
(y1+2a)-(y2-2a)
AT =
t2-ti
= A ♦ 40
V * !
Thus:
and
SX = X' - X =  4 0
V 1!
x t 26A
6t = T in
e
where 6A is given above.
This yields a pessimistic estimate of the errors, and the results 
are in agreement with errors calculated by matrix inversion using the 
GAUSHAUS program (Ga. 66) on a twb compartment model.
Performance
Although the problem of fitting exponential decay curves is ill 
conditioned, this program uses conditions externally applied to the fitting 
routine to give sensible results. The experimental noise is used to 
advantage to obtain the initial guess. The operator can overrule the 
program at any point, and use knowledge of half lives and other fitting
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parameters, such as the step size that the program uses to approach the 
minimum, to control the result. Any false information supplied to the 
program yields results that are clearly visually wrong, and test data with 
random experimental noise added yield very satisfactory results. Results 
compare well with graphical techniques and other fitting routines applied 
to the problem, and are in agreement with known half lives in the case of 
applications to radioisotope decay and delayed neutron groups.
Applications
This program can be applied to any situation where data is made up 
of sums of exponentials. At present two other widely differing applications 
have been made:
1. Biological half lives in bone (Kh. 78). Bone seeking radioisotopes 
were injected into test animals. The washout from the femur was 
monitored and four separate biological half lives measured.
a. Blood.mixing, a very short half life compartment.
b. Washout from extra-cellular fluid space.
c. Washout from intracellular fluid space.
d. Washout from bone crystal.
A study was made as to the effect of bone abnormalities, e.g. fracture or 
metastases, on these half lives. Further studies could yield information 
as to the mechanisms of bone repair after trauma.
2. Delayed neutron groupings (Ro. 78b). The program was able to separate 
the various neutron groups in data obtained after the irradiation of 
natural Uranium with neutrons.
