As is customary, an effort was made to remove the background by some form of subtraction of stimulus independent activity, as indicated in Eq. 1 of the paper. In general, conditions of the tissue drift in time and some background still remains. This and other unwanted signal were removed by the GIFA method [1, 2] , which greatly enhances the traditional subtraction procedure. This we briefly describe.
Suppose, we have M equally spaced orientations, θ m = (m−1)π/M, m = 1, ..., M, so that the optical response images can be partitioned into stimulus sets f m (t, x) = f (t, θ = θ m , x), where for the moment we ignore SF and contrast. We form f m (x) = f m (t, x) t and from this the overall average f (x) = f m (x) m . In such terms, the covariance is formed K S (x, y) ∝ m (f m (x)−f (x))(f m (y)−f (y)), which for unlimited data would contain only the true signals. Thus, K S is referred to as the signal operator.
) is referred to as the noise operator. The GIFA procedure determines a set of orthonormal functions {φ n }, all of which meet a criterion of statistical significance, such that (φ, K S φ) x is maximized subject to the cost function (φ, K N φ) x . This procedure is related to Fisher's discriminant and canonical variate analysis [3] of multivariate statistics, and represents a significant data analysis improvement in the present context. Once the set {φ n } is determined, the data are appropriately projected onto the signal space spanned by these functions. 
. In all cases, smooth curves are cubic polynomial fits to the data points. 
Analysis of a Cortical Model
The purpose of this section is to demonstrate, in a controlled setting, the analysis methods contained in the paper. For this purpose, we use a model of cortical orientation/SF preference proposed by De Valois [7] . Supplemental Figure 7a shows the orientation and spatial frequency preference of four hypercolumns of a model cortex. The color bar indicates orientation preference. For any hypercolumn, black contours bound the four zones of constant SF preference, (k p = 0.15, 0.3, 0.6, & 1.2 cyc/d, increasing from the pinwheel center). The response, at a given pixel, to the presentation of a stimulus can be written as
where the first factor is a weighting derived from the standard cat contrast sensitivity function [8] .
The second factor describes the SF tuning curve, where we have chosen to use a Gaussian with a half octave tuning width (σ = 0.5). The last factor gives the orientation tuning in terms of a von Mises distribution [9] , and has been normalized to produce a 40 • width at half height.
In keeping with the experiments presented in the paper, we sample R at six orientations and seven SF. The "data" are subjected to the averaging procedure given in Eq. (1) of the paper and the result is in turn expanded using SVD, Eq. (2) of the paper.
As in the case of the experimental data, we find that
however, this separability is now close to being 100% accurate. Further (a 1 , a 2 ) = α 1 (k)(sin 2(θ − ϕ), cos 2(θ − ϕ)) and (a 3 , a 4 ) = α 3 (k)(sin 2(θ − ϕ), cos 2(θ − ϕ)), with ϕ ≈ 22.5 • . α 1 (k) and α 3 (k) are plotted in Supplemental Figure 8a , and can be seen to resemble their counterparts in Figure 2a of the paper. In view of the cleanliness of the data, other coefficients can be accurately obtained. In fact (a 5 , a 6 ) = α 5 (k)(sin 2(θ − ϕ), cos 2(θ − ϕ)), (a 7 , a 8 ) = α 1 (k)(sin 4(θ − ϕ), cos 4(θ − ϕ)) and so forth. [7] model for orientation and spatial frequency preference. a Orientation preference map with spatial frequency preference contours superimposed. Colorbar indicates preferred orientation angle. This was taken to be the input model from which the artificial response data were generated (Eq. S.1). b Orientation and spatial frequency preference map reconstructed using only second harmonic orientation terms, (sin 2(θ − ϕ), cos 2(θ − ϕ)), obtained from an SVD analysis. Colorbar indicates preferred orientation angle and contours denote spatial frequency preference. No interpolation has been performed in θ or k. a b Figure 8 : Results from an SVD analysis of the De Valois model. a Spatial frequency functions, α n (k), which multiply the second harmonic orientation terms, (sin 2(θ − ϕ), cos 2(θ − ϕ)). Smooth curves are bicubic spline interpolations of data points (•). b Reconstruction of the response for a single pixel using SVD eigenfunctions. Shown are the data points generated from Eq. S1 (•), reconstruction using the second harmonic orientation terms (dashed line) and reconstruction using both second and fourth harmonic orientation terms (red line). Higher harmonics are required to capture the true tuning width which is narrower than that of a pure sinusoidal function.
