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Abstract
For ﬁxed integersm, k2, it is shown that the k-color Ramsey number rk(Km,n) and the bipartite
Ramsey number bk(m, n) are both asymptotically equal to kmn as n→∞, and that for any graphH
onm vertices, the two-color Ramsey number r(H + K¯n,Kn) is at most (1+o(1))nm+1/(log n)m−1.
Moreover, the order of magnitude of r(H + K¯n,Kn) is proved to be nm+1/(log n)m if H = Km as
n→∞.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
LetG1,G2, . . . ,Gk be graphs. The Ramsey number r(G1,G2, . . . ,Gk) is deﬁned to be
the smallest positive integer N with the property that if the edges of the complete graph
KN are colored with colors 1, 2, . . . , k, then for some i, 1 ik, the subgraph induced by
the edges in color i contains Gi . The k-color Ramsey number r(G,G, . . . ,G) is denoted
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by rk(G). The problem of determining rk(Km,n)was proposed by Chung and Graham [5,6]
and Erdo˝s [9], and the following general bounds were established in [5]:
ak(mn−1)/(m+n)rk(Km,n)(n− 1)km(1+ b)m, (1)
where a= (2√mn)1/(m+n)(m+ n)/e2 and b= k1−m(m− 1+ 1/k)/(n− 1). On the other
hand, for small m, it was shown by Chvátal and Harary [8] that r2(K1,n) = 2n − 1 if n
is odd and 2n otherwise, and by Exoo et al. [11] that r2(K2,n)4n − 2, where equality
holds if 4n − 3 is a prime power. We shall improve the upper bound in (1) and determine
an asymptotic formula of rk(Km,n) for ﬁxed k andm as n→∞. We point out that such an
asymptotic formula for m= 2 was ﬁrst obtained by Chung [4].
Theorem 1. Let > 0 be an arbitrary real number. Then the following statements hold.
(i) For any ﬁxed integers nm2 and sufﬁciently large k,
rk(Km,n)(1+ )km(n−m+ 1).
(ii) For any ﬁxed positive integers k and m and sufﬁciently large n,
(1− )kmnrk(Km,n)km(n− 1)+m(km− k + 1)+ 1.
We shall then study Ramsey numbers in bipartite form, which have several variations in
the literature. Caro and Rousseau [3] is devoted to the smallest integers N such that in any
red–blue coloring of the edges of KN,N , there is either a red Km,m or a blue Kn,n. In this
paper the bipartite Ramsey number bk(m, n) is deﬁned to be the smallest positive integerN
such that every coloring of the edges ofKN,N in k colors contains a monochromaticKm,n.
As shown by Thomason [21], b2(m, n)2m(n − 1) + 1. We shall derive an asymptotic
formula of bk(m, n) for general k as n→∞.
Theorem 2. For any ﬁxed positive integers k and m, and for any > 0, if n is sufﬁciently
large then
(1− )kmnbk(m, n)km(n− 1)+m(m− 1)(k − 1)+ 1.
Let H and F be vertex-disjoint graphs and let H + F denote the graph obtained from
the union of H and F by adding the edges between H and F completely. We shall also
consider the Ramsey numbers r(H + K¯n,Kn) with large n. Note that Km,n = K¯m + K¯n is
a subgraph of H + K¯n for any graph H on m vertices, where G¯ denotes the complement
graph of a graphG. Let > 0 be a ﬁxed real number. It was proved in [16] that for any graph
H on m2 vertices, there exists a constant c= c(m)> 0 such that for sufﬁciently large n,
cnm+1
(log n)m
r(H + K¯n,Kn)(1+ )n
m+1
log n
, (2)
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where (and throughout the paper) log x stands for the natural logarithmic function. It was
also shown in [17] that for any ﬁxed m and , if n is large then
r(Km + K¯,Kn)(+ ) n
m
(log n)m−1
,
which yields the best existing upper bound for the classical off-diagonal Ramsey numbers
r(Km,Kn)(1+ ) n
m−1
(log n)m−2
.
We shall ﬁnally verify that the above bound remains valid if we replace the ﬁxed  with n.
Theorem 3. Let H be any graph on m1 vertices. Then, as n→∞,
r(H + K¯n,Kn)(1+ o(1)) n
m+1
(log n)m−1
.
Furthermore, if H is not a complete graph on m2 vertices, then
r(H + K¯n,Kn)(1+ o(1)) n
m+1
(log n)m
.
Combining the above upper bound and the lower bound in (2), we have
Corollary 1. Letm2 be an integer and letH be a graph onm vertices that is not complete.
Then the order of magnitude of r(H + K¯n,Kn) is nm+1/(log n)m as n→∞. In particular,
the order of magnitude of r(Km,n,Kn) is nm+1/(log n)m.
We conjecture that Corollary 1 holds for any graph H on m2 vertices, and to verify
this, it sufﬁces to show the induction base, that is, r(K2+ K¯n,Kn)c n3/(log n)2; the rest
of the proof remains the same.
2. Proofs
To establish the desired lower bound in Theorem 1, we need the following probabilistic
theorem which is usually called Chernoff’s inequality.
Lemma 1. Let X1, X2, . . . be mutually independent random variables such that
Pr[Xi = 1] = p and Pr[Xi = 0] = q = 1− p
for every i1. If 0<p< 1 is ﬁxed and > 0 is ﬁxed and sufﬁciently small, then
Pr(SNN(p + )) exp{−N2/(2pq)},
where SN =∑Ni=1Xi .
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As indicated by an anonymous referee, the above theorem is different from the standard
forms of Chernoff’s inequality (see, for instances [1,13,19,20]). So, for ease of reference,
we incorporate a proof into this version, which is taken from unpublished lecture notes of
Cecil Rousseau.
Proof of Lemma 1. Let > 0 be arbitrary. Since X1, X2, ... are independent, we have
E(eSN )=
N∏
i=1
E(eXi )= (pe + q)N .
For all positive a and , by using Markov’s inequality,
Pr(SNNa)= Pr(eSN eNa) E(e
SN )
eNa
= (pe(1−a) + qe−a)N .
Suppose that a < 1, and set c = 1− a. Then
min
>0
(pe(1−a) + qe−a)=
(p
a
)a(q
c
)c
.
Setting a = p +  where > 0 and expanding in power of , we ﬁnd
log
[(p
a
)a(q
c
)c]=− 2
2pq
+ O(3).
Thus
Pr(SNN(p + ))< exp
(
−N
(
2
2pq
+ O(3)
))
.
Setting  sufﬁciently small but ﬁxed, the desired inequality follows. 
We also need to introduce some notions before presenting the proofs. Recall that the
Turán number ex(G;N) is deﬁned as the maximum possible number of edges among all
graphs onN vertices that do not contain graphG, and the Zarankiewicz number z(m, n;N)
is the maximum possible number of edges in a subgraph of KN,N that does not contain
Km,n. For these two numbers, the following classical bounds are due to Kövári et al. [14]
and can be found in many textbooks (cf. Bollobás [2]):
ex(Km,n;N) 12 [(n− 1)1/mN2−1/m + (m− 1)N ] (3)
and
z(m, n;N)(n− 1)1/m(N −m+ 1)N1−1/m + (m− 1)N . (4)
Recently Füredi [12] obtained
z(m, n;N)(n−m+ 1)1/mN2−1/m +mN +mN2−2/m. (5)
Observe that Füredi’s bound strengthens both (3) and (4) when m and n are ﬁxed and N is
large for 2ex(Km,n;N)z(m, n;N).
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Proof of Theorem 1. (i) Set N = rk(Km,n)− 1. By deﬁnition, there is a k-coloring of the
edges of KN which contains no monochromatic Km,n. So there are at most ex(Km,n;N)
edges in each color, so(
N
2
)
k ex(Km,n;N) k2z(m, n;N),
using (5) we thus have(
N
2
)
 k
2
[(n−m+ 1)1/mN2−1/m +mN +mN2−2/m]. (6)
Suppose m and n are ﬁxed. Clearly N → ∞ as k → ∞. Now take > 0 such that
(1 + )m < 1 + /2. Then for all large N , from (6) we deduce that N2(1 + )k(n −
m+ 1)1/mN2−1/m, which yields rk(Km,n)=N + 1(1+ /2)km(n−m+ 1)+ 1<(1+
)km(n−m+ 1), as desired.
(ii) Lower bound: Fix > 0, we turn to show that rk(Km,n)(km− )n for large enough
n. To this end, set
N = (km − /2)n −m.
Since for all sufﬁciently small (independent of n) > 0,
n N +m
km − /2 >
N
km −√ >(k
−m + )N = (p + )N ,
where p = k−m, we can ﬁx a small > 0 which meets the requirement of Chernoff’s
inequality. Now let us randomly and independently color the edges ofKN+m with k colors,
such that each edge is assigned in each color with probability 1/k. Consider a ﬁxed color,
say color A, and an arbitrary but ﬁxed set U of m vertices. Let v1, v2, ..., vN be the N
vertices outside U . For each j , deﬁne a random variable Xj such that Xj = 1 if the edges
between vj and U are all in color A and 0 otherwise. Then Pr(Xj = 1) = k−m = p. Set
SN =∑Ni=1Xj . Clearly SN has the binomial distribution B(N, p) and the event SNn
means that there is a monochromatic Km,n in color A (in which U is the m-vertex part).
Hence
Pr(∃ monochromatic Km,n)k
(
N +m
m
)
Pr(SNn).
By virtue of Chernoff’s inequality,
Pr(SNn) Pr(SN(p + )N) exp{−N2/(2pq)}.
So the probability that there exists monochromatic Km,n tends to zero as N → ∞, which
guarantees the existence of an edge-coloring ofKN+m with nomonochromaticKm,n. Hence
rk(Km,n)>N +m>(km − )n for all sufﬁciently large n.
Upper bound: SetN=rk(Km,n)−1. Since k andm are ﬁxed, it is easy to see thatN →∞
as n → ∞. In view of (6), we obtain
(
N
2
)
(1 + o(1))(k/2)n1/mN2−1/m as n → ∞,
which implies N(1+ o(1))kmn; combining it with our lower bound yields
N ∼ kmn ∼ km(n− 1) as n→∞. (7)
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To get a slightly better upper bound, note that (by (3))(
N
2
)
k ex(Km,n;N) k2 [(n− 1)
1/mN2−1/m + (m− 1)N ],
So N2k(n− 1)1/mN2−1/m + (km− k + 1)N , and hence
N1/mk(n− 1)1/m + km− k + 1
N1−1/m
= k(n− 1)1/m
(
1+ km− k + 1
kN
(
N
n− 1
)1/m)
.
From the fact (1+ x)m = 1+mx + O(x2) as x → 0, it follows that
Nkm(n− 1)
(
1+ km− k + 1
kN
(
N
n− 1
)1/m)m
km(n− 1)
(
1+ m(km− k + 1)
kN
(
N
n− 1
)1/m
+ O(1)
N2
)
= km(n− 1)+ km−1m(km− k + 1)
(
N
n− 1
)1/m−1
+ o(1).
By (7), the second term in the last line tends to m(km − k + 1). Thus rk(Km,n) = N +
1km(n − 1) + m(km − k + 1) + 1 + o(1). Clearly the term o(1) can be omitted, this
completes the proof. 
Proof of Theorem 2. Lower bound: Fix > 0, it sufﬁces to show that bk(m, n)(km−)n
for large enough n. For this purpose, set N = (km − /2)n −m. Then n> (p + )N for
all sufﬁciently small (independent of n) > 0, where p = k−m. We can thus ﬁx a small
> 0 which meets the requirement of Chernoff’s inequality. Now let us randomly and
independently color the edges of KN+m,N+m = (V1, V2, EK) with k colors, such that each
edge is assigned in each color with probability 1/k. Consider a ﬁxed color, say colorA, and
an arbitrary but ﬁxed set U ⊆ V1 of m vertices. Let v1, v2, . . . , vN+m be all the vertices
of V2. For each vj ∈ V2, deﬁne a random variable Xj such that Xj = 1, if the edges
between vj and U are all in color A and 0 otherwise. Then Pr(Xj = 1) = k−m = p. Set
SN+m=∑N+mi=1 Xj . Clearly SN+m has the binomial distributionB(N+m,p) and the event
SN+mnmeans that there is a monochromaticKm,n in colorA (in which them-vertex part
is U ⊆ V1). Hence
Pr(∃ monochromatic Km,n)2k
(
N +m
m
)
Pr(SN+mn)
2k(N +m)m exp{−(N +m)2/(2pq)} → 0,
the lower bound thus follows.
Upper bound: SetN =bk(m, n)−1. Then there exists a k-coloring of the edges ofKN,N
which contains no monochromatic Km,n. So there are at most z(m, n;N) edges in each
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color. From (4) we deduce
N2k z(m, n;N)(1+ o(1))kn1/mN2−1/m.
ThusN(1+o(1))kmn. This, together with the lower bound, yieldsN ∼ kmn ∼ km(n−1)
as n→∞. Using upper bound (4) more accurately, we have N2k(n− 1)1/m(N −m+
1)N1−1/m + k(m− 1)N . So
N1/mk(n− 1)1/m
{
1+ m− 1
N
((
N
n− 1
)1/m
− 1
)}
.
It follows that
Nkm(n− 1)
{
1+ m(m− 1)
N
((
N
n− 1
)1/m
− 1
)
+ O(1)
N2
}
.
Since N ∼ km(n− 1), the desired upper bound is established. 
Proof of Theorem 3. Our proof heavily relies on the following statement (see [15,17,18]):
LetG be a graph onN vertices with average degree at most d > 0. If themaximum degree of
the subgraph induced by the neighborhood of any vertex is at most a, then the independence
number (G) satisﬁes
(G)N d log(d/(a + 1))− d + a + 1
(d − a − 1)2 >N
log(d/(a + 1))− 1
d
. (8)
Let us now derive the ﬁrst upper bound. Clearly it sufﬁces to consider the case when
H=Km.Weprove by induction onm. The induction basesm=1, 2 follow, respectively, from
Chvátal’s theorem [7] (that r(K1,n,Kn)= n(n− 1)+ 1) and the upper bound in (2). So we
proceed to the induction step and assumem3. LetG be a graph onN=r(Km+K¯n,Kn)−1
vertices that has independence number at most n− 1 and contains noKm+ K¯n. Then each
vertex v of G has degree at most r(Km−1 + K¯n,Kn) − 1, and the maximum degree of
the subgraph induced by the neighborhood of v is at most r(Km−2 + K¯n,Kn) − 1. For
convenience, let us denote r(Km + K¯n,Kn) by R(m; n). Then for large n, by (8) we have
n> (1− o(1))N log(R(m− 1; n)/R(m− 2; n))
R(m− 1; n) .
Let > 0 be an arbitrary number. Now partition the natural numbers into two parts S={n′}
and T = {n′′} such that
R(m− 1; n′)
R(m− 2; n′) > (n
′)1− and R(m− 1; n
′′)
R(m− 2; n′′)(n
′′)1−.
For every large n, if n ∈ S then we have n(1− − o(1))N(log n/R(m− 1; n)), and the
desired form follows as  can be arbitrarily small. If n ∈ T then R(m− 1; n)n1−R(m−
2; n).According to Turán’s theorem, the independence number of every graph onN vertices
with average degree d is at leastN/(1+d). SowehavenN/R(m−1; n)N/(n1−R(m−
2; n)). The desired form thus follows from the induction hypothesis on R(m− 2; n).
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Let us turn to establish the second bound. We again apply induction on m2. Clearly it
sufﬁces to consider the case when H is a complete graph with exactly one edge missing.
LetG be a graph on N = r(H + K¯n,Kn)− 1 vertices that contains no H + K¯n and has
independence number at most n− 1. For m= 2, H + K¯n =K2,n. In view of the bound of
ex(K2,n;N) in (3), the average degree of G is at most √(n− 1)N + 1<
√
nN . Since G
contains no K2,n, the maximum degree of any subgraph induced by a neighborhood of a
vertex is at most n− 1. It follows from (8) that
n− 1N log(
√
nN/n)− 1√
nN
,
which impliesN(1+o(1))n3/(log n)2, and hence the desired upper bound follows when
m= 2.
So we proceed to the induction step and assume m3. Let H ′ be a graph obtained from
H by deleting a vertex that is not incident to the missing edge, and let H ′′ be a graph
obtained from H by deleting two vertices that are not incident to the missing edge if m4
and set H ′′ = K1 if m = 3. Since G contains no H + K¯n, each vertex v of G has degree
at most r(H ′ + K¯n,Kn) − 1, and the maximum degree of the subgraph induced by the
neighborhood of v is at most r(H ′′ + K¯n,Kn)− 1. It is clear that the induction hypothesis
applies to both r(H ′ + K¯n,Kn) and r(H ′′ + K¯n,Kn) for m4. The remaining proof is
similar to that for the ﬁrst upper bound and thus the details are omitted. 
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