Abstract. We compute K-theory invariants of algebras of pseudodifferential operators on manifolds with corners and prove an equivariant index theorem for operators invariant with respect to an action of R k . We briefly discuss the relation between our results and the η-invariant.
Introduction
In this paper we analyze the K-groups of the norm closure of the algebra Ψ 0 b (M ) of b-pseudodifferential (or totally characteristic) operators acting on the compact manifold with corners M. In the case of a compact manifold with boundary this class of operators was introduced in [14] , see also [15] and [11] . For the general case of a compact manifold with corners it was described in [20] . There are closely related algebras which have the same completion, see [17] .
The algebra Ψ 0 b (M ) can be identified with a * -closed subalgebra of the bounded operators on L 2 b (M ) = L 2 (M, Ω b ) (corresponding to a logarithmically divergent measure), and its Fredholm elements can then be characterized by the invertibility of a joint symbol consisting of the principal symbol, in the ordinary sense, and an 'indicial operator' (as for Fuchsian differential operators) at each boundary face, which arises by freezing the coefficients at the boundary face in question. In view of the invariance of the index with respect to small perturbations [9] , we consider (as in the case ∂M = ∅ for the Atiyah-Singer index theorem, [3, 24] ) the C * -algebra obtained by norm closure, which we denote A(M ). Its K-theory is easier to compute than that of the uncompleted algebra. Just as in the case of a manifold without boundary, the principal symbol map σ has a continuous extension to A(M ) with values in C( A ∈ A(M ) to In H,M (A) ∈ A(H, M ). The joint symbol map is the direct sum of the principal symbol and the indicial operators at all boundary hypersurfaces. Its range is subject to compatibility conditions between symbol and indicial operators and between indicial operators at the intersections of boundary hypersurfaces. Using these indicial maps, we construct a composition series for A(M ) :
The subquotients of this composition series are identified in Theorem 2:
as the sum over the boundary faces of dimension l of the C * algebras of continuous functions vanishing at infinity on R n−l and taking values in the compact operators on an associated Hilbert space (of dimension one when l = 0). The end cases are
The K-theory of each of these subquotients is readily computed, and this leads to a spectral sequence for the K-theory of A(M ).
To deduce the composition series (1), we first describe joint symbol maps 'at dimension l' in the smooth (i.e. uncompleted) setting; the ideals I l are the completions of the null spaces of these morphisms. To show the appropriate exactness properties for the morphisms obtained by continuous extension, we use lifting properties for the symbol and indicial morphisms.
In the particular case of a compact manifold with boundary, as already noted, the principal symbol map induces an isomorphism of K 0 -groups, whereas each component of the boundary contributes an extra copy of Z to K 1 ; this can be attributed to "spectral flow" invariants [2] . More precisely, if ∂M has q components, there is a short exact sequence
If the boundary is connected, the index morphism Ind : K 1 (Q(M )) → Z provides a splitting of this exact sequence. In a forthcoming note we will discuss the surjectivity of σ * in relation to boundary conditions of Atiyah-Patodi-Singer type for elliptic operators, and use that discussion as a model for Fredholm boundary conditions on general manifolds with corners. We also compare the algebraic and topological K-theory of the uncompleted algebra Ψ 0 b (M ), and thereby interpret a result in [16] on the η-invariant in this setting. We conclude the paper with some results on the equivariant index of operators on manifolds equipped with a proper action of R k . In summary the contents of this paper are as follows. In the first section we recall background material and notation concerning manifolds with corners. In §2 the symbol map and indicial morphisms for the algebra of b-pseudodifferential operators are discussed. In the next section the alternative description of the indicial morphism in terms of indicial families, obtained by taking the Mellin transform, is described. In §4 the continuous extension of the symbol map to the closure of the algebra of the b-pseudodifferential operators in the bounded operators on L 2 is considered.
We would like to thank Is Singer for a helpful discussion and Robert Lauter for alerting us to his related work in [13] .
Manifolds with corners
We shall work in the context of smooth manifolds with corners M. By definition, in such a space every point p ∈ M has coordinate neighborhoods diffeomorphic to [0, ∞) k × R n−k , where n is the dimension of M, k = k(p) is the codimension of the face containing p, and p corresponds to 0 under this isomorphism. The transitions between such coordinate neighborhoods must be smooth up to the boundary; this is the same as being extendible smoothly across the boundary. An open face is a path component of the set ∂ k M of all points p with a fixed k = k(p). The closure, in M, of an open face will be called a boundary face, or simply a face. A boundary face of codimension one may be called specifically a boundary hypersurface. In general, such a boundary face does not have a covering by coordinate neighborhoods of the type described above, because boundary points may be identified. To avoid this problem, we demand, as part of the definition of a manifold with corners, that the boundary hypersurfaces be embedded. More precisely, this means that we assume that, for each boundary hypersurface H of M , there is a smooth function ρ H ≥ 0 on M, such that
If p ∈ F, a face of codimension k, then exactly k of the functions ρ H vanish at p. Denoting them ρ 1 , . . . , ρ k , the differentials dρ 1 , . . . , dρ k must be linearly independent at p; it follows that the addition of some n − k functions (with independent differentials on F at p) gives a coordinate system near p; in fact, this is what we shall mean by a coordinate system at p.
We denote by F(M ) the set of boundary faces of M, by F 1 (M ) the set of boundary hypersurfaces H ∈ F(M ) (i.e. faces of codimension 1) and, more generally, by F l (M ), for 0 ≤ l ≤ n = dim M, the set of boundary faces of codimension l. It is also convenient to let F l (M ) = F n−l (M ) denote the set of boundary faces of dimension l. In view of the assumed existence of boundary defining functions, (2), they are all manifolds with corners. Without loss of generality, it can be assumed that M is connected, and hence that there is a unique face of codimension 0, namely M.
It is useful to make a choice of functions ρ H as in (2) and fix a metric h which locally at any point p has the form
where x 1 , . . . , x k , y 1 , . . . , y n−k are some local coordinates at p, and
are the chosen defining functions. The existence of such a metric is shown in [10] , for example. The choice of the functions ρ H for all H ∈ F 1 (M ) establishes a trivialization N F F × R k of the normal bundle to each boundary face. In fact, these bundles are naturally decomposed as sums of trivial (but not canonically so) line bundles; namely the normal bundles to the hypersurfaces containing F
We denote by N + F ⊂ N F the closed set of normal vectors that point into the manifold M. They are exactly those vectors which have non-negative x-components.
The group (0, ∞) k = R * k + acts naturally on N + F by dilations. Consider the projective compactification of the closed half-line (as in (54) in the appendix)
The multiplicative action of (0, ∞) on [0, ∞) lifts to be smooth on [−1, 1], so the kfold application of this compactification embeds the inward pointing normal bundle
to any boundary face of a manifold with corners into
k × F with the C ∞ structure on the compactification independent of the choice of boundary defining functions used to produce the trivialization; the action of R * k + lifts to be smooth on N + F. These compactified inward-pointing normal bundles to the boundary faces play an important rôle in the 'localization' of operators at the boundary. In particular, the space N + F is a 'model' for M near F. If G ⊂ F is a pair of boundary faces then the closure in N + F of the union N + G F of the fibers over G forms a boundary face G N F ⊂ N + F. Use of the boundary defining functions shows that there is a natural identification of the compactified inward-pointing normal bundle of G N F , as a boundary face of N + F , with N + G :
Now the action of (0, ∞) k by dilations lifts to an action on
This action is independent of the choice of defining functions; here Ω b is the bdensity bundle, with global section
The exponential map associated to the Levi-Civita connection of a metric of product type, as described above, gives a diffeomorphism from a neighborhood V F of the zero section in N + F to an open neighborhood of F in M :
Due to the particular choice of the metric h, Φ F is a diffeomorphism of manifolds with corners, which maps the zero section of N F onto F. Let ϕ F be a smooth function on M, 0 ≤ ϕ F ≤ 1, supported inside Φ F (V F ), and such that ϕ F = 1 in a neighborhood of F. Later we shall later use the maps
where
The maps L F are well defined since supp ϕ F ⊂ Φ F (V F ). The b-pseudodifferential operators considered here are obtained by a process of 'microlocalization' of the Lie algebra, V b (M ), of smooth vector fields which are tangent to all the boundary faces. As such, they are closely related to the b-cotangent bundle 
If M is a manifold without boundary this definition reduces to that of 1-step polyhomogeneous (i.e. classical) pseudodifferential operators in the usual sense. The second approach, readily shown to be equivalent to the first, is to define the appropriate class of kernels directly on a stretched version of M 2 . This intrinsically global approach has the virtue of making many of the proofs below transparent.
We shall be concerned mainly here with the algebra Ψ 
In case m = 0, we simplify the notation and write σ 0 = σ; the bundle P 0 is canonically trivial, so the short exact sequence (9) becomes
The algebra Ψ (N + F ) are invariant under this action, so we define a 'reduced' symbol map
It gives rise to a short exact sequence for the indicial operators
Every b-pseudodifferential operator has an invariant indicial operator at each boundary face. To define it, let L F be as in (7).
Theorem 1.
For any boundary face F ∈ F(M ) there is a surjective morphism
independent of any choices and uniquely determined by the property
Although this is a basic result of the calculus, we outline a 'local' proof and then describe the global approach.
As discussed in the Appendix, T is locally of the form (55). If x 1 , . . . , x k are defining functions for the face to which p belongs and y 1 , . . . , y n−k are additional local coordinates then the defining formula (55) reduces to
where now T (s, x, y, y ) is conormal at x i = 1, y = y or smooth as the localizing functions are in the same or different coordinate patches; it is still rapidly decreasing as x i → 0 or ∞ and now has compact support in y, y .
Since the computation is local, we can assume that T = L * F T L F , and then
(after a dilation in the x -variables). This shows immediately the existence of the limit as → 0 in the statement, and that the the localized indicial operator is given by
To see the surjectivity of the indicial morphism for F , it is enough to work locally on F 2 , since the invariance properties are preserved under such localization. Thus T can be assumed to have support in a product of coordinate patches, so takes the form (17) . Inserting cut-off factors φ(x j ) and ψ(x j /x j ), for j = 1, . . . , k, where φ, ψ ∈ C ∞ (R) have supports near 0 and 1, respectively, and satisfy φ(0) = 1 and
In the global description of the kernels as distributions on M Recall that if G ⊂ F are both boundary faces of M , then G determines a boundary face G F of N + F ; using the identification (5), the boundary maps can be iterated and identified directly from the formulae in the proof above.
Corollary 1. If G ⊂ F are boundary faces of M , then the indicial maps satisfy
The null space of the indicial map for a boundary hypersurface is easily seen from the local coordinate discussion above, or even more readily from the more direct global definition. Namely, for each H ∈ F 1 (M ), there is a short exact sequence
This has a useful extension to several hypersurfaces.
L, is a collection of boundary hypersurfaces, the joint null space of the indicial maps In
, where ρ i = ρ Hi are defining functions for the H i .
Proof. Proceed by induction over L. By (19) , if In H1,M (T ) = 0, then T = ρ 1 T 1 . Now, from the fact that In Hi,M is a morphism:
Applying the inductive hypothesis to T 1 , for these L − 1 hypersurfaces, gives the inductive hypothesis for L hypersurfaces. 
Indicial family
The indicial morphism is closely related to the fact that Ψ 
is an isomorphism. Taking z = 1, it follows that
defines an operator on C ∞ (H). This restriction map is a surjective morphism
Using the Mellin transform, the relationship between In H,M (A) and A| H is easily seen to be
where dρ H is a well-defined function on N H and hence a distribution on N + H. This follows directly from the limiting formulae in the proof of Theorem 1. For a boundary face of codimension k, the analogous result holds using the k defining functions for the boundary hypersurfaces containing F. It is therefore natural to define the indicial family
where A ∈ Ψ m b,I (N + F ). Note that the definition does depend on the choice of defining functions for the boundary hypersurfaces containing F.
Although it is straightforward to characterize the range of the map in (23), less precise information suffices for our purposes below.
The range of In F,M includes all entire functions of g(z) with values in the spacė
, of fully smoothing kernels, satisfying the estimates sup
for every C, p and seminorm 
since these are the smooth functions vanishing to infinite order at all boundary faces. Since the indicial family is obtained by taking the Mellin transform in each of the variables in [1, 1] k , the Paley-Wiener theorem shows that entire smoothing operators satisfying (25) are in the range of In F,M .
The first part of the statement follows from similar standard estimates for the Mellin transform (and hence the Fourier transform).
Joint symbols
By combining the definitions of the symbol map in (10) and of the indicial operator in (14) , the compatibility condition between the two is immediately apparent
These are the only compatibility conditions. This can be formalized by defining the joint symbol
In view of (18) , all the indicial operators for boundary faces of codimension greater than 1 can also be extracted from j(T ).
Proposition 3. The joint symbol map has as range the subspace
Proof. That these compatibility conditions on the range hold has already been shown. To prove the surjectivity of j it is convenient to prove the more general statement that for any collection of boundary hypersurfaces H i and and
with In Hi,M (T ) = S i proved that the corresponding compatibility conditions are satisfied, that whenever F ∈ F(M ) and
This is the desired result for the set of all boundary hypersurfaces and is already known from the exactness in (19) for one hypersurface.
We proceed by induction over the number L of hypersurfaces. By the surjectivity of the indicial map at H 1 we can choose More generally, if F is a boundary face of M , we can define a 'joint symbol morphism' for the indicial algebra at F by
The same argument as in the proof of the proposition above identifies the range of this morphism as the set of operators satisfying the 'obvious' compatibility conditions:
Proposition 4.
For any boundary face F of M , the joint symbol map at F gives a short exact sequence
where ρ F ∈ C ∞ (F ) is the product of boundary defining functions for the boundary hypersurfaces of F.
Combining the indicial operators at the boundary faces of a given dimension with the symbol, consider
The range of this map is the subspace satisfying the appropriate compatibility conditions on a and
The null space is simply
with j F given in (27). Each of these norm closed algebras of operators on a Hilbert space is closed under conjugation, so by the theorem of Gelfand and Naimark they are all C * -algebras. Below we will use the fact that any algebraic morphism of C * -algebra is continuous and has closed range [8] . In particular, as in the case of a compact manifold without boundary the symbol map extends by continuity.
For a locally compact space X, we shall denote by C 0 (X) the C * -algebra of those continuous functions on X that vanish at infinity. It is the norm closure in supremum norm of the algebra C c (X) of continuous compactly supported functions on X. If X is a smooth manifold the set of compactly supported smooth functions will be denoted by C ∞ c (X); it is also dense in C 0 (X). Proposition 5. The symbol maps in (13) and (12) extend by continuity to surjective maps
Proof. Consider first the full algebra A(M ). From the oscillatory testing property of the principal symbol map, Proposition 1, it follows that σ F (T ) ≤ T , for all T ∈ Ψ 0 b (M ). Moreover, the principal symbol morphism σ F is a * -morphism, i.e. it satisfies
Consequently its range is closed [8] . 
is defined by continuous extension of In GF ,N + F , and hence satisfies
for any triple of boundary faces F ⊂ F ⊂ F.
Proof. It follows from the definition of the indicial morphisms In F,M given in Theorem 1 that they satisfy
and hence In F,M (T ) ≤ T . This show that In F,M extends by continuity to the norm closure. The surjectivity follows from the corresponding surjectivity of the indicial maps in Theorem 1; the remainder of the proof now follows from Corollary 1.
Cross-sections
In order to analyze the null spaces of the symbol map, (32), and of the indicial morphism, (33), we construct a cross-section for In G,F,M .
Proposition 7.
For each F ∈ F(M ) and each G ∈ F 1 (F ), there is a linear map λ F,G : A(G, M ) −→ A(F, M ) with the following properties:
and, whenever G ∈ F(F ) is another face with G ⊂ G, then
Note that in (37), G ∩ G is either empty or else is a non-trivial union of boundary hypersurfaces of G .
Proof. Initially, we define λ H,M , for every H ∈ F 1 (M ), by the formula
H , where L H is as in (7) .
For an arbitrary pair (F, G), as in the statement, there exists a unique H ∈ F 1 (M ) such that G is a component of F ∩ H; let the other components be G i , i = 1, . . . , L. Using the local coordinate representations above we see that the indicial operator In F,M •λ M,H (T ) depends only on In G,H (T ) and the In Gi,H (T ). Hence we can define the linear section λ F,G by the requirement
Here we use the disjointness of these boundary hypersurfaces to conclude that In G,H.M is still surjective onto A(G, M ) when the domain is restricted as in (38).
Consider now three faces F, G and G , G ∈ F 1 (F ), G ⊂ F, as in the statement of the proposition. Let H ∈ F 1 (M ) be such that G is a component of F ∩ H, with the G i as above. Then, for all T ∈ A(H, M ) with In Gi,H (T ) = 0
This is enough to conclude the proof in the case G ∩ G = ∅.
On the other hand, if G ∩ H = ∅ and K is one of its components, then it is necessarily a boundary hypersurface of G , so λ G ,K is defined and
where we have used the definition (38), the properties of the indicial morphisms proved in the previous proposition. This completes the proof of the Proposition.
By placing extra conditions on the functions φ F it is actually possible to define
for all pairs F , F and any connected component G of F ∩ F . Then we can find T ∈ A(F, M ), respectively T ∈ Ψ 0 b,I (N + F ), such that T F = In F ,F (T ) and T ≤ C max T F , where the constant C > 0 depends only on the face F.
Proof. Let F 1 (F ) = {F 1 , F 2 , . . . , F m } and define T 1 = λ F,F1 (T F1 ) ∈ A(F, M ) (respectively T 1 ∈ Ψ 0 b,I (N + F )) and
We will prove by induction on l that In Fj ,F (T l ) = T Fj for all indices j ≤ l. Indeed, for l = 1, this is the basic property of the sections λ. We first prove the inductive statement for l + 1 and j ≤ l.
If
Using the inductive hypothesis for l and the compatibility relation from the assumptions of the Corollary, we have
Thus in both cases In
From this construction we may take C = 3 m−1 .
It is also possible to construct a cross-section for the symbol map; however, we content ourselves with the existence of suitable liftings.
Proposition 8. For any compact manifold with corners M there is a constant C such that for any
In the case of a normal space
Proof. It suffices to assume that a is real-valued. We will prove the general statement following (39) using induction over the maximal codimension of boundary faces for F (not M, the manifold of which it is a boundary face.) Note that we already know the symbol map to be surjective, it is the norm estimate on an element in the preimage of a that we need.
The basic case where M is compact without boundary is well known. Indeed, for any A ∈ Ψ 0 (M ) with symbol a, the spectrum of A outside the disk of radius a L ∞ (S * M ) is discrete and consists of finite rank smooth eigenspaces. Since A can be replaced by its self-adjoint part, it splits as a sum of the orthogonal actions on the eigenspaces corresponding to eigenvalues in |z| ≤ 2 a L ∞ and those outside this disk. The latter part is a smoothing operator, so subtracting it gives (39) with C = 2.
To complete the initial step in the induction we need the more general, indicial, case with F a manifold without boundary which is a boundary face of M. Thus, given a ∈ C ∞ ( b S * F M ), we need to find A ∈ Ψ k × F and then a can be interpreted as a smooth function on the sphere bundle of
Thus a can be interpreted as an R k invariant function on S * F . As such the discussion for a compact manifold applies, and gives A 1 ∈ Ψ 0 (F ) with symbol a satisfying (39). In fact, A 1 can be taken to have kernel supported in any preassigned neighborhood of the diagonal inF 2 ; it is only necessary to take a sufficiently fine partition of unity, φ i onF and discard all terms φ i A 1 φ j , where the supports of φ i and φ j are disjoint. Furthermore, if this neighborhood is invariant under the diagonal R k action, it can be assumed that A is invariant, by averaging (over the dual torus). Now such a sufficiently small Subtracting the symbol of A 1 from the given a, we can now assume that a| H1 = 0. Proceeding successively with the boundary faces, we can assume that a| Hi = 0, for i < j, provided we can then construct A j ∈ Ψ 0 b,I (N + F ) with symbol a j such that a j = a on H i , i ≤ j (so vanishes for i < j). Simply choose A j ∈ Ψ . Then the function φ(ρ/δ) ∈ C ∞ (F ) is 1 on the boundary but with support in ρ < 1. In this case we can cut off close to the boundary of F. Thus Bρφ(ρ/δ) ≤ δ B and σ F (Bρφ(ρ/δ) = aφ(ρ/δ). Choosing δ small we are finally reduced to the case that the symbol takes the form a = (1 − φ(ρ/δ))a, so vanishes identically near the boundary of F. Returning to the beginning of the induction, we can simply double F across all its boundary hypersurfaces to a manifold without boundary and choose an appropriately bounded A with symbol a . Again cutting off the kernel near the boundary of F, in both factors, does not change the symbol and gives an element of Ψ 0 b,I (N + F ). This completes the inductive step.
Symbol sequences
Using these cross-sections, we can now analyze the short exact sequences for the symbol maps on the completed algebras.
Proposition 9. The symbol map (12) gives a short exact sequence
Proof. Only the exactness at A(F, M ) remains to be shown. By continuity of the symbol map, the algebra A − (F, M ) is contained in the null space of σ F , so suppose A ∈ A(F, M ) and σ F (A) = 0. By definition, there is a sequence B n ∈ Ψ 0 b,I (N + F ) with B n → A in norm. Continuity of the symbol map shows that a n = σ F (B n ) → 0 in L ∞ . Using Proposition 8 we can choose A n ∈ Ψ 0 b,I (N + F ) with σ(A n ) = a n and A n ≤ C a n → 0. Then B n − A n → A in norm and σ F (B n − A n ) = 0, so
For a given face F of M we are particularly interested in the joint symbol morphism j F and the replacement for (28) for the completed algebras. Denote by K(H) the algebra of compact operators on a Hilbert space H, Proposition 10. For any boundary face F of codimension k in M the (continuous extension of ) the joint symbol map at F gives a short exact sequence
where there is an isomorphism of C * algebras
Proof. Use of the sections for the indicial morphisms and the lifting property for the symbol map, as above, shows that the norm completion of R F,M in (28) is precisely R F,M as defined above. Similarly, as in the proof above, the sequence (41) Similar considerations apply to the maps j l in (29).
Proposition 11. For each l, the map j l extends by continuity to a morphism defining a short exact sequence 
just the closure of the space in (31).
Composition series
Using these results on the joint symbols we can now see that the null spaces of the morphisms j l give a composition series for the completed algebra. 
consisting of the closed ideals in (44); the partial quotients are
and
The composition series and the isomorphisms are natural with respect to maps of manifolds with corners which are local diffeomorphisms.
The last isomorphism reduces to
* M ) was proved in Proposition 9. That the ideals I l form a composition series for A(M ) follows directly from their definition in (43). To examine the partial quotients consider j l+1 acting on I l . Essentially by definition its null space is I l+1 . Since the symbol and the indicial operators on faces of dimension less than l already vanish on I l the map j l can be replaced by the direct sum of the symbol maps at faces of dimension l + 1. In fact, this gives a short exact sequence
The surjectivity here follows from Proposition 10. The identification in (42) of K F,M now leads immediately to the isomorphisms in (45).
The naturality of the composition series follows from the naturality of the principal symbol and of the indicial maps.
The indicial algebras A(F, M ) have similar composition series which are compatible with the indicial morphisms. 
Theorem 3. The algebra A(F, M ) has a composition series
Proof. The proof consists of a repetition of the arguments in the proof of the preceding theorem, replacing M by F .
We have the following generalization of Proposition 10.
Corollary 3. If F is a face of codimension k in M , then passage to indicial families gives an isomorphism
Proof. The map
is compatible with the composition series of A(F, M ) and A(F 0 , M 0 ) of the above Theorem and induces an isomorphism on the partial quotients (after completing in norm). The density property in the above corollary completes the proof. 
The tensor product ⊗ min is the minimal tensor product of two C * -algebras and is defined as the completion in norm of
Proof. We will assume that F i = M i , the general case being proved similarly. We have Ψ
, discussed at the beginning of § 5, we conclude the existence of a morphism χ :
which preserves the composition series. Moreover, by direct inspection the morphisms induced by χ on the subquotients are isomorphisms. If follows that χ is an isomorphism as well.
For a compact manifold with boundary the results can be made even more explicit. The theorem below was also obtained by Lauter [13] .
Theorem 4. If M is a compact manifold with boundary then
The indicial algebra of the boundary, A(∂M ), fits into an exact sequence
where G ranges through the connected components of ∂M .
Computation of the K-groups
Our starting point for the computation of the K-groups of the algebras discussed in the previous section is the short exact sequence, of C * -algebras,
This exact sequence gives rise to the fundamental six-term exact sequence in Ktheory (see [5] )
where we are particularly interested in the K-groups of Q(M ). Now 
see [5, 6, 12] . We proceed to study the exact sequences
corresponding to the composition series described in Theorem 2. We know that
We shall fix these isomorphisms uniquely as follows. For j = 0,
will be the dimension function; it is induced by the trace. For j > 0 we define the isomorphisms in (48) by induction to be compatible with the isomorphisms
where the boundary map corresponds to the exact sequence of C * -algebras
in which all vertical arrows are isomorphisms, the bottom exact sequence is obtained
, and the boundary map
is (the inverse of ) the canonical isomorphism.
It follows from the corollary 4 that the algebra
The first commutative diagram then is just an expression of the composition series of A − (H), Theorem 2. Then an easy argument reduces the computation of the connecting morphism ∂ to that of the connecting morphism of the Wiener-Hopf exact sequence (i.e. the Wiener-Hopf extension). This is a well known and easy computation. It amounts to the fact that the multiplication by z has index −1 on the Hardy space H 2 (S 1 ) of the unit circle S 1 . See [5] for more details.
From Theorem 2 we then know that
Here n = dim M. 
is given by the incidence matrix. If n − l + i is odd, then ∂ = 0.
Proof. Let e F ∈ K i−1 (I l−1 /I l ) and e F ∈ K i (I l /I l+1 ) be the canonical generators of these groups. We need to show that
The idea of the proof is to reduce the computation to the case M = M 0 , F = F 0 and F = F 0 considered in the preceding lemma: 
and the induced map on K-theory,
, maps e F 0 to e F . We will first compute the boundary map
with the generators of the second group being indexed by the faces F n−l in the order given by the additional coordinate (thus F (0) 0 = F 0 ). It is enough to compute ∂ 0 for an arbitrary choice of orientations, so we can choose the canonical one (given by the order of components). We then need to prove that the coefficients c j defined by
By symmetry it is enough to assume j = 0.
The indicial map In F0,M0 restricts to an onto morphism
l+1 ) −→ Z is the projection onto the first component (i.e. it gives the coefficient of e F0 ). Using again the naturality of the exact sequence in K-theory, we further reduce the proof to the computation of the boundary map in the exact sequence
This computation is the content of previous lemma. The proof is complete.
Families of manifolds with boundary
The results obtained above on the structure of the norm closure of the algebra of b-pseudodifferential operators on a manifold with corners can be extended to families of operators acting on the fibers of a fibration. For brevity, we state these results only for families of manifolds with boundary.
Let π : Z −→ X be a smooth fibration, with Z a manifold with boundary and fibers modeled on the manifold with boundary F. We consider the algebra Ψ 
Proof. This is essentially a repetition of the arguments above, carrying a parameter x ∈ X.
This theorem allows us to determine explicitly the K-theory groups of the normclosed algebras associated to families of manifolds with boundary.
Theorem 7. Let π : Z → X be as above and set Q(Z) = A π (Z). Then the principal symbol σ induces isomorphisms
and the boundary map ∂ :
Proof. The groups K i (C(X, L 0 )) can be computed using the Künneth formula [5, 23] . Since K * (L 0 ) = 0 it follows that K * (I n−1 ) = 0, which, in view of Theorem 6, proves the first part of the theorem.
In order to prove (51), observe that, using (50), the composite map (51) is also surjective. This shows that ∂ = 0.
One important problem is to explicitly compute the family index map [4] 
corresponding to the exact sequence 0 → C 0 (X, K) → A π (Z) → Q(Z) → 0 along the lines of [18] . A consequence of our computations is the following corollary.
Corollary 5. The composition
is the canonical isomorphism.
Proof. Indeed, Ind •j Z is, by naturality, the boundary map in the six term KTheory exact sequence associated to the exact sequence 0 −→ I n−1 −→ I n −→ I n−1 /I n −→ 0.
Since K i (I n ) = 0, it follows that the connecting (i.e. boundary) morphism in the above six term exact sequence is an isomorphism. The descriptions of the ideals I n−1 and I n in the previous theorem then completes the proof.
11. An R q -equivariant index theorem
Consider a smooth manifold X endowed with a proper, free action of R q . We can assume that X = R q × F with R q acting by translations. If D is an elliptic differential operator on R q × F which is invariant under the action of R q it is natural to look for index type invariants of D. We construct and compute such invariants using results from the previous sections. More generally, we consider elliptic matrices of operators.
Let n be the dimension F. We have already defined the algebra Ψ 0 b,I (N + F ), consisting of R q -invariant, pseudodifferential operators order 0 on R q × F when we studied the indicial algebra at a boundary face F of codimension q of the noncompact manifold M.
Appealing to the same philosophy as before, we shall consider the closure in norm of this algebra, denoted A(F, M ), as before. We then know from Proposition 9 that there is an exact sequence
The connecting morphism (boundary map)
can be interpreted as an R q -equivariant index, and its computation will then be regarded as an R q -equivariant index theorem. Above we have used the standard isomorphism K q (C 0 (R q , K)) Z, as explained in Section 9. Denote Y = S * M | F = S * M/R q , and orient it as the boundary of (the dual of) R q × T M, if T M is oriented as an almost complex manifold, as in the AtiyahSinger index theorem. Also, denote by T (F ) ∈ H even (F ) the Todd class of the complexified cotangent bundle of F and by Ch the Chern character. 
is not zero. This follows from results of [16] who proves the existence of a onto morphism η : K alg 1 (Ψ ∞ b (R × F ) R ) −→ C, which coincides with the usual η-invariant of [2] for admissible Dirac operators. Moreover, the composition η • i computes the spectral flow.
In subsequent papers [19, 18] we will use the above observation to exted the result of [16] to families and to study the relation between the η-invariant and cyclic cohomology [6] . 
is used to identify the interiors of M 2 and M of the space of kernels of (polyhomogeneous) pseudodifferential operators on R k . Since these kernels are smooth away from Diagb the condition in (53) that the kernels vanish in Taylor series at the boundary faces B , it is also invariant under
