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Abstract
In this paper a numerical method has been applied to solve second order panto-
graph differential equations via Boubeker polynomial. To examine the validity and
convergence of the proposed method, we presented some test problems of second
order Pantograph differential equations. Moreover, results obtained through the
proposed technique are in comparison with the reported results and it was found
good in agreement.
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1. Introduction
This research work is focus with the generalization of Delay differential equation famous
as Pantograph equation (with variable as well as constant coefficients) which also contains
a linear functional opine (with advanced cases as well as retarded cases or in some
proportional delays). Usually delay differential equation with some time lags are known
as Pantograph differential equation. The name of Pantograph equation comes from the
work of Ockendon and Tayler work [1]. Due to its wide range of application many
authors studied Pantograph equation analytically as well as numerical aspects [[6]-[7]].
Pantograph equations play a major role in describing many different real life phenomena.
They emerge in industrial applications [8] and in studies which depend on nonlinear
dynamic systems, biology,control theory, astro-physics,cell growth, electro dynamic,
economy, and many others [[1],[8],[9]]. In addition,properties of the analytical and
numerical approximated solutions of pantograph equations have been investigated by
several authors [[1]-[4],[10]-[14]]. A Neuro heuristic computational intelligence method
used for the solution of nonlinear pantograph systems by Raja [16]. Osman applied
polynomial interpolation for solving pantograph equation [19]. Neural network method
used for solving multi-pantograph equation by iftikhar [17].
Our basic purpose of present study is to create a numerical method which is called
collocation method which depend on Boubeker polynomial and collocation points for
approximated solution of Pantograph differential equation [[2]-[5]]. A chebyshev col-
location method was applied for solving singular integral equation with cosecant kernel
[18]. Some more work by different authors [20]-[21]. In present study, we will examine
the generalized Pantograph differential equation.
Um(x) =
J∑
j=0
m−1∑
k=0
Gjk(x)U
k(µjx + γ j ) + h(x) (1)
m−1∑
k=0
cikU
k(0) = λi (2)
Where Gjk(x) and h(x) are the analytic functions; cik, λi, µj and γ j are real or complex
constants. Our focus is to get approximated solution of problem (1) and (2) as truncated
First Boubeker expansion defined as
U(x) =
M∑
n=0
ηBn(x), 0 ≤ x ≤ b < ∞ (3)
Where Bn (x), n = 0, 1, 2, . . . denote the First Boubeker series; ηn, 0 ≤ n ≤ M are
unknown First Boubeker coefficients, and M will be chosen any positive integer such
that M ≥ m. Here is universal standard First Boubeker polynomials are described by
B0(x) = 1
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B1(x) = x
B2 = x2 + 2
Bm(x) = XBm−1(x) − Bm−2(x)f or
and a monomial definition of these polynomials was established by Labiadh et al. [5].
Bn =
n
2∑
p=0
[n − 4p
n − o C
p
n−p].(−1)p.xn − 2p (4)
2. Fundamental Relations
Consider the Eq. (1) and to find the matrix equation, in the start we need to convert U(x)
which is the solution and its derivative Uk(x) described by the truncated boubeker series
(3) to matrix form.
U(x) = B(x) η and U(k)(x) = B(k)(x) η, k = 0, 1, 2, . . . (5)
B(x) = [B0(x) B1(x) B2(x) , . . . , BM(x)]
η = [η0 η1 , . . . , ηM ]T
After using expression (4) and n = 0, 1 , . . . , M, we get the analogous matrix which
defined by
B(x) = X(x) Z′ (6)
’=transpose of matrix
where
X (x) = [1 x ..... xM ]
if N is odd, then
Z =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ψ0,0 0 0 0 · · · 0 0
0 ψ1,0 0 0 · · · 0 0
ψ2,1 0 ψ2,0 0 · · · 0 0
...
...
...
...
. . .
...
...
ψM−1,M−12 0 ψM−1,M−32 0 · · · ψM−1,0 0
0 ψM,M−12 0 ψM,M−32 · · · 0 ψM,0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;
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if N is even,then
Z =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ψ0,0 0 0 0 · · · 0 0
0 ψ1, 0 0 0 · · · 0 0
ψ2, 1 0 ψ2, 0 0 · · · 0 0
...
...
...
...
. . .
...
...
0 ψM−1,M− 22 0 ψM−1, M−42 · · · ψM−1,0 0
ψM, M2
0 ψM,M−22 0 · · · 0 ψM,0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where
Bn(x) =
n
2∑
p=0
ψn,pT
n−2p, n = 0, 1, . . . ,M
ψn,p =
[n − 4p
n − p C
p
n−p](−1)p
From Eq. (6)
B(k)(x) = X(k)(x)Z′ (7)
To access the matrix X(k)(x) in form of the matrix X(x), generally this procedure is
followed:
X(1) (x) = X(x) P 1
X(2) (x) = X(1)(x)P = X(x)P 2
X(3) (x) = X(2) (x)P = X (x)P 3 (8)
...
X(k) (x) = X(k−1)(x) P = X (x) P k
where
P =
⎡
⎢⎢⎢⎢⎢⎣
0 1 0 · · · 0
0 0 2 · · · 0
...
...
...
. . .
...
0 0 0 · · · M
0 0 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎦
likewise we have the relations between X(k)(µjx + γ j ) and X(x) which is as follows:
X (µj x+γ j ) = [1 (µj x+γ j ) (µjx+γ j )2 · · · (µjx+γ j )n] = X(x) A(µj , γ j ) (9)
X(k)(µj x + γ j ) = X (µj + γ j )P k (10)
and from (9) and (10)
X(k)(µjx + γ j ) = X(x)A(µj + γ j )P k (11)
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where
A(µj , γ j )
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
0
0
)
(µj )
0(γ j )
0
(
1
0
)
(µj )
0(γ j )
1
(
2
0
)
(µj )
0(γ j )
2 · · ·
(
M
0
)
(µj )
0(γ j )
M
0
(
1
1
)
(µj )
1(γ j )
0
(
2
1
)
(µj )
1(γ j )
1 · · ·
(
M
1
)
(µj )
1(γ j )
M−1
0 0
(
2
2
)
(µj )
2(γ j )
0 · · ·
(
N
2
)
(µj )
2(γ j )
M−2
...
...
...
. . .
...
0 0 0 · · ·
(
M
M
)
(µj )
M(γ j )
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and for µj = 0, γ j = 0
A(µj , 0) =
⎡
⎢⎢⎢⎢⎢⎣
(µj )
0 0 · · · 0
0 (µj )1 · · · 0
...
...
. . .
...
0 0 0 · · · 0
0 0 0 · · · (µj )M
⎤
⎥⎥⎥⎥⎥⎦
Therefore, by putting the matrix forms in Eq. (7) and Eq. (8) into Eq. (5), the resultant
matrix is
U(k)(x) = X(x)P kZ′ η (12)
and by using the (5), (7) and (11)
U(k)(µjx + γ j ) = B(k)(µjx + γ j )η = X(k)A(µjx, γ j )P kZ
′
η, k = 0, 1, 2, . . . (13)
3. Methodology
In the present section we will form the basic form of matrix equation analogous to Eq.
(1). By putting equations Eq. (12) and (13) in Eq. (1), and after solving we get the
matrix equation
X(x)PmZ
′
η =
J∑
j=0
m−1∑
k=0
Gjk(x)X(x)A(µj , γ j )P
kZ
′
η + g(x) (14)
By using in Eq. (14) the collocation points Xi defined byXi = b
N
, i = 0, 1, . . . , M ,
we obtain the system of equations in the form of matrix.
X (xi)P
mZ
′
η =
J∑
j=0
m−1∑
k=0
Gjk(xi)X(xi)A(µj , γ j )P
kZ
′
η + h(x), i = 0, 1, . . . ,M
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or detailed fundamental matrix equation
XPmZ
′ −
J∑
j=0
m−1∑
k=0
GjkXA(µj , γ j )P
kZ
′
η = G (15)
where
Gjk =
⎡
⎢⎢⎢⎢⎢⎣
Gjk (x0) 0 0 · · · 0
0 Gjk (x1) 0 · · · 0
0 0 Gjk (x2) · · · 0
...
...
...
. . .
...
0 0 0 · · · Gjk(xM)
⎤
⎥⎥⎥⎥⎥⎦ , H =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
h(x0)
h(x1)
h(x2)
h(x3)
...
h(xM)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
X =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
X(x0)
X(x1)
X(x2)
X(x3)
...
X(xM)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
= Gjk =
⎡
⎢⎢⎢⎢⎢⎣
1 x0 x02 · · · x0M
1 x1 x12 · · · x1M
1 x2 x22 · · · x2M
...
...
...
. . .
...
1 xM xM2 · · · xMM
⎤
⎥⎥⎥⎥⎥⎦
Hence, Eq. (15) can be written in the form
Sη = H or [S;H ], S = [spq], p, q = 0, 1, . . . , n (16)
where
S = [spq] = XPmZ′ −
J∑
j=0
m−1∑
k=0
GjkT A(µj , γ j )P
kZ
′
Eq. (16) corresponds to the system of (N+1) algebraic equation along the unknown
Boubeker coefficients η0, η1, η2, · · · , ηN . On the other hand, the matrix in the forms
of conditions (2), as follows:
m−1∑
k=0
cikX(0)P kZ
′
η = [λi]
briefly
Yiη = [λi] or [Yi; λi], i = 0, 1, . . . , m − 1 (17)
where
Yi = [yi0yi1, . . . , yiM ] =
m−1∑
k=0
cikX(0)P kZ
′
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Finally, to access the approximated result of Eq. (1) with Eq. (2), by substitute the row
matrices (17) by the last m rows of the (16), we obtain the new matrix.
[Sˆ; Hˆ ] =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s00 s01 s02 · · · s0M ; h(x0)
s10 s11 s12 · · · s1M ; h(x1)
s20 s21 s22 · · · s2M ; h(x2)
...
...
...
. . .
... ; ...
s(M−m)0 s(M−m)1 s(M−m)2 · · · s(M−m)M ; h(x(M−m))
y00 y01 y02 · · · z0M ; λ0
z10 z11 u12 · · · z1M ; λ1
y20 y21 y22 · · · z2N ; λ2
...
...
...
. . .
... ; ...
y(m−1)0 y(m−1) 1 y(m−1) 2 · · · y(m−1) M ; λm−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(18)
If rank Sˆ = rank [Sˆ; Hˆ ] = M + 1 then we can write η = (Sˆ)−1Hˆ where coefficient
η( η0 η1 η2, . . . , ηM) is individually determined. Also the Eq. (1) under the Eq. (2) has
a unique approximated solution. By using First Boubeker expansion Eq. (3) we obtain
approximated solution of Eq. (1).
4. Illustrative Examples
Present section represents the numerical examples which given to show the conver-
gence,effectiveness properties and accuracy of the present method with Boubeker poly-
nomials, these performance will be performed on the computer using a computer code
in MATLAB R2016a.
4.1. Example 1
Let us take second order functional type pantograph differential equation.
u′′
(x
2
)
+
[
u′
(x
2
)]2 − 1
4
u
(
t
2
)
− 1
4
u(t) = 0, 0 ≤ x ≤ 1 (19)
with initial condition
u(0) = u′(0) = 1n (20)
We assume that the solution of first Boubeker polynomials is
u(x) =
M∑
n=0
ηnBn(x)
The basic matrix form of example 1 is(
XP 2ZA
(
1
2
, 0
)
+
[
XPA
(
1
2
, 0
)]2
+ G10XZA
(
1
2
, 0
)
+ G10XZ
)
η = H
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The collocation points are computed as follows
x1 = 0, x2 = 15 , x3 =
2
5
, x4 = 35 , x5 =
4
5
, x6 = 1
Table 1: Results from the present method and the absolute errors (AE) of present method
of Example 1 for N= 5, 19 and 29.
i x Collocation Method
Exact N5 N19 N29
u(xi ) = exi u(xi ) Er(xi ) u(xi ) Er(xi ) u(xi ) Er(xi )
1 0.0 1 1 0 1 0 1 0
2 0.20 1.2214027568 1.2237930 0.00239025 1.22152170 0.00074942 1.221402750 5.0000E-08
3 0.40 1.4918246973 1.5070550 0.15230310 1.49128393 0.00054076 1.491824699 1.7000E-09
4 0.60 1.8221188046 1.8654930 0.03374200 1.81814800 0.003970800 1.822117762 1.0426E-06
5 0.80 2.2255409247 2.3061530 0.08061208 2.21580000 0.00974092 2.225540814 1.1070E-07
6 1.0 2.7182818228 2.8200980 0.10181618 2.70530500 0.01297682 2.718281827 4.2000E-09
Figure 1: Figure shows the comparison between approximated result for different values
of N with exact result of Example 1.
Table 1 shows theAbsolute error between the approximated result and different values
of N . Tables shows as we increase the size of matrix, the approximated result was more
near to exact result. We monitor that the absolute error decreases fast as we increase the
number of iterations. Thus a few iteration gives high degree of accuracy. Fig. 3 clearly
shows the results taken when N=29 is gives best approximated result. Error goes to e09
while applying the Present methodology with N = 29.
4.2. Example 2
Let us take second order functional type pantograph DE.
u′′(x) − 8
3
u′
(x
2
)
u(x) − 8x2u
(x
2
)
= −4
3
− 22x
3
− 7x2 − 5
3
x3, 0 ≤ x ≤ 1 (21)
with initial condition
u(0) = u(1) = 1 (22)
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We assume that the solution of first Boubeker polynomials is
u(x) =
M∑
n=0
ηnBn(x)
The fundamental matrix form of Example 2 is(
XP 2Z + G1XPZA
(
1
2
, 0
)
XZ + G2XZA
(
1
2
, 0
))
η = H
Table 2: Absolute errors of Example 2 present methodology for N= 3, 11 and 15.
i x Collocation Method
Exact N3 N11 N15
u(xi) = exi u(xi) Er(xi) u(xi) Er(xi) u(xi) Er(xi)
1 0.0 1 1 0 1 0 1 0
2 0.20 1.192000 1.134612 0.057388 1.105110 0.08689 1.192675 0.000675
3 0.40 1.336000 1.247982 0.088018 1.377144 0.041144 1.336453 0.000453
4 0.60 1.384000 1.294045 0.089955 1.382809 0.001191 1.384832 0.000832
5 0.80 1.288000 1.226739 0.061261 1.287967 3.3E-05 1.288004 4E-06
6 1.0 1 1 0 1 0 1 0
The approximate solutions obtained by using the collocation points xs = s
N
, where
s = 0, 1, 2, 3, 4... and Value of N depend on the size of matrix. Table 2 shows the
approximated solution produced from Boubeker polynomials which goes to very near to
exact result when N = 15 in the interval [0,1]. From numerical computations, presented
method converges quite fast.
4.3. Example 3
Now, if we consider the second order Pantograph DE with unbounded delay
u′′(x) + 1
x
u′
(
1
2
x
)
+ 1
x2
u′
(
1
4
x
)
+ 1
1 − x u(x)
= −(e
x
4 (−1 + x))
4
− e
x
2 (−1 + x)x
2
− ex(−2 + x)x2, 0 ≤ x ≤ 1 (23)
with initial condition
u(0) = 1, u(1) = e (24)
True solution for the problem is ex . Present solution with Boubeker polynomial give s
better solution than reported in [15].
Table 3 shows the reduction in error by collocation method via Boubeker polynomial.
Results shows that collocation method gives better result as compared to any other
methodology. As we raise the value of N it may possible we can get more accurate
result. Fig. 2 shows the comparison of the reported and the present method. It is clearly
seen the present method gives the better and accurate answer as compare to [15].
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Table 3: Comparison between the Reported result [15] and collocation method of Ex-
ample 3
Exact Reported result [15] Present Method
i x u(xi) = exi u(xi) Er(xi) u(xi) Er(xi)
1 0.001 1.0010005 1.001 3.8E-09 1.0010005 2.8E-11
2 0.08 1.0832870 1.08328 4.8E-06 1.08328702 2E-08
3 0.16 1.1735108 1.17349 2.1E-05 1.17351089 9E-08
4 0.32 1.3771277 1.37709 3.4E-05 1.37712773 3E-08
5 0.48 1.6160744 1.61605 2.5E-05 1.61607445 5E-08
6 0.64 1.8964808 1.89647 7.3E-05 1.89648086 6E-08
7 0.80 2.2255409 2.22555 1.1E-05 2.22554091 1E-08
8 0.96 2.6116964 2.61172 2.6E-05 2.61169271 7E-06
9 1.00 2.7182818 2.71828 0 2.71828252 2E-06
Figure 2: Figure shows the comparison between the exact, reported and present method
results of Example 3.
5. Conclusion
A collocation method is basically based on the truncated Boubeker series expansion
is construct to computationally solve second order pantograph equations with mixed
condition. Present method is also applied to any finite interval. It is clear that N th order
Boubeker polynomial gives the exact result when the result is polynomial of degree
equal or less than N. However, more terms of the Boubeker polynomial are required
for accurate calculation for big value of x, if the result is not polynomial. Boubeker
approximation converges to the exact solution as N increases, but the truncation limit
N must be chosen large enough. Collocation method gives two main advantages: it
is very simple to construct the main matrix equation and it is quite easy for MATLAB
programming. Another considerable advantage is that convergence time of the method
is too short. Besides, our method produces much better results than the other methods
in the examples.
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