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We propose an experimental setup using ultracold atoms to implement a bilayer honeycomb lattice with
Bernal stacking. In presence of a potential bias between the layers and at low densities, Fermions placed
in this lattice form an annular Fermi sea. The presence of two Fermi surfaces leads to interesting patterns in
Friedel oscillations and RKKY interactions in presence of impurities. Furthermore, a repulsive fermion-fermion
interaction leads to a Stoner instability towards an incommensurate spin-density-wave order with a wave vector
equal to the thickness of the Fermi sea. The instability occurs at a critical interaction strength which goes down
with the density of the fermions. We find that the instability survives interaction renormalization due to vertex
corrections and discuss how this can be seen in experiments. We also track the renormalization group flows
of the different couplings between the fermionic degrees of freedom, and find that there are no perturbative
instabilities, and that Stoner instability is the strongest instability which occurs at a critical threshold value of
the interaction. The critical interaction goes to zero as the chemical potential is tuned towards the band bottom.
I. INTRODUCTION
The presence of multiple Fermi surfaces is a common and
recurring theme in electronic systems, occuring in systems as
varied as simple metals like Ti or Cr, to doped topological in-
sulators like Nb doped Bi2Se31 to heavy fermion compounds
like UPt32 to recently discovered Iron based high temperature
superconductors3,4. In some cases, they simply add an addi-
tional quantum number to the low energy theory and change
the low energy behavior of the system only in quantitative as-
pects. In more complicated systems like iron- based supercon-
ductors 3,4, the presence of almost nested Fermi surfaces are
believed to play a more complex role. The interaction between
electrons on the different Fermi surfaces leads to strong spin
fluctuations at the nesting wave vector, which in turn drives
a superconducting instability in the system. It is, therefore,
interesting to study the complex interplay of multiple Fermi
surfaces and interactions in a system where one can change
both the interaction scales and the shape or size of the Fermi
surfaces in a controllable way.
Graphene and its few layer counterparts have emerged as
two-dimensional (2D) systems where the shape of the disper-
sion as well as the size of the Fermi surface can be tuned con-
trollably by using gate voltages in various configurations. Bi-
layer graphene, which consists of two layers of carbon atoms
arranged in a honeycomb lattice in a Bernal AB stacking ar-
rangement is an interesting platform to study the effects of
electron-electron interactions in 2D chiral systems5,6. The
tunability of the carrier density by gating the system, together
with the low energy bands with quadratic dispersion, provide
access to strongly interacting regimes at low carrier density.
The strong interaction can lead to different symmetry bro-
ken ground states7,8 and non-Fermi liquid behavior9,10 at the
charge neutrality point in this system. However, in real ma-
terials, some of these effects may be hard to observe due to
the presence of strong Coulomb and short-range impurities11
which lead to the formation of puddles of positively and neg-
atively charged regions even in a sample that is charge neutral
on average.
In biased bilayer graphene, an effective electric field be-
tween the layers breaks the layer symmetry and the potential
difference between the layers gaps out the low lying bands,
with a tunable band gap which can be controlled by the gate
voltages12. More recently, it has been proposed that domain
walls between A−B and B−A type biased bilayer graphene
can sustain a pair of topological edge states with different val-
ley quantum numbers13. In a homogeneous biased bilayer
graphene, the low energy dispersion of the bands has a som-
brero (Mexican hat) like dispersion, with the band bottom
forming a circle in the Brillouin zone. If the chemical po-
tential is tuned to lie in the well of the Mexican hat, the Fermi
sea takes the shape of an annulus. The presence of 2 Fermi
surfaces, a diverging density of states at the band bottom, and
strong electronic correlations are expected to lead to a wide
range of interesting phenomena in this system. However, in
material bilayer graphene, the depth of the Mexican hat well
is comparable to the energy scale of disorder in current sam-
ples 11,12, and thus the phenomena due to the presence of 2
Fermi surfaces will be smeared out in these systems.
Ultracold atoms have emerged in recent years as a new plat-
form to study interacting quantum many body systems14,15.
The precise knowledge of tunable Hamiltonian parameters
and absence of disorder in these systems has made them ideal
for controlled access to various phases of matter like Mott in-
sulators, superfluids etc. and the phase transitions between
them16. Thus, an implementation of the biased Bernal-stacked
bilayer honeycomb lattice with ultracold atomic systems will
provide the opportunity to study the interplay of multiple
Fermi surfaces and interaction, since each can be individu-
ally controlled in this system. These systems are ideal for
probing the physics described above as one can use the tun-
ability of parameters to make the sombrero well deeper, and
the cleanliness of the system precludes disorder washing out
the phenomenology.
In this paper, we propose an experimental setup of ultra-
cold atoms to implement a Bernal-stacked bilayer honeycomb
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2lattice with a potential bias between the layers and show that
there is a wide range of experimentally achievable parameters
which allow the observation of the effects of the annular Fermi
sea with two Fermi surfaces. We show that, at low densities of
ultracold fermions, the presence of two Fermi surfaces leads
to interesting patterns of density oscillations (Friedel oscil-
lations) in the presence of impurities. Thus the presence of
the annular sea and its consequences can be captured even
for non-interacting fermions. In ultracold atomic systems the
fermions interact through a short-range interaction character-
ized by an s-wave scattering length in the continuum. This
leads to a Hubbard model on the lattice, where the sign of the
interaction can be tuned through a Feshbach resonance. We
note that since we are interested in a lattice model close to
half-filling, the usual concerns of rapid atom loss in contin-
uum repulsive systems do not play a role in our implementa-
tion, and the interacting system is stable to major atom loss.
Repulsive interactions between fermions on the biased bilayer
honeycomb lattice lead to an instability towards an incom-
mensurate spin-density-wave (SDW) state with a wave vec-
tor which is equal to the thickness of the Fermi sea. We find
that this Stoner instability survives the manybody renormal-
ization of the interaction with small changes in the critical
coupling. A renormalization group analysis of the problem
at low energies shows that there are no perturbative instabili-
ties in this system which can overshadow the Stoner instabil-
ity (which is a threshold phenomenon, as it requires a finite
interaction strength); and the SDW is the strongest instability
within a finite threshold mean-field analysis among competing
orders. We discuss several possible experimental signatures of
the new order. We note that a prediction of Stoner instability
at q = 0 exists for biased bilayer graphene17, but this is dif-
ferent from our prediction of an incommensurate spin-density
wave in cold atoms with short range interactions.
The rest of the paper is organized as follows: (i) In Sec.
II, we first describe our proposal for experimental implemen-
tation of the biased bilayer honeycomb lattice with Bernal
stacking using ultracold atoms. We then describe the band
dispersion in such a system and relate these to the optical lat-
tice parameters using a band structure calculation. We show
that there is a wide range of experimental parameters where
the effects of the annular Fermi sea can be seen and comment
on the optimal parameters for the experiments. (ii) In Sec.
III, we consider the static polarizability of a system of non-
interacting fermions in this lattice, which governs its response
to potential perturbations. We calculate this using (a) the de-
tailed band dispersion and the band wavefunctions, and (b)
a one-band approximate dispersion, which provides analytic
insight into the problem. We find that there are three singu-
larities of this function, which lead to the presence of three
wave vectors in the Friedel oscillations in these systems. (iii)
In Sec. IV, we consider the possibility of an incommensurate
spin-density wave instability in a system of repulsively inter-
acting fermions in this lattice. We first consider the simple
Stoner picture, where a spin-density wave instability occurs at
a critical coupling monotonically decreasing with density. We
further show that the Stoner instability is almost unchanged if
we go beyond Stoner approximation and include vertex cor-
rections which incorporate reduction of the interaction due to
many body effects. (iv) In Sec. V, we consider the possibil-
ity of competing instabilities within a renormalization group
framework. We show that in this system, there is no perturba-
tive instability which overtakes the spin density wave instabil-
ity mentioned above. Furthermore, within mean field analysis,
the Stoner instability is the strongest among different orders
quadratic in the Fermi fields. This strengthens the case for the
SDW to be the leading instability in the system. We finally
conclude in Sec. VI with a discussion and outlook on this
problem.
II. BILAYER HONEYCOMB LATTICE WITH COLD
ATOMS
Ultracold atoms in optical lattices, where a periodic po-
tential is created by standing waves formed by lasers, have
been used to study strongly interacting manybody systems in
a controllabel way14. In this section, we will first present a
scheme to implement biased Bernal stacked bilayer honey-
comb lattice with ultracold atomic systems in optical lattices.
We will then look at the dependence of the important tight
binding parameters on the optical lattice parameters using a
band structure calculation. From the band dispersion, we will
extract the range of tight binding parameters and chemical po-
tentials which are optimal for observing the effects of the two
Fermi surfaces and the consequent Stoner instability. Finally,
we will make the connection to the optical lattice parameters
through our band structure calculation and show that there is
a wide range of experimentally accessible parameters where
the effects of the presence of two Fermi surfaces can be seen.
A. The Optical Lattice
A honeycomb lattice can be formed by interfering three
coplanar laser beams propagating at an angle ±pi/3 with re-
spect to each other 18. Variants of this scheme has been ex-
perimentally implemented19 to observe the low energy Dirac
quasiparticles. While there are proposals to create A-A bi-
layers20, we propose here a simple scheme of generating the
Bernal stacked bilayer honeycomb lattice using five lasers
with the potential
V (r) = V0[cos(p1 · r) + cos(p2 · r) + cos(p3 · r) + 3
2
] (1)
− αV0
[
cos (p4 · r− φ1)− 1
6
cos (p5 · r− φ2)−
√
3
2
]
where p1 = ( 2pi√3a ,
2pi
3a ,− 2pi3c ), p2 = (− 2pi√3a , 2pi3a ,− 2pi3c ) and
p3 = (0,− 4pi3a , 4pi3c ) produces a honeycomb lattice in the x−y
plane with lattice constant a, whose origin is shifting with z
in such a way that it results in A−B stacking with intralayer
distance c. These three layers however create a 2D pattern
whose origin is continuously shifting with z. In order to pick
out the correct x − y planes corresponding to the bilayer, the
last two lasers, with p4 = (0, 0, pi3c ), p5 = (0, 0,
pi
c ), φ1 =
3V  3 a / 2, a / 2, z
V (0, 0, z)
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FIG. 1. Color plots of the optical lattice potential (in units of V0) in
the x − y plane at (a) z = 0 and (b) z = c. (c) The potential as a
function of z at (
√
3/2, 1/2)a (solid red line) showing A-B stacking
and at (0, 0) (dashed black line) showing potential well in only one
layer. Inset: The potential profile on a larger z scale, showing the
almost decoupled bilayers.
pi
6 and φ2 =
pi
2 , create a superlattice in the z direction and
picks up the planes z = 0 and z = c, producing the Bernal
stacked bilayer. The full laser arrangement actually creates
a superlattice of bilayers, separated by a distance 6c, but the
large distance between successive bilayers result in a system
of decoupled Bernal stacked bilayer honeycomb lattice. In
addition, a bias ∆ can be created between the planes either
by a trapping potential or by application of a weak laser with
wavelength 2c.
The potential in the x − y plane at z = 0 and z = c are
plotted in Fig 1 (a) and (b), which shows the shifted honey-
comb pattern in the two layers. The potential as a function of
z is plotted in Fig 1(c) for in-plane location (
√
3, 1)a2 (solid
red line), where A and B sublattices lie above each other, and
for the location (0, 0), where there is a potential well (B sub-
lattice) in only one plane (dashed black line). The inset shows
the stack of decoupled bilayers, repeated with period 6c.
B. Biased bilayer and annular Fermi sea
The bilayer honeycomb lattice has four sites in its unit
cell described by the sublattice (A and B) and layer (1
and 2) indices. The tight-binding Hamiltonian21 consists
of nearest neighbor in-plane tunneling γ0 and an interlayer
tunneling γ1 between A1 and B2 sites22. γ0, which de-
pends on a and V0, is known to follow23,24, γ0/ER =
1.16(V0/2ER)
0.95exp(−1.634√V0/2ER)24,25 (with ER =
8pi2~2/27ma2). γ1 depends on c, V0 and α. Fig 2 shows
the variation of γ1 obtained from a band structure calculation
for different values of c/a and α26. Since the parameters c/a
and α are tunable in a cold atom setting, the ratio γ1/γ0 can
be tuned over a large range in the cold-atom system. An inde-
pendently tunable bias between the layers, ∆, can be added to
gap out the single particle spectrum.
The tight binding band theory is written in the basis ψk =
(cA1k, cB1k, cA2k, cB2k)
27 as H =
∑
k ψ
†
kHkψk where,
Hk =

∆
2 −γ0f(k) 0 −γ1
−γ0f(k)∗ ∆2 0 0
0 0 −∆2 −γ0f(k)
−γ1 0 −γ0f(k)∗ −∆2
 .
(2)
and f(k) = eikya/
√
3 + 2e−ikya/2
√
3 cos kxa/2. γ0 is the in-
plane nearest neighbour hopping,γ1 is the c-axis hopping be-
tween theA andB lattice sites that lie on top of each other (A1
andB2) and ∆ is the potential bias between the layer. Here γ0
and γ1 are much larger than γ3 (hopping betweenB1 andA2),
and γ4 (hopping between A1 and A2), which are neglected in
our calculation6. Near the Dirac points of the in-plane Hamil-
tonian, the structure factor f(K± + q) ' −vF (±qx − iqy),
and hence the Hamiltonian in the two inequivalent valleys is
Hk =

∆
2 vF ke
−iθk 0 −γ1
vF ke
iθk ∆
2 0 0
0 0 −∆2 vF ke−iθk
−γ1 0 vF keiθk −∆2
 . (3)
Here vF =
√
3aγ0/2 is the Fermi velocity and θk is the az-
imuthal angle in the ~k space. The dispersion 21 consists of
four bands
± Eσk = ±
[
∆2/4 + γ21/2 + v
2
F k
2 (4)
+σ
√
v2F k
2(∆2 + γ21) + γ
4
1/4
]1/2
where σ = ±1. The wavefunctions corresponding to these
bands are given by
φσ+(k) = [u
σ
k, v
σ
ke
iθk , wσke
−iθk , xσk] (5)
φσ−(k) = [−xσk, wσkeiθk ,−vσke−iθk , uσk]
where θk is the azimuthal angle in the momentum space, and
uσk = cosχ
σ
k cosα
σ
k, v
σ
k = cosχ
σ
k sinα
σ
k, w
σ
k = sinχ
σ
k sinβ
σ
k
and xσk = sinχ
σ
k cosβ
σ
k , with
ασk = tan
−1 vF k
Eσk −∆/2
(6)
βσk = tan
−1 vF k
Eσk + ∆/2
χσk = tan
−1 (v
2
F k
2 − (Eσk −∆/2)2)
√
(Eσk + ∆/2)
2 + v2F k
2
γ1(Eσk + ∆/2)
√
(Eσk −∆/2)2 + v2F k2
.
For small momenta around the Dirac points, the σ = +1
bands are high energy bands, gapped out on a scale of
(∆2/4 + γ21)
1/2 and we focus on the two low energy bands
(σ = −1). The bands have a sombrero like dispersion with a
local maxima at k = 0 of height ∆/2 and a band minimum on
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FIG. 2. The dependence of the interplanar coupling γ1 on the lattice
parameter V0 for different values of c/a for (a) α = 4 and (b) α = 8.
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FIG. 3. (a) The sombrero-like low energy dispersion of the actual
band and the approximate band for γ1 = γ0 = ∆. The figure shows
how the parameters of the approximate band are obtained from the
full dispersion(b) The ratio r corresponding to the normalized den-
sity within the well of the sombrero of height Vdip as a function of
γ0/∆. γ0/∆ corresponds to the largest r ∼ 0.25
a circle of radius k0 = ∆2vF
[
(∆2 + 2γ21)/(∆
2 + γ21)
]1/2
with
the energy at the band bottom given by E0 =
∆/2√
1+∆2/γ21
.
If the chemical potential µ can be tuned to lie within
the well of the mexican hat, of depth Vdip = ∆2 (1 −
(1 + ∆2/γ21)
−1/2), the Fermi sea is annular in shape, with
outer and inner radii given by v2F k
2
± =
∆2
4 + µ
2 ±√
µ2(∆2 + γ21)− γ
2
1∆
2
4 .
Near the Dirac points, the low energy band dispersion takes
the shape of a mexican hat, and one can use an approximate
quartic dispersion k = 0(k2 − k20)2 + δ to reproduce the
main features of the system analytically. The parameter k0
can be chosen to coincide with the location of the band bot-
tom, k0 =
∆
√
∆2+2γ21
2vF
√
∆2+γ21
. For the other two parameters the
choice 0 =
Vdip
k40
and δ = ∆
2
√
1+∆2/γ21
matches the disper-
sion at k = 0 and k = k0 and fixes the depth of the mexican
hat, as well as the energy at the band bottom. Fig. 3(a) demon-
strates a comparison between the detailed band dispersion and
the approximate band dispersion in the relevant region of the
Brillouin zone for the parameter values γ0 = γ1 = ∆.
C. Choice of band parameters
For bilayer graphene the values of the tight binding pa-
rameters are fixed, a standard profile being γ1 ' 0.4eV,
vF = 10
6m/s and a typical bias voltage ∆ ' 10− 100meV6.
However for the bilayer honeycomb optical lattice there is a
flexibility in choosing the parameters of interest by tuning the
laser profiles. The two main considerations which define the
set of optimal parameters are (i) the depth of the Mexican hat
potential should be as large as possible within other experi-
mental constraints. This provides a large temperature window
over which the effects of the ring-shaped Fermi sea can be
seen clearly. (ii) the width of the Mexican hat dip (in momen-
tum space) should be as large as possible. A wide well implies
that a large density change corresponds to a small chemical
potential change and hence the acceptable error within which
densities need to be fixed in experiments increases.
The phenomena associated with annular Fermi sea would
be easier to observe if the well of the sombrero is deeper (less
affected by thermal fluctuations) and wider (a large change
in the experimentally controlled density results in a relatively
small change in µ). While this implies large ∆/γ1 and large
∆/γ0 respectively, ∆/γ1 is bounded by the constraint that the
bias cannot be larger than the c-axis bandwidth. ∆/γ0 is con-
strained by the fact that for ∆/γ0  1, the dispersion along
the line connecting the two valleys is very flat and the descrip-
tion in terms of populating the individual sombreros around
the different valleys do not remain valid. We define r to be the
ratio of the density at which the annulus shaped Fermi surface
disappears, to the area of the Brillouin zone. We find that r
is controlled by γ0/∆ and keeps increasing with decreasing
γ0/∆, as shown in Fig. 3(b). The tradeoff is optimized for
∆ = γ0 = γ1 which corresponds to r ∼ 0.25. We note that
the independent tunability of V0, a, c and α provides a wide
latitude in choosing experimental parameters.
The Van der Waals interaction between the fermions, de-
scribed by a scattering length as, leads to a local Hubbard
interaction Hint = U
∑
iτ niτ↑niτ↓, where τ denotes the
sublattice and layer indices. In the deep lattice limit, U =
4pias~2
27a2cm
(
2pi2V0
ER
)3/4√
α√
3
+ 8, and it can be tuned by chang-
ing as, V0 or α. This can be used, for example, to quench
the system across the critical interaction strength correspond-
ing to the Stoner instability, which we will discuss in the later
part of this paper.
Having shown the wide range of available experimental pa-
rameters, we now focus on the signatures of the sombrero type
dispersion, especially of the presence of two Fermi surfaces,
in the static susceptibility of this system.
III. RESPONSE IN NON-INTERACTING SYSTEM
The response of the fermions to potential perturbations is
governed by the susceptibility
Π0(q, ω) = −
∑
ss′k
nF (sEk)− nF (s′Ek+q)
ω + sEk − s′Ek+q F
ss′(k,q) (7)
5with F ss
′
(k,q) = |φ†s(k)φs′(k + q)|2, where φs(k) is the
band eigenfunction. It is then clear that the wavefunction
overlaps F ss
′
(k,k + q) can be written in terms of the func-
tions uk,vk,wk and xk defined above,
F++(k,k′) = (uu′ + xx′)2 + v2v′2 + w2w′2 + 2(uu′ + xx′)(vv′ + ww′) cos ∆θ + 2vv′ww′ cos 2∆θ
F+−(k,k′) = (xu′ − ux′)2 + v2w′2 + w2v′2 + 2(xu′ − ux′)(vw′ − wv′) cos ∆θ − 2vv′ww′ cos 2∆θ (8)
where we have used a shortened notation k′ = k + q, and
the angle between k and k + q, ∆θ, is given by cos ∆θ =
k+q cos θ
|k+q| , θ being the angle between k and q. The index
σ = −1 is dropped from the functions for notational brevity.
We note the presence of both cos ∆φ, reminiscent of the chi-
ral factors of graphene and cos 2∆φ, reminiscent of the chiral
factors of bilayer graphene, in the expression for the over-
lap. This implies that the backscattering is not completely
suppressed in this case as in graphene. However In the limit
γ1 → 0 we recover the suppression of backscattering present
in graphene, while in the ∆→ 0 limit we recover the enhance-
ment of backscattering as found in bilayer graphene, and by
tuning parameters we can smoothly go from one limit to the
other.
The static susceptibility at T = 0, Π0(q, 0), is plotted as
a function of q in Fig. 4 (a-c) for decreasing values of γ1
(blue dashed line), with µ = 0.15Vdip. Π0(q) has derivative
singularities at q = δk = k+ − k− and q = 2k±, with the
strongest singularity occurring at q = δk. The 2k± singular-
ities weaken as γ1 decreases and the system approaches the
limit of two decoupled graphene layers, where the absence of
backscattering leads to a weaker singularity 28. The singular-
ities in the susceptibility arise from phase space restrictions
whenever the Fermi surface shifted by the vector q touches
the original Fermi surface. At q = k+ + k−, the inner ring of
the shifted Fermi surface touches the outer ring of the original
Fermi surface, while the outer ring of the shifted Fermi sur-
face touches the inner ring of the original Fermi surface. The
singular contributions from these cancel each other and hence,
although backscattering connects fermions on the outer Fermi
surface to those on the inner Fermi surface at q = k+ + k−,
there is no singularity at this wave vector. A similar situa-
tion arises when q = δk, but in this case the singularities
reinforce each other. To obtain analytic insight into the be-
haviour of the susceptibility, we work with one band model
k = 0(k
2 − k20)2 + δ, where 0 and δ are chosen to match
the low energy dispersion of the actual conduction band. The
static susceptibility within this approximation is given by
Π0(q, i0+) = −
∑
k
nF (ξk)− nF (ξk+q)
k − k+q + i0+ (9)
where ξk = k−µ and the i0+ from the analytic continuation
is kept explicitly as it will play a vital role later. At T = 0,
this can be reduced to
Π0(q, 0+) = − 1
2pi20
R
[∫ k+
k−
kdk
∫ pi
−pi
dφ
(
1
i0+ + (k2 − k20)2 − (k2 + 2kq cosφ+ q2 − k20)2
)]
(10)
Rewriting the denominator as (2kq cosφ + x + y)(2kq cosφ + x − y), with x = k2 + q2 − k20 and y =
√
(k2 − k20)2 + i0+,
the angular integral gives
Π0(q, 0+) = − 1
2pi0
R
[∫ k+
k−
kdk
1
y(k)
[
1√
(k + q)2 − k20 + y(k)
√
(k − q)2 − k20 + y(k)
− 1√
(k + q)2 − k20 − y(k)
√
(k − q)2 − k20 − y(k)
]]
(11)
After careful analytic continuation, 1√
(k2−k20)2+i0+
can be
replaced by P
[
1
|k2−k20|
]
− ipi2 δ(k2 − k20). Separating the
real and imaginary parts of the two terms within the paren-
thesis of (11) as A′(k) + iA′′(k), we get, Π0(q, 0+) =
− 12pi0
[
P ∫ k+
k−
kdk 1|k2−k20|A
′(k) + pi4A
′′(k0)
]
.
The expressions for A′(k) and A′′(k) are given by,
6A′(k) =
sgn[Re(x+ y)]θ(Re(x+ y)2 − 4k2q2)√
Re(x+ y)2 − 4k2q2 −
sgn[Re(x− y)]θ(Re(x− y)2 − 4k2q2)√
Re(x− y)2 − 4k2q2 and
A′′(k) =
sgn[Im(x+ y)]θ(4k2q2 − Re(x+ y)2)√
4k2q2 − Re(x+ y)2 −
sgn[Im(x− y)]θ(4k2q2 − Re(x− y)2)√
4k2q2 − Re(x− y)2
(12)
We note that A′(k) ∼ (k − k0) as k → k0. Hence
P ∫ kdk|k2−k20|A′(k) is not a singular integral despite the denom-
inator. The k → k0 limit of A′′(k) either tends to zero (if
q > 2k0) or to a nonzero value (when q < 2k0). This value di-
verges as q → 2k−0 . It can also be seen that P
∫
kdk
|k2−k20|A
′(k)
diverges as q → 2k−0 . However this divergence is exactly
canceled by the divergent piece coming from the part involv-
ingA′′(k). The susceptibility is thus smooth around q → 2k0.
After some algebra, the susceptibility function can be written
as a simple quadrature
Π0(q, 0+) =
1
2pi0
[
pi
2q
Θ(2k0 − q)√
4k20 − q2
− P
∫ k+
k−
kdk
k20 − k2
(
Θ(q2 − 4k2)
q
√
q2 − 4k2 −
sgn[z]Θ(z2 − 4k2q2)√
z2 − 4k2q2
)]
(13)
where z = 2k2 − 2k20 + q2. This integral can be computed
piecewise for different ranges of q and gives
Π0(q) =
1
40piqλq
f(q) (14)
f(q) =
pi
2
−Θ(δk − q) cos−1
(
2qλq
k2+ − k2−
)
0 < q < 2k−
=
pi
2
− tan−1 ν
−
q
λq
‘2k− < q < 2k0
= tanh−1
λq
ν−q
−Θ(q − 2k+) tanh−1 λq
ν+q
q > 2k0
where, λ(q) =
√
|k20 − q2/4| and ν±(q) =
√
k2± − q2/4.
This analytic expression for susceptibility is also plotted in
Fig.4 (a-c) with a solid red line. We see that the susceptibility
matches well for small q ∼ δk, but the weakening of the 2k±
singularities are not captured as the wavefunction overlaps are
left out in this approximation.
The singularities of the susceptibility give rise to oscilla-
tions with corresponding wave-vectors in a)density patterns
around defects (Friedel oscillation) and b) interaction between
magnetic impurities (RKKY oscillations)29. These oscilla-
tions can be experimentally verified by creating localized de-
fects in the system. Since the oscillations asymptotically fall
off as 1/r2, in Fig.4 (d), we plot r2Π0(r) for γ1 = 2∆ to illus-
trate the pattern of Friedel oscillations in the system, clearly
showing the wave vectors involved.
The non-trivial Friedel oscillations can be used as an ex-
perimental signature of the presence of two Fermi surfaces in
a system of non-interacting fermions. We next move on to
the consequences of having two Fermi surfaces for a system
of fermions interacting with repulsive Hubbard type interac-
tions.
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FIG. 4. The static susceptibility from the full band dispersion (dashed
blue line) and the approximate dispersion (solid red line) for (a) γ1 =
2∆ (b) γ1 = ∆ and (c) γ1 = ∆/2, normalized to the density of
states at the Fermi level, D0.(d) Friedel oscillations in real space for
γ1 = 2∆ showing beating patterns. µ = 0.15Vdip for all figures.
IV. STONER INSTABILITY AND INCOMMENSURATE
SDW
We now consider a Bernal stacked bilayer honeycomb lat-
tice of spin 1/2 fermions which are interacting with a repul-
sive on-site interaction U . We note that we are considering
a system of lattice fermions with repulsive interactions close
to half filling; hence the cold atom system should be immune
to the issues of atom loss which plague continuum systems in
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FIG. 5. (a) and (b): Bare interaction vertices showing spin and valley
indices of the participating fermions. (c) and (d): RPA diagrams for
the dressed susceptibility for intravalley (c) and intervalley (d) terms
a trap without an optical lattice. The presence of the optical
lattice reduces three body losses as long as the lattice is deep
enough to consider only one band per degree of freedom. The
presence of the lattice, however leads to Umklapp scattering
and hence to 2 body atom loss in the system. This is clearly
an experimentally accessible regime, since experiments with
strong repulsive interactions in a lattice has already been per-
formed showing the presence of Mott insulators14. Typical
experimentally measured timescales for atom loss, which can
be achieved far from Feshbach resonances are ∼ 1− 2 sec. in
these systems32. This relatively large timescale for atom loss
ensures that the phenomena described in the following sec-
tions will not be washed out due to atom loss and should be
easily accessible to experiments on this system.
A. The Simple Stoner Picture
The low energy theory of biased Bernal-stacked bilayer
consists of a sombrero like dispersion around the two inequiv-
alent Dirac points, ~K and ~K ′, which leads to a valley degree
of freedom, τ .
The local Hubbard interaction scatters fermions, both
within a valley and between valleys, as seen in the Feynman
vertices of Fig. 5(a) & (b). We assume that we are interested
in momentum transfers q much smaller than | ~K − ~K ′|. Since
we will later be concerned with incommensurate SDW states
with q ∼ δk, this is valid as long as δk  | ~K − ~K ′|. This
implies that if a fermion is scattered from ~K to ~K ′ valley, the
other fermion must be scattered from ~K ′ to ~K valley to con-
serve the total momentum. Consequently the τ indices of the
Feynman vertex in Fig. 5(b) has more restrictions than those
in Fig. 5(a).
We use the notation Π0ττ ′(q) to define the intra-valley and
inter-valley bare susceptibility with τ as the valley index
(τ = ±1 for ~K and ~K ′). We note that Π0+−(~q) corresponds to
a momentum transfer of ~q+ ~K− ~K ′. Within RPA approxima-
tion, we find that the intra-valley dressed susceptibility [Fig. 5
(c)] is given by
Πττ (q) =
Π0ττ (q)
1− U∑τ ′ Π0τ ′τ ′(q) = Π
0
ττ (q)
1− 2UΠ0ττ (q)
(15)
We note that unlike the spin-independent Coulomb interac-
tions, the local Hubbard interaction is only between fermions
with opposite spins (see Fig. 5(a) and (b) ) and hence there is
no spin sum for the intermediate bubbles in the RPA series.
The spin states are fixed by the bare interaction vertex and we
omit them here for the sake of brevity. For the dressed intra-
valley susceptibility, the small momentum transfer implies all
the intermediate bubbles are of the intra-valley type, but the
fermions can be from either valley, resulting in the factor of
2 in the denominator, as shown in Fig. 5(c). In contrast, the
inter-valley dressed [Fig. 5(d)] susceptibility is given by
Πττ¯ (q) =
Π0ττ¯ (q)
1− UΠ0τ¯τ (q)
(16)
where the restriction on τ indices of bare vertices in 5(b) im-
plies that there is no valley summation to be done and there-
fore there is no factor of 2 in the denominator.
It is clear from the above argument that the intra-valley sus-
ceptibility undergoes a Stoner instability at a critical strength
which is half that of the critical strength for the instability of
the inter-valley susceptibility. Thus within the Stoner/RPA ap-
proximation, we can focus on the intra-valley susceptibility as
the Stoner instability is dominated by the intravalley scatter-
ing, with the Stoner criterion30
1− 2UΠ0(q, 0) = 0 (17)
where 2 counts the valley degeneracy31. It is clear from
Fig 4 that, as U is increased, the first instability would oc-
cur at q = δk. From the analytic calculations, Π0(δk, 0) =
(pi/2)Π0(0, 0), and so for U > 1/2Π0(δk, 0), the spin fluc-
tuation modes at q = k+ − k− are most unstable, leading to
an incommensurate spin-density wave order. As the chemical
potential is lowered towards the van-Hove singularity at the
band bottom, the critical repulsion for the instability, Uc, goes
to zero∼ µ1/2. The critical coupling obtained from the simple
Stoner criterion is plotted in Fig. 8 (a) and (b) for two different
values of γ1/∆, where the solid red curve corresponds to the
result obtained from the approximate band calculation, while
the blue dashed curve is obtained from the full band calcu-
lation. We note that the two results track each other closely,
showing that the approximate band can be used to calculate
the susceptibilities accurately in this regime. This will be cru-
cial in the next section, where we will use the approximate
band to include the effects of vertex corrections to the Stoner
instability.
8B. Vertex Corrections and survival of Stoner Instability
Kanamori 33 argued that since Stoner instability occurs at
U/W ∼ 1, where W is the bandwidth of the system, one
should consider the manybody renormalization of the interac-
tion which can be strong enough to prevent the Stoner insta-
bility. In this case, the instability occurs at weak couplings
as we move towards the band bottom, and survives the loga-
rithmic reduction of the repulsive interaction. To show this,
we consider the vertex corrections to the spin susceptibility
within the analytic one-band model given by34
Πττ (q) =
∑
k
Gτ (k)Gτ ′(k + q)Λττ ′(k, q) (18)
where k denotes both a momentum sum and a Matsubara fre-
quency sum, and the greens function is G(k) = G(~k, ω) =
(ω− k+µ)−1. The Bethe-Salpeter type equation for the ver-
tex function can be obtained from diagrammatic resummation
[Feynman diagrams in Fig .6(a)],
Λττ (k, q) = 1 +
∑
k′,τ ′
Γττ
′
ττ ′(k, k
′, q)Gτ ′(k′)Gτ ′(k′ + q)Λτ ′τ ′(k′, q) and
Λττ¯ (k, q) = 1 +
∑
k′
Γττ¯τ¯τ (k, k
′, q)Gτ¯ (k′)Gτ (k′ + q)Λττ¯ (k′, q) (19)
where we have assumed Λττ¯ = Λτ¯τ .The full four-point inter-
action vertex is approximated by the ladder sum leading to the
T matrix renormalization of the interaction strength.[Feynman
diagram in Fig .6(b)]
Γττττ (k, k
′, q) = U − U
∑
k1
Gτ (k1)Gτ (−k1 + q)Γττττ (k1, k′, q) (20)
Γττ¯τ τ¯ (k, k
′, q) = U − U
∑
k1
[Gτ (k1)Gτ¯ (−k1 + q)Γττ¯τ τ¯ (k1, k′, q) +Gτ¯ (k1)Gτ (−k1 + q)Γτ¯ττ τ¯ (k1, k′, q)] and
Γττ¯τ¯τ (k, k
′, q) = U − U
∑
k1
[Gτ (k1)Gτ¯ (−k1 + q)Γττ¯τ¯τ (k1, k′, q) +Gτ¯ (k1)Gτ (−k1 + q)Γτ¯ττ¯τ (k1, k′, q)]
Since the Greens functions do not depend on τ , we see that Λττ and Λττ¯ are independent of the index τ and hence obtain the T
matrix renormalization of the interaction vertex
Γττττ (q) =
[
1
U
− C(q)
]−1
Γττ¯τ τ¯ (q) =
[
1
U
− 2C(q)
]−1
and Γττ¯τ¯τ (q) =
[
1
U
− 2C(q)
]−1
(21)
where C(q) = −∑kG(k)G(−k + q) is the non-interacting
Cooperon propagator. Once again it is clear that the intraval-
ley susceptibility has stronger instabilities. Focussing on the
intravalley susceptibility, and dropping the τ indices, we get
Π(q) =
∑
k
G(k)G(k + q)Λ(k, q) (22)
Λ(k, q) = 1 +
∑
k′
Γ(k + k′ + q)G(k′)G(k′ + q)Λ(k′, q)
Γ(q) =
[
1
U
− C(q)
]−1
+
[
1
U
− 2C(q)
]−1
Within the one band model, the Cooperon propagator is given
by
C(q) =
∑
k
1− nF (ξk)− nF (ξk+q)
ω − ξk − ξk+q (23)
We note that for the approximate band, we can take the mo-
mentum cutoff to∞ without any ultraviolet divergence, as the
large k dispersion ∼ k4 in this case. The linear dispersion at
large k for the full band requires a cutoff of ∼ 1/a, while in-
cluding the complete dispersion for the hexagonal lattice cuts
off the linear dispersion and gives a finite answer. We have
checked by explicit enumeration that in the range of q that
we are interested in, the choice of different cutoffs do not af-
fect our answers. A plot of Γ(q) as a function of q for both
the one-band and full-band model with γ0 = γ1 = ∆ and
µ = 0.15Vdip at U = Uc ∼ 0.32γ0/k20 , is shown in Fig 7(a).
The effective interaction increases with q and the bare answer
2U , with 2 for valley degeneracy factor, is recovered in the
large q limit.
The divergence of the susceptibility is governed by a diver-
gence of the vertex factor Λ34, which is controlled by con-
tributions from the momentum space where the two poles
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FIG. 7. (a) The renormalized interaction Γ(q) as a function of q for
U = Uc = 0.32γ0 for the approximate one band (red solid line) and
the full band (blue dashed line). (b)The comparison of Uc obtained
by settingDet[1−B] = 0 (blue solid line) and by setting 1−B00 =
0 (red dashed line). The two methods give comparable results. Both
(a) and (b) are obtained for γ0 = γ1 = ∆ and µ = 0.15Vdip.
of the Green’s functions G(k) and G(k + q) come close to
each other. For the static susceptibility (zero external fre-
quency), the main contribution comes when ~k and ~k′ both
lie on a Fermi surface. There are two possibilities: |~k| and
|~k′| can lie on either of the two Fermi wave-vectors k+ and
k−. We also set |~q| = δk, the thickness of the Fermi sea,
where the strongest instability is seen in the RPA approxima-
tion. We have checked by varying |~q| that this choice corre-
sponds to the strongest instability. We also find that the choice
|~k| = |~k′| = k+ corresponds to the strongest instability. This
can be seen from the fact that the effective interaction Γ(q) in-
creases with q, i.e. the renormalization becomes less effective
with increasing q.
So, we fix the value of |~k| and |~k′| in all the terms of the
integral equation for Λ, except the product of the Green’s
functions, which are rapidly varying function of the radial co-
ordinates34. The integral equation for Λ then reduces to
Λ(kˆ, ~q) = 1+
∫
dkˆ′Γ(k+(kˆ+ kˆ′)+~q)Λ(kˆ′, ~q)I(kˆ′, ~q) (24)
where
I(kˆ′, ~q) =
1
4pi2
∫
k′dk′G(k′)G(k′ + q) (25)
Without loss of generality, we assume that ~q lies along the x
axis. The integral equation is then a function of two angles,
θ corresponding to kˆ and θ′ corresponding to kˆ′. Expanding
Λ(θ) = 12pi
∑
m Λme
imθ, and constructing the vector Λˆ of the
fourier components, we can then write a matrix equation
Λˆ = (1−B)−1wˆ (26)
where wˆm = δm0 and
Bmn =
1
2pi
∫ 2pi
0
dθ′Γ(θ, θ′)I(θ′)einθ
′−imθ (27)
The instability criterion is then given by
Det(1−B) = 0 (28)
However a simpler criterion 1−B00 = 0 gives an Uc which is
remarkably close to the full answer [Fig. 7(b)], which shows
that the instability is essentially driven by the m = 0 mode.
We find that increasing the size of the matrix B does not lead
to appreciable changes, thus confirming that higher m modes
do not contribute to the instability.
The critical coupling Uc as a function of µ in this vertex
corrected scenario is shown in Figs. 8 (a) and (b) (black tri-
angles). We find that the critical coupling increases from the
simple Stoner prediction, but the vertex corrected values can
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FIG. 8. (a) Uc as function of µ within Stoner calculation with ap-
proximate band (solid red line), full band (dashed blue line) and the
result of including vertex corrections (black triangles) for γ0 = ∆
and (a) γ1 = 2∆ and (b) γ1 = ∆.
be easily accessed experimentally in cold atom systems. We
also see that the vertex corrected critical coupling still de-
creases to zero as the density is decreased towards half-filling
and the instability is robust with respect to vertex renormal-
izations.
We can also estimate the time-scale for formation of the fer-
romagnetic domains by considering the location of the pole of
the susceptibility on the positive imaginary axis of the com-
plex frequency plane when interactions are tuned beyond the
instability. We find this time-scale for the growth of the do-
mains to be ∼ 10−5s, which is much shorter than the atom
loss time scale ∼ 1s32 in these systems. Thus this instability
should be clearly visible in the experiments.
Thus the Stoner instability is robust to the vertex correc-
tions. In the next section, we will see that the ladder dia-
grams represent the most important corrections to the interac-
tion vertex in a perturbative renormalization group procedure,
and thus we have shown that the Stoner instability is robust to
such corrections.
C. Stability of the Incommensurate SDW state
It is well known35–38 that the presence of gapless fermionic
particle-hole excitations and the coupling of the order param-
eter to these soft modes leads to a first order phase transition
in the case of a Stoner transition to a usual ferromagnetic state
with a q = 0 order parameter. In certain parameter regimes,
this first order transition is pre-empted by a continuous tran-
sition to a spin-spiral state with a broken translational sym-
metry36. In this section, we consider the soft fermionic modes
that our incommensurate SDW order parameter couples to and
show that they do not lead to a pre-emption of the Stoner tran-
sition in this case of a finite q = δk order parameter.
In case of the uniform ferromagnetic order, the order pa-
rameter couples to particle-hole excitations at small wavevec-
tors q → 0 and low frequencies ω → 0. The density of
states of these excitations have a singular behaviour in this
case ∼ ω/q, which invalidates the usual Landau Ginzburg
expansion around a continuous transition and leads to a first
order transition. In our case, the low energy theory is dom-
inated by the coupling of the order parameter ~mq to the soft
fermionic modes at q → δk and ω → 0 through a term in the
action
S ∼ g
∫
dτm+q (τ)
∑
k
ψ†↓k(τ)ψ↑k+q(τ) + h.c. (29)
where, for the sake of concreteness, we are considering the
order-parameter to lie in the x − y plane, ψσk is the fermion
annihilation operator with spin σ and momentum k and g is
a coupling parameter. The density of these excitations can
be obtained from the imaginary part of the momentum and
frequency dependent retarded polarization function Π(q, ω +
i0+) in this system. We use the one band model with the
quartic dispersion, k = 0(k2 − k20)2, which was used in the
previous section to compute this function and get
Π(q, ω) = − 1
2pi2
∫ k+
k−
kdk
∫ pi
0
dφ
[
1
ω + i0+ − 0α(2k2 + α− k20)
− 1
ω + i0+ − 0β(2k2 − β − k20)
]
(30)
where α = 2kq cosφ+ q2 and β = 2kq cosφ− q2.
We have explicitly calculated the full frequency and mo-
mentum dependent polarization function near q = δk and
ω = 0 and find (both numerically and analytically) that the
real part Π
′ ∼ const+√|q − δk| whereas Π′′ ∼ ω. We note
that unlike the case of usual uniform (q = 0) order parameter,
the density of excitations does not have any non-analyticity.
Furthermore the finite q order parameter couples in an off-
diagonal channel and hence the incommensurate density wave
is not unstable to the soft fermionic modes. We note that we
are considering a region in phase space, where there is no
instability towards uniform magnetism and the fluctuations
of the uniform order parameter is gapped on a sufficiently
large scale (in fact this scale can be made as large as possi-
ble by going closer to the Van-Hove singularity). Thus, unlike
the uniform magnetic order, the incommensurate SDW does
not lead to a first order transition. Furthermore, since there
is no instability toward uniform order, there is no chance of
obtaining a spin-spiral where a transverse propagating spin
mode is superimposed on a uniform background. The in-
commensurate SDW, of course leads to spatial oscillation of
the order-parameter in the system. Finally, we have not seen
any evidence of formation of nematic ordered states, although
such quadrupolar ordering cannot be ruled out completely.
In the next section, we construct an RG flow, which does
not show any tendency towards Pomeranchuk instabilities, al-
though a truly spontaneously broken nematic order is beyond
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the purview of such calculations.
V. RENORMALIZATION GROUP AND COMPETING
ORDERS
In the previous sections, we have shown that the system
with two Fermi surfaces possess a Stoner-like instability to-
wards an incommensurate spin-density-wave order and this
instability is robust to incorporating particle-particle corre-
lations through vertex corrections. Since Stoner instability
is a threshold phenomenon, i.e. it requires a finite coupling
before the instability occurs, it is legitimate to ask whether
this is pre-empted by an instability at infinitesimal coupling
towards a competing order like charge density wave or su-
perconductivity. Such perturbative instabilities, if they are
present, would drive the system towards these alternate sym-
metry broken states. The formalism which treats competing
orders on an equal footing is renormalization group analysis,
and it can pick out relevant orders and the relative strength of
instabilities in an unbiased way.
In the case of fermions with one Fermi surface, it is
known39 that in dimensions more than one, the only rel-
evant instability is the superconducting instability with in-
finitesimal attractive interactions, unless the Fermi surface is
nested40,41, when density wave instabilities can occur. The
case of fermions with two Fermi surfaces42,43, well separated
in momentum space has been worked out in the context of
pnictide superconductors4,44,45, where a competition between
a spin-density-wave order and superconductivity is seen. In
that case, the presence of a hole pocket and an electron pocket,
with Fermi velocities of opposite signs, lead to one loop renor-
malization of both the interaction vertex which drives SDW
and the vertex which drives superconductivity and depending
on the details of the system, different orders can prevail in the
system.
We would first like to point out that the geometry of our
two fermi surfaces is quite different from that found in pnic-
tides, which has two small Fermi surfaces separated by a large
momentum in the Brillouin zone. In our case, we have an an-
nular Fermi sea with two concentric circles as the Fermi sur-
faces. Let us first consider a cutoff scale Λ k0,Λ k±. In
this case, it is impossible to unambiguously define electrons
around the two Fermi surfaces, and for all practical purposes,
the system behaves as if it had one Fermi surface. This situ-
ation is shown in Fig. 9 (b). In this case, the standard RG of
Fermions with a single Fermi surface39 holds and both the for-
ward scattering amplitude and the interaction in the particle-
particle channel are marginal at tree level and, for repulsive
interactions, renormalizes down logarithmically. This loga-
rithmic reduction is precisely what is captured by the ladder
type vertex corrections shown in the previous section. This
does not lead to any perturbative instabilities by itself, while
the Stoner instability has been shown to be robust to these
corrections. The key reason for this is that while the reduction
due to RG is logarithmic, the threshold required to attain the
Stoner instability decreases as the square root of the energy
scale (Fermi energy) and hence prevails over the logarithmic
	
!!	 !!	Λ	
U+−U−− U++
FIG. 9. Schematic sketch of cutoffs and momentum shells being
integrated out in RG when (a) Λ < δk/2 and (b) Λ  k±. (c)
The Feynman vertices for the bare couplings showing intra and inter
Fermi surface scatterings.
reduction.
A clear distinction between the two Fermi surfaces can be
made when Λ < δk/2, when one can unambiguously talk
about low energy fermions around the two Fermi surfaces, as
shown in Fig. 9(a). In this case, the renormalization group
calculation proceeds along the lines of Ref.44. The key inter-
action vertices in the different channels are shown in Fig. 9(c).
Here U++ represents a process where two fermions with total
momentum 0 and lying near the Fermi surface + are scattered
two other states near + with zero net momentum. U−− is the
same process with all the fermions near the − Fermi surface
and U+− is the process where a total zero momentum pair is
scattered from + to− Fermi surface. In addition there are for-
ward scattering processes which are not shown as they are not
renormalized in one loop RG. In principle the particle-hole di-
agrams can also pick up a logarithmic divergence due to the
change in the sign of the Fermi velocity between the Fermi
surfaces. However, a key difference from the RG flows for
pnictides is that in this case, since the Fermi surfaces are con-
centric, these couplings do not flow under one loop RG due to
phase space restrictions, coming from constraints of momen-
tum conservation around the Fermi surfaces. The RG flow
for the intra and inter Fermi surface BCS type dimensionless
couplings U++, U−− and U+− = U−+ are given by
dUˆ
dl
= −Uˆ2 (31)
where Uˆ is a 2 × 2 matrix
(
U++ U+−
U−+ U−−
)
and dl = dΛ/Λ.
The Feynman diagrams corresponding to this flow equation
are shown in Fig. 10(a). We would like to note that the Fermi
velocities at the 2 Fermi surfaces are not equal (v+ 6= v−),
but the factor of v+ or v− drops out when the couplings are
made dimensionless using the density of states at the respec-
tive Fermi surfaces, N0 = (1/2pi)k+/v+ = (1/2pi)k−/v−.
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δU−− U−− U−− + U+− U+−
δU++ U+− U+− + U+− U++
δU+− = −( U+− U−− + U++ U+− )
= −(
= −(
)
)
0.0 0.2 0.40.0
0.1
0.2 Initial cond. for RG
μVdip
U--(0)U++(0) -U+-(0)
FIG. 10. (a) Feynman diagrams corresponding to one loop correction
of the interaction vertices. (b) The RG flow diagram showing regions
where the Fermi liquid is stable and regions where a superconduct-
ing instability takes over. (c) Calculated initial conditions showing
that the system lies in the stable region and hence does not show a
perturbative superconducting instability. Thus the Stoner threshold
behaviour is not destroyed by any competing perturbative instability.
These equations can be solved analytically to obtain the flow
diagram of the couplings. The equations are most easily
solved by variable transform to φ = 2U+−/(U++ − U−−),
v = (U++ + U−−)/2 and r =
√
U2+− + (U++ − U−−)2/4.
It can be easily shown that φ does not flow under RG, while
the flow patterns in the v−r plane is shown in Fig. 10(b). The
half-plane is divided into three distinct regions by the lines
v = r and v = −r. For v > 0, if v > r (yellow region (I)),
the interaction parameters are all renormalized to zero under
RG and the Fermi liquid does not have any perturbative insta-
bilities. For v < 0, v < r (orange region (III)), the flow moves
away from the Fermi liquid fixed point at the origin. This cor-
responds to standard attractive superconducting instabilities,
and since |v| > r, the pairing will be dominated by the in-
tra Fermi surface pairing. In the blue region (II), |v| < r. If
the flow starts from v > 0, the interaction scales are initially
renormalized downwards, before growing in the negative di-
rection with v = −r and r → ∞. This flow needs to be
cutoff when r ∼ 1 to obtain critical points. We note that this
case corresponds to the s± superconducting pairing instabil-
ity, where the pairing symmetry is s − wave on both Fermi
surfaces, but the pairing function changes sign between the
Fermi surfaces. Thus, we find that the only perturbative in-
stability in the system is towards superconductivity, provided
the flow starts from either the blue or the orange regions in the
phase diagram shown in Fig. 9 (b). We note that there is no
instability towards triplet superconductivity within this RG.
It is then important to determine where our system lies
in this phase diagram. The system will have a perturbative
superconducting instability provided |v| < r, i.e. U+− <√|U++U−−|. We first estimate the interactions at the micro-
scopic scale. The microscopic values of the intra and inter
Fermi surface couplings, obtained from the Hubbard U and
the band wavefunctions, are shown in section II. To calculate
this, it is useful to work in the momentum space
Hint = U
∑
τ,k,k′,q
c†τ (k)cτ (k + q)c
†
τ (k
′)cτ (k′ − q) (32)
. Here τ is the layer/sublattice index and from (5) c†τ (k) =
φ−+(k)[τ ]a
†(k), where ak is the low energy electron operator
in the band basis (we consider only the band where the chemi-
cal potential lies). Projecting onto the band basis and working
with momenta on the respective Fermi surfaces, one can eas-
ily construct U++, U−− and U+− for the system. We find
that the system is always in the regime where the Fermi liq-
uid is stable to perturbative instabilities. In Fig 10(c), we plot√|U++U−−| − U+− as a function of the chemical potential
and show that this is always positive. This remains true un-
der the weak logarithmic reduction from the RG with large
cutoff (which is similar to RG with one Fermi surface), and
thus the Stoner instability is not overtaken by any other per-
turbative instabilities. We note that the Stoner instability re-
mains a threshold phenomenon, i.e. a finite coupling strength
is required to reach this instability, and is not captured by the
perturbative RG that we have constructed. We would also like
to note that there is an intermediate scale from Λ ∼ k± to
Λ ∼ δk/2, where the RG procedure cannot be carried out
since the non-linearities of the dispersions do not allow a rea-
sonable scaling analysis to start the procedure.
We would also like to note that if we start from the in-
sulating phase, i.e. at the band-bottom, the effective disper-
sion∼ k2, and this would lead to non-Fermi liquid behaviour.
However, chemical potential is a relevant potential at this non-
Fermi liquid fixed point and the system flows to a Fermi liq-
uid at any finite chemical potential, which then undergoes the
Stoner instability described in the previous sections. This also
clearly shows that the finite chemical potential should be de-
scribed in terms of an itinerant system and its instabilities
rather than as an insulating system.
Finally, having dispelled off the possibility of perturbative
instabilities, we have also checked that competing orders like
charge density wave, spin spirals and superconductivity of
different orbital symmetry do not win over the incommen-
surate spin-density wave instability in the system. We have
also checked for the possibility of Pomeranchuk type insta-
bilities and have not found any of the Pomeranchuk channels
to be more unstable than the SDW instability. We note that
we have only checked for order parameters which are bilin-
ear in the fermion fields, which leaves open the possibility
of a nematic order, which is impossible to pick up in a one
loop perturbative RG calculation. However, the nematic order,
which involves breaking down the C6 symmetry of the lattice
to a C2 symmetry, would require the inter-valley and intra-
valley effective interactions to be comparable. We have ear-
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lier shown, both within RPA and with inclusion of vertex cor-
rections, that the inter-valley effective interactions are better
screened and hence much weaker than intra-valley effective
interactions. Thus a nematic instability is unlikely to occur in
the case where the finite density of states leads to differential
screening of the intra-valley and inter-valley interactions. In
fact, if lattice effects (trigonal distortions) are included, the
main effect of the imposition of discrete lattice symmetry is
that the SDW wave-vector will lose the rotational symmetry
and would choose between three degenerate vectors dictated
by the effective C3 symmetry around each Dirac valley.
VI. CONCLUSION AND DISCUSSIONS
Itinerant fermions with multiple Fermi surfaces can lead to
interesting phenomenology in a many body system. The bi-
ased Bernal stacked bilayer honeycomb lattice provides such a
system at densities close to half-filling, with an annular Fermi
sea. In this paper, we have proposed a simple scheme of
implementing a Bernal-stacked bilayer lattice with ultracold
atoms, which is a modification of schemes already used by ex-
perimentalists to implement a planar honeycomb lattice. The
low energy band dispersion in this system has the shape of a
sombrero and results in an annular Fermi sea with concentric
Fermi surfaces at low densities. We have used band structure
calculations to correlate the optical lattice parameters to the
tight binding parameters of the problem. We have shown that
there is a wide range of experimentally accessible parameters,
where the effects of the annular Fermi sea can be clearly seen.
The sombrero like dispersion at low densities, and the con-
sequent presence of two Fermi wave-vectors in the system
leads to singularities in the static polarizability function of the
system, which controls the response of the system to poten-
tial perturbations. We find that naive phase space arguments
would predict 4 singularities, whereas 3 are actually seen in
the calculations. The absence of the fourth singularity at a
wave-vector equal to the sum of the two Fermi wave vectors
can be explained through a subtle cancellation of contribution
from two Fermi surfaces. The singularities in the static polar-
izability is reflected in the occurrence of Friedel and RKKY
oscillations with three wave-vectors, which can be seen ex-
perimentally, thus providing an evidence of the presence of
multiple Fermi wave-vectors.
If the fermions placed in this lattice are interacting with a
Hubbard repulsion, there is a quantum phase transition to an
incommensurate spin density wave state with a wave-vector
equal to the thickness of the Fermi sea. Within a simple Stoner
approximation, the critical coupling for this transition goes to
zero as the density of the system is lowered and the chemi-
cal potential approaches the Van Hove singularity at the band
bottom. The inclusion of vertex corrections, which are the
leading order correction from a renormalization group analy-
sis at large cutoff, does not change this picture substantially,
with small quantitative changes in Uc. The Stoner instability
is thus robust to many body renormalization of the couplings
between fermions. We note that by virtue of the azimuthal
symmetry of our low energy model, the modulus of the in-
commensurate wave-vector is specified while its direction is
indeterminate within our calculation. In reality, we have ne-
glected small lattice effects like trigonal warping, which will
break the circular symmetry, and choose a direction with a
three-fold degeneracy respecting the lattice symmetry of the
full model.
We also construct a perturbative renormalization group flow
for this system to treat competing order parameters on an
equivalent footing. We show that the large cutoff RG leads
to a logarithmic reduction of the interaction strength, well un-
derstood in the RG of fermions with a single Fermi surface.
This is in contrast with RG flow for two Fermi surface sys-
tems like iron pnictides, where the RG flow leads to increas-
ing couplings and a non-trivial fixed point. The main reason
our RG flow follows that of a single Fermi surface is that un-
like pnictides, which have small Fermi seas separated by a
large almost commensurate wave-vector, our Fermi surfaces
are concentric, and at large cutoff, the system behaves as if
there is only one Fermi surface. At small cutoffs, where the
two Fermi surfaces can be clearly distinguished, there is a su-
perconducting instability in parts of the parameter regime, but
we show that our system falls outside this parameter regime,
and hence there are no perturbative instabilities. Thus in ab-
sence of perturbative instabilities, the Stoner instability to-
wards SDW states prevail over other instabilities to remain the
dominant threshold instability. We note that we have consid-
ered competing orders which are bilinear in the fermion fields,
and a nematic instability remains a possibility, which we can-
not probe with our approach. We would also like to note that
while our RG procedure is well defined for very large and very
small cutoffs, there is a range of scales from k+ to δk, where
it is not possible to do a reliable RG calculation. Within these
caveats, we find the Stoner instability towards the incommen-
surate spin-density-wave state to be the dominant instability
of the system.
The predicted incommensurate spin density wave or-
der can be identified by different experimental techniques.
Noise measurements46 and spectroscopic techniques like spin-
dependent Bragg spectroscopy47 and optical lattice modula-
tion spectroscopy48 can be used to look at the finite wave vec-
tor spin order. Alternatively, a quantum quench across the crit-
ical coupling would lead to the growth of magnetic domains34
with a length scale which corresponds to the most unstable
mode. In this case, the growth of the most unstable mode at
q = δk can be observed using real space imaging techniques.
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