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Abstract—Zero-shot learning, which studies the problem of
object classification for categories for which we have no training
examples, is gaining increasing attention from community. Most
existing ZSL methods exploit deterministic transfer learning
via an in-between semantic embedding space. In this paper,
we try to attack this problem from a generative probabilistic
modelling perspective. We assume for any category, the observed
representation, e.g. images or texts, is developed from a unique
prototype in a latent space, in which the semantic relationship
among prototypes is encoded via linear reconstruction. Taking
advantage of this assumption, virtual instances of unseen classes
can be generated from the corresponding prototype, giving rise
to a novel ZSL model which can alleviate the domain shift
problem existing in the way of direct transfer learning. Extensive
experiments on three benchmark datasets show our proposed
model can achieve state-of-the-art results.
I. INTRODUCTION
It has been estimated that humans can easily distinguish
between approximately 30000 basic object categories [1] and
many more subordinate ones, such as different species of
birds. Without seeing them, human beings can even recognize
new unseen categories by leveraging other information (e.g.
by reading text descriptions about object categories on the
internet). In contrast, encumbered with a lack of adequate data,
generally machines can only recognize hundreds or thousands
categories. To free recognition tasks from exuberant collecting
of large labelled image datasets, zero-shot learning (ZSL) is
gaining increasing attention in recent years, which aims to
recognize instances from the new unseen categories which
have no instances during training [2]–[4]. With the label sets
between seen and unseen categories being disjoint, the key
in the general methodology of ZSL is to establish the inter-
class connections via intermediate semantic representations,
either manually defined by human experts annotated attributes
[5]–[9], or automatically extracted from auxiliary text sources
[10]–[15]. Unseen categories can thus be predicted by trans-
ferring information from the training dataset. As a valuable
knowledge base given in advance, in theoretical, the semantic
representations of unseen categories are encouraged to be
leveraged in any stage during ZSL. However, most recent
works mainly focus on exploring these representations to
construct a more effective classifier during testing. While, how
to explore them during training to learn more generalized is
equally important but still left far from being solved, since
the quality of semantic representation predictor is much more
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Fig. 1. Illustration of the proposed probabilistic generation process.
rewarding [16]. In addition, due to the disjoint data distribution
between seen and unseen classes, direct knowledge transfer
will cause the domain shift problem during ZSL, leading to
degraded performance.
In this letter, we tackle these challenges with ideas from
generative learning. We posit that there exists a latent space,
as illustrated in Fig.1, where each object category is encoded
by a unique data (called prototype) essentially. Any type of
object representations, e.g. texts or images, are generated from
its corresponding prototypes from different perspectives. This
supposition is inspired from the cognitive process of human
beings, who have remarkably ability of generating various
representations, e.g. images, audios, texts, from high-level
category labels [17]–[19]. For example, it is almost effortless
for people to imagine the different picture/audios, given the
label ’penguin’ and ’sparrow’.
To mathematically formulate this institution, we assume
that the latent prototypes obey a prior distribution where one
can draw samples from. During the data generation process,
the category prototype is first generated, from which then
different observed representations can be developed. Based
on this generation process, we further explore the seman-
tic representations given beforehand to make the training
process generalize well across unseen categories. A simple
ZSL method encompassing different strategies is proposed to
solve the domain shift problem by generating virtual unseen
instances. Ahead of time, we further give a simple property
about these semantic representations as a basic condition for
their application in ZSL. Extensive experiments on real world
datasets show our proposed method can achieve state-of-the-
art results.
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2II. GENERATIVE LATENT PROTOTYPE MODEL
A. Problem Setting
Following convention, let Ls = {y1s , ..., yks } and Lt =
{y1t , ..., ylt}, Ls
⋂Lt = ∅ be disjoint label sets of seen
and unseen classes in the source domain Ds and target
domain Dt, respectively. Each category corresponds one-to-
one to a unique prototype in the latent space Z , denoted as
Zs = {z1s, ..., zks} and Zt = {k1t , ...,klt}. We assume there
are two different types of observed category representations in
ZSL, i.e. visual features X and semantic features K (defined
by attributes/texts). In K, all categories in Ls and Lt are
embedded as Ks and Kt in advance. Given a new test image
feature xt, the task of zero-shot learning is to construct a
classifier f : arg maxl log p(ylt|xt) by making use of image
source dataset {xi, yi} ⊂ X ×Ls and all available information
in K.
B. ZSL with A Latent Prototypical Space
Let us motive our approach from a generative probabilistic
modelling perspective. We assume that for each category, there
are several different observed representations, e.g. images,
texts or audio. Each describes the category from a specific
perspective and is developed from the category prototype
(an original or first model of something from which other
forms are copied or developed1), which abstracts the common
essence about the category from these representations. In the
latent prototypical space, we assume the manifold structure
of prototypes encodes the underlying semantic relationship
between different categories. The similar assumption has been
successfully applied in [20]–[23] .
To formulate this process, we use the random variable z ∈
Rm to denote the category prototype in the latent space Z and
k ∈ Rd to denote the observed representation for clarity. For
each observation, the generation process, shown in Fig.1, is as
follows.
• Choose a category prototype zc ∼ p(zc) = Cat(Z),
where Cat(Z) is the categorical distribution and Z =
[z1, ..., zk+l] contains all the prototypes.
• Generate observations of the category prototype zc as
k ∼ p(k|zc). Without loss of generality, we assume
p(k|zc) is a linear Gaussian distribution.
Specially, in ZSL, we have two types of representations, i.e.
image x and text k. For class c, we assume x ∼ p(x|zc) =
N (x|Pxzc,Σx) and k ∼ p(k|zc) = N (Pkzc,Σk) for X
and K, respectively. Px ∈ Rd×m and Pk ∈ Ra×m are
the projection matrices, Σx ∈ Rd×d, Σk ∈ Ra×a are their
covariance matrices. Because x and k depict different aspects
of the category, we give the conditional independence for
them, i.e. p(x,k|zc) = p(x|zc)p(k|zc).
Given an instance xt from Dt, its class label is predicted
as
yt = arg max
l
p(l|x), l ∈ Lt. (1)
To aid the prediction in Eq.1, we need to use the textual
category representation k as an in-between layer to decouple
1Definition taken from Merriam-Webster.com dictionary.
images x from label l, due to its easy accessability and
semantic integrity. Common practice is to assign k on a per-
class basis, or a per-image basis. The former is particularly
helpful, since it allows the minimum effort of annotating
a theoretically unlimited number of unseen categories. For
convenience, we consider the former case to give our method,
which can easily be extended to the latter.
The per-class annotation allows a deterministic labelling
of the intermediate semantic layer k. Therefore, the label
prediction in Eq.1 becomes:
yt = arg max
l
p(klt|x), l ∈ Lt, (2)
C. Prerequisite Condition
Before introducing the proposed method, we first give a
discussion about the category representation K to assist the
ZSL task. Obviously, not any representation has the ability of
transcending class boundaries and be used to transfer knowl-
edge for making predictions. It should meet the following
property.
Basic Property. For ∃kit ∈ Kt, if kit 6∈ range(Ks), where
Ks = [k
1
s, ...,k
k
s ] and range(Ks) denotes the column space
of the matrix Ks, then K = {Ks,Kt} has no transferability
for ZSL.
Proof. For kit, if k
i
t 6∈ range(Ks), ∀α ∈ Rk, kit ⊥ Ksα, i.e.
kit is not in the subspace spanned by all seen classes. Given
xt, ∀klt ∈ Kt, p(klt|xt) has the same possibility. Thus Eq.2
can’t make predictions.
This property describes a kind of criterion to evaluate
whether a specific category representation is transferrable
intuitionally. Similar conclusion about binary attribute repre-
sentations has been discussed in [2], [24].
D. Generative Latent Prototype Model (GLaP)
Based on the above discussion, we propose the solution for
our probabilistic model in Eq.2.
1) Learn directly from Ds: Due to the absence of target
domain instances during training, one natural solution for
Eq.2 is to learn p(k|x) directly from training data in Ds by
maximizing its log likelihood, i.e. max logDs p(k|x), where
p(k|x) ∝
∫
p(k|zc)p(x|zc)p(zc)dzc (3)
All three distributions are in the exponential family. p(k|x) is
actually a linear Gaussian distribution, i.e. N (Ax + b,Σ),
where A ∈ Ra×d and b ∈ Ra establish the connection
between x and k and can be solved in closed form [25].
Take the simplest case for example. When Σ = I,b = 0,
A = KXT (XXT )−1, where K = [k1, ...,kN ] and X =
[x1, ...,xN ].
However, due to Ls
⋂Lt = ∅, the underlying data distribu-
tions of the object categories differ. Approximating the ideal
function p(k|x) for Dt using Eq.3 suffers from a domains
shift problem [21]. On one hand, it just optimize the source
domain where labelled information of target classes is missing.
On the other hand, X and K may differ in the semantic
relationship among different classes, due to their emphasis
3in the generation process. Therefore, using Eq.3 without any
adaptation to the target domain will cause significant perfor-
mance degradation [20]. One natural solution to this problem
is loading a small amount of instances for target classes in the
training stage to adjust Eq.3.
2) Learn from a virtual D˜t : In the above discussion, we
assume the prototypical space Z encodes the essence infor-
mation of categories and also the true semantic relationship
among different categories. Let us denote by Zs = [z1s, ..., z
k
s ]
and Zt = [z1t , ..., z
l
t] the prototypes of all classes in Ds and
Dt, respectively. And W = [w1, ...,wl] ∈ Rk×l encodes their
semantic relationships. Instead of the graph-based relationship
[13], [21], [26], W is constrained to be linear in this letter, i.e.
∀zit, zit = Zswi. Based on our generation process, given the
prototype zit, x in this class is actually a Gaussian distribution,
i.e.
p(x|zit) = N (Pxzit,Σx) = N (PxZswi,Σx) (4)
where w encodes its relationship with Zs. Thus, to generate
unseen instances, we need to estimate the two parameters Px
and the invisible Zs and wi from training data.
First, we estimate wi by means of textual representation K,
by the following function:
wi = arg min
wi
||kit −Kswi||2F + Ω(wi), (5)
where Ω is the regularizer of wi, common choice is `2 or `1
norm [27]–[29]. While in the per-image basis, its relationship
wi can be obtained using the mean representation.
Second, we further simplify Eq.4 by estimating PxZs
instead of the explicit computation of Zs and Px separately.
Considering the generation process in Sec.II-B, we assume
different types of representations are produced independently.
Given Ds, we obtain the prototype for each seen class by
maximizing the likelihood of visual representations, i.e.
arg max
Pxzis
Nis∏
j=1
p(xj), p(xj) =
∫
p(xj |zis)p(zis)dzis, (6)
where N is denotes the number of training examples in the class
zis. Optimizing Eq.6 gives rise to Pxz
i
s =
1
Nis
∑Nis
j=1 xj ,xj ∈
{x|y = i}, which is the mean vector. We denote it as x¯is for
clarity. Substituting parameters in Eq.4, we obtain:
p(x|zit) ∼ N (X¯swi,Σx) (7)
where X¯s = [x¯1s, ..., x¯
k
s ] contains all the mean vectors of
source classes in Ds and Σx = σ2I is a predefined covariance
matrix. From this distribution, a bunch of virtual instances
for unseen category can be randomly produced, denoted as
D˜t = {(x˜it, k˜it, l˜i)}. Thus, an alternative strategy for ZSL is
to learn directly from D˜t.
3) Final Objective: Combining the above two parts, we
need the projection A in Eq.3 on the one hand to be optimal
for Ds, on the other hand to be optimized for unseen cate-
gories to solve the domain shift problem. We use a trade-off
parameter λ to adjust these two effects. The overall objective
function is:
arg max
A
λ logDs p(k|x) + (1− λ) logD˜t p(k|x), (8)
where logDs p(k|x) means calculating p(k|x) from Ds. This
objective function gives us 3 strategies for predicting in ZSL.
(1). When λ = 1, learn directly from Ds; (2). When λ = 0,
learn from D˜t; (3). When 0 < λ < 1, learn from both Ds+D˜t.
Their respective performance is showed in later experiments.
Algorithm 1 The proposed algorithm
Require: Semantic representations Ks and Kt, source data
{xi,ki, yi}Ni=1,ki = kyis .
1: Extract relational knowledge by Eq.5.
2: For each unseen class, generate m virtual instances by
Eq.7.
3: Learn A = (λXXT + (1 − λ)X˜X˜T )−1(λKXT + (1 −
λ)KX˜T ).
4: Predict unseen label by Eq.2.
III. EXPERIMENTS AND RESULT ANALYSIS
In order to assess the validity of the statements we made, we
conducted a set of experiments on three real world datasets.
A. Experimental Setup
Datasets. We test our work on three benchmark image
datasets. Animals with Attributes (AwA) [3] consists of 30,475
images of 50 image classes, each paired with 85 human-
labelled attributes. We follow the usual procedure [3], i.e.
40 classes for training and 10 for testing. Caltech-UCSD
Birds-200-2011 (CUB) [30] is a fine-grained dataset with 312
attributes annotated for 200 bird classes. It contains 11,788
images in total. Following [31], we use the same 150/50 class
split for training and testing. Standford Dogs (Dogs) [32]
contains 19,501 images of 120 fine-grained dog species, with
no attributes annotated. We use 90 classes for training and the
rest for testing.
Choices for X and K. We mainly use two different types of
observed representations in this letter. We use 3 types of deep
features for X , extracted from 3 popular CNN architectures,
i.e. VGG [33], GoogLeNet [34] and ResNet [35]. We extract
respectively 1000D, 1024D and 1000D features from these
CNNs, which are denoted as fc8, goog and res fc. They
are both low-dimensional and high-semantic features. For the
semantic textual representation K, 2 different types are used,
i.e. continuous human-annotated attributes (denoted as A) and
3 kinds of word vectors learned automatically from Wikipedia
(skipgram, cbow [36] and glove [37]).
B. Evaluation on the strategy of loading testing instances
In the first set of experiments, we test the performance
of our proposed method under various image features X
and textural descriptions K. We consider 3 different kinds
of strategies corresponding to diverse λ in Eq.8. They are
Baseline (Learn from Ds when λ = 1), GLaP #1 (Learn from
D˜t, when λ=0) and GLaP #2 (Learn jointly from Ds and D˜t,
when λ = 12 ). In the latter two methods, we generate a small
bunch of data from Eq.7. For clarity, we use only two types
of X , i.e. goog and rec fc and three different types of K, i.e.
4TABLE I
ACCURACY (%) ON AWA, CUB AND DOGS.‘+’ IS THE CONCATENATION OF TWO FEATURES. ‘–’ MEANS NO RESULTS REPORTED.
A W A+W
Datasets Feature Baseline GLaP #1 GLaP #2 Baseline GLaP #1 GLaP #2 Baseline GLaP #1 GLaP #2
AwA goog 65.91 72.52 76.63 55.86 73.90 64.68 73.68 81.29 80.84rec-fc 74.73 68.54 71.36 58.23 70.10 61.84 77.56 74.85 80.24
CUB goog 32.24 42.45 32.79 22.24 19.62 25.76 42.14 46.83 50.38rec-fc 30.66 39.28 32.48 21.21 18.59 24.76 42.97 42.14 47.24
Dogs goog - - - 20.49 27.77 28.61 - - -rec-fc - - - 23.59 23.17 30.52 - - -
manual attributes (A), word vectors (W ) and a concatenation
of attributes and word vectors (A+W ). Experimental results
are shown in Tab.I.
Comparing the results of GLaP #2 with baseline, we find
loading virtual testing instances during training can boost the
ZSL performance greatly, regardless of different category rep-
resentations. On AwA dataset, it achieves the highest 80.84%,
7% more than our baseline. Similarly, the same degree of
improvement can be observed on CUB and Dogs, although the
performance is not as good as in AwA. On CUB, the reason
of performance degradation is that the much finer granularity
can hardly be reached by these general deep features, which
lower the discrimination ability. In addition, when adopting
just one type of category representations, i.e. either A or W ,
the ZSL performance is a little decreased than in the case
of A + W , with the largest difference being almost 25%
in CUB. Indirectly, this phenomenon proves our standpoint
in the proposed probabilistic model, i.e. different types of
observed representations describe the category from different
perspectives. To some extent, they can provide complimentary
information about categories to improve recognition perfor-
mance.
Generated virtual instances D˜t alone can be used to solve
ZSL problem in Eq.8 as well. Comparing with baseline, GLaP
#1 usually achieves better results. On AwA, using the textual
representation, it even obtain the astonishing highest accuracy,
81.29%. This result shows the potential of unsupervised-
learned word vectors in boosting ZSL performance, while
refraining from the cumbersome human work of annotating
attributes. In contrast with GLaP #2, D˜t alone performs almost
equally, in some cases even better, e.g. on AwA. Impact of
the size of D˜t is also shown in Fig.2. With a small number of
generated instances, it performs quite well.
Specially, we note that in the generation process of vir-
tual instances, the mean vector of each class, denoted as
D¯s, plays an important role. Therefore, we further conduct
experiments on the strategy of learning jointly from D˜t and
D¯s, denoted as GLaP #3. The experimental results shown in
Tab.II demonstrate that this strategy can basically achieve as
good performance as GLaP #2. It is worth mentioning that
with a little semantic information of K and only a few mean
vectors in X , the proposed method works well. We assume
this will benefit online zero-shot recognition.
C. Comparison with the State-of-the-art
In the third set of experiments, to better show the zero-shot
performance of the proposed methods, we use the concate-
TABLE II
ACCURACY (%) ACHIEVED BY GLAP #3.
Datasets Features A W A+W
AwA goog 70.63 68.25 80.37
rec fc 74.26 69.53 81.50
CUB goog 33.79 25.38 50.66
rec fc 33.55 25.41 47.41
11 Dogs goog - 28.95 -
rec fc - 25.34 -
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Fig. 2. Accuracy improvement over baselines by using different number of
virtual instances (NPC). Results are obtained using goog.
nation of fc8, goog and res fc for X and compare it with
several state-of-the-art ZSL methods. They are SJE [31], HAP
[38], ZSLwUA [39], PST [13], TMV [21], AMP [26], UDA
[40] and UDICA [16].
For simple comparison, we use same settings and author-
provided results. Results in Table.III testify the effectiveness
of generating virtual testing instances in our methods. They
achieve the state-of-the-art results. On CUB and Dogs, our
methods even exceeds SJE, whose K is constructed with
specific word vectors learned from a specific text corpus. One
thing should be noted that since our results are obtained based
on the baseline method, we expect the result to be further
improved when incorporated with other ZSL methods in this
table, which is also a work in the future.
IV. CONCLUSION
In this letter, we proposed a generative latent prototype
model for zero-shot learning. We assume observed category
descriptions are developed from the category prototype, which
is able to encode the true semantic relationship among dif-
ferent categories. Based on this assumption, virtual instances
5TABLE III
COMPARISONS WITH STATE-OF-THE-ART ZSL METHODS.
Methods K AwA CUB Dogs
SJE A/W 66.7 50.1 33.0
HAP A 45.6 17.5 -
ZSLwUA A 43.01 - -
PST A 42.7 - -
TMV A+W 80.5 47.9 -
AMP A+W 66 - -
GLaP
A 77.57 41.79 -
W 72.49 28.28 31.93
A+W 83.45 52.79 -
for unseen categories in the target domain can be produced,
which give rise to the improved efficiency of our ZSL model.
Experiments showed it achieved the state-of-the-art results on
three benchmark datasets.
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