In order to utilize both ultrasound (US) and computed tomography (CT) images of the liver concurrently for medical applications such as diagnosis and imageguided intervention, non-rigid registration between these two types of images is an essential step, as local deformation between US and CT images exists due to the different respiratory phases involved and due to the probe pressure that occurs in US imaging. This paper introduces a voxel-based non-rigid registration algorithm between the 3D B-mode US and CT images of the liver. In the proposed algorithm, to improve the registration accuracy, we utilize the surface information of the liver and gallbladder in addition to the information of the vessels inside the liver. For an effective correlation between US and CT images, we treat those anatomical regions separately according to their characteristics in US and CT images. Based on a novel objective function using a 3D joint histogram of the intensity and gradient information, vessel-based non-rigid registration is followed by surface-based non-rigid registration in sequence, which improves the registration accuracy. The proposed algorithm is tested for ten clinical datasets and quantitative evaluations are conducted. Experimental results show that the registration error between anatomical features of US and CT images is less than 2 mm on average, even with local deformation due to different respiratory phases and probe pressure. In addition, the lesion registration error is less than 3 mm on average with a maximum of 4.5 mm that is considered acceptable for clinical applications.
Introduction
The ultrasound (US) imaging system is popularly utilized in various clinical areas, as this type of imaging is non-invasive, occurs in real-time and is less expensive than other imaging 118 D Lee et al modalities such as computed tomography (CT) or magnetic resonance imaging (MR imaging) . Especially in the case of the liver, US scanning is frequently performed for clinical applications such as diagnoses, biopsies, percutaneous ethanol injection therapies and radio-frequency ablations. However, due to lower overall image quality of US images than that of CT or MR images, clinicians often have difficulty in examining target organ(s) in their applications. To overcome this limit of US imaging, there have been several attempts to display or fuse a US image with its corresponding high-quality CT (or MR) image to provide clear information regarding the anatomy and/or target lesion(s) (Lange et al 2004 , Penney et al 2001 , Wein et al 2008 . Given that lesions in a US image are often nearly invisible, the corresponding CT image is helpful for providing lesion information to clinicians for diagnosis and planning of US-guided intervention. To achieve a CT image precisely aligned to a US image for the liver, non-rigid registration between US and CT images is required.
An objective function, such as a similarity or dissimilarity measure, must be properly defined for a successful registration. However, as the relationship between US and CT images varies with organs, the objective function between US and CT depends on the organ in which the registration is applied, although there have been efforts made in defining an organindependent function (Zhang et al 2006) . The registration between the US and MR images of the brain is introduced by correlating the intensities of the US image with both the intensities and gradient magnitudes of the MR image based on a bivariate correlation ratio (Roche et al 2001) . For the registration of the US and CT prostate images, mutual information has been adopted as a similarity measure (Castro-Pareja et al 2005) . A registration algorithm for the US and CT images of the spine was also introduced (Brendel et al 2002) . In that paper, after an estimation of the surface of the spine in both images, the objective function is defined as the average intensity value of the points in the US image corresponding to sample points on the estimated surface in the CT image.
For the registration of the US and CT images of the liver, several algorithms have been suggested. Two of these registration algorithms adopt a voxel-based approach (Penney et al 2004 , Wein et al 2008 . As the image characteristics of a US liver image differ from the characteristics of a CT liver image, these methods typically convert the US image and/or CT/MR image into a different type of image(s) to correlate the two images. More specifically, one algorithm converts US and MR images into vessel probability images by remapping the intensities based on a set of training data (Penney et al 2004) . The algorithm then uses the normalized cross-correlation similarity measure between the two probability images to optimize the rigid transformation parameters. The other algorithm generates a simulated US image from the CT image on the basis of US physics (Wein et al 2008) . Registration is then performed by examining the similarity between the simulated and original US images based on the correlation ratio. The semi-affine transformation model is used in this registration. A feature-based approach was also used (Penney et al 2001) . In this approach, which uses the vessel centerline and liver surface as features, an ICP-based rigid registration algorithm is developed in which the objective function is given as the average closest distance between the feature samples of the US and CT images. In this approach, a segmentation step is required for the extraction of features in both US and CT images.
It is known that the liver undergoes respiratory motion and that its degree of movement varies with the subject (Brandner et al 2006 , Shimizu et al 1999 . Furthermore, the respiratory motion of the liver consists of non-rigid deformation as well as rigid translation. It has been found that in cases involving deformation of the liver, there is an average registration error of approximately 10 mm between the inspiration and expiration phases after rigid registration. Non-rigid registration can successfully compensate for this deformation (Rohlfing et al 2004) .
In a CT scan, an image is usually acquired at either the end-inspiration phase or the end-expiration phase in accordance with the imaging protocol. However, it is practically very difficult to obtain a US image at the exactly same respiratory phase that corresponds to a CT image. Moreover, in some applications, multiple registrations of a CT image to US images in various respiratory phases are required. Hence, it should be considered in the registration process that the US and CT images may be acquired at different respiratory phases. In addition, the probe pressure during US scanning can cause local deformation of organs (Mcgahan et al 2004 , Treecea et al 2002 . Therefore, local deformation due to the US probe pressure can also be a source of registration error in any registration between the US and CT images of the liver. This error should also be compensated for. However, all of the aforementioned registration algorithms between the US and CT images of the liver are based on a global transformation based on rigid or semi-affine parameters. Hence, they cannot sufficiently compensate for local deformation due to the probe pressure and the different respiratory phases between US and CT scans.
To describe the spatial relationship between US and CT image precisely with considering local deformations, several trials of non-rigid registration have been attempted. An ICP-based non-rigid registration algorithm (Lange et al 2004) used an additional power Doppler (PD) US image to register the CT image to a B-mode US image, adopting multilevel B-splines (Xie and Farin 2001) for modeling the non-rigid transformation. In this algorithm, only the vessel information or the samples of vessel centerlines were utilized for the registration. A non-rigid registration algorithm was also developed that used combined landmark-intensity information (Lange et al 2009) . In this algorithm, a few corresponding landmark pairs are manually selected in advance. Based on this prior knowledge of landmarks and on the normalized gradient field (Haber and Modersitzki 2006) between PD US and CT images, an energy functional is defined and minimized to estimate the transformation. Instead of using PD US images, B-mode US images were directly used in a couple of non-rigid registration algorithms , Wein et al 2010 . Preliminary research was conducted on the non-rigid registration between the B-mode US and CT images of the liver by using a similarity measure based on intensity and gradient information . They adopt a parametric transformation based on a B-spline free form deformation (FFD) model and estimate it by minimizing a cost function based on the similarity. Wein et al (2010) have recently extended their previous registration algorithm (Wein et al 2008) to the non-rigid registration. They propose a two-component similarity measure based on local cross-correlation and maximize it using a variational registration framework for obtaining a deformable transformation.
The present paper proposes an accurate voxel-based registration algorithm between the 3D B-mode US and CT images of the liver. The proposed algorithm also focuses on non-rigid registration and aims to improve the registration accuracy by considering local deformations due to patient respiration and the US probe pressure, which cannot be compensated for using a global registration algorithm. In the proposed algorithm, to improve the registration accuracy, both the vessel information and the surface information of the liver and gallbladder (GB) are used for the registration of the liver image. Based on the correlation of the intensity and gradient information between US and CT images, different similarity measures are considered according to the image characteristics of the feature regions, including the liver vessels and the surfaces of the liver and GB in the two images. To describe the similarity measures between US and CT images, an objective function based on intensity and gradient information that we had originally introduced for the registration between CCD and IR images is adopted . The proposed registration algorithm sequentially performs the vessel-based and surface-based registration processes based on corresponding similarity measures. The paper is organized as follows. In section 2, the registration algorithm based on the vessel and surface information is described in detail. Section 3 describes the experimental results for the clinical datasets. Finally, the conclusions are given in section 4.
The proposed method

Anatomical features for registration
For the two given images of a US image and a contrast-enhanced CT image, we aim to find a transformation that aligns the CT onto the US image through a registration process. For this process, we utilize several anatomical features in the liver, specifically the vessels, liver surface and GB surface attached to the liver. Vessels are well-known features in registrations between the US and CT images of the liver because they are visible in both images (Lange et al 2004 , Penney et al 2001 , Wein et al 2008 . The liver surface is also identifiable in both images; hence, some researchers have used it as a meaningful feature for registration , Penney et al 2001 , Wein et al 2008 . Moreover, clinical 3D US images often include a part of the GB in the region of interest, and it is known that a certain part of the GB is attached to the liver (Moore and Agur 2007) . The CT image in figure 1 demonstrates that the GB surface is attached to the liver on the solid lines. We will attempt to use this GB surface as an additional effective feature for the registration of the liver image.
To correlate the US and CT images of the liver, we focus on the intensity and gradient information for each feature region. The intensity values of vessels in a conventional B-mode US image are lower than those of the neighboring area of the vessels, as shown in figure 2(a). In a contrast-enhanced CT image, the intensity values of vessels are higher than those of soft tissue, as shown in figure 2(b). Therefore, in a statistical sense, the intensity values of a US image are likely related to those of a CT image in the vessel region. The edge orientation can also be a common feature of US and CT vessels, as shown in figures 2(c) and (d). Thus, it can also be used as important information in the registration. The liver surface has high reflectivity to the US beam if the acoustic impedance difference is large between the regions inside and outside the liver. Hence, the corresponding liver surface provides high intensity values in US images. Meanwhile, the CT liver image shows a definite boundary for the liver surface by providing different intensity values between regions inside and outside the liver. Therefore, the liver surface in the CT image provides high gradient values, which can be related to the high intensity values in the US image, as shown in the solid boxes in figures 3(a) and (b). In addition, the edge orientation is useful information, as it is available in both US and CT images and is strongly correlated between them. Figures 3(c) and (d) demonstrate the edge orientation via arrows within a liver surface region.
In contrast to the liver surface with a large acoustic impedance difference, the GB surface attached to the liver shows a definite boundary with different intensity values between regions inside and outside the GB in both US and CT images, as shown in the dotted boxes in figures 3(a) and (b). Hence, the intensity values are directly correlated with each other. Edge orientations in the GB surface region are also highly correlated, as shown in figures 3(e) and (f).
Overview of the proposed algorithm
Based on the image characteristics described above, we propose an accurate registration algorithm between the US and CT images of the liver. A diagram of the proposed algorithm is given in figure 4 . We first perform preprocessing, which includes an automatic denoising process in the US image and automatic denoising and semi-automatic anatomical feature extraction in the CT image, respectively. The registration process is then conducted only using the vessel information. Based on the vessel-based registration result, registration is performed again using the surface information. Finally, a transformation is estimated using both the vessel-and surface-based registration results and a CT image registered to the US image is generated via the estimated transformation. Each step is described in detail in the following subsections. In the algorithm, the registration process is divided into the two parts: vessel-based registration and surface-based registration. These are performed sequentially. As vessels contain salient features in the 3D space, the non-rigid registration based on the vessel information can provide accurate alignment of the vessels between the US and CT images. In contrast, the liver and GB surfaces have smooth and convex shapes in US images. Locating salient features on these surfaces is difficult. The liver and GB surfaces appearing in a US image are also only a part of the entire surface in the CT image. Therefore, non-rigid registration based only on the surface information cannot guarantee a correct alignment in the region near the surfaces, although the surfaces of US and CT images appear to be well aligned in the 3D space after registration due to the high degree of freedom (DOF) in the nonrigid registration process. Figure 5 illustrates this ambiguity in the surface registration of the liver.
To overcome this inherent limit of a surface registration and guarantee a more reliable registration process for the surface region, a good initial transformation prior to the non-rigid registration between the surfaces is necessary. Hence, in the proposed registration process, for a more reliable registration, the initial transformation is estimated first based on the vesselbased registration. This result is then applied to the surface-based registration. 
Preprocessing
Given that the proposed registration algorithm is based on the intensity value of each voxel in US and CT images, a denoising process is used before registration. To remove the noise while simultaneously preserving edges even with low contrast, for both the US and CT images, we apply a noise-constrained filtering algorithm with anisotropic diffusion that considers the noise characteristics of each image (Krissian et al 2005) .
As mentioned above, for registration between the US and CT images of the liver, it is necessary to manipulate the anatomical information of the vessels, liver and GB that are identifiable in both images. To contend with this anatomical information, we segment the vessels, liver and GB only in the CT image. Here, the segmentation process in the CT image is not necessarily automatic; it can be considered as a preoperative processing step that uses various complex and/or user-interactive approaches for a satisfactory segmentation result. In this paper, to segment the organs, we first extract the organs by applying a conventional regiongrowing scheme (Adams and Bischof 1994) to a filtered CT image. The segmented organs are then manually refined using 3D sculpting software. Figure 6 shows a volume-rendered image of segmented CT organs. Based on the segmentation results, we generate masks M CT_V , M CT_LS and M CT_GS of the anatomical features of the vessels and surfaces of the liver and GB, respectively. The masks include voxels within the regions which are obtained simply by morphologically dilating the segmented anatomical features with a margin of 3 mm.
Registration based on vessel information
To utilize the vessel information in the registration process, we establish a relationship of the intensity and the edge orientation in the vessel region between the US and CT images and adopt a similarity measure based on this relationship. By minimizing the cost as defined via the similarity measure, we first find the parametric transformation T reg_vessel through the rigid and non-rigid registrations that aligns the vessel region in the CT image onto that in the US image. The transformation T est_vessel for the whole liver, to be used as the initial transformation in the subsequent process, is then estimated based on the obtained T reg_vessel . Details of the procedure are given below. 
Rigid registration.
To obtain the rigid transformation, T rigid_vessel , between the US and CT images of the liver, an ICP-based rigid registration algorithm is applied that uses the centerlines of the vessels in the liver (Nam et al 2010) . To extract the centerlines of segmented vessels in the CT image, we apply Bitter's skeletonization method to the pre-segmented vessels (Bitter et al 2001) . For the centerlines of the vessels in the US image, we adopt our previously presented automatic feature extraction algorithm in a 3D B-mode US image .
Non-rigid registration.
The rigid transformation T rigid_vessel is used as the initial transformation to obtain the non-rigid transformation T reg vessel . This can be represented as
Here, x denotes a point in the US image and T local denotes the local transformation. Additionally, T local is obtained through the proposed non-rigid registration algorithm. In the algorithm, a B-spline FFD model known to be appropriate for liver motion modeling (Rohlfing et al 2004) is also adopted. The overall structure of the proposed non-rigid registration algorithm is illustrated in figure 7 . As inputs to the algorithm, the filtered US and CT images and the CT mask of anatomical feature are applied through the preprocessing step described in subsection 2.2. Initial transformation is applied through the rigid registration described in subsection 2.4.1. Note that by focusing only on the features in the mask, we can avoid interferences from outside the mask in the registration procedure. First, a mask of the corresponding US feature is automatically generated from the filtered 3D US image. The CT mask is also deformed based on the updated parameters and the gradient information in the mask regions of both the US and the deformed CT images is then calculated. Using the intensity and gradient information in the overlapping mask region, the cost is calculated. This consists of an objective function and a constraint. It is minimized through an optimization process to determine T reg_vessel . In determining T reg_vessel , as only masked vessel regions are used, it is possible not only to reduce the computation time but also to alleviate any undesirable effects of noisy non-vessel regions during the registration process.
Mask. An accurate CT vessel mask can be determined because user-interactive vessel segmentation is allowed in the preprocessing step. On the other hand, for a given accurate CT vessel mask, a relatively low accuracy of the US vessel mask is acceptable because only the overlapping mask between US and CT is used for registration. Hence, we determine US vessel candidates using only an adaptive threshold scheme, which is a part of a complicated vessel extraction algorithm for 3D B-mode US images . In the scheme, the threshold is given as
where μ L N (n) is the mean of the intensities in a 3D local window with N voxels centered at voxel n and σ L N (n) is the standard deviation of the intensities in the local window. The voxels with intensities that are lower than the threshold Th 1 are regarded as vessel candidates. The vessel mask M US_V is then determined as a dilated version of the vessel candidates. The gradient information of the US and deformed CT images is then extracted only in the vessel masks and the cost is calculated only in the overlapping region of the two vessel masks from the US and deformed CT images.
Edge orientation. To obtain the edge orientation information, it is necessary to calculate a gradient vector at each voxel. To obtain the gradient vectors, we adopt an eigen analysis of a structure tensor (Harris and Stephens 1988) . The structure tensor S at each voxel can be written as
where G x , G y and G z denote the intensity gradients along the x, y and z directions in image I, respectively. Additionally, the Gaussian convolution kernel, K ρ , with the standard deviation ρ can be expressed as
Through eigenvalue decomposition, S can be rewritten as
Here, the eigenvectors ω 1 and ω 3 represent the directions of the maximum and minimum intensity variations, respectively, while the eigenvalues μ 1 and μ 3 denote the magnitudes of ω 1 and ω 3 , respectively. A voxel with an anisotropic nature has a large difference between its maximum and minimum eigenvalues and is likely to locate on an edge. Hence, we regard ω 1 as the edge orientation and μ 1 -μ 3 as the gradient magnitude. To alleviate the noise effect, we discriminate the edge region R in a given mask M as follows:
Objective function. To manipulate a feasible relationship of the vessel intensity and edge orientation between the US and CT images of the liver for registration (refer to subsection 2.1), an objective function previously introduced by the authors is adopted. This function was developed for CCD and IR image registration . As the relationship between those multimodal images is similar to that between US and CT images in the liver, the adopted objective function utilizing both the intensity and edge orientation information is considered proper for a registration between the US and CT images of the liver.
To obtain the objective function, we first construct a 3D joint histogram, h (a,b,o( θ ) ). Here, a and b denote the intensity values of images A and B, respectively, and o( θ ) denotes the orientation coincidence of the two images. This is represented as
where θ is the difference between the edge orientation angles in images A and B. The objective function F is then defined as
F (A, B) = W (A, B) · E(A, B).
Here, the entropy term E is determined as
E(A, B) = H (A, B, O) − M(A, B),
where
M(A,B) represents the mutual information and H(A,B,O)
is the 3D joint entropy calculated from this 3D joint histogram. The weighting term is determined as
where the coincidence measure C is given as
Here, R A and R B denote the edge regions which are obtained by using equation (6) in images A and B, respectively, and N A and N B denote the numbers of voxels in R A and R B , respectively. The weighting term W represents the disagreement in the orientation. When two images are correctly registered, it is expected that W is minimized. Based on equations (7)- (11), the objective function regarding the vessels can be written as
where I US and I CT denote the US and deformed CT images, respectively, R US_V and R CT_V denote the regions corresponding to the vessel edges in the two vessel masks M US_V and M CT_V of I US and I CT , respectively, and N US and N CT denote the numbers of pixels in R US_V and R CT_V , respectively. While the weighting term W is determined in the overlapping region of R US_V and R CT_V , the entropy term E is determined only for the overlapping region of M US_V and M CT_V of I US and I CT , respectively.
Cost. We now define a cost function that provides the minimum value when two images are correctly registered:
As a constraint function, F constraint , we adopt an incompressibility constraint (Rohlfing and Maurer 2003) which is used for regularization in the non-rigid registration of the liver images (Rohlfing et al 2004) . The constraint function is expressed as
where D denotes the entire region of a US image, N D is the number of voxels in D and J T denotes the Jacobian determinant. To find the minimum value of the cost function which provides the optimized transformation parameters, the gradient descent scheme (Rueckert et al 1999) is adopted in this paper.
Transformation estimation.
Although the transformation T reg_vessel is determined for the entire region of a US image, the transformation is accurate and reliable only in the vessel regions since the vessel information is used for registration. Hence, it is not sufficient to use this as the initial transformation of the subsequent surface registration procedure. To obtain a better initial transformation, we re-estimate the transformation on the basis of a thin-plate spline (TPS) model because this model tends to provide a smoothly varying transformation among control points (Hajnal et al 2001) .
To use the TPS model, we choose sample points p in the US image that are mapped to voxels p in the pre-segmented vessels of the CT image. We regard p and p as corresponding control point pairs. The transformation based on a TPS is then given as
where A denotes the affine matrix, b i denotes the non-affine coefficients, φ represents a radial basis function and n is the number of vessel point correspondences. Here, A and b i are determined using the corresponding pairs p and p . The transformation T est_vessel is considered as a refined version of T reg_vessel . It is a good initial transformation for further refinement.
Registration based on surface information
Although at this point we have obtained the transformation T est_vessel , its level of accuracy is not satisfactory because it relies only on the vessel information. To improve the registration accuracy, we use the liver surface as additional useful information because it is clearly identifiable in both US and CT images of the liver. To improve the accuracy further, we also adopt the GB surface which is attached to the liver as additional surface information.
Manipulation of the liver surface.
Based on the liver surface relationship between US and CT images as described in subsection 2.1, we define an objective function for the registration in the liver surface region. While the objective function in the vessel region, F vessel , is determined using the intensity values and edge orientations from both the US and the CT images, this function in the liver surface region, F liver_surface , is determined using the gradient magnitudes instead of the intensity values in the CT image:
Here, R US_LS and R CT_LS denote the edge regions in the two liver surface masks M US_LS and M CT_LS of I US and I CT , respectively, and |∇I CT | denotes the gradient magnitude of the image I CT . As expressed by equation (12), the entropy term E is determined only for the overlapping region of M US_LS and M CT_LS of I US and I CT . According to equation (16), the objective function is calculated only within the overlapping mask region. To determine the mask of I US automatically, we first segment the liver surface by adopting an algorithm based on a Hessian matrix analysis and then expand the surface with a certain margin. The segmentation of the liver surface is straightforward for the liver surface attached to the diaphragm, which is located far from the probe contact position. However, the segmentation of the liver surface beneath the probe contact position is difficult due to unwanted high echogenic structures coming from several sources, such as the fat layer of the abdominal wall (see layer A in figure 8 ). To solve this problem, we first remove the segment corresponding to the liver surface attached to the diaphragm with a distance larger than a certain value (a value of 25 mm is heuristically obtained from our datasets) from the probe contact position. We then select the surface located farthest from the probe contact position from among the remaining segments. After segmenting the liver surface attached to the diaphragm and the surface near the probe contact position, we generate a liver surface mask M US_LS of the US image which includes the voxels within the region obtained by dilating the extracted surfaces, as demonstrated in figure 8.
Manipulation of the GB surface.
As the GB surface relationship between US and CT images is similar to that of the vessels, as described in subsection 2.1, we adopt the objective function of the vessels as the objective function for the GB surface region:
Here, R US_GS and R CT_GS denote regions corresponding to GB edges in the two GB masks M US_GS and M CT_GS of I US and I CT , respectively. Note also that the entropy term E is determined only for the overlapping region of M US_GS and M CT_GS of I US and I CT , respectively. As mentioned in subsection 2.3, the GB surface attached to the liver was by this point obtained through the pre-processing step of the CT image. Hence, the corresponding mask can be generated by expanding the GB surface. Meanwhile, the GB surface mask of the US image can be determined using the same scheme used for the US liver surface mask.
Application of the surface information to the registration.
Based on the above objective functions for the surface information, non-rigid registration is performed to align those surfaces. This non-rigid registration process is nearly identical to that in subsection 2.4.2. We define the two cost functions for the liver surface and the GB surface as follows:
To obtain the optimal transformation, it may be necessary to minimize the two costs simultaneously. However, instead of doing this, the transformation can be obtained by alternately minimizing the two costs. The degree of local deformation of the surfaces, which should be offset in the non-rigid registration process, depends on the initial transformation. Moreover, this degree can differ depending on the surface. Hence, alternate minimization of the two costs is considered more efficient for obtaining the desired transformation, as it allows more DOF in the deformation of each surface in the registration with B-spline FFD transformation. We also use a gradient descent optimization scheme for minimization, as in the vessel-based registration.
Final estimation of the transformation
Through the registration processes based on the vessel and surface information, we can achieve accurate correspondences of the vessels, liver surface and GB surface attached to the liver between US and CT images. As in the vessel case in subsection 2.4.3, pairs of corresponding points on the surfaces can also be obtained simply by choosing the sample points in the US image that are mapped to voxels of the pre-segmented CT image surfaces. Using those pairs on vessels and surfaces, we attempt to estimate the final transformation between the US and CT images for the whole liver. The final transformation T est_v&s is determined by referring to equation (15).
Experiments
Data acquisition and experimental conditions
To evaluate the performance of the proposed algorithm, we use ten datasets obtained from volunteers. The study protocol was approved by the Institutional Review Board of Seoul National University Hospital, and written informed consent was obtained from each volunteer. For evaluation of lesion registration performance, we use five datasets that include clearly visible lesion(s) in both US and CT images so that it (they) can be segmented in both images. In each dataset, contrast-enhanced 3D CT images were acquired at the end-inspiration with a breath-hold using a Siemens Sensation 16 CT scanner. The typical image dimension and voxel size in these images were 512 × 512 × 220 and 0.65 × 0.65 × 1.0 mm 3 , respectively, although there were slight variations. 3D B-mode US images were also acquired using a Medison Accuvix V10 ultrasound scanner equipped with a mechanical 3D US probe. A typical image dimension is 200 × 124 × 148 in the Cartesian coordinates with an isotropic voxel size of 1.82 mm 3 . For the experiment, we acquired 3D US images at the respiratory phase of close-expiration with a breath-hold. This point is clearly distinct from the respiratory phase in the CT images.
To extract the gradient information, the value of Th 2 was empirically set to 10 in all of the US images. Meanwhile, in the CT images, the value of Th 2 was set to 100, which is common for vessel and GB surface regions. It was set to 500 for the liver surface regions. Those values of Th 2 were determined to be low enough to extract the desired gradient information within their masks. The 3D joint histograms used to calculate the entropy values of the objective functions were generated with 32 × 32 × 32 bins, as in a recent study . The B-spline FFD transformation was defined by using a 13 × 9 × 10 mesh of control points with uniform spacing of 20 voxels for the US image. The weighting values of λ vessel , λ liver_surface and λ GB_surface were also empirically set to 10, 50 and 50, respectively, for all datasets. For the quantitative evaluation of the proposed registration algorithm, we adopt a distancebased measure on the basis of the anatomical features of the vessels, the liver surface and the GB surface. The distance measure for a pair of US and CT images can be written as follows:
Experimental results
Here, A and B denote the set of feature samples in the US and CT images, respectively. N A is the number of samples in A, and d(·) denotes a function representing the distance between the two input points. Set A (or B) consists of vessel centerlines, liver surface and GB surface in the US image (or the CT image). Set A for the US image is mainly extracted on the basis of the feature extraction algorithm . Some manual segmentation tasks are performed for refinement of those features. Meanwhile, set B for the CT image is determined by using the segmentation method that is described in subsection 2.3. To extract the vessel centerlines in the CT image, we apply Bitter's skeletonization method to the segmented vessels (Bitter et al 2001) . Table 1 shows the averaged DM and its standard deviation (STD) for the clinical datasets. In the table, to verify the improvement of the registration accuracy of the proposed algorithm, we represent quantitative errors for rigid registration using vessels (subsection 2.4.1), for non-rigid registration using vessels (subsection 2.4.3) and for the proposed registration using both vessels and the surface information (subsection 2.6). It is clear that the overall DM for both regions of vessels and the surface is less than 2 mm, even with greatly different respiratory phases between the US and CT images. The DM for surface regions decreases significantly after being processed by the proposed registration algorithm. This shows that the algorithm can be helpful in improving the registration accuracy of a target lesion even when the lesion is located far from any vessels but near the surface.
We also measured the fiducial registration error (FRE) by defining it as the rootmean-square of the distances between corresponding fiducial points. The fiducial point correspondences in the liver were selected on vessel bifurcations by an expert. For each dataset, four to six point correspondences were obtained for the FRE measurement. shows the averaged FRE and its standard deviation for the ten clinical datasets. In the table, after the non-rigid registration process, the FRE decreases significantly. As mentioned earlier, lesions are visible both in the US and CT images in the five datasets. To evaluate the registration accuracy of lesions, they were manually segmented and delineated in both images by an expert via a software tool. We then measured the distance between the centers (DC) of a pair of corresponding lesions, US L and CT L , in the US and registered CT images. In addition, to observe the degree of overlap between the lesions in the US and registered CT images, we adopted an overlap measure (OM) (Camara et al 2007) . This is defined as follows:
As the volume of a segmented lesion can vary depending on the imaging modality and on imaging conditions such as the degree of the diffusion of the contrast agent in the CT case, the US L and CT L volumes can differ from each other despite the fact that they originate from the same lesion. Therefore, the minimum value between the US L and CT L volumes is used as the denominator in equation (21). Table 3 shows the DC and OM values for the five datasets. In datasets C and E, two lesions are identified in each case, while one lesion is identified in the remaining datasets A, B and D. Hence, seven lesions are evaluated in total to quantitatively examine the lesion registration error. As shown in the table, the average DC value is 2.84 mm and the DC values range from 0.47 to 4.48 mm, which are considered to be acceptable for image-guided liver intervention (Lange et al 2004) . Additionally, in cyst_2 in C and in both cysts in E, the use of the surface information improves the registration accuracy. Meanwhile, it is noted in cyst_1 in C and in the cyst in D, the DC values of the proposed algorithm show a slight increase compared to those of the non-rigid registration process based on the vessels. However, it is considered that the accuracy of lesion registration is not degraded in the proposed algorithm, as the OM values are mostly preserved. Among the datasets, we select the registration results for datasets C and E that include two identifiable lesions. These are shown in figure 11 . In this figure, the white contours of lesions of a US image are superimposed onto the registered CT image. These contours help to illustrate that the proposed algorithm provides very good registration accuracy for lesions and for the anatomical features of the vessels and the surface. Based on the quantitative evaluations above, the proposed algorithm is shown to provide accurate non-rigid registration results. These accurate results stem from the efficient manipulation of the anatomical information in the non-rigid registration framework. As the proposed registration algorithm can offset local deformation of the liver due to the US probe pressure and/or due to the different respiration phases between US and CT images, we expect that the algorithm can be applied to a range of clinical areas in which high registration accuracy is required, such as liver surgery. The proposed algorithm can provide new clinical solutions pertaining to image-guided diagnoses and intervention strategies.
To obtain the final registered CT image in our experiments, user interaction was not required except for anatomical feature segmentation in the CT preprocessing step which can be considered a preoperative procedure. Hence, the proposed algorithm is fully automatic in the intraoperative procedure. For real-time intraoperative applications, however, the computation time of the algorithm is a bottleneck, since two main non-rigid registration steps in figure 4 requires several hours of execution time on a standard PC. The acceleration of computation time is required as future work for real-time applications.
An application example of the proposed algorithm is a real-time concurrent display system for 3D US and CT images. In such a system, multiple-respiratory-phase CT images are obtained through the non-rigid registration of a pre-scanned single-respiratory-phase CT image to real-time multiple-respiratory-phase US images. This display would be very useful for image-guided intervention involving the liver. Given that computation time of the 3D non-rigid registration process is too slow for real-time execution, however, it is necessary to improve the computation time or to consider a system consisting of a preoperative stage requiring a high computational load and an intraoperative stage requiring a low computational load (Blackall et al 2005 , Huang et al 2009 . These approaches using the proposed algorithm are left for future work.
Conclusions
An accurate registration algorithm for the 3D B-mode US and CT images of the liver is presented in this paper. For accurate registration, we utilize the anatomical features of the liver surface and the GB surface in addition to that of the vessels. To correlate the US and CT images in the regions corresponding to these anatomical features, the intensity information and the gradient information, including the magnitude and orientation, are incorporated into a cost function using a previous 3D-joint-histogram-based objective function proposed by the authors. To obtain intermediate parametric transformations, the registration algorithm proposed here sequentially performs vessel-based and surface-based registration processes on the basis of the corresponding cost functions. The algorithm then estimates the final transformation based on the obtained parametric transformations. Through quantitative evaluations, the proposed algorithm was demonstrated to be capable of providing registration results which are meaningful for clinical applications such as image-guided surgery and intervention. It should be emphasized that the proposed algorithm can accurately register a 3D CT image to a US image regardless of local deformation which can occur due to the different respiratory phases between the two images and due to the pressure from the US probe when applied to the contact area of the patient.
