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Tvorba slov v přirozeném jazyce se zakládá na pravidlech, které jsou komplexní, často je nemožné je 
jednoznačně formálně definovat. Proto se při zpracování přirozeného jazyka využívají morfologické 
slovníky. Tato práce se zaobírá vytvářením morfologického slovníku z dat sesbíraných z webových 
stránek slovenské národní domény. Přičemž se zaměřuje nejen na tvorbu slovníku, ale i na získávání 
dat, jejich zpracování do použitelné podoby pro účely morfologické analýzy, ale i vhodnými datový-
mi strukturami pro jejich uložení. Dále objasňuje základní principy a pojmy morfologické analýzy 
a tvorby slov při zpracování přirozeného jazyka počítačem. Vytvořený systém, který je popsaný v této 
práci, produkuje ze vstupních dat morfologický slovník, který může být použitý v různých aplikacích, 
například korektoru pravopisu, strojového překladu textu a podobně.
Abstract
Creation of natural language words is based on rules, which are generally complex. Often it is very 
difficult or even impossible to describe them precisely in a formal way. That is why we use a morpho-
logical dictionary to process natural language. In this paper we discuss the creation of morphological 
dictionary from Slovak's top level domain web. We talk about web crawling, data processing for mor-
phological analysis and data structures too. This document makes basic principle and conception of 
morphological analysis clear. Final system, which is described in this thesis, produces morphological 
dictionary.  This dictionary can be use in various application,  for example  spell  checker,  machine 
translation and so on.
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V súčastnosti  vznikajú  rozličné  projekty zamerané  na  získavanie  dát  z internetu.  Či  už  sa  jedná 
o projekty určené  k zálohovaniu  informácií  na  internete  pre  neskoršie  generácie  ako  je  napríklad 
projekt  webarchív[7]  alebo  projekty zamerané  na získavanie  textu z webových  stránok pre  účely 
spracovania prirodzeného jazyka  na počítači(projekt  WaCky[14]).  Takéto projekty sa  však zame-
riavajú najmä na národné domény veľkých štátov ako Nemecko, Taliansko, Spojené štáty Americké 
a podobne. Pre menšie národné domény vznikli projekty pre archiváciu internetu a niektoré samostat-
né pokusy získavať dáta z internetu pre špecifické projekty, no doposiaľ neexistuje žiadny národný 
korpus v slovenčine, ktorý by bol verejne prístupný. Vzhľadom na túto skutočnosť sa pred samotnou 
morfologickou analýzou musíme oboznámiť so spôsobom práce crawlerov, ich základnými politika-
mi, aby sme mohli neskôr pomocou konkrétneho crawleru získať dáta pre tvorbu korpusu, z ktorého 
vytvoríme morfologický slovník.
Samotným  získaním  webových  stránok  však  korpus  nevytvoríme,  nakoľko  každý  web 
v národnej doméne môže používať iné kódovanie a preto je nutné dáta nielen získať, ale aj ich prekó-
dovať do jednotnej znakovej sady, v ktorej bude pracovať celý systém. Takto upravené webové strán-
ky však stále nie sú vhodné pre vytváranie korpusu, pretože obsahujú HTML tagy, preto bude naším 
ďalším krokom oboznámenie sa s technikou odstraňovania týchto značiek, ktorú spojíme s predchá-
dzajúcou časťou prevodu kódovania znakov. Po týchto úpravách už ostáva len otagovanie vstupných 
dát a filtrovanie nežiadúcich reťazcov, preto si popíšeme aj prácu s tagerom.
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1 Definície pojmov
Vzhľadom k tomu, že niektoré pojmy v tejto práci môžu byť nejasné a mohli by byť zamieňa-
né, v krátkosti objasníme.
Crawling je  skenovanie  webových  stránok,  zvyčajne  vyhľadávačmi,  ktoré  okrem  sťahovania 
a ukladania nájdeného obsahu tento obsah aj indexujú a optimalizujú ho pre vyhľadávanie. 
Deep crawling je hĺbkové skenovanie, alebo indexovanie webových stránok. Vyhľadávače ho vy-
konávajú raz za dlhšie časové obdobie, pričom prechádzajú web do čo možno najväčšej hĺbky. Tento 
druh crawlingu je časovo veľmi náročný, ale vo väčšine prípadov získa oveľa viac dát ako bežný cra-
wling.
Crawler je program, robot, ktorý má za úlohu skenovať ako stránky zadané užívateľom tak i nové 
stránky, ktoré nájde pri crawlingu. Crawler môže byť veľmi jednoduchý program len na jednoduché 
sťahovanie textu. Zvyčajne však bývajú crawleri veľmi komplexné nástroje pre sťahovanie rôznych 
typov obsahu, multimediálny nevynímajúc.  
Morfologická analýza je základným prostriedkom spracovania prirodzeného jazyka. Zaoberá sa  roz-
lišovaním a generovaním správnych gramatických tvarov slov, ktoré vznikajú skloňovaním a časova-
ním. Výstupom je súbor informácií o lemmate a značkách popisujúcich jednotlivé slová v texte. Mor-
fologická analýza sa využíva pri tvorbe gramatických korektorov, značkovaní korpusov alebo vytvá-
raní slovníkov. [3]
Syntaktická analýza je narozdiel od morfologickej analýzy proces, pri ktorom sa snažíme určiť, či je 
spracovaný textový reťazec vetou v prirodzenom jazyku. Výsledkom analýzy je syntaktická štruktúra 
vety  napríklad  v grafickej  podobe  derivačného  stromu  a jej  cieľom  je,  aby  počítač  porozumel 
gramatike prirodzeného jazyka. Syntaktická analýza sa využíva pri korektoroch interpunkcie, dialó-
gových systémoch pre komunikáciu v prirodzenom jazyku, eventuálne ako jeden z nástrojov strojové-
ho prekladu.[3]
Značkovanie je niekedy nazývané aj  tagging, je proces výberu značky pre konkrétny slovný tvar. 
Nie je to jednoduché, pretože niektoré slová majú veľa zhodných tvarov a časté sú tiež slová, kedy 
nie je možné ani jednoznačne identifikovať slovný druh(hrám ako podstatné meno v datíve množného 
čísla alebo ako sloveso v prvej osobe prítomného času).
Lemmatizácia je proces, pri ktorom sa vyberajú k slovám ich lemmy(slovné základy), často býva za-
mieňaná so stemmingom,čo je proces, pri ktorom sa vyberajú k slovám ich korene.
Generovanie je opačný proces ako morfologická analýza. Máme k dispozícii lemma, morfologické 
značky, z ktorých vytvárame správny slovný tvar. Používa sa k vytváraniu návrhov opráv pri kontrole 
pravopisu.
Slovné  vzory v poňatí  spracovania  prirodzeného  jazyka  sú  rozdielne  od  gramatických  slovných 
druhov. Slúžia len na vytváranie slov, ak máme k dispozícii lemma a k nemu vzor.
Morfologický slovník je súbor obsahujúci slovo, k nemu lemma, morfologickú značku a vzor. V na-
šom prípade, však slovník bude obsahovať ku každému slovu len vzor a podľa neho sa budú môcť pri 
použití slova dogenerovávať tvary, morfologické značky a lemmy.
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2 Crawling 
Crawling(niekedy nazývaný aj spidering) je využívaný pre zber dát, ako napríklad v tejto práci, 
ale aj pre archiváciu webových stránok[1] alebo iné špecifické úlohy. Crawling je teda automatizova-
ná činnosť, pri ktorej crawler, obyčajne špecificky druh bot-a, prechádza internetom pričom sťahuje 
HTML stránky a iný požadovaný obsah. Druh sťahovaných dát je zvyčajne možné ovplyvniť v na-
staveniach crawleru, ale existujú aj rôzne druhy crawlerov špecializovaných len na jeden alebo málo 
druhov obsahu prípadne pre rôzne hĺbky zanorenia pri crawlingu. Detailnejšie sa crawlerom budeme 
venovať nižšie.
Hlavným účelom crawlingu je jeho využitie pre internetové vyhľadávače[2], ktoré kópie dát 
vytvorené crawlerom indexujú a optimalizujú pre vyhľadávanie. V týchto kópiách internetových dát 
sa potom vyhľadávajú informácie a pri nájdení sa vráti odkaz na pôvodnú stránku, z ktorej boli dáta 
crawlerom stiahnuté. Aby sa udržali dáta v databáze vyhľadávača aktuálne, musí byť crawling opa-
kovaný aj na stránkach, ktoré už v databáze sú. Čo je zásadný rozdiel od potrieb tejto práce, kedy cra-
wling na zdrojových stránkach nebol opakovaný. Veľké vyhľadávače zvyčajne používajú automatic-
ké nástroje, ktoré automaticky plánujú a spúšťajú crawling tak, aby indexoval jednako nové stránky 
a jednako aktualizujú obsah stránok už uložených v databázach vyhľadávača. Vyhľadávače by mali 
používať crawler, ktorý je schopný kopírovať nielen HTML ale aj CSS, javacript, prípadne multime-
diálny obsah, pričom musia rešpektovať súbory robots.txt, v ktorých sú uložené cesty k privátnym 
častiam daného webu a ďalšie nastavenia[9]. Toto je dôležité najmä preto, aby neboli výsledky cra-
wlingu a tým aj vyhľadávania zneužité hackermi, eventuálne aby crawling nesprístupnil privátne sek-
cie webu, alebo nebol použitý na vyhľadávanie chýb na danej doméne. 
Crawling rozlišujeme na:
a) Deep crawling -  hĺbkové skenovanie www stránok súvisiace s vyhľadávačmi. Bot 
raz za dlhšie časové obdobie prechádza web do čo možno najväčšej hĺbky a snaží sa 
prejsť stránky aj na štvrtej a nižšej úrovni. Bežne crawler vyhľadávača stránky pre-
chádza do druhej až tretej úrovne.
b) Bežný crawling – crawling do bežnej hĺbky zvyčajne druhá, maximálne tretia úroveň 
zanorenia. Využívaný bežne vyhľadávačmi pri prechádzaní webu. Dĺžka trvania je 
radikálne kratšia oproti deep crawlingu na rovnakých weboch, ale je získané menšie 
množstvo dát.
c) Špecifický crawling – pri tomto druhu je crawler nastavený pre špecifickú úlohu, ne-
súvisí s vyhľadávačmi. Bol použitý aj pri tejto práci, hĺbka zanorenia bola premenli-
vo nastavená podľa toho na akej doméne crawler zberal dáta.
2.1 Crawlingové nástroje
Crawler - špecifický typ bot-a alebo softwarového agenta. Pri klasickom použití vytvoríme zo-
znam URL, ktoré má crawler prejsť, nazývajú sa seeds. Pri prechádzaní URL crawler parsuje HTML 
a získava  z daného webu  ďalšie  linky,  ktoré  sú  zaradené  do  pôvodného  zoznamu,  v optimálnom 
prípade, ak sa v ňom ešte nenachádzali. Crawler zvyčajne môžme rozdeliť na niekoľko samostatných 
častí, ktoré sú znázornené na nasledujúcom obrázku. Ide o plánovač, ktorý zaisťuje obsluhu downlo-
aderu a rozhoduje, čo a kedy sa bude sťahovať. Samotný downloader len jednoducho sťahuje dáta 
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z internetu,  ktoré  alebo  odosiela  na  spracovanie  alebo  ich  sám spracuje.  Spracovanie  je  parsing 
stránok, z ktorých  sa vytvárajú archívy a pri  parsovaní tiež vznikajú URL, ktoré sa odosielajú do 
fronty. Ak v nej takéto URL ešte nie je vložené na koniec fronty a čaká sa na plánovač, aby zaistil ich 
obsluhu[1].
Model architektúry všeobecného crawleru
2.1.1 Identifikácia crawleru
Crawler sa typicky identifikuje serveru pomocou poľa User agent v http požiadavku. Niektoré 
ako napríklad Heritrix vyžadujú pred spustením úlohy zadanie emailovej adresy správcu crawlingovej 
úlohy, ktorá bude odosielaná ako súčasť identifikácie na server. Administrátori serverov pri korektne 
nastavenom crawleri môžu v log súboroch servera skontrolovať aký crawler navštívil ich server a ako 
často. V prípade, že crawling neúmerne zaťažuje server, je možné kontaktovať správcu crawlingovej 
úlohy, či už cez odosielanú emailovú adresu alebo ako býva v niektorých crawleroch implementova-
né, cez link v poli user agent. Na adrese odkazovanej takýmto linkom sa nachádzajú detailnejšie in-
formácie o crawlere a spracovávanej úlohe. Administrátor servera môže v prípade nutnosti kontakto-
vať spustiteľa crawlingu aj v prípade, že crawler uviazne v tzv. Pavúčej pasti, (vplyv crawleru na vy-
ťaženie servera ako i pavúčia pasť budú popísaný neskôr). Identifikácia crawleru je ale dôležitá i pre 
štatistické účely, aby administrátor vedel, kto navštevuje jeho stránky a  aké vyhľadávače ich indexu-
jú[1]. 
Spamboty a iný škodlivý software používajú rôzne maskovacie techniky k maskovaniu svojej 
identity ako obyčajný prehliadač alebo ako dôveryhodný crawler. Niektoré crawlery, najčastejšie tie, 
ktoré sú zneužívané na nekalú činnosť, nechávajú pole user agent prázdne alebo ho vôbec neodosiela-
jú[1].
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2.1.2 Politiky popisujúce správanie crawlerov
Zdvorilostná politika
Crawleri dokážu zberať dáta omnoho rýchlejšie a vo väčšej miere než ľudia, takže môžu mať 
ochromujúci efekt na sever. Treba dodať, že pokiaľ je na stránke čo i len jediný crawler, ktorý posiela 
niekoľko požiadaviek na server  za  sekundu a/alebo ťahá veľké súbory,  server  bude ťažko stíhať 
spracovávať všetky požiadavky.  Preto niektoré  servery ako napríklad wikipedia  a podobne radšej 
umožňujú užívateľom stiahnuť svoj obsah v XML alebo podobnom súbore, aby užívatelia nezaťažo-
vali ich už tak vyťažené serveri crawlingom. Súčasne takéto serveri uvádzajú v svojich „pravidlách“ 
zákaz crawlingu pod trestom zákazu prístupu, či už trvalom alebo len dočasnom[1].
Crawleri sú využiteľné pre veľa úloh, ale na úkor verejnosti. Cena používania crawlerov za-
hŕňa[1]:
➢ internetové zdroje, keďže crawler potrebuje pomerne veľký bandwidth a pracuje s veľkým 
stupňom paralelizmu počas dlhej doby
➢ preťaženie serveru, hlavne v prípade, kedy je frekvencia návštevnosti príliš vysoká
➢ zle napísané crawleri môžu spôsobiť pád serveru alebo preťaženie routeru
➢ súkromné crawlingové úlohy, ktoré sú spustené po internete mnohými užívateľmi môžu za 
určitých okolností narušiť sieť a spôsobiť pád serveru
Čiastočné riešenie pre tieto problémy je „robots exclusion protocol“, taktiež známy ako robot-
s.txt, ktorý je štandard pre administrátorov, aby ukázali, ktoré časti ich internetovej stránky by mali 
byť prístupné crawlerom[9]. Tento štandard neobsahuje intervaly návštevnosti, hoci tieto intervaly sú 
najlepší spôsob ako chrániť servery pred preťažením. Nedávno začali niektoré komerčné prehľadáva-
cie enginy ako AskJeeves, MSN a Yahoo používať extra parameter „Crawl-delay“ zo súboru robot-
s.txt pre zistenie koľko sekúnd má počkať medzi prechodom na ďalší odkaz.
Prvý návrh pre tento interval medzi pripojeniami bol 60 sekúnd. Ak by boli stránky sťahované 
takouto rýchlosťou zo stránky s viac ako 100 000 stránkami cez perfektné pripojenie s nulovou laten-
ciou a nekonečným bandwidthom, trvalo by to 2 mesiace stiahnuť len jeden cely web. Taktiež by sa 
využil iba zlomok zo zdrojov internetového serveru. Toto je teda neprípustné[1]. 
Rozostupy niektorých crawlerov:
➢ Cho používa 10 sekundový rozostup
➢ WIRE používa 15 sekúnd
➢ MercatorWeb používa adaptívny prístup. Ak trvá stiahnuť dokument čas t, tak počká 
čas 10t než začne sťahovať ďalšiu stránku.
➢  Dill používa 1 sekundu. 
Crawling pre výskumné účely zohľadňuje detailnú analýzu cenu/prínosu a etické hľadisko pre 
rozhodnutie ako rýchle sa bude sťahovať. Väčšina crawlerov používa rozličné bezpečnostné opatrenia 
proti preťaženiu serverov a rozostupy v prístupe na server v rozmedzí 20 sekúnd až 4 minúty[1].
Crawling politika
Existujú tri dôležité charakteristiky internetu, ktoré spôsobujú ťažkosti pri zbere dát crawlerom, 
pretože kombinácia týchto charakteristík vytvára veľké množstvo platných URL.[1] :
a) veľký obsah – crawler môže stiahnuť len zlomok webu za určitý čas, takže si musí ur-
čiť priority.
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b) časté zmeny – počas sťahovania crawlerom je veľká pravdepodobnosť toho, že pri-
budne jedna alebo viacero nových stránok
c) dynamické  generovanie  stránok – vytvorilo  prekážky v podobe veľkého množstva 
kombinácií HTTP GET parametrov, pričom iba veľmi malá časť z nich v skutočnosti 
vracia  unikátny  výsledok.  Tieto  kombinácie  spôsobujú  problém,  pretože  crawleri 
musia roztriediť obrovské množstvo zanedbateľných zmien, aby získali skutočne uni-
kátny obsah.
Paralelná politika
Paralelný crawler je taký, ktorý spúšťa viacero procesov paralelne. Cieľom je maximalizovať 
rýchlosť sťahovania a zároveň minimalizovať nadbytočné dáta z paralelizácie. Je potrebné zabrániť 
sťahovaniu rovnakej stránky viackrát, preto potrebuje paralelný crawlingový systém spôsob priraďo-
vania nájdených URL počas sťahovacieho procesu, keďže rovnaké URL môže byť nájdené dvomi 
rozdielnymi procesmi[1].
Selektívna politika
Vzhľadom na aktuálnu veľkosť webu sa musí crawler rozhodnúť, ktorú stránku má stiahnuť. 
Inak ani veľké prehľadávacie enginy nepokryjú viac ako len časť verejne prístupného internetu. Štú-
dia Lawrenca a Gilesa ukázala, že žiadny indexovací engine neprejde viac ako 16 % webu. [1]. Pre 
crawler je teda dôležité poznať najpodstatnejšie časti na danom webe. To vyžaduje priraďovanie pri-
orít/dôležitosti  stránkam na  základe  merania.  Dôležitosť  stránky je  funkcia  jej  vnútornej  kvality, 
popularity v zmysle linkovania alebo návštevnosti, dokonca aj jej url (súčasné vertical search engines 
sú obmedzené na jedinú doménu vysokej úrovne alebo sú zamerané na určitú stránku). Navrhovanie 
dobrej  selektívnej  politiky pridalo ďalšiu  prekážku:  musí  vedieť pracovať s čiastkovými  informá-
ciami, keďže počas sťahovania nie je známa celá stránka[1].
Metódy merania poradia:
➢ breadth-first – webové stránky sú uložené vo web grafe, ktorý má podobu stromu a prehľadá-
va sa do šírky.
➢ backlink-count  –  určuje  poradie  podľa  počtu  linkov ukazujúcich  na  stránku.  Prioritné  sú 
stránky, na ktoré vedie veľké množstvo odkazov z iných stránok.
➢ page rank – výhodnejšia ako predchádzajúce dve stratégie merania poradia. Priraďuje číselné 
ohodnotenie každému prvku v množine navzájom linkami  prepojených dokumentov.  Page 
Rank interpretuje link zo stránky A na stránku B ako hlas stránky A za stránku B. Tak isto 
analyzuje stránku z ktorej hlas prišiel. Hlasy zo stránok, ktoré sú samé o sebe "dôležité" vážia 
viac ako hlasy iných stránok. Page rank býva aktualizovaný približne každé tri mesiace[6].
➢ OPIC(On-line Page Importance Computation) – algoritmus,ktorý každej stránke na začiatku 
priradí určitá „čiastku“ ktorá je distribuovaná rovnomerne medzi stránky, ktoré na ňu ukazu-
jú. Obdoba počítania page ranku, ale je to rýchlejšie a vykonané v jednom kroku. Crawler 
založený na OPIC algoritme sťahuje najprv tie stránky z fronty, ktoré majú najväčšiu „čiast-
ku“. Experimentálne bol skúšaný na 100 000 stránkach systematického grafu s exponenciál-
nou distribúciou vnútorných linkov,ale nie na reálnom internete[1].
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Politika znovu návštevy
Vzhľadom k dynamickej povahe internetu a dlhotrvajúcemu charakteru crawlingu, kedy aj sťa-
hovanie malého zlomku internetu trvá týždne až mesiace, je veľmi pravdepodobné, že počas crawlin-
gu sa niektoré stránky zmenili a niekoľko stránok pribudlo, alebo naopak, bolo zmazaných. Pre vy-
hľadávacie enginy je nevyhnutné si udržovať tak aktuálne informácie, ako je možné, preto používajú 
funkcie pre výpočet aktuálnosti a veku stránky[1].
Používa sa meranie na základe, ktorých sa rozhoduje o znovu stiahnutí stránky[1]: 
➢ Aktuálnosti: Je to binárne meranie, ktoré určuje či lokálna kópia stránky S je aktuálna alebo 
nie.
As(t) = { 1ak je S ekvivaletné lokálnej kópii0 inak
➢ Veku: Toto meranie naznačuje, koľko už je  lokálna kópia neaktuálna. Vek stránky p v repo-
zitáre v čase t je definovaný ako :
Vs(t) = { 0 ak S nie je modifikované za čas tt−čas modifikácie p
2.1.3 Sťahovanie dát crawlerom
„path-ascending“ sťahovanie
Niektoré crawleri majú vo zvyku stiahnuť z jednej určitej stránky tak veľa zdrojov ako je mož-
né. Cothey prišiel s „path-ascending“ crawlerom, ktorý vstúpil na každej stránke na každú url, ktorú 
chce stiahnuť. Napríklad, ak url semienka je  http://www.example.org/source/code/page.html, crawler 
sa taktiež pokúsi stiahnuť stránky /source/code/, /source/  a /. Cothey zistil, že „path-ascending“ cra-
wler bol veľmi efektívny pri hľadaní izolovaných zdrojov alebo zdrojov, pre ktoré by sa nenašiel 
žiadny odkaz počas bežného prechodu.
Veľa „path-ascending“ crawlerov je taktiež známych ako „žací“ softvér, pretože zvyknú „žať“ 
alebo zberať všetok obsah – napríklad fotky z galérie – zo špecifickej stránky alebo hosta[1].
„focused“ sťahovanie
Dôležitosť stránky pre crawler môže byť taktiež vyjadrená ako podobnosť danej stránky so za-
danou radou. Internetové crawleri, ktoré sa snažia sťahovať navzájom si podobné stránky sa volajú 
„focused“ alebo „topical“ crawleri.  Koncept tematického alebo zámerného crawlingu bol prvý raz 
predstavený Menczerom a Chatrabatrim.
Hlavný problém „focused“ crawlerov je v samotnej ich podstate.  Chceli by sme byť schopní 
predpovedať podobnosti textu zadanej stránky so vstupnou radou ešte pred samotným sťahovaním 
stránky. Možný prediktor je text odkazu. Tento prístup zaviedol Pinkerton v crawlere v začiatkoch in-
ternetu. Diligenti navrhol použiť obsah už navštívených stránok na naznačenie podobností medzi pre-
chádzanými stránkami a  stránkami, ktoré ešte neboli navštívené. Výkon „focused“ zberačov záleží 
hlavne od bohatosti odkazov pre danú prehľadávanú tému. „focused“ crawleri zvyčajne závisia na 
bežných prehľadávacích enginoch pri hľadaní štartovného bodu[1].
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Sťahovanie neviditeľných stránok
Obrovské množstvo internetových stránok leží v neviditeľnej časti internetovej stránky. Tieto 
časti  sú zväčša  dostupné len cez špecifické príkazy zaslané do databázy a bežné crawleri  nie  sú 
schopné nájsť tieto stránky pokiaľ na ne nie je žiadny odkaz. Sitemap protokol od Google a mod_oai 
sa snažia odhaliť tieto neviditeľné zdroje. Sťahovanie neviditeľných stránok taktiež zvyšuje  počet 
sťahovaných stránok. Niektoré crawleri berú len <a href=“url“ odkazy. No u niektorých, ako naprí-
klad Googlebot-a, prehľadávajú celý hypertextový obsah, tagy alebo text[1].
Obmedzovanie nasledovaných odkazov
Crawler môže chcieť prehľadávať len HTML zdroje a vyhnúť sa všetkým stránkam s iným 
MIME typom. Pre vyžiadanie výhradne HTML zdrojov môže crawler poslať HTML HEAD požiada-
vok   na  určenie  MIME  typu  internetového  zdroja  pred  žiadaním  o celý  zdroj  pomocou  GET 
požiadavku. Pre vyhnutie sa tvorbe nespočetného množstva HTTP HEAD požiadavkov môže crawler 
preskúmať URL a dopytovať sa iba po tých URL, ktoré končia na .html, .htm alebo lomítkom. Táto 
stratégia  môže  spôsobiť  nechcené  preskočenie  veľkého  množstva  internetových  HTML  zdrojov. 
Podobná  stratégia  porovnávajúca  koncovky  internetových  zdrojov  so  zoznamom  prípon  stránok 
s HTML zdrojom: .html, .htm, .asp, .aspx, .php a lomítko. Niektoré crawleri sa môžu vyhýbať dopy-
tovaniu sa po zdrojoch, ktoré obsahujú „?“ (dynamicky generované), aby sa vyhli  „pavúčej pasti 
(spider traps)“ ktorá môže spôsobiť, že zberač bude ťahať nekonečné množstvo URL z daného webu.
2.1.4 Najznámejšie web crawleri
Zoznam web crawlerov sme pri práci prebrali zo zdroja [1].
2.1.4.1 Closed crawleri:  
➢ Google  Crawler  býval  podrobnejšie  opisovaný v starších  verziách.  V dobe písania  tejto 
práce spoločnosť Google zverejňuje o svojich produktoch len nevyhnutné informácie, preto je 
v tomto odstavci popísaná staršia verzia tohoto crawleru založená na C++ a Pythone. Crawler 
bol integrovaný spolu s indexovaním, pretože sa parsoval len text na full-textové indexovanie 
a URL extrakciu. Existoval URL server,  ktorý posielal zoznamy URL na spracovanie cra-
wlerom. Počas parsovania sú nájdené URL zaslané URL serveru, ktorý skontroluje, či už bolo 
spracované. Ak nie, pridá ho do fronty URL servera.
➢ FAST Crawler  je crawler používaný nórskou firmou Fast Search & Transfer,. Od apríla 
2008 vlastní licenciu spoločnosť Microsoft. Crawler je aktuálne využívaný pre takzvaný En-
terprise search, čo je v podstate proces, kedy sa indexuje špecifický obsah, aby mohol byť 
ďalej zobrazený, alebo vyhľadávaný registrovanými užívateľmi.
➢ Methabot je webový crawler napísaný v jazyku C, navrhnutý pre rýchle a flexibilné použitie. 
Methabot je možné upraviť podľa potreby jeho užívateľa pomocou Javascriptu a E4X a kon-
figurovaný pomocou vlastného konfiguračného jazyka,pričom je možné meniť konfiguráciu 
za behu. Šírení pod ISC license. 
➢ PolyBot  je napísaný  v jazyku C++ a Python. Súčasťami sú crawl manager a jeden alebo 
viac downloaderov a DNS resolverov(v závislosti od verzie). Zozbierané URL sú pridávané 
do fronty aby boli neskorej spracované. Správanie prebieha v takzvanom batch mode, kedy sa 
prehľadávajú zaradené URL a vylučujú sa z nich URL už navštívené. Crawler zohľadňuje aj 
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domény vyšších radov, napríklad: www.example.com a www2.example.com, pretože takéto 
domény sú zvyčajne umiestnené na rovnakých serveroch. 
➢ RBSE   bol jedným z prvých crawlerov. Je založený na dvoch programoch:
1) „mite“, čo je v podstate jednoduchý www prehliadač, ktorý sťahuje stránky z interne-
tu
2)  „spider“, ktorý spravoval frontu URL v relačnej databáze.
➢ WebCrawler  bol používaný na vybudovanie prvého verejne dostupného full-textového in-
dexu menšej časti webu. Je založený na lib-WWW, slúžiacej pre sťahovanie stránok a ďal-
šom programe, ktorý sa stará o parsovanie stránok a frontu URL. 
➢ World Wide Web Worm bol crawler používaný na vytvorenie jednoduchého indexu z titu-
lov dokumentov a URL. Index mohol byť prehľadávaný pomocou unixového programu grep.
➢ WebFountain je distribuovaný,  modulárny crawler, napísaný v jazyku C++. Vyznačuje sa 
"kontrolným" strojom, ktorý koordinuje sériu „mravčích“ strojov. Po opakovanom stiahnutí 
stránok je pre každú stránku vypočítaný koeficient a následne je nelineárnou metódou vy-
riešená sústava rovníc, aby sa udržala maximálna aktuálnosť informácií. Autori odporúčajú 
použiť crawling order v počiatočných fázach crawlingu a potom prepnúť do uniform crawling 
order, v ktorom sú všetky stránky navštevované s rovnakou frekvenciou.
➢ WebRACE  je modul implementovaný v jazyku Java a používa sa ku crawlingu a cachova-
niu.  Tento  modul  sa  využíva  v generickom systéme  eRACE,  ktorý  prijíma  a spracováva 
požiadavky od užívateľov, na základe ktorých sťahuje stránky. Systém je využívaný aj na ser-
veroch ako takzvaný smart proxy server, ďalej tiež obsluhuje požiadavky na "sledovanie" we-
bových stránok, ktoré majú byť sledované : keď sa daná stránka zmení, crawler ju stiahne 
a upozorní "sledovateľa". Najvýznamnejšia funkcia WebRACE-u je, že narozdiel od väčšiny 
crawlerov,  ktorí  začnú pracovať  s počiatočným  zoznamom URL,  WebRACE  začne  auto-
maticky získavať nové URL na crawling.
2.1.4.2 Open source crawleri:  
➢ arachnode.net je  .NET web crawler napísaný v jazyku C# s využitím SQL 2005 a Lucene je 
šírený pod GNU General Public License. 
➢ DataparkSearch je crawler i vyhľadávací engine vydávaný pod GNU General Public Licen-
se. 
➢ GNU Wget je  jednoduchý program,  ktorý je  napísaný v jazyku  C.  Natívne sa  vyskytuje 
v Unix-like systémoch a je ovládaný z príkazového riadka. Jeho typickým použitím je sťaho-
vanie objektov z webu a FTP. Pri správnych nastaveniach môže byť použitý ako jednoduchý 
crawler.
➢ GRUB je distribuovaný ako open source vyhľadávací crawler pre Wikia Search.
➢ Heritrix je veľmi kvalitný a komplexný nástroj, ktorý bude ďalej podrobnejšie popisovaný. 
Je využívaný pre projekt Internet Archive a bol navrhnutý pre periodické archivovanie veľké-
ho množstva webových stránok. Napísaný je v jazyku Java, čo umožňuje ho používať na veľ-
kom množstve operačných systémov. 
➢ HTTrack je ďalší open source crawler a tiež offline web browser. HTTrack defaultne vytvá-
ra  kópiu prechádzaného servera vrátane hierarchickej štruktúry, čo potom využíva pri offline 
prehliadaní. Je napísaný v jazyku C a šírený pod GNU GPL. 
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➢ ICDL Crawler je multiplatformový web crawler napísaný v jazyku C++ . Jeho pôvodným 
účelom je crawling založený na Web-site Parse Templates s využitím iba voľných systémo-
vých zdrojov počítača. 
➢ Nutch - crawler vytvorený v jazyku Java a vydávaný pod Apache License. Môže byť použitý 
spolu s Lucene (text-indexový balík). 
➢ Pavuk je program, ktorý je podobný programom HTTrack a wget. Narozdiel od oboch uve-
dených však podporuje vyhľadávanie na základe regulárnych výrazov, pravidlá pre vytvára-
nie súborov a niekoľko ďalších,  ktoré  je  možné nájsť na  stránkach projektu.  Je  ovládaný 
z príkazového  riadka,  ale  má  aj  voliteľnú  podporu  X11(grafického  používateľského 
rozhrania). Šírený je pod GNU GPL licenciou.
➢ YaCy je voľne šírený(GNU GPL) vyhľadávací engin postavený na princípe peer to peer sieti. 
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3 Automatická morfologická analýza
V  súčasnosti  sa  dostáva  do  popredia  výskumu  v oblasti  informačných  technológií  spracovanie 
prirodzeného jazyka. Základom pre spracovanie prirodzeného jazyka je morfologická analýza jazyka, 
ktorá sa využíva už pri spracovaní písaného textu na počítači (korektory gramatiky, automatické dopl-
ňovanie slov a podobne), ale hlavným cieľom tejto analýzy je doplniť k slovám ich gramatické kate-
górie a vzory a generovanie chýbajúcich tvarov slov. Problém morfologickej analýzy je vyriešený 
takmer vo všetkých krajinách západnej(Morphisto - An Open Source Morphological Analyzer for 
German  pre  nemčinu,  The  ARTFL  Project  pre  francúzštinu,  PIONIER  pre  holandčinu  a ďalšie) 
a strednej Európy. V Slovenskej republike existuje veľa nástrojov pokúšajúcich sa o riešenie, ale za-
tiaľ nebolo nájdené žiadne konečné riešenie v obdobe českého morfologického analyzátoru Ajka[8]. 
Existuje dokonca niekoľko projektov založených na analyzátore Ajka, podľa myšlienky spracovania 
príbuzných jazykov, ale žiaden z nich doposiaľ nebol uznaný ako vhodné riešenie pre potreby všet-
kých užívateľov zaoberajúcich sa spracovaním prirodzeného jazyka.
Využitie morfologického analyzátoru je veľmi široké, pretože morfologická analýza je vstup-
nou bránou komplexného spracovania prirodzeného jazyka na počítači. Umožňuje nielen vytvárať ap-
likácie pre kontrolu gramatiky, generovanie slov alebo diakritiky, ale aj označenie gramatických kate-
górií slov a tvorenie slovníkov a databáz slovenskej slovnej zásoby. I keď toto tvrdenie je nepatrne 
nadnesené,  nakoľko  počítač  sám  o sebe  pri  generovaní  nových  slov  pomocou  odvodenia  z už 
známych  slov nedokáže generovať dvojtvary(napríklad v niektorých  pádoch množného čísla)  a na 
druhej strane môže generovať nepoužívané alebo neexistujúce tvary slov(pri chybnom určení vzoru), 
preto je vytvorená množina slov bez interakcie človeka vo väčšine prípadov nadmnožinou slovnej 
zásoby bez dvojtvarov niektorých pádov. [3]
Naším cieľom je vytvorenie aplikácie, respektíve sady aplikácií a skriptov, s použitím ktorých 
budeme schopní doplniť a kontrolovať existujúci morfologický slovník slovenčiny. Takto doplnený 
slovník by mal obsahovať väčšinu, v ideálnom prípade všetky slovné tvary v slovenčine. Rozsah do-
plnených slovných tvarov závisí od rozsahu a rozmanitosti vstupných dát. Aktuálne sa tento problém 
rieši tak, že na zozbieraných dátach rovnakého slovného druhu sa aplikujú všetky známe pravidlá pre 
všetky lemmy slov daného slovného druhu, pretože formálne nie je možné určiť, či nejaký tvar je zo 
slovnej zásoby alebo vzniká vyššie vysvetlený problém s nadmnožinou slov slovnej zásoby [3].
3.1 Zápis morfologických značiek
Pri zapisovaní morfologických značiek označujúcich gramatické kategórie slov sa z praktic-
kých dôvodov používa skrátený zápis. Morfologické analyzátory ako napríklad česká Ajka využívajú 
atribútový systém, ktorý sa skladá z dvojíc znakov. Prvý znak reprezentuje kategóriu a druhý znak jej 
hodnotu. Systémy založené na tomto princípe majú oproti iným menej používaným systémom niekoľ-
ko  výhod.  Jednou z najväčších  je  jednoduchá  a rýchla  možnosť  rozširovania,  napríklad  o značky 
označujúce kategóriu jazyka.
Princíp značenia:
1) určenie slov = rozdelenie textu na reťazce oddelené medzerami
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2) každému slovu je priradený slovný základ(lemma). U skloňovaných slovných druhov 
je  to  prvý  pád  jednotného  čísla  a u slovies  neurčitok-infinitív,  pri  neohybných 
slovných druhoch je za lemma vybraný daný slovný tvar.
3) Každému slovnému druhu priradíme určitý počet atribútov, ktorým je priradená urči-
tá hodnota, pričom atribúty v značke za sebou nasledujú v presne stanovenom poradí.
Význam jednotlivých značiek je možné nájsť na internete alebo v manuále k nejakému morfo-
logickému analyzátoru. V tejto práci nie je uvedený pre jeho značnú rozsiahlosť a relatívne ľahkú do-
stupnosť.[5] Pre názornosť napríklad značka k1gInSc4 pri slove xenón znamená:
k1 = podstatné meno (substantíva)




Slovné vzory v klasickom význame a vo význame pre spracovanie prirodzeného jazyka sú dva 
radikálne odlišné pojmy, ktoré spája len „schopnosť“ na ich základe vytvárať nové slová. Zatiaľ čo 
názvy vzorov v gramatike každého jazyka sú pevne dané a je ich relatívne málo, je vzorov pri spraco-
vaní prirodzeného jazyka počítačom oveľa viac, pretože počítač nemá „cit“ pre jazyk, a teda nie je 
schopný určiť, či je potrebné vypustiť alebo vložiť písmeno do slova, aby vzniklo korektné slovo pre 
daný jazyk. Teda je nutné mať relatívne veľké množstvo vzorov, ktoré sú pre každú skupinu slov aj 
pri jednom gramatickom vzore iné, pretože musí byť pokrytá možnosť vypustenia písmena a naopak 
aj  možnosť pridania písmena v niektorom páde.  Takto vzniknú stovky reprezentantov vzorov pre 
tvorbu slov, pričom títo reprezentanti spadajú do jedného gramatického vzoru. Názvy vzorov sú len 
reprezentačné a nie je nutné ich zachovávať ako pri gramatických vzoroch, pretože každý morfologic-
ký analyzátor využíva iné názvy. Reprezentačný názov vzoru je možné vybrať ľubovoľne z množiny 
slov, ktoré majú vo všetkých gramatických kategóriach rovnaké koncovky ako reprezentant vzoru. 
Niekedy sa môže stať, že sa jeden vzor rozpadne na viacero vzorov, ale táto situácie býva výnimočná 
a súvisí so zmenami v slovotvornom základe alebo chybou pri pôvodnom určovaní vzorov.
Vytvorenie vzorov je pre počítač jednoduchá práca, pre každé slovo sa priradí ako vzor slovo, 
ktoré sa zhoduje v koncovkách a pri každej koncovke musí byť rovnaká aj morfologická značka. Tak-
to vzniknú slovné vzory pre spracovanie prirodzeného jazyka.
3.3 Tokenizácia
Jedným zo základov každej automatickej morfologickej analýzy je prevedenie textov do formá-
tu niektorého z metajazykov ako je SGML alebo dnes už častejšie XML a tokenizácia, čo je identifi-
kácia slov v texte a rozdelenie tohto textu na tokeny, čo sú reťazce znakov medzi dvomi medzerami. 
Takéto chápanie slova je však v rozpore s lingvistickým poňatím slova, kde je  definované podľa 
jednotlivých rovín ako: 
a) súhrn všetkých slovných tvarov (morfológia) 
b) komponent syntagmy (syntax)
c) nositeľ vecného významu (lexikológia)
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Z definície tokenu ako reťazca znakov medzi dvomi medzerami vyplýva, že ním okrem slova môžu 
by  aj  čísla,  interpunkcia,  skratky  a podobne.  Základným  problémom  je  nemožnosť  identifikácie 
hraníc slova s hranicami tokenu, čo môže viesť na ďalších rovinách automatického spracovania k od-
lišnej lingvistickej interpretácii. Toto sa môže stať napríklad ak je význam jazykovej jednotky vyjad-
rený viacerými slovnými tvarmi.(propriá-Lakšárska Nová Ves, termíny-hydroxid sodný) alebo sú vý-
znamy viacerých jazykových jednotiek vyjadrené jednoslovne(tys',ma',preň). Po tokenizácii sa môžu 
vykonať nejaké ďalšie operácie tagerom a potom sa výsledok uloží. Výstupom tokenizeru je súbor 
s popisom reťazcov pomocou niektorého z jazykov SGML, napríklad CSTS, ktorý je samopopisný.
3.4 Tager 
Program, ktorý vykonáva morfologickú analýzu, teda každému slovnému tvaru v texte priradí 
možné morfologické interpretácie a vyberie korektnú značku z množiny značiek. Základom funkcie 
tagerov je algoritmus, ktorý môže pracovať podľa viacerých modelov: 
1. pravdepodobnostný model, založené na: 
a) skrytých markovovských modeloch (Hidden Markov Models), napr. Hajičov tager 
b) maximálnej entropii (Maximum Entropy Tagger), napr. tager Adwaita Ratnaparkhiho 
c) trigramoch (Trigrams  ́n  ́Tags), napr. tager Thorstena Brantsa 
2. nepravdepodobnostné, založené na: 
a) pamäti (Memory Based Tagger), napr. tager W. Daelemansa a J. Zavrela 
b) pravidlách (Rule Based Tagger), napr. tager E. Brilla, tager V. Petkeviča a a K. Olivu 
Častou metódou na zefektívnenie  morfologickej  analýzy  a dezambiguácie(určenia  morfologických 
značiek) je kombinácia viacerých metód tagovania, napr. hybridný systém Hajiča a kol. (2001)[3].
3.4.1 Trénovacie a testovacie dáta pre tager
Trénovacie dáta tvorí vopred manuálne označkovaný a dezambiguovaný korpus, na ktorom sa 
tager „učí“ pomery medzi slovnými tvarmi a ich značkami. Testovacie dáta predstavuje korpus, na 
ktorom prebieha testovanie tagera. Pri značkovaní platí zásada, že testovacie dáta sa musia odlišovať 
od trénovacích (nemôže na nich prebieha trénovanie). Typicky sa na testovanie používa 10 % dát, 
zvyšok tvoria dáta trénovacie.
3.5 Lemmatizácia a stemming
Lemmatizácia je podobná stemmingu a často bývajú tieto dva termíny zamieňané. Rozdielom 
je, že pri lemmatizácii potrebujeme mať znalosti o kontexte, narozdiel od stemmingu, kedy nám stačí 
samostatné slovo. Pri lemmatizácii hľadáme slovný základ slov.
Implementovať lemmatizátor je zložitejšie ako implementovať samotný stemmer, práve kvôli 
nutnosti rešpektovať význam slov v rozličných kontextoch[17]. Automatické určenie základného tva-
ru slova, teda lemmatu, k danému tvaru slova sa vykonáva s využitím:
➢ slovníkov 
➢ pravidiel strojového učenia
Stemming ,ako už  sme objasnili, nie je identický s lemmatizáciou. Narozdiel od nej sa nehľadá 
základ slova, ale koreň slova. Pri niektorých slovách môže byť základ slova a koreň slova rovnaký, 
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➢ POS tagging – slovné druhy a aplikácia pravidiel
➢ stochastické  algoritmy vytvárajúce  pravdepodobnostný model  na  základe známych  relácií 
medzi koreňmi a morfologickými tvarmi slov.
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4 Heritrix
Heritrix je crawler používaný organizáciou Internet Archive, ktorá sa špecializuje na archivovanie 
webu. Je open source a napísaný v jazyku Java, preto je možné ho použiť takmer vo všetkých operač-
ných systémoch. Stačí len mať v danom systéme nainštalovaný aktuálny interpret jazyka Java. Sa-
mozrejmosťou je možnosť prekladu na konkrétnom počítači zo zdrojových kódov. Pri našej práci sme 
používali verziu Heritrixu, ktorá bola distribuovaná už po kompilácii. Pre nastavenie a spustenie He-
ritrixu je možné využiť príkazovú riadku alebo webové rozhranie. Obe možnosti sú plnohodnotné 
a ekvivalentné.
4.1 Inštalácia 
Heritrix je možné stiahnuť z domovských stránok(http://crawler.archive.org) vo vyššie prezen-
tovaných formách. Po rozbalení získaného archívu a nastavení práv prístupu k súborom spustiť sa-
motný Heritrix. V prípade, že sa nerozhodneme pre použitie binárnej distribúcie heritrixu, ale pre 
vlastnú kompiláciu zo zdrojových kódov je nutný ešte preklad. Aktuálna verzia Heritrixu v dobe písa-
nia tejto prace je 1.14.2 a vyžaduje nainštalované JRE 5.0 a vyššie a Java 5.0 alebo vyššie. 
Heritrix má okrem softvérových aj hardwarové nároky a to je dostatočne veľká pamäť, nakoľ-
ko je vyžadovaná minimálne 256MB časť z pamäte systému vyhradená len pre java heap.
4.2 Spustenie 
Heritrix je ako už bolo uvedené, napísaný čisto v jazyku Java a preto je platformovo nezávislý. 
Napriek tomu sa môže líšiť spustenie na jednotlivých operačných systémoch, pretože primárny vývoj 
systému Heritrix zameral na unix-like systémy a aj pri vypracovávaní tejto práce sme spúšťali Herit-
rix na systémoch GNU Linux x86 a GNU Linux x64. Zatiaľ čo spustenie na 32 bitovom OS bolo 
v zhode s manuálom, spustenie na 64 bitom počítači vyžadovalo dodatočné nastavenia. 
➢ 32 bitový PC:  
Pred spustením nastavíme aktuálny adresár na domovský adresár Heritrixu, ak sme 
ešte nenastavili práva pre spustenie binárneho súboru nastavíme ich k súboru heritrix 
v adresári bin a potom spustíme Heritrix s parametrami z nižšie uvedenej tabuľky,  
najčastejšie s parametrami  --admin=LOGIN:PASSWORD. Kde LOGIN je 
prihlasovacie meno, ktoré bude použité pre prístup k webovému rozhraniu a 
PASSWORD je heslo k tomuto rozhraniu. 
➢ 64 bitový PC:  
Na spustenie na 64 bitovom počítači v našom prípade to bol server pcnlp1.fit.vutbr.cz 
je nevyhnutné nastaviť limity a vykonať jednoduchú kontrolu:
ulimit -v unlimited -S veľkosti pamäti aspoň na 512 MB, no vhodnejšie 
nastaviť na unlimited
ulimit -t unlimited -S doba behu programu na unlimited
veľkosť pamäti pre Javu:
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export JAVA_OPTS="-Xmx512M" 512MB alebo viac
Na jednom počítači môže byť spustená len jedna inštancia Heritrixu, preto je pred samotným spuste-
ním vhodné spustiť
ps aux | grep Heritrix 
alebo ak Heritrix spadol a neukončil všetky svoje procesy:
ps axu | grep Heritrix | awk {'print $2'} | xargs kill 
Ďalej sa už spustenie Heritrixu na 32 a 64 bitovom počítači nelíši. V ďalších krokoch je ale dô-
ležité rozhodnúť sa, v akom režime je výhodnejšie pre danú úlohu Heritrix používať. Pri použití we-
bového rozhrania je ovládanie komfortnejšie, ale nevýhodou je, že pri ovládaní musíme na stroji, na 
ktorom beží Heritrix, mať možnosť spustiť webový prehliadač. Prípadne je možné pomocou paramet-
ra –bind nastaviť očakávanie spojenia z IP adresy administrátora úlohy, ale táto adresa musí byť ve-
rejná a musí byť na oboch počítačoch správne nadstavený firewall. Pri použití Heritrixu v režime, 
kedy všetky nastavenia určuje súbor ORDER.XML , je možné Heritrix ovládať z príkazového riadka, 
toto je použiteľné hlavne na serveroch, kde často spustenie internetového prehliadača vzdialene nie je 
možné alebo by zabralo veľa z potrebného výkonu servera. Samotný heritrix je možné spustiť:
➢ s webovým rozhraním
./heritrix --port=cislo_portu --admin=login:heslo
➢ ovládanie pomocou ORDER.XML
./heritrix –nowui ORDER.XML –run





#nastavenie java heap space na 1GB - len na 64bit procesore
export JAVA_OPTS="-Xmx1G"
$HERITRIX_HOME/bin/heritrix -b server.cz --port XXXX --admin
login:heslo
Pretože pri takomto spustení si ktorýkoľvek užívateľ pripojený na server môže výpisom proce-
sov zistiť meno a heslo pre prístup k webovému rozhraniu Heritrixu je žiadúce spustiť Heritrix bez 
parametra -a / --admin. Toto sa dosiahne nastavením loginu a hesla oddelených dvojbodkou vo vlast-
nosti heritrix.cmdline.admin v konfiguračnom súbore $HERITRIX/conf/heritrix.properties, kde HE-
RITRIX je domovský adresár Heritrixu.
4.2.1 Významné nastavenia Heritrixu
Heritrix je veľmi komplexný nástroj a preto nie je možné v tejto práci popísať všetky jeho na-
stavenia a ani to nie je jej cieľom, ale je dôležité objasniť nastavenia pre dodržiavanie aspoň základ-
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ných pravidiel(politík) crawlingu ako napríklad zdvorilostná politika, no rovnako cenné sú aj nastave-
nia zabezpečujúce zber len požadovaných dát a vylúčenie nepotrebných. Pri popise týchto nastavení 
sme čerpali z manuálu Heritrixu[10].
1. Nastavenie emailu v časti settings pri zakladaní novej úlohy je jednou zo základných zásad 
zdvorilostnej  politiky.  Toto  pole  musí  obsahovať  platnú  emailovú  adresu,  inak  crawling 
nezačne. Platnou sa myslí adresa v tvare user@example.com. Táto adresa nie je kontrolovaná 
či skutočne existuje, ale s ohľadom na zaťaženie serverov crawlingom, by mala obsahovať 
skutočnú adresu administrátora crawlingovej úlohy, ktorého je možné kontaktovať v prípade 
uviaznutia crawleru v takzvanej spider trap, prílišného zaťaženia servera alebo iných problé-
mov.
2. Nastavenia URL s informáciami o projekte v poli user-agent v časti settings pri tvorbe novej 
úlohy je opäť kontrolovanou časťou a bez vyplnenia sa crawling nespustí.  Na zadávanom 
URL by sa mali nachádzať informácie o crawlere, úlohe a využití získaných dát. Toto využí-
vajú administrátori serverov pre rozlíšenie škodlivých a potenciálne nebezpečných robotov 
od užitočných. Prípadne pri zostavovaní štatistiky, ktorý vyhľadávač indexuje ich stránky. Pri 
nevyplnení tohto poľa platnými údajmi je možné, že administrátor servera zablokuje crawleru 
prístup na server.
3. Nastavenie rešpektovania súborov s nastavením pre roboty je v časti settings pod položkou 
robots-honoring-policy a obsahuje možnosti:
➢ classic – riadi sa pravidlami v robots.txt
➢ ignore – ignoruje všetky pravidla v robots.txt
➢ custom – nastavenie vlastných pravidiel
➢ most-favored – riadi sa pravidlami v robots.txt, ktoré umožňujú najväčšie mož-
nosti prístupu a uplatňujú najmenej zákazov
➢ most-favored-set – ako predchádzajúce, ale určí množinu pravidiel.
Pri crawlingu v internete sa ponecháva nastavenie na položke classic, aby crawler nesťahoval 
súkromné časti webu. Nastavenie ignore vedie k stiahnutiu o niečo málinko väčšieho množ-
stva dát, ale vzhľadom k prehľadávaniu a prístupom k rôznym častiam domén vedie k zaká-
zaniu prístupu crawleru na doménu. Nastavenia custom, most-favored a most-favored-set vy-
žadujú dodatočné informácie pri ich výbere. Používajú sa na doménach, ktoré tvorca úlohy 
pozná a vie, ktoré pravidla môžu byť ignorované. 
4. V prípade, že crawling prebieha na vyťaženom servere je možné nastaviť delay factor, ktorý 
určí oneskorenie v odosielaní požiadavkov na stiahnutie stránky zo servera. S týmto nastave-
ním nepriamo súvisí aj max-delay-ms a min-delay-ms, ktoré určujú maximalný a minimálny 
čas v milisekundách, ktorý je vkladaný medzi odosielanie požiadaviek na server.
5. Ak sa chceme zamerať na získavanie textu jedného konkrétneho jazyka budeme sa musieť 
zamerať aj na jeden druh domény, v našom konkrétnom prípade to bola top-level doména sk. 
Nastavenia Heritrixu umožňujú pri vytváraní úlohy nastaviť filter tak, aby všetky odkazy na 
stránky  mimo  požadovanú  doménu  zahadzoval.  Nastavenie  je  pri  vytváraní  novej  úlohy 
v časti settings polia položky scope, kde je možné definovať externý súbor s URL, ktoré budú 
konvertované na surt prefixy alebo sú odvodené z poľa seeds, do ktorého je ale možné zadať 
priamo SURT prefixy.
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6. SWF, CSS a JavaScript extraktory sú nástroje, ktoré extrahujú linky zo daného obsahu. Toto 
je pri crawlingu s cieľom získať text možné vypnúť nakoľko sa v tomto type obsahu nachá-
dzajú odkazy na multimediálne súbory a na súbory so zdrojovým kódom.
4.3 Paralelizácia Heritrixu
Vzhľadom k tomu, že crawling je časovo náročný proces, pretože je nevyhnutné brať ohľad na 
vyťaženie serverov, spracovanie obsahu, odkazov a mnoho ďalšieho bolo by neefektívne spúšťať ho 
len na jednom servere a len ako jednu inštanciu. Heritrix sám natívne podporuje paralelizáciu, pretože 
je to multivláknová aplikácia. A je možné pre každú úlohu za určitých podmienok spustiť samostatné 
vlákno.  Okrem tohto je možne Heritrix využívať aj  multiclusterovo.  Multiclusterová paralelizácia 
však nie je natívne podporovaná, jej podporu zabezpečuje nadstavba nad Heritrixom nazývaná HCC.
4.3.1 Multivláknová paralelizácia
Heritrix pri  vytváraní  novej  úlohy v časti  settings obsahuje pole max-toe-threads,  toto pole 
v základnom nastavení obsahuje číslo 50, ktoré určuje, že sa crawler pokúsi vytvoriť maximálne 50 
vlákien pre danú úlohu. Pre každé vlákno však platí obmedzenie, že jedno vlákno je len pre jednu 
doménu. Preto ak úloha bude len na jednej doméne, Heritrix vytvorí len jedno vlákno pre danú úlohu. 
Niekedy sa môže stať, že vo výpise koľko vlákien bolo použitých na spracovanie konkrétnej úlohy sa 
objaví aj napriek spracovaniu len jednej domény väčšie číslo ako 1. Toto je spôsobené odkazmi von 
z danej domény, pre ktoré Heritrix vytvorí dočasné vlákno. 
Ak je Heritrix nastavený tak, že pri crawlingu vytvára veľké množstvo vlákien zaťažuje neprimerane 
nielen počítač,  na ktorom je spustený,  ale aj  pripojenie k sieti  a switche v tej  časti  siete,  ktorá je 
spoločná pre prístup k väčšiemu množstvu domén. Z tohoto dôvodu je na bežných počítačoch a pripo-
jeniach vhodné zmeniť nastavenie max-toe-threads z predvolených 50 na nižšie číslo. Samozrejme, 
ak je počítač s niekoľko gigabajtovou pamäťou a rýchlym pripojením, tak táto situácia nemôže nastať 
a je možné nastaviť max-toe threads až na maximum, čo je 200. Ale takáto hodnota je veľmi neob-
vyklá.  Zvyčajne sa používa 100 až  150,  vyššie  hodnoty sa používajú na počítačoch so značným 
množstvom systémových zdrojov a dedikovaným pripojením k internetu pre účely crawlingu.
4.3.2 Multiclusterová paralelizácia
HCC(Heririx Cluster Controler) je nadstavba nad Heritrixom, ktorá popri natívne multivlák-
novej paralelizácii umožňuje aj multiclusterovú paralelizáciu. Samozrejme je možné spustiť Heritrix 
multiclusterovo v jednovláknovom režime,  no  v tomto  prípade  multiclusterové  spracovanie  stráca 
zmysel. Typickým využitím multiclusterovej paralelizácie je množstvo počítačov, ktoré nestačia na 
spracovanie veľkého množstva vlákien alebo veľké množstvo domén, z ktorých chceme získavať in-
formácie a štandardných 200 vlákien nepostačí. 
HCC sa skladá z dvoch hlavných častí. Klientského API pre prístup ku komponentom a samotného 
výkonného kontroleru. HCC v podstate hľadá heritrix zdroje v JNDI(Java Naming and Directory In-
terface) a sprostredkúva komunikáciu s nimi[12]. Poskytuje súbor metód a atribútov, ktoré vykonáva-
jú všeobecné funkcie a operácie na vzdialenej inštancii alebo na skupine takýchto inštancií. Klientská 
časť  prekladá  Mbean  rozhranie  do  jednoduchšieho  doménovo  špecifického  rozhrania,  aby  sa 
nemuselo pri práci s HCC pracovať s JMX OpenDynamicsMBean interface[15].
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Ak máme nainštalovaný Heritrix a v ňom úspešne zaregistrovaný JNDI server, ktorý bol spustený 
pred spustením Heritrixu. Môžeme spustiť ClusterControllerBean a ClusterControllerClient. Pre lo-
kálne  monitorovanie  a správu slúži  JMX agent,  ktorým  však  možno  monitorovať  a spravovať  aj 
vzdialené stanice. V ďalšom kroku je nutné nastaviť v závislosti od zvoleného operačného systému 
práva alebo upraviť niektoré súbory. Tieto detailné nastavenia je možné nájsť v manuále HCC. Po 
spustení JMX agenta a prihlásení sa k niektorej inštancii Heritrixu je možné ju spravovať rovnako ako 
lokálnu inštanciu.
4.4 Nástroje Heritrixu
• htmlextractor - nástroj, ktorý zobrazí všetky linky, ktoré Heritrixu extrahoval z daného URL 
• hoppath.pl - zrekonštruuje hop path do URL z dokončenej úlohy 
• manifest_bundle.pl - zabalí všetky zdroje obsiahnuté v crawl manifeste 
• cmdline-jmxclient - zapne ovládanie Heritrixu z príkazového riadku 
• arcreader - extrahuje obsah ARC súborov, ktoré generuje Heritrix, je možné využiť aj iné ná-
stroje, prípadne vytvoriť vlastný. Bude popísané nižšie. 
4.5 Popis dôležitých súborov a adresárov
adresáre:
./HERITRIX/bin adresár so všetkými aplikáciami Heritrixu
./HERITRIX/conf adresár s konfiguračnými súbormi
./HERITRIX/docs dokumentácia a rôzne články v pdf a html
./HERITRIX/jobs adresár, do ktorého sa ukladajú nastavenia, štatistiky a dáta  
jednotlivých úloh
./HERITRIX/lib knižnice Javy nevyhnutné pre beh Heritrixu
./HERITRIX/webapps adresár  so  súbormi  webového  rozhrania  a integrovaného  
selftestu
./HERITRIX/jobs/nazov_jobu adresár s dátami úlohy Heritrixu s názvom nazov_jobu
./HERITRIX/jobs/nazov_jobu/arcs obsahuje ARC súbory so stiahnutými dátami
./HERITRIX/jobs/nazov_jobu/checkpoints dáta checkpointov vytvorených pri činnosti Heritrixu, 
ak neboli žiadne vytvorené, vytváranie je manuálne, 
adresár je prázdny
./HERITRIX/jobs/nazov_jobu/logs logy a varovania úlohy
súbory:
./HERITRIX/heritrix_out.log log súbor samotného Heritrixu, v prípade problémov je tento 
súbor veľmi dôležitý pre riešenie
./HERITRIX/jmxremote.password šablóna pre súbor s heslami
./HERITRIX/conf/heritrix.properties nastavenia Heritrixu, dobre sú popísane v manuále ale i 
v samotnom súbore, jedným z dôležitých nastavení je 
nastavenie  mena  a hesla  pre  webové rozhranie,  ktoré  sme  
popisovali vyššie. 
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./HERITRIX/jobs/nazov_jobu/crawl-report.txt obsahuje zhrnutie údajov o úlohe ako názov, status, 
trvanie úlohy, počet hostov, počet seedov, celkový počet dokumentov, počet spracovaných dokumen-
tov za sekundu, bandwidth v Kb/s, celková veľkosť dát
./HERITRIX/jobs/nazov_jobu/frontier-report.txt popis front heritrixu
./HERITRIX/jobs/nazov_jobu/hosts-report.txt zoznam navštívených hostov pri danej úlohe 
s údajmi o počte navštívených URL na danom hoste, počet stiahnutých bytov, počet súborov s na-
stavím crawleru(robots.txt), počet zostávajúcich URL
./HERITRIX/jobs/nazov_jobu/mimetype-report.txt súbor s počtami  a typom stiahnutých  MIME 
dát
./HERITRIX/jobs/nazov_jobu/processors-report.txt použité  nástroje  pri  danej  úlohe,  napríklad 
CSS alebo sfv extraktor a podobne
./HERITRIX/jobs/nazov_jobu/responsecode-report.txt návratové kódy HTTP a ich počty pri  danej 
úlohe
./HERITRIX/jobs/nazov_jobu/seeds.txt zoznam seedov pri danej úlohe. Nielen ten, ktorý vlo-
žil administrátor úlohy pri jej spustení, ale aj seedy zozbierané Heritrixom
./HERITRIX/jobs/nazov_jobu/seeds-report.txt zoznam seedov spolu  s presmerovaniami  a návrato-
vými kódmi http a statusom
./HERITRIX/jobs/nazov_jobu/state.job obsahuje status, názov, druh ukončenia úlohy spolu 
s drobnými doplňujúcimi údajmi a názvom súboru s nastavením
./HERITRIX/jobs/nazov_jobu/order.xml súbor s nastavením úlohy
4.6 Spracovanie ARC súborov Heritrixu
Heritrix pri zberaní dát produkuje súbory *.arc.tgz, ale len pre úsporu miesta na pevnom disku 
počítača. Po rozbalení archívu, získame plnohodnotný ARC súbor s nasledujúcou štruktúrou:
file header 1
     file 1
file header 2
     file 2
     .
     .
file header n




filedesc://IA-2009031.arc 0.0.0.0 20090301191034 text/plain 76
1 1 InternetArchive
URL IP-address Archive-date Content-type Archive-length
http://foo.edu:80/hello.html 127.10.100.2 19961104142103 text/html 187
HTTP/1.1 200 OK
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Date: Thu, 1 Mar 2009 19:10:34 GMT
Server: Apache






Prednastavená veľkosť ARC súboru v Heritrixe je 100MB, toto je však možné zmeniť pre 
každú úlohu zvlášť.  Odporúčaná maximálna možná veľkosť ARC súboru je 600MB. So súbormi 
môžme  pracovať  ihneď po  ich  vytvorení,  nakoľko  Heritrix  si  rozlišuje  spracované  a spracúvané 
súbory pomocou prípony .open, takže meno súboru, do ktorého sa zapisuje, je *.arc.open ďalšie infor-
mácie, ako o poškodení alebo uzamknutí súborov je možné nájsť v manuále Heritrixu. Štatistika He-
ritrixu vypisuje veľkosť ARC súborov v archíve, nie veľkosť archívu na disku, tá záleží od použitej 
metódy kompresie.
Rozbalený archív z Heritrixu vytvorí ARC súbor už bez kompresie, ale stále ešte nevidno jednotlivé 
dáta. Archív môžeme otvoriť v textovom editore a čítať jeho obsah, ale vzhľadom na rozsiahle hlavič-
ky toto je nepraktické riešenie. Naviac často sa môže stať, že obsahom archívu sú prevažne alebo len 
MIME súbory a potom okrem hlavičiek nie je možné nič prečítať. Preto sa ARC súbory spracúvajú 
rôznymi metódami, rozoberieme tradičné tri metódy:
1) Spracovanie pomocou ARCreaderu Heritrixu:
Najčastejšia metóda spracovania, nakoľko samotný Heritrix obsahuje tento nástroj. 
Na druhej strane bol v minulosti slabo dokumentovaný a veľa z užívateľov o ňom ne-
vie alebo ho nevie používať. ARCreader Heritrixu extrahuje zoznam všetkých URL 
a všetky metadata uložené v ARC súbore do CDX formátu(v závislosti od argumen-
tov príkazovej riadky buď na štandardný výstup alebo do súbor) pomocou príkazu:
./arcreader Example-2009031.arc
Zoznam URL a metadát je uložených v súbore CDX v tvare:
timestamp, ip, url, mime, x, y, offset, length, arc
Ak niektorý parameter chýba, je nahradený pomlčkou. Samotný súbor CDX by však 
bol nepoužiteľný, preto ho otvoríme alebo využijeme nejaký skript, ktorý súbor otvo-
rí a vyberie offset, eventuálne jeden offset za druhým a volaním príkazu:
./arcreader -o OFFSET -f dump Example-2009031.arc
kde  OFFSET  je  vybraný  offset  z CDX  súboru,  rozbalí  obsah  súboru  uloženého 
v ARC  súbore  Example-2009031  od  offsetu  OFFSET.  Takto  je  možné  použitím 




Jedna  z možností,  ktorá  je  pomerne  často  využívaná,  je  stiahnuť  si  extraktor  dát 
z ARC súborov z internetu podľa potrieb užívateľa,  pretože nie každý vie napísať 
skript a manuálne získavanie dát môže byť zdĺhavé.
3) Vlastný skript:
Zo znalosti štruktúry ARC súborov, CSX súborov a extrakcie obsahu ARC súboru sa 
ponúka hneď niekoľko spôsobov spracovania. Ako bolo uvedené v 1.bode základným 
využitím vlastných skriptov pri extrakcii obsahu z ARC súborov je skript hľadajúci 
offsety a spúšťajúci ARCreader v režime dump. Takto ale možnosti extrakcie zďaleka 
nekončia, keďže ARC súbory sú čitateľné v bežnom textovom editore, aspoň čo sa 
hlavičiek týka, tak je možné hlavičky spracovávať skriptovacími jazykmi. Ak pomo-
cou skriptu vyextrahujeme offset a dĺžku uložených dát, je možné tieto dáta už po-
merne jednoducho extrahovať.  Komplexnosť takýchto  skriptov narastá nakoľko je 
nevyhnutné rozlišovať extrahovaný obsah, aby nevznikali  súbory uložené ako text 
s binárnym obsahom. Ďalšou možnosťou ako extrahovať obsah je využiť CDX súbor 
generovaný  ARCreaderom  Heritrixu  a vlastný  skript,  ktorý  vyhľadá  dáta  v ARC 
súbore a vyextrahuje ich pomocou údajov z CDX súboru, takto funguje aj skript od 
Bc. Martina Ludvíka, ktorý bol čiastočne využitý aj pri tejto práci. Je možné ho nájsť 
https://merlin.fit.vutbr.cz/nlp/crawlAclean/arc2corpus.py ,  vzhľadom  na  to,  že  je 
chránený autorským zákonom je pre prístup vyžadované heslo.
Nástroje pre prácu s ARC a extraktory dát z ARC súborov je možné nájsť na https://wiki.lib.umn.edu/
DI2/HowToCrawl alebo na http://archive-access.sourceforge.net/projects/wera/ . Skript arc_extraktor 
z stránok wiki.lib.umn.edu bol rovnako ako skript pána Ludvíka použitý pri tejto práci, je to kom-
plexný skript pre extrakciu obsahu z ARC súborov, ktorý rozlišuje MIME a text obsah.
4.7 Spracovanie vyextrahovaných HTML 
súborov a MIME obsahu
Pre tvorenie slovníka nie je potrebný multimediálny obsah, ktorého pri správnom nastavení He-
ritrixu nebýva veľa. No i tak je vhodné ho odstrániť ihneď po vyextrahovaní a ponechať len HTML 
obsah. No i samotný HTML obsah ešte pre naše spracovanie nie je vhodný, nakoľko obsahuje HTML 
tagy a rôzne iné nepoužiteľné reťazce(JavaScript, CSS a pod.) Toto je možné odstrániť niekoľkými 
spôsobmi:
1) programom html2text, ktorý sa nachádza v operačných systémoch unixového typu
2) už napísaným veľmi komplexným skriptom z internetu, napríklad skriptom html2text, ktorý 
bol použitý aj pri tejto práci a je možné ho nájsť na stránkach http://www.aaronsw.com/2002/
html2text/
3) pri jednoduchých stránkach bez CSS a JavaScriptu je možné si napísať vlastný skript, ale na-
koľko je HTML jazyk s obrovským množstvom povolených tagov a ich kombinácii, pričom 
takmer na každej stránke sa vyskytuje CSS a JavaScript, toto nie je príliš vhodné riešenie pri 
zbere veľkých dát.
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4) najefektívnejšou možnosťou sa však javí využitie webového prehliadača, ktorý dokáže nielen 
zobraziť grafický výstup, ale vie aj svoj výstup previesť do textovej podoby. Tento spôsob 
získavania textu z HTML stránok je praktický vďaka tomu, že výstupnú znakovú sadu pre-
hliadača, do ktorej sa textový výstup ukladá, možno ovplyvniť a teda nie je potrebné ďalšie 
prekódovanie. Nevýhodou však je, že takýto prehliadač nie je vždy k dispozícii. Na počíta-
čoch FIT VUT je však možné použiť links:
     links -dump -dump-charset iso-8859-2 -no-references $file
Kde prepínač -dump spôsobí prepnutie z grafického výstupu do textového, -dump-charset ur-
čuje výstupnú znakovú sadu a prepínač -no-references spôsobí, že na konci výstupného textu 
sa nezobrazia referencie na danú stránku.
Po odstránení tagov a ostatných „smetí“ zo zozbieraných dát sa veľkosť radikálne zmenší, pri vypra-
covávaní tejto práce to bolo až o 8/10 z celkového množstva. No takto upravené dáta ešte nie sú 
vhodné na spracovanie, nakoľko sa na internete používa obrovské množstvo kódovania znakov. Naj-
častejšie sú takzvané Windows kódovania, v naších podmienkach CP-1250 a CP-1251, druhým naj-
častejším v poradí je UTF-8 a za ním kódovania ISO-8859-2 a ISO-8859-1, ale vyskytnúť sa môžu aj 
iné  kódovania,  napríklad  CP-1254  alebo  CP-1252.  Z tohto  dôvodu  je  nevyhnutné  pred  ďalším 
spracovaním dáta prekódovať do jednotného kódovania znakov. Kvôli spracovaniu dát na Linuxe sme 
si zvolili kódovanie UTF-8, ktoré je viac-menej štandardom. Prekódovanie zabráni vzniku nespraco-
vateľných  znakov pri  spracovaní  dát  s iným kódovaním ako UTF-8.  Žiaľ toto kódovanie  nebude 
konečné, pretože balík fsa od pána profesora Daciuka pracuje v kódovaní ISO-8859-2 a preto pred 
spracovaním dát pomocou tohto balíka musíme výsledný korpus prekódovať.
Ďalším krokom v spracovaní  je  vytvorenie  slovníka početnosti  tvarov slov.  Slovník početnosti  je 
súbor, v ktorom sa vyskytuje každé slovo zo súboru všetkých slov a k nemu je číslo reprezentujúce 
koľkokrát sa v danom súbore toto slovo nachádza.
Pri spustení skriptov a nástrojov na extrakciu a ďalšie spracovanie súborov je nutné nastaviť limity 
procesorového času a pamäti uzamknutej programom na unlimited, pretože inak je pravdepodobné, že 
nastavenie limitov na počítači nebude dostatočné.
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Počty zozbieraných dát
Doména Počet stránok Počet slov Veľkosť dát
http://referaty.atlas.sk 77431 1535 708 MB
http://www.modry-krokodil.sk 1072 96212 19 MB
http://portal.gov.sk 6743 4597714 163 MB
http://referaty.atlas.sk – sekcie so slovenčinou 128130 6421 2.0 GB
http://blog.synopsi.com 3969 4645280 91 MB
http://www.modry-krokodil.sk/Jokes
http://www.modry-krokodil.sk/Story
130 27463 2.4 MB
http://sk.wikipedia.org  77859 32866691 1.0 GB
http://www.topky.sk 254626 62991096 7.0 GB
http://portal.gov.sk – 2 zber 58429 27586496 985 MB
http://www.zoznam.sk 98101 16193084 1.6 GB
http://www.sme.sk 718051 textových do-
kumentov
1147554233 Cca 30 GB
Z  www.sme.sk sa nezachovali záverečné logy Heritrixu, preto sú údaje približné. Počty slov sú pred 
akýmkoľvek spracovaním súborov a zahŕňajú aj číselné reťazce.
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5 Daciukové nástroje morfologickej 
analýzy
Profesor Jan Daciuk z Fakulty elektrotechniky, telekomunikácií a informatiky Technickej univerzity 
v Gdansku sa zaoberá spracovaním prirodzeného jazyka a vytváraním konečných automatov[4]. Vy-
tvoril viacero softvéru využívajúceho vytváranie konečných automatov pre efektívnu prácu s dátami. 
Na konečných automatoch je založený aj jeho balík nástrojov pre spracovanie prirodzeného jazyka 
využívaný v projekte ALPINO, ktorý je súčasťou veľkého projektu PIONIER holandskej organizácie 
NWO, ktorá sa zaoberá popri umení a teológii aj rečou a logikou. Projekt PIONIER je zameraný na 
riešenie problémov s nejednoznačnosťou a efektivitou pri určovaní gramatických kategórií a vzorov 
pri spracovaní prirodzeného jazyka počítačom. Vypracovaný bol v rokoch 2000 až 2005. Jeho subp-
rojekt ALPINO je systém pre „porozumenie“ holandčine. Pričom porozumením sa myslí vytvorenie 
logického stromu pre každú vetu v texte, ktorý reprezentuje význam diakritiky a stavbu vety [13].
Balík FSA od profesora J. Daciuka obsahuje aplikácie[11]:
➢ fsa_accent - obnoví diakritiku, používa sa pri jazykoch s diakritikou, rýchly program. Vytvá-
ra kompaktné slovníky z jednoduchých zoznamov slov. Pri použití je možné použiť viacero 
slovníkov. Dostupné je aj rozhranie pre Emacs.
➢ fsa_build – Vytvorí konečný automat zo vstupných dát, ktorý sa podobá štruktúre Trie. Tento 
automat sa potom využíva v ďalších programoch z tohto balíka, pretože uloženie dát v tomto 
tvare redukuje pamäťové nároky, ako pri spracovaní tak pri uložení, ale aj rýchlosť spracova-
nia. Pri tvorbe automatu nepoužíva regulárne výrazy, tabuľky alebo podobné implementácie. 
Vstupné dáta spracováva po riadkoch, pričom každý riadok je spracovaný ako celok, čiže 
riadok je kvázi slovo. Program je rýchly pri vytváraní dát, ale vyžaduje, aby boli vstupné dáta 
zoradené  podľa  číselných  hodnôt  znakov  a nie  podla  národných  pravidiel.  Ďalšou 
požiadavkou na vstup je výskyt len jedinečných slov, čiže vstup je bez duplicít.
➢ fsa_ubuild  –  obdobný program ako  fsa_build,  ale  dokáže  vytvárať  konečné  automaty  aj 
z nezoradených vstupných dát, ktoré obsahujú duplicity. Ale na úkor rýchlosti spracovania, 
ktorá pri veľkých súboroch môže narásť až niekoľkonásobne. Sám autor jeho používanie ne-
odporúča. Pri spracovaní využíva aj väčšie množstvo pamäte ako fsa_build.
➢ fsa_guess – program,  ktorý vykonáva morfologickú analýzu slov. Analýza známych slov, 
teda tých, ktoré sú uložené v slovníku,ten je uložený ako konečný automat, je takmer 100%. 
Naproti  tomu analýza neznámych slov je len približná a založená na sufixoch a prefixoch 
daného slova. Program môže pracovať so štandardným vstupom alebo čítať vstupné dáta zo 
súboru, ktorý je v textovom formáte, pri odhadovaní používa slovník, ktorý je uložený ako 
konečný automaty a zostavený zo slovníka v úspornom tvare nazvanom KEndings. Fsa_guess 
obsahuje aj mód pre odhadovanie morfologických informácií v mmorph, čo je morfologický 
nástroj. Pre fsa_guess existuje aj grafické užívateľské rozhranie v Tcl/Tk, ktoré okrem iného 
pridáva aj novú funkčnosť a síce doplnenie nových slov do slovníka. 
➢ fsa_hash – implementácia perfektného hashovania. Slová zo zoradeného vstupu sú spočítané 
a program ich pretransformuje na čísla a čísla na slová. Využíva sa napríklad pri indexovaní 
a podobne.
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➢ fsa_morph – program slúžiaci na morfologickú analýzu slov. Vstupom sú obrátené slová, 
z ktorých program určí odpovedajúce kategórie. Pri spracovaní môže byť použitých viacero 
slovníkov naraz.  Dáta  v slovníkoch sú v jednoduchom formáte  a balík  obsahuje  niekoľko 
prípravných AWK skriptov. Program je rýchly s možnosťou využiť Emacs rozhranie.
➢ fsa_prefix – jednoduchý program, ktorý vypíše všetky slova v slovníku, ktoré začínajú zada-
ným prefixom.
➢ fsa_spell  –  jednoduchý  spellchecker,  ktorý  je  zameraný  najmä  na  špeciálne  spracovanie 
reťazcov, ktoré sú vyslovované ako jednopísmenné, čo je dôležite pri hľadaní vhodného kan-
didáta na nahradenie v niektorých jazykoch. Inak si užívateľ môže myslieť, že slovo nie je 
v slovníku, napriek tomu, že je správne. 
➢ fsa_visual – vytvorí dáta, pre reprezentáciu automatu pomocou vcg(Visualization of Compi-
ler Graphs), používaný pri debugovaní alebo diagnostike.
➢ rôzne prípravné a pomocné skripty pre úpravu vstupných dát, vytvorenie grafického užívateľ-
ského rozhrania Tcl/Tk a podobne
Programy z balíka prof. Daciuka často využívajú ako slovník súbory, v ktorých sú dáta uložené 
v tvare  konečného  automatu,  ktorý  bol  vytvorený  programom  fsa_build,  eventuálne  programom 
fsa_ubuild.  Tieto  konečné  automaty  sú  optimalizované  na  nízkej  úrovni,  blížiacej  sa  assembleru 
a preto sú algoritmy s nimi pracujúce extrémne rýchle a zabrané miesto v pamäti veľmi malé. Koneč-
ný automat  vytváraný a používaný aplikáciami  z tohto balíku je deterministický konečný automat 
s minimálnym množstvom prechodov, ktorý sa svojou štruktúrou snaží napodobiť štruktúru trie.
5.1 Trie
Štruktúra Trie je vhodná pre ukladanie rozsiahlych textových informácií, pretože minimalizuje 
použitú pamäť pri reťazcoch, ktorých prefix už sa v Trie nachádza, preto sa Trie niekedy nesprávne 
nazýva aj prefixový strom.
Schéma Trie s kľúčmi a hodnotami. Reprezentované reťazce sú zakreslené vnútri uzlov.
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Trie  je  v svojej  podstate  asociatívne  pole,  ktoré  ako  kľúče  využíva  reťazce  a hodnoty  sú 
zvyčajne čísla. Nie je však vylúčené ako hodnoty použiť tiež reťazce. Koreň Trie reprezentuje prázd-
ny reťazec a pod ním sa nachádzajú všetky ostatné reťazce tak, že v každom uzle je len jedno pís-
meno daného reťazca, pod ktorým je uložených niekoľko uzlov reprezentujúcich alebo ďalšie pís-
meno tohto reťazca, alebo podstrom reťazcov s rovnakým prefixom ako daný reťazec. Pretože sa pri 
ukladaní reťazcov do Trie vkladá len podreťazec, ktorý ešte štruktúra neobsahuje, je Trie efektívna 
z hľadiska využitej pamäti. Narozdiel od binárneho vyhľadávacieho stromu kde sa pri hľadaní rozho-
duje, ktorú vetvu vybrať podľa hodnoty uzlu. V Trie sa hodnota uzlu vôbec nezohľadňuje a vyhľadá-
vanie prebieha len na základe kľúčov, pričom všetci následníci uzlu majú spoločný prefix, ktorým je 
cesta od koreňa po daný uzol. U Trie nie je ani možné pri vyhľadávaní používať hodnoty uzlov, pre-
tože nie  každý uzol  obsahuje  nejakú hodnotu.  Väčšina  uzlov obsahuje  NULL pointer  a len  listy 
stromu a niektoré význačné uzly stromu obsahujú konkrétnu hodnotu[2].
Výhody Trie[2]:
1) efektívna z hľadiska spotreby pamäte pri vhodnom použití
2) rýchle  spracovanie  a hľadanie  v reťazcoch,  najmä  rýchle  hľadanie  najdlhšieho 
spoločného prefixu a abecedné radenie(preorder prechod Trie zoradí výstup lexiko-
graficky vzostupne a postorder prechod zoradí výstup lexikograficky zostupne)
3) rýchle vloženie záznamu
4) rýchle odstránenie záznamu
5) vhodná pre algoritmy spellcheckerov a iných  programov približného porovnávania 
textu
6) jednoduchá úprava nielen pre spracovanie reťazcov ale teoreticky ľubovolných texto-
vých dát, napríklad čísel a podobne
7) možno ju využiť ako náhradu za rôzne dátové štruktúry, napríklad hashovaciu tabuľ-
ku a podobne,  ale  v niektorých  prípadoch je  to  nevýhodné(napr.  vyššie  pamäťové 
nároky)
8) Trie možno jednoducho upraviť pre rôzne účely, napríklad na sufixový strom pre full-
textové vyhľadávanie alebo hľadanie najdlhšieho spoločného prefixu.
Nevýhody Trie[2]:
1) Štruktúra nerieši zdieľanie zhodných prípon a ďalších zhodných častí
2) Algoritmy pracujúce s Trie sú vo väčšine prípadov zložitejšie ako algoritmy pracujú-
ce s inými vyhľadávacími stromovými štruktúrami
3) Dáta musia byt reprezentované ako textové reťazce alebo po úprave trie ako čísla čo 
nie je vždy jednoduché
4) Efektivita využitia Trie závisí vo veľkej miere od uložených dát a pri nevhodných dá-
tach sa stráca. Ak sú ukladané dlhé slová, ktoré nemajú vo väčšine prípadov zhodné 
predpony, alebo sú ukladané krátke slová vo veľkom množstve a s rozličnými pred-
ponami efektivita Trie klesá a postupne sa z tejto štruktúry stáva súbor lineárnych zo-
znamov so spoločným začiatkom – koreňom Trie.
Niektoré nevýhody Trie sa pokúšajú riešiť rôzne implementácie, napríklad Patricia Trie rieši 
premenu Trie na súbor lineárnych zoznamov tým, že v jednom uzle nie je uložený len jeden znak, ale 
v prípade že rodičovský uzol má len jedného potomka sú tieto uzly zlúčené a tým pádom je v jednom 
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uzle uložených viacero znakov[2]. Toto je však implementačne náročné rovnako ako algoritmy na 
zdieľanie prípon. Na Trie však môžeme pozerať ako na deterministický konečný automat a  aplikovať 
pravidlá pre zdieľanie prípon ako na smerovaný graf slov, ktorý je tiež možné brať ako konečný auto-
mat.[4] Na konečné automaty dodržiavajúce myšlienku Trie je možné aplikovať ďalšie optimalizácie 
ako napríklad zdieľanie rôznych častí reťazca a podobne tak, aby sme dosiahli minimálny počet pre-
chodov v automate pri zachovaní funkčnosti pôvodného automatu. Takto sa dosiahne zmenšenie pa-
mäťovej aj časovej náročnosti ako aj veľkosti výslednej štruktúry. Takto implementované konečné 
automaty využívajú aplikácie z balíka FSA od profesora J. Daciuka, ale tie ešte zjednotia konce riad-
kov do jedného miesta, takže každý prechod automatom reprezentuje jeden riadok pôvodného súboru 
[11].
Model konečného automatu reprezentujúceho Trie
A je koreň Trie, F je miesto obsahujúce konce riadkov, ostatné miesta reprezentujú uzly Trie a pod-
mienky  prechodu  automatu  reprezentujú  kľúče  pôvodnej  štruktúry.  V tomto  príklade  sú  uložené 
slová: sa, som, dá, dom, aha, a skratka asm.
5.2 KEndings, WLT, WLTE a ďalšie formáty
Pri spracovaní prirodzeného jazyka sa využíva niekoľko formátov súborov  v závislosti od in-
formácií, ktoré máme o slovách, ale aj v závislosti od použitého softvéru a metódy spracovania.
A) Otagovaný súbor  –  súbor  so slovami,  ktorý obsahuje  morfologickú značku,  lemma  slova 









Celý súbor pripomína svojou štruktúrou XML bez koreňového elementu a je ľahko možné ho 
do súboru XML previesť prípadne vložiť do tabuľky databázy.
B) Súbor WLT – v tejto práci bol použitý jednoduchý skript na prevod otagovaného súboru do 
formátu  WLT,  ktorý  obsahuje  v každom  riadku  slovo,  jeho  lemma  a morfologickú 
značku(Word, Lemma, Tag).
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Vytvorený skript pre prevod formátov je len parser pôvodného otagovaného súboru, pričom 
parsovaním získané dáta doplní o oddeľovače a vloží do zoznamu. Tento zoznam pred zapísa-
ním do súboru  zoradí  podľa  abecedy a končí.  Skript  bol  začlenený do  funkcie  morf2wlt 
v súbore conveter.py.
C) Súbor WLTE – tento druh súboru obsahuje všetky informácie ako súbor WLT, ale naviac ob-
sahuje aj vzor podľa ktorého sa slovo tvorí. Tento vzor a gramatický vzor slov sú dva rozdiel-
ne pojmy, ktoré už boli v tejto práci vysvetlené. Vzor pre tvorbu slov v našom poňatí nie je 
teda pevne vopred stanovený, ale je to čisto automatická záležitosť a jeho reprezentanta mož-
no z množiny slov, ktoré sa podľa neho vytvárajú, zvoliť ľubovoľne. Pre generovanie súboru 
WLTE zo súboru WLT bola v tejto práci tiež použitá funkcia v súbore converter.py s názvom 
wlt2wlte. Táto funkcia je relatívne zložitejšia ako funkcia pre prevod do formátu WLT a je 
založená na troch štruktúrach dictionary v jazyku Python. Pri zavolaní funkcie načíta obsah 
WLT súboru do prvej štruktúry, tak že kľúčom je lemma slov a hodnotou sú slová a ich mor-
fologické  značky.  Do  druhého  slovníka  sa  pre  každý riadok  súboru  WLT  uloží  zoznam 
značiek pre konkrétne lemma a ku každej značke je priradená koncovka daného slova v tvare 
popísanom  touto  značkou.  Pri  ďalšom  spracovaní  sa  hľadá  zhoda  v hodnotách  druhého 
slovníka s inými hodnotami tohto istého slovníka, pretože hodnoty reprezentujú morfologické 
značky a k nim odpovedajúce koncovky slov.  Ak sa  nájde zhoda vkladajú sa  do tretieho 
slovníka  jedno  lemma  ako  vzor  a druhé  lemma  ako  kľúč  k danému  vzoru.  V závere 
spracovania  sa  prejde  prvá  štruktúra,  ktorá  obsahuje  všetky riadky súboru  a ako  kľúč  je 
použité  lemma,  čiže  kľúče  tretieho  slovníka  sú  obsiahnuté  v kľúčoch  prvého  slovníka, 
doslova sú tieto dve množiny čo do rozsahu zhodné, preto je možné pri záverečnej iterácii 
použiť len jeden cyklus, ktorý prejde obe štruktúry. Pri týchto prechodoch obomi štruktúrami 
už len vpisujeme do súborov hodnoty slova, lemmy, tagu a vzoru. Nutnosťou je prechádzať 
dva  slovníky,  pretože  slovník  obsahujúci  vzory  neobsahuje  morfologické  značky. 
Implementácia oboch funkcií, či už morf2wlt alebo wlt2wlte nepredpokladá chybné vstupné 
súbory a preto toto nie je ani ošetrované, nakoľko tieto súbory bývajú výstupom programov 
a pravdepodobnosť  chyby  je  veľmi  malá.  Pri  implementácii  druhej  funkcie  sme  použili 
štruktúru  dictionary,  pretože  je  vytvorená  a užitočná  pre  podobné  účely  i keď  môže  byť 
náročná  na  spotrebu  pamäte,  tá  by mohla  byť  optimalizovaná  znížením počtu  použitých 
štruktúr  alebo  uvoľnením  druhej  štruktúry  v záverečnej  fáze.  Takéto  uvoľnenie  by  však 







D) Súbor s usporiadaním KEndings – obsahuje všetky dáta ako súbor wlte, ale v úspornom for-
máte.  Používa sa pre vytvorenie  dát  spracovávaných balíkom fsa,  konkrétne pre program 
fsa_guess a fsa_morph. Autorom prevodného skriptu guess_data.py je Bc. Stanislav Černý. 
Formát KEndings obsahuje slovo, písmeno, ktoré značí koľko znakov z konca slova má byť 
odstránených,  morfologickú  značku  a vzor.  V našom  prípade(vytvorenie  pomocou 
guess_data.py) je slovo invertované. Úspora pamäťových nárokov pri použití tohto formátu 
tkvie v tom, že lemma je uložené pomocou pôvodného slova a značky koľko písmen treba 
odstrániť. Značka A znamená, že sa neodstráni nič, značka B znamená odstránenie jedného 
znaku a tak ďalej. V prípade, že značka je Bý, tak sa pri odstránení dvoch znakov doplní ý 
a ten istý princíp aj pri značke Cia, ktorá značí, že po odstránení troch znakov doplníme ia 
a takto podobne aj pri ďalších značkách. Ako oddeľovač sa používa znak + namiesto znaku # 
z WLTE súborov. Pri vytváraní tohto formátu pre uloženie dát pomocou skriptu guess_data-
.py pre programy fsa_morph a fsa_guess je doplnený naviac aj znak '_' , ktorý označujeme 
ako  filler  a jeho  prítomnosť  indikuje,  že  slovo  môže  pokračovať,  napríklad  predponou 
a podobne.
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5.3 Zostavenie a chyby v Daciukovych nástrojoch
Vzhľadom  k obrovskému  rozsahu  kódu  a funkčnosti  nástrojov  z balíku  FSA  od  profesora 
Daciuka je samozrejmosťou výskyt drobných chýb, ktoré autor priebežne odstraňuje. Pri tejto práci 
sme sa stretli s rôznymi drobnosťami od pádu aplikácie v dôsledku chýbajúceho brake až po havárie 
pri zostavovaní konečného automatu aplikáciou fsa_build v dôsledku chybnej časti kódu, ktorú zapí-
na voľba -DGENERALIZE pri preklade. V prípade nájdenia chyby je vhodné pred jej ohlásením vy-
skúšať celý balík preložiť bez nepotrebných volieb v Makefile a tiež skontrolovať vstupné dáta, na-
koľko celý balík fsa je veľmi citlivý na vstupy a je nevyhnutné dodržiavať pokyny autora z dokumen-
tácie balíka. Nezoradený vstup s duplicitami môže a takmer určite zhodí aplikáciu, ktorá podľa manu-
álu vyžaduje zoradené unikátne dáta, pretože vstupy týchto aplikácií nie sú nijako zvláštne ošetrované 
a kontrolované. Tieto kontroly sú vypustené najmä pre ich vysokú časovú náročnosť, ale i pre nároč-
nosť na systémové zdroje. 
Zostavenie  balíka  sa  vykoná  po  konkrétnej,  pre  danú úlohu vhodnej  úprave  Makefile.  Pri 
použití  novších  verzií  prekladača  g++  je  potreba  opatchovať  súbor  common.cc  súborom 
common.cc.patch,  ktorý je  možné  nájsť  na  priloženom DVD.  Potom by už  preklad  a zostavenie 
aplikácií nemal byť problém. Jednotlivé voľby sú stručne popísané aj v samotnom Makefile, ale ich 
detailnejší popis sa nachádza v súbore Install v balíku FSA.
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6 Postup riešenia
Postup riešenia tvorby morfologického slovníka z webových dát možno rozdeliť do niekoľkých fáz. 
Výstup jednotlivých  fáz je vstupom fáz nasledujúcich,  až po záverečnú fázu,  kedy je produktom 
požadovaný morfologický slovník.
6.1 Fáza získavania dát
Pri získavaní dát sme využili crawler Heritrix v jedno vláknovom režime, ktorý sme neskôr na-
hradili  režimom multivláknovým,  no bohužiaľ jednoclusterovým kvôli  nedostatočným právam in-
štalovať software na školských serveroch a nestabilite týchto serverov, sme sa pri práci museli za-
obísť s menším množstvom dát,  asi  45.5 GB. Dáta sme získavali  zo slovenskej národnej domény 
a vplyvom  chybného  nastavenia  aj  z niekoľko  málo  domén  com (youtube.com,  google-analytics 
a podobne). 
Heritrix produkuje dáta vo formáte ARC súborov a tieto naviac balí do archívov komprimova-
ných do formátu tar. Tieto archívy sme pri práci rozbalili za pomoci jednoduchého for cyklu napísa-
ného priamo do príkazovej riadky shellu, ktorá umožňuje použitie cyklov a v ich tele volanie externé-
ho programu alebo linuxovej utility, v našom prípade programu tar. Výsledkom rozbalenia archívov 
bol rovnaký počet ARC súborov. Tieto súbory sme ďalej spracovávali niekoľkými spôsobmi, ale ako 
najlepší sa osvedčilo použitie  arc_extraktor-ou zo stránok  wiki.lib.umn.edu. Pri použití iných metód 
extrakcie vznikali problémy s rozlíšením binárnych a textových súborov.
Po vyextrahovaní všetkých súborov z ARC archívov, boli tieto súbory roztriedené na textové, 
multimediálne,  súbory zdrojových kódov a súbory s textovým obsahom v inom formáte  ako plain 
text. Tieto súbory sú vedľajším produktom crawlingu a nikdy nie je možné 100% vylúčiť ich stia-
hnutie. Nasledujúca tabuľka zobrazuje roztriedenie súborov:
Multimediálne typy Textové typy Plain text Zdrojové kódy Archívy, aplikácie
PNG,BMP,JPG,GIF,FLV, 
SWF,X-ICON,  MP3
DOC, PDF HTML, TXT CSS,  JavaScript, 
X-XSLFO 
MSI, ZIP, COM, 
Všetky multimediálne typy súborov spolu so súbormi obsahujúcimi CSS štýly a zdrojové kódy 
boli  pred spracovaním vymazané,  rovnako ako súbory archívov a aplikácií.  Odstránené množstvá 
súborov predstavovali  asi  3% z celkového množstva stiahnutých  dát.  Súbory s textom vo formáte 
TXT, DOC a PDF sme ponechali pre účely neskoršieho spracovania, ich celková veľkosť však pred-
stavuje  zanedbateľných 1.6% celkového obsahu.
Napriek tomu, že za súbor zdrojového kódu možno považovať aj súbory HTML sú zaradené do 
kategórie plain textu, pretože sme schopní ich do tohto formátu previesť. Na prevod HTML do plain 
textu je opäť možné použiť niekoľko metód, každá metóda je spojená s konkrétnymi problémami. Pri 
použití skriptu z internetu napísaného iným autorom je nutné dáta prekódovať do požadovaného for-
mátu, prípadne použitý skript nemusí byť schopný spracovať stránky s použitou znakovou sadou. Na-
písanie vlastného skriptu je časovo náročné a často neošetruje všetky možné kombinácie, ktoré sa 
môžu v kóde vyskytnúť. Tieto dôvody nás priviedli na myšlienku použiť pre extrakciu textu z HTML 
stránok webový prehliadač v režime dump, teda režime, ktorý miesto v grafickej podobe produkuje 
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textovú podobu so zástupnými značkami pre vizuálny štýl stránky. Jediný problém spojený s týmto 
riešením je nájsť prehliadač podporujúci tento režim a nastaviť výstupnú znakovú sadu. Takto na-
stavenému prehliadaču predáme každú stránku pomocou jednoduchého cyklu v príkazovom riadku 
unixového shellu a výstup presmerujeme do súboru. Po tomto sme pôvodné HTML súbory zmazali 
a porovnali veľkosť súborov s čistým textom. Zmenšila sa približne na 20 % pôvodnej veľkosti, av-
šak táto veľkosť bola súčtom veľkostí niekoľkých tisíc malých súborov, po spojení do jedného obrov-
ského súboru s veľkosťou niekoľko GB sa jeho veľkosť pohybovala okolo 13% pôvodného množstva. 
Zmenšenie veľkosti v prvom prípade bolo spôsobené veľkým množstvom značiek v HTML súboroch 
vzhľadom k textu, pretože každá textová položka je otagovaná HTML značkou a naviac každý vizu-
álny prvok na stránke zvyčajne predstavuje HTML kód,  ktorý bol  pri  extrakcii  textu odstránený. 
Druhé zmenšenie súborov, bolo spôsobené réžiou operačného systému, ktorý si ku každému súboru 
pripája metainformácie, ktoré sú uložené spolu so súborom a ich veľkosť sa započítava do veľkosti 
súboru. Pri obrovskom množstve súborov, keď počty súborov dosahujú radovo státisíce a veľkosti 
súborov sú bajty až kilobajty,  sa po spojení do jedného súboru prejaví odstránenie réžie z týchto 
súborov výrazným poklesom veľkosti výstupného súboru.
6.2 Fáza úpravy dát
Výstup Heritrixu ani po rozbalení dát z archívov a vyextrahovaní textu nevytvára slovenský 
korpus, pretože v týchto dátach sa nachádzajú :
➢ slova bez diakritiky
➢ slová z iných jazykov, najmä čeština a angličtina
➢ preklepy
➢ chybne napísané vlastné mená
➢ nezmyselne reťazce
➢ čísla a dátumy
➢ reťazce s významom, ktoré však nechceme pridávať do slovníka(smailiky a podobne)
➢ interpunkcia, zátvorky, rôzne značky, úvodzovky a tak ďalej
Tieto nežiaduce reťazce a znaky je nutné pred spracovaním odstrániť a súbor rozdeliť, tak aby 
každé slovo bolo na samostatnom riadku. Toto z časti zaistí tokenizér, konkrétne bol v práci použitý 
PDT 2.0 tokenizér, ktorý produkuje súbor CSTS s popisom reťazcov vo vstupnom súbore. PDT 2.0 je 
možné nájsť na https://merlin.fit.vutbr.cz/nlp-wiki/index.php/HOWTO_NLP_Czech, kde sa nachádza 
aj popis spustenia.
6.2.1 Zjednotenie kódovania, filtrovanie znakov
Pred spustením tokenizácie a v podstate aj pred zjednotením všetkých súborov do jedného veľ-
kého musíme v určitých situáciach zjednotiť kódovanie a to najmä ak sme nepoužili postup produku-
júci u všetkých HTML stránok výstup v rovnakom kódovaní. Na prevod kódovania môžeme použiť 
jednoduchý skript s využitím linuxových programov iconv a file. Tento skript môžme spustiť priamo 
v príkazovom riadku shellu, pretože sa nejedná o nič iné ako for cyklus obsahujúci volanie programu 
iconv s požiadavkom na prekódovanie z kódovania zisteného pomocou file -bi pre daný súbor v pred-
chádzajúcom kroku.
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Optimálnym riešením však je sa problémom s kódovaním znakov v súboroch vyhnúť pomocou 
extrakcie textu z HTML s využitím dump režimu webového prehliadača s korektným nastavením kó-
dovania výstupu. Takto vytvorené súbory môžeme spracovať tokenizérom. Po tokenizácii vyberieme 
z výstupného csts súboru len pre nás žiaduce riadky a to len tie obsahujúce slová. Je možné na tento 
účel použiť skript csts2txt.py vytvorený pri písaní tejto práce, ktorý sa nachádza na priloženom DVD. 
Týmto  sa  odstránia  smailiky,  interpunkcia,  zátvorky,  úvodzovky.  Jediná  časť  interpunkcie,  ktorá 
ostane po týchto krokoch zachovaná sú bodky, ale tie nahradíme pomocou programu tr za znaky kon-
ca riadku alebo je možné ich úplne zmazať.  Aktuálne pri  spracovaní,  nepremieňame čísla na ich 
slovnú reprezentáciu, preto je možné bodky mazať a následne zmazať aj čísla a dátumy.
6.2.2 Filtrovanie slov
Po vzniku súboru bez nežiaducich znakov musíme odfiltrovať nesprávne slová, ktoré nemôžme 
pridávať do slovníka. Problémom sú:
➢ preklepy
➢ slová bez diakritiky
➢ chybné napísane vlastné mená
➢ skratky
➢ slová z iných jazykov – čeština, angličtina a ďalšie
➢ slová s rôzne veľkými písmenami
Pre odstránenie takýchto nevhodných slov boli pri práci použité jednoduché, ale pritom účinné 
heuristiky. Pre odstránenie preklepov sme odstránili slová, ktoré majú v korpuse nízku četnosť výsky-
tu, pretože je málo pravdepodobné, že sa vyskytne v korpuse ten istý preklep viacero krát za sebou. 
Odstránenie skratiek prebehlo odstránením reťazcov kratších ako 3 a tiež boli do zvláštneho súboru 
premiestnené reťazce obsahujúce všetky písmena veľkým. Presun reťazcov do zvláštneho súboru sme 
aplikovali aj na reťazce s rôzne veľkými písmenami vnútri reťazca. Sofistikovanejšie heuristiky boli 
použité pre odstránenie slov bez diakritiky a chybne napísaných vlastných mien, ktoré sa odstraňovali 
podľa nasledujúceho algoritmu:
1. odstránenie diakritiky/veľkých počiatočných písmen zo všetkých známych slov
2. kontrola, ktoré slová sa po tejto úprave zmenili a tie boli zaradené do súboru
3. kontrola, či sa niektoré slovo zo súboru vylúčených reťazcov, nenachádza v pôvodnej množi-
ne
4. vylúčenie nájdených slov z pôvodnej množiny
Na tieto účely sme pri práci vytvorili skripty rozdel.py, ktorý rozdeľuje slová podľa veľkosti 
písmen a maže krátke reťazce, ďalej skript filter.py a filter.sh ktoré filtrujú obsah. Prvý skript je rých-
lejší ako je varianta pre shell, ale náročnejší na dostupné systémové zdroje a skript tr.py, ktorý vytvá-
ra dáta pre odstránenie slov bez diakritiky a s malými písmenami, ktoré sú predané na spracovanie 
skriptu filter.py.
Problémom ostali len slová z iných jazykov, pretože na ich odstránenie potrebujeme slovník 
z konkrétneho jazyka. Samotné filtrovanie nie je problémom a bol naň použitý skript filter.py, problé-
mom je získať rozsiahly slovník slov cudzieho jazyka, ktorý pokryje nechcené cudzie slová v našom 
korpuse. Pri práci sme mali k dispozícii len slovník pre češtinu a angličtinu, preto sme odfiltrovali len 
slová z týchto dvoch jazykov. Zhodou okolností však väčšina cudzích slov v našom korpuse boli čes-
ké a anglické. 
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6.3 Tvorba morfologického slovníka
Po potrebnom vyfiltrovaní nevhodných dát z korpusu a výbere slov, ktoré chceme pridať do 
slovníka si musíme pripraviť program fsa_guess, ktorý zostavíme s vhodne zvolenými voľbami, ktoré 
zapnú správanie programu, ktoré potrebujeme. V našom prípade sa jednalo najmä o voľbu   -DWE-
IGHTED ,  ktorá  spôsobí  priraďovanie  slov  k najčastejším vzorom.  Pri  práci  sme  sa  však  stretli 
s problémom,  kedy program fsa_guess preložený s voľbou -DWEIGHTED odhadol  menej  vzorov 
ako bez tejto voľby, preto sme slová, ktoré boli označené ako nepriradené k žiadnemu vzoru spraco-
vali programom fsa_guess dvakrát. Pri druhom spracovaní sme však vypli voľbu spôsobujúcu prira-
ďovanie slov k najčastejším vzorom.
Program fsa_guess však potrebuje k svojej činnosti slovník dát, z ktorých vytvorí konečný au-
tomat napodobňujúci svojim použitím štruktúru Trie. Pred vytváraním tohto automatu, je však potreb-
né previesť vstupný slovník do formátu KEndings nielen z dôvodu zmenšenia veľkosti výsledného 
súboru ale najmä kvôli efektívnemu odhadovaniu vzorov a kategórií slov. Tento princíp objasníme 
neskôr. Ako slovník do programu fsa_guess sme použili slovenské dáta FIT VUT, ktoré už mali pri-
radené  lemma  a morfologickú  značku.  K týmto  dátam sme  pomocou  skriptu  negace.py  vytvorili 
negácie prídavných mien, slovies a tiež superlatívy prídavných mien. Takto nám vznikol podstatne 
širší slovník, pokrývajúci viac slov za cenu jednoduchého pridania predpony ne- alebo naj- podľa 
morfologickej značky a prvých písmen slova. V podstate ide len o negáciu prídavných mien a slovies, 
ktoré sú označené ako pozitívne - značka eA prípadne sú bez značky negatívnej formy prídavného 
mena a nezačínajú na ne-. V takomto prípade doplníme predponu ne- a upravíme značku. Samozrej-
mosťou je, že takýto spôsob povedie k niektorým chybným detekciám pozitívnych tvarov prídavných 
mien a možným vznikom negovaných už negatívnych slov. Dôjde aj k vytvoreniu slov, ktoré nie sú 
spisovné, ale v slovenskom jazyku existuje možnosť takéto slová použiť. S ohľadom na tieto fakty 
vyčleníme takto vzniknuté slovné tvary do zvláštneho súboru, ktorý bude použitý ako druhý slovník 
v programe fsa_guess. Na oboch súboroch vykonáme potrebné úpravy pomocou skriptu converter.py, 
aby sme dáta previedli do formátu požadovanom pre vytvorenie slovníka používaného v programe 
fsa_guess.  Najprv  sme  vytvorili  súbor  WLT  a ďalej  potrebné  WLTE  súbory.  Vzhľadom  na 
skutočnosť,  že pôvodný,  nami  vytvorený korpus a dáta v súboroch WLTE, používané v programe 
fsa_guess ako slovník, obsahovali množiny slov, ktoré sa navzájom prekrývali, bolo potrebné ešte 
jedno záverečné filtrovanie. Týmto filtrovaním sme odstránili z korpusu slová obsiahnuté v súboroch 
WLTE. Na tieto účely sme opäť použili skript filter.py. Súbory WLTE sme ďalej previedli na formát 
KEndings  a usporiadali  linuxovou  utilitou  sort  s parametrami  zaisťujúcimi  jedinečnosť  každého 
riadku v súbore, podľa číselnej hodnoty znakov. Takto nastala úspora miesta, ktoré zaberal výsledný 
súbor približne o 15%.  Z takto upraveného súboru je možné pomocou programu fsa_build vytvoriť 
konečný  automat.  V prípade,  že  nemáme  k dispozícii  program  sort  je  možné  automat  zostaviť 
programom fsa_ubuild, ale tento program je neefektívny a pomalý. Po vytvorení konečného automatu 
zo súboru ho môžeme  použiť v programe fsa_guess.  Prekvapivo sa veľkosť súboru po vytvorení 
konečného automatu zmenšila na 3.7% pôvodného WLTE súboru.
Program fsa_guess pracuje s dátami uloženými v súbore s konečným automatom reprezentujú-
cim slovník, akoby to bola štruktúra trie. Preto, ak sme v úvodnej fáze prípravy slovníka previedli 
dáta správnym spôsobom do formátu KEndings máme teraz v kvázi Trie uložené reverzované reťaz-
ce, ktoré zdieľajú svoje prípony. Túto vlastnosť využíva aj program fsa_guess pri určovaní vzorov, 
pretože slová s rovnakými príponami majú rovnaké vzory a gramatické kategórie.
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Model trie s uloženými dátami vo formáte KEndings
 Program preto pri hľadaní vzoru a morfologickej značky vyhľadáva v konečnom automate, 
v ktorom je uložený slovník, najdlhšiu spoločnú zhodu s hľadaným slovom. Hľadanie uľahčuje to, že 
nie sú zbytočne prechádzané reťazce s inou príponou. Jediným problémom je určenie morfologickej 
značky niektorých slov, pretože niektoré slová vytvárajú rovnaké tvary v rôznych pádoch a číslach. 
Z tohto dôvodu je nutné výstup programu fsa_guess dodatočne filtrovať. 
V závere spracovania dát do konečnej podoby morfologického slovníka, musíme výstup prog-
ramu fsa_guess vyfiltrovať skriptom guess_filter.py,  ktorý vytvorí  tri  súbory z jedného vstupného 
súboru vyprodukovaného programom fsa_guess. V prvom súbore sa nachádzajú slová, ktorým prog-
ram priradil  jednoznačne vzor,  v druhom súbore sa nachádzajú slová,  ktoré program nerozpoznal 
a označil ich ako „*not found*“, tieto budú musieť byť alebo ručne vyradené zo spracovania ako ne-
zmyselné  reťazce a cudzie  slová,  ktoré  pri  spracovaní  prešli  cez  heuristiky filtrovania  slov alebo 
musia byť ich vzory priradené manuálne. Tretí súbor obsahuje slová u ktorých program vrátil niekoľ-
ko vzorov alebo lemmat a nie je možné automaticky rozhodnúť, ktoré sú správne. Tento súbor musí 
byť opäť spracovaný manuálne. Skript pri rozhodovaní do ktorého súboru sa zaradí slovo, využíva 
počítanie možností ponúknutých programom fsa_guess a ich vzájomné porovnávanie. Ak sa ponúk-
nuté možnosti líšia len morfologickou značkou je slovo zaradené do súboru s jednoznačne určenými 
slovami, sem je tiež zaradený prípad, kedy program fsa_guess ponúkne len jednu možnosť. V prípa-
de, že sa možnosti líšia nielen morfologickými značkami, ale aj lemmatom alebo priradeným vzorom, 
je slovo zaradené medzi  nejednoznačne určené slová.  Pre porovnávanie jednotlivých  možností  sa 
v skripte používa štruktúra dictionary do ktorej sa ako kľuč ukladá lemma slova a hodnotou je vzor. 
Potom už nie je zložité určiť dĺžku zoznamu kľúčov danej štruktúry, ktorá reprezentuje počet ponúk-
nutých lemmat ku konkrétnemu slovu. V prípade, že je v štruktúre uložené lemma, ale hodnota repre-
zentujúca vzor sa líši od aktuálne ponúkanej sú uložené k lemmatu obe oddelené znakom '$'. V závere 
spracovania skript kontroluje, či hodnota na pozícii určenej kľúčom, ktorý predstavuje lemma obsa-
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huje  znak  '$',  čo  v podstate  znamená  kontrolu,  či  počas  spracovania  slova  nebolo  ponúknutých 
k jednému lemmatu viacero vzorov.
Po vyfiltrovaní všetkých slov, získavame morfologický slovník a dva súbory, ktoré po manuál-
nom spracovaní môžeme pridať do slovníka. Vzhľadom na to, že pri filtrovaní sme odstraňovali krát-




V tejto kapitole sa budeme venovať testovaniu vytvoreného systému, popíšeme ako bol systém tes-
tovaný, s akými výsledkami a v konečnom dôsledku určíme správnosť jeho výstupov. Pri testovaní 
nebudeme používať nové textové dáta, ale budeme vhodne modifikovať pôvodný slovník používaný 
programom fsa_guess a predávať mu vstupné dáta.
7.1 Príprava testovacích dát a popis testov
Príprava testovacích dát spočívala v úplnom vypustení vybraných slov zo slovníka používané-
ho programom fsa_guess. Vybrané slová boli také, ktoré sa v korpuse vyskytli málo krát, ale aj tie, 
ktoré sa vyskytli veľmi často. Slová sme rozdelili do dvoch súborov podľa počtu výskytu v korpuse 
a zo slovníka pre fsa_guess sme odmazali ich lemmy a všetky tvary od nich odvodené. Slová z oboch 
súborov sme potom nechali spracovať programom fsa_guess a výstupným filtrom.
Príprava  dát  je  v porovnaní  s rôznymi  druhmi  filtrovania  časovo  nenáročná  operácia,  ale 
v porovnaní s bežnými operáciami na počítačoch sa môže javiť ako zdĺhavá. Musíme znovu vytvárať 
zo súboru WLTE zoradený súbor vo formáte KEndings bez duplicitných riadkov, čo trvá na priemer-
ne výkonnej  zostave s 1,6 GHz procesorom a 2GB RAM na súbore veľkom 60 MB približne 20 
minút, potom je však ešte nutné previesť tento formát do podoby konečného automatu. Toto trvá pri-
bližne 5 minút. Samotné odhadovanie vzorov je závislé na veľkosti vstupného súboru a produkuje 
často až 14 násobne väčší výstupný súbor ako bol pôvodný vstupný súbor. To je spôsobené tým, že 
program pri nejednoznačnosti vracia všetky možnosti a tie zapisuje do súboru. Preto je nevyhnutné 
dodatočné filtrovanie, ktoré sme popísali vyššie.
Pri testovaní sme tiež vyhodnotili povahu 100 slov zo začiatku(vysoká četnosť) a z konca kor-
pusu(nízka četnosť). Ďalej charakter 100 nejednoznačných a 100 jednoznačných určení vzoru slov. 
Ako posledné sme na náhodne vybranom vzorku 100 slov kontrolovali, koľko chybných reťazcov 
a cudzích slov prešlo našimi  heuristikami  odhaľovania preklepov,  slov z iných  jazykov a rôznych 
chýb.
7.2 Vyhodnotenie testov
Pri vyhodnocovaní povahy slov zo začiatku a konca korpusu je vidno rozdiely v počte korekt-
ných slov v závislosti od četnosti. Slová z konca korpusu sú často preklepy, o čom svedčí aj ich nízka 
četnosť,  pretože  je  malá  pravdepodobnosť,  že  väčší  počet  ľudí  zopakuje  tú  istú  chybu.  Ďalej  sa 
v slovách s nízkou četnosťou vyskytujú slová z jazykov, ku ktorým sme nemali slovník a teda nemoh-
li byť odstránené. Ide hlavne o poľštinu, ale tiež sa vyskytujú anglické slová, ktoré neboli obsiahnuté 
v slovníku použitom pri filtrovaní. Naproti tomu slová zo začiatku korpusu nebývajú preklepy, ale an-
glické slová bez medzier, ktoré sa do korpusu dostali pri spracovaní dynamického obsahu a HTML 
linkov. U oboch testov sme sa potýkali s dlhými skratkami, čo sú štyri znaky a viac, ktoré neboli od-
filtrované kvôli ich väčšej dĺžke.
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Graf popisujúci charakter slov s vysokou četnosťou
Pri slovách s vysokou četnosťou tvorili zvláštnu skupinu slov názvy s malým písmenom, pre-
važne  názvy  firiem a služieb  vystupujúcich  na  internete,  napríklad  zobchody,  stonline,  ingkonto 
a podobne. Pre vyššiu úspešnosť filtrovania by bolo potrebné filtrovať rozsiahlym slovníkom a zbaviť 
sa reťazcov, v ktorých je spojených niekoľko slov bez medzier, pretože tieto nemôžme odfiltrovať na 
základe  žiadneho  slovníka  a tvorili  najväčší  počet  chybných  reťazcov.  Naproti  tomu  zlepšením 
heuristík filtrovania slov by sme dosiahli len nepatrné zlepšenie. Vyskytol sa tiež pomerne vysoký 
počet nových odvodenín z cudzích jazykov, napríklad slová developerským, pixelov alebo zloženina 
coolmobil. Pričom cudzie slová používané v slovenčine dlhodobo, ako napríklad slovo bilancovanie, 
tvoria  len  jednu  tretinu  celkového  počtu  cudzích  slov.  Zaujímavé  sú  aj  zloženiny 
slov(protispoločenskej, bezgólovú a pod.), ktoré sa však objavili len v 6 % prípadov.
Graf popisujúci charakter slov s nízkou četnosťou
Slová s nízkou četnosťou sú vo veľkom počte z iných jazykov. Tento počet je osemkrát vyšší 
ako v predchádzajúcom prípade.  Zlepšenie by opäť nastalo rozšírením filtrovania o ďalšie jazyky. 
Oproti predchádzajúcemu prípadu sa znížil počet slov bez medzier a počet zložených slov. Súčasne sa 
však zvýšil počet chybných slov, ktoré v tejto vzorke s nízkou četnosťou tvorili najmä preklepy. Vy-
lepšením filtrovacích heuristík by sme ani na tejto vzorke slov nedosiahli výrazné zlepšenie.
Testovanie priraďovania vzorov k lemmám ukázalo, že úspešnosť systému je 93 %, čo znamená 7 
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Testovanie  programu  fsa_guess  určilo  jeho 
presnosť na 96% pričom program v niektorých 
prípadoch  ponúkol  alternatívneho 
reprezentanta vzoru, čo sme nepovažovali  za 
chybu.
Graf výsledkov testov programu fsa_guess
Pri hľadaní dôvodov chybného priradenia vzorov k lemmám sme zostavili tabuľku chýb, ktoré 
prešli našimi heuristikami a v konečnom dôsledku brania korektnému priradeniu. Zvláštnym typom 
chýb boli ich rozličné kombinácie(napríklad cokolata namiesto čokoláda), ktoré sú ťažko odhaliteľné. 
Najčastejšou chybou boli opäť slová z iných jazykov nepokryté slovníkom alebo z jazyka ku ktorému 
sme nemali slovník k dispozícii. Ďalším typom chýb boli preklepy, ktoré by bolo možné odhaliť po-
mocou slovníka korektných slovenských slov. Úplne chybné slová, ktoré vznikli kombináciou nie-
koľkých chýb alebo ich tvorili náhodné reťazce sa vyskytli na náhodne vybranej vzorke dát len v 5% 
prípadov.
Preklepy – odhaliteľné slovníkom 8
Nedostatočné pokrytie slovníka, nefiltrovaný jazyk 11
Chybné slová 5
Preklepy – odhaliteľné zlepšením heuristiky 1
Dlhé skratky 2
Kombinácia chýb 1
Chýbajúce medzery medzi slovami 1
Tabuľka výskytu chýb v náhodnej vzorke 100 slov
Zlepšením filtrovania slov by sme dosiahli lepšieho priraďovania slov k vzorom a nedopĺňali 
by sme do morfologického slovníka chybné tvary. Chyby sa však vyskytli aj vo vstupných dátach, 
ktoré sme používali ako slovník programu fsa_guess. V niektorých prípadoch po odmazaní pôvodné-
ho  vzoru,  lemmy  a značky  program  fsa_guess  ponúkol  iného  reprezentanta  vzoru,  ktorý  spĺňal 








Práca dokumentovala vytvorenie systému pre automatické vytváranie a doplňovanie morfologického 
slovníka z dát získaných z internetu, samotné získavanie i spracovanie dát. Načrtla zásady základných 
politík crawlingu a nastavenia crawleru Heritrix na školských serveroch FIT VUT, vrátane základov 
paralelizácie, či už multivláknovej alebo multiclusterovej. Multiclusterovú paralelizáciu v budúcnosti 
plánujeme spustiť na výkonných serveroch SGE Fakulty informačných technológií VUT v Brne, pri-
čom odhadujeme až niekoľkonásobné navýšenie počtu získaných dát. 
Ako sa pri práci ukázalo je potrebný obrovský korpus, aby sa pokryla väčšia časť slov z poža-
dovaného jazyka, pretože ľudia na internetových fórach nepoužívajú diakritiku. Takéto slová sú odfil-
trované pri spracovaní. Preto aj keď sme rozšírili doposiaľ získaný korpus na fakulte informačných 
technológií VUT o viac ako 4 GB textu sa v konečnom dôsledku rozšíril len o niekoľko desaťtisíc 
slov, čo predstavuje iba niekoľko desiatok MB. Hlavným dôvodom však je, že na webových strán-
kach sa nevyskytujú rozmanité slová, ale prevažne len slová aktívnej slovnej zásoby s minimom od-
borných slov, archaizmov a ďalších častí pasívnej slovnej zásoby. Pritom aktívna slovná zásoba väč-
šiny populácie pozostáva z približne rovnakých slov. 
Problémom  je  aj  obrovský  „odpad“,  ktorý  vzniká  pri  spracovaní  a to  nielen  filtrovaním 
nežiadaných slov a reťazcov, ale aj zbytočným ukladaním celého HTML súboru napriek tomu, že pre 
naše  účely potrebujeme len text  tohto súboru.  Takto vzniká obrovské množstvo  malých  súborov 
náročných na spracovanie, ktoré naviac neposkytnú dostatočné množstvo slov. Po vytvorení korpusu 
a jeho spracovaní súborom programov z balíka s_fsa sme ďalšie spracovanie vykonávali  pomocou 
skriptov  napísaných  v jazyku  python,  ktoré  vyberali  z odhadovaných  vzorov  a morfologických 
značiek potenciálne najbližšiu danému slovu, táto heuristika však nie je stopercentná a časom môže 
byť vylepšená. Samotnému vyberaniu výsledného vzoru však predchádzali heuristiky, ktoré filtrovali 
vstupné slová z korpusu a odstraňovali slová bez diakritiky a potenciálne chybné vlastné mená. Spô-
sob tohto filtrovania je pre naše aktuálne potreby dostačujúci,  no v budúcnosti  by mohol byť  na-
hradený opravovaním slov namiesto ich filtrovania, toto však vyžaduje vstupné znalosti o slovách, 
ktoré sme pri tejto práci nemali k dispozícii. 
Ako je vidno vytvorený systém nie je dokonalý a aby sa dal nasadiť ako súčasť aplikácií pre 
spracovanie prirodzeného jazyka je potrebné vylepšiť niektoré časti. Konkrétne vypracovať vlastný 
extraktor  textu  z HTML,  ktorý  by  nevyžadoval  už  ďalšie  spracovanie  svojho  výstupu,  čiže  by 
produkoval menej väčších súborov v jednotnom kódovaní bez znakov nahrádzajúcich vizuálnu strán-
ku pôvodného dokumentu namiesto aktuálneho obrovského množstva malých súborov s potenciálne 
odlišným kódovaním. Rovnako by systém mohol byť vylepšený o tager, ktorý by nielenže otagoval 
vstup, ale aj sám odstránil neželané reťazce ako sú rôzne „smailiky“ a pod. Najväčším vylepšením 
systému by však bol korektor preklepov, ktorý sa budeme snažiť vytvoriť v ďalšom vývoji spolu so 
skriptom prevádzajúcim číselné reťazce do ich slovnej podoby. Z pohľadu morfologickej analýzy je 
najdôležitejším rozšírením plánovaným v budúcom vývoji doplnenie odhadovania slovných vzorov 
nielen na základe samotného slova, ale aj na jeho pozícii vo vete. 
Ak bude systém po zakončení vývoja pracovať podľa očakávaní, ďalším krokom by mohlo byť 
vytvorenie webového rozhrania pre prístup širokej  verejnosti  k službám systému a jeho nasadenie 
v praktických aplikáciach pre spracovanie prirodzeného jazyka počítačom.
42
Literatúra
[1] Wikipedia. Web crawler - Wikipedia, the free encyclopedia [online]. 08 Máj 2009 [cit. 2009-
05-19]. Dostupný z WWW: <http://en.wikipedia.org/wiki/Web_crawler>. 
[2] Wikipedia. Trie - Wikipedia, otevřená encyklopedie [online]. 24 Apríl 2009 [cit. 2009-05-19]. 
Dostupný z WWW: <http://cs.wikipedia.org/wiki/Trie>. 
[3] Martina Forróová – Alexander Horák: Morfologická anotácia korpusu
[4] Wikipedia.  Konečný  automat  -  Wikipedia,  otevřená  encyklopedie [online].  22  Apríl2009 
[cit 2009-05-19].Dostupný z WWW:<http://cs.wikipedia.org/wiki/Konečný_automat>. 
[5] MFF UK. Popis morfologických značek [online]. [cit 2009-05-19]. Dostupný z WWW: <http://
ucnk.ff.cuni.cz/bonito/znacky.php>
[6] Wikipedia. PageRank - Wikipedia, otevřená encyklopedie [online]. 18 Marecl 2009 [cit. 2009-
05-19]. Dostupný z WWW: <http://cs.wikipedia.org/wiki/PageRank>. 
[7] Webarchív.  Proč  archivovat  web  [online].  [cit.  2009-05-19].  Dostupný  z WWW: 
<http://www.webarchiv.cz/>
[8] Sedláček, R. Diplomová práce  : Morfologický analyzátor češtiny. Brno : Masarykova univer-
zita, 1999. 83 s.
[9] About  robots.txt  [online].  01  Apríl  2008  [cit.  2009-05-19].  Dostupný  z WWW: 
<http://www.robotstxt.org/robotstxt.html>. 
[10] Heritrix  manual  [online].  20 Apríl  2004 [cit.  2009-05-19].  Dostupný z WWW: <http://cra-
wler.archive.org/user.html>
[11] Finite  state  utilities  [online].  [cit.  2009-05-19].  Dostupný  z WWW: 
<http://www.eti.pg.gda.pl/katedry/kiw/pracownicy/Jan.Daciuk/personal/fsa.htmll>
[12] Wikipedia.  Java Naming and Directory Interface - Wikipedia, the free encyclopedia [online]. 
20 Marec 2009 [cit. 2009-05-19]. Dostupný z WWW: 
<http://en.wikipedia.org/wiki/Java_Naming_and_Directory_Interface>. 
[13] Alpino  user  guide  [online].  01  Október  2008  [cit.  2009-05-19].  Dostupný  z WWW: 
<http://www.let.rug.nl/vannoord/alp/Alpino/AlpinoUserGuide.html>. 
[14] WaCKy [online]. [cit. 2009-05-19]. Dostupný z WWW: <http://wacky.sslmit.unibo.it>.
[15] HCC getting Started [online]. [cit.  2009-05-19]. Dostupný z WWW: <http://crawler.archive-
.org/hcc/apidocs/index.html>.
[16] Wikipedia. Heritrix - Wikipedia, the free encyclopedia [online]. 20 April 2009 [cit. 2009-05-
19]. Dostupný z WWW: <http://en.wikipedia.org/wiki/Heritrix>.
[17] Wikipedia. Lemmatisation -  Wikipedia, the free encyclopedia [online].  28 Marec 2009 [cit. 




➢ Zdrojové súbory skriptov
➢ Text práce v zdrojovom formáte
➢ balík fsa
➢ textové súbory s výstupnými dátami práce
➢ Ukážky vstupných súborov
➢ Grafický výstup programu ALPINO
➢ XML výstup programu ALPINO
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