The aim of this work is to solve a question raised for average sampling in shift-invariant spaces by using the well-known matrix pencil theory. In many common situations in sampling theory, the available data are samples of some convolution operator acting on the function itself: this leads to the problem of average sampling, also known as generalized sampling. In this paper we deal with the existence of a sampling formula involving these samples and having reconstruction functions with compact support. Thus, low computational complexity is involved and truncation errors are avoided. In practice, it is accomplished by means of a FIR filter bank. An answer is given in the light of the generalized sampling theory by using the oversampling technique: more samples than strictly necessary are used. The original problem reduces to finding a polynomial left inverse of a polynomial matrix intimately related to the sampling problem which, for a suitable choice of the sampling period, becomes a matrix pencil. This matrix pencil approach allows us to obtain a practical method for computing the compactly supported reconstruction functions for the important case where the oversampling rate is minimum. Moreover, the optimality of the obtained solution is established. 15A21  15A22  42C15  42C40  94A20 
Statement ofthe problem
Let y v be a shift-invariant space in L 2 where the sequence {<p(--n)} nG z is a Riesz basis for V v . A Riesz basis in a separable Hilbert space is the image of an orthonormal basis by means of a bounded invertible operator (see [4] ). Nowadays, samplingtheory in shift-invariant spaces is a very active research topic (see, for instance, [1] [2] [3] 8] and the references therein) since an appropriate choice for the generator (p (for instance, a Bspline) eliminates some ofthe problems associated with the classical Shannon's sampling theory [17] . On the other hand, in many common situations the available data are samples of some filtered versión /* h ofthe signal/itself. Suppose that a linear time-invariant system£ofone ofthefollowingtypes (or a linear combination of both) is defined on V v :
(a) The impulse response h of £ belongs to L 1 (R) n L 2 (R). Thus, for any/ G V v we have / oo /(x)h(t-x)dx, teR.
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(b) £ involves samples ofthe function itself, i.e., (£/) (t) =f(t + d),t eE, for some constant del.
Under suitable conditions, Unser and Aldroubi [16] have derived sampling formulas allowing the recovering of any function/ G V v from the sequence of samples {(£/) (n)} nG z-Concretely, they proved that for any/ G V v ,
f(t) = ^Cf(rí)S c (.t-n),
neZ t e (l) where the sequence {Scit -n)} nG z is a Riesz basis for V v . Notice that a reconstruction function S c with compact support implies low computational complexity and avoids truncation errors. Even when the generator (p has compact support, rarely the same occurs with the reconstruction function S c in formula (1) . A way to overeóme this difficulty is to use the oversampling technique, i.e., for fixed positive integerss > r, consider the sampling periodT := r/s < 1. The goal isto recover any function/ e V^ by using a sampling expansión involving the samples {(£/)(rn/s)} neZ . This can be done in the light ofthe generalized sampling theory developed in [10] . Indeed, since the sampling points rn/s, HGZ, can be expressed as [rn/s} neZ = [rm + (j -l)i"/s} meZ J= i 5 2,...,s> tne initial problem is equivalent to the recovery of/ e V v from the sequence of samples {£/ (rn)} nG z, j=i,2,...,s» where the linear timeinvariant systems £j,j = 1,2,..., s, are given in terms of £ by: (£j/)(t) := (£/) [t + (j -l)r/s], t G R. Following the notation introduced in [10] , consider the functionsgj G L 2 (0, l),j = 1, 2, ..., s, defined as: where G*(w) denotes the transpose conjúgate of the matrix G(w), and A m ¡ n and A max denote, respectively, the smallest and the largest eigenvalue of the positive semidefinite matrix G*(w)G(w). Notice that in the definition of the matrix G(w) we are consideringthe l-periodic extensions of the involved functions gj, j = 1, 2, ..., s. Thus, the generalized sampling theory in [10] can be summarized as: 
neZj=l
In case the equivalent conditions are satisfied, the reconstruction functions Sj, j = 1, 2,..., s, in (4) are given by:
neZ where the functions a,-, j = 1, 2,..., s, satisfy (3) . The convergence ofthe series in (4) is also absolute and uniform on R.
For the details on the frame theory see the superb monograph [4] and the references therein. Observing (5), in case the generator (p is compactly supported, we have reconstruction functions S, -of compact support wheneverthe functions a,-in (3) are trigonometric polynomials. Notice that compactly supported reconstruction functions Sj,j = 1,2,..., s, in formula (4) involve low computational complexity and it avoids truncation errors. On the other hand, a sampling formula as those in (4) can be seen as a filter bank, where G(w) is its modulation matrix. Indeed, denoting the reconstruction function in (5) as Sj(t) = Z ne z dj(n)(p(t -rí),j = 1, 2,..., s, for any/(t) = Z me z c m <p(t -m) in V(p one can easily deduce that
j=l neZ
As a consequence, compactly supported reconstruction functions Sj entail a FIR (finite impulse response, i.e., only a finite number of coefficients dj(n) are nonzero) filter bank.
It is worth to mention that whenever the l-periodic functions gj,j = 1,2,..., s, are continuous on R, the conditions in Theorem 1 are also equivalent to the condition recently introduced in [11, Corollaryl] : (iv) rankG(w) = r forallw e R.
In order to find reconstruction functions Sj,j = 1, 2, ..., s, in formula (4) having compact support we assume in what follows that the generator cp and C(p are compactly supported. We introduce the s x r matrix
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where W := e ZJl,/r andg,(z) := Znez(^) t" + O' -l)r/s]z",j = 1, 2 ..., s. Notice that the matrix G(z) has Laurent polynomials entries, and G(w) = G(e~2 jT!W ). On the other hand, if the functions aj(z), j = 1, 2 ..., s, are Laurent polynomials satisfying
then, the trigonometric polynomials ÜJ(W) = aj(e~2 7T!W ),j = 1, 2,..., s, satisfy (3) and give reconstruction functions S, -via formula (5) .
The existence of polynomial solutions of (8) is equivalent to the existence of a left inverse of the matrix G(z) whose entries are polynomials. This problem has been studied in [5] by Cvetkovié and Vetterli in the filter banks setting. By using the Smith canonical form S(z) of the matrix G(z) (see [14] for the details), a characterization forthe existence of polynomial solutions of (8) has been found in [12] . Namely, assuming that the generator cp and • 0 o o o (9) is the Smith canonical form of the matrix G(z) (note that it is the case whenever «G > 0) and considertheunimodular matrices V(z) and W(z),of dimensión s x sandr x r respectively, such that
Observe that if S(z) is the Smith form of the matrix G(z) then, taking into account that V(z) and W(z) are unimodular matrices, we have rankS(z) = rankG(z) forall zeC. Therefore, it is straightforward to deduce that the polynomial ij(z) is a monomial, for each j = 1,2,..., r, if and only ifrankS(z) = rforallz e C\{0}. This condition, under the above hypotheses on (p and C(p, is equivalent to saying that rank G(z) = r for all z € C \ {0}.
(See [12] for the details.) From a practical point of view, the decomposition G(z) = V(z)S(z)W(z) has an important drawback: there is not a stable method for its computation. Nevertheless, there exists a finite algorithm to determine S(z), and consequently, for checking condition (10): see Ref. [19] . As pointed out in (8) , in order to obtain reconstruction functions with compact support we also need to compute a polynomial left inverse of matrix G(z). Another algebraic approach is the following (see, for instance, [15] ): Assume that G(z) is a s x r Laurent polynomial matrix (r < s); whenever the greatest common divisor of all minors of máximum order r is a monomial, then its Smith canonical form S(z) has monomials in its diagonal. In this paper, along with finding necessary and sufficient conditions assuring compactly supported reconstruction functions, we are also interested in obtaining these functions, and in proving the optimality of their supports. Taking advantage of the special structure of the matrix G(z) we reduce our problem to one solved by using the matrix pencil theory. Concretely, we use some information from the Kronecker canonical form of a matrix pencil associated with the matrix G(z) (see [9] for the details).
The paper is organized as follows: In Section 2, a suitable choice of the sampling period T = r/s reduces our problem to a matrix pencil problem. This matrix pencil, related to the polyphase matrix of the filter bankgiven in (6) , has proven to be useful in practice (see Ref. [13] ). Thus, we give a necessary and sufficient condition for the existence of compactly supported reconstruction functions which involves the Kronecker canonical form of a singular matrix pencil. Section 3 is devoted to compute a polynomial left inverse of the matrix G(z) in the important case where the oversampling rate is minimum, i.e., T = r/(r + 1). Finally, we prove that the polynomial left inverse of the matrix G(z) previously calculated leads to reconstruction functions with minimal support.
Reducing the polynomial matrix G(z) to a matrix pencil
The first step is to reduce our polynomial matrix G(z) to a matrix pencil in order to use the wellestablished theory on matrix pencils. In so doing we need some preliminaries. Let/(z) = a m z m + a m -\Z m~x + • • • + a\Z x + cío be an algebraic polynomial of order m, and let n be a positive integer. For each j = 0,1,..., n -1 let//(z) denote the sum of the monomials a r z r where r = j(mod n). It is easy to check that p = c + 1 where c denotes the quotient in the euclidean división s\r. Henee, we can write the Laurent polynomials g¿(z), j = 1, 2..., s, as:
The polynomial gi (z) has at most JV -1 nonzero terms; the rest of polynomials g/(z), 2 ^ j ^ s, have at mostN nonzero terms. In what follows, we use the new matrix G(z) = G(z)U(z), where
Thus, all entries of the polynomial matrix G(z) are algebraic polynomials inz and, moreover we have rankG(z) = rank G(z) for all z e C \ {0}. We denote by gj(z) the algebraic polynomial z r_1 gj(z),
The strategy is to reduce the polynomial matrix G(z) into another simpler one having the same rank for all z € C \ {0}. 
Henee, in matrix form we have In what follows, we assume that supp£<p c [0, JV] and, in addition, we also assume that JV ^ r. In this case, having in mind the number of nonzero consecutive terms of the polynomial gj(z), we conclude that the r-harmonic of order q, q = 0, 1..., r -1, of the polynomial g¡(z), 1 ^ i ^ s, is a monomial having the form Ci P z kr+q where c\ q e C and k e {0,1}. This choice of r and, consequently, of the sampling periods T = r/s, r, s e N and s > r, simplifies the structure of the matrix G(z). 
The entries of the polynomial matrix M(z) G C SX^N ^ are of the form *z r or constants; denoting X = f, the matrices M¿(z), i = 1, 2, can be expressed as
.As a consequence.we have the following result:
Lemma 3. Assume that rank g = r -JV + 1. Then, rank G(z) = r for all z G C \ {0} ifand only if rankM 2 (X) = JV -1 for all X e C \ {0}. The next step is to characterize when the rank of the matrix JVÍ21 -XM22 equals N -1 for any X G C \ {0}. To this end, we use the Kronecker canonical form (KCF hereafter) of the matrix pencil M2(A) (see [9] for the details). By using the block structure notation A 0 B := diag (A, B) , consider the KCF of the matrix pencil M2CA.), i.e., Now, Lemma 4 allows us to decide when the rank of our initial polynomial matrix G(z) is r for all z e C \{0}. Let us to remind all the given steps in reducing the initial polynomial matrix G(z). Namely: For practicalpurposesitisnotnecessaryto compute the KCFof the matrix pencil M2 (X) (if possible). The needed information about M2(A) can be retrieved from the GUPTRI (General UPper TRIangular) form ofthe matrix pencil. It is worth to mention that the GUPTRI form can be stably computed [6, 7, 18, 20] . As the matrix G(z) depends on z r , in what follows we identify the matrix G(z) with G(X) where X=z r .
G(z) ~» G(z) ~» G(z) ~» G(z)
Ii(z) Q' h(z) 0 where 1. G(z) = G(z)U(z).
G(z)£2 r = G(z). 3. G(z) = G(z)Q(z) = [M(z) Q\

A toy model involving the quadratic B-spline
The following example illustrates the result given in Theorem 2. Consider as generator q> the quadratic B-spline N?,(t), i.e., 
Computing a polynomial left inverse of the matrix G(z)
First notice that if we compute a polynomial left inverse of the matrix G(X) then we obtain a polynomial left inverse of the matrix G(z). Indeed, remind that
where 
will be a polynomial left inverse of the matrix G 
(z). As a consequence, we confine ourselves to the problem of computing a polynomial left inverse of the matrix G(z)^To this end, consider G(X) = A T -XB T (X = z r ); beingL(A) a polynomial left inverse of the matrix G(X), we have (A-XB)L T (X) =
As a consequence, equation (A -XB)L(X) = \ r is equivalent to
Al° + {Al] -Bl°)X + ••• + (Al
where \\ denotes the ¿thcolumnoftheidentity matrix I r .Equatingcoefficients, for each i = 1, 2,..., r, we obtain the set of linear equations 
<T .T
At this point, the challenge problem is to give conditions on the matrix pencil A -XB 1 in order to obtain a left inverse with polynomial entries (having nonnegative powers) by solving the corresponding linear systems (15) . The answer to this question is based on the KCF of the matrix pencil A T -XB T . In our example the corresponding KCF is Ni (X) 0Ni (X) 0L J (X), i.e., the pencil has not finite eigenvalues, all the blocks associated with the infinite eigenvalue have order 1, and the left singular part has a unique block. In what follows, we prove that these conditions for the KCF of the matrix pencil G(X) are sufficient to give a positive answer to the raised problem in a very important particular case: 
Consider the matrix pencil G(X) = A
T -XB T of size (r + 1) x r with N ^ r. Assuming that the G(X) has polynomial left inverses, the following result gives sufficient conditions for computing one of such polynomial left inverses. Once we have got one solution, it is straightforward to derive the remaining solutions.
Corollary 1 (Computing a polynomial left inverse of G(X)). Let G(X) = A
T -XB T be a singular matrix pencil ofsize (r + 1) x r with N ^ r. Assume that G(X) admits polynomial left inverses, and that the following conditions hold: 
Proof. Theorem 3 impliesthat the rank of the coefficient matrix G r e C Nrx(,v~1)(r+1) is(N-l)(r+l) in (17) . Having in mind (16) , the last r -N + 1 rows oíB are nuil. Deleting these rows in the first row block (which become trivial equations in (17)), we obtain an square inve rtible matrix, and consequently (17) has a unique solution Jor each i = 1, 2, ..., r. Recalling (14), we finally obtain that L
T (A) is a polynomial left inverse of G(X). D Observe that any other polynomial left inverse A(X) of the matrix G(X) is given by
A(X) = \J(X) +B(X) [ir+i -G(X)\J(X)
where B(X) is an arbitrary r x (r + 1) polynomial matrix.
For the matrix pencilG(A) = A T -XB T of size (r+ 1) x rwithN ^ r, it is easy to give sufficient conditions in orderto satisfy the conditions 1-3 in Corollary 1. Namely: 
Then the conditions 1-3 in Corollary 1 are satisfied.
Proof. Conditions (18) and (19) Remark that this condition can be checked by using the algorithm guptri. In case that conditions 1-3 in Corollary 1 are satisfied, we could check directly the consistency of the linear systems (17); if they are not consistent, we derive that the pencil G(X) has not polynomial left inverses.
In Corollary 2 we allow the first column oíBto be a zero column. Nevertheless, for the condition 1 in Theorem 3 to be satisfied, the first column of B should have at least one nonzero element.
Corollary 1 provides a method to obtain an algebraic matrix polynomial of degree v = N -2 which is a left inverse of G(X). In the next section we prove that all terms in this polynomial matrix are nonzero.The numberof nonzeroterms in a left inverse ofG(A) and the supportofthe reconstruction functions are intímately related (see (5) ): More zero terms implies a smaller support. Below we prove that the mentioned solution is optimal in the sense that every solution of the problem has, at least, N -1 nonzero terms.
Optimality of the solution
In the previous section we have found an algebraic polynomial matrix, L(X) e C^r +1^xr , which is a left inverse of G(X). This algebraic polynomial matrix can be written as: 
