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In this paper, some explicit solutions are given for stochastic differential equations in a
Hilbert space with a multiplicative fractional Gaussian noise. This noise is the formal
derivative of a fractional Brownian motion with the Hurst parameter in the interval ð1=2; 1Þ.
These solutions can be weak, strong or mild depending on the speciﬁc assumptions. The
problem of stochastic stability of these equations is considered and for various notions of
stability, sufﬁcient conditions are given for stability. The noise may stabilize or destabilize the
corresponding deterministic solutions. Various examples of stochastic partial differential
equations are given that satisfy the assumptions for explicit solutions or stability.
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Fractional Brownian motion is a family of Gaussian processes that is indexed by
the Hurst parameter H 2 ð0; 1Þ. These processes with values in Rn were introduced
by Kolmogorov [15] and some useful properties of these processes were given by
Mandelbrot and Van Ness [18]. These processes seem to be applicable as models in
many ﬁelds based on empirical data such as hydrology [13], economic data [17] and
telecommunications [16]. Since a fractional Brownian motion for Ha1=2 is not a
semimartingale, it is necessary to provide a stochastic calculus for those processes. In
recent years there have been various approaches to a stochastic calculus for these
processes, especially for H 2 ð1=2; 1Þ (e.g., [1,5,6,25]).
In this paper, some explicit solutions are given for a family of stochastic linear
equations in a Hilbert space with a ﬁnite dimensional multiplicative fractional
Gaussian noise. A fractional Gaussian noise is the formal derivative of a fractional
Brownian motion. For stochastic differential equations with a fractional Brownian
motion, the results for existence and uniqueness are limited so it is necessary to
consider solutions of special classes of stochastic differential equations. A solution
for a stochastic differential equation where the diffusion coefﬁcient is deterministic
can be obtained from the solution of the corresponding deterministic equation.
However, a stochastic differential equation where the diffusion term is stochastic
requires a nontrivial use of stochastic calculus for a fractional Brownian motion.
For linear stochastic differential equations in a Hilbert space with multiplicative
Brownian motion, Da Prato and Zabczyk [2] have given explicit solutions. The
approach that is used here for linear stochastic equations with multiplicative
fractional Brownian motion is motivated by Da Prato and Zabczyk [2], but the
analysis for this case requires additional methods. The previous work on stochastic
differential equations in a Hilbert space with a fractional Brownian motion ðHa1=2Þ
is quite limited. For H 2 ð1=2; 1Þ, linear and semilinear stochastic equations with an
additive fractional Brownian motion have been considered in [7,8] and a pathwise or
nonprobabilistic approach has been used for some linear stochastic equations with
multiplicative fractional Brownian motion in [19]. In [9–11] stochastic heat equations
driven by a multiparameter fractional noise are studied. In [20] the large time
behavior of random dynamical systems, that are deﬁned by semilinear equations
perturbed by a fractional noise, is investigated. Some linear evolution equations with
a multiplicative fractional noise are also studied in [24] where a fractional
Feynman–Kac formula is obtained. Solutions for linear stochastic equations with
a multiplicative fractional Brownian motion in a ﬁnite dimensional space are given
in [4].
In Section 2, an explicit solution is given to a stochastic differential equation
in a Hilbert space with a multiplicative fractional Brownian motion. Depending on
the speciﬁc assumptions on the linear operators in the equation, the solution can be
strong, weak or mild. Some examples of stochastic partial differential equations
are given that satisfy the assumptions for the solution. In Section 3, the problem of
stability of these solutions is considered. The notions of stochastic stability that are
considered are called pathwise exponential stability, moment stability and mean
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that satisfy the assumptions for stability. Furthermore, some examples show that the
fractional noise can stabilize the system while other examples show that the
fractional noise can destabilize the system.2. A stochastic equation with multiplicative noise
A real-valued standard fractional Brownian motion with Hurst parameter H 2
ð0; 1Þ ðbH ðtÞ; tX0Þ is a Gaussian process with continuous sample paths such that
E½bH ðtÞ ¼ 0 and
E½bH ðsÞbH ðtÞ ¼ 12½s2H þ t2H  jt  sj2H 
for s; t 2 Rþ.
A stochastic equation in a Hilbert space with a multiplicative fractional Gaussian
noise is described. Consider the stochastic equation
dX ðtÞ ¼ AðtÞX ðtÞdt þ
Xm
k¼1
BkX ðtÞdbHk ðtÞ,
X ð0Þ ¼ x0, (2.1)
where X ðtÞ, x0 2 V , V is a separable Hilbert space, ðbHk ðtÞ; tX0; k 2 f1; . . . ; mgÞ is a
family of independent real-valued standard fractional Brownian motions with the
same, ﬁxed Hurst parameter H 2 ð1=2; 1Þ that are deﬁned on a complete probability
space ðO;F;PÞ, ðAðtÞ; t 2 ½0; T Þ for T40 ﬁxed and ðBk; k 2 f1; . . . ; mgÞ are typically
linear densely deﬁned operators on V. Recall that a family of bounded linear
operators ðU0ðt; sÞ; 0psptpTÞ is said to be a strongly continuous evolution system
corresponding to the linear operators ðAðtÞ; t 2 ½0; T Þ if the map U0ðt; sÞ7!LðV Þ
is a strongly continuous function on 0psptpT , the composition property
U0ðt; rÞU0ðr; sÞ ¼ U0ðt; sÞ is satisﬁed for 0psprptpT and the following two
equations:
q
qt
U0ðt; sÞ ¼ AðtÞU0ðt; sÞ (2.2)
and
q
qs
U0ðt; sÞ ¼ U0ðt; sÞAðsÞ (2.3)
are satisﬁed on suitable domains in V (e.g., [23, Chapter 4]).
The following assumptions are used in this paper.(A1) The family of closed operators ðAðtÞ; t 2 ½0; T Þ deﬁned on a common domain
D :¼ DomðAðtÞÞ for t 2 ½0; T  generates a strongly continuous evolution
operator ðU0ðt; sÞ; 0psptpTÞ on V.
ARTICLE IN PRESS
T.E. Duncan et al. / Stochastic Processes and their Applications 115 (2005) 1357–13831360(A2) The collection of linear operators ðB1; . . . ; BmÞ generate mutually commuting
strongly continuous groups ðS1ðsÞ; . . . ; SmðsÞ; s 2 RÞ which commute with AðtÞ
on D for each t 2 ½0; T . For i; j 2 f1; . . . ; mg, DomðBiBjÞ  D, DomðAðtÞÞ ¼
D is independent of t and D  Tmi;j¼1 DomðBi Bj Þ where n denotes the
topological adjoint.(A3) The family of linear operators ð ~AðtÞ; t 2 ½0; T Þ where
~AðtÞ ¼ AðtÞ  Ht2H1
Xm
j¼1
B2j ,
Domð ~AðtÞÞ ¼ D for each t 2 ½0; T , generates a strongly continuous evolution
operator on V, ðUðt; sÞ; 0psptpTÞ.Initially some more speciﬁc conditions on ðAðtÞ; t 2 ½0; T Þ and ðB1; . . . ; BmÞ are
made that ensure (A1) and (A3). These conditions are particularly useful in
applications to stochastic partial differential equations (SPDEs) of parabolic type
that are considered subsequently.(H1) For each t 2 ½0; T , the linear operator AðtÞ is a closed, densely deﬁned operator
in V whose resolvent set rðAðtÞÞ contains the half-plane Re lXo0 for some
ﬁxed o0 2 R and the resolvent R satisﬁes the following inequality:
jRðl; AðtÞÞjLðV Þp
M
1þ jlþ o0j
(2.4)
for Re lXo0 and some M40 that does not depend on t.
(H2) The domain DomðAðtÞÞ ¼ D, where D has the topology from the graph norm
of Að0Þ, does not depend on t 2 ½0; T  and AðtÞAð0Þ1 is a Ho¨lder continuous
function in LðV Þ, or equivalently the inequality
jAðtÞ  AðsÞjLðD;V ÞpK jt  sjg (2.5)
is satisﬁed for s; t 2 ½0; T  are some K40 and g 2 ð0; 1.Condition (H1) implies that AðtÞ generates an analytic semigroup for each ﬁxed
t 2 ½0; T . Without loss of generality, it can be assumed that o0 ¼ 0. Since the
operator A :¼ Að0Þ is strictly positive, the fractional powers Aa for a 2 ð0; 1 can be
deﬁned (e.g., [21]). It is well known (e.g., [23, Theorem 5.2.1]) that the hypotheses
(H1) and (H2) imply (A1) and, furthermore, RangeðUðt; sÞÞ  D,
q
qt
U0ðt; sÞ


LðV Þ
¼ jAðtÞU0ðt; sÞjLðV Þpcðt  sÞ1 (2.6)
for 0psotpT and
jUðt; sÞjLðDÞpc (2.7)
for some c40.
The following result shows that, with some additional conditions on the family of
operators ðBi; i ¼ 1; 2; . . . ; mÞ, (H1) and (H2), imply (A3).
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satisfied and DomðB2j Þ  DomðAaÞ for some a 2 ½0; 1Þ and all j 2 f1; . . . ; mg then the
family of operators ð ~AðtÞ; t 2 ½0; T Þ where Domð ~AðtÞÞ ¼ D generates a strongly
continuous evolution operator on V, that is, (A3) is satisfied.
Proof. By [21, Corollary 2.6.11], there is a constant C40 such that
Ht2H1
Xm
j¼1
B2j x

pCHT2H1ðrajxj þ ra1jAxjÞ (2.8)
for each r40 and x 2 D. Choosing r sufﬁciently large, there is an a 2 ð0; ð1=2ÞðM þ
1Þ1H1T12H Þ such that
Ht2H1
Xm
j¼1
B2j Rðl; AðtÞÞ


LðV Þ
pHt2H1ajAðtÞRðl; AðtÞÞjLðV Þ þ bHt2H1jRðl; AðtÞÞjLðV Þ
pHt2H1aðM þ 1Þ þ bHt2H1 M
1þ jlj
p 1
2
þ bHt2H1 M
1þ jlj ð2:9Þ
for some constant b40. Thus for l satisfying Re l42bHT2H1M  1 there is the
inequality
Ht2H1
Xm
j¼1
B2j Rðl; AðtÞÞ


LðV Þ
oco1
for each t 2 ½0; T  which yields the inequality
jRðl; ~AðtÞÞjLðV Þ ¼ Rðl; AðtÞÞ I  Ht2H1
Xm
j¼1
B2j Rðl; AðtÞÞ
 !1

LðV Þ
p M
1þ jlj
1
1 c ð2:10Þ
which veriﬁes (2.4) with AðtÞ replaced by ~AðtÞ. It remains to verify that the family of
operators ð ~AðtÞ; t 2 ½0; T Þ is Ho¨lder continuous in LðD; V Þ. By (2.5) there is the
inequality
j ~AðtÞ  ~AðsÞjLðD;V Þ
pjAðtÞ  AðsÞjLðD;V Þ þ Hjt2H1  s2H1j
Xm
j¼1
B2j


LðD;V Þ
pK jt  sjg þ K1jt  sj2H1
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theorem. &
Some notions of solutions are given now.
Deﬁnition 2.2. A Bð½0; T Þ F measurable stochastic process ðX ðtÞ; t 2 ½0; T Þ is
said to be(i) a strong solution of (2.1) if X ðtÞ 2 D a.s. P and
X ðtÞ ¼ x0 þ
Z t
0
AðsÞX ðsÞds þ
Xm
j¼1
Z t
0
BjX ðsÞdbHj ðsÞ a.s. (2.11)
for t 2 ½0; T .
(ii) a weak solution of (2.1) if for each z 2 D
hX ðtÞ; zi ¼ hx0; zi þ
Z t
0
hX ðsÞ; AðsÞzids
þ
Xm
j¼1
Z t
0
hX ðsÞ; Bj zidbHj ðsÞ a.s. ð2:12Þ
for t 2 ½0; T  and
(iii) a mild solution of (2.1) if
X ðtÞ ¼ U0ðt; 0Þx0 þ
Xm
j¼1
Z t
0
U0ðt; sÞBjX ðsÞdbHj ðsÞ a.s. (2.13)
for t 2 ½0; T ,where all of the integrals in (2.11)–(2.13) must be well deﬁned. For the deﬁnition of
the stochastic integrals in (2.11)–(2.13) cf. [1,5,6].
Let DqV for q 2 ½0; T  be the path or Malliavin derivative (of a smooth random
variable on ðO;F;PÞ) with respect to the fractional Brownian motion
ðbH1 ðtÞ; . . . ;bHm ðtÞ; t 2 ½0; T Þ and deﬁne fHðrÞ ¼ Hð2H  1Þjrj2H2.
The main result of this section is the following theorem which gives an explicit
solution to (2.1).
Theorem 2.3. Assume that (A1)–(A3) are satisfied. There is a weak solution of (2.1). If
x0 2 D, then there is a strong solution of (2.1). If Bj 2LðV Þ for j 2 f1; . . . ; mg, then
there is a mild solution of (2.1). In each case the solution ðX ðtÞ; t 2 ½0; T Þ is given as
follows:
X ðtÞ ¼
Ym
j¼1
SjðbHj ðtÞÞUðt; 0Þx0 (2.14)
for t 2 ½0; T .
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Tm
j¼1DomðB2j Þ deﬁne
vðt; xÞ :¼ Uðt; 0Þx0;
Ym
j¼1
Sj ðxjÞy
* +
(2.15)
for t 2 ½0; T  and x ¼ ðx1; . . . ; xmÞ 2 Rm. Clearly v 2 C1;2ðR RmÞ and the partial
derivatives are:
Dtvðt; xÞ ¼ ~AðtÞUðt; 0Þx0;
Ym
j¼1
Sj ðxjÞy
* +
,
Dxi vðt; xÞ ¼ Uðt; 0Þx0;
Ym
j¼1
Sj ðxjÞBi y
* +
,
Dxixi vðt; xÞ ¼ Uðt; 0Þx0;
Ym
j¼1
Sj ðxjÞðBi Þ2y
* +
,
for i 2 f1; . . . ; mg.
By an Itoˆ formula for a ﬁnite dimensional fractional Brownian motion applied to
ðvðt;bH1 ðtÞ; . . . ;bHm ðtÞÞ; t 2 ½0; T Þ (e.g., [6]) it follows that
dv t;bH1 ðtÞ; . . . ; bHm ðtÞ

  ð2:16Þ
¼ ~AðtÞUðt; 0Þx0;
Ym
j¼1
Sj ðbHj ðtÞÞy
* +
dt
þ
Xm
j¼1
Uðt; 0Þx0;
Ym
j¼1
Sj ðbHj ðtÞÞðBi Þ2y
* +Z T
0
1½0;tðrÞfH ðr  tÞdrdt
þ
Xm
j¼1
Uðt; 0Þx0;
Ym
j¼1
Sj ðbHj ðtÞÞBi y
* +
dbHi ðtÞ ð2:17Þ
for t 2 ½0; T .
For X ðtÞ deﬁned by equality (2.14) it follows that
hX ðtÞ; yi ¼ vðt;bH1 ðtÞ; . . . ; bHm ðtÞÞ
¼ vð0; 0Þ
þ
Z t
0
AðsÞ  Hs2H1
Xm
j¼1
B2j
 !
Uðs; 0Þx0;
Ym
j¼1
Sj ðbHj ðsÞÞy
* +
ds
þ
Xm
i¼1
Z t
0
Hs2H1 B2i Uðs; 0Þ;
Ym
j¼1
Sj ðbHj ðsÞÞy
* +
ds
þ
Xm
j¼1
Z t
0
Uðs; 0Þx0;
Ym
j¼1
Sj ðbHj ðsÞÞBi y
* +
dbHi ðsÞ a.s. ð2:18Þ
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hX ðtÞ; yi ¼ hx0; yi þ
Z t
0
AðsÞ
Ym
j¼1
SjðbHj ðsÞÞUðs; 0Þx0; y
* +
ds
þ
Xm
i¼1
Z t
0
Bi
Ym
j¼1
Sj b
H
j ðsÞ
 
Uðs; 0Þx0; y
* +
dbHi ðsÞ
¼ hx0; yi þ
Z t
0
hAðsÞX ðsÞ; yids þ
Xm
j¼1
Z t
0
hBiX ðsÞ; yidbHi ðsÞ a.s. ð2:19Þ
for t 2 ½0; T .
Using a countable dense family of elements y 2 Tmj¼1DomððBj Þ2Þ in (2.14), the
equality (2.11) is veriﬁed, so that X ðtÞ given by (2.14) is a strong solution of (2.1).
Now let x0 2 V . It is shown that X ðtÞ given by (2.14) deﬁnes a weak solution of
(2.1). Let ðxn; n 2 NÞ be a D-valued sequence that converges to x 2 V . Deﬁne
X nðtÞ ¼
Qm
j¼1 SjðbHj ðtÞÞUðt; 0Þxn. By the preceding part of the proof, ðX nðtÞ; t 2 ½0; T Þ
is a strong solution of (2.1) with the initial condition X nð0Þ ¼ xn. For each z 2 D
hX nðtÞ; zi ¼ hxn; zi þ
Z t
0
hX nðsÞ; AðsÞzids þ
Xm
j¼1
Z t
0
hX nðsÞ; Bj zidbHj ðsÞ ð2:20Þ
Clearly the sequence of solutions ðX nðtÞ; t 2 ½0; T ; n 2 NÞ converges uniformly a.s.
to ðX ðtÞ; t 2 ½0; T Þ by the description of the solution (2.14), and the sequences
ðhX nðtÞ; zi; n 2 NÞ, ðhxn; zi; n 2 NÞ and ð
R t
0hX nðsÞ; AðsÞzids; n 2 NÞ converge to
hX ðtÞ; zi, hx; zi and R t0hX ðsÞ; AðsÞzids a.s. respectively for each t 2 ½0; T . To verify
the convergence of the sequence of stochastic integrals obtained from (2.20) toPm
j¼1
R t
0
hX ðsÞ; Bj zidbHj ðsÞ, consider an arbitrary and ﬁxed j 2 f1; . . . ; mg and let
jnðsÞ ¼ hX nðsÞ; Bj zi and j0ðsÞ ¼ hX ðsÞ; Bj zi. The path derivative DrjnðsÞ is an m
dimensional vector such that
ðDrjnðsÞÞl ¼
Ym
i¼1
SiðbHi ðsÞÞUðs; 0Þxn; Bl Bj z
* +
1½0;sðrÞ (2.21)
for r 2 ½0; T , l 2 f1; . . . ; mg and n 2 N. Since ðSiðtÞ; i ¼ 1; . . . ; m; t 2 RÞ is a ﬁnite
collection of strongly continuous groups, there are positive real numbers M and o
such that
sup
s2½0;T 
EjSiðbiðsÞÞjLðV Þp sup
s2½0;T 
MEðexp½ojbiðsÞjÞo1
for each i 2 f1; . . . ; mg. Thus,
E
Z t
0
Z t
0
j0ðsÞj0ðrÞfH ðr  sÞdrds
þ E
Z t
0
Z t
0
Z t
0
Z t
0
Dpj0ðqÞDrj0ðsÞfH ðp  sÞfH ðr  qÞdpdqdrds
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s2½0;T 
j;l2f1;...;mg
mE
Ym
i¼1
jSiðbHi ðsÞÞj2LðV ÞjUðs; 0Þx0j2ðjBj zj2 þ jBl Bj zj2Þ

Z t
0
Z t
0
fH ðs  rÞdrds

þ
Z t
0
Z t
0
Z s
0
Z q
0
fHðp  sÞfH ðr  qÞdpdrdqds

o1. ð2:22Þ
This inequality implies that j0 is integrable with respect to b
H (e.g., Theorem 2 in
[6]). Furthermore, there is the inequality
E
Z t
0
ðjnðsÞ  j0ðsÞÞdbHj ðsÞ
 2
¼ E
Z t
0
Z t
0
ðjnðsÞ  j0ðsÞÞðjnðrÞ  j0ðrÞÞfH ðr  sÞdrds
þ E
Z t
0
Z t
0
Z t
0
Z t
0
DpðjnðqÞ  j0ðqÞÞDrðjnðsÞ  j0ðsÞÞ
fH ðp  sÞfH ðr  qÞdpdqdrds
p sup
s2½0;T 
j;l2f1;...;mg
mE
Ym
i¼1
jSiðbHi ðsÞÞj2ðjBj zj2 þ jBl Bj zj2Þ
"

Z t
0
Z t
0
jUðs; 0Þðxn  x0ÞjjUðr; 0Þðxn  x0ÞjfH ðs  rÞdrds

þ
Z t
0
Z t
0
Z s
0
Z q
0
jUðq; 0Þðxn  x0ÞjjUðs; 0Þðxn  x0Þj
fH ðp  sÞfH ðr  qÞdpdrdqds

. ð2:23Þ
The right hand side of this inequality tends to zero as n !1 by the boundedness of
jUðt; sÞjLðV Þ for 0psptpT . Thus, there is the equality
hX ðtÞ; zi ¼ hx0; zi þ
Z t
0
hX ðsÞ; AðsÞzids þ
Xm
j¼1
Z t
0
hX ðtÞ; Bj zidbHj ðsÞ a.s. ð2:24Þ
It remains to prove that if Bj 2LðV Þ for all j 2 f1; . . . ; mg, then X ðtÞ given by
(2.14) is a mild solution of (2.1). Initially let x0 2 D. For a ﬁxed t 2 ð0; TÞ, y 2 V , the
real-valued function
vðs; xÞ ¼ U0ðt; sÞ
Ym
j¼1
SjðxjÞUðs; 0Þx0; y
* +
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qv
qs
ðs; xÞ ¼  U0ðt; sÞAðsÞ
Ym
j¼1
SjðxjÞUðs; 0Þx0; y
* +
þ
Ym
j¼1
SjðxjÞ ~AðsÞUðs; 0Þx0; U0ðt; sÞy
* +
¼  AðsÞ
Ym
j¼1
SjðxjÞUðs; 0Þx0; U0ðt; sÞy
* +
þ AðsÞ  Hs2H1
Xm
j¼1
B2j
 !Ym
j¼1
SjðxjÞUðs; 0Þx0; U0ðt; sÞy
* +
¼  Hs2H1
Xm
j¼1
B2j
Ym
j¼1
SjðxjÞUðs; 0Þx0; U0ðt; sÞy
* +
,
qv
qxi
ðs; xÞ ¼ Bi
Ym
j¼1
SjðxjÞUðs; 0Þx0; U0ðt; sÞy
* +
,
q2v
qx2i
ðs; xÞ ¼ B2i
Ym
j¼1
SjðxjÞUðs; 0Þx0; U0ðt; sÞy
* +
,
for i 2 f1; . . . ; mg.
Apply an Itoˆ formula (e.g., [7]) to the process ðvðs; bH1 ðsÞ; . . . ;bHm ðsÞÞ; s 2 ð0; tÞÞ to
obtain Ym
j¼1
SjðbHj ðtÞÞUðt; 0Þx0; y
* +
¼ hU0ðt; sÞx0; yi
þ
Z t
0
qv
qs
ðs;bH1 ðsÞ; . . . ;bHm ðsÞÞ þ
Xm
j¼1
Hs2H1
q2v
qx2j
ðs;bH1 ðsÞ; . . . ; bHm ðsÞÞ
" #
ds
þ
Xm
j¼1
Z t
0
qv
qxj
ðs; bH1 ðsÞ; . . . ; bHm ðsÞÞdbHj ðsÞ
¼ hU0ðt; sÞx0; yi
þ
Xm
i¼1
Z t
0
Bi
Ym
j¼1
SjðbHj ðsÞÞUðs; 0Þx0; U0ðt; sÞy
* +
dbHi ðsÞ. ð2:25Þ
Thus,
hX ðtÞ; yi ¼ hU0ðt; sÞx0; yi
þ
Xm
i¼1
Z t
0
U0ðt; sÞBi
Ym
j¼1
SjðbHj ðsÞÞUðs; 0Þx0; y
* +
dbHi ðsÞ a.s. ð2:26Þ
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sequence ðxn; n 2 NÞ that converges to x0 and an associated sequence of processes
ðX nðtÞ; t 2 ½0; T ; n 2 NÞ that converges uniformly a.s. to ðX ðtÞ; t 2 ½0; T Þ. For
ðX nðtÞ; t 2 ½0; T Þ there is the equality
X nðtÞ ¼ U0ðt; 0Þxn þ
Xm
i¼1
Z t
0
U0ðt; sÞBiX nðsÞdbHi ðsÞ
¼:U0ðt; 0Þxn þ
Xm
i¼1
Z t
0
cinðsÞdbHi ðsÞ. ð2:27Þ
To show that ðX nðtÞ; t 2 ½0; T Þ is a mild solution of (2.1) with X ð0Þ ¼ x0, it sufﬁces
to show for ﬁxed t that
lim
n!1
Z t
0
hcinðsÞ; yidbHi ðsÞ ¼
Z t
0
hci0ðsÞ; yidbHi ðsÞ a.s. (2.28)
for each y 2 V and i 2 f1; . . . ; mg. Fix i 2 f1; . . . ; mg and let c0 ¼ ci0. To ensure that
the stochastic integral
R t
0 c0ðsÞdbHi ðsÞ is well deﬁned the following computation is
made.
E
Z t
0
Z t
0
hc0ðsÞ;c0ðrÞifH ðr  sÞdrds
þ E
Z t
0
Z t
0
Z t
0
Z t
0
hDpc0ðqÞ; Drc0ðsÞiLðRm ;V Þ
fH ðp  sÞfH ðr  qÞdpdqdrds
¼ E
Z t
0
Z t
0
U0ðt; sÞBi
Ym
j¼1
SjðbHj ðsÞÞUðs; 0Þx0;
*
U0ðt; rÞBi
Ym
j¼1
SjðbHj ðrÞÞUðr; 0Þx0
+
fH ðr  sÞdrds
þ E
Z t
0
Z t
0
Z t
0
Z t
0
Xm
l¼1
U0ðt; qÞBiBl
Ym
j¼1
SjðbHj ðsÞÞUðq; 0Þx0;
*
U0ðt; sÞBiBl
Ym
j¼1
SjðbHj ðrÞÞUðs; 0Þx0
+
1½0;qðpÞ1½0;sðrÞfH ðp  sÞfH ðr  qÞdp dqdrds
p sup
s2½0;t
jx0j2jU0ðt; sÞj2LðV ÞjBij2LðV ÞE
Ym
j¼1
jSjðbHj ðsÞÞj2LðV Þ

Z t
0
Z t
0
fH ðr  qÞdrdq
þ k sup
s2½0;t
l2f1;...;mg
jU0ðt; sÞj2LðV ÞjBij2LðV ÞjBlj2LðV Þjx0j2E
Ym
j¼1
jSjðbHj ðsÞÞj2LðV Þ
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Z t
0
Z t
0
Z u
0
Z q
0
fH ðp  uÞfH ðr  qÞdp drdudq
o1. ð2:29Þ
Thus, the process ðU0ðt; sÞBiX ð0Þ; s 2 ½0; tÞ is integrable with respect to bH . The limit
(2.29) can be veriﬁed as in the analogous case in (2.23). Letting n !1 in (2.28)
shows that ðX ðtÞ; t 2 ½0; T Þ is a mild solution of (2.1). &
Some speciﬁc examples of stochastic partial differential (SPDEs) are given for
which explicit solutions can be described using Theorem 2.3.
Example 2.4. Consider the following stochastic parabolic equation of 2kth order:
qu
qt
ðt; xÞ ¼ Lðt; xÞuðt; xÞ þ bu db
H
dt
,
uð0; xÞ ¼ x0ðxÞ, (2.30)
for ðt; xÞ 2 ½0; T   O
qu
qx
 a
ðt; xÞ ¼ 0; ðt; xÞ 2 ½0; T   qO; a 2 f1; . . . ; k  1g,
where k 2 N, O  Rd is a bounded domain of class Ck, b 2 Rnf0g and
Lðt; xÞ :¼
X
jajp2k
aaðt; xÞDa (2.31)
is a strongly elliptic operator on O, uniformly in ðt; xÞ 2 ½0; T   O¯ and aaðt; Þ 2
C2kðO¯Þ for each t 2 ½0; T . Eq. (2.30) is rewritten in the form
dX ðtÞ ¼ AðtÞX ðtÞdt þ BX ðtÞdbH ðtÞ,
X ð0Þ ¼ x0 2 V , (2.32)
for t 2 ½0; T , where V ¼ L2ðOÞ, ðAðtÞuÞðxÞ ¼ Lðt; xÞuðt; xÞ, DomðAðtÞÞ ¼ D ¼
H2kðOÞ \ Hk0ðOÞ and B ¼ bI 2LðV Þ. It is assumed that
sup
x2O
jaaðt; xÞ  aaðs; xÞjpMjt  sjg (2.33)
for jajp2k, s; t 2 ½0; t and a constant M. Hypotheses (H1) and (H2) are satisﬁed
(cf. [23, Theorem 3.8.3]), so by Proposition 2.1 the assumptions (A1) and (A3) are
satisﬁed too. The assumption (A2) is trivially satisﬁed. Note that D ¼
DomðAðtÞÞ ¼ DomðAðtÞÞ ¼ D. By Theorem 2.3 there is a solution of (2.32) in both
the weak and the mild sense. If x0 2 D, then there is a strong solution.
A second example is given.
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qu
qt
¼
Xd
i;j¼1
aijðtÞ
q2u
qxiqxj
ðt; xÞ þ
Xd
i¼1
diðtÞ
qu
qxi
ðt; xÞ þ cðtÞuðt; xÞ
þ
Xd
i¼1
bi
qu
qxi
ðt; xÞ db
H
1 ðtÞ
dt
þ ~buðt; xÞ db
H
2 ðtÞ
dt
ð2:34Þ
for ðt; xÞ 2 ½0; T   Rd and
uð0; xÞ ¼ x0ðxÞ,
where aij , di, c, i; j 2 f1; . . . ; dg are Ho¨lder continuous functions and bi; ~b 2 R,
i 2 f1; . . . ; dg. It is assumed that the differential operator
LðtÞ :¼
Xd
i;j
aijðtÞ q
2
qxiqxj
þ
Xd
i¼1
diðtÞ qqxi
þ cðtÞI
is uniformly elliptic, that is,
Xd
i;j¼1
aijðtÞvivj40 (2.35)
is satisﬁed for v 2 Rdnf0g and t 2 ½0; T . Eq. (2.34) is rewritten as
dX ðtÞ ¼ AðtÞX ðtÞdt þ B1X ðtÞdbH1 ðtÞ þ B2X ðtÞdbH2 ðtÞ,
X ð0Þ ¼ x0, (2.36)
where X ðtÞ; x0 2 V , V ¼ L2ðRdÞ, AðtÞ ¼ LðtÞ with DomðAðtÞÞ ¼ DomðAðtÞÞ
¼ H2ðRd Þ, B1 ¼
Pd
i¼1biðq=qxiÞ, DomðB1Þ ¼ H1ðRd Þ and B2 ¼ ~bI . It is well known
that the family of operators ðAðtÞ; t 2 ½0; T Þ generates a strongly continuous
evolution system ðU0ðt; sÞ; 0psptpTÞ on V and (A1) is satisﬁed (e.g., Theorem
5.2.1 in [23]). The operators B1 and B2 generate strongly continuous groups on V
that are given as follows:
½S1ðtÞx0ðxÞ ¼ x0ðx1 þ b1t; . . . ; xd þ bdtÞ (2.37)
for x ¼ ðxi; . . . ; xd Þ 2 Rd and t 2 R and
S2ðtÞx0 ¼ ðe ~btIÞx0 (2.38)
for t 2 R, respectively, so (A2) is clearly satisﬁed. To verify (A3), note that ~AðtÞ with
Domð ~AðtÞÞ ¼ D ¼ H2ðRdÞ is also a second order differential operator with time
dependent Ho¨lder continuous coefﬁcients. It is only necessary to ensure that the
operator is uniformly elliptic on ½0; T . The highest order term is
L0ðtÞ ¼
Xd
i;j¼1
ðaijðtÞ  Ht2H1bibjÞ
q2
qxiqxj
, (2.39)
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Xd
i;j¼1
aijðtÞvivj4Ht2H1
Xd
i;j¼1
bibjvivj (2.40)
for t 2 ½0; T  and v 2 Rdnf0g. If (2.40) is satisﬁed, then Theorem 2.3 can be applied to
obtain a strong solution for x0 2 D ¼ H2ðRdÞ or a weak solution of (2.36) deﬁned by
(2.34). If ðaijðtÞÞ ¼ ðaijÞ is a constant positive deﬁnite matrix, then condition (2.40) is
always satisﬁed for sufﬁciently small intervals ½0; T  but for t sufﬁciently large
inequality (2.40) can be violated. Thus, there is a solution on time intervals ½0; T 
with T40 but bounded to ensure the strong ellipticity condition (2.40).
To demonstrate more explicitly the phenomenon associated with (2.36), consider the
special case of the one dimensional equation
qu
qt
ðt; xÞ ¼ a q
2u
qx2
ðt; xÞ þ b qu
qx
ðt; xÞ db
H
dt
ðtÞ (2.41)
and
uð0; xÞ ¼ x0ðxÞ
for t40 and x 2 R where a40 and b 2 Rnf0g. The ellipticity condition (2.40) is
a4Ht2H1b2. (2.42)
From the preceding analysis, the solution is deﬁned on intervals ½0; T  where
TpT1 ¼ ða=b2HÞ1=ð2H1Þ. In this case, more information can be obtained. The
solution is given as
X ðtÞ ¼ S1ðbH ðtÞÞUðt; 0Þx0,
where ½S1ðsÞxðxÞ ¼ xðxþ bsÞ and U is the evolution operator corresponding to the
equation
qy
qt
¼ ða  Ht2H1b2Þ q
2y
qx2
,
yð0Þ ¼ x0.
Thus, U may be determined by a time composition. If SD is the heat semigroup on R
ðSDxÞðxÞ ¼
Z
R
ð4ptÞ1=2 exp  1
4t
ðx ZÞ2
 
xðZÞdZ (2.43)
then
X ðtÞ ¼ S1ðbH ðtÞÞSD at 
1
2
b2t2H
 
x0. (2.44)
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T2 ¼
2a
b2
 1=ð2H1Þ
.
In fact, the transformed time in the semigroup SD initially increases from zero, but at
the time T1 it begins to decrease so that at T2 it returns to zero. In general, the
solution cannot be extended beyond T2 because the heat semigroup SD is not deﬁned
for negative times. It may leave the space V ¼ L2ðRdÞ after T2. However, for a
suitably chosen initial condition x0 it can be continued where the problem
corresponds to the ill-posed parabolic problem with reversed time.3. Stability of solutions
In this section it is assumed that (A1)–(A3) are satisﬁed for each T 2 ð0;1Þ, so
that the suitable various solutions of (2.1) exist on Rþ by Theorem 2.3. The limit
behavior of the solutions as t !1 is investigated.
Eq. (2.1) is said to be pathwise exponentially stable if the inequality
jX ðtÞjpMeotjx0j a.s. P (3.1)
for X ð0Þ ¼ x0 2 V , each t 2 Rþ, some o40 and a positive random variable M,
where ðX ðtÞ; t 2 RþÞ is the solution of (2.1) given by (2.13).
Eq. (2.1) is said to be exponentially stable in the 2pth moment (for p ¼ 1 it is usually
called mean square exponentially stable) for a ﬁxed p40 if the inequality
EjX ðtÞj2ppCeotjx0j2p (3.2)
is satisﬁed for some positive constant C and some o40, where ðX ðtÞ; t 2 RþÞ is the
solution of (2.1) given by (2.14).
Eq. (2.1) is said to be 2pth stable in the mean if
E
Z 1
0
jX ðtÞj2p dtpCjx0j2p (3.3)
is satisﬁed for some positive constant C, where ðX ðtÞ; t 2 RþÞ is the solution of (2.1)
given by (2.14).
For the Wiener process ðH ¼ 1=2Þ it is known that (3.2) and (3.3) are equivalent
[14], which is an analogue of a well known result of Datko [3] for semigroups.
However, to prove this equivalence the Markov property is used. A solution of (2.1)
with H41=2 is not Markov. Clearly (3.2) implies (3.3).
For simplicity of presentation it is assumed that there is only one scalar fractional
Brownian motion in (2.1), that is, m ¼ 1, bH1 ¼ bH , B1 ¼ B because the general case
with m41 is analogous.
The following result provides conditions for pathwise exponential stability.
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hAðtÞx  Ht2H1B2x; xip ~oðtÞjxj2 (3.4)
for x 2 D, where ~o : Rþ ! R is continuous, be satisfied. Then the following inequality
is satisfied:
jX ðtÞjpM1 exp k1tH
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log log t
p

Z t
0
~oðsÞds
 
jx0j (3.5)
for t4e and x0 2 V where M1 is a positive random variable and k140. If ~oðsÞXo040
for all s 2 Rþ, then Eq. (2.1) is pathwise exponentially stable.
Proof. If x0 2 D, then X ðtÞ ¼ SðbH ðtÞÞUðt; 0Þx0 and the function yðtÞ ¼ Uðt; 0Þx0
satisﬁes the equation
dy
dt
¼ ~AðtÞy ¼ ðAðtÞ  Ht2H1B2Þy
yð0Þ ¼ x0. (3.6)
Thus
djyðtÞj2
dt
¼ 2hðAðtÞ  Ht2H1B2ÞyðtÞ; yðtÞi
p 2 ~oðtÞjyðtÞj2
for tX0 so integrating this inequality yields
jyðtÞj2pjx0j2e2
R t
0
~oðsÞ ds
(3.7)
for x0 2 D and tX0. Since S is a strongly continuous group, it follows that
jSðbH ðtÞÞjLðV Þpk1ek2jb
H ðtÞj (3.8)
for tX0 and some positive real numbers k1 and k2. By the Law of the Iterated
Logarithm for a fractional Brownian motion [12] there is the equality
lim sup
t!1
jbH ðtÞj
tH
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log log t
p ¼ cH a.s. (3.9)
where cH is a real number that only depends on H. Given e40 there is a random time
T¯ such that if tXT¯ then jbH ðtÞj=tH
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log log t
p
pcH þ e a.s. Thus for tX0 there is a
random variable M1 that depends on ðbH ðtÞ; t 2 ½0; T¯ Þ such that
jX ðtÞjpjSðbH ðtÞÞjLðV ÞjyðtÞj
pM1 exp ðcH þ eÞtH
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log log t
p

Z t
0
~oðsÞds
 
jx0j ð3:10Þ
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x0 in V. The corresponding sequence of solutions of (2.1) ðX nðtÞ; tX0Þ converges to
X ðtÞ a.s. for each t 2 Rþ so the inequality (3.5) is satisﬁed. &
The above approach can also be used to obtain some results on exponential stability
in the 2pth moment. To obtain more precise results the following result based on an
Itoˆ formula for fractional Brownian motion is useful. Recall that the singleton set f0g
is said to be nonattainable if it is never hit (a.s.) by ðX ðtÞ; tX0Þ in a ﬁnite time for
x0a0. Clearly, if SðsÞx0a0 and Uðt; 0Þx0a0 for each x0 2 Vnf0g, s 2 R, t 2 Rþ, then
f0g is nonattainable. This is the case in both examples in the previous section.
Theorem 3.2. If (H1), (H2) and (A2) are satisfied and the following Lyapunov type
inequality is satisfied
hAðtÞx; xijxj2 þ 2ðp  1ÞHt2H1hx; Bxi2 þ Ht2H1jBxj2jxj2p oðtÞjxj4 (3.11)
for x 2 D, t 2 Rþ where o : Rþ ! R is continuous, then for pX1
EjX ðtÞj2ppjx0j2p exp 2p
Z t
0
oðsÞds
 
(3.12)
for tX0 and x0 2 V . If oðtÞXo040 for all t 2 Rþ then Eq. (2.1) is exponentially
stable in the 2pth moment. Furthermore if f0g is nonattainable, then the former
conclusions are satisfied for each p40.
Remark 3.3. Before giving a proof of Theorem 3.2 some interesting special cases of
the Lyapunov inequality (3.11) are noted.(i) For the mean square exponential stability (p ¼ 1), the inequality (3.11) reduces to
hAðtÞx; xi þ Ht2H1jBxj2p oðtÞjxj2 (3.13)
for x 2 D and t 2 Rþ.(ii) If B 2LðV Þ and hAðtÞx; xip aðtÞjxj2 for x 2 D and t 2 Rþ then (3.11) is
satisﬁed with oðtÞ ¼ aðtÞ  Ht2H1jBj2LðV Þð2jp  1j þ 1Þ.(iii) If B ¼ bI then inequality (3.11) is
hAðtÞx; xi þ ð2p  1Þb2Ht2H1jxj2p oðtÞjxj2 (3.14)
for x 2 D and t 2 Rþ.Note that for po1=2, the fractional Gaussian noise has a stabilizing effect.
Proof of Theorem 3.2. Initially assume that f0g is nonattainable, p40 and x0 2 D.
Let V ðxÞ ¼ jxj2p and note that the ﬁrst two derivatives are DxV ðxÞ ¼ 2pjxj2ðp1Þx and
D2xxV ðxÞ ¼ 4pðp  1Þjxj2ðp2Þx  x þ 2pjxj2ðp1ÞI . Since V is a Hilbert space, the ﬁrst
derivative DxV ðxÞ is identiﬁed with an element of V and the second derivative is
identiﬁed with a symmetric element of LðV Þ.
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the three functions V R, DxVR and D
2
xxVR are bounded on VnfjxjpRg
and 0pVRðxÞpV ðxÞ, jDxV RðxÞjpjDxV ðxÞj, jD2xxVRðxÞjLðV ÞpjD2xxV ðxÞjLðV Þ for
x 2 VnfjxjpRjg. Fix R41. For a d 2 ð0; 1Þ choose a V R;d in C2ðV Þ so that V R;dðxÞ ¼
V R for jxjXd, the following inequalities are satisﬁed for V R;d, 0pVR;dðxÞp
V RðxÞþ1; jDxV R;dðxÞjpjDxV RðxÞj, jD2xxVR;dðxÞjLðV ÞpjD2xxVRðxÞjLðV Þ for x 2 Vnf0g
and DxV R;d and D
2
xxVR;d are bounded on V.
Apply an Itoˆ formula for fractional Brownian motion ([6]) to the function
ðVR;dðX ðtÞÞe2p
R t
0
oðtÞ ds; tX0Þ and take the expectation to obtain
E VR;dðX ðtÞÞ exp 2p
Z t
0
oðsÞds
  
¼ VR;dðx0Þ þ E
Z t
0
2pe
2p
R s
0
ooðsÞVR;dðX ðsÞÞ þ e2p
R s
0
o hAðsÞX ðsÞ; DxVR;dðX ðsÞÞi

þ hD2xxVR;dðX ðsÞÞBX ðsÞ; Dfs ðX ðsÞÞ

ds

, ð3:15Þ
where
Dfs ðX ðsÞÞ :¼
Z t
0
DqX ðsÞfH ðs  qÞdq
¼
Z t
0
Dq SðbH ðsÞÞUðs; 0Þx0

 
fH ðs  qÞdq
¼
Z t
0
SðbH ðsÞÞUðs; 0Þx01½0;sðqÞfH ðs  qÞdq
¼ Hs2H1X ðsÞ ð3:16Þ
for s 2 ½0; t.
If jX ðsÞj 2 ðd; RÞ, then the integrand on the right hand side of (3.15) is
2poðsÞjX ðsÞj2pe2p
R s
0
o
þ e2p
R s
0
o½2hAðsÞX ðsÞ; X ðsÞijX ðsÞj2ðp1Þ
þ 4pðp  1ÞjX ðsÞj2ðp2ÞhX ðsÞ; BX ðsÞihX ðsÞ; BX ðsÞis2H1H
þ 2pjX ðsÞj2pðp1ÞhBX ðsÞ; X ðsÞiHs2H1
p2poðsÞjX ðsÞj2pe2p
R s
0
o
þ 2pe2p
R s
0
ojX ðsÞj2ðp2Þ½hAðsÞX ðsÞ; X ðsÞijX ðsÞj2
þ Hs2H12ðp  1ÞhX ðsÞ; BX ðsÞi2
þ Hs2H1jX ðsÞj2jBX ðsÞj2
pe2p
R t
0
o½2poðsÞjX ðsÞj2p þ 2pjX ðsÞj2ðp2ÞðoðsÞÞjX ðsÞj4
p0. ð3:17Þ
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OR ¼ sup
s2½0;t
jX ðsÞj4R
( )
and
Od ¼ inf
s2½0;t
jX ðsÞjod
 
.
By the sample path continuity of ðX ðsÞ; sX0Þ and the nonattainability of f0g the
following equalities are satisﬁed:
lim
R!1
PðORÞ ¼ 0 (3.18)
lim
d#0
PðOdÞ ¼ 0. (3.19)
From the properties of V R and VR;d and the boundedness of ðAðsÞ; sX0Þ in D, the
integral on the right hand side of (3.15) is bounded above by cðjAX ðsÞj2p þ 1Þ for
some constant c. This upper bound with (3.17) implies the inequality
E VR;dðX ðtÞÞe2p
R t
0
o
 
pVR;dðx0Þ þ E 1OR c
Z t
0
jAX ðsÞj2p ds
 
þ E 1Odc
Z t
0
jAX ðsÞj2p ds
 
. ð3:20Þ
For each m40, there is the inequality
sup
s2½0;t
EjAX ðsÞjmp sup
s2½0;t
½EjSðbH ðsÞÞjmLðV Þ  jUðs; 0ÞjmLðV Þjx0jmDo1. (3.21)
By passage to the limit as d # 0, using the Dominated Convergence Theorem on the
left hand side and the Cauchy–Schwarz inequality with (3.18) and (3.19) on the right
hand side, it follows that
EV RðX ðtÞÞe2p
R t
0
opVRðx0Þ þ cE1OR
Z t
0
jAX ðsÞj2p ds. (3.22)
Note that if pX1 then the nonattainability of f0g is not required because V R is
smooth at zero, so inequality (3.22) is obtained by the above procedure for V R
instead of VR;d and letting R !1 to obtain the inequality
EV ðX ðtÞÞe2p
R t
0
opV ðx0Þ (3.23)
which is (3.12). If x0 2 V , then there is a sequence of strong solutions ðX nðtÞ; tX0Þ
with the D-valued initial conditions ðX nð0Þ ¼ xn; n 2 NÞ such that xn ! x0 in V and
X nðtÞ ! X ðtÞ a.s. &
The following result is a 2p-stability in the mean for Eq. (2.1).
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such that 0pV ðxÞpk1jxj2, x 2 V for some constant k1,
jDxV ðxÞj þ jD2xxV ðxÞjpk2ð1þ jxjmÞ; x 2 V
for some constants k2 and m in ð0;1Þ and
½LV ðt; xÞ :¼ hAðtÞx; DxV ðxÞi þ Ht2H1hD2xxV ðxÞBx; Bxip ajxj2 (3.24)
for x 2 D and some a40, then Eq. (2.1) is 2-stable in the mean. In particular,
E
Z 1
0
jX ðtÞj2 dtpV ðx0Þ
a
p k1
a
jx0j2 (3.25)
for x0 2 V .
Proof. The proof is similar to the proof of Theorem 3.2, so it is only sketched.
Initially the function V is replaced by VR that differs from V only outside of fjxjpRg
to which an Itoˆ formula with the use of expectation is applicable. Then let R !1 in
the same way as in the above proof. Using inequality (3.24) it follows that
0pEV ðX ðtÞÞpV ðx0Þ  aE
Z t
0
jX ðsÞj2 ds (3.26)
for tX0 which implies (3.25). &
Note that Theorem 3.2 could have been formulated in terms of a general
Lyapunov function V satisfying some conditions and the Lyapunov inequality.
However, it would be necessary to assume that k1jxj2ppV ðxÞpk2jxj2p for x 2 V and
some constants k1 and k2 in ð0;1Þ (as in the well known ﬁnite dimensional case) so it
seems reasonable to let V ðxÞ ¼ jxj2p. However, in Theorem 3.3 the lower bound on V
is not necessary, only VX0, which may be useful as is shown in the following
corollary. It may be applicable to the case where AðtÞ and B are differential operators
and the order of B is at most one half of the order of AðtÞ.
Corollary 3.4. If (H1), (H2) and (A2) are satisfied and Eq. (2.1) has the form
dX ðtÞ ¼ aðtÞAX ðtÞdt þ BX ðtÞdbH ðtÞ,
X ð0Þ ¼ x0, (3.27)
for tX0 where A ¼ Að0Þ as above, A ¼ A and a : Rþ ! Rþ is strictly positive and
Ho¨lder continuous and it is assumed that B 2LðV ;DomðA1=2ÞÞ and
aðtÞ þ Ht2H1jBj2
LðV ;DomðA1=2ÞÞp ao0 (3.28)
for t 2 Rþ for some a40, then Eq. (2.1) are 2-stable in the mean.
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DxV ðxÞ ¼ A1x and D2xxV ðxÞ ¼ A1 so
½LV ðt; xÞ ¼  aðtÞjxj2 þ Ht2H1hA1Bx; Bxi
p aðtÞjxj2 þ Ht2H1jBj2
LðV ;DomðA1=2ÞÞjxj2
p ajxj2 ð3:29Þ
for x 2 D and (3.24) is satisﬁed. &
Remark 3.5. Since the sample paths of the process ðX ðtÞ; tX0Þ are (a.s.) continuous
by (2.14), if this solution is pathwise exponentially stable (e.g., Proposition 3.1) with
oðtÞXo040, then for each e40 there is an R40 such that
P sup
jx0jp1
sup
tX0
jX ðtÞjXR
 !
pe (3.30)
that is, there is boundedness in probability. Since these solutions are linear with
respect to the initial condition, for each e40 there is a d40 such that
P sup
tX0
jX ðtÞjXe
 
pe (3.31)
for jx0jpd, that is, the solutions are stable with probability 1.
Some examples are considered that are motivated by the previous examples in
Section 2.
Example 3.6. Consider the parabolic equation
quðt; xÞ
qt
¼
Xd
i;j¼1
q
qxi
aijðt; xÞ
quðt; xÞ
qxj
 
þ cðt; xÞuðt; xÞ þ buðt; xÞ db
H ðtÞ
dt
,
uð0; xÞ ¼ x0ðxÞ,
ujRþqO ¼ 0 (3.32)
for ðt; xÞ 2 Rþ  O on a bounded domain O  Rd with a smooth boundary. It
is a special case of the equation considered in Example 2.4 so the coefﬁcients
ðaij i; j 2 f1; . . . ; dgÞ and c are assumed to satisfy the smoothness conditions given
there, and
Xd
i;j¼1
aijðt; xÞvivjXa0ðtÞjvj2 (3.33)
for v 2 Rd and ðt; xÞ 2 Rþ  O where a0ðtÞ40 for t 2 Rþ, a0ðÞ is continuous and
cðt; xÞpc0ðtÞ (3.34)
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hAðtÞx; xi ¼
Z
O
xðxÞ
Xd
i;j¼1
q
qxi
aijðt; xÞ qxðxÞqxj
 
þ cðt; xÞxðxÞ
 !
dx
¼
Z
O

X
i;j¼1
aijðt; xÞ
qxðxÞ
qxi
qxðxÞ
qxj
þ cðt; xÞxðxÞ
 !
dx
p a0ðtÞ
Z
O
jrxðxÞj2dxþ c0ðtÞjxj2
pða0ðtÞa0 þ c0ðtÞÞjxj2, ð3:35Þ
where a040 is the ﬁrst eigenvalue of the Dirichlet Laplacian on the domain O. This
approach can be used to verify the Lyapunov inequalities in Proposition 3.1 to
obtain the pathwise exponential stability and in Theorem 3.2 to obtain the moment
stability, for example, if the coefﬁcients aij and c are independent of t 2 Rþ then
Eq. (2.1) is always pathwise exponentially stable and (cf. Remark 3.3(ii)) it is always
stable in the 2pth moment for po1=2 if ba0.
The pathwise stabilizing effect of this fractional Gaussian noise is more general.
Remark 3.7. Consider the equation
dX ðtÞ ¼ A0X ðtÞdt þ bX ðtÞdbH ðtÞ,
X ð0Þ ¼ x,
where A0 is the generator of a strongly continuous semigroup SA0 and b 2 Rnf0g.
Solution (2.14) is pathwise exponentially stable. The solution (2.14) is given by
X ðtÞ ¼ exp½bbH ðtÞU0ðt; 0Þx0
¼ exp bbH ðtÞ  1
2
b2t2H
 
SA0ðtÞx0. ð3:36Þ
Since jSA0ðtÞjLðV ÞpKeot for some KX1 and o 2 R, the pathwise exponential
stability follows from the Law of the Iterated Logarithm for a fractional Brownian
motion [12].
Example 3.8. Consider the equation in Example 2.5 with the uniform ellipticity
condition (2.40), that is, the parabolic Cauchy problem
qu
qt
¼
Xd
i;j¼1
aijðt; xÞ q
2u
qxiqxj
þ
Xd
i¼1
diðtÞ quqxi
þ cðtÞu þ
Xd
i¼1
bi
qu
qxi
dbHi ðtÞ
dt
(3.37)
for ðt; xÞ 2 Rþ  Rd and uð0; xÞ ¼ x0ðxÞ where the coefﬁcients are Ho¨lder continuous
on Rþ. By the conclusion of Example 1.5, there is a solution to (3.37) on Rþ. The
solution can be expressed as
X ðtÞ ¼ S1ðtÞUðt; 0Þx0, (3.38)
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L2ðRdÞ norm and ðUðt; 0Þ; tX0Þ is the fundamental solution to the equation
qu
qt
¼
Xd
i;j¼1
~aijðtÞ
q2u
qxiqxj
þ
Xd
i¼1
diðtÞ
qu
qxi
þ cðt; xÞu (3.39)
on Rd where ~aijðtÞ ¼ aijðtÞ  Ht2H1bibj for i; j 2 f1; . . . ; dg. Thus the stability
analysis is reduced to the deterministic problem.Example 3.9. In Remark 3.7 it is noted that if AðtÞ ¼ A0 does not depend on t 2 Rþ,
then the fractional noise which is deﬁned by multiplication by a scalar b has a
stabilizing effect.
If a coupled system of such equations is considered then this stabilizing property
may no longer be true. Consider the following simple example:
qu1
qt
¼ Du1 þ b1u2
dbH
dt
,
qu2
qt
¼ Du2 þ b2u1
dbH
dt
, (3.40)
on Rþ  O where O is a regular bounded domain in Rd , D is the Dirichlet Laplacian
and b1; b2 2 Rnf0g satisfy b1b2o0. In the deterministic case (b1 ¼ b2 ¼ 0) the
solution is clearly exponentially stable. For the stochastic case, V ¼ ðL2ðOÞÞ2,
B ¼
0 b1I
b2I 0
 !
and B2 ¼ b1b2I . So B2 is a negative operator and it is shown that it has a
destabilizing effect. Solution (2.14) can be expressed as
X ðtÞ ¼ exp  1
2
b1b2t
2H
 
SBðbHt ÞSAðtÞx0,
where SB is the group generated by B which is periodic in time and SA is the
semigroup generated by
A0 ¼
D 0
0 D
 
.
For example, let x0 be an eigenvector of A0 corresponding to the ﬁrst eigenvalue
a040 and for notational simplicity let b1 ¼ 1 and b2 ¼ 1 so that the solution is
X ðtÞ ¼ exp 1
2
t2H  a0t
 
SBðbH ðtÞÞx0,
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SBðsÞ ¼
ﬃﬃﬃ
2
p sin s þ p4

 
0
0 cos s þ p
4

  !I .
If x0 ¼ ðx10; x20Þ where x10 ¼ x20 2 L2ðOÞnf0g, it is clear that jSBðsÞx0j2 ¼ jx0j2 for each
s 2 R so that
lim
t!1
jX ðtÞj ¼ 1 a:s.
A similar destabilizing effect may occur for a single equation as is described in the
following example of a parabolic equation of fourth order.
Example 3.10. Consider the Cauchy problem
quðt; xÞ
qt
¼  q
4u
qx4
 au þ qu
qx
dbH ðtÞ
dt
,
uð0; xÞ ¼ x0ðxÞ, (3.41)
for ðt; xÞ 2 Rþ  R in the weighted space V ¼ L2rðRÞ with the weight rðxÞ ¼ eKjxj for
x 2 R and a ﬁxed K40. It is well known (e.g., [22]) that the operator LðuÞ ¼
ðq4u=qx4Þ  au generates a C0-semigroup in the space V which is exponentially
stable for a40. If is shown that adding a fractional noise in (3.41) may destabilize
the solution. As noted in the above examples, B ¼ q=qx generates a C0-group S1 in V
which is a shift operator
½S1ðtÞxðxÞ ¼ xðt þ xÞ
for t; x 2 R. This group commutes with L. The operator ~AðtÞ is
~AðtÞ ¼ L  tH2H1B2 ¼  q
4
qx4
 aI  tH2H1 q
2
qx2
(3.42)
so ð ~AðtÞ; tX0Þ is strongly elliptic and generates a strongly continuous evolution
system ðUðt; sÞ; 0psptÞ. Conditions (A1)–(A3) are satisﬁed and there is a solution
(2.14) to Eq. (3.41) which can be expressed as
X ðtÞ ¼ S1ðbH ðtÞÞUðt; 0Þx0. (3.43)
Choose the initial condition x0ðxÞ ¼ sin x and let yðt; xÞ ¼ ½Uðt; 0Þx0ðxÞ. Expressing y
as yðt; xÞ ¼ jðtÞ sin x compute the function j that satisﬁes the differential equation
_jðtÞ sin x ¼ jðtÞ sin x ajðtÞ sin xþ Ht2H1jðtÞ sin x,
jð0Þ ¼ 1.
Thus jðtÞ ¼ exp½t  at þ ð1=2Þt2H . By (2.14)
X ðtÞ ¼ sinðxþ bH ðtÞÞ exp ð1þ aÞt þ 1
2
t2H
 
. (3.44)
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inf
s2R
j sinð þ sÞj2 ¼ inf
s2½0;2p
Z
R
eK jxjsin2ðxþ sÞdx40
so it follows directly that
limt!1jX ðtÞj ¼ 1 a:s.
However, this does not occur for all initial conditions. For example, if x0  1 then
yðt; xÞ ¼ eat and limt!1 X ðtÞ ¼ 0 a.s.
Example 3.11. This example considers the problem of identiﬁcation of some
unknown parameters for a stochastic parabolic equation with a scalar fractional
Brownian motion. Consider Eq. (3.32) where, as in Examples 3.6 and 2.4, the
coefﬁcients are assumed to be sufﬁciently smooth and the ellipticity condition (3.33)
is satisﬁed. The problem is to estimate the unknown constant b in the diffusion term
from the observations of the solution in the time interval ½0; T . Let AðtÞ be the
differential operator
AðtÞu ¼
X
i;j
q
qxi
aijðt; xÞ
qu
qxj
 
þ cðt; xÞu, (3.45)
where DomðAðtÞÞ ¼ H2ðOÞ \ H10ðOÞ. The family ðAðtÞ; tX0Þ generates the strong
evolution system ðU0ðt; 0Þ; 0psptÞ where V ¼ L2ðOÞ. Clearly solution (2.14) can be
express as
X ðtÞ ¼ uðt; xÞ ¼ exp bbH ðtÞ  1
2
b2t2H
 
½U0ðt; 0Þx0ðxÞ, (3.46)
for x 2 O. Fix x0 2 O and assume that x0 2 CðO¯Þ, x0ðxÞX0, x 2 O and x0c0. By the
strong maximum principle, there is the inequality
½U0ðt; 0Þxðx0Þ40
for t40 and by (3.46) uðt; x0Þ40 a.s. Let ðPn; n 2 NÞ be a sequence of nested
partitions of ½0; T  that becomes arbitrarily ﬁne in ½0; T  and Pn ¼ ftðnÞ0 ; . . . ; tðnÞn g. Since
the function t 7!U0ðt; 0Þxðx0Þ is differentiable and
log uðt; x0Þ ¼ bbH ðtÞ  12b2t2H þ logð½U0ðt; 0Þx0ðx0ÞÞ (3.47)
it follows that
lim
n!1
Xn1
i¼1
j logðuðtðnÞiþ1; x0ÞÞ  logðuðtðnÞi ; x0ÞÞj1=H
¼ jbj1=HEjbH ðTÞj1=H a.s.
and thus jbj is identiﬁed.
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dX ðtÞ ¼ aAX ðtÞdt þ bX ðtÞdbH ðtÞ,
X ð0Þ ¼ x0, (3.48)
where A ¼ AðtÞ is given by (3.45) does not depend on time and a40 is an unknown
parameter. The operator A is self-adjoint, negative and A1 is compact so there is a
countable orthonormal basis ðen; n 2 NÞ of eigenvectors of A and the corresponding
(positive) eigenvalues ðan; n 2 NÞ that diverge such that
Aen ¼ anen
for n 2 N. For x0 ¼ en for some ﬁxed n 2 N, (3.46) implies that
X ðtÞ ¼ exp bbH ðtÞ  1
2
b2t2H  aant
 
en. (3.49)
If x0a0 then there is an m 2 N such that hem; x0ia0. By (3.49) it follows that
hX ðtÞ; emi ¼ exp bbH ðtÞ 
1
2
b2t2H  aamt
 
hem; x0i (3.50)
so hX ðtÞ; emia0 and the pair hX ðtÞ; emi and hx0; emi have the same sign. By (3.50)
there is the equality
log
hX ðtÞ; emi
hx0; emi
 
¼ bbH ðtÞ  1
2
b2t2H  aamt
for tX0. If a family of estimators ða^ðtÞ; tX0Þ is deﬁned as
a^ðtÞ :¼ 1amt
log
hX ðtÞ; emi
hx0; emi
 
þ 1
2
b2t2H
 
. (3.51)
then the Law of the Iterated Logarithm for bH implies the strong consistency of
ða^ðtÞ; tX0Þ, that is,
lim
t!1
a^ðtÞ ¼ a a:s.References
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