Abstract. We consider a one dimensional ferromagnetic Ising spin system with interactions that correspond to a 1/r 2 long range perturbation of the usual Kac model. We apply a coarse graining procedure widely used for higher-dimensional finite range Kac potentials to describe the basic properties of the system and the relation with the mean field theory.
Introduction
We consider a one dimensional Ising spin system on Z interacting by a long range perturbation of the usual Kac model. More precisely, for a small positive parameter γ, the coupling J(r) between spins at distance r is given by γ if |r| ≤ (2γ) −1 , and by λ/r 2 otherwise, where λ > 0 is fixed. Applying the perturbative scheme around the mean field developed in [6] for finite range Kac potentials in dimensions d ≥ 2 (see also [15] ) and following the notion of contours introduced by Fröhlich and Spencer in [10] as implemented in [5] , we study basic properties of this model for small but finite γ.
The main properties of percolation and phase transitions for one-dimensional ferromagnetic models with long range interactions have been established in the seminal papers [10] , [14] , [2] . Particularly relevant are the results obtained in [10] , [1] , and [11] , where the role of long and short range components of the interactions has been singled out. When r 2 J(r) → λ ∈ (0, ∞) as r → ∞, they establish the existence of phase transition, prove the discontinuity of the magnetization at the critical point β c (the so called Thouless effect) and (among other things) determine the limiting value of β c when a short range interaction, say J(1), tends to infinity. For some related more recent results see e.g. [12, 13] .
Our model belongs to this class, except that the strong short range interaction is replaced by the standard finite Kac potential that in the limit γ → 0 gives the mean field model with spontaneous magnetization m β = tanh βm β for β > 1.
The existence of a finite bound for β c (γ, λ), uniform in γ for γ small follows by putting together the results of [14] for one-dimensional independent sitebond percolation and the inequalities between percolation and Ising models, obtained in [1] through the Fortuin-Kasteleyn representation ( [9] ). Instead, we will exploit a coarse graining procedure (widely used to study finite range Kac systems) to get not only a direct proof of this bound, but also a detailed description of the typical configurations. This approach allows to display the relations with the mean field theory. We show the existence ofβ(λ) so that for all γ sufficiently small: a) β c (γ, λ) <β(λ). b) For all β >β(λ), the magnetization under the extremal Gibbs measure with +1 (−1) external condition is close to the mean field value m β (−m β resp.). c) For all β >β(λ) and external conditions cf. Definition 3.1, or still as in b) above, the typical configurations exhibit large intervals (of length ≥ exp ( c(β,λ) γ ln 1/γ )) with magnetization close to +m β or −m β interrupted by fluctuations of the opposite sign of order o(γ −1 ). We believe that with a proper implementation of the multiscale approach introduced by [11] , the upper boundβ(λ) might be improved and that the spontaneous magnetization should stay close to the mean field value for any β > β c (γ, λ). Nevertheless, it is not clear if the method can be suitably applied to our case. Dealing with coarse grained configurations imposes difficulties in the treatment of Peierls type estimates, and the contour methods implemented here do not provide an optimal result.
The model
We consider a spin system on Z: i ∈ Z σ(i) ∈ S 1 := {−1, +1}. Givenσ ∈ S Z 1 and Λ ⊂ Z finite, the model on
2) whereλ = λγ,
and 1 A stands for the indicator function of the set A. The parameter (2γ) −1 , which gives (in microscopic scale) the range of the basic short range mean field interaction, is a positive even integer assumed to be large throughout. The Gibbs measure at inverse temperature β on the finite volume Λ and with external conditionσ is given by
where
To avoid heavy notation we usually omit the parameter λ that appears in (2.2). Sometimes, whenever no confusion is added, we also omit γ or the inverse temperature β from the notation.
In this paper, we shall always work in the so-called mean-field phase transition region for J (0) , i.e., we assume β > 1 throughout. Let m β denote the mean field value of the magnetization at temperature 1/β, i.e., the positive solution of the mean field equation:
Given b > 0 we writeβ(b) for the unique value of β that solves
with m β the non-zero solution of (2.4), In this context, we have:
There existsb (independent of λ, γ) so that the following holds: a) For any λ > 0 we can find γ 0 (λ) > 0 so that for any γ < γ 0 (λ), the system with parameters γ, λ exhibits phase transition and the critical inverse temperature β c (γ, λ) satisfies
where µ + β,γ := lim Λ→Z µ Λ,β,γ (·| + 1) with +1 denoting the configurationsσ j = +1 for all j and, as usual, µ(f ) denotes the integral of f with respect to µ.
Remark. The notion of criticality is the standard one, marking the transition from uniqueness to multiple infinite volume Gibbs measures. The classical Dobrushin uniqueness condition (see [7] ) tells that (1 + 4λγ)
Taking into account the result in [1] where it is shown that if lim r→∞ r 2 J(r) = λ exists, with 0 < λ < ∞, then the following dichotomy holds
−1/2 , we have at once thatb ≥ 1/2. It would be very interesting to extend the analysis to all values of β larger thanβ(1/(2λ)), but our techniques do not allow this for the moment. (Our proof works for anȳ b > 7.) We should also notice that in [1] , see also [2] and [11] , the more general context of Potts models is considered. The plan of the paper is as follows: in section 3 we exploit a coarse graining procedure widely used in the study of Kac systems (see [15] ) to describe the configurations in terms of {−1, 0, 1}-valued spin variables, and state our main theorem in this context. In section 4 we extend to our case the notion of contours introduced in [10] , but we follow the implementation given in [5] , that is better suited to control the contributions of the zero components of these new spins. In section 5 we prove the upper bound for β c (γ, λ) via a Peierls argument. In section 6 we prove the free-energy estimates necessary to implement the Peierls argument.
Coarse graining
In the sequel we will introduce three new scales, ℓ 0 < ℓ − < ℓ + , where ℓ 0 , ℓ − /ℓ 0 and ℓ + /ℓ − are positive integers, all tending to ∞ as γ → 0. We also assume ℓ 0 , ℓ − , ℓ + ∈ γ −1 Q:
For our proof to work δ 0 , δ − , δ + should satisfy some relations; an example is given in (6.30).
Notation. For B ⊂ Z finite, |B| denotes its cardinality. For any x ∈ ℓ * Z, where * stands for 0, − or +, we write C * x = [x, x + ℓ * ) ∩ Z, also called ℓ * -blocks in the sequel. 2 We also set For any configuration σ ∈ S Λ we now define the coarse-grained variables
The variable η ψ (x, σ) provides information on how close the averages m − (·, σ) are to the non-zero solutions of the mean field equation ±m β , over the ℓ + -block C + x . They depend also on a parameter ψ related to the accuracy, and which will be thought as suitably small in comparison with m β .
where we take ψ = 1 N (m β ) 2 for N large.
2 ℓ * -block may also refer to any interval that is measurable with respect to the partition generated by the {C Remark. The parameter ψ is fixed in the proof below, and therefore sometimes omitted in the notation. On the other hand, a careful examination of the estimates shows that one can indeed make ψ = ψ(γ) tend to zero with γ. Definition 3.1. We set
Since we will describe the system in terms of the η variables, it is convenient to take Λ as an ℓ + -measurable interval (i.e. Λ = [h, k)∩Z for h, k ∈ ℓ + Z, h < k). For notational convenience we also take it centered at 0 in the statement below. Our main theorem is:
There exists a positive constantb such that ifβ(λ) is defined as the solution of λβm 2 β =b, then for any β >β(λ), there exists γ 0 = γ 0 (β, λ) positive so that for all γ < γ 0 and allσ ∈ S + :
for some c ′ β > 0 andJ > 0 both depending β (J is the function given in (6.46). The same hold whenσ = +1, provided |Λ| ≥ exp (2/γ).
The statements in Theorem 3.2 forσ ∈ S
+ are proven at the end of section 4 and the extension toσ = +1 is proven at the end of section 6.
Remark. Theorem 2.1 follows at once from Theorem 3.2.
Proof of Theorem 3.2
The proof of Theorem 3.2 is obtained by a Peierls contour argument. We first consider the case of σ ∈ S + , and at the end we discuss how to adapt the estimates to the case whenσ = +1.
Triangles and rectangles. Given any external configurationσ ∈ S
+ , we associate to each coarse grained configuration η Λ in the volume Λ a configuration of "triangles" and "rectangles", whose definition is a natural extension of the one given in [5] . The triangles arise from a geometric procedure (in a plane containing our one-dimensional system) to determine the connection between two interface points, marking a plus or a minus region. (This is also analogous to what happens for usual contours in dimension d ≥ 2, where the "natural" definition of connection is also appropriate to describe energy fluctuations.) We start by setting variables Θ(h) which work as "phase indicators" on the coarse grained lattice. For h ∈ ℓ + Z \ Λ, set η(h) = η(h,σ) = +1 and then
otherwise.
Notice that Θ(·) = 0 is allowed inside an almost positive interval; in particular the magnetization over such an interval might be negative. Almost negative intervals are defined analogously.
Definition 4.1 (rectangles).
The rectangles, denoted by the letter Q, are defined as the ℓ + -measurable intervals that correspond to maximal (non-null) runs of ℓ + -blocks where Θ = 0.
Remark. A rectangle of size less than 3ℓ + can occur only as a set of two consecutive ℓ + -blocks with η = −1 in one block, and η = +1 in the other one. An isolated h for which Θ(h) = 0 is not possible.
Therefore, a configuration Θ can be regarded as a sequence of maximal "almost positive" and "almost negative" intervals separated by some special rectangles that mark the transition from an interval with a given sign to the next one of opposite sign; such rectangles are then called interface intervals. Each Θ-configuration will be represented in terms of "triangles" and "rectangles", the correspondence being bijective once the boundary conditions are fixed. As in [10] and [5] , our construction is based on suitably coupling together pairs of interface points. To this end we will use the criterion of minimal distance, which is made geometrically intuitive through a graphical representation where each spin configuration is mapped into a set of triangles and rectangles. The endpoints of the triangles will be pairs of suitable coupled interface points. The precise location of an interface point is immaterial; for convenience we choose, for each i ∈ Z, a point r(i) in each interval [i, i+1/100] with the property that for any four distinct integers
This choice is done once for all. If [h, k) is an interface interval, the points r h and r k are defined as the corresponding interface points, and considered to be paired in the the following construction.
The construction of the triangles is slightly more complicated. We start by attributing colors (blue and red) to each pair of interface points. For an interface interval [h, k): the point r h is red (blue) if Θ(h − ℓ + ) = +1(-1, respectively), in which case r k will be blue (red, respectively) corresponding to the fact that Θ(k) = −1(+1, respectively).
We let each interface point evolve into a trajectory of the same color, represented in the (r, t) plane by the line r ± t or t ≥ 0. The choice between the two directions of the trajectory is made in such a way that each red line (blue line) projects its shadow on the (contiguous) almost positive (almost negative, resp.) interval. We have thus, unless Λ is almost positive (i.e. Θ(h) = −1 for all h), a bunch of growing connected-lines each one emanating from an interface point. Red lines ignore blue lines, and viceversa. When two lines of the same color collide they stop growing and the line which corresponds to the paired interface point (of opposite color) is also canceled. In the meantime, all the other lines keep growing. Our choice of the location of the interface points ensures that collisions occur one at a time so that the above definition is unambiguous.
The process described above will stop in a finite time t < |Λ|, giving rise to triangles. In fact the collision of two points is represented graphically in the (r, t) plane by a triangle whose basis is the line joining the two interface points and whose sides are the two lines which meet at the time of collision. Triangles will be usually denoted by T . Remark. The neighboring external ℓ + -blocks to the left and to the right of a triangle have equal η-value, +1 or −1. This common sign is set as the sign of the triangle. Notice that to the left and to the right of a triangle T there are always at least two contiguous ℓ + -blocks where Θ = 0.
Given anyσ ∈ S + and η Λ = +1, we have defined the Θ configuration and represented it as a collection (T , Q) = (T 1 , .., T n , Q 1 . . . , Q m ) of triangles and rectangles. When η Λ = +1, we have an empty configuration, hereby denoted by ∅.
Recalling the definition of m ℓ − (σ) in (3.9) we may set: Notice that by construction: 14) while between a triangle T and a rectangle Q of the same configuration one of the two following relation holds:
In words, a rectangle can be attached to a triangle only externally.
Definition 4.5 (compatibility).
A given configuration of triangles and rectangles (T , Q) (always related to ℓ + -measurable blocks) is called compatible if for any couple of elements 3 of (T , Q) (4.13) (4.14), (4.15) hold, and moreover any rectangle Q in this configuration satisfies |Q|/ℓ + ≥ 2; moreover, when |Q| = 2ℓ + then Q = [h, h + 2ℓ + ) for some h ∈ ℓ + Z with η(h)η(h + ℓ + ) = −1.
In the sequel we denote by S = (T , Q) a set of compatible elements, and by the letter S a generic element of such a configuration S. We say that two sets of compatible elements S 1 , S 2 are compatible (and we use the notation S 1 ∼ S 2 ) if S 1 ∪ S 2 is a compatible configuration.
Remark (4.13) allows the possibility that (for compatible)
Definition 4.6. For the external conditionσ = +1 we still define the triangles and rectangles in Λ as if the boundary condition were in S + Λ , namely ignoring the interface points on the boundary.
4.2.
Contours. As before we first consider the caseσ ∈ S + Λ . Our aim is to apply the Peierls argument to our system. Following [5] , for any given configuration S ≡ (T , Q) on Λ, we define a partition of S by suitably grouping its "elements" (or constituents) S 4 in contours Γ (i) , which should be sufficiently separated from each other, so as to exhibit a weak dependence. This grouping procedure is obtained by an algorithm that creates an hierarchical network of connections, that at the top level identifies groups of connected constituents, namely the contours.
The algorithm R(S) on {S} which associates uniquely to any (compatible) configuration S a configuration of contours Γ = {Γ j } is the same defined in [5] . Here we quote only its properties, before which we need the following notation:
We denote by T (Γ) the smallest interval which contains all the elements of the contour, its right and left endpoints are denoted by x ± (Γ). We set:
Properties of R(S)
Contours are well separated from each other. All pairs Γ = Γ ′ verify, for a suitable constant ̟:
; moreover, supposing for instance that the former case is verified, (in which case we call Γ an inner contour), then for any element
The constant ̟ has to be taken large enough; in particular we need ̟m 
. . , n i ; i = 1, . . . , k}. It was proved in [5] that not only P.0, P.1 and P.2 can be actually implemented by some algorithm R, but that such algorithm is unique and therefore there is a bijection between (compatible) configurations of triangles and rectangles and the contours. It is easy to convince oneself that the above mentioned proof holds also for our sets {(T , Q)} when rectangles are also present, cf. section 3.1 of [5] .
The following two propositions summarize the relevant properties of the contours: Proposition 4.7. Let X Γ denote the event that Γ is a contour in the configuration Γ(σ) on Λ. Then, uniformly in Λ,σ ∈ S + Λ , and for γ small enough: Proof. If we do not distinguish between Q and T while counting the contours, the current entropy estimate boils down to Theorem 4.1 in [5] , which relies only on the properties P.0-P.2 of the contours. The only difference is an extra combinatorial factor, since each S ∈ Γ can be a Q or a T . This amounts to have an extra factor 2 inside the product over S, which can be easily controlled if c > ln2 where ̟ is the parameter introduced in (4.16) and ρ is any number arbitrary small. This allows to prove our main theorem for β such that λβm
Proof of Theorem 3.2 forσ ∈ S + . The definition of contours implies that
From this we see that the proof of (3.11) in Theorem 3.2 follows at once from propositions 4.7, 4.8. The second inequality follows similar lines.
Proof of (4.17) of Proposition 4.7
To exploit the mean field limit, we need to express the Gibbs measure in terms of the coarse grained variables m(·) = m ℓ 0 (·, σ) ∈ M 0,Λ introduced in section 3, plus an error term to be controlled if γ is small enough. We write
where F Λ (m|m) and G Λ (m|σ) are defined as follows:
withm(x) := m ℓ 0 (x;σ), and f β the (limiting) mean field free energy
Notice that J γ 0 = 1 + O(δ 0 ) and that J (1) does not contribute to the mean field limit, as seen at once from (2.2). For anyσ ∈ S + and Γ a compatible configuration of contours in Λ, we write:
where E Λ (Γ) stands for set of possible profiles m ℓ 0 (·) which give rise to such configuration of contours. Hence,
where the sum is over all the possible sets of compatible configurations of contours in Λ. Notation. Sinceσ ∈ S + is fixed in the derivation below and the estimates do not depend on its value, we omit the subscript inĤσ(Γ) in the sequel.
The next lemmas summarize basic properties ofĤ(Γ). The first will be proven in the next section, and the second follows easily from the same arguments as in [5] .
Lemma 5.1. Let (T , Q) be a configuration in Λ with a unique contour Γ 0 . Then, for γ small enough: 
W (Γ 0 ) the same as defined in Lemma 5.1 and ̟ is the same constant appearing in (4.16).
Proof. The proof is based on the property P.1 in the definition of contours, which allows to neglect the interactions between contours, when ̟ is chosen sufficiently large so that ̟m 2 β is larger than 10. For the explicit estimates we refer to section 3.2 in [5] .
Proof of proposition 4.7. If we notice that uniformly in Λ,σ ∈ S + Λ , Γ 0 :
the proof of (4.17) follows from Lemma 5.2 given that the parameter ̟ has been chosen as above.
Strategy of the proof of Lemma 5.1
We are assuming that there is a unique contour Γ. It consists in a set of triangles and rectangles Γ = {S i } i=1,...,n . We will proceed in the estimate of Lemma 5.1 iteratively "removing" elements one at a time. Namely re-writing the l.h.s of (5.26) as:
where, for any subset D ⊂ M 0,Λ we define:
and we will define in the sequel suitable choices for the sets A(∪ j<i S i ) depending only on the support of ∪ j<i S i , and such thatĤ(∅) ≤Ĥ(∅; A(Γ)).
Otherwise we say that it is an "attached rectangle".
In the next section we will prove these basic estimates, namely the lower bound for the two types of elements S, labeled as outlined above.
Basic estimates
Let Γ = {S i } i=1,...n be a contour, which we assume to be the only contour of the whole configuration in Λ. Choice of the scales. The choice of δ 0 , δ − , δ + as functions of γ is not strict, but we fix here some suitable values (in terms of γ) as follows:
(6.30)
Given ǫ > 0, the following inequalities hold for γ sufficiently small:
In particular, for γ sufficiently small and for any n, nδ − ǫ >λ ln(nδ + ). (We use ǫ as in (6.38).) Remark. In the following derivations, c, c ′ , ... indicate constants whose value is not truly important (even if depending sometimes on the parameter β) and may change from place to place.
.
The first basic estimate Following the strategy outlined in (5.28) when S 1 is an isolated rectangle and A(S 1 ) = M 0,Λ , the whole set of possible profiles m. HenceĤ(Γ; M 0,Λ ) ≡Ĥ(Γ).
Lemma 6.1. There exist a constant c ′ β so that for any isolated rectangle Q and any contour Γ which contains Q:
Let us assume, without loss of generality that this common value is +, the opposite case being completely analogous. In this case the following holds for the η-variables:
and 
We then denote by
Remark 3 Notice that, since the interaction energy is positive (so that enlarging the size of region does not lower the minimum), the free energy of two contiguous cubes with opposite signs of the variable η is bigger than or equal to ǫ b Remark 4 By the previous remarks 1, 2, 3 we have that the minimal free energy of a rectangle composed by n C + -blocks is at least min{ǫ a , ǫ b } n 3
. In appendix 6.2 the following proposition will be proved: Proposition 6.2. Let ǫ a , ǫ b be defined as in the Remark 2 above. Then: In the previous notation, i.e. writing Q = [h, k) for the isolated rectangle as before, we set (for any configuration m ∈ M 0,Q )
•m
with B(Q) := {x ∈ Q : d(x, Q c ) < ℓ + } and φ A (x; m A c ) the function defined in Lemma C.1, that has the following property stated in corollary C.2:
where the second inequality in (6.40) follows at once from the choice of the scales (see (6.30)) for γ small.
• m * ≡ m * Q (m), defined as follows:
and s ∈ {−1, +1} is chosen equal to ±1 depending on the sign of the neighboring blocks.
By lemma C.1 and corollary C.2 we have that:
By remarks 4, Proposition 6.2, equation (6.40 ) and the estimate on G Λ (m|σ)− G Λ (m * |σ) proved in appendix A we get:
Recalling the choice of δ 0 , δ − , δ + (6.30), for γ sufficiently small we get the result (6.35). Remark This proof does not exploit the hypothesis that the whole configuration consists of a single contour. It is actually true uniformly over all possible configurations compatible with Q.
The second basic estimate Lemma 6.3. Let us assume that Γ is a configuration without isolated rectangles, with a smallest triangle T and two attached rectangles, Q l , Q r to the left and the right side of T . For all such configurations the following estimate holds true:
where ǫ is given by (6.38), Proof. As in the previous proof, letting ∆ = T ∪ Q l ∪ Q r we havê
where m •m is the configuration which agrees with m in Λ and withm = m ℓ 0 (·,σ) outside Λ,m(m) is as in (6.39) with B(Q) replaced by B(Q l ) ∪ B(Q r ) and
with sm β = ±m β according to the sign of the triangle. The estimate for the contribution of G is left to the appendix A. We consider only
where, for A, B disjoint ℓ 0 -measurable intervals and m ∈ M 0,Z :
Simple computations give the following estimates:
The computations are carried out in appendix D.
Proof of the statements in Theorem 3.2 whenσ = +1 Having defined the contours as ifη ≡ η ψ (σ) = +1, the difference in the basic estimates occurs when the contour reaches the boundary of Λ. Since the externalσ = +1 favors the appearance of η(h) = 0 close to the boundary, our previous estimates must be modified for contours Γ such that d(Γ, Λ c ) = 1. In this case (and now we make explicit the boundary conditions as subindex of H), the estimate in (5.26) has to be modified as follows:
for a suitable a(β, λ) which can be taken less than 2. Since Proposition 4.8 still holds, the contribution of the contours that contain the origin and touch the boundary is easily controlled, when |Λ| ≥ exp 2 γ . This proves the statement.
Final comments.
Of course, by the spin flip symmetry, an analogous statement to Theorem 3.2 holds ifσ ∈ S − (andσ = −1 respectively). As a consequence, and taking sequential limits µ Λn (·|σ) withσ ∈ S ± , we obtain, for β >β(λ), at least two distinct Gibbs measures. It is also known (see [8] ) that in the present context all Gibbs measures are translationally invariant. One wonders if these limits do not depend on the specific choice ofσ and coincide respectively with µ ± β,γ of Theorem 2.1. Using e.g. the relativized Dobrushin criteria (see [15] , [3] ) and cluster expansion techniques one should be able to prove this for β large as in this paper.
The techniques used in this paper can also be applied to slower decaying interactions (e.g. − 1), see [5] ) and boundary conditionsσ ∈ S ± . In this case (cf. (2.2), (2.3))λ = λγ 1−α and b β in (4.18) tends to infinity as γ → 0 for any β > 1. Therefore the Peierls bound holds for any β > 1 and γ sufficiently small, β c (γ) → 1 as γ → 0 and the analogue of (2.7) is valid for any β > 1. The case with boundary conditionsσ ≡ +1 is not contained because inequalities (6.49) are not valid. 
Λ (m * |σ)| < 5λγ|∆|.
B. Proof of Proposition 6.2
Proof of the proposition 6.2. Recalling the definitions (6.36), (6.37), we will prove that: where c ′ β is a positive constant. Once this is proven, and since ψ is chosen as indicated right after (3.10), we get (6.38).
We first prove (B.54). Hence we are assuming that η(h) = 0 and:
5 σ •σ denotes the configuration that agrees with σ in Λ and withσ outside Λ.
