Depth-Image-Based-Rendering (DIBR), as one important technique in 3D video system, can be used to generate virtual views. Unfortunately, the DIBR algorithms will introduce various distortions and induce an annoying viewing experience. And it has been proved that traditional 2D assessment quality metrics are not suitable for the DIBR-synthesized views. In this paper, we propose a novel approach to assess the quality of DIBR-synthesized images. The proposed method mainly considers three kinds of DIBR-related distortions: holes distortion, strip-sharped distortion and global sharpness. Holes and strip distortions as two local features are used to characterize the local quality of DIBR-synthesized image, respectively. For the global sharpness we consider the Just Notice Difference (JND) model of human eyes and use it to extract the JND-based global difference for analyzing the global quality. Finally, we combine the holes distortion evaluation, strip distortion evaluation and global quality to infer the overall perceptual quality. Extensive experiments indicate that our method achieves higher accuracy of quality prediction than most competing metrics.
I. INTRODUCTION
Three dimensional (3D) video system provides viewers with more immersive experience of natural 3D scene, so it has received considerable attention in recent decades [1] , [2] . Interactive 3D video applications need a large number of views at different viewpoints, while 3D contents are captured by cameras at limited number of viewpoints. Therefore, most of the acquired views have to be synthesized by some rendering techniques, such as Depth-Image-Based-Rendering (DIBR) technique [3] . The core techniques of DIBR are 3D warping and holes filling. However, each of them may introduce distortions to the synthesized image. Holes or disocclusion, the typical cases of distortions, appear in the synthesized images when some background regions occluded in the original view become visible in the virtual view during the process of 3D warping. Moreover, some pixels in the reference image often may not map to integer pixel locations The associate editor coordinating the review of this manuscript and approving it for publication was Zhen Ren . in the synthesized image, which causes small cracks in the synthesized image. These small cracks are usually removed by mean filtering or median filtering, which would blur the synthesized image. This type of blurring can be accepted by human eyes system, so we can ignore this distortion. During the process of holes filling, the main purpose is to fill holes and produce the finally synthesized image. However, imperfect holes filling methods may introduce some new types of distortions or artifacts, such as strip distortion and occluded distortion. These distortions are quite different from the traditional distortions [4] .
Over the past decades, dozens of perceptual image quality assessment (IQA) methods have been designed for evaluating 2D images. Jiang et al. [5] proposed a unified no-reference quality evaluator for SDSIs and MDSIs by learning monocular and binocular local visual primitives (MB-LVPs). Fang et al. [6] proposed an objective quality assessment method for image retargeting. The key step in this approach was to generate a structural similarity (SSIM) map that indicates at each spatial location in the source image how the structural information was preserved in the retargeted image. Yue et al. [7] proposed an effective blind quality assessment approach for TM images through a comprehensive consideration of their characteristics. Fan et al. [8] integrated 3D-JND models in stereoscopic image quality assessment. Jiang et al. [9] propose a novel codebook-based BIQA method by optimizing multistage discriminative dictionaries (MSDDs) to address the memory-consuming, over-fitting and semantic gap problems. Although the above methods have achieved good performance, they are not successful enough in assessing the visual quality of DIBR-synthesized images. Therefore, objective quality assessment metrics are demanded for predicting the quality of DIBR-synthesized images.
Currently, a number of objective quality assessment approaches have been proposed for DIBR-synthesized images. Qi et al. [10] proposed an objective stereoscopic video quality assessment (SVQA) metric by incorporating stereoscopic visual attention (SVA) to SVQA metric. Appina et al. [11] proposed a supervised no-reference (NR) quality assessment algorithm for assessing the perceptual quality of natural stereoscopic (S3D) videos. Bosc et al. [12] firstly investigated the reason why traditional 2D quality evaluation methods failed to the synthesized images. Battisti et al. [13] proposed a Full-Reference (FR) 3D synthesized view Image quality Metric (3DSwIM) by detecting the artifacts in DIBR-synthesized view-points. Li et al. [14] through measuring the Local Geometric distortions in disoccluded regions and Global Sharpness (LOGS) proposed a new quality model for DIBR-synthesized view images. Jung et al. [15] proposed a Critical Binocular Asymmetry (CBA) metric designed for characterizing the binocular asymmetry property of human eyes. In the method, critical areas were first detected using the synthesized left-, right-view images and the corresponding disparity maps. Conze et al. [16] focused on DIBR-induced artifact detection and provided an FR metric by improving the existing 2D evaluation metrics. Yue et al. [17] analyzed the categories of DIBR-related distortions and proposed a No-Reference (NR) quality evaluation method for the DIBR-synthesized images. Zhou et al. [18] proposed a quality index for the whole view synthesis based on the integration of Low-level and Mid-level Structural representation (LMS). Tian et al. [19] focused on the distortions only induced by different DIBR synthesis methods and presented a new DIBR-synthesized image database with the associated subjective scores. Sandic-Stankovic et al. [20] assumed that the perceived quality of DIBR-synthesized video can be estimated by quantifying the selected areas in the high-high wavelet subband, and proposed a new ast no-reference quality metric of synthesized video with synthesis distortions. Wang et al. [21] proposed a new quality assessment of 3D synthesized images by measuring the block-wise texture similarity and color contrast similarity in critical areas, and the global gradient magnitude deviation. Gu et al. [22] used the Auto-Regression (AR)-based local image description, and proposed a novel no-reference quality metric of DIBR-synthesized images.
The abovementioned assessment metrics for synthesized images can be divided into three categories: local quality assessment (such as method in [12] , [15] [19] , [22] ), global quality assessment (method in [13] , [16] , [18] , [20] ), and quality assessment combining local and global quality cues (method in [14] , [17] , [21] ). For the performances of the local approaches, they are limited due to only considering the local distortion areas. And for the global assessments, the distortions in the disoccluded regions cannot be well characterized. Although the comprehensive approaches have achieved good performance to a certain degree, there is still room for further improvement. In addition, most methods aforementioned didn't pay enough attention to the degree of distortions that can be tolerated by human eyes. In this paper, we analysed the distortions and effectively extracted them based on the DIBR-synthesized images provided by the IRCCyN/IVC lab [12] . With the extracted distortion regions, we proposed a quality evaluation model of DIBR-synthesized images.
The rest of this paper is organized as follows. In Section II, we describe the proposed method, which introduces how to extract the distortion regions and design the quality evaluation models in detail. In Section III, based on IRCCyN/IVC, IETR and MCL-3D DIBR image databases we verify the performance of proposed method in this paper. Finally, the conclusions and acknowledgments are presented in Section IV and Section V, respectively.
II. PROPOSED QUALITY EVALUATION METHOD
In this section, we describe the proposed quality evaluation method in detail. The framework of the proposed method is illustrated in Fig. 1 . The proposed method treats the measurement of the holes distortion, strip distortion and global sharpness as the key problems to be solved for evaluating the quality of the synthesized image. To evaluate the quality of synthesized images, the distorted regions are extracted firstly. Holes and strip distortions as two of the most obvious local artifacts are captured by analyzing local similarity. Meanwhile, based on the Just-Noticed-Difference (JND) [23] , [24] threshold we calculate the difference between synthesized image and original image, and the difference based on JND is used to quality the global sharpness. The finally quality evaluation is obtained by combining the three parts abovementioned.
A. HOLES DISTORTION EVALUATION
There are not corresponding pixels to pixels in holes regions in reference view. That is to say, without pixel filling the intensity of pixels in the holes region is same. From Fig. 2 , we can find that pixels in the holes region are the same and the associated region shows flat appearance. For convenience, we respectively mark the typical holes region and other smooth regions with white and green rectangles in Fig. 2(a) . The histograms of marked region are shown in Fig. 2 Based on these observations, we analyse the similarity of local regions. And we determine whether the pixel is located in holes regions or not by analysing the relationship between one pixel and its adjacent 8 neighbourhood pixels. The detail steps as follows:
Counting the number of pixels whose grey value is different from the central pixel I s (i, j) within adjacent 8 neighbourhood pixels. If the counted number is more than 0, then the central pixel (i, j) is marked as the non-holes pixel, otherwise the central pixel (i, j) is labelled as the holes pixel. With the above condition, the coarse holes image can be obtained. However, the boundary pixels of holes region in the coarse holes image are removed. We erode the coarse holes image and obtain the final holes label map H :
where δ(·) is the step function, {} is the symbol of set, S is structuring element, is the symbol of image erosion. In this article, we use a 3 × 3 square-shaped structuring element. Fig. 3 shows the detection result of holes regions using the local similarity analysis aforementioned. Fig. 3(a) shows the synthesized image with holes distortion. In Fig. 3(b) , the white region with value 1 indicates the natural regions in the synthesized image, while the black region with value 0 means the holes regions. Form the Fig. 3 (b), it can be seen that our method can extract the holes regions in the distorted synthesized image effectively.
After obtaining the holes image, our next task is to use it to estimate the image quality. In this paper, the virtual view is firstly divided into holes region and non-holes region by the proposed holes extraction method. And we use the cosine distance to evaluate the similarity between synthesized image and original image, and use the cosine of the angle between two vectors to measure the similarity between them. The more similar the two vectors are, the smaller the angle is, and the cosine value is closer to 1.
where · indicates inner product, m × n is the resolution of the synthesized image, H r and H s are holes label maps for synthesized image and original image, respectively. Since the original image is free of holes distortion, all values in H r are equalled to 1. Suppose 1 and 2 (m·n = 1 + 2 ) are pixel settings for the holes distortion regions and non-holes distortion regions, respectively. Then, Eq. (2) can be simplified as follows:
From Eq. (3), it can be observed that the estimation of Q holes does not rely on any original information, so we can call it no-reference method. For the quality evaluation function we designed, the next work is to verify the monotonicity of it. Without loss of generality, we judged the monotonicity by calculating the first derivative of Q holes about 1 :
With the symbol of Eq. (4), it can be easily found that ∂Q holes ∂ 1 < 0, which means Q holes keep monotonous decreasing with 1 . That is to say, a larger 1 will cause a smaller value for Q holes , which means the distortion of synthesized image is more serious.
B. STRIP DISTORTION EVALUATION
With imperfect holes filling algorithms, other distortions are introduced into synthesized image while holes are removed, such as strip distortion. The strip distortions are introduced when we use neighbour pixels of holes regions to fill them. With the line detection result of the yellow rectangle region in Fig. 4 (a), we can find line structure in the strip regions, obviously. For convenience we give the original image and the corresponding line detection result of the strengthened region in Fig. 4(b) .
With the characteristic of strip distortion abovementioned, we take line detection of the synthesized image and analyse the local similarity of it to extract the strip distortion regions. With the results of line detection and extracted strip distortion, we estimate the line detection of original image. Finally we calculated the structure similarity index between extracted and estimated line detection results to evaluate the strip distortion. The framework of the proposed strip distortion evaluation method is shown in Fig. 5 and the detail steps as follows:
First, the color image is converted into gray level. Since the strip distortion is caused by the holes filling with boundary pixels, the strip distortion portion maintains the same luminance value in a certain range along the horizontal or vertical direction. According to this prior knowledge, we take line detection of the synthesized image with the follow equation:
where * is the convolution operation, W is the mask of line detection, which is expressed below:
After obtained line detection result L s , we use the Eq. (7) to count the number of pixels which have same value with the central pixel within its four neighbourhoods:
where p means the central pixel, N 4 (p) describe the four neighbourhoods of p, q is the pixel within N 4 (p). If more than half of the pixels in the four neighbourhoods have the same pixel value with central pixel p, then central pixel p will be defined as a strip-shaped distorted pixel by Eq. (8), and the initial strip distortion extraction result is shown in Fig. 6 (a) .
where label = {label(p)} is initial label map for strip diction of the synthesized image, sgn(·) is sign function and defined as:
VOLUME 8, 2020 The strip distortion locates in the holes regions which are usually formed by horizontal shifting of the object in the scene. And the width of the holes region in the horizontal direction is limited as well as the area of the holes region is limited. It is necessary to delete the small area regions by setting an appropriated threshold.
In order to calculate the area of the holes regions and remove the small area regions, we extract the connected regions in label.
where S is structural element, ⊕ is a symbol of dilation. The condition for the iteration finishing is Label i = Lable i−1 , when the iteration is finished, Label i contains all the connected regions in label. To remove the small area regions, we sort the connected regions from large to small with their areas, and fill the connected regions whose areas are smaller than the threshold with 0. The final strip distortion map after removing small area regions is shown in Fig. 6(b) . After obtaining the strip-sharped region Lable, our next concern is how to evaluate its distortion which indicates its impact on perceptual quality. By analysing the reason for the formation of strip distortion, it can be seen that there is little difference in colour but significant difference in structure between synthesized image and original image. Considering these factors, for the evaluation of strip distortion, we performed line detection on synthesized image, and estimated the line detection result L r of original image with Eq. (11), the maps of L s and L r are shown in Fig. 7(a) and Fig. 7(b) .
After obtain the L s and L r , we evaluate the SSIM [25] to calculate the structural similarity between them:
where µ L r being the average of L r , µ Ls being the average of L s , σ 2 Lr being the variance of L r , σ 2 Ls being the variance of the L s , σ Lr , Ls being the covariance between L s and L r , c 1 and c 2 being constants.
C. GLOBAL QUALITY EVALUATION BASED ON JND
Although holes and strip-sharped features can quantify different aspects of quality degradation, they will not work well on others distortion such as blurring, blocking and object shifting. These distortions should not be neglected in quality assessment of DIBR-synthesized images. In this paper we propose a global evaluation method based on the JND. JND refers to the minimum amount of distortion that the human visual system can perceive. As shown in Fig. 8 , when the brightness is too low or too high, the pixel distortion that the human eye can perceive increases.
Considering the influence of background brightness, this paper proposes a global quality evaluation method based on JND. Specific steps are as following:
Firstly, in order to make the synthesized image have the same range of luminance space with the original image, we process it with histogram matching operation:
whereĨ s (i, j) is the background brightness at position (i, j) in synthesized image, I r (i, j) is the background brightness at position (i, j) in original image, M (·) is matching function, which is defined as:
where C s and C r are accumulated histograms of synthesized and original images, respectively. The next is to find the difference in brightness between the synthesized image and the original image. If the difference of co-location pixels exceeds the corresponding JND, then the FIGURE 9. Example of quality scores vs. DMOS for different DIBR algorithms: (a) Original images; (b) Synthesized images from left to right generated using the A7, A3 [28] , and A4 [29] , respectively. pixel in synthesized is defined as a distorted pixel:
where Dist = {Dist(i, j)} is distortion marked map, JND r (i, j) is its corresponding visibility threshold. In this paper, we use the approximation formula of the Fig. 8 to calculate JND:
After obtaining the distortion region, the next task is to design a quality evaluation standard for the distortion region. In view of the existing image quality evaluation methods such as PSNR and SSIM, the perceptual characteristics of the human eye are not considered. In this paper we combine the PSNR and the human eye visual perception characteristic to evaluate quality of synthesized image. And only the distortion perceived by the human eyes has influence on the evaluation image quality. The pixel-based quality evaluation model based on JND is defined as:
where D denotes the mean square error for the noticed distortion pixels.
where e(i, j) is the pixel distortion that considered the characteristics of human eyes, it is expressed as:
D. POOLING
With these quality scores of the holes distortion region (Q holes ), strip-sharped region (Q strip ) and global evaluation (Q global ), the following pooling strategy is employed to infer the final normalized quality: (20) where parameters α, β and γ are used to balance the relative contribution of the three distortions. In the experiment, we empirically set them as 0.5, 0.05 and 0.04. As an example, we illustrate the quality scores (Q holes , Q strip , Q global and Q) for different synthesized images in Fig. 9 . To compare with the subjective scores we also present the corresponding Difference Mean Opinion Score (DMOS) values in Fig.9 . It can be seen that the quality scores obtained by our proposed method maintain consistency with the provide DMOS scores. As for the ''Book Arrival'' test sequence (first row in Fig. 9 ), the estimated quality scores are 0.9148, 1.3484 and 1.3549, they maintain consistency with the provide DMOS scores 1.7209, 2.3256 and 2.6744. That is to say, the proposed method is consistent with the human eye perception characteristics.
III. EXPERIMENTAL RESULTS AND ANALYSIS
We test the performance of the proposed method on IRCCyN/IVC [12] , IETR [19] , and MCL-3D [26] synthesized image databases. IRCCyN/IVC database is the first released benchmark database for DIBR synthesized image evaluation. In this database, it provides 12 original images selected from three MVD sequences (''Book Arrival'', ''Lovebird1'' and ''Newspaper'') and 84 DIBR-synthesized images (with the resolution of 1024 × 768) generated by seven DIBR algorithms. It also provides the Mean Opinion Score (MOS) for each synthesized image. Table 1 tabulates the characteristics of the database. IETR database contains 10 original images and 140 synthesized images generated by eight DIBR image synthesis algorithms, including Criminisi's [32] , LDI [33] , Ahn's [34] , Luo's [35] , HHF [36] , VSRS [37] , Zhu's [38] and VSRS2 [37] . The database also provides DMOS for each synthesized image.
MCL-3D database contains 693 stereoscopic image pairs from 9 image-plus-depth sources. Six image distortions, including Gaussian blur, additive white noise, down-sampled blur, JPEG and JP2K compression transmission error, and rendering distortion are added on the texture/depth image before rendering. The rendering distortion caused by four different rendering algorithms including DIBR without hole filling, DIBR with filtering, DIBR with inpainting and DIBR with hierarchical hole filling. The database also provides the MOS for each synthesized image.
To evaluate the effectiveness of the proposed method, four commonly-used performance indicators are used, namely 
Pearson Linear Correlation Coefficient (PLCC), Spearman
Rank order Correlation Coefficient (SRCC), Kendall's Rank Correlation Coefficient (KRCC) and Root Mean-Squared Error (RMSE). Among the four criteria, PLCC and RMSE are used to measure the accuracy, and the other two criteria are used to measure the monotonicity.
Considering the non-linearity of subjective scores, the estimated score of an objective method should be mapped into subjective ratings before computing the four performance indicators abovementioned [39] . In this paper, they are computed by the following five-parameter logistic regression function:
where t is the estimated quality score set of test images, f (t) denotes the mapped objective score, η i (i = 1, 2, 3, 4, 5) are the factors to be fitted. In this section, we evaluate the performance of the proposed method with 13 existing state-of-the-art metrics, including SSIM [25] , FSIM [40] , ADD-SSIM [41] , MAD [42] , IW-SSIM [43] , MW-PSNR [44] , MP-PSNR [45] , DSQM [46] , Bosc [12] , APT [22] , 3DSwIM [13] , CLGM [17] , LOGS [14] . The experimental results on IRCCyN/IVC database are summarized in Table 2 , and the best result is highlighted in boldface.
From the table 2 we can derive a meaningful conclusion that mostly existing traditional 2D image quality metrics don't perform effectively on the DIBR-synthesized images database. Across the considered traditional 2D metrics, ADD-SSIM obtains best performance with PLCC = 0.6470, SRCC = 0.5611, KRCC = 0.4141 and RMSE = 0.529. However, it shows lower performance in terms of accuracy and monotonicity than the mostly existing DIBR evaluation methods. It is caused by the fact that the synthesized image has different distortions, and existing 2D quality eval- uation algorithms can't catch and measure them to some extent. Compared with the existing 2D image quality metrics and DIBR evaluation methods, it can be seen that the proposed method achieves much better performance with PLCC = 0.8366, SRCC = 0.8147, KRCC = 0.6340 and RMSE = 0.1341. That is to say, the proposed method is superior to most existing quality evaluation methods on dominances of PLCC, KRCC, SRCC, and RMSE. More concretely, the proposed method obtains 45.1969% dominance of SRCC than the best 2D image quality metric ADD-SSIM and 4.2883% dominance of SRCC than the best DIBR evaluation method LOGS.
We also present our results on the IETR and MCL-3D databases. The results in terms of PLCC, SRCC, and RMSE on the two databases are illustrated in Table 3 and Table 4 , respectively.
From the Table 3 , it can be seen that the performance of the proposed metric is only inferior to LOGS metric. The reason may be that the database does not have unfilled images, which leads to the Q holes ineffective in overall metric score.
From the Table 4 , we can see that for the MCL-3D database, the proposed method outperforms all competing methods but leaves a slight gap to the metric MW-PSNR and MP-PSNR. This is attributable to the fact that the two methods are effective to measure the global image artifacts in the MCL-3D database.
Combining Table 2 , Table 3 and Table 4 , we can find that although our method inferior to MW-PSNR, MP-PSNR and LOGS metrics in one of the three DIBR databases, the proposed method outperforms all of them in the other two databases.
In addition, with the IRCCyN/IVC DIBR database, we also verify the performance of the proposed method on different DIBR algorithms (A1-A7 in table 1), as shown in Table 5 . To obtain the subset for testing, the dataset is divided into 7 parts according to the processing algorithms (A1-A7) of each image. It can be seen that the proposed method gets well performance on A1-A7 seven algorithms.
To further demonstrate the effectiveness of the proposed method, in this section we also investigate the performance of each component based on IRCCyN/IVC DIBR database. Table 6 shows the results of four commonly-used performance indicators. It can be seen that each part has positive effects on the final score Q, and the final performance is greatly increased when combining Q holes , Q strip and Q global using Eq. (20) . In conclusion, the proposed method can effectively solve the quality evaluation problem for DIBR synthesized images.
To evaluate the performance of the proposed scheme, we further give the scatter plots of the objective scores calculated by our method versus DMOS values for some representative DIBR evaluation methods on the IRCCyN/IVC DIBR database, as shown in Fig. 10 . As we all know, the more compact distribution along the diagonal of the scatter plots, the more consistency in line with subjective scores. From Fig. 10 , it can be seen that the points of the proposed method appear more compact distribution along the diagonal of the scatter plots compared with other competing methods.
In Fig. 11 , compared to the DMOS value, we present the scores of the each component which are normalized to 1 to 5. From Fig. 11 , we can see that the curve for the final scores (green curve in the figure) is well fitted the DMOS value (red curve in the figure). This also illustrates the effectiveness of the proposed method. 
IV. CONCLUSION
In this paper, we estimated the quality of DIBR synthesized images. The proposed method mainly considers three DIBR-related distortions. Holes distortion and strip-sharped distortion are used to characterize the local quality of DIBR-synthesized image. The JND-based global difference is regarded as the global feature to analyze the global quality of DIBR-synthesized image. Finally, the three parts are combined to infer the overall perceptual quality. Extensive experiments prove the performance of the proposed method. Although the proposed method is no-reference model on evaluating the local quality, it uses the original information to calculate the global difference. So it is still belongs to the full-reference model for the global evaluation. Therefore, in the future we may focus on the truly no-reference method for evaluating the quality of synthesized images. 
