The beat-to-beat alternation in action potential durations (APDs) in the heart, called APD alternans, has been linked to the development of serious cardiac rhythm disorders, including ventricular tachycardia and fibrillation. The length of the period between action potentials, called the diastolic interval (DI), is a key dynamical variable in the standard theory of alternans development. Thus, methods that control the DI may be useful in preventing dangerous cardiac rhythms. In this study, we examine the dynamics of alternans during controlled-DI pacing using a series of single-cell and one-dimensional (1D) fiber models of alternans dynamics. We find that a model that combines a so-called memory model with a calcium cycling model can reasonably explain two key experimental results: the possibility of alternans during constant-DI pacing and the phase lag of APDs behind DIs during sinusoidal-DI pacing. We also find that these results can be replicated by incorporating the memory model into an amplitude equation description of a 1D fiber. The 1D fiber result is potentially concerning because it seems to suggest that constant-DI control of alternans can only be effective over only a limited region in space. Published by AIP Publishing.
A number of dangerous cardiac rhythms are thought to start as small abnormalities in action potentials, the electrical waves the heart generates to coordinate its contraction. One type of abnormality, called "alternans," consists of an alternation of the form of these waves from one beat to the next. In turn, these alternations are caused by the relationship between the duration of each of these waves in time and the time that elapses between the waves. The latter is called the diastolic interval. Since the diastolic interval is fundamentally involved, it follows that we may be able to interfere with the formation of these dangerous rhythms by controlling this interval. This paper studies the effects of controlling this interval in various ways and determines which are successful in suppressing alternans.
I. INTRODUCTION
Ventricular fibrillation (VF) is one of the most important causes of death in the modern world. 1 Its onset is often linked to so-called action potential duration (APD) alternans, that is, the alternation in the time-duration of propagating electrical waves at various locations in the heart from one beat to the next. 2 Thus, one possible technique for reducing the incidence of VF is to develop methods that inhibit the development of APD alternans. The dynamics of APD alternans has been extensively studied. [3] [4] [5] [6] [7] Several control methods for suppressing the development of alternans, based on these alternans theories, have also been proposed. [8] [9] [10] [11] [12] [13] [14] An interesting idea for suppressing alternans focuses on regulating the diastolic interval (DI), the time between action potentials. The DI is an attractive target for control, because it is the key dynamical variable that interacts with the APD in order to produce alternans, according to the standard electrical restitution theory. 3 Wu and Patwardhan 15 laid the groundwork for investigating this idea by conducting experiments that were able to control the DI by calculating, in real time, the stimulus pacing interval that was necessary to produce a given DI on each beat. This allowed them to examine the effect of various sequential patterns of DIs, including constant-DI patterns and sequences of DIs that varied sinusoidally or randomly. In particular, they showed that a slow, sinusoidal variation in DIs produced hysteresis in the APDs, which created trajectories that rotated counterclockwise in APD vs. DI plots. Later, Wu and Patwardhan demonstrated that APD alternans was still possible even when the DI was being held fixed, 16 evidently created through a process not based on standard restitution.
A key observation made in these studies is that the APD is not solely dependent on the preceding DI at the pacing site. Clearly, this must be the case; otherwise, constant-DI pacing could lead to nothing but constant APDs, so no alternans in the APDs could occur. There are a number of ways in which APDs can deviate from being a "good" function of DI. First, it is possible for so-called short-term cardiac "memory" to exist. It is often the case that the APD that follows a given DI depends not only on the length of that DI but also on prior history. In particular, given a particular DI, the next APD tends to be shorter or longer if the preceding pacing rate was faster or slower. [17] [18] [19] Other properties of this complicated dependence on prior history have also been observed. 20, 21 Various mathematical models have been developed in an effort to clarify the situation. [22] [23] [24] [25] In the standard restitution theory, APD alternans begins once the slope of the restitution function (i.e., the function that defines a)
Electronic address: nfosma@rit.edu APD in terms of DI) exceeds 1. The presence of memory complicates this condition: alternans can appear even though condition is not met or vice versa. This has led to different forms of the restitution function, which are different in the presence of memory, including the so-called "S1-S2" and "dynamic" restitution functions, as well as other diagnostics, such as the "restitution portrait." 21 Criteria have been developed to determine the stability of the system to alternans in the presence of memory. These criteria tend to involve combinations of the slopes of the different restitution functions. 26 Second, the calcium cycling subsystem can influence APDs. The importance of calcium was highlighted by Chudin et al., 27 when they demonstrated that the calcium subsystem, all by itself, is capable of generating alternans. Mathematical models developed by Shiferaw et al. 28, 29 have been key in studying the role of calcium cycling dynamics in alternans.
Third, effects arising from the finite spatial size of cardiac tissue can result in different APDs at different points within the tissue, given a particular DI at a particular location (for example, at a pacing site). These modifications can arise from variations in the conduction velocity of the action potential from one point in space to another and from one action potential wave to the next. 30 Alternatively, variations can develop because the gap junction coupling between cells is not perfect, thus allowing APDs to vary slowly over distance. Fox et al. 31 showed experimentally that these effects are strong enough to produce APD alternans that change polarity from place to place (called discordant alternans). An important theory, based on the amplitude of the APD alternations, was devised by Echebarria and Karma 32, 33 that explained many of the results seen in both simulations and the experiment. One implication of this theory is that control of alternans is only possible over a region of finite size when variations in pacing from a single site are used as the control strategy. 8 However, the theory itself involves some approximations and is limited in how control is applied, so attempts have been made to see if the controllable region can be expanded. [12] [13] [14] In this paper, we focus on methods that attempt to eliminate APD alternans by forcing the DI to assume a constant value at the pacing site. To test our ideas, we compare the results of our theory and simulations to results obtained by Wu and Patwardhan in their controlled-DI experiments. 15, 16 Specifically, we study the stability and phase-lag properties of several models that include memory, calcium cycling, and/or finite size effects, when subjected to controlled-DI pacing. Our goals were to explain Wu and Patwardhan's results and to use the results to determine which of the dynamical properties of these models are important to take into account when attempting to control alternans using controlled-DI or constant-DI pacing. Accordingly, in Sec. II, we develop theory for, and discuss computer simulations of, single-cell implementations of the memory model, the calcium cycling model, and a model that included both memory and calcium cycling. In Sec. III, we describe an amplitude equation model of a one-dimensional fiber. In Sec. IV, we summarize and discuss our results.
II. THE SINGLE CELL CASE
There are two fundamental ways in which the electrical dynamics of cardiac tissue can depart from the standard APD-DI dynamics. First, we know that, even within individual cells, the standard APD-DI model is only an approximation-that is, it is a simplified view of a system that in actuality is based on the dynamics of several types of ion channels embedded in the cell membrane and in other structures within the cell. Second, larger scale effects, absent from the dynamics of individual cells, can develop in aggregates of cells, due to their finite spatial extent, and can play an important role. It is natural to look at the dynamics of individual cells first, without the complication of finite spatial extent and then add in finite-size effects later. Therefore, in this section, we look at extensions to the standard model in isolated cells.
A. Traditional memory model
Suppose a single cell is paced with a variable pacing interval T n , n ¼ 1; 2; 3; …. We assume that the duration of the action potential A nþ1 , produced by the stimulus following pacing interval T n , is a function of both the immediately preceding diastolic interval D n and the (n þ 1)-st version of a quantity we call "memory," M nþ1 . This memory quantity is, in turn, a function of the previous memory quantity M n , the preceding diastolic interval D n , and the preceding action potential duration A n . Finally, by definition, the diastolic interval is the time between the end of an action potential and the next stimulus. Thus, the behavior of the cell is governed by the equations
We assume that, given a constant pacing interval T, this system possesses a steady state having constant APD A, constant DI D, and constant memory M, obeying the equations
We can study the stability of this system by linearizing around this steady state. Writing each of the quantities in terms of perturbations to the steady state quantities, e.g.,
Subtracting out the steady state Eqs. (4)- (6), we obtain
where
and c ¼ @g=@A. The signs in these definitions were chosen so that, for the usual concept of memory, these parameters are typically positive. Specifically, we want the memory quantity to be a measure of the fraction of time the cell has been depolarized in the recent past; thus, we expect positive perturbations to the previous APD (dA n ) to contribute positively to the next memory quantity dM nþ1 , while the previous DI (dD n ) should contribute negatively. This explains the signs of these terms in Eq. (11) . We also want some fraction l of the memory from the previous cycle (dM n ) to carry over to this one, so typically, we have 0 l < 1. Finally, we expect a cell that has a (recent) history of more than the normal amount depolarization to be producing APDs that are shorter than one would expect from strict APD restitution alone and hence the minus sign on the dM nþ1 term in Eq. (10) . With these definitions, we can interpret a as the slope the APD-DI restitution function would have if no memory were present, b as a measure of how strongly memory affects the APD, l as a measure of what fraction of the memory carries over from the one beat to the next, and the ratio of c to as the relative importance of the previous APD compared to the previous DI in determining the memory generated by the previous beat.
B. The constant pacing case
To relate back to previous studies, we first briefly consider the properties of our system in the case of constant pacing. We therefore set dT n ¼ 0, which implies that dD n ¼ ÀdA n , from Eq. (12) . Equations (10) and (11) then may be rewritten as
Substituting the second equation into the first
The behavior of this system is characterized by its eigenmodes, defined as those perturbations that satisfy the equation,
where the eigenvalue k serves as the amplification factor for the corresponding eigenmode. Substituting this into Eq. (15), we obtain a characteristic equation of the matrix
The threshold for the development of alternans, the main mode that can be driven unstable in this system, can be found by substituting k ¼ À1. Taking into account the sign of dk=da and holding the other parameters constant, we find that this system is unstable once
Plotting this region in parameter space, we obtain Fig. 1 
(a).
As expected, in the absence of memory effects on APD (i.e., b ¼ 0), alternans develops once the standard slope of the APD-DI restitution function, a, exceeds 1. An interesting complication arises here that is worth pointing out. Figure 1 (a) seems to suggest that the presence of memory always promotes the development of alternans, since the shaded region extends to lower values of a with increasing values of bð þ cÞ. Yet, studies such as Ref. 25 talk about the stabilizing effects of memory in their model. The explanation is that the fixed point in their system also shifts when memory is included, resulting in a smaller value for a at the new fixed point, which more than compensates for the destabilizing effect of the increase in the value of bð þ cÞ in their case. This shows that it is important that statements about the stabilizing or destabilizing properties of memory include the details of how the comparison is made.
C. Control of the diastolic interval
Next, we consider the pacing protocol that constitutes the central interest of this study-namely, one that forces the DI to follow a prescribed pattern. We can therefore think of dD n as being given in Eqs. (10) and (11). Substituting Eq. (11) 
We can now think of constant-DI control as a special case. Setting dD n ¼ 0 in Eq. (18), we obtain an eigenvalue equation with the simple characteristic equation
yielding the eigenvalues k ¼ 0 and k ¼ l À bc. The only way we can obtain alternans now is if l À bc < À1, which yields the region in parameter space shown in Fig. 1 (b) . As expected, the normal, restitution-based alternans mode, which requires alternations in dD n to operate, is nowhere to be seen with constant DI pacing. In particular, the parameter a is absent in this expression; thus, the slope of the APD-DI standard restitution function plays no role. Rewriting the condition as bc > 1 þ l > 1, we see that, if a non-restitution-based alternans mode is to exist, it requires a strong dependence of the APD on memory (i.e., b $ 1) as well as a strong dependence of memory on the previous APD (c $ 1).
A comparison of Figs. 1(a) and 1 (b) shows just how effective constant-DI pacing is in preventing alternans. If we are allowed to interpret the bð þ cÞ axis in Fig. 1(a) as equivalent to the bc axis in Fig. 1(b) , since both are measures of the importance of memory in their respective systems, we can see that region in Fig. 1(b) is much smaller and only exists for very large values of the memory parameter (bc > 1). Thus, the constant-DI pacing protocol should be quite effective in quashing alternans in isolated cells.
Sinusoidal DI
To test the validity of this memory model, we examined a particular situation that has previously been studied experimentally. In order to study the dynamics of controlled DI, Wu and Patwardhan 15 looked at the case of DI-controlled pacing in which the DI was varied slowly and sinusoidally, i.e., dD n ¼ ReðdD exp ð2pinT=sÞÞ, where s ) T was the period of the oscillation and the amplitude dD is in general complex. They found that, when dA nþ1 was plotted vs. dD n , the points rotated in the counterclockwise direction after an initial transient, as shown in Fig. 2(a) . When the same sinusoidal pattern of DIs is imposed on our model, with, for example, parameters a ¼ 0:02; b ¼ 0:01; l ¼ 0:9; ¼ 0:7, and c ¼ 0:3, we see similar behavior, as shown in Fig. 2(b) . This sort of plot, called a Lissajous figure, is a useful method for displaying the relationship between two sinusoidal signals. When both signals have the same period s, their Lissajous figure appears as a diagonal line when the signals are in phase (positive slope) or out of phase (negative slope). When the phase of the signal plotted on the vertical axis leads or lags that of the signal on the horizontal axis, the result is rotation around an ellipse in the clockwise or counterclockwise direction, respectively. This rule is readily verified by observing that, when rotation is, for example, counterclockwise, the horizontal coordinate of the moving point reaches each milestone before the corresponding milestone is reached by the vertical coordinate; e.g., the horizontal coordinate reaches each extremum before the vertical coordinate does, crosses 0 in each direction before the vertical coordinate does, etc.; in other words, the vertical signal is lagging behind the horizontal signal.
One could legitimately argue that the values of dD n used here ($300 ms) fall outside the validity of the linear approximation. We therefore tried replacing the linear term in Eq. (10), adD n , with an exponential function having the same slope a at the fixed point. (The relationship between A nþ1 and D n is often represented by an exponential function.) Specifically, we replaced Eq. (10) with
where we chose g ¼ 2:0 and the fixed point as ð A; D; MÞ ¼ ð265 ms; 400 ms; 0Þ. The result is shown in Fig.  2(c) . Not only do we again obtain a trajectory that rotates in the counterclockwise direction, we also find that the trajectory shape now strongly resembles the one shown in Fig. 2(a) .
In both the experiment and the simulation, the phase lag of dA nþ1 relative to dD n is quite significant. For example, in Fig. 2(b) , each tick mark on the trajectory corresponds to one pacing period. Seeing, for example, that the vertical coordinate crosses zero 7 beats after the corresponding crossing by the horizontal coordinate implies a phase lag of ð7=100Þ2p ¼ 0:14p. The average phase lag was similar in the experiment, with phase lags varying from 3 to 13 beats. 15 To determine how this phase shift depends on the system parameters, we note that dA n and dM n oscillate sinusoidally with the same period s as the prescribed pattern of dD n , in the steady state, but, in general, with different phases. We can therefore write dA n and dM n in the same complex exponential notation being used for dD n . Substituting into Eqs. (10) and (11), we obtain dA exp ð2piT=sÞ ¼ adD À bdM exp ð2piT=sÞ;
Defining r ¼ exp ð2piT=sÞ, we can write these equations in the matrix form
Thus,
The first row yields
The quantity dA nþ1 =dD n ¼ dA exp ð2piðn þ 1ÞT=sÞ=dD exp ð2pinT=sÞ ¼ rdA=dD, so h argðrdA=dDÞ is the phase angle by which dA nþ1 leads dD n . A plot of the negative h vs. a, b, and l for two combinations of and c appears in Fig. 3 . Thus, the shaded regions in Fig. 3 represent those parameter combinations for which dA nþ1 lags dD n and rotation in the Lissajous plot is counterclockwise, while the colors within the region indicate the degree of phase lag. In general, plots of this type show that the region of negative h expands as the ratio of =c increases. We see one example of this by comparing the region in Fig. 3(b) , where : c ¼ 7 : 3 to Fig. 3(a) where
yielding a phase-shift angle of dA nþ1 relative to dD n in the complex plane of
We see that the coefficient of the i term is negative if c < l=ða þ bÞ. This is approximately the region shown in both panels of Fig. 3 . Thus, the sinusoidal behavior of dA nþ1 "lags" that of dD n , producing counterclockwise rotation, if this condition is met. We can generally expect this condition to hold, because typically l will be close to 1 (for memory that is persistent over several beat intervals), a is order one, and b will generally be less than 1 (weak influence of memory on the dynamics), and > c. The latter holds, because it should be the case that the previous dA n has markedly less influence on dM nþ1 than does dD n , since dA n is further in the past than dD n . It is quite possible for this phase lag to be quite substantial, since, if memory is persistent from one beat to the next, 1 À l ( 1, and if the effect of memory on APD is modest, b will be relatively small. Thus, the fraction in Eq. (27) can be substantially greater than 1, translating into a lag of several beats (since is the phase angle of one beat) and a fairly wide ellipsoidal orbit in dA nþ1 -dD n space. This is indeed what we see in computer simulations of Eqs. (10)- (12) , as shown in Fig. 2(b) , and what Wu and Patwardhan observed in experiments [ Fig. 2(a) ].
We find, however, that counterclockwise rotation is generally inconsistent with constant-DI alternans in the memory model. We can see this by considering the system parameters required for each. As we saw earlier, constant-DI alternans requires a strong dependence on the APD-dependent component of memory to allow bc > 1 þ l > 1, which corresponds to the rear portions of the boxes shown in Figs. 1(b) and 3 . But for counterclockwise rotation, we require bc < lðb=ða þ bÞÞ, which is less than 1, i.e., the front portions of the boxes in Figs. 1 and 3 , since both factors on the righthand side of the inequality are less than 1. In short, the problem is that the region shown in Fig. 1(b) has essentially no intersection with regions such as those shown in Fig. 3 . It is, of course, the case that alternans and substantial counterclockwise rotation will occur during overall fast and slow pacing periods, respectively; still, it seems unlikely that memory effects would be large enough to cause reversal of memory on alternate beats during fast pacing, yet be small enough to cause large phase lags at longer pacing intervals.
D. Calcium cycling model
Another mechanism that allows for the possibility of alternans during constant-DI pacing lies within the dynamics of calcium cycling. To investigate this possibility, we study Shiferaw's mapping model of calcium cycling 28 A nþ1 ¼ FðD n ; x n ; y n Þ;
x nþ1 ¼ x n þ GðD n ; x n ; y n Þ;
y nþ1 ¼ y n À GðD n ; x n ; y n Þ;
where x n and y n are measures of the calcium concentrations in the myoplasm and sarcoplasmic reticulum, respectively. We note that x n þ y n is independent of n. Defining this sum as x þ y, assuming again the existence of a steady state and linearizing, we obtain
where derivatives are defined at the steady state, and dy n ¼ Àdx n . Using Shiferaw's notation, we define, k v ¼ @F=@D; k c ¼ À1 À @G=@x þ @G=@y, C Ax ¼ @F=@xÀ @F=@y, C xD ¼ @G=@D, and C ¼ ÀC xD C Ax . Here, k v and k c are typically positive and are measures of the degree of instability of the system to voltage-and calcium-driven alternans, respectively. The remaining parameter, C, can have either sign, depending on whether voltage-calcium coupling is positive or negative. We can then rewrite the equations as
Comparing this to Eq. (18)
we can make the following correspondences:
Thus, the linearization of the Shiferaw calcium cycling model is a special case of the linearization of our memory model, albeit with coefficients that are not necessarily positive. The conditions for constant-DI alternans and counterclockwise rotation in dA nþ1 -dD n space therefore remain valid, provided we consider carefully the effect of the signs of the parameters. For constant-DI pacing, we observe that the condition for alternans, l À bc < À1, translates simply into the condition k c > 1. Thus, as before, the slope of the APD-DI restitution function, a, plays no role; rather, alternans occurs within the calcium subsystem, governed by its amplification factor, Àk c .
As for the behavior of this model during sinusoidal-DI pacing, substituting this model's parameters ðk v ; k c ; C Ax ; C xD Þ for the memory model parameters ðc; l; b; ; aÞ in Eq. (25) yields
where again C ¼ ÀC Ax C xD . When h ¼ argðrdA=dDÞ is plotted vs. these parameters, we obtain Fig. 4 . Panel (a) shows just the positive values of h, which we see are confined to the C > 0 portion of parameter space. Within this region, there is an abrupt transition from phase angles h that are positive but close to 0 (blue region), to angles that are positive and close to p (red region). Panel (b) shows just the negative values of h, which all occur when C < 0. We see that these (negative) values are also very close to 0. The behavior of h for the various values of the parameters is easily explained. In Eq. (35), note that the first term, k v , is real and positive, while the second term has only a small imaginary part, because r % 1 þ i in the denominator has a small imaginary part. Note further that the small imaginary part of ÀC=ðr þ k c Þ is positive when C < 0 and negative when C > 0, which explains the dichotomy of the parameter space shown in Figs. 4(a) and 4(b) by the plane C ¼ 0.
It is also easy to see that the abrupt transition from h տ 0 to h Շ p in Fig. 4(a) occurs when the sum of the real part of the two terms in Eq. (35) changes sign. Setting the real part of Eq. (35) equal to 0, we obtain, approximately, k v ¼ C=ð1 þ k c Þ, which matches up well with the boundary between the red and blue regions shown in Fig. 4(a) .
Therefore, in contrast to the typical memory model case, it is possible for the calcium cycling model to be capable of exhibiting both constant-DI alternans (k c > 1) and counterclockwise rotation in dA nþ1 -dD n space (h < 0). We find, however, that h is typically a number of order [ Fig. 4(b) ] and thus is small compared to the phase lag observed by Wu and Patwardham shown in Fig. 2(a) . Thus, it is not likely that calcium cycling, by itself, is descriptive of both constant-DI alternans and counterclockwise rotation in dA nþ1 -dD n space.
E. Combining calcium cycling with traditional memory
Since it appears that neither traditional memory nor calcium cycling can, individually, produce alternans during constant-DI pacing and counterclockwise rotation with substantial lag of dA behind dD during sinusoidal-DI pacing, it is natural to ask whether a combination of these two systems is capable of both of these phenomena. Indeed, the straightforward combination of the two systems in the form
easily exhibits both types of behavior. (The nonlinear term with coefficient g c was included to allow the calcium alternans mode to saturate when unstable, thus allowing us to compare our results with the experiment.) We can easily see that, during constant-DI pacing (dD n ¼ 0), alternans as described by Eq. (38) is unaffected by the presence of memory (dM n ) and that these alternans can be injected into the remaining equations through the dx n term in Eq. (36). It only remains to be seen whether the presence of the calcium affects the ability of the memory system to exhibit counterclockwise rotation. As shown in Fig. 5(a) , we see that it does not. Further, this combined system is also capable of the transient settling of the alternans pattern to a steady state pattern [ Fig. 5(c) ], another phenomenon seen by Wu and Patwardhan [ Fig. 5(b) ].
III. 1-D FIBER CASE
Another way that constant-DI pacing could exhibit alternans is through a mechanism first studied theoretically by Echebarria and Karma. 8 They examined the possibility that control applied at one location through the variation of the pacing interval could be effective in controlling alternans over a region of finite size but might not be able to control it outside that region. This possibility exists because strict control of various parameters, including the DI, at the stimulus site, does not translate without change to cells some distance away. This is due to the fact that, even though cells are coupled by gap junctions, it is still possible for the APD, DI, and other quantities to vary with distance.
In preparation for our 1-D cable analysis of the constant DI method, let us analyze the single cell memory model in a different way. We can write Eq. (18) as
using the fact that dD n ¼ dT n À dA n . Following Echebarria and Karma, 8 we assume that the perturbations are "nearly" alternating; that is, we assume dA n ¼ ðÀ1Þ n da n , where da n varies slowly with n. The other variables are assumed to alternate in a similar fashion. We can approximate da n as a continuous variable: da n ¼ daðtÞ, where t ¼ n T . Thus, we can approximate da nþ1 % da n þ T ðdda=dtÞ. This allows us to rewrite Eq. (39) as an alternans "amplitude" equation
Enforcing the constant-DI condition:
Àð1 þ lÞ daðtÞ dmðtÞ :
Assuming daðtÞ ¼ dã expðXt= TÞ, etc., we again obtain an eigenvalue problem
yielding the characteristic equation
Comparing this equation to Eq. (19), we see that ÀðX þ 1Þ ¼ 0 and ÀðX þ 1Þ ¼ l À bc, so that X ¼ À1 and X ¼ bc Àl À 1. The first eigenvalue violates the "slowly varying" assumption, so we neglect it. The second eigenvalue is consistent with this assumption when l À bc % À1 and is consistent with the threshold for constant-DI alternans we obtained earlier.
We can now extend this formulation to the case of a one-dimensional fiber by modifying Eq. 
where dtðx; tÞ ¼ dtð0;
and n $ ffiffiffiffiffiffiffiffiffi ffi
is the conduction velocity as a function of the DI, D V is the diffusion coefficient for the membrane potential, and boundary conditions of the form @da=@x ¼ 0 are enforced at the boundaries x ¼ 0 and x ¼ L. Here, pacing (and therefore control) is being applied at one end of the fiber, at x ¼ 0. According to Refs. 8 and 33, typical values for w, n, and K fall in the neighborhood of 10 À2 ; 10 À1 , and 50 cm, respectively. Thus, given a typical cardiac length dimension L of 2-10 cm, we have that w ( n and L ( K, so the terms involving w and K are smaller than the rest, allowing us to ignore them. For the constant-DI case, we have that dtð0; tÞ ¼ dað0; tÞ [since ddð0; tÞ ¼ 0 at the pacing site], so we are solving T @ @t daðx; tÞ dmðx; tÞ 
First let us try a spatially uniform solution of the form daðx; tÞ dmðx; tÞ ¼ dã dm
Substituting, we obtain
which is the same eigenvalue equation as the single-cell case. Thus, the constant-DI protocol controls alternans for the spatially uniform mode as effectively as it does for the single-cell case. There are, however, also modes of the form daðx; tÞ dmðx; tÞ
for each integer l ¼ 1; 2; 3; …. Substituting them into Eq. (46), we get
Equating coefficients of the constant terms
gives the relationship between ½dã 1 ; dm 1 T and ½dã 2 ; dm 2 T . Equating the coefficients of the cosine term yields,
an eigenvalue problem. Setting X ¼ 0 in the characteristic equation and taking note of the sign of dX=da, we find that the alternans mode goes unstable once
We observe that this condition is similar to the single-cell, constant pacing condition, Eq. (17). There is a stabilizing effect produced by the finite length L of the cable due to the ðlpn=LÞ 2 term, which is the smallest for the longest wavelength mode l ¼ 1, and goes to 0 as the fiber length goes to infinity.
To verify this result, we constructed a computer simulation based on Eq. (46). A simple forward Euler scheme was used in time, and centered differencing was employed to model the second derivative in space. Parameters were chosen so that the l ¼ 1 mode was the only linearly unstable mode. An extra term of the form Àg½ðdaðtÞÞ 3 ; 0 T was added to force any unstable mode to saturate. The simulation was initiated with a small amount of random noise. The spatial profile of daðx; tÞ was observed to "smooth out" with time, with all short-wavelength structure disappearing early in the simulation, leaving the simple, cosinusoidal profile of daðx; tÞ shown in Fig. 6(a) . Plotting dA n ¼ ðÀ1Þ
n daðn TÞ at both endpoints, we obtain Figs. 6(b) and 6(c). As expected, the amplitude of the alternans mode is small at the pacing site and largest at the opposite end of the fiber. This pessimistic result is essentially the same one found by Echebarria and Karma. The conventional, APD-DI-driven alternans mode reappears in spatially one-dimensional systems for all but the shortest fibers even for the case of constant-DI pacing, and even in the presence of memory. Thus, it seems that constant-DI control will only be effective for relatively small system sizes, or if we are close to the alternans stability boundary.
IV. DISCUSSION AND CONCLUSIONS
In this study, we have investigated how effective pacing methods that control the DI might be at eliminating alternans, a feature that has been linked to the development of dangerous cardiac rhythms. It is clear that, in single-cell, standard APD-DI restitution dynamics models, constant-DI pacing is 100% effective, since the alternation of DI from one beat to the next is essential for the appearance of alternans in such models. Experiments, however, have shown that alternans can sometimes appear during constant-DI pacing. 16 Thus, in this study, we employed models that extend the standard model in various ways in an attempt to explain the dynamics of APDs actually observed during constant-DI pacing.
We first considered the possibility that the addition of traditional memory dynamics-that is, a system property that shortens APDs when the cell has experienced higher than average depolarization over its recent history-might make alternans possible during constant-DI pacing. We find that it is theoretically possible, even though alternans does not (and indeed, it is clear, cannot) operate through alternations in the DI. We find instead that alternans is supported by overshoots in the memory quantity in opposite directions on alternating beats. This, however, requires that APDs must be strongly influenced by memory, or more specifically, by the effect of previous APDs through their effect on memory. We would consider this degree of influence unlikely. This explanation for constant-DI alternans is rendered even more unlikely when we consider the dynamics that has been observed experimentally during sinusoidal-DI pacing. Specifically, Wu and Patwardhan saw a substantial lag in the oscillation in the APDs relative to the imposed oscillation in the DIs, which our model shows is consistent with relatively weak APD memory, in contrast to the strong APD memory that alternans requires. Thus, it is probably the case that traditional memory, by itself, cannot explain all the dynamics observed during controlled-DI pacing.
We next investigated whether the inclusion of calcium cycling dynamics could explain the observed results. We found that, while the system now readily produced alternans during constant-DI pacing, the phase shift between APD and DI was minimal during sinusoidal-DI pacing and therefore by itself did not seem to provide a plausible explanation for both phenomena.
It was only when we combined memory dynamics with calcium cycling that we obtained results that were consistent with both constant-DI alternans and sinusoidal-DI APD-DI phase shifting. Thus, systems that include both types of dynamics seem to be viable candidates.
We also discovered that standard alternans is possible during constant-DI pacing in a system of finite extent. Specifically, alternans that operates through the standard mechanism that involves alternation in the DI is still possible even though constant-DI control is being enforced elsewhere in the system. We found this is true with or without memory being present in the system. When memory is included, it is again possible to have substantial lag of the APDs behind the DIs during sinusoidal-DI pacing, since the spatially independent mode operates with dynamics identical to its single-cell counterpart. Thus, when combined with the spatially dependent mode, the system is again capable of producing both the substantial phase shift between APD and DI and the constant-DI alternans seen in experiments. The combination of finite spatial extent with a traditional memory model is therefore another possibility for a model that explains the dynamics observed during controlled DI pacing.
This work leaves open several additional questions that should be addressed in the future. First, the present study has focused primarily on the linearized dynamics of the systems of interest around steady state behavior. It is important to check that the consistencies and inconsistencies described here for the various models hold when applied to fully nonlinear models, operated at different average pacing cycle lengths; see, for example, Cherry's article. 34 Second, we can question whether more realistic models are reasonably described by the models we use here. Typical ion channel models do have both memory effects and calcium cycling dynamics that behave in a manner similar to our models. Still, it is important to determine whether additional effects may have been missed. A similar statement can be made about the form of the amplitude equation we use here. For example, Zlochiver et al., 35 show that the constant-DI pacing can control alternans in fibers of substantial length over a significant range of pacing intervals, in contradiction to our results. Third, there are additional experimental results that should be examined. The current study provides results that hopefully will be useful in these future investigations.
