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xABSTRACT
In this thesis, we consider an imputation method to handle missing response values based
on quantile regression estimation. In the proposed method, the missing response values are
generated using the estimated conditional quantile regression function at given values of co-
variates parametrically or semiparametrically. We adopt the generalized method of moments
and the empirical likelihood method for estimation of parameters defined through a general es-
timating equation. We demonstrate that the proposed estimators, which combine both quantile
regression imputation (parametric or semiparametric) and general estimating equation meth-
ods (generalized method of moments or empirical likelihood), have competitive advantages over
some of the most widely used parametric and non-parametric imputation estimators. The con-
sistency and the asymptotic normality of our estimators are established and variance estimation
is provided. Results from a limited simulation study and an empirical study are presented to
show the adequacy of the proposed methods.
1CHAPTER 1. Introduction
In this chapter, we give an overview of the missing data problem and some commonly used
missing data analysis methods in Section 1.1. Missing data imputation is the focus of this
thesis, so some popular imputation methods are reviewed in Section 1.2. In Section 1.3, we
introduce quantile regression and discuss its properties and applications, which elucidate the
advantages of our imputation methods. The estimation techniques adopted in this study are
generalized methods of moments and empirical likelihood methods which are introduced and
compared in Section 1.4.
1.1 Missing Data Problem
Missing data issues exist in many statistical applications. For instance, missing data occurs
when a sampled unit doesn’t respond in survey research and when individuals drop out or with-
draw before intended completion in a longitudinal study. Missing data imputation is important
because inference based on ignoring missing mechanisms undermines efficiency and often leads
to biases and misleading conclusions. The process that causes missingness is crucial to missing
data analysis. The missing mechanism could be related to the unobserved and observed values
in the data set. It is important to make explicit assumptions of the missing mechanism when
proposing methods. Rubin (1976) defined three types of missing mechanisms, i.e. missing com-
pletely at random, missing at random and not missing at random. To demonstrate the general
missing patterns, we consider a random sample {xi, yi}ni=1, where yi is subject to missingness
and xi is fully observed. δi is denoted as an indicator of observation, where δi = 1 when yi is
observed and δi = 0 when yi is missing.
A data set is said to be missing completely at random (MCAR) when the missing probability
2doesn’t depend on either X or Y , i.e.
P (δi|xi, yi) = P (δi).
The MCAR assumption is strong and unlikely to be satisfied in real life situations. However,
it could be achieved by certain sampling designs. An example of MCAR will be the missing
data created by unsampled units when people randomly draw a simple random sample out of
a finite population. When it is MCAR, the observed data set is still representative of the full
data set.
A data set is said to be not missing at random (NMAR) when the missing probability is
related to both the unobserved yi and the observed xi, i.e.
P (δi|xi, yi) = f(xi, yi)
NMAR is also called non-ignorable missingness. Under NMAR,
f(yi|xi, δi = 0) 6= f(yi|xi, δi = 1),
that is, the future unobserved responses can’t be predicted conditionally on the observed re-
sponses. This makes data analysis under NMAR challenging. Analysis of NMAR data depends
on the knowledge of a subset of the unobserved y. One approach to the analysis of NMAR data
is given by Kim and Yu (2011), where an exponential tilting model is proposed to approximate
the missing probability. A follow-up survey study is needed to obtain some of the unobserved
y.
NMAR is realistic but difficult, while MCAR is easy to handle but rarely happens in the
real life scenarios. A missing mechanism that lies between these two mechanisms is missing at
random (MAR). Under MAR, the missing probability is related to the observed x but unrelated
to the unobserved y conditional on x, i.e.
P (δi|xi, yi) = P (δi|xi) (1.1)
MAR is the most frequently used assumption in missing data analysis, because its condition
is more easily to be satisfied than MCAR and it is analytically simpler than NMAR. When the
3missing pattern is MAR, by Bayes’ rule,
f(yi|xi, δi = 1) = f(yi|xi, δi = 0). (1.2)
This property allows the prediction of unobserved data using the model built on the observed
data.
MCAR is the only testable mechanism. If MCAR holds, cases with missing values should
be no different from those with complete data on average. Thus the means of observed values
in the two cases are compared by the two sample t tests to provide a test for MCAR. For
multivariate data, Little (1988) proposed a single global test statistic for MCAR that uses all
available data.
Missing data analysis is of great interest and importance since an inference based ignoring
the missingess may not only lose efficiency, but also lead to biased results and misleading
conclusions. Researchers frequently deal with missing data in survey sampling, longitudinal
data analysis and multivariate analysis. There are several commonly used approaches to missing
data problems, which are the maximum likelihood method using the EM algorithm, inverse
probability weighting (propensity scoring method) and missing data imputation.
The maximum likelihood method treats missing data as random variables to be integrated
out of a likelihood function instead of deleting or filling in incomplete cases. In other words,
the maximum likelihood method is to maximize the observed likelihood, which is the marginal
density for the observed data. When using the maximum likelihood method, it’s not necessary
to discard the incomplete data, nor to impute the data. However, when Newton’s method is
used to find the MLE of the observed likelihood, two problems arise
1. Computing the second order of partial derivatives of the likelihood can be cumbersome;
2. The likelihood does not necessarily increase for every iteration.
The expectation-Maximization (EM) algorithm is proposed to solve these two problems without
computing the second order of partial derivatives. The EM algorithm was initiated by Dempster
et al. (1977). The EM algorithm includes two steps, the E-step and the M-step. The E step
evaluates the conditional expectation of the log likelihood function given the observed data and
4the current parameters. The M step maximizes the expected log likelihood function obtained
from E step. The most attractive property of the EM algorithm is that the likelihood increases
for every iteration, which can be shown by Jensen’s inequity. Although the EM algorithm is
conceptually easy to implement, convergence may be too slow for high missing rates and high
dimensional data. Besides, maximum likelihood methods require knowledge of the distribution
of the complete data.
The inverse probability weighting (IPW) method is another method to deal with the missing
data problem, which is also called propensity scoring method. The method, proposed by Horvitz
and Thompson (1952), assigns a weight to each observed response. The weight of an observed
unit is proportional to the inverse of the probability of its being observed. Although the inverse
probability method is unbiased when the missing mechanism is correctly modeled, it suffers loss
of efficiency because it doesn’t efficiently use the observed information in the partially missing
units. Another drawback of the IPW method is that it is sensitive to influential weights (Seaman
& White 2011). Recently, researches discovered the double robustness property of the IPW
method (Robins et al. 1994), which refers to estimators being consistent in large samples when
either the regression model or the probability model is correctly specified, but not necessarily
both (Kim 2013). However, this property is still under debate (Kang & Schafer, 2007).
Missing data imputation is a very popular method since it uses all the data information
including the information in the partially missing units. The key idea of imputation is to
use the observed data to create values for the missing units so as to provide a complete data
set. Once the complete data set is obtained, practitioners can simply treat it as if it were
complete and apply standard analysis tools to it. An appealing advantage of data imputation
is that it doesn’t require knowing the parameter of interest in advance. There are several
imputation methods, such as multiple imputation (Rubin 1987), fractional imputation (Kalton
et al. 1984, Fay 1994 and Kim 2011), non-parametric imputation (Wang & Chen 2009) and
hot deck imputation (Andridge & Little 2010), which are introduced in detail in the following
subsection.
51.2 Imputation Methods
Multiple imputation uses Bayesian methods to generate pseudo values from the posterior
predictive distribution. Thus it makes explicit assumptions of the parametric model of the data
as well as the prior distributions of the model parameters. Multiple imputation is implemented
as follows. One missing value is imputed for each missing unit from the posterior predictive
distribution. Then a complete data set is obtained and parameters of interest are estimated.
The procedure is repeated M times and M set of estimators are gained. The multiple imputation
estimator is the average of these M estimators and the variance estimator is simply the average
of the M variance estimator of the parameters for each imputed data plus the variance among
these M estimators times a coefficient for adjustment. Although multiple imputation is widely
used, it suffers from a couple of limitations. First, it relies on a parametric model and thus
it is not robust to model misspecification. Secondly, the convergence of posterior predictive
distribution is difficult to check (Gelman et al. 1996). Thirdly, multiple imputation variance
estimator overestimates the variance, which is known as a failure of the condition of congeniality
(Meng 1994). Finally misspecification of prior distribution could lead to biased results (Nielsen
2003).
Fractional weighted imputation or fractional imputation was proposed to retain both the
estimation efficiency of multiple imputation and the consistency of the Rao-Shao variance es-
timator (Fay 1994 and Rao & Shao 1992). In fractional imputation, M missing values were
imputed for each missing unit with a fractional weight 1M . The estimates of fractional im-
putation is the weighted averages of observed and imputed values. Kim (2011) extends the
fractional imputation from hot deck imputation to regression imputation, i.e. parametric frac-
tional imputation (PFI). PFI aims to reduce the computation burden of the EM algorithm by
using the idea of importance sampling and calibration weighting. PFI includes three steps,
which are imputation step, weighting step and maximization step. In the imputation step,
M missing values were imputed for each missing unit from the conditional distribution of the
response given the observed covariates and the preliminary estimates of model parameters. In
the weighting step, which is similar to E step in EM algorithm, a fraction weight is computed,
6which is proportional to the density in the imputation step over the density of missing vari-
able under the current model parameters. The final step is to maximize the pseudo likelihood
to update parameters. Convergence is achieved by repeating the last two steps. Parametric
fractional imputation can be used to simplify the EM algorithm by reducing the Monte Carlo
error. Although parametric fractional imputation can avoid the failure of congeniality issue it
may suffer from model misspecification.
Non-parametric missing data analysis was firstly proposed by Cheng (1994), who estimated
the mean function using Nadaraya-Watson kernel regression. The idea of kernel regression is
to minimize the locally weighted least squares. Zhou et al. (2008) extended Cheng’s method
from estimating the mean function to general estimating equations and derived the asymptotic
properties of the estimator by both generalized method of moments and empirical likelihood.
However, the methods of Zhou et al. (2008) and Cheng (1994) only replace one estimated
value for all the missing units. In their methods, estimation and imputation are intertwined.
Wang and Chen (2009) proposed to impute M independent imputations for each missing unit,
which can separate imputation and parameter estimation. Imputed values are selected from the
observed respondents with probability proportional to the kernel distance between the missing
unit and the donor unit. Then the empirical likelihood is used for estimation. Non-parametric
imputation is attractive because of its robustness to model misspecification. However, there
are some limitations of this method, which are discussed in Chapter 2. The final limitation is
the curse of dimensionality on non-parametric kernel regression (Stone 1980), which may show
up dramatically in higher order asymptotics (Linton 1995).
Regression imputation methods, as mentioned above, create artificial values for the missing
unit, while hot deck imputation replaces missing units with observed values from similar units.
The observed units serve as a selection pool for imputation and are called donors while the
missing units are called recipients. The donors can be deterministic or selected from a pool of
potential donors through matching, corresponding to deterministic or random hot deck imputa-
tion. Hot deck imputation doesn’t assume a parametric model as other regression imputations
do. However, it requires explicit assumptions to create the donor pool for recipients. There are
several methods to achieve matching. The adjustment units approach (Brick & Kalton 1996)
7classifies donors and recipients into similar classes. Alternatively a metric can be created for
matching donors and recipients. The metric can be Mahalanobis distance (Little 1988) or a
predictive mean neighborhood method (Rubin,1986). Hot deck imputation is intuitive but with
some limitations. It could be challenging for multivariate missing data and the donors may not
be representative of the recipients. Hot deck imputation could be single imputation or multi-
ple imputation. For the multiple imputation, there are the approximate Bayesian Bootstrap
method (Rubin & Schenker 1986) and the fractional hot deck imputation method (Kim and
Fuller 2004).
To overcome the limitations in existing approaches mentioned above, we propose an imputa-
tion method based on quantile regression. This approach is described in detail in the following
subsection.
1.3 Quantile Regression Imputation
Quantile regression is gradually emerging as a comprehensive regression method in ap-
plied statistics, economics and other data analysis field. Unlike least squares regression, which
approximates the mean function, quantile regression estimates the quantile function. Least
squares regression is appealing because it is relatively easy to compute and it is optimal for
normally distributed data. Quantile regression can capture the heterogeneous impact of regres-
sors on different parts of the distribution and is robust against outliers. Quantile regression is
frequently used when response data are skewed or non-normally distributed.
The least squares regression provides estimates of model parameters by minimizing the
mean squared error loss function. Quantile regression, introduced by Koenker and Bassett
(1978), minimizes the loss function defined as
ρτ (u) = u(τ − I(u ≤ 0)), (1.3)
for some τ ∈ (0, 1). The justification of the loss function is provided as following. To find xˆ
that minimize the expected loss function, which is
E[ρτ (x− xˆ)] = (τ − 1)
∫ xˆ
−∞
(x− xˆ)dF (x) + τ
∫ ∞
xˆ
(x− xˆ)dF (x), (1.4)
8we can take first-order derivatives of expected loss function with respect to xˆ, resulting in






dF (x) = F (xˆ)− τ. (1.5)
Here F is the CDF of x and is monotone, xˆ = F−1(τ) minimize the expected loss function.
F−1(τ) is the τ -th quantile of random variable X, which is defined as F−1(τ) = inf{x : F (x) ≥
τ}. When F is replaced with the empirical CDF, we have the empirical loss function written as∑n
i ρτ (xi− xˆ). By replacing xi and xˆ with yi and h(xi, β) respectively, the conditional quantile
regression is defined as




ρτ [yi − h(xi, β)], (1.6)
where βˆ(τ) is the parameter for τ -th conditional quantile and h(xi, β(τ)) is the expected τ -th
conditional quantile.
Quantile regression has equivariance and robustness properties. The equivariance property
refers to the invariance of quantile to a set of elementary transformations. The qualitative
and quantitative conclusions remain unchanged when the scales of the original variables are
adjusted or the model is reparametrized in order to have a more natural interpretation. In
Koenker and Bassett (1978), the invariance properties are summarized as
• βˆ(τ ; ay,x) = aβˆ(τ ; y,x),
• βˆ(τ ;−ay,x) = −aβˆ(1− τ ; y,x),
• βˆ(τ ; y + xγ,x) = βˆ(τ ; y,x) + γ,
• βˆ(τ ; y,xA) = A−1βˆ(τ ; y,x),
where a is a positive number and A is a nonsingular matrix. Another equivariance property
of quantiles is equivariance to monotone transformations, i.e. qh(y)(τ) = h(qy(τ)), because
P (Y ≤ y) = P (h(Y ) ≤ h(y)), where h(·) is a nondecreasing function on R. This property is
stronger than the properties of mean because E [h(y)] 6= h(E(y)), except for an affine function
h.
The robustness of qunantile regression refers to the fact that the quantile is not excessively
sensitive to small departures from the assumed model. To elaborate on the robustness, we
9consider adding a small turbulence δy to the distribution F , i.e. F = δy + (1− )F , then the
influence function that describes how an estimator θˆ evaluated at a distribution F is affected
by contaminated F, can be written as IFθˆ(y, F ) = lim→0
θˆ(F)−θˆ(F )
 . Further simplification
will result in
IFβˆF (τ ((y, x), F ) = Q
−1xsgn(y − xTβF (τ)), (1.7)
where Q =
∫
xxT f(xTβF (τ))dFX(x) and more details can be found in Koenker (2005). The
influence function on the quantile regression coefficient βˆF (τ) depends on y only through the
sign of discrepancy, as we can see from equation (1.7). As long as the sign of the residual
y − xTβF (τ) is not changed, any changes in y won’t alter the initial solutions. The mean
function, however, doesn’t possess this property.
The quantile h(xi, β(τ)) can be a parametric, semiparameteric or nonparametric function.
The flexibility in modeling quantile can avoid model misspecfication. Parametric models play
an important role in data analysis due to its easy interpretation, simplicity in modeling and
allowing extrapolation outside the observed data range. Nevertheless, it’s inevitable that para-
metric model assumptions fail in some scenarios. Semiparametric and nonparametric models
become attractive in such cases. Nonparametric quantile regression has been intensively stud-
ied. Chaudhuri (1991), Chaudhuri et al. (1997) introduced locally polynomial quantile regres-
sion and derived asymptotic properties and the precise stochastic order of the estimator. Yu
and Jones (1998) provided a rule of thumb for bandwidth selection which allows automatic
smoothing parameter selection. For the semiparametric quantile regression, Koenker et al.
(1994) presented quantile smoothing splines, where a Lp penalty term was added to obtain a
smoothing quantile function. Yoshida (2013) showed the asymptotic properties of the quantile
estimates that are obtained through penalized spline quantile regression. Yuan (2006) and
Reiss et al. (2012) proposed some selection criteria for the computation of quantile smoothing
splines. More examples of semiparametric quantile regression can be seen in Lee (2003), Sun
(2005) and Cai et al. (2012), where the quantile function is a partially linear function with a
parametric component and a nonparametric one. The stability of a fully nonparametric method
may heavily depend on sample size and the dimensionality. Semiparametric quantile regression
can be a compromise between fully parametric and purely nonparametric approaches. When
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the data set is high dimensional, model selection is often desired. A selection of publications
focus on dimension reduction of quantile regression, such as Belloni et al. (2011), Meinshausen
(2006), Wu et al. (2009), Kato (2011) and Zhu et al. (2012). Belloni et al. (2011) proposed a l1-
penalized quantile regression and a post l1-penalized quantile regression. The post l1-penalized
quantile regression applies regular quantile regression to the model selected by l1-penalized
quantile regression. They demonstrated the consistency and the rate of convergence of the
selection model. They also showed that the post l1-penalized quantile regression has some
superior properties comparing to the l1-penalized quantile regression. Kato (2011) used group
Lasso quantile regression and established a non-asymptotic bound on the l2−estimation error of
the estimator. He also compared the performances of group Lasso and l2-penalized estimators
in some scenarios. Wu et al. (2009) proposed and compared penalized quantile regressions, for
which the penalized terms are a smoothly clipped absolute deviation (SCAD) or an adaptive
Lasso. The oracle properties of the regressions are shown, namely, they work well if the cor-
rect submodel is known. Meinshausen (2006) applied a powerful random forest method onto
quantile regression. It is believed that quantile regression forests provide an accurate way of
estimating conditional quantiles for high-dimensional predictor variables nonparametrically.
Given the advantages and widely applications of quantile regression, a critical aspect of
establishing model credibility and confidence is to assess the goodness of fit. Koenker and
Machado (1999) proposed a goodness-of-fit test for quantile regression similar to the conven-
tional R2 in least square regression. R1(τ), which measures the relative success of the quantile
regression, is used to constitute a local measure of goodness of fit rather than a global measure
of goodness of fit, analogous to R2. Several related inference processes are designed to test the
goodness of fit. Furno (2011) introduced a modified version of R1(τ) by adjusting the degrees
of freedom. More literature regarding the goodness of fit of quantile regression can be found in
Wilcox (2008), who proposed a simplified version of goodness of fit based on a CUSUM process.
In this thesis, we propose imputation methods based on quantile regression. We explore an
imputation method based on parametric quantile regression in Chapter 2 and an imputation
method based on semiparametric quantile regression in Chapter 3. In a nutshell, define f(y|x)
as the conditional density where y is the response subject to missing and x is the covariate
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always observed, and q(τ |x) as the τ -th conditional quantile function, which is the inverse
conditional distribution function F−1(τ |x). Instead of estimating f(y|x) parametrically or non-
parametrically, we estimate q(τ |x) using observed data under the missing at random (MAR)
assumption. Then multiple imputed values y∗j (j = 1, · · · , J) are obtained via y∗j = qˆ(τj |x),
where τj is independently drawn from Uniform[0, 1]. The quantile regression imputation has
appealing features, which are discussed in detail in Chapter 2 and 3.
1.4 Estimation of General Estimating Equation
After data are imputed, parameters are estimated using imputed data. In this thesis,
we are interested in estimating parameters defined through a general estimating equation.
Estimating equations have many applications in biostatistics, survey sampling and stochastic
processes. Estimation through general estimating equation is an approach to specify how the
parameters of a statistical model should be estimated. A general estimating equation is a set
of simultaneous equations involving both the sample data and the unknown parameters which
are to be estimated. A generic definition of general estimating equation is
E [g(x, y;θ)] = 0, (1.8)
where g is a r-dimensional vector (g1(x, y;θ), · · · , gr(x, y;θ))T , g1(x, y;θ), · · · , gr(x, y;θ) are
functionally independent estimating functions, θ is a p−dimensional vector and is of interest,
x and y are the sample data and θ0 is the unique solution. A basic property of the estimating
equation is g(x, y;θ) is an unbiased estimating function. The reason, as discussed in Liang
and Zeger (1995), is that the root of the unbiased equation is consistent under some regularity
conditions. The estimation method could be different for cases of r = p and r > p. When
r = p, the system is fixed and θˆ can be obtained as the root of the corresponding estimating
equation g(x, y;θ) = 0. When r > p and the system is over-determined, equation (1.8) usually
has no solution. In such scenario, the generalized method of moments (hereafter called GMM,
Hasen 1982) and empirical likelihood method (hereafter called EL, Owen 1988) can be useful
tools for estimation.
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The GMM estimator is well known for its well-established asymptotic properties and sim-
plicity in computation. The GMM estimator can be constructed without a complete knowledge
of the distribution. Thus it has a wide application in econometrics and statistics. The GMM
estimator can be achieved by minimizing the quadratic form




n (x, y;θ), (1.9)




i=1 g(xi,θ) is the sample estimating function and W is a positive defi-






receives special attention because
gTn (x, y;θ)V
−1gn(x, y;θ)→d χ2r .
Besides, when W ∝ V −1, the GMM estimator will be the most efficient estimator in the class
of all asymptotically normal estimators. The asymptotic properties of GMM estimator can be
found in Hasen (1982), Pakes & Pollard (1989) and Newey & Smith (2004).
Empirical likelihood is an alternative way of estimation without assuming the distribution
of data. Owen (1988) proposed the empirical likelihood method and proved the nonparametric
version of Wilks’s theorem that the −2 log(R0) has a χ2p distribution, where R0 is the likeli-
hood ratio and p is the dimension of the parameter space. Empirical likelihood is attractive
because of its ability of internally studentizing to avoid explicit variance estimation and thus
produce a confidence region with natural shape and orientation. Qin & Lawless (1994) extended
the empirical likelihood method to estimation of general estimating equation and derived the
limiting distribution of the resulting empirical likelihood ratio statistics. The empirical likeli-
hood estimator is solved by optimizing the empirical likelihood L(F ) =
∏n





pi = 1, and
n∑
i=1
pig(xi, yi;θ) = 0,
where pi = Pr(X = xi). As discussed in Newey & Smith (2004), the EL estimator has
three theoretical advantages over the GMM estimator. First, unlike the GMM estimator, the
asymptotic bias of EL doesn’t increase with the number of moment restrictions. The second
reason is that the bias corrected EL estimator is higher order efficient relative to other bias
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corrected estimators. Besides, the GMM estimator suffers from asymptotic bias from estimating
the optimal weight matrix, while EL estimator doesn’t. In this thesis, we explore both GMM
and EL estimation methods.
In summary, we propose quantile regression imputation methods to handle missing re-
sponse values. Both parametric and semiparametric quantile regression imputation methods
are studied so as to provided flexible alternatives. Our imputation procedure is separated from
parameter estimation, thus it can achieve consistent estimators among different partitioners,
in addition to the benefits of quantile regression aforedescribed. The focus of estimation is
through general estimating equations. Both the generalized method of moments and the em-
pirical likelihood are adopted for estimation. Combining quantile regression imputation with
GMM and EL is attractive and has not been studied before. The appealing features and effec-
tiveness of the methods are shown by the rigorous proofs of the asymptotic properties of the
estimators, a limited number of Monte Carlo experiments and an empirical study of data.
The thesis is organized as following. Chapter 2 presents a parametric quantile regression im-
putation method, in which the quantile function is assumed to be known, particularly of a linear
form. Combining with generalized method of moments or empirical likelihood estimation, our
proposed method outperforms other imputation methods when the data have heteroscedastic
variance. In Chapter 3, we propose a semiparametric quantile regression together with gen-
eralized methods of moments or empirical likelihood estimation. The semiparametric quantile
regression uses B-spline quantile regression with a penalized term to smooth the quantile func-
tion. A set of simulation examples are conducted to show the effectiveness of our method.
Chapter 4 demonstrates effectiveness of our estimators through an empirical study on a 1971
Canadian Census Public Use Tape. Semiparametric quantile regression imputation method is
compared with other missing data imputation methods. The results show that our method
can significantly reduce bias and improve efficiency. Chapter 5 concludes the thesis with final
remarks and some future extensions and applications of our proposed methods. Appendix A
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CHAPTER 2. Parametric Quantile Regression Imputation Methods
In this chapter, a parametric quantile regression imputation (hereafter called PQRI) method
is proposed to handle data with missing responses. Multiple values for each missing unit are
imputed based on the parametric quantile regression. We employ the generalized method of
moments (GMM) and empirical likelihood (EL) to estimate parameters defined through a gen-
eral estimating equation. We establish the consistency and asymptotic normality of both EL
and GMM estimators. We prove the log empirical likelihood ratio follows a χ2 distribution,
which allows a nonparametric confidence region of EL estimator to be obtained. The coverage
probability of both estimators are studied to confirm that our methods provide credible infer-
ence. We demonstrate that the proposed estimators are more effective than other parametric
model based imputation methods and nonparameteric imputation through a number of Monte
Carlo experiments.
2.1 Introduction
Missing data are inevitable in many types of research. A naive estimator based on simply
ignoring missingness may not only lose efficiency but also lead to biased results and mislead-
ing conclusions. Several commonly used approaches to handle missing data problems have
been discussed in Chapter 1, including observed likelihood-based method, missing data impu-
tation and propensity score methods. Missing data imputation is of great interest because of
simplicity. The main idea of imputation is to use the observed information to create pseudo
values for the missing units so as to provide a complete data set. Once the complete data
set is obtained, practitioners can treat it as a complete data and apply the existing analysis
method to it. Usually, multiple substituted values for the missing unit are needed to properly
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reflect the uncertainty due to nonresponse. Missing data imputation can be categorized into
two groups: parametric regression imputation and nonparametric imputation. The parametric
imputation methods, which include multiple imputation and parametric fractional imputation,
adopt certain parametric models to create pseudo values. Multiple imputation (Rubin, 1987)
uses Bayesian methods to generate random values from the posterior predictive distribution.
Multiple complete data sets are created with each data set analyzed independently by the exist-
ing method and all the inferences are combined to form one inference. The variance estimator
of MI, despite its simplified form, depends on some special conditions called congeniality and
self-sufficiency (Meng 1994) to converge. Parametric fractional imputation was proposed to re-
tain both estimation efficiency of multiple imputation and consistency of the Rao-Shao variance
estimator (Rao and Shao 1992). In fractional imputation, multiple missing values are imputed
for each missing unit with assigned weights. Kim (2011) proposed parametric fractional im-
putation (PFI) to reduce computation burden by using the idea of importance sampling and
calibration weighting. Both MI and PFI assume a parametric regression model, therefore suffer
from model misspecification. Nonparametric imputation, such as hot deck imputation, replaces
missing units with observed value through matching methods instead of creating artificial val-
ues for missing units. Through covariate information, the matching method classifies donors
and recipients into similar classes (Brick and Kalton 1996), or creates metric to match donors
and recipients (Rubin 1986; Little 1988). More examples can be found in Andridge and Lit-
tle (2010). In a recent work by Wang and Chen (2009), multiple values are independently
drawn from observed respondents with probabilities proportional to kernel distances between
the missing cells and the donors. Both hot deck imputation and Wang and Chen (2009) are
purely non-parametric, so the stability and accuracy of their estimators depend on the dimen-
sionality and the sample size. The use of respondents for imputing opens a possible door to
outliers (if present). It also raises a concern that the imputed values tend to concentrate on
the response values of the units that have higher probabilities being present, distorting the
conditional density. This is especially true in the case with a non-uniformly distributed covari-
ate and nonuniform missing probability. More detailed discussions about this concern can be
found in Section 2.5.
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In parametric quantile regression, only the parametric form of the quantile function is spec-
ified while the error distribution is not specified. Thus imputation through parametric quantile
regression provides some robustness against model violation and serves as a good compromise
between the completely parametric and nonparametric approaches. This method can be ap-
plied to the situation where the mean structure is known but with heteroskedastic or/and
non-normal errors. To illustrate the imputation idea, we define f(y|x) as the conditional den-
sity and qτ (x) = F
−1(τ |x) as the τ -th conditional quantile, where y is the response subjected
to missingness and x is the covariate always observed. Imputation of random numbers through
quantiles is easy and only requires generation of random variables from the Uniform(0,1) dis-
tribution. The algorithm is to simulate τ from a Uniform(0,1) distribution and estimate the
corresponding quantile qˆτ (x). Multiple imputed values y
∗
ij are obtained via y
∗
ij = qˆτj (x) for
each missing unit i, τj ∼ Uniform(0, 1) and j = 1, · · · , J . The imputation of random numbers
in PQRI is simple comparing to MI because simulation of a random variable from a certain
distribution could be challenging, especially when the distribution is not of closed form. The
other disadvantage of direct simulation from a density function is that it requires a parametric
distribution that is fully specified. Parametric quantile imputation can avoid distributional
assumptions and is robust against error distribution misspecification. Further extensions of
parametric models to semiparametric models can be found in Chapter 3, which provide robust-
ness against both mean and error structure misspecification.
PQRI possesses some attractive features. Firstly, the entire conditional distribution func-
tion is used to draw imputed values, hence preserving the conditional density of filled-in re-
sponse values. Secondly, since different quantiles are used in the imputation instead of actually
observed responses or means, PQRI is less sensitive to outliers. Thirdly, it only requires as-
sumptions about the parametric form of quantiles, thus is more robust than a completely para-
metric method when dealing with heteroskedastic variance. Lastly, the imputation algorithm
is straightforward and implementation is simple.
In this chapter, we propose estimators of the marginal mean and the parameters defined
through a general estimating equation. Generalized method of moments and empirical likeli-
hood method are adopted to estimate parameters defined through a general estimating equa-
22
tion. Although GMM and EL methods have been extensively studied, GMM and EL estimators
based on PQRI (hereafter PQRI-GMM and PQRI-EL) have not been studied before. There are
two goals in this chapter. The first goal is to rigorously develop large sample theories for our
estimators and the second one is to assess numerical performance through simulation studies.
Through the simulation studies, three questions are to be answered. (1) Will our proposed
methods reduce biases caused by model misspecification, compared to MI and PFI? We inves-
tigate this question by setting up the simulation models with different kinds of misspecified
error structures and comparing performance with PFI and MI estimators. (2) Can our PQRI
methods have competitive finite sample performance, compared to some nonparametric impu-
tations? (3) Can PQRI-EL and PQRI-GMM provide credible inferences? We study coverage
probabilities to answer this question.
This chapter is organized as follows. Section 2.2 presents the imputation of missing values
using PQRI as well as the computation algorithm. In section 2.3 we illustrate the estimation
of marginal mean based on PQRI and derive asymptotic theories. Section 2.4 proposes PQRI-
GMM and PQRI-EL estimations of parameters defined through a general estimating equation.
We prove the asymptotic consistency and normality of the estimators and show that tests based
on the empirical likelihood ratio follow large sample χ2 distributions. In Section 2.5, a series of
Monte Carlo experiments are conducted to evaluate the performance of our proposed methods.
2.2 Parametric Quantile Regression Imputation (PQRI)
In this chapter, we assume (xTi , yi)
T , i = 1, · · · , n, be a set of independent and identically
distributed random vectors, where xi is d-dimensional and yi is real valued . We further assume
that only yi is subject to missingness and the x
T
i are fully observed. Let δi be an indicator of
missingness, where δi = 1 when yi is observed and δi = 0 otherwise. For the missing mechanism,
we assume that δ and y are conditional independent given x,
P (δ = 1|y,x) = P (δ = 1|x) := p(x), (2.1)
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namely missing at random(MAR). By the Bayes’ law, the conditional distributions of y given
x are the same for both the observed and the missing data , i.e.
FY |X,δ(y|x, δ = 1) = FY |X,δ(y|x, δ = 0). (2.2)
This property facilitates us to impute data for the missing units using the distribution based
on the observed data. We assume the τ -th quantile h(x, β(τ)) is a known parametric function,
particularly h(x, β(τ)) = xTβ(τ) in this chapter, while semiparametric and nonparametric
functions of h(x, β(τ)) will be extended in Chapter 3. The estimator of β(τ) is defined as
βˆ(τ) = arg min
β
ψτ (y − xTβ),
where the check function ψτ (u) is proposed by Koenker et al. (1978) and is defined as ψτ (u) =
u(τ − I(u < 0). The estimated τ -th quantile for the i-th missing unit is qˆτ (xi) = xiβˆ(τ).
Multiple independent imputed values are generated to control the variability of the estimating
function with imputed values and to preserve uncertainty due to nonresponse. For the missing
unit i, J independent imputed values are generated by the following procedure.
1. Simulate τj ∼ Uniform(0,1) independently for j = 1, 2, · · · , J ;
2. For each j = 1, 2, · · · , J , βˆ(τj) is calculated as




δiρτj [yi − xTi β]; (2.3)
3. For i-th missing cell, J independent values are imputed as
y∗ij = qˆτj (xi) = x
T
i βˆ(τj), for j = 1, 2, · · · , J.
Repeat step 3 for every missing unit in the data set. Then we will have a complete data set
{δiyi, (1− δi)(y∗ij), for i = 1, · · · , n, and j = 1, · · · , J.}.
The conditional mean of Y given X = x can be used for imputation, such as in Cheng (1994)
and Wang et al. (2002), but it does not work for general parameter estimation. For some para-
metric imputation methods, imputation and estimation steps are entwined, in which updating
parameters and re-imputing based on most recently updated parameters are iteratively done.
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This might require heavy computing time. In the PQRI described above, imputation and esti-
mation steps are totally separated, making general purpose of parameter estimation possible.
Also in PQRI, standard analytical tools can be directly applied to imputed data without re-
imputation. The PFI by Kim (2011) avoids re-imputation by adjusting weights of imputed
values based on iteratively updated parameters. However, any parametric imputation method,
including PFI and MI, might suffer from model misspecification. Non-parametric imputation
assumes no parametric model, but it may not have a good finite sample performance. Thus
PQRI provides a useful compromise between a fully parametric approach and a purely non-
parametric approach.
2.3 Marginal Mean Estimation






































where µy|x(xi) = E[y|X = x]. It is easy to see B1 and B2 are sums of i.i.d. random vari-
ables, thus it is easy to show consistency and asymptotic normality. The summands of B3
involve additional randomness from τj and are not independent because βˆ(τj) is estimated
from all the respondents. The key point is to replace B3 with B˜3 = E[B3|AR], where AR =
{δi, (yi,xi)|δi = 1, for i = 1, · · · , n}. The goal is to show these two steps: (1) B˜3−B3 = op( 1√n)











1 (τ) [τ − I(ei ≤ 0)]
}
and Cp = E[1− δ]. It is easy to see δiCph(xi, yi)xi are independent random variables, thus it
is easy to derive the asymptotic properties of µˆy.
Lemma 1 gives the asymptotic properties of βˆ(τj), which is defined in equation (2.3). It is
needed to prove the two steps mentioned above.
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Lemma 1: Under condition 1 given in Appendix A.1, we have
(ii)
βˆ(τ)− β(τ) = op(1), (2.6)
(ii)
√





[min(τ, τ∗)− ττ∗]D−11 (τ)D0D−11 (τ∗), (2.8)
for τ ∈ (0, 1) and τ∗ ∈ (0, 1), where
Vβ(τ) = τ(1− τ)D1(τ)−1D0D1(τ)−1,











Here fy|x(·) is the conditional density of Y given X = x and p(x) is defined in equation (2.1).
The proof of Lemma 1 is similar to that of Theorem 4.1 in Koenker(2005), except that we are
dealing with missing data. Details of the proof can be found in Appendix A.2.
Theorem 1: Under condition 1 given in Appendix A.1, we have
(i)
µˆy − µy = op(1), (2.10)
(i)
√
nV −1/2µ (µˆy − µy)→p N(0, 1), (2.11)
where
Vµ = V ar(y) + C
2
pE[p(xi)x
Th⊗2(x, y)x]− E {V ar(y|x) [1− p(x)]}+ 2CpE [p(x)yih(x, y)x] .
The details of the proof can be found in Appendix A.3. Define ξi as





i=1 ξi + op(
1√
n
). To estimate the variance of µˆy, we consider an estimator of ξi
as
ξˆi = δiyi + (1− δi)µˆy|x(xi) + δiCˆphˆ(yi,xi)xi,
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where











































κ(·) is the kernel density estimation function, which is chosen to be the Gaussian kernel κ(t) =
(
√
2pi)−1 exp(− t22 ), and a (or b) are the bandwidth for y (or x). Then, the variance estimator














If we can show that
Vˆ (ξˆ)− V (µˆy) = op(1), (2.14)
then by Slusky’s Theorem, we can replace Vµ in equation (2.11) with Vˆ (µˆy).
Corollary 1: Under condition 1 given in Appendix A.1, and assuming a → 0, nad → ∞,
b→ 0 and nb→∞, we have
√
nVˆ (µˆy)
−1/2(µˆy − µy)→d N(0, 1). (2.15)
Here, a → 0 and b → 0 is needed to control the bias induced by the kernel smoothing, and
nad →∞ and nb→∞ lead to a consistent estimation of the conditional distribution. Corollary
1 allows us to construct a confidence interval or to assess a hypothesis testing of µy, whose
detailed proof can be found in Appendix A.4.
2.4 General Estimating Equation
Besides the estimation of marginal mean, we are also interested in estimating parameters
θ0 that is the unique solution to the general estimating equation,
E[g(y, x;θ)] = 0. (2.16)
Here g(y, x;θ) = (g1(y, x;θ), · · · , gr(y, x,θ))T is a r-dimensional vector where g1(y, x;θ), · · · ,
gr(y, x,θ) are a set of functionally independent estimating functions. θ is a p−dimensional
parameter. We consider the generalized method of moments (Hansen 1982) and the empirical
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likelihood method (Owen 1990) to make inference of θ. Both methods can provide consistent
estimators with well-established asymptotic properties. A simple and intuitive way to build a
confidence interval is based on asymptotic normality using GMM. However, GMM is known to
underestimate the variance and thus produce confidence intervals with coverage probabilities
that tend to be too low. Empirical likelihood method can improve the under coverage issue
through using the fact that the empirical likelihood ratio is asymptotically χ2 distributed. The
likelihood-based confidence regions can enhance the coverage accuracy without explicit variance
estimation but require more computation. We propose unweighted PQRI-GMM, weighted
PQRI-GMM and PQRI-EL in Sections 2.4.1-2.4.3.
2.4.1 Unweighted GMM estimator based on PQRI
In the unweighted generalized method of moments, the estimates are obtained by minimizing
the norm of sample estimating function, which is















To establish the large sample theory of θˆn, we employ Corollary 3.2 and Theorem 3.3 in Pakes
and Pollard (1989). One of the assumptions needed to be justified in Pakes and Pollard(1989)
is that
√
nGn(θ0) follows a multivariate normal distribution as stated in the following lemma.
Lemma 2: Under conditions 1 and 2 given in Appendix A.1, we have
√
































∂y , and Cp = E[1− δ].
(2.19)
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j=1 g(qˆτj (xi), xi,θ0) and µg|x(xi,θ0) =
E [g(y, x,θ0)|AR]. It is easy to see B1 and B2 are sums of i.i.d. random variables, thus it is
easy to apply the Law of Large Numbers and a Central Limit Theorem. The B3 term involves
an additional randomness from τj and the summands of B3 is a function of y
∗
ij = qˆτj (xi) =
xTi βˆ(τj), which is not independent for i = 1, · · · , n, because βˆ(τj) is estimated from all the
respondents, see equation (2.3). The main idea is to replace B3 with B˜3 = E[B3|AR], similar





i=1 δih(yi, xi,θ0)xi + op(
1√
n
). It is easy to see δiCph(yi, xi,θ0)xi are i.i.d random
variables. Lemma 2 can be easily shown following the two steps. The details of proof can be
found in Appendix A.5.
According to Corollary 3.2 and Theorem 3.3 in Pakes and Pollard(1989), the asymptotic
consistency and normality property of θˆn can be shown by Lemma 2, together with the vali-
dation of the following two conditions: (1) supθ
|Gn(θ)−G(θ)|
1+|Gn(θ)|+|G(θ)| = op(1) and
(2) sup|θ−θ0|<ζn
|Gn(θ)−G(θ)−Gn(θ0)|
n−1/2+|Gn(θ)|+|G(θ)| = op(1), for every sequence of positive numbers {ζn} that
converges to zero. The proof of Theorem 2 can be found in Appendix A.6.
Theorem 2 Under conditions 1 and 2 in Appendix A.1, we have
(i)
θˆn →p θ0, (2.21)
(ii)
√






















ξi(θ) = δig(yi,xi;θ) + (1− δi)µg|x(xi;θ) + δiCph(yi,xi;θ)xTi .

















































































Corollary 2: Under conditions 1 and 2 in Appendix A.1, and assuming a → 0, nad → ∞,
b→ 0 and nb→∞, we have
√
nΣˆ−1/2(θˆn)(θˆn − θ0)→d N(0, Idθ×dθ). (2.24)
To prove Corollary 2, according to Slusky’s Theorem, it is sufficient to show that Σˆ(θˆn) −
Σ(θ0) = op(1). The details of the proof can be found in Appendix A.7. Note that Corollary 2
allows us to construct a confidence interval and to develop hypothesis tests for θ.
2.4.2 Weighted GMM estimator based on PQRI
After obtaining a preliminary estimate of VˆG(θ), we can further replace W = Vˆ
−1
G (θ) to get
a weighted GMM estimator. It can be shown that a most efficient weighted GMM estimator
is achieved when W ∝ V −1G (θ0). The weighted GMM estimator is solved by minimizing the
weighted norm of sample estimating function,
θˆ
w






In order to establish the consistency and asymptotic normality of θˆ
w
n , it is crucial to show that
Vˆ −1(θ) is close to the true V −1(θ0) uniformly over a sequence of shrinking neighborhoods.
Lemma 3: Under conditions 1 and 2 in Appendix A.1, and assuming a → 0, nad → ∞,
b→ 0 and nb→∞, we have
sup
|θ−θ0|<ζn
|Vˆ −1G (θ)− V −1G (θ0)| = op(1) (2.26)
for a sequence of positive numbers ζn that converge to zero. We show the derivation of Lemma
3 in Appendix A.8.
Theorem 3: Under conditions 1 and 2 in Appendix A.1, and assuming a → 0, nad → ∞,









n − θ0)→ N(0, Idθ×dθ), (2.28)





3.4 and 3.5 of Pakes and Pollard(1989), combining Theorem 2 and Lemma 3, the consistency
and asymptotic normality of θwn follows immediately.
The variance estimator of the weighted GMM estimator is Σˆw(θˆ
w
n ), where Σˆw(θ) =[
Γˆ(θ)T Vˆ −1G (θ)Γˆ(θ)
]−1
and definition of Γˆ(θ) and VˆG(θ) can be found in equation (2.23).
Corollary 3: Under conditions 1 and 2 in Appendix A.1, and assuming a → 0, nad → ∞,




n − θ0)→ N(0, Idθ×dθ) (2.29)
Corollary 3 can be shown in a similar way to the proof of Corollary 2 by replacing θˆn with
θˆ
w
n and using the fact that θˆ
w
n →p θ0. According to Corollary 3, a legitimate large sample
inference based on θˆ
w
n can be made.
2.4.3 Empirical likelihood estimator based on PQRI
It is well known that GMM underestimates the variance of interest, leading to insufficient
coverage of the confidence interval. Empirical likelihood proposed by Owen (1988, 2001) is
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more attractive than GMM since it’s based on the empirical likelihood ratio test to obtain a
confidence interval. The EL method has no predetermined shape of confidence region and no
need to computed the variance of the estimator. The confidence region produced by EL reflects
the features of the data. Newey and Smith (2004) rigorously proved the consistency of the EL
estimator of general estimating equation. They also pointed out that asymptotically EL has less
bias than GMM because the EL bias does not grow with the number of moment restrictions.
Qin & Lawless (1994) established the asymptotic normality of the estimates of interest, as well
as the chi-square properties of the log empirical likelihood ratio and the log profile empirical
likelihood ratio, which provide pioneer references for our research. Wang and Chen (2009)
showed some attractive properties of the estimator by combining EL and their nonparametric
imputation for missing data analysis. In this section, we establish some asymptotic properties
of the estimator using the empirical likelihood method based on PQRI.











pig˜(xi, yi,θ) = 0
}
, (2.30)




ij , xi,θ). By
introducing a Lagrange multiplier, it can be shown that the optimal pi is
pi =
1
n[1 + tT (θ)g˜(xi, yi,θ)]
, (2.31)







n(1 + tT g˜(yi, xi,θ))
g˜(yi, xi,θ) = 0.






1 + tT g˜(yi, xi,θ)
]
, (2.32)
and the empirical likelihood estimates θˆ
E
n is defined as
θˆ
E







1 + tT (θ)g˜(yi, xi,θ)
]
. (2.33)
Qin & Lawless (1994) and Newey et al. (2004) have proved under mild conditions with no miss-
ingness that the empirical log-likelihood attains its maximum value and the estimator satisfies
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asymptotic consistency and normality. Furthermore, they also showed that the log empirical
likelihood ratio and log profile empirical likelihood ratio follow asymptotic χ2 distributions,
which allows construction of confidence regions for the entire set or subsets of the parameters.
Following the similar argument in Newey et al. (2004) and Qin & Lawless (1994), we can show
θˆ
E
n has large sample properties after replacing the i.i.d g(y, x;θ) with g˜(y, x;θ). The results
are stated in Lemma 4 and Lemma 5.





n → θ0, where θˆ
E
n and tˆ satisfy Q1n(θˆ
E
n , tˆ) = 0 and Q2n(θˆ
E




























n − θ0) ∼ N (0, Idθ×dθ)
where V (θ0) = S22.1 = S21S
−1










, and S21 = Γ
T (θ). The proofs of Lemma 4 and Lemma 5 can be
found in Appendix A.9 and Appendix A.10 respectively.
It can be seen that Theorem 3 is similar to Lemma 4 and Lemma 5, except that in Theorem
3, the weighted GMM estimator is required to estimate V −1(θ). As it is mentioned in Newey
et al. (2004), EL can avoid the asymptotic bias from estimating the optimal weight matrix as
GMM does. Both Theorem 3 and Lemma 5 can be employed to obtained a confidence region of
θ0. However, an explicit variance estimation is needed for both approaches. The log likelihood
ratio statistics can also be used to provide confidence region estimation for θ0. With all the
aforementioned appeal of the EL, we shows that the log empirical likelihood ratio follows a χ2
distribution asymptotically.
The empirical likelihood ratio test for testing H0 : θ = θ0 is RE(θ0) = lE(θˆ
E
n )− lE(θ0).





for θ0 ∈ Θ, where θˆEn is defined in equation (2.33). We present the proof in Appendix A.11.
Let θT = (θ1,θ2)
T , where θ1 and θ2 are q × 1 and (p − q) × 1 vectors respectively. For
the hypothesis testing H0 : θ1 = θ1,0, the profile likelihood ratio statistics is RE(θ1,0) =
lE(θˆ
E




2,n = arg maxθ∈Θ,θ1=θ1,0 lE(θ1,θ2).




as n→∞. The derivation of Corollary 5 can be found in Appendix A.12.
Both Corollary 4 and Corollary 5 allow us to obtain confidence limits for the entire set
of parameters or any subset of the parameters in an analogous way to those for parametric
likelihoods. The confidence region of θ0 can be defined as{
θ : lE(θˆ
E






The confidence region for θ1 can be obtained by{
θ1 : lE(θˆ
E










Qin and Lawless (1994) pointed out the empirical likelihoods also appear to be Bartlett or
signed square root correctable. Furthermore, the empirical likelihood may be generalized to
deal with independent but not identically distributed data.
2.5 Simulation Study
Except building the rigorous theories of our estimators, the other objective of this chapter is
to assess the finite sample performances of our proposed estimators. The simulation studies are
designed to investigate the following 3 questions: (i) Compared to other parametric imputation
methods, can our proposed method significantly reduce biases caused by misspecification of
error terms? (ii) Compared to non-paremteric imputation methods, is our proposed method
better or competitive in finite samples? (iii) Can we provide a credible inference based on
our proposed method? The confidence intervals are obtained by three approaches, which are
methods based on the asymptotic normality of the weighted GMM estimator, the empirical
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likelihood ratio method and the bootstrap method. The coverage probabilities of the three
intervals are compared to to assess the effectiveness of PQRI-GMM and PQRI-EL estimators.
The simulation set-up is specified as follows. The response yi is generated from a linear
model yi = xiβ+ i, because our imputation method PQRI requires the quantile is assumed to
be a parametric form. We consider three different types of error structure listed below to cover
a range of correct and incorrect error specification. We include a bivariate covariate model to
avoid the simplicity of the Monte Carlo experiments on a univarate model only.
(a) yi = 3 + 1.5xi + i,where i ∼ N(0, 1),
(b) yi = 3 + 1.5xi + ixi,where i ∼ N(0, 1),
(c) yi = 3 + 1.5xi + ixi,where i ∼ Beta(0.2, 0.2)− 1/2,
(d) yi = 3 + 1.5x1i + 2x2i + i(x1i + x2i),where i ∼ N(0, 1),
where xi, x1i and x2i are i.i.d simulated from following distributions: xi ∼ N(1, 1)I(−3 ≤
xi ≤ 5), x1i ∼ N(1.5, 1)I(0 ≤ xi ≤ 3) and x2i ∼ N(1, 1)I(0 ≤ xi ≤ 2). The errors in model
(a) are normally and identically distributed, where parametric assumptions of PFI and MI are
satisfied. In each scenario, we expect both PFI and MI to produce more efficient estimates
than our proposed methods. The errors in models (b) and (c) are heterogeneously distributed
and are functions of xi. The parametric assumptions of PFI and MI in these two models fail
to be satisfied. The model (d) is served to check the performance of our proposed methods in
multivariate case. We further assume that {xi}ni=1 are fully observed while {yi}ni=1 is subjected
to missingness with missing probability p(xi). Two missing mechanisms, one logistic regression
function and one step function are included in the simulation studies to check whether our
method is robust to different missing mechanisms, which is expected in theory since we don’t






or p(x1i, x2i) =
exp(−0.5+0.8x1i+0.5x2i)
1+exp(−0.5+0.8x1i+0.5x2i) for model (d),
step: p(xi) = 0.7I(xi ≥ 0.8) + 0.2I(xi < 0.8) for models (a)-(d).
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The overall missing rates are about 20% . We are interested in estimating the following
parameters, regression coefficient β0 and β1, the marginal mean of response variable µy =
E(Y ), the marginal standard deviation of response variable σy =
√
V ar(Y ) and the correlation
between the response and covariate variables ρ = corr(X,Y ). So θ = (β0, β1, µy, σy, ρ) and the
corresponding estimating functions are defined as
g(yi, xi, β0, β1) =
 yi − β0 − β1xi
(yi − β0 − β1xi)xi
 , (2.36)
and




(xi − µx)2 − σ2x
(yi − µy)2 − σ2y
(xi − µx)(yi − µy)− ρσxσy

. (2.37)
For bivariate model, the parameters of interest are θ = (β0, β1, β2, µy, σy, ρ1, ρ2) where ρ1 =
corr(X1, Y ) and ρ2 = corr(X2, Y ). The estimating functions are equation (2.37) and
g(yi, xi, β0, β1, β2) =

yi − β0 − β1x1i − β2x2i
yix1i − β0x1i − β1x21i − β2x2ix1i
yix2i − β0x2i − β1x1ix1i − β2x22i
 . (2.38)
Note that µx and σ
2
x are the mean and variance of covariate and are treated as nuisance






























i=1(xi−µˆx)2 , βˆ0 = µˆy − βˆ1µˆx for univariate case, or
βˆ = (xTx)−1xT y x = (1, x1, x2)T and βˆ = (βˆ0, βˆ1, βˆ2)T for bivairate case.
(2.39)
For the Monte Carlo experiment of each model, 1000 replicate samples of size n = 200 are
created and the following seven estimators are calculated to compare our PQRI methods to the
parametric and non-parametric imputation methods.
36
• Full: An estimator based on the full observations. θˆ is calculated using equation (2.39).
• Resp: A naive estimator based on the respondents only. θˆ is calculated using equation
(2.39) after ignoring missing.
• PQRI-GMM: Our proposed estimator defined in (2.25), which combines parametric
quantile regression imputation and weighted GMM estimation.
• PQRI-EL: Our proposed estimator defined in (2.33), which combines parametric quantile
regression imputation and empirical likelihood estimation.
• MI: The multiple imputation estimator proposed in Rubin (1987). The R package ‘mi’
by Gelman et al. (2013) is employed to obtain J multiple imputed data sets. Estimators
in (2.39) are calculated for each imputed data set, and the MI estimators are the average
of them across multiple imputed data sets.
• PFI: The parametric fractional imputation estimator proposed in Kim (2011). Under
PFI, multiple imputed values y∗ij(j = 1, · · · , J) are generated from a proposed conditional
density f˜(y|x) and their associated fractional weights w∗ij are computed using f˜(y|x) and
the assumed conditional density f(y|x; ηˆ0), where ηˆ0 is the parameter associated with
the conditional density and is initially given. ηˆ is updated by maximizing the score
function of the density f(yi|xi; η) using the imputed values and their weights, then the
fractional weights w∗ij are re-calculated. This is done iteratively until ηˆ converges. The








• NPI-EL: The non-parametric imputation estimator proposed in Wang and Chen (2009).
In NPI-EL, multiple imputed values y∗ij(j = 1, · · · , J) are independently drawn from the
respondent group (δi = 1) with the probability of selecting ys with δs = 1
P (y∗ij = ys) =
K{(xs − xi)/h}∑n
m=1 δmK{(xm − xi)/h}
,
where K(·) is a dx-dimensional kernel function and h is a smoothing bandwidth. In
our simulations, Gaussian kernel is used and h is prescribed by the cross-validation
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method. NPI-EL estimator is obtained using the empirical likelihood method for a gen-






Estimator Full (or Resp) is included in order to help us gauge how far away our proposed
estimator is from the ideal case (or the case of simply ignoring missing). The NPI-EL estimator
is obtained from a non-parametric imputation method, while estimator the MI and PFI are
estimators obtained from parametric imputation methods in both of which yi is assumed to
satisfy Y |X = x ∼ N(βTx, σ2) for some σ > 0. Our PQRI-GMM and PQRI-EL assumes the
parametric form of quantile function but we don’t specified the error density function. We use
J = 100 in the simulation studies. Our simulation studies show similar results for the two
missing mechanisms, thus we present the results for the missing mechanism logistic.
Table 2.1-2.4 present the Monte Carlo relative biases and variances of the seven estima-
tors for four models under two missing. To enable easy comparisons between the biases of
five missing imputation methods, we plot the absolute values of the ratios of relative biases
between the MI, PFI, NPI-EL and PQRI-EL estimators to that of PQRI-GMM estimator, as
shown in Figure 2.1-2.4 where ratios bigger than 1 indicate PQRI-GMM has smaller relative
biases. According to Table 2.1-2.4, PQRI-GMM and PQRI-EL have similar performance for
all the models. The relative biases in our estimators PQRI-GMM and PQRI-EL are less than
1% in all cases. Comparing to all other estimators, the relative biases of our estimator are
much closer to those of the Full estimator in nearly all cases, which confirms its good theo-
retical properties. Compared to the Resp estimator which has selection biases due to ignoring
missing, our estimator has a much smaller bias. Resp estimates of β0, β2 and β1 are unbiased
because under missing at random, the conditional distribution of y|X = x is the same for both
the observed data and missing data, see equation(2.2). PQRI-GMM and PQRI-EL also give
relatively smaller Monte Carlo variances for µy, σy and ρ for most of the cases because of using
additional covariate information in the missing units.
Observations in Figure 2.1-2.5 can be summarized to answer the first question proposed in
introduction. The following findings are summarized to answer Question (i). The estimators of
β0, β1 and µy in MI and PFI are theoretically unbiased because MI and PFI have the correct
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mean function assumptions, thus the biases are comparable to these of our estimators for all
the models. Compared to the two parametric methods MI and PFI, our estimator has similar
relative biases when the model is correctly specified or model (a). When the model assumption
is misspecified as in models (b)-(d) do, our estimators significantly reduce biases of σˆy, ρˆ, ρˆ1 and
ρˆ2 compared to MI and PFI. The estimates of σy, ρ, ρ1 and ρ2 fall short because the error terms
are heteroscedasticity in models (b)-(d), which don’t satisfy the parametric model assumptions.
The variance estimators of MI and PFI in model (a) are similar to those of PQRI-GMM and
PQRI-EL while the variance estimators of MI and PFI are larger than those of our estimators
in most of the cases. From the simulation result, we conclude that our estimators have better
performance under incorrect model specification, and similar performance under correct model
specification, compared to MI and PFI.
Observations in Figure 2.1-2.5 can be summarized to answer Question (ii). Compared
to the non-parametric estimators NPI-EL, our estimator has considerably smaller biases and
variances. This superior performance is shown in Figure 2.1-2.5 where the curves with circle
symbols represent the relative bias ratios from NPI-EL. All of the ratios are bigger than 1,
ranging from about 1 to 100. Generally our estimators have slightly smaller variances than
NPI-EL estimator in estimating the correlation and standard deviation, and larger variances
than NPI-EL estimators in estimating regression coefficient.
The biases observed in the non-parametric method can be possibly explained by the fact
that respondents with a higher probability of being present are more likely selected for imputing
than respondents with lower probability of being present when x is non-uniformly distributed.
A made-up example is plotted in Figure 2.1 to help illustration. This example mimics model
(a) in the simulation where y has a linear relationship with x, x is a truncated normal centered
at x = 0.50, and units with higher x value have higher probabilities of being present. Suppose
we want to impute y value at x = 0.25 using hot-deck imputation and assume there is not any
observation between x ∈ (0.12, 0.38), an exaggerating situation to facilitate explanation. The
donor group consists of 10 nearest neighbors (highlighted bigger dots) that have about same
distances from x = 0.25. There are 9 respondents around x = 0.40 and only 1 respondent




ij at x = 0.25
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calculated from 10 donors are marked by the symbol ∗ in Figure 2.3. These imputed values
will pull the true conditional mean up for x < 0.5. One the other side where x > 0.5, the
true conditional mean will be pulled down according to the reason aforementioned. Thus,
the estimator of β1 will be pulled down and that of β0 will be pulled up. Besides, the p(x) is
designed to be higher with higher x, i.e. more missing in the lower x. Thus in general donors are
more likely coming from higher x, which will pull up the marginal mean overall. The estimates
of ρ and σy will be smaller because of smaller β1. Similar overestimating effect will occur if
there are observations between x ∈ (0.12, 0.38) because there are the more donors on the right
side of x = 0.25 than the left side of x = 0.25 for the same reason. This argument can also
explain biases found in NPI-EL. Under NPI-EL, the 10 highlighted dots have same chances
of being drawn as imputed value because they have same kernel distances from x = 0.25.





ij value. It is consistent with the findings in Table 2.1-2.4 that NPI-EL
overestimate β0, µy but underestimate β0, ρ and σy in all cases. Another possible reason is that
NPI-EL is kind of local methods which might occasionally suffer from unstable estimates in
regions with high missing rates. However, our estimator is based on a global quantile regression
method, and it is less sensitive to the presence of such regions relative to purely non-parametric
methods.
The following findings are summarized to answer Question (iii). Table 2.5 and 2.6 contain
the coverage probabilities of our PQRI-GMM, PQRI-EL and bootstrap method for n = 200
and n = 400. The confidence interval of PQRI-GMM estimator is based on the asymptotic
normality in Corollary 3. The confidence interval of PQRI-EL is based on the fact that the
profile empirical likelihood ratio follows a χ2 distribution, as stated in Corollary 5. In most
cases the coverage probability for n = 400 is more close to the nominal level 0.95. The coverage
probabilities based profile empirical likelihood method can improve the nominal level comparing
to the coverage probability based on normality, especially for the coverage probability of β0.
The reason, as mentioned by Owen (2001), is that the log likelihood ratio has the confidence
regions more close the natural shape and orientation of the parameters. Besides, it can reduce
the bias by avoiding variance estimation of PQRI-GMM. However, the confidence coverage
40
probability for both PQRI-EL and PQRI-GMM is still under coverage, and PQRI-EL produces
over coverage probability sometimes. Hense, the bootstrap method is conducted to calculate
the confidence intervals with its algorithm described as follows.
1. Draw a simple random sample χ∗n = {(x∗i , y∗i , δ∗i ) : i = 1, 2, · · · , n} with replacement from
the original sample χn = {(xi, yi, δi) : i = 1, 2, · · · , n};
2. For the missing units with δ∗i = 0, follow the parametric quantile regression imputa-





i = 0) for j = 1, · · · , J .
3. Estimate θˆ using our PQRI-GMM estimator, where the sample estimating function based



















4. Repeat step 1 ∼ 3 for B times, then we have θˆ1, θˆ2, · · · , θˆB.
The 2.5% and 97.5% percentiles of {θˆb}Bb=1 give the lower and upper bounds of the 95% con-
fidence interval. We use B = 250 in our simulation. In general, the Boostrap method has a
better performance over PQRI-GMM and PQRI-EL, offering satisfactory coverage probabilities
close to 0.95 even when n = 200.
In summary, the simulation studies confirm the validity of our proposed PQRI-GMM and
PQRI-EL in finite sample estimation.
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Table 2.1 The Monte Carlo relative biases and variances of the seven estimators for the model
y = 3 + 1.5x+N(0, 1) under missing logistic and step. The number of replicates in
the Monte Carlo is 1000 and the sample size is 200.




β0 β1 µy σy ρ
RBias Var RBias Var RBias Var RBias Var RBias Var
×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100
Full -0.03 1.006 0.199 0.512 -0.015 1.628 -0.102 0.858 0.024 0.049
Resp -0.027 1.736 0.234 0.766 5.724 2.09 -3.182 1.057 -1.49 0.075
PQRI-GMM -0.084 1.888 0.282 0.785 -0.027 1.975 -0.286 1.078 0.028 0.067
PQRI-EL -0.084 1.888 0.282 0.785 -0.027 1.975 -0.286 1.078 0.027 0.067
MI -0.024 1.747 0.231 0.771 -0.003 1.897 -0.027 1.053 -0.052 0.063
PFI -0.037 1.757 0.244 0.774 -0.007 1.89 -0.316 1.052 -0.23 0.062
NPI-EL 3.592 1.88 -4.49 0.814 0.837 1.891 -2.29 1.052 -2.801 0.076
(b) Missing mechanism: p(xi) = 0.7I(xi ≥ 0.8) + 0.2I(xi < 0.8)
β0 β1 µy σy ρ
RBias Var RBias Var RBias Var RBias Var RBias Var
×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100
Full -0.05 1.068 -0.107 0.512 0.051 1.529 -0.39 0.812 -0.071 0.049
Resp -0.077 1.806 -0.109 0.8 5.036 1.94 -3.86 1.154 -1.749 0.086
PQRI-GMM -0.043 1.905 -0.121 0.801 0.051 1.8 -0.674 1.045 -0.061 0.071
PQRI-EL -0.043 1.905 -0.121 0.801 0.051 1.8 -0.674 1.045 -0.061 0.071
MI -0.06 1.804 -0.135 0.801 0.036 1.713 -0.394 1.05 -0.131 0.066
PFI -0.071 1.815 -0.109 0.803 0.037 1.72 -0.691 1.052 -0.282 0.065
NPI-EL 3.693 1.821 -5.41 0.795 0.766 1.724 -2.791 1.053 -3.297 0.078
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Table 2.2 The Monte Carlo relative biases and variances of the seven estimators for the model
y = 3 + 1.5x + N(0, 1)x under missing logistic and step. The number of replicates
in the Monte Carlo is 1000 and the sample size is 200.




β0 β1 µy σy ρ
RBias Var RBias Var RBias Var RBias Var RBias Var
×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100
Full 0.058 0.902 -0.392 1.797 -0.004 1.791 -0.336 2.254 -0.237 0.196
Resp 0.135 1.886 -0.48 2.67 5.676 2.374 0.626 2.857 -5.731 0.304
PQRI-GMM 0.068 1.288 -0.401 2.084 0.010 2.034 -0.329 2.487 -0.504 0.231
PQRI-EL 0.068 1.288 -0.400 2.084 0.010 2.034 -0.329 2.487 -0.504 0.231
MI 0.152 1.905 -0.504 2.675 0.022 1.857 2.938 2.951 -3.592 0.285
PFI 0.126 1.909 -0.47 2.688 0.016 1.852 2.598 2.946 -3.681 0.282
NPI-EL 3.684 1.326 -5.118 1.921 0.834 1.948 -2.153 2.38 -3.46 0.226
(b) Missing mechanism: p(xi) = 0.7I(xi ≥ 0.8) + 0.2I(xi < 0.8)
β0 β1 µy σy ρ
RBias Var RBias Var RBias Var RBias Var RBias Var
×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100
Full 0.023 1.039 -0.091 2.061 0.037 2.191 -0.407 2.322 0.033 0.214
Resp 0.051 2.337 -0.099 3.323 5.035 3.082 -0.318 3.256 -4.998 0.367
PQRI-GMM 0.003 1.682 -0.015 2.535 0.052 2.531 -0.657 2.776 0.102 0.256
PQRI-EL 0.003 1.682 -0.015 2.535 0.052 2.531 -0.657 2.776 0.102 0.256
MI 0.07 2.337 -0.125 3.33 0.063 2.328 2.203 3.283 -2.671 0.327
PFI 0.05 2.346 -0.089 3.324 0.061 2.35 1.856 3.266 -2.737 0.323
NPI-EL 3.769 1.491 -5.341 2.491 0.78 2.407 -2.465 2.74 -3.487 0.269
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Table 2.3 The Monte Carlo relative biases and variances of the seven estimators for the model
y = 3 + 1.5x+ (Beta(0.2, 0.2)−1/2)x under different missing logistic and step. The
number of replicates in the Monte Carlo is 1000 and the sample size is 200.




β0 β1 µy σy ρ
RBias Var RBias Var RBias Var RBias Var RBias Var
×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100
Full -0.065 0.179 0.27 0.345 0.067 1.309 -0.196 0.88 0.031 0.007
Resp -0.155 0.371 0.359 0.541 5.802 1.692 -3.138 1.069 -1.679 0.014
PQRI-GMM -0.148 0.254 0.327 0.461 0.029 1.365 -0.326 0.972 -0.039 0.008
PQRI-EL -0.148 0.254 0.327 0.461 0.029 1.365 -0.326 0.972 -0.039 0.008
MI -0.146 0.375 0.346 0.543 0.037 1.343 0.837 1.044 -0.936 0.011
PFI -0.157 0.373 0.366 0.541 0.036 1.343 0.58 1.039 -1.15 0.011
NPI-EL 3.568 0.351 -4.505 0.433 0.793 1.405 -2.577 0.968 -2.076 0.015
(b) Missing mechanism: p(xi) = 0.7I(xi ≥ 0.8) + 0.2I(xi < 0.8)
β0 β1 µy σy ρ
RBias Var RBias Var RBias Var RBias Var RBias Var
×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100 ×100
Full -0.011 0.188 0.121 0.357 0.152 1.335 -0.052 0.87 -0.007 0.007
Resp -0.059 0.399 0.129 0.565 5.098 1.788 -3.541 1.192 -1.575 0.016
PQRI-GMM -0.048 0.301 0.103 0.504 0.122 1.367 -0.249 0.99 -0.086 0.008
PQRI-EL -0.048 0.301 0.103 0.504 0.122 1.367 -0.249 0.99 -0.087 0.008
MI -0.054 0.402 0.114 0.565 0.122 1.362 0.702 1.048 -0.781 0.011
PFI -0.06 0.401 0.136 0.564 0.125 1.362 0.442 1.042 -0.99 0.01





































































































































































































































































































































































































































































































































































































































Figure 2.1 The comparisons of relative biases for model (a) y = 3 + 1.5x + N(0, 1) under
two different missing mechanisms. The y-axis is for absolute values of the ratios
of relative biases of various estimators to the relative biases of our PQRI-GMM
estimator, and the x-axis is for different parameters. Ratios with values greater























































Model: y = 3 + 1.5x + N(0, 1);  Missing: p(x) = 0.7Ix≥0.8 + 0.2Ix<0.8
Figure 2.2 The comparisons of relative biases for model (b) y = 3 + 1.5x + N(0, 1)x under
two different missing mechanisms. The y-axis is for absolute values of the ratios
of relative biases of various estimators to the relative biases of our PQRI-GMM
estimator, and the x-axis is for different parameters. Ratios with values greater





















































Model: y = 3 + 1.5x + N(0, 1)x;  Missing: p(x) = 0.7Ix≥0.8 + 0.2Ix<0.8
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Table 2.5 The coverage probabilities of the 95% C.I. of our PQRI-GMM and PQRI-EL esti-
mators for the models (a)-(c).
(a) Model y = 3 + 1.5x+N(0, 1)
n=200 n=400
Method β0 β1 µ σy ρ β0 β1 µ σy ρ
under missing mechanism logistic
Bootstrap 0.939 0.932 0.933 0.931 0.946 0.962 0.947 0.946 0.941 0.944
EL 0.808 0.862 0.941 0.921 0.846 0.79 0.865 0.935 0.92 0.849
GMM 0.724 0.853 0.924 0.925 0.846 0.705 0.86 0.917 0.922 0.849
under missing mechanism step
Bootstrap 0.943 0.939 0.95 0.928 0.949 0.959 0.936 0.957 0.943 0.952
EL 0.793 0.847 0.95 0.911 0.858 0.755 0.829 0.951 0.913 0.855
GMM 0.71 0.865 0.93 0.938 0.858 0.675 0.848 0.939 0.943 0.855
(b) Model y = 3 + 1.5x+N(0, 1)x.
n=200 n=400
Method β0 β1 µ σy ρ β0 β1 µ σy ρ
under missing mechanism logistic
Bootstrap 0.935 0.952 0.95 0.919 0.932 0.957 0.934 0.943 0.922 0.947
EL 0.875 0.937 0.963 0.914 0.882 0.871 0.925 0.957 0.908 0.89
GMM 0.831 0.933 0.946 0.929 0.881 0.823 0.916 0.932 0.929 0.89
under missing mechanism step
Bootstrap 0.941 0.939 0.954 0.913 0.905 0.95 0.937 0.951 0.937 0.944
EL 0.817 0.899 0.952 0.889 0.822 0.833 0.917 0.941 0.878 0.867
GMM 0.759 0.904 0.939 0.928 0.822 0.783 0.917 0.93 0.938 0.867
(c)Model y = 3 + 1.5x+ (Beta(0.2, 0.2)− 1/2)x.
n=200 n=400
Method β0 β1 µ σy ρ β0 β1 µ σy ρ
under missing mechanism logistic
Bootstrap 0.944 0.951 0.942 0.932 0.946 0.952 0.955 0.947 0.937 0.951
EL 0.867 0.925 0.95 0.904 0.985 0.892 0.939 0.947 0.9 0.987
GMM 0.81 0.933 0.941 0.961 0.985 0.835 0.939 0.942 0.961 0.987
under missing mechanism step
Bootstrap 0.941 0.947 0.952 0.933 0.948 0.953 0.952 0.952 0.935 0.953
EL 0.844 0.897 0.957 0.898 0.998 0.823 0.901 0.952 0.862 0.998
GMM 0.8 0.925 0.957 0.974 0.998 0.773 0.94 0.956 0.977 0.998
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Table 2.6 The coverage probabilities of the 95% C.I. of our PQRI-GMM and PQRI-EL esti-
mators for the model (d)
Method µy σy ρ1 ρ2 β0 β1 β2
n=200 Bootstrap 0.952 0.92 0.953 0.921 0.939 0.936 0.928
EL 0.943 0.922 0.914 0.869 0.903 0.929 0.907
GMM 0.961 0.894 0.914 0.869 0.858 0.882 0.852
n=400 Bootstrap 0.959 0.936 0.932 0.946 0.942 0.923 0.945
EL 0.927 0.929 0.897 0.89 0.919 0.916 0.933
GMM 0.945 0.895 0.897 0.89 0.86 0.868 0.88
Figure 2.3 The comparisons of relative biases for model (c)
y = 3 + 1.5x + (Beta(0.2, 0.2) − 1/2)x under two different missing mecha-
nisms. The y-axis is for absolute values of the ratios of relative biases of various
estimators to the relative biases of our PQRI-GMM estimator, and the x-axis is
for different parameters. Ratios with values greater than 1 indicate our estimator




















































Model: y = 3 + 1.5x+(Beta(0.2,0.2)−1/2)x;  Missing: p(x) = 0.7Ix≥0.8 + 0.2Ix<0.8
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Figure 2.4 The comparisons of relative biases for model (d)
y = 3 + 1.5x1 + 2x2 + (x1 + x2)N(0, 1), under missing mechanism
p(xi) =
exp(−0.5+0.8x1i+0.5x2i)
1+exp(−0.5+0.8x1i+0.5x2i) . The y-axis is for absolute values of the
ratios of relative biases of various estimators to the relative biases of our
PQRI-GMM estimator, and the x-axis is for different parameters. Ratios with
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CHAPTER 3. Semiparametric Quantile Regression Imputation Methods
In this chapter, we consider an imputation method to handle missing response values based
on semiparametric quantile regression estimation. In the proposed method, the missing re-
sponse values are generated using the estimated conditional quantile regression function at
given values of covariates. We adopt the generalized method of moments and empirical likeli-
hood method for estimation of parameters defined through a general estimation equation. We
demonstrate that the proposed estimator, combining both semiparametric quantile regression
imputation and general estimating equation, is an effective alternative to parameter estimation
when missing data is present. The consistency and the asymptotic normality of our estimators
are established. Variance estimation of GMM estimator is proposed for hypothesis testing and
confidence interval of the parameters. The empirical likelihood ratio based inference is also
provided. Results from limited simulation studies are presented to show the adequacy of the
proposed method.
3.1 Introduction
Many different imputation approaches have been developed in the literature and some
prominent examples are included in Chapter 2, which are multiple imputation (MI) by Ru-
bin (1987), parametric fractional imputation (PFI) by Kim (2011), nonparametric imputation
(NPI) by Wang and Chen (2009) and hot-deck imputation (HDI) in Andridge and Little (2010).
Both MI and PFI assume a parametric model therefore suffer from model misspecification,
which has been seen in Chapter 2. Both HDI and NPI are purely nonparametric, so the sta-
bility and accuracy of their estimators depend on the dimensionality and the sample size of a
problem. We have observed some finite biases in the simulation studies of Chapter 2.
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To leverage the advantages of both parametric and non-parametric methods and avoid the
limitation of a pure or exclusive approach, we propose an imputation method based on semi-
parametric quantile regression. Define f(y|x) as the conditional density where y is the response
subject to missing and x is the covariate, and q(τ |x) as the τ -th conditional quantile function,
which is the inverse conditional distribution function F−1(τ |x). Instead of estimating f(y|x)
parametrically or non-parametrically, we estimate q(τ |x) semiparametrically using observed
data under the missing at random (MAR) assumption, a term coined by Rubin (1976). Then
multiple imputed values y∗ are obtained by y∗ = qˆ(τ |x) where τ is independently drawn from
Uniform[0, 1]. The imputation by semiparametric quantile regression (hereafter called SQRI)
is expected to possess some attractive features. Firstly, the entire conditional distribution func-
tion is used to draw imputed values, hence preserving the conditional density of the filled-in
response values. Secondly, since different quantiles instead of actual observed respondent or
mean are used in imputation, the method is less sensitive to outliers because quantiles are
known to be less affected by extremes. Thirdly, it does not require strong model assumptions
as in a fully parametric solution, thus is robust against model violation. Lastly, the creation of
imputed values can be simply done through random number generation of uniform distribution.
In this chapter, we are interested in parameter estimation in a general framework, i.e. pa-
rameters of interest are defined through a general estimation equation. Once the data set is
filled in, the data set is regarded as complete and then the generalized method of moments
(GMM) and empirical likelihood (EL) method are used for parameter estimation. However,
combining GMM and EL estimation with SQRI (hereafter called SQRI-GMM and SQRI-EL)
has not been studied, to our best knowledge. So it is not clear, despite its aforementioned
theoretical appeals, whether the proposed method can be advocated as an effective alternative
in imputation literature. There are two main goals in this article; the first goal is to establish
rigorously large sample theories of SQRI-GMM and SQRI-EL, and the second goals is to eval-
uate their finite sample performance through numerical simulation. We study our first goal
carefully in Section 2 and investigate our second goal through addressing the following three
questions: (1) Can our SQRI-GMM and SQRI-EL methods really reduce biases significantly
caused by model misspecification, compared to MI and PFI? Our examples in simulation are
52
designed to have different kind of misspecification, for example we use mean structures of vari-
ous shapes or heteroscedasticity errors, and performances of estimators are compared; (2) Can
our SQRI-GMM and SQRI-EL methods have better (or just comparable) finite sample per-
formance over HDI and other non-parametric imputation? This question is interesting since
both HDI and Wang and Chen (2009) are also robust against model misspecification. (3) Can
our SQRI-GMM and SQRI-EL methods provide a credible inference? We study the coverage
probability of the confidence interval for our SQRI-GMM and SQRI-EL estimators in the sim-
ulation. Through our analyses of these three important questions, our article demonstrates the
numerical advantages of our GMM and EL estimators through SQRI and confirms its adequacy
of being an attractive alternative for imputing.
We are not the first ones who use quantile regression for imputation. There are a few
papers pertaining to quantile regression imputation in the literature, see e.g. Munoz and
Rueda (2009), Wei et al (2012) and Yoon (2013). Our article is distinctive from these papers
in terms of objective, type of imputation and theory. (i) For objective, Wei et al (2012) and
Yoon (2013) were only interested in estimating quantile regression coefficients. However our
method is designed for a general framework and can be used for estimating parameters defined
through any general estimation equation. The article by Munoz and Rueda (2009) ends with
imputation, and parameter estimation is not the goal of the paper. It is worth noting that the
setting in Wei et al (2012) is also different since they dealt with missing covariate, not missing
response. (ii) For type, Wei et al (2012) imputed multiple data sets, i.e. multiple imputation
type, while Munoz and Rueda (2009) proposed a single and deterministic imputation. However
fractional imputation is utilized in our method. (iii) For theory, both Wei et al (2012) and
Yoon (2013) showed the asymptotic theories for their quantile regression coefficient estimators
in the situation where a linear quantile regression is assumed. However, our method is fully
semiparametric and permits a penalty to penalize the model complexity. In the proof, we use
a key idea which is substantially different from Wei et al (2012) and Yoon (2013) to arrive
at the consistency and normality of our SQRI-GMM and SQRI-EL estimators. Moreover, a
semiparametric approach generally gets more involved in asymptotic theories than a linear
parametric approach. The primary interest of Munoz and Rueda (2009) was computation
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strategy used for imputation, thus no theory was offered in their article.
The rest of chapter is organized as follows. In Section 3.2, we introduce our imputation
method through semiparametric quantile regression with penalty. Section 3.3 proposes SQRI-
GMM and SQRI-EL estimators and present the large sample theories. Section 3.4 compares
our method with other competing methods through simulation studies and report the statistical
inference results of our estimators. Appendix B.1 collects the assumptions and Appendix B.2-
B.12 exhibit the detailed proofs of the theories in this chapter.
3.2 Semiparametric Quantile Regression Imputation through Penalized
B-splines
In this chapter, we consider (xi, yi)
T , i = 1, · · · , n to be a set of independent and identi-
cally distributed realizations from variable (X, Y ), where X is a dx-dimension variable always
observed and Y is the response variable subject to missing. Let δi = 1 if yi is observed and
δi = 0 if yi is missing. Like many other articles, we assume that δ and Y are conditionally
independent given X,
P (δ = 1|Y = y,X = x) = P (δ|X = x) := p(x),
a condition termed as missing at random in Rubin (1976). The primary interest of this article is
to estimate a dθ-dimensional parameter θ0 which is the unique solution to E{g(Y,X;θ)} = 0,
and make inference on θ0. Here g(Y,X;θ) = (g1(Y,X;θ), · · · , gr(Y,X;θ))T is a vector of r
estimating functions for r ≥ dθ. Let qτ (x) be the unknown conditional 100τ% quantile of
response Y given X = x and be defined as
P (Y < qτ (x)|X = x) = τ,
for a given τ ∈ (0, 1). When τ = 0.5, qτ (x) is the conditional median of Y . It is easy to show
that qτ (x) satisfies
qτ (x) = arg min
h(x)
E{ρτ (Y − h(x)|X = x},
where ρτ (u) = u(τ − I(u < 0)), the check function proposed in Koenker and Bassett (1978).
Many papers have studied the estimation of qτ (x) based on parametric methods, and a summary
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of those work can be found in Koenker (2005). Nevertheless, it is inevitable that parametric
model assumptions fail in some scenarios. Nonparametric quantile regression has also been
intensively studied, including the kernel quantile regression in Yu and Jones (1994) and the
smoothing spline method in Koenker et al (1994). However, the smoothing spline method,
although producing a smoothed curve, demands lots of computing time. On the other hand,
the unpenalized splines, despite of its cheap computing cost, tends to give a wiggle curve. So
in this article, we employ a semiparametric quantile regression method based on penalized
B-splines, as suggested in Yoshida (2013). This penalized spline method not only provides a
relatively smoothed quantile function but also reduces computation burden.
To reduce mathematical notations, we assume from now on X is an univariate variable with
a distribution function Fx(x) on [0, 1]. Section 3.3 discusses how to extend to the situation where
X is multivariate and can take values on any compact set. Let Kn − 1 be the number of knots
within the range (0, 1), and p be the degree of B-splines. In order to construct the p-th degree
B-spline basis, we define equidistantly located knots as κk = K
−1
n k, (k = −p+ 1, · · · ,Kn + p).





−p(x), · · · , B[p]Kn(x))T ,
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k+1 (x), for k = −s+1, ...,Kn, and s = 1, ..., p.
Readers can refer to de Boor (2001) for more details and properties of the B-spline functions.
Denote the vector of coefficients corresponding to the B-spline basis B(x) as b(τ). The es-
timated conditional quantile regression function is qˆτ (x) = B
T (x)bˆ(τ), where bˆ(τ) can be
obtained by








Here λτ (> 0) is the smoothing parameter, and Dm is the m-th difference matrix and is (Kn +






 0 ≤ j − i ≤ m
0 o.w.
.
As discussed in Yoshida (2013), the difference penalty b(τ)TDTmDmb(τ) is used to remove
computational difficulty if the penalty term is defined through an integral, and it controls the
smoothness of the estimated quantile regression function. Section 3 discusses how we choose
the numbers (λτ ,m,Kn, p) in practice.
To control the variability of the estimating functions with imputed values, we generate J
independent imputed values {y∗ij}Jj=1 when yi is missing as follows.
1. Simulate τj ∼ Uniform(0,1) independently for j = 1, 2, · · · , J ;
2. For each j = 1, 2, ..., J , bˆ(τj) is calculated as








3. For the missing unit i, J independent values are generated as
y∗ij |xi = qˆτj (xi) = BT (xi)bˆ(τj), j = 1, 2, · · · , J.
Repeat step 3 for every missing unit in the data set. Then we use





as the estimating function for the i-th observation.
Some imputation methods in literature used the conditional mean of Y given X = x for
imputing, such as in Cheng (1994) and Wang and Rao (2002), but they do not work for a
general parameter estimation. In some other imputation methods based on parametric models,
imputation and estimation steps are integrally correlated, meaning that updating parameters
and re-imputing based on most updated parameters are iteratively done. Thus the computation
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burden in those methods might be very heavy. In the SQRI described above, imputation and
estimation steps are totally separate, therefore can handle any general parameter estimation.
Also in SQRI, once a set of imputed values are generated, a standard analysis tool applied
for data with no missing can be used without re-imputation. The PFI in Kim (2011) avoids
re-imputation by adjusting weights of imputed values based on iteratively updated parameters.
However, any parametric imputation method, including PFI and MI, might suffer from model
misspecification. Non-parametric imputation, such as HDI or the work proposed in Wang and
Chen (2009) using kernel distance, assumes no parametric model. But the stability and accu-
racy of non-parametric estimators depend on sample size and dimensionality of the problem.
In fact, finite sample biases are observed in some of our simulation studies when applying the
HDI or the method in Wang and Chen (2009) to missing data with non-uniformly distributed
covariate, as discussed in Section 2.5. The SQRI provides a useful compromise between a
fully parametric approach and a purely non-parametric approach: it does not require strong
parametric assumptions; it uses conditional quantiles as imputed values, thus less sensitive to
extreme values comparing to non-parametric methods that use actual respondents; imputed
values are drawn from entire conditional density through the estimated conditional quantile re-
gression function, therefore preserving the conditional density of imputed values; and creation
of imputed values is easy as it only requires generation of a uniform random variable.
Assuming the number of knots Kn − 1 and the smoothing parameter λτ depend on n, by
Barrow and Smith (1978), there exists b∗(τ) that satisfies
sup
x∈(0,1)
|qτ (x) + baτ (x)−BT (x)b∗(τ)| = o(K−(p+1)n ), (3.2)










) if κk−1 ≤ x < κk. Here Brp(·) is the p-the Bernoulli
polynomial inductively defined as








0 Brp−1(z)dzdx is the p-th Bernoulli number (Barrow and Smith (1978) and
Yoshida(2013)). The following Lemma gives the asymptotic property of qˆτ (x) = B
T (x)bˆ(τ)
where bˆ(τ) defined in (3.1).
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Lemma 1: Under the condition 1 and 2 of Appendix B.1, and assuming qτ (x) ∈ Cp+1,
Kn = O(n
1
2p+3 ), and λτ = O(n








[qˆτ (x)− qτ (x) + baτ (x) + bλτ (x)]→d N(0, Vτ ), (3.4)





































Here fy|x(·) is the conditional density of Y given X = x. We can see that there are two
sources of asymptotic biases in qˆτ (x). One is b
a
τ (x) which is the model bias between the true
function qτ (x) and the spline model used, see equation (3.2). Another source of bias b
λ
τ (x) is
introduced by adding penalty term into the quantile regression. When there is no penalty term,
i.e. λn = 0, this bias vanishes. Both of these two bias terms have an order O(n
− p+1
2p+3 ). The
detailed proof of this order and Lemma 1 can be found in the supplemental file. The nature of
the proof corresponds to Theorem 1 of Yoshida (2013) except that we are dealing with missing
data while there is no missingness in Yoshida (2013). The proof can be found in Appendix B.2.
3.3 General Estimating Equation










g(y∗ij , xi;θ)}. (3.6)
In this chapter, we consider the generalized method of moments (GMM), a usual estimation
equation approach, to make inference on θ. Our proposal of combining SQRI with GMM is
attractive, since it works for a general parameter estimation, and has aforementioned appeals
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of SQRI. However, theoretical asymptotic properties and finite sample performances of this
combined estimator have not yet been studied in literature, to our best knowledge. In this
section, we introduce our GMM and EL estimators based on SQRI (hereafter PQRI-GMM and
PQRI-EL). Section 3.2.1 demonstrates the asymptotic consistency and normality properties of
the unweighted SQRI-GMM estimator, and Section 3.2.2 extends the large sample theories for
the weighted SQRI-GMM estimator. Section 3.2.3 establishes the asymptotic consistency, nor-
mality of SQRI-EL estimator, as well as the empirical likelihood ratio following asymptotically
χ2 distributed.
3.3.1 Unweighted GMM estimator based on SQRI
The unweighted SQRI-GMM is obtained as




We first present Lemma 2, regarding the asymptotic normality of Gn(θ0) where θ0 is the true
parameter.
Lemma 2: Under the conditions 1, 2 and 3(a)∼ 3(d) in the Appendix B.1, and assuming
qτ (x) ∈ Cp+1, Kn = O(n
1
2p+3 ), and λτ = O(n
v) for v ≤ p+m+12p+3 , as n→∞ and J →∞ we have
√
nGn(θ0)→d N(0, VG(θ0)), (3.8)
where
VG(θ) = V ar(ξi(θ)), (3.9)











T (x)H−1n (τ)ψτ (ei(τ))dτdFX(x), (3.11)







, ψτ (u) = τ − 1u<0,
ei(τ) = yi −BT (xi)b∗(τ), and Cp = E{1− p(x)}.
59
Justification of Lemma 2 is crucial to show consistency and asymptotic normality of our SQRI-
GMM estimator (Pakes and Pollard 1989). We decompose
√

























where y∗ij = B(xi)
T bˆ(τ). Terms B1 and B2 are easy since they are sums of i.i.d. random vari-
ables. However term B3 is much more complicated because it involves additional randomness
from uniformly distributed random variable τ , and it also depends on the estimated coefficients
bˆ(τ) calculated using all respondents. Therefore the summands in B3 are not independent.
The key idea in our proof (detailed in the appendix) is to replace B3 by B˜3 = E(B3|AR)
where AR = {δi, (yi, xi)|δi = 1, i = 1, · · · , n}, and to show the following two results: (1)
B˜3−B3 = op(1) and (2) B˜3 = 1√n
∑n
i=1 δihn(yi, xi;θ0)B(xi)+op(1). Combing these two results
together with equation (3.12) gives the asymptotic normality in Lemma 2. The proof can be
found in Appendix B.3.
Remark 1: When there is no missing, ξ(θ0) which can be rewritten as g(yi, xi;θ0) + (1 −
δi)(µg|x(xi;θ)− g(yi, xi;θ0)) + δihn(yi, xi;θ0)B(xi) coincides with g(yi, xi;θ0).
The following theorem shows that θ̂n is consistent and asymptotic normal for the true
parameter θ0.
Theorem 1: Under the conditions 1∼ 3 given in the Appendix B.1, and assuming qτ (x) ∈
Cp+1, Kn = O(n
1
2p+3 ), and λτ = O(n





nΣ−1/2(θ0)(θ̂n − θ0)→d N(0, Idθ×dθ),
where
Σ(θ) = {Γ(θ)TΓ(θ)}−1Γ(θ)TVG(θ)Γ(θ){Γ(θ)TΓ(θ)}−1), (3.13)
60
and Γ(θ) = E{∂g(Y,X;θ)
∂θ
}. (3.14)
With Lemma 2 and justifications of the following 2 conditions: (1) supθ(1+|G(θ)|+|Gn(θ)|)−1
|Gn(θ) − G(θ)| = op(1) and (2) sup|θ−θ0|<ζn(n−1/2 + |G(θ)| + |Gn(θ)|)−1|Gn(θ) − G(θ) −
Gn(θ0)| = op(1) for every positive sequence ζn converging to zero, Theorem 1 can be proved
following Corollary 3.2 and Theorem 3.3 of Pakes and Pollard (1989). The details of the proof
of Theorem 1 can be found in Appendix B.4.
To consider variance estimation for θ̂n, let an estimator of ξ(θ) be



























δifˆY |X(xi, qˆτj (xi))B(xi)B
T (xi) with qˆτj (xi) = B
T (xi)bˆ(τj),




















Here the estimation of fˆY |X(x, y) uses a Normal kernel K(·) and bandwidth a or b for x (or y).






δi∂g(yi, xi; θˆn)∂θ + (1− δi) 1J
J∑
j=1
∂g(y∗ij , xi; θˆn)
∂θ
 .
Then, the variance estimator of θ̂n is Vˆ (θ̂n) = n





























Corollary 1: Under the conditions 1 ∼ 4 given in the Appendix B.1, and assuming qτ (x) ∈
Cp+1, Kn = O(n
1
2p+3 ), and λτ = O(n
v) for v ≤ p+m+12p+3 , as n→∞ and J →∞ we have
√
nΣ̂−1/2(θ̂n)(θ̂n − θ0)→d N(0, Idθ×dθ).
The proof can be found in Appendix B.5. Corollary 1 allows us to construct confidence bands
for θ based on asymptotic normality using the estimated variance estimator VˆG(θ̂n).
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3.3.2 Weighted GMM estimator based on SQRI
In this subsection, a weighted GMM estimator is proposed and the large sample theories of
the weighted estimator are provided. A weighted GMM estimator is calculated by minimizing
Gn(θ)
TWGn(θ) for a positive definite weight matrix W. It can be shown that taking W ∝
V −1G (θ0) will result in the most efficient estimator among all asymptotic normal estimators
using arbitrary weight matrices. In practice, we use the random weight matrix VˆG(θ̂n) defined
in (3.17) and obtain weighted GMM estimator as
θ̂
w
n = arg min
θ∈Θ
Gn(θ)
T Vˆ −1G (θ)Gn(θ). (3.18)
The following Lemma proves that Vˆ −1G (θ) is close to the fixed non-singular matrix V
−1
G (θ0)
uniformly over a sequence of shrinking neighborhoods, an important condition for θ̂
w
n to be
consistent and asymptotic normal.
Lemma 3: Under the conditions given 1∼ 4 in the Appendix B.1, and assuming qτ (x) ∈ Cp+1,
Kn = O(n
1
2p+3 ), and λτ = O(n
v) for v ≤ p+m+12p+3 , as n→∞ and J →∞ we have
sup
|θ−θ0|<ζn
|Vˆ −1G (θ)− V −1G (θ0)| = op(1),
for a sequence of positive numbers ζn that converges to zero. The proof of Lemma 3 can be
found in Appendix B.6.




Theorem 2: Under the conditions 1 ∼ 4 given in the Appendix B.1, and assuming qτ (x) ∈
Cp+1, Kn = O(n
1
2p+3 ), and λτ = O(n

















When Lemma 3 holds, Theorem 2 follows immediately from Lemma 3.4 and Lemma 3.5 of
Pakes and Pollard (1989), whose proof can be found in Appendix B.7.
Remark 2: The asymptotic variance of the most efficient GMM estimator based on the complete
data is n−1[ΓT (θ0)V ar−1{g(yi, xi;θ0)}Γ(θ0)]−1. It can be shown that VG(θ0) in equation (3.9)
can also be expressed as















where σ2g|x(x;θ0) = V ar{g(y, x;θ0)|X = x}. So when missing is low, i.e. p(x) is large and
Cp is close to zero, the efficiency of θ̂
w
n is close to the asymptotic efficiency of the best GMM
estimator under no missing.






VG(θ0) = E{p(x)σ2g|x(x;θ0)}+ V {µg|x(x,θ0)}
+C2pE{δihn(yi, xi;θ0)B(xi)BT (xi)hTn (yi, xi;θ0)}
+2CpE{δihn(yi, xi;θ0)B(xi)gT (yi, xi;θ0)}.
Our estimator will achieve the semiparametric efficiency bound if VG(θ0) ≤ E{σ2g|x(x;θ0)/p(x)+
µg|x(x;θ0)µTg|x(x;θ0)}, i.e.
E{( 1p(x) − p(x))σ2g|x(x;θ0)} ≥ C2pE{δihn(yi, xi;θ0)B(xi)BT (xi)hTn (yi, xi;θ0)}
+2CpE{δihn(yi, xi;θ0)B(xi)gT (yi, xi;θ0)}.
(3.21)
It can be shown that under the conditions Kn = O(n
1
2p+3 ) and λτ = O(n
v) for v ≤ (2p +
3)−1(p + m + 1), the right hand side of equation (3.21) has order O(K−1n ) (see derivation in
the supplemental file). However, the left side is O(1). So when Kn → ∞, inequality (3.21)
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will likely happen. This might explain why in our simulation studies our estimator has slightly
smaller Monte Carlo variances than the non-parametric imputation estimator of Wang and
Chen (2009), which is claimed to have the semiparametric efficiency bound when r = dθ.
The variance estimator for θ̂
w
n can be simply computed as Vˆ (θ̂
w

















. The following Corollary shows that the central limit
theory still holds after replacing Σw(θ) by its estimator, thus inference can be legitimately
made based on the weighted SQRI-GMM estimator and its variance estimator.
Corollary 2: Under the conditions 1 ∼ 4 given in the Appendix B.1, and assuming qτ (x) ∈
Cp+1, Kn = O(n
1
2p+3 ), and λτ = O(n






n − θ0)→d N(0, Idθ×dθ).
The proof can be found in Appendix B.8.
3.3.3 Empirical likelihood estimator based on SQRI
It is well known that the GMM tends to underestimates the variance of interest. As a result,
the coverage probability of confidence interval produced by GMM is likely to be lower than
the true level. Empirical likelihood, proposed by Owen (1988) is more attractive than GMM
since it has no predetermined shape of confidence region as well as avoiding the bias introduced
by variance estimation. In this subsection, we propose to combine SQRI and El estimation
method (SQRI-EL) To our best knowledge, the combined method has not been studied in the
literature. We also establish some rigorous asymptotic properties of our SQRI-EL estimator in
this subsection.











pig˜(xi, yi,θ) = 0
}
, (3.22)





By introducing Lagrange multiplier, it can be shown that the optimal pi is
pi =
1
n[1 + tT (θ)g˜(xi, yi,θ)]
, (3.23)
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n[1 + tT (θ)g˜(yi, xi,θ)]
g˜(yi, xi,θ) = 0.






1 + tT (θ)g˜(yi, xi,θ)
]
, (3.24)
and the empirical likelihood estimates θˆ
E
n is defined as
θˆ
E







1 + tT (θ)g˜(yi, xi,θ)
]
(3.25)
Qin & Lawless (1994) have shown that under mild condition and no missingness, the empirical
log-likelihood attained its maximum value with estimates θˆ
E
n = arg max lE(θ) satisfies the
asymptotic consistency and normality. Furthermore, the log empirical likelihood ratio and
profile log empirical likelihood ratio followed χ2 distribution, which can be used to obtain
confidence regions for whole or subsets of the parameters. In the supplemental file, similarly to
Newey et al (2004), we show θˆ
E
n is asymptotic consistent and normal after replacing the i.i.d
g(y, x;θ) with g˜(y, x;θ). The results are stated in Lemma 4 and Theorem 3.





n → θ0, where θˆ
E
n and tˆ satisfy Q1n(θˆ
E
n , tˆ) = 0 and Q2n(θˆ
E





















The detailed proof can be found in Appendix B.9. Theorem 3: Under assumptions (1) and
(4) in Appendix B.1, we have θˆ
E




n − θ0) ∼ N (0, Idθ×dθ) ,
















, and S21 = Γ
T (θ0). We show the detailed proof in Appendix
B.10. Theorem 3, which is quite similar to Theorem 2, can be used to obtain a confidence
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region for θ0 where a consistent variance estimator is Σ̂w(θ̂
E
n )/n. To avoid estimating the
variance, likelihood ratio statistics is used to provide a confidence region for θ0. As it is stated
in Owen(2001), the empirical log-likelihood ratio can produces a confidence region of its natural
shape and orientation. It also provides an efficient estimator in semiparameteric models when
r > p. Similarly to likelihood in full parametric model, where the log-likelihood ratio follows χ2
distribution, we show the empirical likelihood ratio satisfies properties as following corollaries.
The empirical likelihood ratio test for testing H0 : θ = θ0 is RE(θ0) = lE(θˆ
E
n )− lE(θ0).




for θ ∈ Θ, where θ is p dimensional vector and θˆEn is defined in equation (3.25).
Let θT = (θ1,θ2)
T , where θ1 and θ2 are q × 1 and (p − q) × 1 vectors, respectively. For
the hypothesis testing H0 : θ1 = θ1,0, the profile likelihood ratio statistics is RE(θ1,0) =
lE(θˆ
E




2,n = arg maxθ∈Θ,θ1=θ1,0 lE(θ1,θ2).




as n→∞. The proofs ob Corollary 3 and 4 can be found in Appendix B.11 and B.12.
Both Corollary 3 and 4 allow us to use empirical likelihood ratio statistics for testing or
obtaining confidence limits for whole parameters or subset of the parameters in a analogous
way to that for parametric likelihoods. The confidence region of θˆ can be defined as{
θ : lE(θˆ
E






The confidence region for θ1 can be obtained by{
θ1 : lE(θˆ
E





χ2q , where θˆ
E





Qin and Lawless (1994) pointed out the empirical likelihoods also appear to be Bartlett or
signed square root correctable. Furthermore, the empirical likelihood may be generalized to
deal with independent but not identically distributed data.
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3.4 Simulation Studies
The second goal of our article is to evaluate the finite sample performances of our proposed
estimator through simulation studies. For this purpose, we investigate the following 3 questions:
(i) Can our proposed method reduce significantly biases caused by model misspecification,
compared to parametric methods for which we consider MI and PFI? (ii) Is our proposed
method better or competitive, compared to non-parametric estimators for which we consider
HDFI and the method proposed in Wang and Chen (2009)? (iii) Can a credible inference be
made based on our proposed method?
We specify the simulation set-up as follows. The response yi is generated from a model
yi = m(xi) + i, where i are iid N(0, 0.1
2), and we consider four mean functions m(xi) listed
below following the design of simulation studies in Breidt et al (2005) to cover a range of correct
and incorrect model specification.
linear : m(x) = 1 + 2(x− 0.5),
bump: m(x) = 1 + 2(x− 0.5) + exp{−30(x− 0.5)2},
cycle: m(x) = 0.5 + 2x+ sin(3pix),
bivariate: m(x) = 1 + 2(x1 − 0.5) + 2 exp{−10(x2 − 0.4)2}.
The covariate xi for the first three univariate models (or x1i and x2i for the last bivariate
model) are all independently and identically simulated from a truncated normal distribution
N(0.5, 0.32) on interval [0, 1]. The missing mechanism we consider is based on a logistic regres-









step: p(xi) = (0.1− 0.5|xi − 0.55|)I|xi−0.55|>0.2 + 0.75 for models linear, bump, cycle,
p(x1i, x2i) = (0.65 + 0.5|x1i − 0.6|)I|x1i−0.6|<0.2
+ exp(0.5+0.5x2i)1+exp(0.5+0.5x2i)I|x1i−0.6|≥0.2 for model bivariate.
The missing rate in all situations is about 20% . We are interested in estimating three param-
eters, the marginal mean of response variable µy = E(Y ), the marginal standard deviation of
response variable σy =
√
V ar(Y ) and the correlation between the response and covariate vari-
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ables ρ = corr(X,Y ). So θ = (µy, σy, ρ) and the corresponding estimating function is defined
as




(xi − µx)2 − σ2x
(yi − µy)2 − σ2y
(xi − µx)(yi − µy)− ρσxσy

. (3.28)
For model bivariate, θ = (µy, σy, ρ1, ρ2) where ρ1 = corr(X1, Y ) and ρ2 = corr(X2, Y ) and the
estimating function is defined in the similar way in (3.28) with each of the first, third and fifth
equations replaced by its two analogous equations for x1i and x2i respectively. Note that µx
and σ2x are the mean and variance of covariate and are treated as nuisance parameters. If there






























For each model, 1000 replicate samples of size n = 200 are created and the following eight esti-
mators are calculated to compare our semiparametric imputation method to several parametric
and non-parametric imputation methods.
• Full: An estimator based on the full observations. θˆ is calculated using equation (3.29)
after assuming no missing.
• Resp: A naive estimator based on the respondents only. θˆ is calculated using equation
(3.29) after ignoring missing.
• SQRI-GMM: Our proposed estimator defined in (3.18), which combines the semipara-
metric quantile regression imputation and weighted GMM estimation.
• SQRI-EL: Our proposed estimator defined in (3.25), which combines the semiparametric
quantile regression imputation and empirical likelihood estimation.
• MI: The multiple imputation estimator proposed in Rubin (1987). The R package ‘mi’
by Gelman et al (2013) is employed to obtain J multiple imputed data sets. Estimators
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in (3.29) are calculated for each imputed data set, and the MI estimators are the average
of them across multiple imputed data sets.
• PFI: The parametric fractional imputation estimator proposed in Kim (2011). Under
PFI, multiple imputed values y∗ij(j = 1, · · · , J) are generated from a proposed conditional
density f˜(y|x) and their associated fractional weights w∗ij are computed using f˜(y|x)
and the assumed conditional density f(y|x; ηˆ0) where ηˆ0 is the parameter for conditional
density and is initially given. ηˆ is updated by maximizing the score function of the density
f(yi; η) based on the imputed values and their weights, then the fractional weights w
∗
ij are
re-calculated. This is done iteratively until ηˆ converges. The PFI estimators are calculated







on the most updated w∗ij after converging.
• NPI-EL: The non-parametric imputation estimator proposed in Wang and Chen (2009).
In their methods, multiple imputed values y∗ij(j = 1, · · · , J) are independently drawn
from the respondent group (δi = 1) with the probability of selecting ys
P (y∗ij = ys) =
K{(xs − xi)/h}∑n
m=1 δmK{(xm − xi)/h}
,
where K(·) is a dx-dimensional kernel function and h is a smoothing bandwidth. In our
simulations, Gaussian kernel is used and h is prescribed by the cross-validation method.
NPI-EL is obtained using the empirical likelihood method for a general estimation prob-





• HDFI: The hot-deck imputation estimator proposed in Kim and Fuller (2004). Under
HDFI, multiple imputed values y∗ij(j = 1, · · · , J) are independently drawn from a donor
pool which in our study consists 20 nearest neighbors with the distance defined through
the Euclidean function. Like PFI, the HDFI estimators are calculated using (3.29) with





Estimator Full (or Resp) is included in order to help us gauge how far away our proposed
estimator is from the ideal case (or the case of simply ignoring missing). Estimator NPI-El and
HDFI are non-parametric imputation methods, while estimator MI and PFI are parametric
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imputation methods in both of which yi is assumed to satisfy Y |X = x ∼ N(βTx, σ2) for some
σ > 0. Our SQRI-GMM and SQRI-EL are semiparametric as we use penalized B-spline to
estimate conditional quantile regression. For penalized B-spline quantile estimators, typically
the degree of B-spline p and the degree of the difference matrix m are kept fixed and low, for
example p ≤ 3 and m ≤ 2. In our simulation studies, we set p = 3 and m = 2, a popular choice
in practice as suggested in Yoshida (2013). For a given Kn which is related to the number
of knots, the smoothing parameter in the penalty term λτ is obtained via the generalized
approximation cross-validation (GACV) method discussed by Yuan (2006). We obtain results
for a variety of choices of Kn and find that Kn = 5 suffices in our examples. In the bivariate
model, we apply the same specifications (p = 3,m = 2,Kn = 5 and λτ is prescribed from
GACV) on x1 and x2 individually to obtain bases B(x1) and B(x2). Then the B-spline base
is an augmentation of these two bases, i.e. B(x) = (BT (x1),B
T (x2))
T . For all five imputation
methods described above, we use both J = 10 and J = 100. Our simulation studies show that
J = 10 is sufficient for our proposed estimator to adequately estimate parameters.
Table 3.1-3.2 present the Monte Carlo relative biases and variances of seven estimators for
four models under missing logistic, while Table 3.3-3.4 represent these for four models under
missing step. In order to offer clear comparisons of biases visually, we plot the ratios of relative
biases for various estimators to the relative biases of our estimator in Figure 3.1-3.4. The
ratios bigger than 1 indicate that our estimator has smaller relative biases. We summarize
the numerical findings for J = 10 as follows. The stories for J = 100 keep the same. The
estimators of SQRI-GMM and SQRI-EL are quite similar thus we just conclude the findings of
SQRI-GMM estimator. According to Table 3.1 and 3.2, in all cases the relative biases in our
estimator SQRI-GMM is less than 1%. And compared to all other estimators, the relative biases
of our estimator are much closer to those of Full estimator in nearly all cases, which confirms
its good theoretical properties. Compared to Resp estimator which has selection biases due to
ignoring missing, our estimator SQRI-GMM has much smaller biases and also gives relatively
smaller variances because of the use of additional covariate information in the missing units.
The following findings are summarized to answer Question (i). Compared to two parametric
methods MI and PFI, our estimator has similar relative biases when the model is correctly
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specified (linear). When the model assumption is wrong, our estimator significantly reduces
biases in MI and PFI caused by model assumption violations in all cases, with exceptions
arising in the last bivariate model when estimating µy and σy. In Figure 3.1 and 3.2, the
curve with triangles and the curve with squares represent the relative bias ratios from MI and
PFI methods respectively. It can be seen that most of ratios are bigger than the threshold
of 1, ranging from about 1.5 to as high as 13, except for parameters µy and σy in Figure
3.2(d) where our estimator is not much worse. In terms of variance (Table 3.1 and 3.2), the
parametric imputation methods has smaller variance than SQRI under the correct assumed
model, i.e. linear one. They have larger variance or lose efficiency comparing to SQRI under
wrongly assumed models.
The following findings are summarized to answer Question (ii). Compared to two non-
parametric estimators NPI-El and HDFI, our estimator has considerably smaller biases, with
one exception arising in the last bivariate model when estimating ρ2 under missing step. This
superior performance is shown in Figure 3.1-3.4 where the circles and the curve with stars
represent the relative bias ratios from NPI-EL and HDFI methods respectively. All of the
ratios are bigger than 1, ranging from about 1.5 to 30. Generally, the variance of our estimator
is better than the variance of NPI-EL and HDFI, according to Table 3.1-3.4. This could be
explained by Remark 3 in Section 3.2.3, where the condition is Kn → ∞. However, this
superiority in efficiency is small because we only use Kn = 5. The inferior performance of
having big bias for the two non-parametric methods have been explain in Chapter 2.
The following findings are summarized to answer Question (iii). Table 3.5 and 3.6 contain
the coverage probabilities of 95% confidence interval obtained by the asymptotic normality of
SQRI-GMM estimator in Corollary 2, the χ2 distributed of profile empirical likelihood ratio
in Corollary 5, and Bootstrap method for both J = 10 and J = 100. In most of cases
with J = 10, the coverage probabilities based on normality are close to, though smaller than,
the nominal level 0.95 except that under-coverage is found for ρ in model linear for missing
mechanism logistic. This is not uncommon issue if a confidence interval is constructed from a
normal approximation of a GMM estimator. After increasing the number of imputation from
J = 10 to J = 100, all coverage probabilities based on normality improve in general, though
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the coverage for ρ in model linear still low (about 0.86). The confidence produced by profile
empirical likelihood has slightly better performance than GMM method in most but not all of
the cases. A Bootstrap method then is conducted to calculate the confidence intervals. The
Bootstrap algorithm is described as follows.




2. Implement the semiparametric quantile regression to impute values for the missing cells
in χ∗n;
3. Estimate θˆ using our SQRI-GMM estimator.
4. Repeat step 1 ∼ 3 for B times, then we have θˆ1, θˆ2, · · · , θˆB.
5. The 2.5% and 97.5% percentiles of {θˆb}Bb=1 gives the lower and upper bounds of the 95%
confidence interval.
We set B = 400 in our simulation. In general, the Bootstrap method has slightly better
performance over normality method, offering satisfactory coverage probabilities close to 0.95
even when J = 10.
In summary, our simulation studies confirms the validity of our SQRI-GMM and SQRI-EL
estimators in finite sample estimation.
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Table 3.1 The Monte Carlo relative biases and variances of the seven estimators for the mean
models linear and bump under missing logistic. The number of replicates in the
Monte Carlo is 1000 and the sample size is 200. J is the number of imputed values.
(a). Model linear : m(x) = 1 + 2(x− 0.5)
µy σy ρ
RBias Var RBias Var RBias Var
(×100) (×100) (×100) (×100) (×100) (×100)
Full 0.006 0.115 0.106 0.037 -0.012 0.001
Resp 3.187 0.157 -0.336 0.049 -0.036 0.001
J=10 SQRI-GMM 0.044 0.124 -0.055 0.04 -0.066 0.003
SQRI-EL 0.045 0.124 -0.057 0.04 -0.048 0.003
MI 0.013 0.118 0.185 0.039 -0.015 0.001
PFI 0.009 0.118 -0.075 0.039 -0.209 0.001
NPI-EL 0.635 0.133 -0.395 0.04 -0.805 0.003
HDFI 0.309 0.122 -1.685 0.041 -0.886 0.002
J=100 SQRI-GMM 0.002 0.118 -0.032 0.04 -0.058 0.001
SQRI-EL 0.003 0.118 -0.034 0.04 -0.048 0.002
MI 0.005 0.118 0.186 0.038 -0.014 0.001
PFI 0.006 0.118 -0.076 0.038 -0.253 0.001
NPI-EL 0.649 0.131 -0.373 0.04 -0.779 0.003
HDFI 0.306 0.122 -1.693 0.041 -0.932 0.002
(b). Model bump: m(x) = 1 + 2(x− 0.5) + exp{−30(x− 0.5)2}
µy σy ρ
RBias Var RBias Var RBias Var
(×100) (×100) (×100) (×100) (×100) (×100)
Full 0.013 0.055 -0.345 0.075 -0.54 0.193
Resp 0.984 0.068 -4.182 0.102 -1.673 0.291
J=10 SQRI-GMM 0.043 0.064 -0.667 0.084 -0.526 0.207
SQRI-EL 0.043 0.064 -0.667 0.084 -0.522 0.207
MI 0.099 0.071 -3.978 0.097 -1.474 0.268
PFI 0.097 0.069 -4.303 0.097 -1.485 0.27
NPI-EL 0.138 0.059 -1.819 0.085 -1.772 0.215
HDFI 0.273 0.062 -3.492 0.096 -2.354 0.239
J=100 SQRI-GMM 0.041 0.058 -0.654 0.083 -0.573 0.207
SQRI-EL 0.04 0.058 -0.653 0.083 -0.572 0.207
MI 0.105 0.069 -3.99 0.097 -1.504 0.264
PFI 0.106 0.069 -4.352 0.096 -1.552 0.261
NPI-EL 0.139 0.058 -1.767 0.085 -1.758 0.213
HDFI 0.271 0.062 -3.498 0.096 -2.4 0.238
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Table 3.2 The Monte Carlo relative biases and variances of the seven estimators for the mean
models cycle and bivariate under missing logistic. The number of replicates in the
Monte Carlo is 1000 and the sample size is 200. J is the number of imputed values.
(c). Model cycle: m(x) = 0.5 + 2x+ sin(3pix)
µy σy ρ
RBias Var RBias Var RBias Var
(×100) (×100) (×100) (×100) (×100) (×100)
Full 0.023 0.183 -0.144 0.064 -0.081 0.047
Resp 2.022 0.262 1.979 0.079 1.186 0.056
J=10 SQRI-GMM 0.019 0.185 -0.351 0.066 -0.091 0.05
SQRI-EL 0.019 0.185 -0.351 0.066 -0.094 0.05
MI -0.086 0.211 2.182 0.081 1.245 0.055
PFI -0.117 0.215 1.924 0.082 1.126 0.056
NPI-EL 0.075 0.19 -0.551 0.068 -0.672 0.054
HDFI 0.191 0.187 -0.773 0.067 -1.116 0.056
J=100 SQRI-GMM 0.017 0.186 -0.344 0.065 -0.102 0.05
SQRI-EL 0.017 0.186 -0.344 0.065 -0.105 0.05
MI -0.115 0.211 2.234 0.08 1.253 0.054
PFI -0.111 0.211 1.91 0.079 1.079 0.053
NPI-EL 0.072 0.189 -0.546 0.067 -0.651 0.053
HDFI 0.194 0.188 -0.769 0.067 -1.161 0.056
(d). Model bivariate: m(x) = 1 + 2(x1 − 0.5) + 2 exp{−10(x2 − 0.4)2}
µy σy ρ1 ρ2
RBias Var RBias Var RBias Var RBias Var
(×100) (×100) (×100) (×100) (×100) (×100) (×100) (×100)
Full -0.049 0.297 -0.103 0.116 -0.391 0.163 0.957 0.467
Resp 0.895 0.428 0.167 0.172 -0.917 0.238 6.372 0.659
J=10
SQRI-GMM -0.049 0.306 -0.377 0.12 -0.387 0.164 0.926 0.469
SQRI-EL -0.049 0.306 -0.377 0.12 -0.387 0.164 0.924 0.469
MI 0.04 0.36 0.417 0.156 -1.063 0.218 5.541 0.618
PFI 0.033 0.363 0.051 0.16 -1.174 0.221 5.499 0.623
NPI-EL 0.412 0.318 -1.281 0.134 -2.674 0.185 2.522 0.503
HDFI 0.818 0.328 -2.129 0.146 -3.621 0.2 5.24 0.527
J=100
SQRI-GMM -0.05 0.301 -0.372 0.119 -0.386 0.164 0.914 0.469
SQRI-EL -0.05 0.301 -0.372 0.119 -0.388 0.164 0.914 0.469
MI 0.039 0.352 0.399 0.151 -1.115 0.215 5.678 0.613
PFI 0.045 0.354 -0.015 0.151 -1.118 0.215 5.601 0.609
NPI-EL 0.418 0.317 -1.281 0.134 -2.655 0.184 2.554 0.501
HDFI 0.828 0.328 -2.137 0.145 -3.65 0.198 5.182 0.532
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Table 3.3 The Monte Carlo relative biases and variances of the seven estimators for the mean
models linear and bump under missing step. The number of replicates in the Monte
Carlo is 1000 and the sample size is 200. J is the number of imputed values.
(a). Model linear : m(x) = 1 + 2(x− 0.5)
µy σy ρ
RBias Var RBias Var RBias Var
(×100) (×100) (×100) (×100) (×100) (×100)
Full 0.07 0.113 0.022 0.041 -0.003 0.001
Resp 1.029 0.146 -3.004 0.053 -0.143 0.001
J=10 SQRI-GMM 0.049 0.125 -0.201 0.042 -0.084 0.002
SQRI-EL 0.049 0.125 -0.204 0.042 -0.035 0.002
MI 0.076 0.115 0.017 0.042 -0.006 0.001
PFI 0.08 0.115 -0.249 0.043 -0.203 0.001
NPI-EL 0.27 0.119 -0.855 0.046 -0.714 0.002
HDFI 0.187 0.118 -2.634 0.047 -1.06 0.002
J=100 SQRI-GMM 0.061 0.116 -0.181 0.042 -0.122 0.002
SQRI-EL 0.061 0.116 -0.185 0.042 -0.046 0.002
MI 0.077 0.115 0.001 0.042 -0.046 0.001
PFI 0.082 0.115 -0.25 0.042 -0.244 0.001
NPI-EL 0.314 0.118 -0.927 0.043 -0.724 0.003
HDFI 0.188 0.117 -2.622 0.046 -1.104 0.002
(b). Model bump: m(x) = 1 + 2(x− 0.5) + exp{−30(x− 0.5)2}
µy σy ρ
RBias Var RBias Var RBias Var
(×100) (×100) (×100) (×100) (×100) (×100)
Full 0.01 0.054 -0.35 0.071 -0.382 0.206
Resp 0.712 0.066 -6.065 0.1 -6.015 0.361
J=10 SQRI-GMM 0.032 0.063 -0.704 0.077 -0.444 0.22
SQRI-EL 0.032 0.063 -0.703 0.077 -0.445 0.22
MI 0.49 0.065 -5.025 0.099 -4.277 0.331
PFI 0.485 0.065 -5.342 0.098 -4.196 0.321
NPI-EL 0.117 0.057 -1.935 0.08 -1.934 0.233
HDFI 0.247 0.062 -4.234 0.093 -2.988 0.272
J=100 SQRI-GMM 0.035 0.057 -0.669 0.077 -0.508 0.218
SQRI-EL 0.035 0.057 -0.668 0.077 -0.508 0.218
MI 0.475 0.064 -5.017 0.098 -4.212 0.315
PFI 0.476 0.064 -5.383 0.098 -4.227 0.314
NPI-EL 0.118 0.057 -1.913 0.079 -1.917 0.23
HDFI 0.251 0.061 -4.232 0.093 -3.019 0.271
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Table 3.4 The Monte Carlo relative biases and variances of the seven estimators for the mean
models cycle and bivariate under missing step. The number of replicates in the
Monte Carlo is 1000 and the sample size is 200. J is the number of imputed values.
(c). Model cycle: m(x) = 0.5 + 2x+ sin(3pix)
µy σy ρ
RBias Var RBias Var RBias Var
(×100) (×100) (×100) (×100) (×100) (×100)
Full -0.058 0.172 -0.083 0.062 -0.187 0.047
Resp -0.239 0.235 -1.119 0.084 -0.786 0.07
J=10 SQRI-GMM -0.029 0.181 -0.282 0.064 -0.202 0.05
SQRI-EL -0.029 0.181 -0.282 0.064 -0.205 0.05
MI -0.923 0.197 0.839 0.089 0.296 0.065
PFI -0.93 0.199 0.617 0.09 0.202 0.066
NPI-EL -0.036 0.176 -0.589 0.065 -0.751 0.053
HDFI 0.152 0.178 -0.825 0.066 -1.353 0.056
J=100 SQRI-GMM -0.039 0.173 -0.27 0.064 -0.228 0.05
SQRI-EL -0.04 0.173 -0.27 0.064 -0.231 0.05
MI -0.939 0.194 0.859 0.087 0.308 0.064
PFI -0.93 0.195 0.534 0.087 0.168 0.064
NPI-EL -0.034 0.175 -0.596 0.065 -0.778 0.053
HDFI 0.157 0.178 -0.84 0.065 -1.403 0.055
(d). Model bivariate: m(x) = 1 + 2(x1 − 0.5) + 2 exp{−10(x2 − 0.4)2}
µy σy ρ1 ρ2
RBias Var RBias Var RBias Var RBias Var
(×100) (×100) (×100) (×100) (×100) (×100) (×100) (×100)
Full 0.047 0.126 0.159 0.045 0.022 0.006 0.525 0.495
Resp 0.014 0.183 0.064 0.065 -0.08 0.009 8.565 0.723
J=10
SQRI-GMM 0.054 0.135 0.005 0.05 -0.041 0.009 0.707 0.51
SQRI-EL 0.054 0.135 0.004 0.05 -0.037 0.009 0.708 0.51
MI 0.071 0.132 0.309 0.051 -0.082 0.008 3.793 0.531
PFI 0.068 0.131 0.051 0.051 -0.278 0.008 3.628 0.529
NPI-EL 0.121 0.135 -1.087 0.055 -2.128 0.013 0.414 0.523
HDFI 0.206 0.133 -2.404 0.056 -2.167 0.012 1.133 0.
J=100
SQRI-GMM 0.056 0.13 0.033 0.05 -0.062 0.009 0.742 0.511
SQRI-EL 0.056 0.13 0.033 0.05 -0.057 0.009 0.74 0.511
MI 0.068 0.131 0.316 0.051 -0.081 0.008 3.762 0.526
PFI 0.068 0.131 0.029 0.05 -0.286 0.008 3.563 0.525
NPI-EL 0.138 0.132 -1.085 0.055 -2.116 0.012 0.377 0.524
HDFI 0.21 0.134 -2.393 0.055 -2.209 0.012 1.021 0.541
79
Table 3.5 The coverage probabilities of the 95% C.I. of the SQRI-GMM estimator and
SQRI-EL estimator and the 95% C.I. obtained by bootstrap method for the four
models under missing logistic.
(a). Model linear : m(x) = 1 + 2(x− 0.5)
J=10 J=100
µy σy ρ µy σy ρ
Normality 0.934 0.937 0.817 0.931 0.938 0.856
EL ratio 0.935 0.944 0.822 0.945 0.947 0.852
Bootstrapping 0.928 0.953 0.933 0.932 0.953 0.967
(b). Model bump: m(x) = 1 + 2(x− 0.5) + exp{−30(x− 0.5)2}
J=10 J=100
µy σy ρ µy σy ρ
Normality 0.930 0.940 0.940 0.947 0.942 0.942
EL ratio 0.971 0.956 0.935 0.976 0.953 0.932
Bootstrapping 0.944 0.949 0.950 0.937 0.946 0.949
(c). Model cycle: m(x) = 0.5 + 2x+ sin(3pix)
J=10 J=100
µy σy ρ µy σy ρ
Normality 0.944 0.939 0.913 0.943 0.941 0.915
EL ratio 0.977 0.969 0.925 0.976 0.969 0.935
Bootstrapping 0.943 0.947 0.941 0.932 0.947 0.943
(d). Model bivariate: m(x) = 1 + 2(x1 − 0.5) + 2 exp{−10(x2 − 0.4)2}
J=10 J=100
µy σy ρ1 ρ2 µy σy ρ1 ρ2
Normality 0.953 0.923 0.972 0.939 0.953 0.928 0.977 0.942
EL ratio 0.968 0.975 0.947 0.952 0.972 0.975 0.953 0.950
Bootstrapping 0.953 0.945 0.963 0.950 0.948 0.944 0.958 0.947
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Table 3.6 The coverage probabilities ofthe 95% C.I. of the SQRI-GMM estimator and
SQRI-EL estimator and the 95% C.I. obtained by bootstrap method for the four
models under missing step.
(a). Model linear : m(x) = 1 + 2(x− 0.5)
J=10 J=100
µy σy ρ µy σy ρ
Normality 0.943 0.929 0.936 0.945 0.928 0.965
EL ratio 0.949 0.938 0.919 0.947 0.936 0.955
Bootstrapping 0.956 0.955 0.979 0.952 0.958 0.935
(b). Model bump: m(x) = 1 + 2(x− 0.5) + exp{−30(x− 0.5)2}
J=10 J=100
µy σy ρ µy σy ρ
Normality 0.913 0.925 0.946 0.929 0.927 0.945
EL ratio 0.955 0.922 0.946 0.966 0.917 0.945
Bootstrapping 0.956 0.953 0.952 0.947 0.954 0.952
(c). Model cycle: m(x) = 0.5 + 2x+ sin(3pix)
J=10 J=100
µy σy ρ µy σy ρ
Normality 0.956 0.940 0.936 0.961 0.940 0.931
EL ratio 0.983 0.962 0.936 0.980 0.964 0.930
Bootstrapping 0.966 0.953 0.947 0.961 0.953 0.946
(d). Model bivariate: m(x) = 1 + 2(x1 − 0.5) + 2 exp{−10(x2 − 0.4)2}
J=10 J=100
µy σy ρ1 ρ2 µy σy ρ1 ρ2
Normality 0.946 0.928 0.961 0.946 0.955 0.933 0.962 0.943
EL ratio 0.960 0.970 0.961 0.946 0.968 0.972 0.959 0.943
Bootstrap 0.960 0.965 0.959 0.951 0.956 0.965 0.950 0.946
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Figure 3.1 The comparisons of relative biases under the four models under missing logistic.
The y-axis is for the absolute ratio between relative biases of other estimators
and that of the SQRI-GMM estimator, and the x-axis is for different parameters.
Curves over the horizontal line of 1 indicate the superiority of the SQRI-GMM






































































































































(d) Model bivariate : m(x) = 1 + 2(x1 − 0.5) + 2exp(− 10(x2 − 0.4)2)
82
Figure 3.2 The comparisons of relative biases under the four models under missing logistic.
The y-axis is for the absolute ratio between relative biases of other estimators and
that of the SQRI-EL estimator, and the x-axis is for different parameters. Curves






































































































































(d) Model bivariate : m(x) = 1 + 2(x1 − 0.5) + 2exp(− 10(x2 − 0.4)2)
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Figure 3.3 The comparisons of relative biases under the four models under missing step. The
y-axis is for the absolute ratio between relative biases of other estimators and that
of the SQRI-GMM estimator, and the x-axis is for different parameters. Curves

































































































































(d) Model bivariate : m(x) = 1 + 2(x1 − 0.5) + 2exp(− 10(x2 − 0.4)2)
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Figure 3.4 The comparisons of relative biases under the four models under missing step. The
y-axis is for the absolute ratio between relative biases of other estimators and
that of the SQRI-EL estimator, and the x-axis is for different parameters. Curves
























































































































(d) Model bivariate : m(x) = 1 + 2(x1 − 0.5) + 2exp(− 10(x2 − 0.4)2)
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CHAPTER 4. Empirical Data Analysis
In this Chapter, we examine the effectiveness of our proposed methods through analyzing
a real data. The real data consists of the income study of n = 205 Canadian workers, all of
whom were educated to grade 13. A description of this data set can be found in Ruppert et al
(2003) and Ullah (1985), by whom the source was identified as a 1971 Canadian Census Public
Use Tape. A copy of the data can be obtained in the R package ‘SemiPar’ by Wand (2013).
As suggested by the study in Ullah (1985), variable (y) is log(income) and the covari-
ate variable (x) is the age. The covariate variable is rescaled into [0, 1] by the linear trans-
formation x = (age − min(age))/(max(age) − min(age)). Missingness is created artificially
by deliberately deleting some of the y values according to the missing mechanism p(x) =
exp(1−0.5x)/{1+exp(1−0.5x)}, which results in 30% missing rate. Figure 4.1 is a scatterplot
of the log(income) versus age, which suggests a heteroscedasticity in variance. There is more
variation for older individuals compared to those under age 40. The log(income) increases
from age 20 to age 30, and reaches a plateau after age 30. From age 55 to age 65, income
decrease slightly with age. There is no clear linear pattern detected from the scatterplot so
we use semiparametric quantile imputation method proposed in Chapter 3. Both empirical
likelihood method and generalized methods of moment are used to estimate parameters and
the corresponding confidence intervals. Four other parametric and non-parametric imputation
methods are used as references to compare our method. The estimator calculated from full
data and respondent data are also calculated to gauge how far away our proposed estimator is
from the ideal case and the naive case. To estimate θ = (µy, σy, ρ), we define the estimating
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equation as




(x− µx)2 − σ2x
(y − µy)2 − σ2y
(x− µx)(yi − µy)− ρσxσy

. (4.1)
Here is a detail description of the methods.
• Full: An estimator based on the full observations. θˆ is calculated using equation (4.2)






























• Resp: A naive estimator based on the respondents only. θˆ is calculated using equation
(4.2) after ignoring missing.
• SQRI-GMM: Our proposed estimator defined in (4.3), which combines the semipara-
metric quantile regression imputation and weighted GMM estimation.
θ̂
w
n = arg min
θ∈Θ
Gn(θ)









ij , xi;θ)}, y∗ij |xi = BT (xi)bˆ(τj),
bˆ(τ) = arg minb(τ)
∑n
i=1 δiρτ [yi − B(xi)Tb(τ)] + λτ2 b(τ)TDTmDmb(τ) and Vˆ −1G (θ) is a
variance estimator of
√
nGn(θ). The details can be found in Chapter 3.
• SQRI-EL: Our proposed estimator defined in (4.4), which combines the semiparametric
quantile regression imputation and empirical likelihood estimation.











pig˜(xi, yi,θ) = 0
}
, (4.4)






• MI: The multiple imputation estimator proposed in Rubin (1987). The R package ‘mi’
by Gelman et al (2013) is employed to obtain J multiple imputed data sets. Estimators,
θˆMI,j in (4.2) are calculated for each imputed data set for j = 1, · · · , J . The MI estimators





• PFI: The parametric fractional imputation estimator proposed in Kim (2011). Under
PFI, multiple imputed values y∗ij(j = 1, · · · , J) are generated from a proposed conditional
density f˜(y|x) and their associated fractional weights w∗ij are computed using f˜(y|x)
and the assumed conditional density f(y|x; ηˆ0) where ηˆ0 is the parameter for conditional
density and is initially given. ηˆ is updated by maximizing the score function of the density
f(yi; η) based on the imputed values and their weights, then the fractional weights w
∗
ij are
re-calculated. This is done iteratively until ηˆ converges. The PFI estimators are calculated







on the most updated w∗ij after converging.
• NPI-EL: The non-parametric imputation estimator proposed in Wang and Chen (2009).
In their methods, multiple imputed values y∗ij(j = 1, · · · , J) are independently drawn
from the respondent group (δi = 1) with the probability of selecting ys
P (y∗ij = ys) =
K{(xs − xi)/h}∑n
m=1 δmK{(xm − xi)/h}
,
where K(·) is a dx-dimensional kernel function and h is a smoothing bandwidth. In our
simulations, Gaussian kernel is used and h is prescribed by the cross-validation method.
NPI-EL is obtained using the empirical likelihood method for a general estimation prob-





• HDFI: The hot-deck imputation estimator proposed in Kim and Fuller (2004). Under
HDFI, multiple imputed values y∗ij(j = 1, · · · , J) are independently drawn from a donor
pool which in our study consists 20 nearest neighbors with the distance defined through
the Euclidean function. Like PFI, the HDFI estimators are calculated using (4.2) with






The variance estimator for MI is a function of the point estimators and the variance estimators
obtained from the J multiple imputed data sets,







where BJ is the variance between the estimators of the J multiple imputed data sets and WJ is
the average of variance estimators of the J multiple imputed data sets. A (1−α)% confidence
interval of MI estimators is constructed based on the normality property, i.e.(
θˆMI − z1−α/2
√




, where z1−α/2 is the 1 − α/2 quantile of the standard normal distribution. The confidence
interval of PFI and HDFI estimators are computed using a bootstrap method which is similar
to the bootstrap method described in Chapter 3 except that PFI and HDFI imputation methods
are employed. The confidence interval of NPI-EL is calculated as described in Wang and Chen















, where the definition of Vˆ (θˆ
w
n ) can be found in Chapter 3. The confidence interval of SQRI-EL
is computed based on Corollary 5 in Chapter 3 where the profile empirical likelihood ratio













where θ = (µx, σx, µy, σy, ρ)
T and the definition of lE(θ) and θˆ
E
n can be found in Chapter 3.
The confidence interval of σy and ρ can be found by replacing µy in equation (4.5) with σy and
ρ respectively.
Table 4.1 reports the relative biases (relative to the sample estimates of (µy, σy, ρ) based
on full observations) and 95% confidence interval widths for five estimators. In the table, the
relative biases is defined as (θˆn − θˆ0)/θˆ0, where θˆ0 is the sample estimates of (µy, σy, ρ) when
there is no missing and is (13.49, 0.636, 0.231). The number of imputed values is J = 100. When
estimating µy, all estimators give relative biases less than 1%. However, when estimating σy
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and ρ, the relative biases of our estimator are consistently smaller in magnitude than those of
other estimators. This might be due to the features of the data: no obvious mean structure
since age 22, and likely existence of heteroscedasticity in variance. In general, our estimators,
SQRI-GMM and SQRI-EL has slightly narrower confidence intervals compared to others except
for the MI estimator when estimating ρ. SQRI-EL and SQRI-GMM estimators are very similar
in estimating the parameters. However, the confidence intervals gained by the two methods
are quite different. Both estimators provide the confidence intervals covering the true values.
SQRI-EL has a slightly wider confidence interval than SQRI-GMM in estimating µy and σy,
while it has a much narrow confidence interval compared to SQRI-GMM in estimating ρ. This
is due to the advantages of empirical likelihood mentioned in Chapter 2 and 3, which is the
confidence region produced by EL reflects the nature of the data. Overall, this case study
demonstrates the empirical effectiveness of our SQRI-GMM and SQRI-EL estimators.
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Table 4.1 Relative biases (RBias) and 95% C.I. widths (Width) for the 6 imputation estima-
tors in the case study.
µy σy ρ
Est RBias Width Est RBias Width Est RBias Width
(×100) (×100) (×100)
Full θˆ0 13.49 0.636 0.231
SQRI-GMM 13.46 0.22 0.15 0.630 0.95 0.153 0.242 4.75 0.362
SQRI-EL 13.46 0.22 0.17 0.630 0.95 0.176 0.242 4.75 0.189
MI 13.48 0.07 0.20 0.623 2.01 0.181 0.345 49.24 0.301
PFI 13.48 0.07 0.20 0.614 3.55 0.201 0.331 42.83 0.371
NPI-EL 13.49 0 0.19 0.594 6.59 0.179 0.296 27.85 0.396
HDFI 13.49 0 0.31 0.595 8.66 0.292 0.306 32.11 0.503
































































































































































































CHAPTER 5. Summary And Discussions
5.1 Conclusion
In this dissertation, we propose quantile regression imputation method for missing data
analysis. Quantile regression is flexible because the quantile function can be parametric, semi-
parametric or nonparametric, which can accommodate all needs of statistical modeling. In
this thesis, we propose two types of quantile regression imputation methods, PQRI and SQRI.
Both GMM and EL approaches are used to estimate parameters defined through general esti-
mating equations. Large sample properties of both GMM and EL estimators based on PQRI
and SQRI are established. Simulation studies are conducted to investigate the performance
of the proposed estimators. Through the simulation studies, we demonstrate some numerical
advantages of our methods. First, our method is less sensitive to outliers and heteroscedastic-
ity in variance compared with some parametric imputation method. Secondly, the imputation
algorithm and computation are simpler than the Bayesian sampling techniques used in mul-
tiple imputation. Third, our method preserves the conditional density of the filled-in values
compared with the hot deck imputation and the nonparametric imputation method proposed
by Wang & Chen (2009). Finally SQRI allows a semiparametric way of imputation that can
avoid model misspecification from which parametric imputation might suffer. The coverage
probability results in the simulation studies show that our estimators can provide a credible




Quantile regression imputation for missing data hasn’t been studied intensively to the best
of our knowledge. There are still many open areas for statisticians to explore. We suggest
several interesting extensions of our work, which include imputation for survey sampling data,
high dimensional data, data with missing in covariates and response, and longitudinal data.
All of these extensions can be applied to areas with frequent missing data problems.
In survey sampling, where the missing data issue commonly occurs, a weighted quantile
regression can be used to incorporate the sampling weights into regression,




δiwiρτ [yi − h(xi, β)] , (5.1)
where ρτ (u) = u [τ − I(u < 0)], h(x, β(τ)) is the τ -th quantile function, wi is the sampling
weight for sample unit i and δi is the indicator of missingness. One important assumption is
wi and δi are independent which ensures f(y|x, δ = 0) = f(y|x, δ = 1). The implementation
of quantile regression in missing survey data is similar to those in Chapter 2 and 3, except
a weighted quantile regression, as shown in equation (5.1), is used. The general estimating













Under some mild conditions, analogous with the results in Chapter 2 and 3, the asymptotic
properties of the estimators will be easily obtained.
Quantile regression and model selection for high dimensional data has been intensively
studied, as discussed in Chapter 1. One of the model selection methods of quantile regression
in the high dimensional sparse model (hereafter called HDSM) is l1 penalized quantile regression
(Lasso)











σˆj |βj |, (5.2)
or adaptive-Lasso quantile regression




δiρτ [yi − xTi β] + λn
p∑
j=1
ωj |βj |, (5.3)
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where σˆ2j = En[x
2
ij ] and ω is weights vector chosen to be min(|β|−1,
√
n). The first step of
imputation under HDSM is to use the Lasso quantile regression to reduce the dimension and
select an optimal model. Then a conditional quantile regression is made based on the selected
model, because a post Lasso quantile regression can have some superior properties compared
to the Lasso quantile regression according to Belloni et al. (2011). The algorithm of data
imputation algorithm under HDSM follows as:
1. Simulate τj ∼ Uniform(0, 1) independently for j = 1, · · · , J.
2. A model selection is done by equation (5.2) or (5.3) for each j = 1, 2, · · · , J . Denote the
selected model as Tˆ (τ), where
Tˆ (τj) = support(βˆ(τj)) =
{
k ∈ {1, · · · , p} : |βˆk(τj)| > 0
}
(5.4)
and p is the dimension of β. The post-penalized estimator β˜(τj) is
β˜(τj) = arg min
β∈Rp:βTˆ (τj)c=0
δiρτj [yi − xTi β].




Repeat step 3 for every missing unit in the data set. Then we have a complete data and





can be used as the sample estimating function for the i-th observation. Besides the advantages
of quantile regession imputation mentioned in previous chapters, another attractive property of
this method is that it can select the model for each individual quantile. The least square Lasso
regression can only select model for the mean function. It is possible that some covariates have
positive impact on the high quantile, negative impact on the low quantile, and no significant
impact on the mean function because the effects could average out. Thus the least square
Lasso regression may not be able to select these covariates into the model and can’t preserve
the conditional distribution. Thus least square Lasso regression is limited to marginal mean
estimation. Besides using l1 penalized quantile regression for model selection and estimation,
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quantile regression forest could be another effective way of estimating the quantiles of the
missing units. Semiparametric quantile regession under high dimensional data (Kai et al. 2011,
Zhu et al. 2012) is a choice to reduce dimension and avoid model specification simultaneously.
Besides imputation for missing response values, missing covariates imputation is of interest
to statisticians. Wei et al. (2012) proposed an imputation of missing covariates, where the
responses are assumed to be fully observed. The imputed value for missing x is based on the
conditional density function f(x|y, z) ∝ f(y|x, z)f(x|z), where z is fully observed and x is
subject to missingness with missing at random conditional on z and independent of x. The
density function f(x|z) is parametrically specifed and f(y|x, z) is obtained by




(xT , zT )βˆτk+1 − (xT , zT )βˆτk
I
{
(xT , zT )βˆτk ≤ y < (xT , zT )βˆτk+1
}
,




yi − (xTi , zTi )β
]
,
βˆ(τ) = βˆτ converges uniformly to the true quantile coefficient and δi = 1 when xi is missing
and δi = 0 otherwise.
Wei et al. (2012) use multiple imputation with the goal of estimating the quantile re-
gression of y on (xT , zT ), which is different from our work in terms of method and objec-
tive. However, combining their method with ours, we can propose an imputation method to
handle data with missing in covariate and response. Consider a data set that can be par-
titioned into three subsets, as illustrated in Table 5.1: D1 = {(yi, xi, zi) : i = 1, 2, · · · , n1},
D2 = {(yi, ·, zi) : i = n1 + 1, 2, · · · , n2} and D3 = {(·, xi, zi) : i = n2 + 1, 2, · · · , n3}, where ·
represents missing value. The basic idea is to use the information in data set D1 to impute
values for missing x in data set D2 to create a complete D2 data. Then imputation of missing
response y in data set D3 can be done using the information in D1 and D2.
1. Apply the method in Wet et al. (2012) to subset D1 to impute missing covariates xi
in D2 for i = n1 + 1, · · · , n2. The multiple missing covairates x∗ik are independently
imputed, where x∗ik ∼ fˆ(x|yi, zi) for k = 1, · · · , Jx and Jx is the numbers of imputation
for covariates x.
2. Simulate τj ∼ Uniform(0, 1) independently for j = 1, · · · , J
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3. For each j = 1, 2, ..., J , βˆτj = (βˆ1,τj , βˆ2,τj ) is calculated as












δiρτj [yi − (x∗ikT , zTi )β]
}
;
Note both D1 and imputed D2 are used to estimate βˆ(τj).
4. For the missing response unit i in subset D3, J independent values are generated as
y∗ij |xi = qˆτj (xi) = xTi βˆ1,τ + zTi βˆ2,τj , for j = 1, 2, · · · , J.
Repeat step 4 for every missing unit in the data set D3 to obtain a complete data set. A sample
























where n = n1 + n2 + n3. Imputation of missing covariate and response can be a useful in
practice because many data sets suffer from missingness in covariate and response.
Another scientific field with frequent missing data problems is clinical trials, where patients
drop out or withdrawn from studies. Details about missing data problems and analysis in
longitudinal analysis can be found in Nakai et al. (2011). Since longitudinal data are not i.i.d,
it would be an interesting extension of our method to relax the i.i.d. assumption. Similarly to
our previous work, we propose quantile regression imputation of longitudinal data. Quantile
regression of longitudinal data has been studied by Koenker (2004), where the model is assumed
as yij = x
T
ijβ+αi +uij , and uij and αi are independent random variables for j = 1, · · · ,m and
i = 1, · · · , n. The τ1, · · · , τK simultaneous quantile regression under this model is








wkρτk(yij − αi − xTijβ(τk)) (5.5)
and the simultaneous penalized quantile regression is ,












where wk is associated with τk and λ is the penalty coefficient. The estimated conditional
quantile function is qˆ(τ |xij) = αi(τ) + xijβ(τ). The imputation algorithm under missing at
random is
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1. Simulate τk ∼ Uniform(0, 1) independently for k = 1, 2, · · · , J ;
2. for τ1, · · · , τJ , a simultaneous quantile regression is








wkδijρτk(yij − αi − xTijβ(τk)),
or












3. For i-th missing cell, M independent values are imputed as
y∗ijk = qˆ(τk|xij) = αi(τ) + xijβ(τk), for k = 1, 2, · · · , J.
Repeat step 3 for every missing unit in the data set to obtain complete data set. Once the
complete data is obtained, researchers can apply standard survival analysis techniques to it.
More future work directions, not limited to our suggestions, will be available. Our sugges-
tions are purely inspired from statisticians’ interest to work in the missing data area.
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Table 5.1 A table to illustrate the data structure with missing data in both covariates and
























APPENDIX A. Proofs of “Parametric Quantile Regression Imputation
Methods”
In this appendix, we provide very detailed derivations of the proofs for all the theories
stated in Chapter 2. The outline of the appendix is listed as follows. The conditions required
in the following proofs are listed in Section A.1, Section A.2–A.12 contain detailed proofs (in
order) for Lemma 1, Theorem 1, Corollary 1, Lemma 2, Theorem 2, Corollary 2, Lemma 3,
Theorem 3, Corollary 3, Lemma 4, Lemma 5, Corollary 4 and Corollary 5.
A.1 Assumptions
The notation of | · | represents the norm of a matrix, defined as |A| = √trace(A′A) and the
notation of ‖·‖ denotes the sup-norm in all arguments for functions.














(d) The distribution functions {Fi} are absolutely continuous with continuous density functionfi(τ),
which is uniformly bounded away from 0 and ∞ at the point ξ(τ).
Condition 2: General assumptions for Generalized Method of Moment
(a) g˙y(y, xi,θ) =
∂g(y,x,θ)




(b) G(·) is differentiable at θ0 with a derivative matrix Γ of full rank, Γ is bounded.
(c) θ0 is an interior point of θ
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(d) |Gn(θˆn)| ≤ op(n−1/2) + infθ |Gn(θ)|
(e) E[gα(y, x,θ)] exist ∀θ ∈ Θ, α > 2







(b) ∂g(y, x,θ)/∂θ is continuous in a neighborhood of the true vales θ0, ‖∂g(y, x,θ)/∂θ‖ is
bounded by some integrable function G(x, y) in this neighborhood.
(c) E [|g(y, x,θ)|α] are bounded for some α > 2 and θ ∈ Θ.
(d) The rank of E [∂g(y, x,θ0)/∂θ] = p.
A.2 Proof of Lemma 1
The following proof needs the Knight’s identity
ρτ (u− v)− ρτ (u) = −vψτ (u) +
∫ v
0
I(u ≤ s)− I(u ≤ 0)ds, (A.1)
where ψτ (x) = τ − I(x < 0).
βˆ(τ) is defined by




δiρτ (yi − xTi β). (A.2)
It is easy to see that ∆ˆn(τ) =
√

















































and ei = yi − xTi β(τ). For A1 term, denote zi = δixTi [τ − I(ei ≤ 0)], then E(zi) = 0,
V ar(zi) = p(xi)τ(1− τ)xTi xi, S2n =
∑n










i ]P (max |xi| > Sn) = limn→∞ P (max |xi| > Sn)→ 0
(A.3)
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is satisfied when maxi |xi| is bounded. So by Central Limit Theorem, we have
A1 = −∆TW , and W ∼ N(0, τ(1− τ)D0). (A.4)
For A2 term, let z2i = δi
∫ xTi ∆
n






































i ∆ + o(1)
→ 12∆TD1(τ)∆.
(A.6)
For the rest term
∑n






















(I(ei ≤ s)− I(ei ≤ 0)ds]
Because I(ei ≤ s)− I(ei ≤ 0) is bounded by 1, δi
∫ xTi ∆
n














So far, we have shown A2 =
1
2∆
TD1(τ)∆. Together with equation (A.4), we have
Zn(∆) = A1 +A2 = −∆TW + 1
2
∆TD1(τ)∆. (A.7)
The minimizer of Zn(∆) will be ∆ = D
−1
1 (τ)W +Rn, i.e.







i (u− I(ei ≤ 0)) +Rn. (A.8)
The reminder term Rn = op(1), which is with a precise statistic order of O(n
−1/4(log log n)3/4)
for iid case (Koenker 2005). Lemma 1 follows immediately after equation (A.8).
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∗ − I(e∗i ≤ 0))].
So






























∗ − τ∗I(ei ≤ 0)− τI(e∗i ≤ 0) + I(ei ≤ 0)I(e∗i ≤ 0)]
}





i xi](τm − ττ∗) = D0([min(τ, τ∗)− ττ∗],
(A.9)
where τm = min(τ, τ
∗). Thus
Cov[βˆ(τ), βˆ(τ∗)] = [min(τ, τ∗]− ττ∗)D−11 (τ)D0D−11 (τ∗) (A.10)
A.3 Proof of Theorem 1




i {δiyi + (1− δi) 1J
∑J
























qˆτj (xi)− µy|x(xi))]︸ ︷︷ ︸
:=B3
(A.11)
To show µˆy is consistent of µy, we will need to show B1, B2 and B3 are all op(1). For B1, since
{yi}ni=1 are iid with mean µy and E[y21] < ∞ . By the law of large numbers, B1 = op(1). For
B2, since mi = (1 − δi)(µy|x(xi) − yi) are independent random variables. we have E(mi) = 0
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and,
E(m2i ) = V ar(mi) = E[(1− p(xi))V ar(y|xi)] ≤ E[V ar(y|xi)] = V ar(y) <∞
By Corollary 8.1.4 in Athreya (2008), we have B2 = m¯ = op(1). The B3 term involves a
randomness term τj and qˆτj (x) that is calculated from all the respondents, so the summands









































where qτj (xi) = x
T
i β(τj) and qˆτj (xi) = x
T
i βˆ(τj). The B32 term consists of summation of
independent random variables, thus it is easy to show the asymptotic order. In the B31 term,
qˆτj (xi) − qτj (xi) are not independent for all i. Thus we will replace it with an asymptotically
equivalent term B˜3 = E[B3|AR], where AR is the responded sample AR = {δi, (xi, yi)|δi =
1, i = 1, · · · , n}. Then we claim that B˜3 and B3 are asymptotically equivalent, i.e.
B˜3 −B3 = op(n−1/2). (A.13)
Since E[B˜3−B3] = 0, we only need to show that nE(B˜3−B3)2 = op(1). Then by Chebyshev’s
inequality, we will have B˜3 − B3 = op(n−1/2). Define µˆy|x(xi) = 1J
∑J













i=1 ηi − E(ηi|AR)]2
= 1nE
{∑n





[ηi − E(ηi|AR)][ηj − E(ηj |AR)]
︸ ︷︷ ︸













≤ E [µˆy|x(xi)− µy|x(xi)]2 .
(A.14)
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]2 → 0. (A.15)













[qτj (xi)− µy|x(xi)]︸ ︷︷ ︸
:=F
. (A.16)































































j=1 τj(1− τj)D−11 (τj)D0D−11 (τj)xi
}
, by Lemma 1
= 1nJE
{
xTi Eτ [τ(1− τ)D−11 (τ)D0D−11 (τ)]xi
}



































xTi Eτj ,τk [min(τj , τk)− τjτk]D−11 (τj)D0D−11 (τk)xi
}
is bounded for all τj , τk ∈ (0, 1).



























































































For the G2 term, since Rn = Rn = O(n

































|xi|σy|xi → 0, as J → 0 (A.23)

































= 0, because E {[τj − I(ei ≤ 0)] |xi} = 0.
(A.24)
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Thus, from equation (A.20, A.24 and A.23), we have E[DF ] = o(1). Finally, for the E(F 2)
term, we have




qτj (xi)− µy|x(xi)]2} =
1
J
E[V ar(y|xi)]→ 0. (A.25)
Now we have proved that E(D + F )2 = op(1), thus B˜3 − B3 = op(n−1/2), i.e. B3 and B˜3 are

































































































































































1 [τ)(τ − I(ei ≤ 0)]
}
and Cp = E[1−δ]. Because Eτ [D−11 (τ)(τ−
I(ei ≤ 0))] = 0, we also have h(xi, yi) are i.i.d random variables and














δiCph(xi, yi)xi = op(1) (A.30)
Th equation(A.11) can also be written as





(yi − µy) + (1− δi)(µy|x(xi)− yi) + δiCph(xi, yi)xi
]
. (A.31)
We have shown all three terms are op(1) and thus µˆy is consistent with µy.











i (yi − µy)]
∑n
i [(1− δi)(µy|x(xi)− yi)]
}

















(1− p(xi))E[(yi − µy))2|xi]] = 1
n





















Thus we have V ar(µˆy − µy) = 1nVµ, where
Vµ = V ar(y) + C
2
pE[p(xi)x
Th⊗2(x, y)x]− E {V ar(y|x) [1− p(x)]}+ 2CpE [p(x)yih(x, y)x] .
(A.38)
A.4 Proof of Corollary 1







= yi + (1− δi)µy|x(xi) + δiCˆph(xi, yi)xi. (A.39)
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Then Vµ = V ar(ξi) and the variance estimator of Vµ is proposed as











































































First of all, we showed that
ξˆi = ξi + op(1). (A.43)
By the asymptotic properties of kernel density estimation, we have
















−1(τj) + op(1). (A.45)
By Lemma 1, we have







xiβˆ(τj) = µy|x + op(1) (A.47)
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Since h(x, y) is a continuous function with respect to β(τj), so by Lemma 1 and continuous
mapping theorem, we have
hˆ(x, y) = h(x, y) + op(1) (A.48)
From equation(A.47, A.48, A.42), we have equation(A.43) holds, which leads to
V ar(ξˆi) = V ar[ξi + op(1)] = V ar[ξi] + op(1). (A.49)
It is easy to see that Vˆ (ξˆi) is a consistent estimator of V ar(ξˆi) and so Vˆ (ξˆi) = V ar(ξˆi) + op(1),
we have
Vˆ (ξˆi) = V ar[ξi] + op(1), i.e. Vµ = Vˆµ + op(1). (A.50)
A.5 Proof of Lemma 2






































j=1 g(qˆτj (xi,θ), xi,θ) and µg|x(xi,θ) =
E[g(yi, xi,θ)|xi]. As aforementioned, B3 term involves randomness from τj and independents
between summands because y∗ij is calculated from all the respondent samples. To simplify the
estimation of the variance and covriance, we replace B3 by B˜3 = E[B3|AR] and show two




i=1 δih(yi, xi,θ)xi+op(1), where






yi − xTi β(τ)
]}
and Cp = E[1− δi].
(1) Show B˜3 is a consistent term of B3:
To show B˜3 −B3 = op(n−1/2), it is sufficient to show that nE[B˜3 −B3]2 = o(1).
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We can write nE[B˜3 −B3]2 as
nE[B˜3 −B3]2 = nE[EAR(B3)−B3]2 ≤ E[B3]2
= 1nE
{∑n







Thus is sufficient to show that E[µˆg|x(x,θ) − µg|x(x,θ)]2 = o(1). µˆg|x(x,θ) − µg|x(x,θ) is




















































g(qˆτj (xi), xi,θ)− g(qτj (xi), xi,θ)
]
[g(qˆτk(xi), xi,θ)− g(qτk(xi), xi,θ)]︸ ︷︷ ︸
:=D2
(A.54)
Define g¨y(yi, xi,θ) =
∂2g(yi,xi,θ)
∂y2
and g˙y(yi, xi,θ) =
∂g(yi,xi,θ)
∂y , by assuming g¨y(x
T
i β(τj), xi,θ)
















xi| = op(1). (A.55)
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nτ(1− τ)D−11 (τ)D0D−11 (τ)x
}
+ o(1), by Lemma 1
= o(1), because x, g(xTβ(τ), x,θ), D0 and D
−1
1 (τ) are bounded by assumption,
(A.56)







g(qˆτj (xi), xi,θ)− g(qτj (xi), xi,θ)
]


















































For the E[F 2] term, we have


























J )→ 0, as J →∞.
(A.58)
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g(qτj (xi), xi,θ)− µg|x(xi,θ)
] [









g(qτj (xi), xi,θ)− µg|x(xi,θ)
]
[g(qˆτk(xi), xi,θ)− g(qτk(xi), xi,θ)]T︸ ︷︷ ︸
=0, because of independence and E
[


































= op(1), and other terms are bounded
(A.59)
By equation (A.57), (A.58) and (A.59), we have shown that B˜3 −B3 = op(n−1/2).




i=1 δih(yi, xi,θ)xi + op(1):


























g(qτj (xi), xi,θ)− µg|x(xi,θ)
]︸ ︷︷ ︸







































































i=1 δih(yi, xi,θ)xi + op(1),
(A.60)






yi − xTi β(τ)
]}
, Cp = E[1 − δi], and
nm =
∑n
i=1(1−δi). It is easy to see that E [δih(yi, xi,θ)xi] = 0 because E
[

































Now we can see Gn(θ) can be written as summation of independent terms, so it is easy to derive
the Law of Large Numbers and Central Limit Theorem of Gn(θ). The variance of
√
nGn(θ)
can be shown as following:
V (
√




























































A.6 Proof of Theorem 2
By corollary (3.2) and Theorem(3.3) in Pakes and Pollard (1989), the following conditions
needs to hold in order to proof the consistence and asymptotic normality of θˆn.
1. |Gn(θˆn)| ≤ op(1) + infθ∈Θ |Gn(θ)|,




4. |Gn(θˆn)| ≤ op(n−1/2) + infθ∈Θ |Gn(θ)|;
113
5. G(·) is differentiable at θ0 with a derivative matrix Γ of full rank;








nGn(θ0) ∼ N(0, V )
8. θ0 is an interior point of θ;
The first three conditions ensure that the consistency property holds and the last five conditions
are needed for the asymptotic normality. The second condition is satisfied because θ0 is a unique
solution to E[Gn(θˆn)] = 0. Condition 5 and 8 are listed as assumptions. We only need to prove








n−1/2 + |Gn(θ)|+ |G(θ)|
= op(1);














g(yi, xi;θ)− E[(g(yi, xi;θ)] + (1− δi)(µg|x(xi;θ)− g(yi, xi;θ) + δih(yi, xi,θ)xi)
}




















δih(yi, xi,θ)xi = op(1). (A.66)
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Thus we have
Gn(θ)−G(θ) = op(1), and sup
θ∈Θ
|Gn(θ)−G(θ)|
1 + |Gn(θ)|+ |G(θ)| ≤ supθ∈Θ
|Gn(θ)−G(θ)| = op(1). (A.67)
To condition 2, it is sufficient to show that for every sequence {ζn} of positive numbers that
converges to zero, ∀|θ − θ0| < ζn
Gn(θ)−G(θ)−Gn(θ0) = op( 1√
n
).





i [g(yi, xi;θ)− E(g(y, x;θ)] +B2(θ) + B˜3(θ)
− 1n
∑n
i [g(yi, xi;θ0)− E(g(y, x;θ0)]−B2(θ0)− B˜3(θ0) + op( 1√n)
(A.68)
Since g(yi, xi;θ) is differentiable with respect to θ, there exists a θ˜ lying between θ and θ0.
such that
g(yi, xi;θ)− g(yi, xi;θ0) = g˙θ(yi, xi; θ˜)(θ − θ0),


























































Similarly, we can prove that









for all θ ∈ Θ, then
















δi[h(yi, xi;θ)− h(yi, xi;θ0)]xi + op( 1√
n
)








where g¨y,θ(y, x,θ) =
∂2g(y,x;θ)
∂θ∂y . By assumption, g¨y,θ(y, x,θ) is bounded for all θ ∈ Θ,
E
{




δiEτ,xi{g¨x,θ(qτ (xi), xi, θ˜)xTD−11 (τ)τ(1− τ)}xi
}⊗2
= O(1),










B3(θ)−B3(θ0) = op( 1√
n
).











Combining equation(A.67), (A.69), Lemma 2 and Corollary (3.2) and Theorem (3.3) in Pakes
and Pollard (1989), we have Theorem 2.
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A.7 Proof of Corollary 2






]−1 →p [ΓT (θ0)Γ(θ0)]−1 .
Since qˆτ (x)→ qτ (x) and θˆn → θ0, by the Law of Large Numbers and the continuous mapping





bounded away from 0dθ×dθ for all θ ∈ Θ, we have[
ΓT (θˆn)Γ(θˆn)
]−1 →p [ΓT (θ0)Γ(θ0)]−1 .
We define ξi(θ) as
ξi(θ) = δig(yi,xi;θ) + (1− δi)µg|x(xi;θ) + δiCph(yi, xi,θ)xi,





















which is a consistent variance estimator of ξi(θ0) if
ξˆi(θˆn)→p ξi(θ0). (A.70)
To show that equation(A.70), we only need to show g(yi,xi; θˆn)→p g(yi,xi;θ0), µˆg|x(xi; θˆn)→p
µg|x(xi;θ0), and hˆ(yi,xi; θˆn)→p h(yi,xi;θ0), as θˆn →p θ0 and qˆτ (x) = xiβˆ(τ)→p qτ (x). Us-
ing the asymptotic properties of kernel estimators, we will have
fˆy|x(x, y) = fy|x(x, y) + op(1),

















Since E[g(qτ (x), x, θˆn)] = g(y, x, θˆn) and qˆτ (x) → qτ (x), by continuous mapping and law of










By Lemma 1 and Theorem 2, as J →∞ and n→∞,
g˙y(xiβˆ(uj), xi; θˆn)] = g˙y(x
T
i β(uj), xi; θˆn) + op(1) = g˙y(x
T
i β(uj), xi;θ0) + op(1) (A.71)
and ψτj (y−xT βˆ(τj)) = ψτj (y−xTβ(τj))+op(1), and together with Dˆ−1(τj) = D−1(τj)+op(1),
we have
hˆ(y, x, θˆn) = h(y, x,θ0) + op(1).
Thus, we have
ξˆi(θˆn) = ξi(θ0) + op(1),
and Corollary 2 is proved.
A.8 Proof of Lemma 3
In the weighted generalized method of moments, the estimator is solved by minimizing the
weighted norm of sample moments, which is
θˆ
w





By Lemma(3.5) of Pakes and Pollard(1989), it is sufficient to proved that
sup
|θ−θ0|≤ζn
|Vˆ −1G (θ)− V −1G (θ0)| = op(1),
for a sequence of positive numbers ζn that converge to zero. Since
sup
|θ−θ0|≤ζn
|Vˆ −1G (θ)− V −1G (θ0))|
≤ sup
|θ−θ0|≤ζn
|Vˆ −1G (θ)− V −1G (θ)|+ sup|θ−θ0|≤ζn
|V −1G (θ)− V −1G (θ0)|,
we only need to show that both sup|θ−θ0|≤ζn |Vˆ −1G (θ)−V −1G (θ)| = op(1), and sup|θ−θ0|≤ζn |V −1G (θ)−
V −1G (θ0)| = op(1). Similar to the proof in Corollary 2, we can show VˆG(θ) = VG(θ) + op(1) for
all |θ − θ0| ≤ ζn. Assuming |VG(θ)| is bounded away from 0 for all θ, so
Vˆ −1G (θ) =
[













V −1G (θ)| = op(1).
By Taylor expansion and define θ − θ0 = ζn, where ζn = op(1), we have
VG(θ)− VG(θ0) = E
[
ξ⊗2i (θ)− ξ⊗2i (θ0)














for θ˜ lying between θ and θ0, where ξ˙i,θ(θ) = δi
∂ξi(θ)
∂θ = g˙θ(yi, xi;θ) + (1− δiE [g˙θ(yi, xi;θ)] +
δiCp
∂h(xi,yi,θ)
∂θ xi). Since ξi(θ) and ξ˙i,θ(θ) is bounded by the assumptions that g(x, y,θ) and




















|V −1G (θ)− V −1G (θ0)| = sup|θ−θ0|≤ζn
|VG(θ)
[
V −1G (θ)− VG(θ0)
]
V −1G (θ0)| = op(1). (A.74)
A.9 Proof of Lemma 4
Define θ0 as the unique solution to the general estimating equation: E[g(y, x;θ)] = 0. Then











pig˜(yi, xi,θ) = 0
}
, (A.75)
where pi = dF (xi, yi) = P (X = xi, Y = yi) satisfies 0 ≤ pi ≤ 1,

















To find pi that optimizes H(θ), we can take first order derivative of H(θ) with respect to pi

















[1− λpi − ntT pig˜(yi, xi,θ)] = n− λ = 0 =⇒ λ = n. (A.77)
Plug λ = n into equation(A.76), we have 1pi − n− ntT g˜(yi, xi,θ) = 0, and
pi =
1
n(1 + tT g˜(yi, xi,θ))
. (A.78)
Plug equation(A.78) into 1n
∑n







n(1 + tT g˜(yi, xi,θ))
g˜(yi, xi,θ) = 0, (A.79)
from which we can see t can be determined in terms of θ. For a fixed θ, since pi ∈ [0, 1], then
t should be in Dθ = {t : 1 + tT g˜(yi, xi,θ) ≥ 1n}, which is convex and closed. Dθ is bounded if






1 + tT g˜(yi, xi,θ)
]
.
Similar to Lemma 1 in Qin & Lawless(1994) and Theorem 3.1 in Newey and Smith(2004),
lE(θ) attains maximum value at some point θˆn → θ0, with θˆn and tˆ satisfy Q1n(θˆn, tˆ) = 0 and

































1 + tT g˜(yi, xi,θ)
]
. (A.82)
We follow Newey’s method to proof θˆ
E




























, then by law of large numbers, we have
Gn(θ)−G(θ) = Op(n−1/2), for all θ ∈ Θ and sup
θ∈Θ
|Gn(θ)−G(θ)| →p 0.
Since G(θ) is continuous, if
Gn(θˆ
E
n )→p 0, (A.84)
we will have




n ) + Gn(θˆ
E








n )| →p 0.
and G(θˆ
E
n ) →p 0. Since G(θ) = 0 has a unique solution θ0, |G(θ)| is bounded away from 0
outside any neighborhood of θ0. When G(θˆ
E
n )→p 0, then θˆ
E
n must be inside the neighborhood
of θ0 w.p.a.1, i.e. θˆ
E
n →p θ0.






log[1 + tT g˜(xi,θ)],
with lE(θ) = −nPE(θ, t). Denote bi = supθ∈Θ |g˜(yi, xi,θ)|, since E [supθ∈Θ |g(y, x,θ)|α] < ∞







|g˜(xi, yi,θ)| = Op(n1/α).
For 1/α < ζ < 1/2 and Λ˜n = {t : |t| ≤ n−ζ}, when t ∈ Λ˜n, we have
sup
θ∈Θ,t∈Λ˜n,1≤i≤n
|tT g˜(xi, yi,θ)| ≤ n−ζ max
1≤i≤n
bi ≤ Op(n−ζ+1/α)→p 0. (A.85)
Besides, Λ˜n ⊆ Λn w.p.a.1 for all θ ∈ Θ since tT g˜(yi, xi,θ)→p 0 satisfies 1 + tT g˜(yi, xi,θ) ≥ 1n
w.p.a.1.
Next, we want to show Fact A: for θ˜ ∈ Θ that satisfies θ˜ →p θ0 and G(θ˜) = Op(n−1/2),
we have t˜ = arg max
t∈Λ˜( ˜θ) PE(θ˜, t) exists w.p.a.1, t˜ = Op(n
−1/2), and supt∈Λ˜(θ˜) PE(θ˜, t) ≤
Op(n
−1). The proof of Fact A is shown as following.
Since log(1 + v) is twice continuously diffentialble in a neighborhood of zero, PE(θ, t) is
twice continuously differentiable on Λ˜n w.p.a.1. Thus
t˜ = arg max
t∈Λ˜n
PE(θ˜, t), exists w.p.a.1. (A.86)
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Define Ω˜(θ˜) = 1n
∑
i g˜(xi, yi, θ˜)g˜
T (xi, yi, θ˜) →p Ω = 1n
∑
i g˜(xi, yi,θ0)g˜
T (xi, yi,θ0) by contin-
uous mapping theorem and θ˜ →p θ0. Since Ω is nonsingular by assumption, the smallest
eigenvalue of Ω˜(θ˜) is bounded away from zero w.p.a.1., i.e. 1n
∑
i g˜(yi, xi,θ)g˜
T (yi, xi,θ) ≥ CmI
By Cauchy-Schwartz inequality, we have 1n
∑
i g˜(yi, xi,θ)g˜




i I →p CI for
all θ ∈ Θ, where C and Cm are positive bounded numbers. Thus the largest eigenvalue
of Ω is bounded above w.p.a.1. By equation(A.85), for t˙ lying between t˜ and 0, we have
max1≤i≤n,θˆn∈Θ |t˙T g˜(yi, xi, θˆn)| →p 0, and thus there exist k1 and k2 such that−1 < k1 < 0 < k2





1 + t˙T g˜(xi, yi, θˆn)
]2 ≤ 1(1 + k1)2 = ν2, w.p.a. 1. (A.87)
Besides, for t˙ lying between 0 and t˜, by Taylor expansion of t˜ around 0, we have






















n g˜(xi, yi, θ˜)g˜
T (xi, yi, θ˜)
]
t˜, by equation (A.87)
≤ t˜T 1n
∑
i g˜(xi, yi, θ˜)− Cmν12 t˜T t˜, by 1n
∑
i g˜(yi, xi,θ)g˜
T (yi, xi,θ) ≥ CmI w.p.a.1
≤ |t˜|| 1n
∑




2 |t˜| ≤ | 1n
∑
i g˜(xi, yi, θ˜)| w.p.a.1. By equation(A.83), we have | 1n
∑
i g˜(xi, yi, θ˜)| =
Op(n
−1/2) = op(n−ζ), so we have the conclusion of Fact A as






g˜(xi, yi, θ˜)| = Op(n−1),w.p.a.1.




n )|, then t¯ ∈ Λ˜n and max1≤i≤n,θˆEn∈Θ |t¯
T g˜(yi, xi, θˆ
E








i=1 g˜(yi, xi, θˆ
E










]2 g˜(xi, yi, θˆEn )g˜T (xi, yi, θˆEn )
 t¯










]2 g˜(xi, yi, θˆEn )g˜T (xi, yi, θˆEn )
 t¯




n g˜(xi, yi, θˆ
E
n )g˜




t¯ w.p.a.1, by equation(A.87)
≥ n−ζ |Gn(θˆEn )| − Cν22 t¯T t¯, by 1n
∑
i g˜(yi, xi,θ)g˜
T (yi, xi,θ) ≤ CI, w.p.a.1
= n−ζ |Gn(θˆEn )| − Cν22 n−2ζ , by definition of t¯,
(A.89)
for t˙ lying between t¯ and 0. By tˆ and θˆ
E
n being saddle point, we have
PE(θˆ
E
n , t¯) ≤ PE(θˆ
E
n , tˆ) ≤ PE(θ0, t0) ≤




n−ζ |Gn(θˆEn )| −
Cν2
2
n−2ζ ≤ Op(n−1), and |Gn(θˆEn )| = Op(n−ζ).
Now consider any n → 0, and let t¯ = nGn(θˆEn ), then similar to the argument in equation(A.89)






n )| ≤ Op(n−1),
i.e. n|Gn(θˆEn )|2 = Op(n−1). If n|Gn(θˆ
E




−1). Thus we have proved condition (A.84) and |Gn(θˆEn )| = Op(n−1/2).
Next is to prove the assumption that E[supθ∈Θ |g˜(xi, yi,θ)|α] < ∞ for some α > 2. Using
similar argument in Lemma 11.2 of Owen (2001), we max1≤i≤n,θ∈Θ |g(xi, yi,θ)| = O(n1/α) for
g(xi, yi,θ) be independent random variables with a common distribution and E [|g(xi, yi,θ)|α] <
∞ for all θ ∈ Θ. Since
E[sup
θ∈Θ
|g˜(xi, yi,θ)|α] ≤ E[sup
θ∈Θ














































g(qτj (xi), xi,θ)− µg|x(x,θ)
+ µg|x(x,θ) + 1n
n∑
i=1
δiCph(yi, xi,θ)xi + op(n
−1/2),





|g(x, y,θ)|α] ≤ ∞.
g(qτj (xi), xi,θ)− µg|x(x,θ) are independent random variables with
E
[
g(qτj (xi), xi,θ)− µg|x(x,θ)
]α




g(qτj (xi), xi,θ)− µg|x(x,θ)
 = O(n1/α).
By the same argument piece, we can show 1n
∑n
i=1 δiCph(yi, xi,θ)xi + op(n






ij , xi,θ) = O(n
1/α) and E[supθ∈Θ |g˜(xi, yi,θ)|α] <∞ follow.
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A.10 Proof of Lemma 5
Let ζn = |tˆ| + |θˆEn − θ| and as it is argued in Qin and Lawless(1994), ζn = Op(n−1/2). By
Taylor expansion of Q1n(tˆ, θˆ
E
n ) and Q2n(tˆ, θˆ
E
n ) at (θ0, 0), we have


































1 + tT g˜(yi, xi,θ)
]− ˙˜gθ(y, x,θ)tT g˜(yi, xi,θ)
[1 + tT g˜(yi, xi,θ)]2
|(θ0,0) (θˆ
E


























n − θ0) + op(ζn)
= Gn(θ0)− Ωn(θ0)tˆ + Γn(θ0)(θˆEn − θ0) + op(ζn),
and









1 + tˆT g˜(yi, xi, θˆ
E
n )








¨˜gTθ (y, x,θ)[1 + t
T g˜(yi, xi,θ)]t− tT ˙˜gθ(y, x,θ) ˙˜gTθ (y, x,θ)t











1 + tT g˜(yi, xi,θ)
]− tT g˜(yi, xi,θ) ˙˜gθ(y, x,θ)
[1 + tT g˜(yi, xi,θ)]2







[1 + tT g˜(yi, xi,θ)]2
|(θ0,0) tˆ + op(ζn)
= ΓTn (θ0)tˆ + op(ζn),
































−1 −Gn(θ0) + op(ζn)
op(ζn)
 . (A.92)



































































nGn(θ0) + op(1). (A.93)
Since E [Gn(θ0)] = 0, then





]− nE [Gn(θ0)]ET [Gn(θ0)] = Ω(θ0).
Together with
√




n − θ0) ∼ N
(
0, V (θ) = S−122.1
)
+ op(1), (A.94)
where S22.1 = −S21S−111 S12.
A.11 Proof of Corollary 4
Taylor expansion of Gn(θˆ
E
n ) at θ0 gives
Gn(θˆ
E
n ) = Gn(θ0) + Γn(θ0)(θˆ
E
n − θ0) + op( 1√n), by equation (A.94)
= Gn(θ0)− Γn(θ0)[S21S−111 S12]−1S21S−111 Gn(θ0) + op( 1√n), by equation(A.93)










By equation (A.92) and (A.95),
tˆ = −[S−111 + S−111 S12S−122.1S21S−111 ]Gn(θ0) = −S−111 Gn(θˆ
E












1 + tT g˜(yi, xi,θ)
]









T (yi, xi, θˆ
E





























































11 Gn(θ0) + op(1)
Since S
−1/2















A.12 Proof of Corollary 5
Let θT = (θ1,θ2)
T , where θ1 and θ2 are q × 1 and (p− q)× 1 vectors respectively. Define
θˆ2,n as θˆ2,n = arg maxθ∈Θ,θ1=θ01 lE(θ1,θ2), then, the solution to the profile likelihood, θˆ2,n and
tˆ satisfy Q1n(tˆ,θ
0
1, θˆ2,n) = 0 and Q2n(tˆ,θ
0
































)T t = 0
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Taylor expansion of Q1n(tˆ,θ
0
1, θˆ2,n) and Q2n(tˆ,θ
0








































































where ˙˜gθ2(y, x,θ1,θ2) =
∂g˜(yi,xi,θ1,θ2)
∂θ02
. Thus we have tˆ
θˆ2,n − θ02
 = S−1n





































. It follows that



















Taylor expansion of Gn(θ
0









(θˆ2,n − θ02) + op(ζn)
= Gn(θ0)− ∂Gn(θ0)∂θ2 [S21,θ2S−111 S12,θ2 ]−1S21,θ2S−111 Gn(θ0) + op(ζn)










































































Gn(θ0), by equation (A.96).
Then the profile likelihood ration Rn(θ
0
1, θˆ2,n) can be written as
Rn(θ
0
1, θˆ2,n) = 2lE(θˆ
E
n )− 2lE(θ01, θˆ2,n)
= −nGn(θ0)T
[





























−1S21 − S12,θ2 [S21,θ2S−111 S12,θ2 ]−1S21,θ2
}
S−111 Gn(θ0)

















11 are idempotent, to prove Rn(θ
0
1, θˆ2,n) →d χ2q , it
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APPENDIX B. Proofs of to “Semiparametric Quantile Regression
Imputation Methods”
In this appendix, we provide very detailed derivations of the proofs for all the theories
stated in Chapter 3. The appendix is organized as follows. Section B.1 concludes conditions
required to prove the theories. Section B.2 ∼ B.12 contain detailed proofs (in order) for Lemma
1, Lemma 2, Theorem 1, Corollary 1, Lemma 3, Theorem 2, Corollary 2, Lemma 4, Theorem
3, Corollary 3 and Corollary 4. Six facts used repeatedly in the proofs and gives justifications
of those facts are attached at the end of the appendix.
B.1 Assumptions
The notation of | · | represents the norm of a matrix, defined as |A| = √trace(A′A) and
the notation of ‖·‖ denotes the sup-norm in all arguments for functions. We first discuss some
technical assumptions.
1. Assumptions for penalized semiparametric quantile regression: (a) There exists γ > 0
such that E[|g(y, x;θ)|2+γ ] < ∞ . (b) The explanatory variable X has distribution function
Fx(x) on a compact set [0, 1]. (c) The knots for the B-spline basis are equidistantly located
as κk = k/Kn for k = −p + 1, · · · ,Kn + p. (d) The order of the difference matrix is m <
p. (e) limn→∞ n−1
∑n
i=1 p(xi)B(xi)B




T (x)p(x)dFx(x). (f) limn→∞ n−1
∑n
i=1 p(xi)fY |X(qτ (x)) B(xi)B
T (xi) exists and
converges to Φ(τ), where Φ(τ) =
∫ 1
0 B(x)B
T (x)p(x) fY |X(qτ (x))dFx(x). (g) The smoothing
parameters λn is a positive sequence of real numbers such that λ
−1
n is larger than the maximum
eigenvalue of Φ(τ)−1/2DTmDmΦ(τ)−1/2.
2. Assumptions for the GMM method: (a) θ0 is the unique solution to the general estimating
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equation E[g(x, y,θ)] = 0 and θ0 is an interior point of Θ. (b) g(y, x,θ) is differentiable with
respect to θ and twice differentiable with respect to y. g˙θ(y, x,θ) =
∂g(y,x,θ)
∂θ , g¨θ,y(y, x,θ) =
∂2g(y,x,θ)
∂θ∂y and g¨y(y, x, θ) =
∂2g(y,x,θ0)
∂y2
are bounded for all θ ∈ Θ, x, and y. (c) G(θ) =
E [g(y, x;θ)] is differentiable at θ0 with a derivative matrix Γ of full rank. (d) ||Gn(θˆn)|| ≤
op(n
−1/2) + infθ |Gn(θ)|. (e) E
[|g˙θ(y, x;θ)||g˙θ(y, x;θ)|T ] is bounded.
3. General assumptions for variance estimators: (a) The bandwidths of the kernel density
estimator, a and b, satisfy a→ 0, b→ 0, na→∞ and nb→∞. (b) fY |X(x, y) is differentiable
with respect to y. (c) ‖Γ(θ)‖ and ‖VG(θ)‖ are bounded away from 0, where VG(θ) = V ar [ξi(θ)]











positive definite; (b) ∂g(y, x,θ)/∂θ is continuous in a neighborhood of the true vales θ0 and
|∂g(y, x,θ)/∂θ| is bounded by some integrable function in this neighborhood. (c) E [‖g(y, x,θ)‖α]
are bounded for some α > 2 and θ ∈ Θ. (d) The rank of E [∂g(y, x,θ0)/∂θ] = p. (e)
∂g2(y, x,θ)/∂θ∂θT is continuous in a neighborhood of the true vales θ0 and |∂g2(y, x,θ)∂θ∂θT ‖
is bounded by some integrable function in this neighborhood.
B.2 Proof of Lemma 1
The following proof needs the Knight’s identity (Knight 1998)
ρτ (u− v)− ρτ (u) = −vψτ (u) +
∫ v
0
I(u ≤ s)− I(u ≤ 0)ds, (B.1)


























where ei(τ) = yi − BT (xi)b∗(τ) and BT (x)b∗(τ) is the best L∞ approximation to the true










































0 [I(ei(τ) ≤ s)− I(ei(τ) < 0)]ds+ λτ2 Knn ∆TDTmDm∆.
(B.3)








[I(ei(τ) ≤ s)− I(ei(τ) < 0)]ds = 1
2
Kn∆
TΦ(τ)∆ + op(1), (B.4)
where Φ(τ) = 1n
∑n
i=1 δiB
T (xi)B(xi)fY |X(qτ (xi)|xi) and qτ (xi) = BT (xi)b∗(τ). Thus, by
























































































































T (xi)ψτ (ei(τ)) ∼d N(0, Vw),




Let qˆτ (x) = B







qˆτ (x)−BT (x)b∗(τ) + bλτ (x)
]




W Tn . (B.7)
By Barrow and Smith(1978),
BT (x)b∗(τ)− qτ (x) = baτ (x) + o(K−(p+1)n ), (B.8)








) for x ∈ [κk1 , κk), q(p+1)τ (x) is the (p + 1)-th derivatives of








W Tn . (B.9)
The results in (i) and (ii) of Lemma 1 follow immediately.
The rest of the proofs refer to some facts listed in the Appendix of this supplemental file
and justifications of these facts are provided in the Appendix as well.
B.3 Proof of Lemma 2

































j=1 g(qˆτj (xi), xi,θ0), qˆτj (xi) = B
T (xi)bˆ(τj)
and µg|x(xi;θ0) = E [g(yi, xi;θ0)|xi]. Terms B1 and B2 are easy since they are sums of
i.i.d. random variables. However term B3 is much more complicated because it involves
additional randomness from uniformly distributed random variable τj , and it also depends
on the estimated coefficients bˆ(τ) calculated using all respondents. Therefore the summands
in B3 are not independent. The key idea in our proof is to replace B3 by B˜3 = E(B3|AR)





i=1 δiCphn(xi, yi,θ0)B(xi) + op(1), and (2) B˜3 −B3 = op(1).




i=1 δiCphn(xi, yi,θ0)B(xi) + op(1):
By definition of B˜3, we have




































It is obvious that B˜32 = 0 because for any x,
Eτ |x [g(qτ (x), x,θ0)] =
∫ 1
0 g(qτ (x), x,θ0)dτ , let qτ (x) = y, then dτ = dFY |X(x, y)
=
∫ +∞
−∞ g(y, x,θ0)dFY |X(x, y)
= Ey|x [g(y, x,θ0)] = µg|x(x;θ0).
(B.13)
For B˜31, assuming that g(xi, yi,θ) is twice differentiable with respect to θ, then we have
g(qˆτj (xi), xi,θ0)− g(qτj (xi), xi,θ0)
= g˙y(qτj (xi), xi;θ0)[qˆτj (xi)− qτj (xi)] + g¨y(q˜τj (xi), xi : θ0)[qˆτj (xi)− qτj (xi)]2,
(B.14)
for q˜τj (xi) lying between qτj (xi) and qˆτj (xi), where g˙y(yi, xi,θ) =
∂g(xi,yi,θ)
∂yi





















































g¨y(q˜τj (x), x;θ0)[qˆτj (x)− qτj (x)]2|AR
 ,
where nm = n−
∑n
i=1 δi and x is independent of AR. By Fact 3 in the appendix and g¨y(y, x,θ)





g¨y(q˜τj (x), x,θ0)[qˆτj (x)− qτj (x)]2|AR
 = O(Knn ). (B.15)
Equation (B.9) can be re-expressed as
√







nbaτ (x) + op(1),
(B.16)
where Cn(τ) = D
T
mDmb

















































































Cp = E{1− p(x)}.








} by Fact 2
= O(K−(p+2)n ),
and











































nK−(p+2)n ) = O(K
−0.5






δiCphn(xi, yi,θ0)B(xi) + op(1). (B.17)
(2) To show B˜3 −B3 = op(1):
To prove that B˜3 −B3 = op(1), by Chebychev’s inequality, we only need to show that E[B˜3 −
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B3]























We only need to show that
E{[µˆg|x(xi;θ0)− µg|x(xi;θ0)]⊗2} → 0. (B.18)













[g(qτj (x), x;θ0)− µg|x(xi;θ0)]︸ ︷︷ ︸
Qn
.
It is equivalent to show that E[Q⊗2n ] = o(1), E[QnSTn ] = o(1) and E[S⊗2n ] = o(1).
To show E[Q⊗2n ] = o(1):
This is obvious since E[Qn] = 0, and
E[Q⊗2n ] = V ar(Qn) =
σ2g|x(x,θ0)
J





Define γ(τj , x,θ0) = g˙y(qτj (x), x;θ0)B



















[g(qˆτj (x), x;θ0)− g(qτj (x), x;θ0)][g(qτl(x), x;θ0)− µg|x(xi;θ0)]T
︸ ︷︷ ︸




















+g¨y(q˜τj (xi), xi;θ0)[qˆτj (xi)− qτj (xi)]2][g(qτj (x), x;θ0)− µg|x(xi;θ0)]T
}










































































γ(τj , x,θ0)δiB(xi)ψτj (ei(τj))[g(qτj (x), x;θ0)− µg|x(xi;θ0)]T

by Ey|x,τ (ψτj (ei(τj))) = b
a


















τ (xi)fY |X(qτ (xi))] = O(K
−(p+2)
n ) in Fact 1 , Ex[B
T (x)H−1n (τj)] = O(1)









2p+3 ) = o(1).









g˙y(qτj (x), x; θ0)B














2p+3 ) = o(1), by Fact 2 and [g(qτ (x), x;θ0)− µg|x(x;θ0)] being bounded.
























O(K−(p+1)n ) = o(1).













) = o(1), by Fact 3.
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[g(qˆτj (x), x;θ0)− g(qτj (x), x;θ0)][g(qˆτl(x), x;θ0)− g(qτl(x), x;θ0)]T
︸ ︷︷ ︸
S2























































































g˙y(qτj (xi), xi;θ0)[qˆτj (xi)− qτj (xi)] + g¨y(q˜τj (xi), xi;θ0)[qˆτj (xi)− qτj (xi)]2
}













































), by Fact 6
= o(1).
So we have shown that
E{[µˆg|x(xi;θ0)− µg|x(xi;θ0)]⊗2} = o(1),
and
B˜3 −B3 = o(1).



















i δiCphn(xi, yi,θ0)B(xi) + o(1).
(B.20)
Define


























































) ∼d N(0, 1).
(B.22)















) →p op(1), (B.23)











) ∼d N(0, 1). (B.24)















Ey|xi,τ [ψτ (ei(τ))] = fY |X(qτ (xi))b
a






p(xi)Ex,τ [Cpg˙y(qτ (x), x;θ0)B






by Fact 1 and 2 in the appendix. The variance of ξi(θ0) can be approximated as
V (ξi(θ0))
.
= σ2g(θ0)− E[(1− p(x))σ2g|x(x;θ0)]
+C2pE{p(xi)hn(xi, yi,θ0)B(xi)BT (xi)hTn (xi, yi,θ0)}
+2CpE{δihn(xi, yi)B(xi)gT (yi, xi;θ0)},
(B.27)











2p+3 ) = O(n
− 0.5
2p+3 ) = o(1).
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) ∼d N(0, 1),
i.e.
√
nGn(θ0)→d N (0, V (ξi(θ0))) . (B.28)
We now show how to approximate V (ξi(θ0)) in equation(B.28) as follows.
Since
E{H−1n (τ)B(xi)BT (xi)H−1n (τ)} = O(Kn), (B.29)













































T (x)H−1n (τ)Eyi [ψτ (ei(τ))ψτ ′(ei(τ ′))] B(xi)






T (x)H−1n (τ) [min(τ, τ ′)− ττ ′] B(xi)
×BT (xi)g˙y(qτ ′(x′), x′;θ0)H−1n (τ ′)B(x′)
}




T (x) [min(τ, τ ′)− ττ ′] g˙y(qτ ′(x′), x′;θ0)B(x′)O(Kn)
}
= O(K−1n ), by Fact 1.
(B.31)
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T (x)H−1n (τ)B(xi)ψτ (ei(τ))gT (yi, xi;θ0)
}







































Combing equation (B.31), (B.33), (B.32), and (B.34), equation (B.27) follows immediately.
B.4 Proof of Theorem 1
By Corollary (3.2) and Theorem (3.3) in Pakes and Pollard (1989), following two conditions








n−1/2 + |Gn(θ)|+ |G(θ)|
= op(1)
.


















































By the law of large numbers, we have 1n
∑n
i {g(yi, xi;θ)−E[(g(yi, xi;θ)]} = op(1), 1n
∑n
i {(1−
δi)(µg|x(xi; θ)− g(yi, xi;θ)} = op(1) and 1n
∑n
i {δiCphn(xi, yi;θ)B(xi)} = op(1). Thus we have
|Gn(θ)−G(θ)| = op(1) and sup
θ∈Θ
|Gn(θ)−G(θ)|
1 + |Gn(θ)|+ |G(θ)| ≤ ‖Gn(θ)−G(θ)‖ = op(1).
So condition 1 holds. To prove condition 2, it is sufficient to show that for every sequence {ζn}
of positive numbers that converges to zero,
Gn(θ)−G(θ)−Gn(θ0) = op( 1√
n
) for |θ − θ0| < ζn.
Since G(θ0) = E[g(y, x,θ0)] = 0, then
Gn(θ)−G(θ)−Gn(θ0)
= Gn(θ)−G(θ)−Gn(θ0) + G(θ0)
= 1n
∑n
i [g(yi, xi;θ)− E(g(y, x;θ)] +B2(θ) +B3(θ)
− { 1n∑ni [g(yi, xi;θ0)− E(g(y, x;θ0)] +B2(θ0) +B3(θ0)} .
(B.35)
















g˙θ(yi, xi; θ˜)− E(g˙θ(yi, xi; θ˜))
]
(θ − θ0), for |θ˜ − θ0| ≤ |θ − θ0|,
where g˙θ(y, x;θ) =
∂g(y,x,θ)
∂θ . If we assume that E






















[g(yi, xi;θ0)− E(g(y, x;θ0)] = op( 1√
n
). (B.36)



















T (x)H−1n (τ)ψτ (ei(τ))dτdFX(x),



























































δiκ(xi, yi, θ˜)B(xi)(θ − θ0),
where κ(xi, yi,θ) = Ex,τ
[
g¨y,θ(qτ (x), x,θ)B
T (x)H−1n (τ)ψτ (ei(τ))
]


























Similar to the proof of equation (B.31), by replacing g˙y,θ(qτ (x), x,θ) with g¨y,θ(qτ (x), x,θ), we
have equation (B.40) holds under the assumption that g¨y,θ(y, x,θ) is bounded. So equation
(B.39) follows. Combining (B.35) to (B.39), we have




























B.5 Proof of Corollary 1
To prove that
√













then by the Sluskys’ theorem and Theorem 1,
√
nΣˆ−1/2(θˆn)(θˆn − θ0) = Σˆ−1/2(θˆn)Σ−1/2(θ0)
√
nΣ1/2(θ0)(θˆn − θ0)→ N(0, Idθ×dθ).
It is sufficient to show
Σˆ(θˆn) = Σ(θ0) + op(1), for θˆ →p θ0. (B.42)
To prove (B.42), we want to show





]−1 →p [ΓT (θ0)Γ(θ0)]−1 . (B.44)
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g˙θ(qˆτj (xi), xi; θˆn)
 ,
ξi(θ0) is defined in Lemma 2 and ξˆi(θˆn) is defined as
ξˆi(θˆn) = g(yi, xi, θˆn) + (1− δi)
[
µˆg|x(xi, θˆn)− g(yi, xi, θˆn)
]







g(qˆτ (xi), xi, θˆn);






















δifˆY |X(xi, qˆτj (xi))B(xi)B
T (xi)

































is a consistent estimator of V ar (ξi(θ0)),
if ξˆi(θˆn)→p ξi(θ0).
The following part of proof is to show that ξˆi(θˆn)→p ξi(θ0) by showing that g(yi, xi, θˆn)→p
g(yi, xi,θ0), µˆg|x(xi, θˆn) →p µg|x(xi,θ0) and hˆn(xi, yi; θˆn) →p hn(xi, yi; θˆn). Since we have







g(qˆτj (xi), xi, θˆn)→p µg(xi;θ0) when J →∞,
150








i=1 δifY |X(xi, qˆτj (xi))B(xi)B
T (xi), by property of kernel estimation
→p 1n
∑n
i=1 δifY |X(xi, qτj (xi))B(xi)B
T (xi) + op(K
−1
n ),
by differentiability of fY |X(x, y), compact range of x and Fact 1.
(B.45)
Thus we have
Φˆ(τj) = Φ(τj) + op(K
−1
n ) and Hˆn(τj) = Hn(τj) + op(K
−1
n ).
From Fact 2 we have Hn(τj) = O(Kn), then











































= hn(xi, yi;θ) + op(1), by Fact 1 and (B.46)
(B.47)
Similarly, because of qˆτ (x)→p qτ (x) and θˆn →p θ0, as n→∞, and J →∞, we have
Γˆ(θˆn)→p Γ(θ0).
When Γ(θ0) is bounded away from 0dθ×dθ for all θ ∈ Θ, we have[
ΓˆT (θˆn)Γˆ(θˆn)











B.6 Proof of Lemma 3
In the weighted generalized method of moment, the estimates are obtained by minimizing
the weighted norm of sample moments, which is
θˆ
w





By Lemma(3.5) of Pakes and Pollard(1989), it is sufficient to proved that
sup
|θ−θ0|≤ζn
|Vˆ −1G (θ)− V −1G (θ0)| = op(1),
for a sequence of positive numbers ζn that converge to zero. Since
sup
|θ−θ0|≤ζn
|Vˆ −1G (θ)− V −1G (θ0)|
≤ sup
|θ−θ0|≤ζn
|Vˆ −1G (θ)− V −1G (θ)|+ sup|θ−θ0|≤ζn
|V −1G (θ)− V −1G (θ0)|,
we only need to show that both
sup
|θ−θ0|≤ζn




|V −1G (θ)− V −1G (θ0)| = op(1).
Similar to the proof in Corollary 1, we will have VˆG(θ) = VG(θ) + op(1) for all θ such that
|θ − θ0| ≤ ζn. Assuming |VG(θ)| is bounded away from 0 for all θ, so
Vˆ −1G (θ) =
[


















|VˆG(θ)− VG(θ)|, by (B.48) and assumption 3(c)
= op(1), by VˆG(θ)→p VG(θ).
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By Taylor expansion and define θ − θ0 = ζn = op(1), we have
VG(θ)− VG(θ0) = E
[
ξ⊗2i (θ)− ξ⊗2i (θ0)


















= g˙θ(yi, xi;θ)+(1−δi) {E [g˙θ(yi, xi;θ)]− g˙θ(yi, xi;θ)}+δiCp∂hn(xi, yi,θ)
∂θ
B(xi).
Since ξi(θ) and ξ˙i,θ(θ) is bounded by the assumptions that g(x, y,θ) and g˙θ(y, x,θ) are

















= O(1)op(1) = op(1).
(B.49)
Thus we have
sup|θ−θ0|≤ζn |V −1G (θ)− V −1G (θ0)|
= sup|θ−θ0|≤ζn |VG(θ)
[
V −1G (θ)− VG(θ0)
]
V −1G (θ0)| = op(1).
(B.50)
B.7 Proof of Theorem 2
When Lemma 3 holds, the results in Theorem 2 follow immediately from Lemma 3.4 and
Lemma 3.5 of Pakes and Pollard (1989). When r = dθ, the semiparametric efficiency bound










VG(θ0) = E{p(x)σ2g|x(x;θ0)}+ V {µg|x(x,θ0)}
+C2pE{δihn(xi, yi;θ)B(xi)BT (xi)hTn (xi, yi;θ)}
+2CpE{δihn(xi, yi)B(xi;θ)gT (yi, xi;θ0)}.
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Our esitmator will achieve the semiparametric efficiency bound if VG(θ0) ≤ E[σ2g|x(x;θ0)/p(x)+
µg|x(x;θ0)µTg|x(x;θ0)], i.e.
E{( 1p(x) − p(x))σ2g|x(x;θ0)}
≥ C2pE{δihn(xi, yi;θ)B(xi)BT (xi)hTn (xi, yi;θ)}
+2CpE{δihn(xi, yi)B(xi;θ)gT (yi, xi;θ0)}.
(B.51)
It can be shown that when the conditions in Theorem 2 hold, the right hand side of equation
(B.51) has order O(K−1n ), see equation(B.31) and (B.32).
B.8 Proof of Corollary 2




n )(θ̂n − θ0)→d N(0, Idθ×dθ),






















n →p θ0, similar to the proof of Corollary 1, we can have
VˆG(θˆ
w
n ) = Vˆ ar(ξˆi(θˆ
w














n )→p ΓT (θ0)V −1G (θ0)Γ(θ0),
when both Vˆ −1G (θ̂
w
n ) and V
−1




















B.9 Proof of Lemma 4










pig˜(yi, xi,θ) = 0}, (B.52)
where pi = P (X = xi, Y = yi) satisfies 0 ≤ pi ≤ 1, and
































[1− λpi − ntT pig˜(yi, xi,θ)] = n− λ = 0 =⇒ λ = n. (B.54)
Plug λ = n into equation(B.53), we have
1
pi
− n− ntT g˜(yi, xi,θ) = 0, and pi = 1
n(1 + tT g˜(yi, xi,θ))
. (B.55)






n(1 + tT g˜(yi, xi,θ))
g˜(yi, xi,θ) = 0, (B.56)
from which we can see t can be determined in terms of θ. For fixed θ, since pi ∈ [0, 1], then t
should be in Dθ = {t : 1 + tT g˜(yi, xi,θ) ≥ 1n}, which is convex and closed. Dθ is bounded if 0
is inside the convex hull of g˜(y, x,θ). The empirical log-likelihood for θ is now defined as






1 + tT g˜(yi, xi,θ)
]
.
Similar to Lemma of Qin & Lawless(1994) and Newey and Smith(2004), lE(θ) attains maximum






















In equation(2.2) of Newey and Smith(2004), θˆn can also be written as the solution to a saddle
point problem










1 + tT g˜(yi, xi,θ)
]
. (B.59)
We follow Newey’s method to proof θˆn consistent, which is consist of two results: (1) Gn(θˆn)→p
0, (2) If (1) holds, then θˆn → θ0 and (3) The condition E[supθ∈Θ ‖g˜(xi, yi,θ)‖α] < ∞ holds
for some α > 2.





















for θ ∈ Θ. Denote G(θ) = E [Gn(θ)] = E [g(y, x;θ)], then by law of large numbers and similar
to the proof in Theorem 1, we have
Gn(θ)−G(θ) = Op(n−1/2), for all θ ∈ Θ and sup
θ∈Θ
|Gn(θ)−G(θ)| →p 0.
Since G(θ) is continuous, if
Gn(θˆn)→p 0, (B.61)
we will have
‖G(θˆn)‖ = ‖G(θˆn)−Gn(θˆn) + Gn(θˆn)‖ ≤ sup
θˆ∈Θ
|Gn(θˆn)−G(θˆn)|+ ‖Gn(θˆn)‖ →p 0,
and thus G(θˆn)→p 0. Since G(θ) = 0 has a unique solution θ0, ‖G(θ)‖ is bounded away from
0 outside any neighborhood of θ0. When G(θˆn)→p 0, then θˆn must be inside the neighborhood
of θ0 w.p.a.1, i.e. θˆn →p θ0.
(2) To show Gn(θˆn)→p 0:






log[1 + tT g˜(xi,θ)],
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|g˜(xi, yi,θ)| = Op(n1/α).
For 1/α < ζ < 1/2 and Λ˜n = {t : ‖t‖ ≤ n−ζ}, when t ∈ Λ˜n, we have
sup
θ∈Θ,t∈Λ˜n,1≤i≤n
|tT g˜(xi, yi,θ)| ≤ n−ζ max
1≤i≤n
bi ≤ Op(n−ζ+1/α)→p 0. (B.62)
Besides, Λ˜n ⊆ Λn w.p.a.1 for all θ ∈ Θ since tT g˜(yi, xi,θ)→p 0 satisfies 1 + tT g˜(yi, xi,θ) ≥ 1n
w.p.a.1.
Next, we want to show that Fact A: for θ˜ ∈ Θ that satisfies θ˜ →p θ0 and Gn(θ˜) =
Op(n
−1/2), we have t˜ = arg maxt∈Λ˜(θ˜) PE(θ˜, t) exists w.p.a.1, t˜ = Op(n
−1/2), and supt∈Λ˜(θ˜) PE(θ˜, t)
≤ Op(n−1). The proof of Fact A is shown as following.
Since log(1 + v) is twice continuously diffentialble in a neighborhood of zero, PE(θ, t) is
twice continuously differentiable on Λ˜n w.p.a.1. Thus
t˜ = arg max
t∈Λ˜n
PE(θ˜, t), exists w.p.a.1. (B.63)
Define Ω˜(θ˜) = 1n
∑
i g˜(xi, yi, θ˜)g˜
T (xi, yi, θ˜) →p Ω = 1n
∑
i g˜(xi, yi,θ0)g˜
T (xi, yi,θ0) by contin-
uous mapping theorem and θ˜ →p θ0. Since Ω is nonsingular by assumption, the smallest
eigenvalue of Ω˜(θ˜) is bounded away from zero w.p.a.1., i.e. 1n
∑
i g˜(yi, xi,θ)g˜
T (yi, xi,θ) ≥ CmI
By Cauchy-Schwartz inequality, we have 1n
∑
i g˜(yi, xi,θ)g˜




i I →p CI for
all θ ∈ Θ, where C and Cm are positive bounded numbers. Thus the largest eigenvalue
of Ω is bounded above w.p.a.1. By equation(B.62), for t˙ lying between t˜ and 0, we have
max1≤i≤n,θˆn∈Θ |t˙T g˜(yi, xi, θˆn)| →p 0, and thus there exist k1 and k2 such that−1 < k1 < 0 < k2





1 + t˙T g˜(xi, yi, θˆn)
]2 ≤ 1(1 + k1)2 = ν2, w.p.a. 1. (B.64)
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Besides, for t˙ lying between 0 and t˜, by Taylor expansion of t˜ around 0, we have






















n g˜(xi, yi, θ˜)g˜
T (xi, yi, θ˜)
]
t˜, by equation (B.64)
≤ t˜T 1n
∑
i g˜(xi, yi, θ˜)− Cmν12 t˜T t˜, by 1n
∑
i g˜(yi, xi,θ)g˜
T (yi, xi,θ) ≥ CmI w.p.a.1
≤ |t˜|| 1n
∑




2 |t˜| ≤ | 1n
∑
i g˜(xi, yi, θ˜)| w.p.a.1. By assumption Gn(θ˜) = 1n
∑
i g˜(xi, yi, θ˜) =
Op(n
−1/2), so






g˜(xi, yi, θ˜)‖ = Op(n−1),w.p.a.1.
Besides, let t¯ = n−ζGn(θˆn)/|Gn(θˆn)|, then t¯ ∈ Λ˜n and max1≤i≤n,θˆn∈Θ |t¯T g˜(yi, xi, θˆn)| →p 0.
Taylor expansion of
PE(θˆn, t¯) = t¯
T
∑n








]2 g˜(xi, yi, θˆn)g˜T (xi, yi, θˆn)
]
t¯








]2 g˜(xi, yi, θˆn)g˜T (xi, yi, θˆn)
]
t¯




n g˜(xi, yi, θˆn)g˜
T (xi, yi, θˆn)
]
t¯ by equation(B.64)
≥ n−ζ |Gn(θˆn)| − Cν22 t¯T t¯, by 1n
∑
i g˜(yi, xi,θ)g˜
T (yi, xi,θ) ≤ CI, w.p.a.1
= n−ζ |Gn(θˆn)| − Cν22 n−2ζ , by definition of t¯,
(B.66)
for t˙ lying between t¯ and 0. By tˆ and θˆn being saddle point, we have
PE(θˆn, t¯) ≤ PE(θˆn, tˆ) ≤
θ0 & t0 are true values
PE(θ0, t0) ≤





n−ζ |Gn(θˆn)| − Cν2
2
n−2ζ ≤ Op(n−1), and |Gn(θˆn)| = Op(n−ζ).
Now consider any n → 0, and let t¯ = nGn(θˆ), then similar to the argument in equation(B.66)





i.e. n|Gn(θˆn)|2 = Op(n−1). If n|Gn(θˆn)|2 = Op(n−1) for all n → 0, then |Gn(θˆn)|2 =
Op(n
−1). Thus we have proved condition (B.61) and |Gn(θˆn)| = Op(n−1/2).
(3) The condition E[supθ∈Θ ‖g˜(xi, yi,θ)‖α] <∞ holds for some α > 2:
Using similar argument in Lemma 11.2 of Owen (2001), we have ‖g(xi, yi,θ)‖ = O(n1/α) for
g(xi, yi,θ) be independent random variables with a common distribution and E [‖g(xi, yi,θ)‖α] <
∞ for all θ ∈ Θ. Since



















































δiCphn(yi, xi,θ)B(xi) + op(n
−1/2),





|g(y, x,θ)|α] ≤ ∞.










g(qτj (xi), xi,θ)− µg|x(x,θ)
 = O(n1/α).
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By the same argument piece, we can show 1n
∑n
i=1 δiCphn(yi, xi,θ)B(xi) = O(n
1/3) = O(n1/α),
by showing E [hn(yi, xi,θ)B(xi)]


























T (x)H−1n (τ)Eyi [ψτ (ei(τ))ψτ ′(ei(τ ′))ψτ ′′(ei(τ ′′))] B(xi)






T (x)H−1n (τ)f(τ, τ ′, τ ′′)B(xi)




p(xi)‖g˙y(qτ (x), x;θ0)‖BT (xi)f(τ, τ ′, τ ′′)‖g˙y(qτ ′(x′), x′;θ0)‖B(xi)
×‖g˙y(qτ ′′(x′′), x′′;θ0)‖B(xi)
}
= O(K−1n ), by Fact 1.
where f(τj , τk, τl)
.
= τj min(τk, τl)+τl min(τk, τj)+τk min(τj , τl)−2τjτlτk−min(τj , τl, τk) = O(1)




ij , xi,θ) = O(n
1/α) and E[supθ∈Θ |g˜(yi, xi,θ)|α] <∞ follows.
B.10 Proof of Theorem 3
Let ζn = ‖tˆ| + ‖θˆn− θ‖ and as it is argued in Qin and Lawless(1994), ζn = Op(n−1/2). By
Taylor expansion of Q1n(tˆ, θˆn) and Q2n(tˆ, θˆn) at (θ0, 0), we have




























1 + tT g˜(yi, xi,θ)
]− ˙˜gθ(y, x,θ)tT g˜(yi, xi,θ)
[1 + tT g˜(yi, xi,θ)]2
























= Gn(θ0)− Ωn(θ0)tˆ + Γn(θ0)(θˆn − θ0) + op(ζn),
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and







1 + tˆT g˜(yi, xi, θˆn)






¨˜gTθ (y, x,θ)[1 + t
T g˜(yi, xi,θ)]t− tT ˙˜gθ(y, x,θ) ˙˜gTθ (y, x,θ)t
[1 + tT g˜(yi, xi,θ)]2








1 + tT g˜(yi, xi,θ)
]− tT g˜(yi, xi,θ) ˙˜gθ(y, x,θ)
[1 + tT g˜(yi, xi,θ)]2







[1 + tT g˜(yi, xi,θ)]2
|(θ0,0) tˆ + op(ζn)
= ΓTn (θ0)tˆ + op(ζn),


















 −Gn(θ0) + op(ζn)
op(ζn)







−1 −Gn(θ0) + op(ζn)
op(ζn)
 . (B.69)


































































nGn(θ0) + op(1). (B.70)
Since E [Gn(θ0)] = 0, then





]− nE [Gn(θ0)]ET [Gn(θ0)] = Ω(θ0).
Together with
√
nGn(θ0) ∼ N(0, VG) in Lemma 1.4, we have
√
n(θˆn − θ0) ∼ N
(
0, V (θ) = S−122.1
)
+ op(1), (B.71)
where S22.1 = −S21S−111 S12.
B.11 Proof of Corollary 3
Taylor expansion of Gn(θˆ) at θ0 gives
Gn(θˆn) = Gn(θ0) + Γn(θ0)(θˆn − θ0) + op( 1√n), by equation(B.71)
= Gn(θ0)− Γn(θ0)[S21S−111 S12]−1S21S−111 Gn(θ0) + op( 1√n), by equation(B.70)









By equation (B.69) and (B.72),










1 + tT g˜(yi, xi,θ)
]




















11 Gn(θˆn) + op(1).
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Then we have
R(θˆn) = 2lE(θˆn)− 2lE(θ0)
= nGn(θˆn)























11 Gn(θ0) + op(1)
Since S
−1/2













B.12 Proof of Corollary 4
Let θT = (θ1,θ2)
T , where θ1 and θ2 are q × 1 and (p− q)× 1 vectors respectively. Define
θˆ2,n as θˆ2,n = arg maxθ∈Θ,θ1=θ01 lE(θ1,θ2), then, the solution to the profile likelihood, θˆ2,n and
tˆ satisfy Q1n(tˆ,θ
0
1, θˆ2,n) = 0 and Q2n(tˆ,θ
0














































































































where ˙˜gθ2(y, x,θ1,θ2) =
∂g˜(yi,xi,θ1,θ2)
∂θ02
. Thus we have tˆ
θˆ2,n − θ02
 = S−1n





































. It follows that


















Taylor expansion of Gn(θ
0









(θˆ2,n − θ02) + op(ζn)
= Gn(θ0)− ∂Gn(θ0)∂θ2 [S21,θ2S−111 S12,θ2 ]−1S21,θ2S−111 Gn(θ0) + op(ζn)





































































Gn(θ0), by equation (B.73).
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Then the profile likelihood ration Rn(θ
0
1, θˆ2,n) can be written as
Rn(θ
0
1, θˆ2,n) = 2lE(θˆn)− 2lE(θ01, θˆ2,n)
= −nGn(θ0)T
[

























{−S12[S21S−111 S12]−1S21 + S12,θ2 [S21,θ2S−111 S12,θ2 ]−1S21,θ2}S−111 Gn(θ0) + op(1)















11 are idempotent, to prove Rn(θ
0




















































is non-negative definite, which has been shown in Appendix A.12.
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Appendix
In the appendix, we list the facts that are used in the proofs and provide their justifications.
Fact 1:∫
B(x)dF (x) = O(K−1n ),
∫
B(x)BT (x)dF (x) = O(K−1n ),∫





































j=1 g¨y(qτj (xi), xi;θ0)[qˆτj (xi)− qτj (xi)]2[g(qτj (x), x;θ0)− µg|x(xi;θ0)]T
}








Eyi [ψτ (yi −BT (xi)b∗(τ))] .= fY |X(qτ (xi))baτ (xi)
Eyi [ψ
2
τ (yi −BT (xi)b∗(τ))] .= τ(1− τ) + (1− 2τ)fY |X(qτ (xi))baτ (xi)
Eyi [ψ
3
τ (yi −BT (xi)b∗(τ))] .= 3τ2 − 2τ3 − τ +O(K−(p+1)n )
Eyi [ψ
4
τ (yi −BT (xi)b∗(τ))] .= −3τ4 + 6τ3 − 4τ2 + τ +O(K−(p+1)n )
Eyi,yk [ψτ (yi −BT (xi)b∗(τ))ψτ (yk −BT (xk)b∗(τ))] .= fY |X(qτ (xi))baτ (xi)fY |X(qτ (xk))baτ (xk)
Eyi,yk [ψτj (yi −BT (xi)b∗(τj))ψτl(yk −BT (xk)b∗(τl))] .= fY |X(qτj (xi))baτj (xi)fY |X(qτl(xk))baτl(xk)
Eyi [ψτj (yi −BT (xi)b∗(τj))ψτl(yi −BT (xi)b∗(τl))] .= min(τj , τl)− τjτl +O(K−(p+1)n )
Eyi [ψτj (ei(τj))ψτk(ei(τk))ψτl(ei(τl))
.
= τj min(τk, τl) + τl min(τk, τj) + τk min(τj , τl)
−2τjτlτk + min(τj , τl, τk)−min(τj , τk, τl)
Fact 5: 1JE
{∑J



















































A: Proof of Fact 1





B(x)BT (x)f(x)dx is a band matrix and
|
∫
B(x)BT (x)f(x)dx| = O(K−1n ). (A.1)
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By Lemma 6.10 of Agarwal and Studden(1980), we have∫
BT (x)baτ (x)fY |X(qτ (x))dF (x) = O(K
−(p+2)
n ), (A.2)








) if κk−1 ≤ x < κk, and q(p+1)τ (x) is the (p+ 1)-th deriva-
tives of qτ (x). Here Brp(·) is the p-th Bernoulli polynomial inductively defined as








0 Brp−1(z)dzdx is the p-th Bernoulli number. Similarly, we have∫
BT (x)baτ (x)dF (x) = O(K
−(p+2)
n ).
The proof of equation (A.2) can also be shown as following:































































n x+ κk−1)fY |X(qτ (K
−1
n x+ κk−1))




j (x), fY |X(x, y), q













B. Proof of Fact 2
When fY |X(qτ (x)) is bounded, we have
‖H−1Kn,n‖∞ = O(Kn), (B.1)
for 1λn is larger than the maximum eigenvalue of Φ(τ)
−1/2DTmDmΦ(τ)−1/2. Similar proof can
be found in Claeskens et al (2009) and Yoshida(2013).
In Yoshida(2013), it has been proved that DTmDmb
∗(τ) = O(K−mn ), together with ‖H−1n (τ)‖ =






∗(τ)‖ = O(K−(p+1n ).
















= O(K−(p+2n ), by Fact 1.
C. Proof of Fact 3
Define
qˆτj (x)− qτj (x) = −
[

























∗(τ). In the proof of Lemma 3 in Yoshida(2013),
bλτ (x) = O(n
− p+1
2p+3 ). By the definition of baτ (x), we have
baτ (x) = O(n
− p+1








qˆτj (x)− qτj (x)
]2}








qˆτj (x)− qτj (x)





S21n(x, τj) + S
2








































E [S1n(x, τj)S2n(x, τj)]
= E
{











by Fact 4, Ey|x,τj [ψτj (yi −BT (xi)b∗(τj))] = fY |X(qτj (xi))baτj (xi)
= E





























since both baτ (x) and b
λ














BT (x)H−1n (τ) {
∑n
i=1 δiB(xi)ψτ (ei(τ))} {
∑n












































δiB(xi)fY |X(qτ (xi))baτ (xi)
]
× [δkfY |X(qτ (xk))baτ (xk)BT (xk)]H−1n (τ)B(x)}
= 1nE
{













, by Fact 4
= O( 1n) +O(K
−2p−3
n ), by Fact 1 and Fact 2
= O( 1n).
(C.4)
Besides, because that baτ (x) and b
λ


















[qˆτj (x)− qτj (x)]2
 = O(Knn ).
Similarly, insert a bounded function g¨y(y, x;θ), or g˙y(y, x;θ) into the above proof doesn’t







g¨y(qτj (x), x;θ0)[qˆτj (x)− qτj (x)]2







g˙y(qτj (xi), xi;θ0)[qˆτj (xi)− qτj (xi)]2g˙Ty (qτj (xi), xi;θ0)
 = O(Knn ).
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D. Proof of Fact 4
Eyi|xi,τ [ψτ (yi −BT (xi)b∗(τ)]
= τ − ∫ I(ei(τ) < 0)dFY |X(yi)
= τ − ∫ I(yi − qτ (xi) + baτ (x) < 0)dFY |X(yi)(1 + o(1))
by the fact that supx∈(0,1) |qτ (x)− baτ (x)−BT (x)b∗(τ)| = o(K−(p+1)n )
= baτ (xi)fY |X(qτ (xi)(1 + o(1))
.




τ (yi −BT (xi)b∗(τ)]
=
∫
[τ − I(ei(τ) < 0)]2 dFY |X(yi)
=
∫
τ2 − 2τI(ei(τ) < 0) + I(ei(τ) < 0)dFY |X(yi)
by equantion(D.1) Ey|x [I(ei(τ) < 0)]
.
= τ + baτ (xi)fY |X(qτ (xi))
.
= τ2 − 2τ [τ + baτ (xi)fY |X(qτ (xi))]+ τ + baτ (xi)fY |X(qτ (xi))
= τ(1− τ) + (1− 2τ)fY |X(qτ (xi))baτ (xi).
Eyi|xi,,τ [ψ
3
τ (yi −BT (xi)b∗(τ)]
= Eyi|xi,τ{[τ − I(ei(τ) < 0)]3}
= Eyi|xi,τ{τ3 − 3τ2I(ei(τ) < 0) + 3τI2(ei(τ) < 0)− I3(ei(τ) < 0)}
= Eyi|xi,,τ{τ3 − 3τ2I(ei(τ) < 0) + 3τI(ei(τ) < 0)− I(ei(τ) < 0)}
.
= τ3 − 3τ2[τ + fY |X(qτ (xi))baτ (xi)] + 3τ [τ + fY |X(qτ (xi))baτ (xi)]− [τ + fY |X(qτ (xi))baτ (xi)]
= (3τ2 − 2τ3 − τ)− fY |X(qτ (xi))baτ (xi)(1− 3τ + 3τ2)












τ4 − 4τ3I(ei(τ) < 0) + 6τ2I(ei(τ) < 0)− 4τI(ei(τ) < 0) + I(ei(τ) < 0)
]
.
= τ4 − 4τ3[τ + fY |X(qτ (xi))baτ (xi)] + 6τ2[τ + fY |X(qτ (xi))baτ (xi)]
−4τ [τ + fY |X(qτ (xi))baτ (xi)] + [τ + fY |X(qτ (xi))baτ (xi)]
= (−3τ4 + 6τ3 − 4τ2 + τ)− fY |X(qτ (xi))baτ (xi)(1− 4τ + 6τ2 − 4τ3)
= −3τ4 + 6τ3 − 4τ2 + τ +O(K−(p+1)n ).
Eyi,yk|xi,xk,τ [ψτ (yi −BT (xi)b∗(τ))ψτ (yk −BT (xk)b∗(τ))]
= Eyi|xiτ
[




ψτ (yk −BT (xk)b∗(τ))
]
.
= fY |X(qτ (xi))baτ (xi)fY |X(qτ (xk))b
a
τ (xk)by equation(D.1).
Eyi,yk|xi,xk,τj ,τl [ψτj (yi −BT (xi)b∗(τj))ψτl(yk −BT (xk)b∗(τl))]
= Eyi|xiτj [ψτj (yi −BT (xi)b∗(τj))]Eyk|xk,τl [ψτl(yk −BT (xk)b∗(τl))]
.







Eyi [ψτj (yi −BT (xi)b∗(τj))ψτl(yi −BT (xi)b∗(τl))]
= Eyi{[τj − I(ei(τj) < 0)][τl − I(ei(τl) < 0)]}
= Eyi{τjτl − τlI(ei(τj) < 0)− τjI(ei(τl) < 0) + I(ei(τj) < 0)I(ei(τl) < 0)}
assume τj < τl, then
= Eyi{τjτl − τlI(ei(τj) < 0)− τjI(ei(τl) < 0) + I(ei(τj) < 0)}
.
= τjτl − τl(τj + fY |X(qτj (x))baτj (x))− τj(τl + fY |X(qτl(x))baτl(x)) + (τj + fY |X(qτj (x))baτj (x))
= τj − τjτl − τlfY |X(qτj (x))baτj (x)− τjfY |X(qτl(x))baτl(x) + fY |X(qτj (x))baτj (x)





= min(τj , τl)− τjτl +O(K−(p+1)n ).
Eyi [ψτj (ei(τj))ψτl(ei(τl))ψτk(ei(τk))]
= Eyi {[τj − I(ei(τj) < 0)][τl − I(ei(τl) < 0)][τk − I(ei(τk) < 0)]}
= Eyi{τjτlτk − τlτkI(ei(τj) < 0)− τjτkI(ei(τl) < 0)− τjτlI(ei(τk) < 0)
τjI(ei(τl) < 0)I(ei(τk) < 0) + τkI(ei(τl) < 0)I(ei(τj) < 0) + τlI(ei(τj) < 0)I(ei(τk) < 0)
−I(ei(τj) < 0)I(ei(τl) < 0)I(ei(τk) < 0)}
.
= −2τkτjτl + τl min(τk, τj) + τj min(τk, τl) + τk min(τj , τl)−min(τj , τk, τl)
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E. Proof of Fact 5
By definition of equation(C.1), and define Υ(xi, τ) = B
T (x)H−1n (τ)δiB(xi), we have
E
{




















































i=1 [Υ(xi, τ)ψτ (ei(τ))]
3 + 3
∑


















3τ2 − 2τ3 − τ]+∑i 6=j 6=k Υ(xi, τ)Υ(xj , τ)Υ(xk, τ)O(K−3(p+1)n )
+3
∑









because Ey [ψτ (ei(τ))ψτ (ej(τ))ψτ (ek(τ))]





















because E[Υ3(xi, τ)] = O(K
−1



















g˙y(qτj (xi), xi;θ0)[qˆτj (xi)− qτj (xi)]3g¨y(qτj (xi), xi;θ0)T









































































2 [Υ(xj , τ)ψτ (ej(τ))] [Υ(xk, τ)ψτ (ek(τ))]
+
∑
i 6=j 6=k 6=l
























i 6=j 6=k 6=l
Υ(xi, τ)Υ(xj , τ)Υ(xk, τ)Υ(xl, τ)fY |X(qτ (xi))baτ (xi)fY |X(qτ (xj))b
a
τ (xj)























g¨y(qτj (xi), xi;θ0)[qˆτj (xi)− qτj (xi)]4g¨Ty (qτj (xi), xi;θ0)
 = O(K−2pnn ).
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F. Proof of Fact 6














[S1n(x, τj)− S2n(x, τj)][S1n(x, τl)− S2n(x, τl)]







S1n(x, τj)S1n(x, τl)− 2S2n(x, τj)S1n(x, τl) + S2n(x, τl)S2n(x, τj)
 .
By the fact that both baτ (x) and b
λ
τ (x) are O(K
−(p+1)



























































, by Fact 4
.
= O(K−(p+1)n )E









 , by Fact 1 and 2
.





























































































[qˆτj (x)− qτj (x)][qˆτl(x)− qτl(x)]
 = O(Knn ).


















































−S2n(x, τj)S21n(x, τl) + 2S2n(x, τj)S2n(x, τl)S1n(x, τl) + S22n(x, τl)S2n(x, τj)
 .
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Since S2n(x, τ) is bounded by O(K
−(p+1)































2S1n(x, τj)S1n(x, τl) + S
2
1n(x, τl)













then all terms that involve S2n(x, τ) will be the order of O(
K−pn
n ). Now we only have to show
that the term that doesn’t involve S2n(x, τ) is O(
K−pn
n ), i.e. S1n(x, τj)S
2








































































































































l + min{τj , τl}(τj − τ2l + 2τl − 1− 2τjτl)
]










































τj (xi)(τl(1− τl) + (1− 2τl)fY |X(qτl(xk))baτl(xk))
]
= O(K−(p+1)n ).















j 6=l[qˆτj (x)− qτj (x)]2[qˆτl(x)− qτl(x)]2
}














[S21n(x, τj)− 2S1n(x, τj)S2n(x, τj) + S22n(x, τj)]




























































































































































































































































τl(1− τl) +O(K−(p+1)n )
)(













































l + min{τj , τl}(τj − τ2l + 2τl − 1− 2τjτl)
)
fY |X(qτ (xk))baτ (xk)
= O(K−(p+1)n ).





j 6=l g¨y(qτj (xi), xi;θ0)[qˆτj (xi)− qτj (xi)]2[qˆτl(xi)− qτl(xi)]2g¨y(qτl(xi), xi;θ0)T
}
= O(K
−2p
n
n ).
