Abstract| This paper presents a computationally e cient algorithm for function approximation with piecewise linear sigmoidal nodes. A one hidden layer network is constructed one node at a time using the well{known method of tting the residual. The task of tting an individual node is accomplished using a new algorithm that searches for the best t by solving a sequence of Quadratic Programming problems. This approach o ers signi cant advantages over derivative{ based search algorithms (e.g. backpropagation and its extensions). Unique characteristics of this algorithm include:
I. Introduction
Multilayer perceptrons (MLPs) have become a popular tool for approximating nonlinear functions in higher dimensions. Although they are not the panacea for these types of problems, they are clearly recognized as a useful memb e r o f t h e \toolbox of methods" that one might employ. Other methods include interaction splines 1], 2], 3], additive models 4], projection pursuit 5], 6], MARS 7] , the method 8], hinging hyperplanes 9] and CART 1 0 ] . None of these are likely to perform consistently better than the others across a wide range of problems. At the same time however, it is nontrivial to develop a method that is truly e ective in higher dimensions, and MLPs have found a useful niche in this arena. Both theoretical and practical reasons for this will be explored in subsequent sections of this paper.
Historically, MLPs have been plagued by s l o w learning. The desire to overcome this sluggishness has resulted in considerable work on the development of faster learning algorithms for MLPs. Backpropagation is a rst{order local descent technique, closely resembling the stochastic gradient method. A majority o f the work on faster algorithms has been concentrated on the development o f m o r e advanced rst and second{order local descent methods (see 11] for an overview). These methods use rst and/or second derivatives to determine directions of search t h a t descend the criterion function as quickly as possible. All of these derivative{based descent methods possess the following characteristics. First their convergence is asymptotic, which means that it is not possible to bound the numberof Don Hush is with the Department of Electrical and Computer Engineering, University of New Mexico, Albuquerque, NM 87131
Bill Horne is with MakeWaves, Inc., 832 Valley Road, Watchung, NJ 07060 steps in the algorithm. It also makes it di cult to choose a suitable stopping criterion (i.e. one that is problem independent) 12], 13]. Second, these methods typically come with several user speci ed parameters that must be \tuned to the problem" if learning is to proceed at a reasonable rate (e.g. learning rates, momentum parameter, batch size, etc..). Finally, the solutions obtained with these methods depend on the initial conditions (because of local minima). Thus, to improve the likelihood of nding a good solution we must train the network from several di erent starting points.
The learning algorithm developed in this paper is quite di erent from the traditional family of derivative{based descent methods. First, a constructive approach is used, which builds the network one node at a time. The advantages of a constructive approach include computational e ciency and the ease of determining a suitable network size. In fact, there is theoretical evidence to suggest that the learning problem may b e intrinsically easier if we a r e allowed to add nodes and weights during the learning process 14]. Although constructive approaches are not guaranteed to produce networks of absolute minimal size, there is good reason to believe that they can produce representations which are e cient 1 5 ] . Constructive algorithms have been the mainstay i n the statistical community for many years, and in recent y ears many of these methods have b e e n integrated into the neural network community 16 Second, we u s e piecewise linear sigmoidal nodes instead of continuously di erentiable logistic nodes. This changes the nature of the learning problem entirely. It becomes a combinatorial problem in the sense that the number of feasible solutions that we m ust search through to nd a solution is nite. This makes it possible to develop learning algorithms that converge in a nite number of steps. In fact we derive polynomial bounds on the number of steps required for the algorithms that we develop. These algorithms also turn out to be quite easy to use. They have a simple (automatic) stopping criterion, and very few user speci ed parameters. In addition, they can be made to produce good solutions that are independent of initial conditions.
The remainder of this paper is organized as follows. The material in section II provides an introduction to the particular constructive a p p r o a c h used in this paper. Sections III and IV develop new learning algorithms for piecewise linear sigmoidal nodes, which constitute the primary contribution of this paper. Finally, empirical results are provided in section V to highlight some of the salient features of these new algorithms.
II. Function Approximation with Sigmoidal Basis Functions
The following notation is used in the development i n t h i s section. The symbolx is used to represent input vectors 
The dimension of these augmented vectors is d + 1 . The class of function approximation problems addressed in this paper can be described as follows. The function f : x ! y de nes a continuous nonlinear mapping from x 2 < d to y 2 < whose concise mathematical description is assumed unknown. Speci c information about f is provided by w ay of a sample set S = f(x i y i )g N i=1 , w h i c h contains samples of f at a nite number of points in < d . Using these samples (and our knowledge of f 's general properties, e.g. continuity), our goal is to produce an estimate,f, t h a t approximates f as closely as possible.
The class of approximating functions considered here are one hidden layer neural networks of the form
where the g i (x) are sigmoidal functions. We work with di erent forms of the sigmoid in this paper, all of which are parameterized by a weight vector w i . This is made explicit with the notation g i (x) = (x w i ). The two m o s t common realizations are the logistic function, l (x w) = (1 + e ;w Tx ) ;1 (4) parameterized by the weight v ector w =w and the ramp function, r (x w) = 8 < : signi cant reduction in error. When the basis functions are \tunable", however, it is possible (in principle) to circumvent the curse of dimensionality (or at least this aspect of it). For example, with a sigmoidal basis it has been shown that under very general conditions, the approximation error is bounded by O(1=n) 28] . The missing 1=d in the power of the denominator is a strong motivation for the use of these basis functions in higher dimensional problems. In addition, Jones has shown that this O(1=n) bound can be achieved constructively 15]. This result is also presented in 28], 30], where it receives a slightly di erent treatment. The proof of this result is itself constructive, and thus provides a framework for the development o f a n algorithm which can (in principle) achieve this bound.
One manifestation of this algorithm is shown in Figure  1 . It starts by tting the rst basis to the original function (the rst time through the loop e 1 = f and f 1 = g 1 ). The second basis is then t to the residual from the rst approximation, and the two are combined (in Step 3) to form the second approximation. This process of tting a basis to the current residual and then combining it with the previous approximation continues until a suitable size model is found. This is called the iterative approximation algorithm because it builds the approximation by iterating on the residual (i.e. the unexplained portion of the function) at each step.
This algorithm is attractive i n t h a t t h e main loop contains only three steps, two of which are quite simple. The middle step however, can be quite di cult. This step requires that we nd the function g n that best ts the current residual. This problem generally does not have a closed form solution, and even algorithmic solutions are not guaranteed to produce the optimal g n in an e cient manner. In this paper we d e v elop algorithms for performing this step that produce \good approximations" (i.e. near optimal) in a computationally e cient manner.
Note that when sigmoidal functions are used in Step 2 of the IIA algorithm, they must be scaled and shifted so that they can better t functions with arbitrary range and position. That is, the sigmoidal basis used in Step 2 of the IIAtakes on the form g(x) = a 0 + a 1 (x w) (6) where a 1 and a 0 are scaling and shifting parameters. The nal model produced by the IIA algorithm can still be expressed in the form of equation (3), where the the b i coe cients are simple deterministic functions of , , a 0 and for i = 1 to n do 1. Compute f n;1 : f n;1 (x) = P n j6 =i a j g j (x) 2. Compute Residual: e n;1 (x) = f(x) ; f n;1 (x) 3. Fit Residual: g i (x) = arg min g2G ke n;1 (x) ; g(x)k 4. Update Estimate: fn(x) = P n j=1 a j g j (x) where fa i g are chosen to minimize kf(x) ; fn(x)k endloop In practice it is common to use a re tting procedure to \ ne tune" the result of IIA. This procedure can compensate somewhat for the suboptimal result that may be produced at Step 2, and also to some degree for limitations due to the constructive nature of IIA. A typical re tting procedure is shown in Figure 2 . The basic idea is to re t each basis function, one at a time, to the residual formed from the approximation using the other n ; 1 basis functions. This algorithm has the same attributes as the IIA: it optimizes individual basis functions by tting them to a residual, and then reintegrates them into the overall t. It di ers from the IIA in that the residual is computed di erently, and that the starting point for each re tting is usually close to its nal point. This means that the search in Step 3 is generally very fast compared to its counterpart in Step 2 of the IIA. Because of this, re tting usually runs much faster than IIA. 1 A (8) This function is identical to the ramp basis de ned in (5) and (6) , but is parameterized di erently. An example of the surface formed by a n H S n o d e o n a t wo{dimensional input is shown in Figure 3 . It is comprised of three hyperplanes joined pairwise continuously at two hinge locations. The upper and middle hyperplanes are joined at \Hinge 1" and the lower and middle hyperplanes are joined at \Hinge 2". These hinges induce linear partitions on the input space that divide the space into three regions, and the samples (9) These subsets, and the corresponding regions of the input space, are referred to as the PLUS, LINEAR and MINUS subsets/regions respectively. We refer to this type of partition as a sigmoidal partition. A sigmoidal partition of S will be denoted P = fS + S l S ; g, a n d the set of all such partitions will be denoted = fP i g.
Input samples which f a l l o n the boundary between two regions can be assigned to the set on either side. These points are referred to as hinge samples and play a crucial role in subsequent development.
Note that once a weight v ector w in (8) is speci ed, the partition P is completely determined, but the reverse is not necessarily true. That is, there are generally an in nite numberofweight v ectors that induce the same partition.
We begin our quest for a learning algorithm with the development of an expression for the empirical risk. The empirical risk (squared error over the sample set) is de ned
This expression can be expanded into three terms, one for each set in the partition, 1 A (14) The subscript P is used to emphasize that this criterion is dependent on the partition (i.e. P is required to form R and r). In fact, the nature of the partition plays a critical role in determining the properties of the solution. More speci cally it determines the rank of R. Note that R is a symmetric matrix and in general is positive semide nite.
When R is positive de nite (i.e. full rank), P is referred to as a stable partition, and when R has reduced rank P is referred to as an unstable partition. A stable partition requires that there be at least one sample in S + and S ; , a n d that the samples in S l form a positive de nite correlation matrix R l . The conditions on S + and S ; are quite reasonable, given that an empty set in either case would mean that the corresponding region of the sigmoid could take o n an arbitrary value without a ecting the empirical error. A necessary (but not su cient) condition for R l > 0 i s t h a t there be at least d + 1 samples in S l . 1 For purposes of algorithm development w e require that jS l j > N min , where N min is a suitably chosen value greater than or equal to d + 1 . With the proper choice of N min we can often insure that R l is not only positive de nite, but also well{behaved.
Alternatively, w e could consider adding a regularization term to E P (w) of the form kwk 2 (e.g. weight decay). The corresponding empirical risk would have the same form as (13) with R replaced by R = R + I. Note that choosing > 0 guarantees R > 0. In this case all partitions are stable and there is no need to monitor the number of samples in S ; , S l and S + . On the other hand, adding the regularization term leads to a biased solution. T h e b i a s c a n be minimized however, by making su ciently small. 2 In summary, when seeking a minimizing solution for E P (w) we restrict ourselves to stable partitions because of the potential nonuniqueness associated with solutions to unstable partitions. If we use a regularization term (i.e. > 0), then stable partitions are guaranteed. On the other hand, in practice we can often circumvent the need for regularization by simply requiring that jS + j 1, jS ; j 1 a n d jS l j N min .
Note that E P (w) is quadratic in w, and with R > 0 a unique global minimum is guaranteed. Thus, it would 1 In truth, the positive de nite condition on R l is not critical to our implementation, and can be removed if we are willing to employ t e c hniques for manipulating reduced rank matrices. In fact we are often forced to employ s u c h t e c hniques in practice to handle ill{conditioned matrices that arise. 2 Alternatively, in practice it is customary to choose to optimize the bias/variance trade{o .
seem that the value of w that minimizes E P (w) could be readily obtained by solving the system of linear equations R w = r. However, the solution to R w = r does not necessarily minimize E P (w) because the resulting w may induce a di erent partition on S which c hanges the expression for E P (w). Determining a weight v ector that simultaneously minimizes E P (w) and preserves the current partition can be posed as a constrained optimization problem. This problem takes on the form min 1 2 w T R w ; w T r subject to Aw 0 (15) where the inequality constraints are designed to maintain the current partition. Using the partition equations in (9) we obtain the following form for A. 
Note that there are two constraints associated with each sample in S l so that A has a total of N + + 2 N l + N ;
rows. The optimization problem in (15) is a Quadratic Programming problem with inequality constraints, a n d b ecause R > 0 it has a unique global minimum. The general Quadratic Programming problem is N P {hard 31] and also hard to approximate 32]. However, the convex case which we restrict ourselves to here (i.e. R > 0) admits a polynomial time solution 33] . In this paper we use the active set algorithm described in 13] to solve ( 1 5 ) . This algorithm is similar to the Simplex algorithm for Linear Programming in that it is simple, robust, and guaranteed to converge in a nite number of steps. It also tends to run very e ciently in practice. With the proper implementation, this algorithm runs in O(k(d 2 + N d )) time, where k is the number of times through the main loop. Although k can grow quite large in theory, in practice it is typically on the order of d or less.
The solution to the quadratic programming problem in (15) is only as good as the current partition allows. The more challenging aspect of minimizing E P (w) is in the search for a good partition. Unfortunately there is no simple arrangement of partitions that corresponds to a partial ordering in E P (w), so the search for the optimal partition will be a computationally challenging problem. An exhaustive search is usually out of the question because of the prohibitively large number of partitions, as given by the following lemma. . Each sigmoidal partition is comprised of two linear dichotomies, one formed by Hinge 1 and the other by Hinge 2, and these dichotomies are constrained to be simple translations of one another. That is, the separating hyperplanes that induce these two dichotomies are constrained to be parallel. Consequently, when one is given, the other can take on at most N + 1 distinct values. These come from the N + 1 dichotomies induced as a hyperplane with xed orientation is swept from one end of the input data to the other (a new partition is induced each time it crosses a data sample). Thus, there are at most O(N d+1 ) sigmoidal partitions. Now w e show that there are at least this many. Consider an arbitrary dichotomy formed by Hinge 1. It splits S into two sets of size N 1 and N 2 . Suppose the rst set is S + and the second is S l S ; . Because the LINEAR region must fall between the PLUS and MINUS regions, the \legal" dichotomies for Hinge 2 can only be obtained by s w eeping through the samples in the second set. This gives N 2 + 1d ichotomies (including those leading to unstable partitions). Similarly, if the second set is labeled S + and the rst is S l S ; then there will be N 1 + 1 possible dichotomies for Hinge 2. These two cases have one dichotomy in common, so in total, for each p a i r o f d i c hotomies induced by H i n g e 1 there will be N Even though the number of sigmoidal partitions is polynomial in N , exhaustive search is clearly out of the question for even modest values of N and d. Lacking a global search strategy which i s p r o vably more e cient w e are forced to consider heuristic methods for searching . Two s u c h a l g orithms are described below. The rst was introduced elsewhere and is called the Ramps algorithm. Ramps searches through partitions using a strategy analogous that used by the K{Means clustering algorithm. The second is a new method introduced here which searches through partitions by allowing a small number of carefully chosen points to migrate from one set to another at each step. These points are chosen so that the t can be improved on each successive partition.
The Ramps algorithm presented here is due to Friedman and Breiman 35] . The advantage of this algorithm lies in its simplicity. It searches through partitions by repeatedly solving Rw = r until it converges to a point where w induces the same partition on two consecutive iterations (note that = 0 for this algorithm). The complete algorithm, as presented in 35] , is shown in Figure 4 , where the ramp basis notation in (5) and (6) has been used. This algorithm has the advantage that, when it converges, convergence is usually very fast. Unfortunately it does not always converge. Note that there is no mechanism to prevent t h e algorithm from diverging to an unstable partition, and al- though there are relatively few such partitions, divergence to one of them is commonly observed in practice. This behavior can be illustrated with a simple one{dimensional example. Consider the ve sample problem in Figure 5 . There are three stable partitions for this problem, Starting from any one of these three partitions, the Ramps algorithm will diverge to an unstable partition (with zero points in S + and S ; ) after just one step. In practice the simplest way to compensate for this behavior is to restart the algorithm from a di erent initial partition, and repeat this process if necessary until convergence to a stable partition is obtained. The Ramps algorithm can also be shown to exhibit limit cycles (with even periods). In practice we can compensate for this behavior by placing an upper limit on the total number of iterations. The partitions produced by Ramps can vary dramatically from one iteration to the next (i.e. a large number of samples can move b e t ween subsets). The algorithm considered next is a more conservative, in that only a few carefully chosen samples are allowed to move b e t ween subsets. This approach employs a Quadratic Programming (QP) algorithm at each new partition to determine the optimal weight v ector for that partition (i.e. the optimal orientation for the separating hyperplanes). Transitions are made from one partition to the next by allowing hinge samples to ip from one side of the hinge boundary to the next. The search i s terminated when a minimum value of E P (w) is found (i.e. it can no longer be reduced by ipping hinge samples). The motivation for this algorithm originates from the following observations regarding the types of solutions produced by the QP algorithm. The QP solution for an individual partition can take o n t wo di erent forms. 1. In the rst form the solution has no active constraints, that is none of the rows of A satisfy a T i w = 0 . This means that there are no hinge samples associated with this solution. Consequently this solution is a local minimum over . This is easily veri ed, since a small perturbation of w towards any another partition will increase E P (w). 2. In the second form the QP solution has one or more active constraints, i.e. one or more hinge samples. In this case it may be possible to reduce E P (w) further by perturbing w in a direction that violates one of the active constraints. To make s u c h a perturbation legal we can simply ip the sign of the constraint ( m ultiply by -1). Note that it is always possible to ip the sign of an active constraint and maintain feasibility of the current solution (if a T w = 0 then ;a T w = 0 ) . Flipping the sign of a constraint is equivalent t o m o ving a hinge sample across the hinge boundary from one set to another (e.g. from S l to S + ). This results in a new partition of the data. Computationally this involves a relabeling of the data sample, ipping the sign of the constraint, and updating R and r. After the ip, a new QP solution is sought. If this new solution is di erent from the previous solution then it will have a reduced value of E P (w). On the other hand, if it is the same as the previous solution then it represents a local minimum over . We know this to be true because it is the minimum for two adjacent partitions which implies that a perturbation in any direction will increase E P (w). It is relatively straightforward to synthesize an algorithm for descending E P (w) that capitalizes on these properties of the QP solution. For example, the algorithm in Figure  6 m o ves from one partition to the next (and from one QP solution to the next) by successively ipping hinge samples across the hinge boundaries as described above until it reaches a local minimum over . We call this the HingeDescent algorithm because it allows the hinges to fInvoke with feasible solution W = fw R r A S + S l S ; g.g procedure HingeDescent \walk across" the data in a manner that descends the E P (w) criterion. Note that provisions are made within the algorithm to avoid unstable partitions in the event that = 0 . Note also that it is easy to modify this algorithm to descend only one hinge at a time, simply by omitting one of the blocks of code that ips samples across the corresponding hinge boundary.
Lemma 2: With > 0 t h e HingeDescent algorithm will converge to a stable partition of E P (w) in a nite number of steps.
Proof: First note that > 0 guarantees R > 0, so that a QP solution for any partition can be found in a nite number of steps. For example, it is relatively easy to show that the active set algorithm satis es this condition. The proof of this result is beyo n d t h e s c o p e o f t h i s p a p e r , but can easily be found in the literature 12], 13]. Now, by design, HingeDescent always moves from one partition to the next, reducing E P (w) at each step (except the last one) so that no partitions are revisited. Since there are a nite number of partitions (see Lemma 1) this algorithm must terminate in a nite number of steps. QED.
Assume that QPSolve samples ipped at each s t e p a n d N p is the total numberof partitions explored. Figure 7 ) from any v alid starting point.
Both Ramps and HingeDescent seek a local minimum over , and both can produce poor solutions depending on their starting partition. One way to remedy this is to start them from several di erent initial partitions, and then retain the best solution overall. We t a k e a di erent a p p r o a c h in the next section where we p r e s e n t an algorithm that always starts with the same initial condition, visits several local minima along the way, and always ends up with the same nal solution each time. The SweepingHinge algorithm as it is called, builds on the approach adopted in the HingeDescent algorithm.
IV. The Sweeping Hinge Algorithm
The SweepingHinge algorithm works as follows. It starts by performing a linear t to the data. This t is used for the initial linear region of the sigmoid. The initial hinges are then placed at the two extreme samples on opposite ends of the linear t. This puts one sample in the PLUS region and one in the MINUS region, leaving N ;2 s a m p l e s in the LINEAR region. The details of InitialLinearFit, including the initialization of all relevant algorithm parameters, are shown in Figure 8 . Note that this initialization is analogous to the use of small weights in the initialization of the backpropagation algorithm, since small weights tend to place data in the linear region of the sigmoid.
After the initial linear t, the hinges are allowed to de- scend to a local minimum using HingeDescent. This corresponds loosely to the solution that would be produced by backpropagation. The SweepingHinge algorithm continues to look past this solution for a better one. This is accomplished by sweeping Hinge 1 across the data one samp l e a t a t i m e . Mechanically this is achieved by m o ving one additional sample from S l to S + at each step. H i n g e 2 i s allowed to descend to an optimal position at each of these steps using the Hinge2Descent algorithm. This algorithm is identical to HingeDescent except that the code that ips samples across Hinge 1 is omitted. The best overall solution from the sweep is retained and \ ne{tuned" with one nal pass through the HingeDescent algorithm to produce the nal solution. The complete algorithm is shown in Figure  9 .
All of the partitions explored by t h e SweepingHinge algorithm are determined in a data driven fashion. At the same time, the mandatory sweep of Hinge 1 forces this algorithm to explore a rich set of partitions. In fact, this algorithm tends to pass through basins of attraction for several local minima during the sweep. In addition, the forced sweep guarantees that the algorithm will terminate in nite time. If the number of data samples is large, the sweep time can be reduced by m o ving M samples into S + at each step (instead of 1). In fact, when N is large compared to d, there is often little di erence between solutions fThis routine returns a solution W = fw R r A S + S l S ; g.g procedure SweepingHinge (S) fFind for neighboring partitions and it is possible to sweep across several samples at each step without adversely a ecting the nal solution. Note that this algorithm always starts at the same position (determined by the data), and as long as M is xed this algorithm always produces the same answer. While there is no guarantee that it will locate the global minimum over , there is good reason to believe t h a t i t w i l l provide solutions of high quality. This claim is supported in part by the empirical results presented in section V.
The run time of SweepingHinge is no worse than N times that of HingeDescent (it is usually much less). Given this, the run time for this algorithm is O (N N p (d 3 +N d 2 ) ). Consequently, SweepingHinge scales reasonably well in both N and d, considering the nature of the problem it is designed to solve.
V. Empirical Results
Three sets of empirical results are presented in this section. The rst involves a two{dimensional function whose approximations can be displayed visually and compared with results in 8], 9], 24]. The second is an experiment designed to test the e ect of dimensionality on the models produced by the IIA/SweepingHinge algorithm. This experiment can be viewed as an empirical test of Barron's theoretical bound on approximation error. The third experiment i n volves a comparison with several other nonparametric modeling methods from 36].
All of the results presented in this section used the IIA algorithm to build a one{hidden layer network model. When SweepingHinge was employed at Step 2 of the algorithm, was set to zero and N min was set equal to 3d, w h e r e d is the input dimension. This proved to be su cient to maintain both stable and well{behaved partitions. For comparison, HingeDescent and Ramps were also employed at Step 2. HingeDescent was performed from 10 random initial hinge locations in each case, and the best result incorporated into the model. Because of the convergence problems of Ramps, i t w as restarted from random hinge locations as often as necessary to produce 10 stable solutions in each case, and the best result incorporated into the model. Finally, a re tting pass ( Figure 2 ) was employed after each new node was added in the IIA. The re tting algorithm used HingeDescent (or Ramps) to \re{ t" the residual at
Step 3.
Results of the SweepingHinge algorithm applied to the two{dimensional function in Figure 10 are shown in Figures  11{13 . A total of 200 randomly chosen samples from this function were used for training, and the ts were produced with 4, 8 and 12 nodes. These results are comparable to those obtained using other methods on this same (or similar) problem(s) (e.g. see the results in 8], 9], 24]). It is also instructive to examine the e ects of noise. Figures  14{17 show results analogous to those in Figures 10{13, except that uniform noise with a variance of 2 n = 0:025 has been added to the target function 3 . These results illustrate a remarkable ability of these models to extract the underlying deterministic function in the presence of noise.
To provide a quantitative comparison, HingeDescent and Ramps were also applied to this function. An independent test set of 1600 samples was used to measure the generalization performance. Results for 2 n = 0 0:025 and 0.1 are provided in Tables I, II and III. The results for HingeDescent and Ramps are averaged over 10 trials and the standard deviation is shown in parentheses.
(SweepingHinge always provides the same result by design).
Note rst that the performances of SweepingHinge and HingeDescent are consistently better than those of Ramps. One might expect HingeDescent and Ramps to produce similar results, since both descend to a local minimum from random starting points. The di erence however is that HingeDescent is guaranteed to converge from any (stable) starting position, while Ramps is not. In fact, the Ramps algorithm diverges from a majority of its starting positions. This is illustrated in Tables IV, V and VI which s h o w t h e number of initial positions required to reach 10 stable solutions. The ratio of total starting positions to successful starting positions varies roughly from 7:1 to 15:1. The results are generally worse as the number of nodes increases, suggesting that the percentage of partitions leading to a stable solution decreases as the dominant structure in the function is removed from the residual. The results are also slightly better as the noise level is increased, which may be due to the increase in spurious local minima (additional attractors) that can sometimes accompany high noise situations. The fact that there is such a high percentage of unsuccessful starting positions not only slows the Ramps algorithm (because of the large number of restarts required), but degrades performance by making it harder to discover the best minima.
The results for SweepingHinge and HingeDescent are more comparable. On average, HingeDescent provides better performance in the no noise case, and in the beginning when very few nodes are present. But as the number of nodes is increased the performance of the two are roughly equivalent. This is especially true when noise is present. The advantage of SweepingHinge is that it is run only once. Its solution is not a function of the initial position as it is with HingeDescent. Because of the sweeping operation, SweepingHinge will always take l o n g e r t h a n a single run of HingeDescent. But when HingeDescent is started from several initial positions the run times of the two algorithms are more comparable. The second experiment in this section is designed to test the e ect of dimensionality on the models produced by IIA/SweepingHinge. In section II we s a w that under appropriate conditions the approximation error for sigmoidal basis function models is bounded by c f =n, where c f depends on f . It is trivial to show that this bound also applies to the empirical squared error. That is, when f n N is 
Although we cannot guarantee a global minimum with the IIA/SweepingHinge algorithm, we will demonstrate that it is capable of producing results that satisfy (18) . The bound in (18) applies only to the error over the training data. The error over future data, i.e. the generalization error, includes both approximation error and estimation error (i.e. the error due to nite sample training). The estimation error generally prevents us from achieving (18) over an independent set of test data. This is demonstrated in the experiment below. Most importantly however, we demonstrate that both training and test errors are independent of dimension, giving empirical support for the claim that IIA/SweepingHinge algorithm can produce models that circumvent the curse of dimensionality.
The following experiment was adapted from 9]. The function f (x) = e ;kxk 2 is sampled at 100d points fx i g such that kxk 3 a n d kxk is uniform on 0 3]. The dimension of the sweep in SweepingHinge was set to M = 1 0 . The average sum of squared error, e 2 , was computed for both the training data and an independent set of test data of size 200d. Plots of 1= e 2 versus the number of nodes are shown in Figures 18 and 19 for the training and test data respectively. The curves in Figure 18 are clearly bounded below b y a linear function of n (as suggested by i n verting (18) ). More importantly however, they show no signi cant dependence on the dimension d. The curves for the test data in Figure 19 (shown on the same scale) make it clear that the generalization error is larger than the training error (as expected). The asymptotic e ect of the estimation error is noticeable in these curves as they start to \bend over" around n = 10 nodes. Again however, they show n o real dependence on the dimension d. The nal experiment in this section compares the methods developed here with the results in 36], which examines several di erent nonparametric models on a variety of regression problems. The models in 36] include k{ nearest neighbor (KNN), generalized memory{based learning (GMBL), projection pursuit regression (PPR), articial neural networks (ANN), multivariate adaptive regression splines (MARS), and constrained topological mapping (CTM). The ANN model in 36] is a one{hidden layer network that is similar to the model in this paper except that it uses the smooth sigmoid activation function and is trained using a combination of conjugate gradient descent and simulated annealing. Several regression problems, which v ary from two to six dimensions, are used in 36]. The comparison here is with the \high dimensional" (six dimensional) function given by y = 1 0 s i n ( x 1 x 2 ) + 20(x 3 ; 0:5) 2 + 1 0 x 4 + 5 x 5 + 0 x 6 This function is sampled uniformly on ;1 1] 6 . Sets of size 25, 100 and 400 are used for training, and a test set of size 961 is used to measure generalization performance. The generalization measure is taken to be the normalized root mean square (NRMS) error, i.e. the standard deviation of the test set error divided by the standard deviation of the test set itself. Training sets are synthesized with three di erent signal{to{noise ratios (SNRs), 1, 4, and 2. The noise is Gaussian with zero mean.
Both SweepingHinge and Backpropagation are used to produce models for this function. Backpropagation is trained for 1000 epochs with a learning rate of 0.001 (higher values lead to instabilities and/or excessive oscillations near the solution). In all cases the number of nodes is optimized to provide the best generalization performance.
The results are summarized in Table VII . Both SweepingHinge and Backpropagation provide inferior generalization performance in the small sample case. This is consistent with the ANN results in 36]. Also, in the noise{free case PPR is the most consistent at providing the best generalization 36], and is consistently better than both SweepingHinge and Backpropagation here. However, SweepingHinge performs very well in the medium and large sample cases when noise was present, and in fact generalizes better than all other methods in three of the four cases. Backpropagation does not produce superior results for any o f the six trails, but outperforms SweepingHinge in the 400{sample noise{free case. Finally note that SweepingHinge tends to produce smaller models than Backpropagation. These results suggest that piecewise{ linear sigmoidal networks trained with IIA/SweepingHinge are very competitive with other methods.
VI. Summary
This paper has introduced a constructive algorithm for nonlinear function approximation that builds a 1{hidden layer neural network with piecewise linear sigmoidal nodes. Important properties of the algorithm include computational e ciency, guaranteed convergence in a nite number of steps, ease of use, solutions which are independent of initial conditions, a simple stopping criterion, good scaling properties and good ts on high dimensional data.
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