Curvature Effects in Lipoprotein Fusion by Lamberg, Antti
ANTTI LAMBERG
CURVATURE EFFECTS IN LIPOPROTEIN FUSION
Master of Science Thesis
Examiner: Prof. Ilpo Vattulainen
Examiner and topic approved in
Science and Environmental Engineering
Faculty Council meeting on 6 June 2010
IABSTRACT
TAMPERE UNIVERSITY OF TECHNOLOGY
Master’s Degree Programme in Science and Engineering
LAMBERG, ANTTI: Curvature Effects in Lipoprotein Fusion
Master of Science Thesis, 51 pages, 6 appendix pages
August 2011
Major: Physics
Examiner: Prof. Ilpo Vattulainen
Keywords: lipoprotein, fusion, coalescence, molecular dynamics, interfacial tension,
elasticity
High and low density lipoproteins (HDL and LDL, respectively) are of tantamount
interest to studies on human health, as these cholesterol transporters are highly
involved in cardiovascular diseases, the leading cause of death in the industrialized
world. While HDL acts to prevent cholesterol from building up in excess, the larger
LDL particles may get stuck inside artery walls, fuse with other LDL particles and
finally burst out from the wall, causing a stroke.
The fusion of simpler systems has been studied for decades, but the details of
lipoprotein fusion and the factors promoting fusion remain elusive. In this Thesis we
studied the effect of varying surfactant composition to lipid droplet fusion, which
form the core of lipoproteins.
Pressure profiles have been suggested to give a quantitative picture of how properties
of interfaces, such as interfacial tension arise. These profiles have been studied by
physicists for a long time, but it was only relatively recently that a biological relevance
was postulated and a new interest surged. While experimental techniques are still
not refined enough to probe these biological systems because of their extremely
small sizes, in the last few years it has become computationally feasible to carry out
research in relevant length and time scales.
Using pressure profile calculations, we vary the surfactant compositions of HDL/LDL
based lipid droplets so as to keep some quantities constant while varying others. From
simple systems, it is known that interfacial tension is the most important factor in
fusion and phase separation. Using large-scale computers to run a steered molecular
dynamics simulation method developed by us, we show that the fusion rates of lipid
droplets are greatly affected by their lipid composition and that interfacial tension
alone cannot explain this tendency. We explore alternative explanations and their
feasibility.
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Kansankielella¨ hyva¨ksi kolesteroliksi kutsuttu HDL ja vastaavasti pahaksi kolestero-
liksi kutsuttu LDL ovat nykyla¨a¨ketieteessa¨ ta¨rkeita¨ indikaattoreita yksilo¨n yleis-
terveydesta¨. Na¨ma¨ kaksi lipoproteiinia ovat vastuussa kolesterolin kuljettamisesta
elimisto¨n sisa¨lla¨ ja ha¨irio¨t na¨iden kierrossa ovat syy syda¨n- ja verisuonitauteihin, jotka
ovat teollistuneissa maissa yleisin kuolinsyy. HDL kuljettaa kolesterolia kudoksista
maksaan, mutta isompi LDL saattaa ja¨a¨da¨ kiinni valtimoiten seina¨miin, fuusioitua,
eli yhdistya¨, muiden LDL kanssa ja lopulta seina¨ma¨n revetessa¨ aiheuttaa tukkeuman.
Yksinkertaisempien systeemien fuusiota on tutkittu vuosikymmenia¨, mutta prosessin
yksityiskohdat ja siihen vaikuttavat tekija¨t ovat edelleen epa¨selvia¨. Ta¨ssa¨ diplo-
mityo¨ssa¨ selviteta¨a¨n HDL ja LDL perustuvien lipididroplettien pintakomponentin
muuttamisen vaikutusta fuusioon.
Paineprofiilien on kirjallisuudessa ehdotettu kuvaavan sita¨, miten pinnan fysikaaliset
suureet, kuten pintaja¨nnitys, mekaanisesti syntyva¨t. Fyysikot ovat tutkineet na¨ita¨ pro-
fiileita jo vuosikymmenia¨, usein yksinkertaisille systeemeille, mutta vasta la¨hiaikoina
niiden on ehdotettu olevan ta¨rkea¨ssa¨ asemassa monimutkaisissa biologisissa proses-
seissa. Koska mittakaava paineprofiileissa on niin pieni, on laboratoriokokeita vaikea
tehda¨, mutta kiitos viimeaikaisen tietokonekehityksen, on nykya¨a¨n mahdollista
tehda¨ numeerisia kokeita ja simulaatioita tietokoneilla.
Ka¨ytta¨en paineprofiililaskuja, ta¨ssa¨ diplomityo¨ssa¨ muutettiin HDL/LDL:a¨n perustu-
vien lipididroplettien pinta-aktiivisten molekyylien koostumusta pita¨en fysikaalisia su-
ureita vakiona. Yksinkertaisille systeemeille tiedeta¨a¨n pintaja¨nnityksen olevan ta¨rkein
tekija¨ faasiseparaatiossa ja fuusiossa. Ka¨ytta¨en supertietokoneluokan tietokoneita
molekyylidynamiikkasimulaatioiden ajamiseen, ta¨ssa¨ diplomityo¨ssa¨ na¨yteta¨a¨n lipidien
koostumuksella olevan suuri vaikutus lipididroplettien fuusionopeuksiin, ja etta¨ pin-
taja¨nnitys yksina¨a¨n ei pysty selitta¨ma¨a¨n ta¨ta¨ eroa. Tyo¨ssa¨ esiteta¨a¨n vaihtoehtoisia
syita¨ ja tutkitaan niiden soveltuvuutta.
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11. INTRODUCTION
High and low density lipoproteins (HDL and LDL, respectively) are biological
particles of immense interest to modern medicine. The amount of lipoproteins, or
cholesterol as they are often referred to, in the blood stream has been found to
strongly correlate with the risk of cardiovascular disease, the leading cause of death
in the western world. High concentrations of HDL have been found to lower the risk
of atherosclerosis, whereas LDL has the opposite effect. These particles are often
referred to as the good and the bad cholesterol [1].
Atherosclerosis is the condition in which the arteries clog due to a build-up of fatty
materials. The condition is worsened by aggregation and fusion of LDL particles
inside the artery walls. Furthermore, it has been experimentally shown that by
changing the surface composition of lipoproteins, one can affect their aggregation
and fusion [2]. The mechanism, however, is not fully understood. In this work our
goal is to study which surface properties of the particles determine their tendency to
fuse and how these properties depend on molecular composition at the surface.
Based on predictions on a well-established continuum mechanical elastic model of
lipoprotein fusion originally developed by Markin et al. [3], we alter the composition
of lipoproteins and run molecular scale numerical simulations. The aforementioned
model proposes that by changing a property called spontaneous curvature, which is
roughly speaking the ratio of the size of the head group and the size of the tail of a
surfactant molecule, we may alter the fusion rate. Because the model in question is
a continuum model and is originally developed for small curvatures in bilayers, it
is not at all clear that its predictions should hold for a monolayer system in high
curvature regions. Although we cannot expect quantitative correspondence between
the continuum theory and computer simulations for several reasons to be outlined
later, there might be a qualitative truth to the theory even in small scales. This is
what we set out to study by means of molecular dynamics.
Although there have been previous similar computational studies of related systems
[4], the present work is to the author’s knowledge the first study to use a system with
biologically relevant compositions and forcefields. This is due to the fact that only
very recently has it become feasible to use computer simulations for semi-quantitative
predictions in the size- and timescales relevant to biological phenomena. This in turn
is due in part to recent developments in numerical tools and the parametrization of
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models based on experimental results. All of the above is enabled by the ongoing
massive increase in computer system performance.
Using computer simulations of lipoparticles stripped of their constituent proteins,
we found out that the surfactant composition affects fusion of such emulsion droplets
not only through modifying surface tension, but clearly also by changing elastic
curvature constants, most strikingly spontaneous curvature.
32. BIOLOGICAL OVERVIEW
In this short Chapter, we discuss the biological motivation of this work as well
as the essentials of related biochemistry. We review the chemical formulas of the
constituents of the HDL and LDL particles. We then proceed to consider some recent
experimental results and briefly discuss their relevance to the present study. For a
thorough reiw on lipoproteins, see e.g. Ref. [1].
2.1 Lipids, Membranes and Lipoproteins in a Nutshell
Lipids are a broad group of biologically relevant materials that are characterized by
solubility. A lipid is defined as a member of a group of compounds that are insoluble
in water, but soluble in nonpolar solvents [5]. Typically then, a lipid has both a
hydrophilic and a hydrophobic end. They self-assemble and form membranes and
droplets, which make up the critical components of many biological objects.
For example, cellular membranes are bilayers, i.e. they are made up of two layers of
lipids in such a way that the hydrophobic ends are shielded from water, see Fig. 2.1.
Another example is a lipid droplet, where a hydrophobic core, consisting of e.g.
triglycerides. is surrounded by a phospholipid monolayer. In chemical engineering,
objects of this kind are called emulsion particles. Lipid droplets become relevant in
a biological context when they absorb a protein on their surface or as a reservoir of
fats.
The surface of the HDL and LDL droplets are made up of cholesterol and phospho-
lipids: phosphatidylcholine, lysophosphatidylcholine, sphingomyelin, phosphatidyke-
tanolamine, diasylglycerol and ceramide. The core of the droplets is mainly cholesterol
oleyl esther and triglyceride. The chemical compositions of these particles are il-
lustrated in Fig. 2.2. Furthermore, HDL accomodates from one to three Apo-A1
proteins on its surface, while on LDL there’s only one protein called Apo-B100. The
radius of LDL is about 5–10 nm, making it roughly twice the size of HDL.
2.2 Relevance of Lipoparticles to Biological Function
The primary task of LDL and HDL is to act as cholesterol transporters, carrying
it into and out of cells, respectively. LDL is often referred to as bad cholesterol,
for it is these particles that exit the blood stream as they penetrate into the walls
of arteries. They might get stuck within the walls and undergo chemical reactions,
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Lipid bilayer Lipid droplet
Figure 2.1: Schematic illustrations of the system types discussed in this Thesis.
Figure 2.2: Illustrations of the molecules discussed in this Thesis: (from the left) choles-
terol, cholesterol oleyl esther, lysophosphatidylcholine, phosphatidylcholine,
triglyceride.
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which makes them prone to fuse and finally to form so-called foam. If this foam
grows large enough, the artery wall might rupture inwards and a blood clog might
form. This in turn is an immediate health hazard, as it may lead to a stroke or to a
cardiac arrest [1].
HDL particles, or the good cholesterol, also enter the artery walls but do not get
stuck there due to their small size. Rather, they transport the material formed by
LDL fusion away, thus preventing the aforementioned pathological conditions. From
these considerations, it is of little surprise that low levels of HDL and high levels of
LDL are strongly correlated with the risk of cardiovascular disease.
Strictly speaking, lipoproteins are divided into five categories, of which chylomi-
crons represent the biggest particles. These are formed from digested food in the
small intestine. They are then secreted into the bloodstream where they transport
fatty acids to muscle cells and finally end their cycle in the liver. VLDLs (very low
density lipoproteins) are formed in the liver from the remnants of chylomicrons and
transport cholesterol and triglyceride to cells. Encountering the lipoprotein lipase
enzyme, VLDLs are, through an intermediate stage called IDL (intermediate density
lipoprotein), transformed to LDLs. The main purpose of the particles as transporters
of cholesterol and triglyceride remain the same all through their life cycle, although
the body does have receptors to distinguish between the different life stages, namely
VLDL-IDL-LDL.
In contrast to LDL, HDL is formed directly in the liver from Apo-A1 proteins
and phospholipids. Initially they start out as discoidal particles, but as their main
purpose is to collect cholesterol from the cells back to the bloodstream, they quickly
become round. There are several different mechanisms to further transport the excess
cholesterol out from the HDL.
63. THEORETICAL CONCEPTS
In this Chapter we give a brief overview of the theoretical concepts and physical
quantities used in this Thesis.
In Section 3.1 we review the thermodynamics of surface tension of spherical
particles. In terms of understanding the fusion rates of lipoparticles this property is
of central importance, since it is well known that macrophase of emulsion particles
becomes less stable as the surface tension is increased. Furthermore, surface tension
has importance as a way of model verification, since it can be routinely measured for
macroscopic systems. Once we have developed the notion of pressure profiles, we may
link the concept of surface tension to a more mechanical one, a route which is more
convenient from a computational point of view. The treatment from a mechanical
point of view is described later, in Section 3.3.
The concept of local pressure, as a generalization of the notion of pressure, is
introduced in Section 3.2. Computationally it provides a convenient tool to calculate
the surface tension of complex systems. In addition, it gives insight into how surface
tension, a macroscopic property, arises from microscopic interactions and when it
indeed is a good characterization of the system under study, as shown in Section 3.3.
Section 3.4 gives a brief overview of the relevant parts of the theory of continuum
elasticity. This Section formalizes the qualitative discussion of Section 3.2. It is
important to note that the definitions used in the aforementioned Section deviate from
the customary ones. Rather than taking pressure as the quantity whose divergence
is the force density, we define pressure in terms of derivatives of the free energy. This
subtle change turns out to be of fundamental importance as it is said to guarantee
the uniqueness of the pressure tensor, which has been a heated topic for quite some
time. To achieve these goals, we rely heavily on tensor calculus. We have therefore
provided a short list of the properties of tensors as an appendix.
Finally, in Section 3.5 we give a simple justification for the Helfrich elasticity
theory, which in essence is a continuum model for bilayer elasticity. Later, in
Chapter 4, we develop the lipoprotein fusion model that is based on the results of
this Section. Although we discuss about a model of lipoprotein fusion based on the
Helfrich theory, it is important to realize that due to some approximations this may
not be a applicable to our problem. Therefore it is necessary to be aware of the
approximations involved in the Helfrich theory.
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3.1 Interfacial Tension
Interfacial, or surface, tension is the surface energy density associated to an interface.
More precisely, it is the energy density difference of a system with an interface and
the same system consisting of just its bulk phases. Thus surface tension is related to
the phenomenon where matter acts in such a way as to minimize interfaces between
phases.
If the interfacial area is increased by d𝐴, there is then an associated free energy
cost characterized by
d𝐹 = 𝜎 d𝐴, (3.1)
where 𝐹 is Helmholtz free energy and 𝜎 is called surface tension. If there is a
finite amount of matter without special boundary conditions, spherical regions of
phase separation tend to form, as this geometry minimizes the ratio of area per
volume. One should note that the surface area is an ill-defined concept, for even the
squared gradient theory predicts smooth transitions between phases. Thus it becomes
apparent that there is no unique way to mathematically position the interface. By
using a different choice of interface, the associated tension must also change, unless
symmetry dictates otherwise, as is the case for planar systems [6].
We now turn our attention to a curved system, following the treatise laid out by
Hill [7]. Consider a conical section of a sphere with a solid angle 𝜔 in a vacuum, as in
Fig. 3.3. Suppose that there are two phases such that if the system is large enough,
radius 𝑟𝛼 lies in the bulk phase 𝛼 and radius 𝑟𝛽 > 𝑟𝛼 in the phase 𝛽. Our system of
interest lies between these two radii. Far from the interface we have bulk pressures
𝑃𝛼 and 𝑃 𝛽. The system is in complete equilibrium at a temperature 𝑇 . We introduce
𝑐 types of molecules to the system and denote their amounts by n = (𝑛1, . . . , 𝑛𝑐).
We can thus write the differential of 𝐹 as follows
d𝐹 = −𝑆 d𝑇 − 𝑃𝛼𝜔𝑟2𝛼 d𝑟𝛼 + 𝑃 𝛽𝜔𝑟2𝛽 d𝑟𝛽 + 𝛾 d𝜔 + 𝜇 · dn, (3.2)
where 𝛾 is the conjugate variable to 𝜔, i.e. the work related to increasing the solid
angle by d𝜔. If we fix 𝑇 , 𝑟𝛼 and 𝑟𝛽, we may integrate over the remaining extensive
variables:
𝛾𝜔 = 𝐹 − 𝜇 · n. (3.3)
To define an interfacial area between the phases, we must come up with a scheme to
define a radius. Suppose that we take any such scheme, be it setting 𝑟 to the radius
where the density of some 𝑛𝑖 vanishes, or something completely different. Having
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found 𝑟, we set out to define the other variables in terms of it. We find for the change
in volume
d𝑉 𝛼 = 13(𝑟
3 − 𝑟3𝛼) d𝜔 + 𝜔(𝑟2 d𝑟 − 𝑟2𝛼 d𝑟𝛼), (3.4)
d𝑉 𝛽 = 13(𝑟
3 − 𝑟3𝛽) d𝜔 − 𝜔(𝑟2 d𝑟 − 𝑟2𝛽 d𝑟𝛽). (3.5)
and for the change in area
d𝐴 = 𝑟2 d𝜔 + 2𝜔𝑟 d𝑟. (3.6)
Using the equations above, after some algebra one ends up with
d𝐹 = −𝑆 d𝑇 − 𝑃𝛼 d𝑉 𝛼 − 𝑃 𝛽 d𝑉 𝛽 + 𝜎 d𝐴+ 𝐶 d𝑟 + 𝜇 · dn, (3.7)
where
𝜎 = (𝐹 + 𝑃𝛼𝑉 𝛼 + 𝑃 𝛽𝑉 𝛽 − 𝜇 · n)/𝐴, (3.8)
𝐶 = 𝜔𝑟2(𝑃𝛼 − 𝑃 𝛽)− 2𝜔𝜎𝑟. (3.9)
Note that 𝑟 is not an independent variable and could thus be eliminated. Although
we have carried out our analysis for a cone, the same equations result for bubbles,
even small ones, i.e. the case 𝜔 = 4𝜋, 𝑟𝛼 = 0. The term 𝐶 d𝑟 is due to curvature,
and can be generalized to systems other than spherical.
0 0.5 1 1.5 2 2.5 30
1
2
3
4
𝑟/𝑟𝑠
𝜎
/𝜎
𝑠
Figure 3.1: The dependence of surface tension on the choice of surface. We denote by 𝑟
the radius of the chosen surface, 𝑟𝑠 the Laplace surface and 𝜎𝑠 the Laplace
surface tension.
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Suppose now that we vary the condition according to which 𝑟 is set. This is a
purely notional change and thus the total energy of the system must stay unchanged,
that is,
0 = [d𝐹 ] = 𝜎[d𝐴] + 𝐶[d𝑟]− 𝑃𝛼[d𝑉 𝛼]− 𝑃 𝛽[d𝑉 𝛽], (3.10)
where the differentials with square brackets are called formal differentials, as they do
not refer to a change in the underlying physical system, but rather to the choice of
the definition of surface. Plugging in the spherical shape, we obtain [8]
𝑃𝛼 − 𝑃 𝛽 = 2𝜎
𝑟
+
[︃
d𝜎
d𝑟
]︃
. (3.11)
This equation is called the Laplace law and the surface where the derivative vanishes
is called the surface of tension. Finally, we may solve the differential equation for 𝜎.
After some algebra, one finds
𝜎 =
∫︀
exp
(︁∫︀ 2
𝑟
d𝑟
)︁
(𝑃𝛼 − 𝑃 𝛽) d𝑟 +𝐷
exp
(︁∫︀ 2
𝑟
d𝑟
)︁ = (𝑃𝛼 − 𝑃 𝛽)𝑟3 + 3𝐷3𝑟2 , (3.12)
where 𝐷 is an integration constant to be determined by the boundary condition
𝜎(𝑟𝑠) = 𝜎𝑠, where 𝑟𝑠 is determined by d𝜎/ d𝑟 |𝑟=𝑟𝑠 = 0. Hence,
𝜎 = (𝑃𝛼 − 𝑃 𝛽)2𝑟
3 + 𝑟3𝑠
6𝑟2 , (3.13)
where
𝑃𝛼 − 𝑃 𝛽 = 2𝜎𝑠
𝑟𝑠
(3.14)
as expected. We have plotted Eq. (3.13) in Fig. 3.1, from which we can see that the
tension is at its minimum at the Laplace surface of tension 𝑟𝑠.
We shall later return to this to give these rather abstract concepts an interpretation
based on mechanics.
3.2 Local Pressure
Although the notion of pressure varying within a system is quite old, it is only
rather recently that it has been applied to complex biological situations [9]. Most
studies have concentrated on lateral pressure profiles of lipid bilayers which can
be related to elastic properties of membranes and membrane protein functionality
[10–12]. However, some studies have also connected the pressure distribution of
spherical particles to the surface tension of the system.
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Figure 3.2: A schematic of the tangential pressure profile as a function of distance at
an interface of a spherically symmetric lipid system, representing e.g. a
unilamellar liposome. The dashed line represents interfacial effects and
ignores the microscopic structure, whereas the solid line includes also the
effects induced by the surfactant lipids. A sketch of the lipid–water interface
is shown in the background
For example, El Bardouni et al. [13] calculated local pressure distributions for a
spherical droplet of Lennard-Jones fluid in its own vapor. Their result is schematically
illustrated by the dashed line in Fig. 3.2. Similar behaviour is predicted also by
continuum models [14], which is reasonable since the negative peak corresponds to
the effect of surface tension trying to minimize the surface area. However, for lipid
droplets having a surface monolayer, more complex phenomena are to be expected
based on previous studies of lipid bilayers. There is a repulsion between hydrocarbon
tails and head groups arising from steric and entropic interactions, resulting in
positive pressure. This effect is illustrated by the solid line in Fig. 3.2. Peaks in
these kinds of non-uniform pressure profiles have been found in lipid monolayers and
bilayers using several different computational [9] and theoretical methods [15, 16].
From Fig. 3.2 it becomes apparent that the description of surfaces as localized in-
terfaces, as suggested in the previous Section, is not sufficient from a micromechanical
point of view.
To describe this idea in a more mathematical way, in the previous Section the
system was described by four different quantities, namely the pressures inside and
outside the droplet, the surface tension and the associated surface of tension. For
large length scales, this parametrization captures the essential properties, but over
the scales relevant to this Thesis, the whole profile might be important. One might
argue that in these scales one cannot do thermodynamics due to the small number
of particles and that even the concept of localized pressure makes little sense [17].
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Despite these complications we describe our microscopic droplets using surface tension
in an attempt to connect it to macroscopic measurements. We also study its relation
to the stability of the particles.
3.3 Surface Tension from Pressure Profiles
In this Chapter we shall derive the connection between local pressure and surface
tension, and derive some of their properties. Our treatment follows that of Buff
[18]. For a more recent discussion on the subject, see [17, 19]. As our purpose is
to describe the elastic properties of lipoparticles, we focus on the case of spherical
symmetry. As tensors appearar several times in this Section, we provide a very
condensed introduction to the very basics of tensor calculus in Appendix 1. The
spherically symmetric pressure tensor in the spherical coordinate system (Fig. A1.1)
can be written in a compact form as
P(r) = 𝑃𝑁(𝑟)e𝑟e𝑟 + 𝑃𝑇 (𝑟)(e𝜃e𝜃 + e𝜙e𝜙), (3.15)
where we have used the dyadic notation, i.e. e𝑟, e𝜃 and e𝜙 are the usual basis vectors
of the spherical coordinate system (see Appendix 1 for definitions). The functions 𝑃𝑁
and 𝑃𝑇 represent the normal and the tangential components of the pressure tensor
with respect to the spherical interface, respectively.
For brevity and simplicity, we shall opt for a treatise based solely on mechanical
grounds and not deal with its connections to the more fundamental approach of
thermodynamics, as outlined in Section 3.1. Therefore, in this Section, we consider
the concept of surface tension as a model, as a parametric fit to describe the pressure
distribution in simpler terms. As such, its meaningfulness at small length scales may
be questioned, as explained in Section 3.1.
The approach taken here is to approximate the whole pressure distribution by
just four quantities: the two bulk pressures, the surface tension, and the surface
of tension. By the surface of tension we mean the surface at which the surface
tension acts. This means that the effects caused by the microscopic structure of the
surfactant, as discussed in Chapter 3.2, are muddled into the conventional surface
effects. Their effect is to lower the surface tension, as can readily be seen from the
qualitative picture of Fig. 3.2.
The mechanical surface tension is defined as the difference between the forces
exerted by the real and idealized pressure distributions. The surface of the real system
has a finite thickness and a characteristic pressure profile. The ideal system is an
infinitely thin dividing surface between two bulk phases. To put this on quantitative
terms, let us consider a spherically symmetric system depicted in Fig. 3.3. The total
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Figure 3.3: An illustration of the concept of surface of tension via an idealized system
with a distinct surface on which the surface tension acts
force d𝑓 acting on the angularly infinitesimal sectorial strip d𝜃 in the real system is
d𝑓 = d𝜃
∫︁ 𝑟𝛽
𝑟𝛼
𝑃𝑇 (𝑟)𝑟 d𝑟, (3.16)
where 𝑟𝛼 and 𝑟𝛽 are some radiuses far away from the non-uniform surface and well
within the bulk of phases 𝛼 and 𝛽. In the idealized system the pressure distribution
has two parts:
1. Bulk pressure 𝑃𝛼,𝛽, which is defined as follows:
𝑃𝛼,𝛽(𝑟; 𝑟𝑠) =
⎧⎪⎨⎪⎩𝑃
𝛼 , when 𝑟 < 𝑟𝑠
𝑃 𝛽 , when 𝑟 > 𝑟𝑠
, (3.17)
where 𝑃𝛼 and 𝑃 𝛽 are the bulk pressures of phases 𝛼 and 𝛽, respectively, and 𝑟𝑠 is
the location of the dividing surface, often called the surface of tension.
2. Interfacial tension 𝜎, which is localized at the surface of tension 𝑟𝑠 and acts
in the negative tangential direction, i.e. it tries to minimize the surface area. With
the help of the Dirac delta distribution 𝛿, the interfacial tension distribution can be
written as
𝜎(𝑟; 𝑟𝑠) = −𝜎𝛿(𝑟 − 𝑟𝑠). (3.18)
In the idealized system defined above, the force acting on the strip of Fig. 3.3 would
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be
d𝑓 = d𝜃
∫︁ 𝑟𝛽
𝑟𝛼
𝑃𝛼,𝛽(𝑟; 𝑟𝑠)𝑟 d𝑟 − 𝜎𝑟𝑠 d𝜃. (3.19)
Setting the expressions (3.16) and (3.19) equal, we arrive at
𝜎𝑟𝑠 =
∫︁ 𝑟𝛽
𝑟𝛼
(𝑃𝛼,𝛽(𝑟; 𝑟𝑠)− 𝑃𝑇 (𝑟))𝑟 d𝑟. (3.20)
A similar analysis can be carried out for the torque about the origin, d𝑚. Consid-
ering the real system,
d𝑚 = d𝜃
∫︁ 𝑟𝛽
𝑟𝛼
𝑃𝑇 (𝑟)𝑟2 d𝑟. (3.21)
For the idealized system,
d𝑚 = d𝜃
∫︁ 𝑟𝛽
𝑟𝛼
𝑃𝛼,𝛽(𝑟; 𝑟𝑠)𝑟2 d𝑟 − 𝜎𝑟2𝑠 d𝜃. (3.22)
Equating the expressions (3.21) and (3.22), one gets the following equation:
𝜎𝑟2𝑠 =
∫︁ 𝑟𝛽
𝑟𝛼
(𝑃𝛼,𝛽(𝑟; 𝑟𝑠)− 𝑃𝑇 (𝑟))𝑟2 d𝑟, (3.23)
and combining Eqs. (3.20) and (3.23):
𝑟𝑠 =
∫︀ 𝑟𝛽
𝑟𝛼
(𝑃𝛼,𝛽(𝑟; 𝑟𝑠)− 𝑃𝑇 (𝑟))𝑟2 d𝑟∫︀ 𝑟𝛽
𝑟𝛼
(𝑃𝛼,𝛽(𝑟; 𝑟𝑠)− 𝑃𝑇 (𝑟))𝑟 d𝑟 . (3.24)
If the system under consideration is in mechanical equilibrium, the divergence
of the pressure tensor must vanish, i.e. ∇ · P = 0. This condition in spherical
coordinates using the natural coordinate basis can be written as
0 = 𝑃 𝑖𝑗;𝑖 = 𝑃
𝑖𝑗
,𝑖 + Γ𝑖𝑘𝑖𝑃 𝑘𝑗 + Γ
𝑗
𝑘𝑖𝑃
𝑖𝑘, (3.25)
where we have used the Einstein summation convention, Γ𝑖𝑗𝑘 are the Christoffel
symbols, and 𝑃 𝑖𝑗 are the components of the pressure tensor in the natural coordinate
basis. Substituting the Christoffel symbols, we end up with
0 = 𝜕𝑃
𝑟𝑟
𝜕𝑟
+ 2
𝑟
𝑃 𝑟𝑟 − 𝑟𝑃 𝜃𝜃 − 𝑟𝑃𝜙𝜙 sin2 𝜃. (3.26)
Thus, by switching back to the physical coordinate basis, we obtain
d
d𝑟 (𝑟
2𝑃𝑁(𝑟)) = 2𝑟𝑃𝑇 (𝑟). (3.27)
3. Theoretical Concepts 14
We proceed by integrating Eq. (3.27):
𝑟2𝛽𝑃𝑁(𝑟𝛽)− 𝑟2𝛼𝑃𝑁(𝑟𝛼) = 2
∫︁ 𝑟𝛽
𝑟𝛼
𝑃𝑇 (𝑟)𝑟 d𝑟 (3.28)
Now using Eqs. (3.17) and (3.20),
𝑟2𝛽𝑃𝑁(𝑟𝛽)− 𝑟2𝛼𝑃𝑁(𝑟𝛼) = 2
(︂∫︁ 𝑟𝛽
𝑟𝛼
𝑃𝛼,𝛽(𝑟; 𝑟𝑠)𝑟 d𝑟 − 𝜎𝑟𝑠
)︂
(3.29)
= 2
(︂1
2(𝑟
2
𝛽 − 𝑟2𝑠)𝑃 𝛽 +
1
2(𝑟
2
𝑠 − 𝑟2𝛼)𝑃𝛼 − 𝜎𝑟𝑠
)︂
. (3.30)
Finally, we employ the fact that 𝑃𝑁(𝑟) tends to 𝑃𝛼,𝛽(𝑟; 𝑟𝑠) far from the interface,
and choose 𝑟𝛼 and 𝑟𝛽 accordingly. The natural choice is 𝑟𝛼 → 0 and 𝑟𝛽 →∞. From
these quasi-thermodynamical considerations, we have derived the Laplace’s law:
𝑃𝛼 − 𝑃 𝛽 = 2𝜎
𝑟𝑠
. (3.31)
One must bear in mind that this equation applies only in the case where 𝑟𝑠 is the
radius of the surface of tension, i.e. when it is defined by Eq. (3.24). For interfaces of
low interfacial tension, the surface of tension is situated far away from the dividing
surface. This might be the case in many biological systems [19].
3.4 Continuum Elasticity
In this Section we present some mathematical notations and definitions which
somewhat differ from those usually used. These details are important to give the
pressure profile program a mathematical basis of some sort.
Suppose a body 𝑉 undergoes a deformation. We denote a point in the reference
configuration by coordinates 𝑥𝑖, the same point in the deformed state by ?¯?𝑖 and
the associated metric by 𝑔𝑖𝑗. The relationship between the reference state and the
deformed state is given by ?¯?𝑖 = 𝑥𝑖 + 𝑢𝑖(𝑥). Coordinate transformations provide a
powerful framework for handling displacements. Therefore, we tackle the problem of
describing the deformation in a quite general setting using tensor calculus.
We may write the distance between two adjacent points in the reference configu-
ration as
d𝑠2 = 𝑔𝑖𝑗(𝑥) d𝑥𝑖 d𝑥𝑗. (3.32)
Note that here we use the Einstein summation convention, i.e. we omit sums over
repeated indices, see Appendix 1 for details. By the definition of u,
d?¯?𝑖 = d𝑥𝑖 + d𝑢𝑖 = (𝛿𝑖𝑘 + 𝑢𝑖,𝑘) d𝑥𝑘, (3.33)
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where 𝛿𝑖𝑗 is the Kronecker delta and the subscript , 𝑘 denotes partial differentiation
with respect to 𝑥𝑘. We may thus write for the deformed state,
d𝑠2 = 𝑔𝑖𝑗(?¯?) d?¯?𝑖 d?¯?𝑗 = 𝑔𝑖𝑗(?¯?)(𝛿𝑖𝑘 + 𝑢𝑖,𝑘) d𝑥𝑘(𝛿
𝑗
𝑙 + 𝑢
𝑗
,𝑙) d𝑥𝑙, (3.34)
which, after some algebra, can be written in the form
d𝑠2 =
(︁
𝑔𝑖𝑗(?¯?) + 𝑢𝑗,𝑖 + 𝑢𝑖,𝑗 + 𝑔𝑘𝑙(?¯?)𝑢𝑘,𝑖𝑢𝑙,𝑗
)︁
d𝑥𝑖 d𝑥𝑗. (3.35)
Denoting the term inside the brackets by 𝑔′𝑖𝑗(𝑥), we may write the strain tensor 𝜀𝑖𝑗(𝑥)
by definition as
2𝜀𝑖𝑗(𝑥) d𝑥𝑖 d𝑥𝑗 = d𝑠′2 − d𝑠2 = (𝑔′𝑖𝑗(𝑥)− 𝑔𝑖𝑗(𝑥)) d𝑥𝑖 d𝑥𝑗. (3.36)
As the metric tensor is always symmetrical, so is also the strain tensor.
We illustrate the idea behind 𝑔′𝑖𝑗(𝑥) by a simple example. Take a one dimensional
situation, with 𝑔11(𝑥) = 𝑥2 as the metric. This, in simple terms, means that the
length of a unit interval at 𝑥 is
√︁
𝑔11(𝑥) = 𝑥, as by definition d𝑠2 = 𝑔11(𝑥) d𝑥2. If
we move from 𝑥 = 0 to 𝑥 = 1, we move 𝑠 =
∫︀ 1
0 𝑥 d𝑥 = 1/2 units of length. We
deform this interval by the mapping 𝑥′ = 𝑥+ (𝑥+ 1), i.e. [0, 1]→ [1, 3]. The length
of the new interval may be computed as 𝑠′ =
∫︀ 3
1 𝑥
′ d𝑥′ = 4, so the deformation is
an elongation. We however pursue a different route. The idea of the preceding
discussion may be summed up as trying to transform the integral over the deformed
state (the interval [1, 3]) into an integral over the reference state (the interval
[0, 1]), i.e. 4 = 𝑠′ =
∫︀ 1
0
√︁
𝑔′11(𝑥) d𝑥, with 𝑔′11(𝑥) to be determined. In this simple
example, one immediately sees, by using the standard integration by substitution,
that 𝑔′(𝑥) = 4 · (2𝑥+ 1)2, which indeed coincides with Eq. (3.35).
It has been gradually realized that the traditional continuum mechanical definitions
of stress as the tensor whose divergence equals force, do not generalize directly to
microscopic scales [20–24]. Therefore, instead of defining a stress independently of
strain, we define it as a conjugate variable of sorts to the strain tensor. We define
the stress tensor 𝜎𝑖𝑗 so as to satisfy the following equation
𝛿𝐹 =
∫︁
𝑉
𝜎𝑖𝑗𝛿𝜀𝑖𝑗
√
𝑔 d𝑥, (3.37)
where 𝛿𝐹 is a variation to the free energy and 𝑔 is the determinant of the metric
tensor. In other words, the stress tensor may be expressed as a functional derivative
[25]
𝜎𝑖𝑗 = 1√
𝑔
𝛿𝐹
𝛿𝜀𝑖𝑗
. (3.38)
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As the free energy is usually difficult to obtain in terms of the strain tensor, we use
Eq. (3.36) and the properties of functional derivatives to transform the problem of
decribing deformations into one describing changes in coordinates [20],
1
2
√
𝑔 𝜎𝑖𝑗 = 𝛿𝐹
𝛿𝑔𝑖𝑗
, (3.39)
or in an equivalent form
−12
√
𝑔 𝜎𝑖𝑗 =
𝛿𝐹
𝛿𝑔𝑖𝑗
. (3.40)
Note that since the strain tensor is symmetric, so is the stress tensor.
For convenience, we define a quantity called the pressure tensor simply as the
negative of the stress tensor, i.e.
𝑃 𝑖𝑗 = −𝜎𝑖𝑗. (3.41)
That the divergence of the stress tensor vanishes,
𝜎𝑖𝑗;𝑖 = 0, (3.42)
follows from the translation invariance of the free energy, which in turn is a conse-
quence of Liouville’s theorem [21]. At least qualitatively the result of Eq. (3.42) is
clear, for the divergence of the stress tensor represents the force acting on a material
point. Such forces must vanish if the system is to be in equilibrium.
3.5 Helfrich Elasticity
Helfrich [26] derived the now well established mathematical model for lipid bilayer
elasticity. The model has subsequently been generalized to a broad class of problems
[19]. In the following, we give a simple justification to the Helfrich form of curvature
energy, as per Safran [6], by deriving the equations from a microscopic toy model.
In all generality Helfrich theory is essentially just a Taylor expansion in curvature,
but the resulting formulas of the following treatment provide clear interpretation for
the Taylor expansion constants.
We consider a spherical structure of 𝑛 lipids, such as the one depicted in Fig. 3.4.
Modelling each lipid as an ideal spring obeying the usual Hooke’s law, we can write
the energy per lipid as
𝑓 = 12𝑘𝑠(ℓ− ℓ𝑠)
2, (3.43)
where 𝑘𝑠 is the spring constant, ℓ the length of the spring, representing the length of
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𝑅
ℓ
Figure 3.4: Toy model of a spherical lipid assembly.
the lipid tail projected to the normal of the bilayer and ℓ𝑠 the equilibrium length
of the spring. We further assume incompressibility, i.e. if the springs as a whole
are compressed, the size of the complex increases so as to keep the volume per lipid
constant. This type of behaviour is typical of rubber and an assumption often used
in self-consistent polymer field theory [27].
Calculating the volume per lipid under the assumption that the radius of the
system is larger than the length of the lipids, i.e. ℓ < 𝑅,
𝑣0 =
4
3𝜋(𝑅
3 − (𝑅− ℓ)3)/𝑛 = 43𝜋ℓ(ℓ
2 − 3ℓ𝑅 + 3𝑅2)/𝑛 (3.44)
= 𝐴0ℓ
(︂
1−𝐻ℓ+ 13𝐾ℓ
2
)︂
, (3.45)
where 𝐴0 is the area per lipid, 𝐻 = 1/𝑅 the mean curvature, and 𝐾 = 1/𝑅2 the
Gaussian curvature. The two curvature terms, 𝐻 and 𝐾, are independent when
considering more general surfaces. As we restrict our discussion to the spherical case,
we shall henceforth use 𝐻2 in place of 𝐾.
Assuming ℓ𝐻 ≪ 1, i.e. the thickness of the lipid surface is negligible compared to
the radius of the system, we can employ regular perturbation theory [28] to solve
Eq. (3.45) for ℓ. Up to second order in 𝐻
ℓ = ℓ0 + ℓ20𝐻 +
5
3ℓ
3
0𝐻
2 +𝒪(ℋ∋), (3.46)
where ℓ0 = 𝑣0/𝐴0.
Substituting this back to Eq. (3.43), and once again ignoring terms of order
𝒪(ℋ∋), we arrive at the approximate formula first derived by Helfrich [26]:
𝑓 = 2𝑘(𝐻 − 𝑐0)2 + 𝑘𝐾, (3.47)
where 𝑘 is called the bending modulus, 𝑐0 the spontaneous curvature, and 𝑘 the
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Gaussian bending (or saddle-splay) modulus. They are given by the expressions [29]:
𝑐0 =
ℓ𝑠 − ℓ0
ℓ20
, 𝑘 = 14𝑘𝑠ℓ
4
0, 𝑘 = −
5𝑐0𝑘𝑠ℓ50
3 . (3.48)
From the expression for 𝑐0 we see that if the area per lipid, 𝐴0, decreases while
keeping the volume, 𝑣0, constant, ℓ0 increases resulting in a negative spontaneous
curvature. The opposite is true if we increase 𝐴0. We therefore deduce that the
spontaneous curvature describes the ratio of the size of the head group and that of
the tail group. The sign convention is sketched in Fig. 3.5.
Figure 3.5: Lipid membranes with negative, zero and positive spontaneous curvatures,
respectively.
For a spherical surface we minimize the free energy, i.e. Eq. (3.47) multiplied by
the area 4𝜋𝑅2, and obtain
𝑅eq =
1
𝑐0
. (3.49)
This has to, in order to be stable, fulfill the condition 𝜕2𝑓/𝜕𝑅2eq > 0, i.e. 𝑘 > 0.
It is worth pointing out that Eq. (3.47), with 𝐾 placed appropriately, applies to
membranes of arbitrary shape, assuming that their curvature is modest. Furthermore,
upon integrating Eq. (3.47) over a closed surface, the rightmost term effectively
vanishes. This is due to a fundamental differential geometric relation called the
Gauss–Bonnet theorem, which states that a closed surface integral of 𝐾 equals
a topological constant [6]. Therefore the value of 𝑘 is hardly of interest in static
situations, but it might play a role in lipoprotein fusion where the topology undergoes
changes.
It is of some concern that the lipoproteins analyzed in this study are approximately
10 nm in diameter while the surfactant monolayer at the surface of the lipoprotein
particle is some 2 nm in thickness. This situation of high curvature means that the
approximations made by the Helfrich theory of elasticity do not apply very well. We
shall, however, stick to this established theory as a reasonably good approximation.
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It is difficult to deduce the parameters, such as ℓ𝑠, of the model outlined above.
We therefore develop the notion of pressure profile, a simple but instructive model,
which relates the constants 𝑘, 𝑘 and 𝑐0 to more molecular properties.
3.5.1 Curvature Dependence of Interfacial Tension
Having introduced the theory of Helfrich, in this short Section we shall generalize
Laplace’s law (Eq. (3.31)) and connect it to the Helfrich constants. This is done by
combining the treatments of Blokhuis & Bedeaux [30] and Rowlinson & Widom [17].
We start by defining the surface tension of a more general surface, characterized
by a radius 𝑅, which need not be the radius of the surface of tension. We define,
following the form of Eq. (3.23),
𝜎(𝑅) =
∫︁ 𝑟𝛽
𝑟𝛼
(𝑃𝛼,𝛽(𝑟;𝑅)− 𝑃𝑇 (𝑟))
(︂
𝑟
𝑅
)︂2
d𝑟. (3.50)
We proceed by calculating the derivative of 𝜎(𝑅):
d𝜎(𝑅)
d𝑅 =
∫︁ 𝑟𝛽
𝑟𝛼
d
d𝑅
(︃
(𝑃𝛼,𝛽(𝑟;𝑅)− 𝑃𝑇 (𝑟))
(︂
𝑟
𝑅
)︂2)︃
d𝑟 (3.51)
=
∫︁ 𝑟𝛽
𝑟𝛼
(𝑃𝛼 − 𝑃 𝛽)𝛿(𝑅− 𝑟)
(︂
𝑟
𝑅
)︂2
+ (𝑃𝛼,𝛽(𝑟;𝑅)− 𝑃𝑇 (𝑟))
(︃
−2𝑟
2
𝑅3
)︃
d𝑟 (3.52)
= 𝑃𝛼 − 𝑃 𝛽 − 2𝜎(𝑅)
𝑅
, (3.53)
where we have employed the fact that the derivative of the Heaviside function is the
Dirac delta distribution. By rearranging, we arrive at
𝑃𝛼 − 𝑃 𝛽 = 2𝜎(𝑅)
𝑅
+ d𝜎(𝑅)d𝑅 . (3.54)
We used Eq. (3.23) as the point of departure as it is more fundamental than the
alternative forms in the sense that it relates directly to the work associated with a
displacement of the surface (see Refs. [17, 19] for a more thorough justification).
From the discussion in Section 3.5, we conclude that
𝜎 = 𝑓0 + 2𝑘(𝐻 − 𝑐0)2 + 𝑘𝐾, (3.55)
where 𝑓0 + 2𝑘𝑐20 = 𝜎0, the surface tension of a planar interface and 𝐻 = 1/𝑅,
𝐾 = 1/𝑅2, as before. Employing Eq. (3.54), Laplace’s law may be written in the
form
𝑃𝛼 − 𝑃 𝛽 = 2𝜎0
𝑅
− 2𝑘𝑐0
𝑅2
. (3.56)
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This is to be contrasted with the definition of Tolman length [31]. Notice that as
we have taken the Helfrich energy into application, we have fixed 𝑅 as a physical
radius of the droplet, or more precisely the neutral surface of bending. We have
thus shown that the curvature dependence of the mechanical surface tension can be
approximated by using elastic curvature energy of the surface.
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4. MODELLING LIPOPROTEIN FUSION
Although lipid bilayer and vesicle fusion have been widely studied (see e.g. Ref. [32]
and references therein), there are only a few studies on lipid droplet fusion. In this
work, we relate lipid droplet fusion to the initial stages of vesicle fusion.
The best known model for lipid bilayer fusion is the so called stalk model introduced
by Markin et al. [3]. The first stage of this fusion mechanism is the formation of a
neck-like connection between the outer leaflets, generating a metastable state called
hemifusion, as shown is Fig. 4.1. Should the inner leaflets also connect, full fusion
would follow. Using the original stalk model, it was demonstrated that the stalk
formation energy decreases with decreasing spontaneous curvature.
However, in more recent studies, triggered by Katsov et al. [33] using self-consistent
field theory and Monte Carlo simulations, it was shown that the picture of Markin
et al. [3] is overly simplistic and does not capture the mechanism beyond the initial
steps, and also that the stalk energy dependence on spontaneous curvature is not
obvious. What these later studies do agree on is that the stalk formation is an
important intermediate step towards bilayer fusion. Only these initial steps of bilayer
fusion are relevant to lipoparticle fusion, as lipoparticles consist of a monolayer rather
than a bilayer. Below, we review the original model of Markin et al. [3] and show that
one might expect the spontaneous curvature to have an effect on the stalk formation
energy, and thus the fusion rate. We also discuss more recent developments of fusion
models based on the Helfrich theory.
The stalk formation is not necessarily the rate limiting step of fusion. Instead, it
has been suggested that the fusion process starts when one hydrocarbon tail flops
into the monolayer of the other particle [34] (Fig. 4.2). This results in a situation
with one phospholipid hacing a tail in both particles. The site finally grows to stalk.
This process has been seen in molecular level simulations [35]. Negative spontaneous
curvature would facilitiate tail flopping by making the hydrocarbon tails more packed.
Thus, spontaneous curvature enters into discussion about fusion through two distinct
processes, namely stalk formation energy and tail flopping energy.
4.1 Mathematical Model of Stalk Formation
The stalk model for bilayers, as it is most often applied to, can be easily explained
in qualitative terms. We assume that the mechanism of fusion has to be more or
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Figure 4.1: A schematic representation of the stalk theory of fusion applied to lipoparti-
cles.
Figure 4.2: A schematic representation of the initial step of fusion as suggested by
Kinnunen [34].
less like the one depicted in Fig. 4.1. For lipid droplets it is reasonable to assume
that the stalk formation energy is directly related to the fusion barrier. This is not
the end of the process for bilayer structures such as vesicles, however, for they still
have the inner leaflet to fuse. This kind of metastable state, called hemifusion, is
very difficult to analyze as several fusion mechanisms for the inner leaflets have been
suggested. Fortunately, this is of little consequence to this Thesis, since we shall only
be concerned with monolayer structures.
A mathematical treatise of the stalk model was first carried out by Markin et al.
[3]. Although qualitatively it yielded reasonable results, a more quantitative look
revealed serious shortcomings, as the model overestimated the stalk formation energy.
The overestimation is so large that according to the theory, fusion should never
happen in practice. This flaw has subsequently been straightened out by relaxing the
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assumptions on the shape of the stalk and by generalizing the Helfrich elastic energy
(Eq. (3.47)) to take lipid tilt into account [36–38]. In this work, we shall review in
detail only the simple original version of the model so as to justify why the stalk
formation energy might depend on spontaneous curvature.
4.1.1 The Original Theory of Markin et al.
We start by writing out Eq. (3.47) in terms of the two principal curvatures (𝑐𝑟, 𝑐ℎ)
and drop the term related to Gaussian bending, assuming that it is small:
𝑓 = 𝑘2(𝑐𝑟 + 𝑐ℎ − 2𝑐0)
2. (4.1)
As we can see from Fig. 4.1, the formed stalk is approximately the inner loop of a
torus, as illustrated in Fig. 4.3.
Figure 4.3: The two stalk shapes discussed in this Thesis: the inside of a torus and a
catenoid, respectively
Carrying on with the mathematical treatment, from Fig. 4.4 one immediately sees
that ℎ = 𝑎 + 𝑟 − √𝑟2 − 𝑥2, 𝑛𝑦 =
√
𝑟2 − 𝑥2/𝑟. Furthermore, (ℎ′)2 = 𝑥2/(𝑟2 − 𝑥2).
The curvatures given in terms of these quantities are therefore (see Appendix 1 for
the definition of curvature)
𝑐𝑟 = −1
𝑟
(4.2)
𝑐ℎ =
𝑛𝑦
ℎ
=
√
𝑟2 − 𝑥2/𝑟
𝑎+ 𝑟 −√𝑟2 − 𝑥2 . (4.3)
When the stalk is formed, the change in elastic energy is
𝑊𝑠 =
𝑘
2
(︂∫︁
stalk
(𝑐𝑟 + 𝑐ℎ − 2𝑐0)2 d𝐴−
∫︁
stalk
(2𝑐init − 2𝑐0)2 d𝐴
)︂
, (4.4)
where the last term on the right is simply the area of the stalk times the curvature
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Figure 4.4: The stalk approximated as the inner part of a torus (toroidal stalk)
energy per unit area of the situation before stalk formation. We evaluate the first
term on the right hand side of Eq. (4.4):
𝑊𝑓 =
𝑘
2 · 2𝜋
∫︁ 𝑟
−𝑟
(𝑐𝑟 + 𝑐ℎ − 2𝑐0)2 ℎ
√︁
1 + (ℎ′)2 d𝑥. (4.5)
Carrying on with the integration, and computing the latter part of Eq. (4.4) in a
similar manner, we arrive at
𝑊𝑠 = 4𝜋𝑘
⎛⎝(︃(︂1
𝑟
+ 𝑐0
)︂2
− (𝑐init − 𝑐0)2
)︃(︁
𝜋𝑟(𝑟 + 𝑎)− 2𝑟2
)︁
−𝜋
(︂1
𝑟
+ 𝑐0
)︂
(𝑟 + 𝑎) + (𝑟 + 𝑎)
2
𝑟
√︁
𝑎(2𝑟 + 𝑎)
arctan
√︃
2𝑟 + 𝑎
𝑎
⎞⎠.
(4.6)
For illustrative purposes, we fix 𝑐init = 0nm−1, 𝑎 = 1nm and minimize 𝑊𝑠 with
respect to 𝑟, while varying 𝑐0. The result is shown in Fig. 4.5. We notice that the
stalk formation energy becomes lower with decreasing spontaneous curvature.
4.1.2 Recent Developements
Although the stalk theory of fusion initially showed great prospect, it was soon
discovered to be handicapped by what Kozlovsky & Kozlov [37] called the Energy
Crisis: The energies predicted by the theory were far too great to match experimental
results.
Several authors have now reconciled this discrepancy by relaxing the assumption
made on the shape of the stalk [36–38]. As we have seen in the previous Section,
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Figure 4.5: The energy of stalk formation as a function of spontaneous curvature, as
predicted by the original model of Markin et al.
the original stalk model assumed a toroidal stalk, which turns out not to be of the
optimal shape. This is most evident when we consider an axisymmetrical surface
with zero mean curvature, called the catenoid (Fig. 4.3). Should the stalk be of
infinite size, it could take this shape, and when 𝑐0 = 0, no energy would go into
its formation. However, no toroidal shape has nonvanishing mean curvature, and
therefore always requires energy to form. As physical processes tend to minimize
their free energies, the stalk will most likely not be of toroidal shape.
Another assumption made by the original theory should be questioned, namely
that of vanishing Gaussian bending. This assumption was born out of necessity,
as in the 80s, very little was known about the magnitude of the Gaussian bending
modulus. Modern theories should, however, allow for nonvanishing Gaussian bending
as discussed by Siegel [39]. Taking this into account, the fusion energies once again
become rather high. However, as hinted earlier, this energy does not depend on the
stalk shape, courtesy of the Gauss–Bonnet theorem.
Yet another point of worry is that the theory of stalk fusion is built upon Helfrich
bending energy, which in turn is based on a Taylor expansion to the second degree
in curvature. Not only are the curvatures of lipoprotein droplets high, the stalk
curvatures are exceedingly high. However, Markin & Albanesi [36] argued that the
Helfrich theory is so well established in a variety of situations that it is reasonable to
expect it to provide results of sufficient accuracy even in extreme conditions.
Some modern theories suggest nonsmooth stalk shapes so as to eliminate the
voids, or interstices, in bilayer fusion (see Fig. 4.6). They take into account the
energy arising from these non-smooth deformations by using the so-called lipid tilt
modulus [26, 37, 38]. May [38] even takes into account the change of shape of the
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inner monolayer. However, the author of this Thesis believe that in lipoprotein
fusion, these voids will be filled by the hydrophobic core instead of surfactant lipid
tails. Therefore, we feel that it is unnecessary to consider lipid tilt.
Figure 4.6: A schematic representation of the voids in bilayer stalk formation.
Another model based on the Helfrich functional form is that by Kabalnov &
Wennerstrom [40]. This theory is aimed at explaining fusion in emulsions, and at a
quick glance is quite applicable to the situation of this Thesis. However, this model
implicitly assumes excess lipids in the solvent, which would indeed be the case in
emulsions where the critical micelle concentration is exceeded, but is not applicable
to the present study. This model is the basis for the study by Rekvig & Frenkel
[4]. This computational study, employing dissipative particle dynamics and other
novel methods, has many insights into the problem of fusing emulsions. However,
the computational model developed in Ref. [4] suffers from one severe issue. The
configuration with no surfactants, and thus with the highest surface tension, ought to
fuse almost instantaneously, but in the study mentioned above, fusion is not visibly
accelerated, but is actually slower.
The study by Rekvig & Frenkel [4] is well-motivated, since stalks indeed are not
quite within the approximations made in the Helfrich theory and more microscopic
studies are needed to study the applicability of the theory. There is an interesting
development made by using self-consistent field theory (SCFT) to study the fusion
process [33]. While not quite as microscopic as atomistic molecular dynamics (MD)
simulations, SCFT is able to capture more details than a continuum theory and
values for different quantities are much easier to extract from SCFT than from a
MD simulation.
In general, most of the experimental and theoretical studies support the idea
that negative spontaneous curvature should facilitate stalk formation and thus lipid
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droplet fusion. The reason, however, is unknown. Furthermore, it is unclear whether
these results hold for very small droplets, such as HDL and LDL. In droplets of this
kind, surface tension can diverge from the macroscale value and might interfere with
the fusion process. One of the objectives of this Thesis is to better understand these
effects.
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5. METHODS
5.1 Molecular Dynamics
For systems consisting of thousands of molecules and whose analysis requires atomic
scale accuracy, Molecular Dynamics (MD) is often the simulation method of choice
[41]. Modelling chemical reactions requires the tools of quantum mechanics, which
can be coupled with MD through the Car–Parrinello method [42]. However, in this
study we model the physics of soft matter, i.e. strong chemical bonds are not broken
or formed in the time scales of interest, and therefore chemical reactions in terms of
bond breaking can be neglected altogether [25]. This is of course an approximation
as especially reactions involving single protons do in fact occur in experiments, but
unfortunately they cannot be taken into account in simulations without a severe
increase in the computational load.
MD is based on integrating the classical Newton’s equations of motion
𝑚𝑖
d2r𝑖
d𝑡2 = −∇r𝑖Φ({r𝑗}). (5.1)
Although this is a differential equation, the most commonly used integration algo-
rithms, such as the Runge–Kutta method, are typically not employed due to their
non-symplecticity, which would make them prone to drifts in the system energy, one
of the key quantities when doing numerical statistical mechanics. For MD simulations,
the velocity Verlet and the leap-frog algorithm are the two most common integration
algorithms. Both have the advantage of being time-reversible and symplectic [43].
GROMACS 4.0 [44], the MD software used in this study, uses the latter, which we
summarize as follows
v𝑖
(︃
𝑡+ Δ𝑡2
)︃
= v𝑖
(︃
𝑡− Δ𝑡2
)︃
+ F𝑖(𝑡)
𝑚𝑖
Δ𝑡 (5.2)
r𝑖 (𝑡+Δ𝑡) = r𝑖(𝑡) + v𝑖
(︃
𝑡+ Δ𝑡2
)︃
Δ𝑡. (5.3)
We shall not go into the technical implementation in any more detail, as itcan be
readily found in a number of other sources [43–45].
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5.1.1 MARTINI Force Field
Force field is a parametrization of forces. It contains both the functional forms
and the parameters of interactions. MD simulations typically employ two-body,
three-body and four-body potentials, and in the following we shall describe these
interactions a bit more precisely.
While our discussion here is rather general, we focus on one particular model
that is central to this work: the so-called MARTINI force field [46, 47]. It has
been designed to model molecular systems comprised of e.g. lipids, proteins, and
carbohydrates in a coarse-grained manner. Therefore it is rather optimal for our
purposes.
The types of forces used in MD simulations can be split into two categories, namely
bonded and non-bonded interactions. The former represents strong bonds, which
cannot be broken or formed, and are typically of short range, while the latter are of
long range and are usually of the strength of thermal fluctuations.
Let us first consider non-bonded interactions. Two freely rotating dipoles have an
average attractive interaction energy proportional to 𝑟−6, where 𝑟 is the interparticle
distance [48]. It is quite reassuring to notice that this behaviour is predicted even by
the quantum mechanical Drude model [45]. This attractive interaction is sometimes
called the Keesom force and it can be regarded as the source of the dispersive van
der Waals interaction. This is, however, temperature dependent, which makes all the
following parametrizations invalid when the temperature is changed. The effect of
the described forces is appropriately accounted for in the much used Lennard-Jones
potential:
𝑈𝐿𝐽(r𝑖, r𝑗) =
𝐶
(12)
𝑖𝑗
𝑟12𝑖𝑗
− 𝐶
(6)
𝑖𝑗
𝑟6𝑖𝑗
, (5.4)
where the 𝑟−12 term is due to steric, repulsive interactions, whose true origin is the
Pauli exclusion principle. The potential given by Eq. (5.4) is approximate, but it is
in reasonable agreement with quantum mechanical calculations and experimental
results. Although probably the most used, the Lennard-Jones potential is not the
only nor the most accurate form devised for the interaction [44].
Two charged particles interact through the Coulombic potential,
𝑈𝐶(r𝑖, r𝑗) =
𝑘𝑞1𝑞2
𝑟𝑖𝑗
, (5.5)
where 𝑞𝑖 are the charges of the particles.
Mocing on, the most typical bonded interaction is the covalent bond which is
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described in MARTINI by the harmonic potential,
𝑈𝐻(r𝑖, r𝑗) =
1
2𝑘(𝑟𝑖𝑗 − 𝑟eq)
2, (5.6)
where 𝑟eq is the equilibrium distance. Harmonic potential of the cosine type is used
to represent chain stiffness
𝑈𝐴(r𝑖, r𝑗, r𝑘) =
1
2𝑘(cos 𝜃𝑖𝑗𝑘 − cos 𝜃eq)
2. (5.7)
Finally, to prevent out-of-plane distortions, we have the improper dihedrals
𝑈𝐼(r𝑖, r𝑗, r𝑘, r𝑙) =
1
2𝑘(𝜃𝑖𝑗𝑘𝑙 − 𝜃eq)
2. (5.8)
In this study we use essentially the same force field parameters as in [49], which are
based on a pre-release of the MARTINI force field [47]. However, the superrepulsive
interactions between tail ends and polar residues were changed to repulsive since
the superresulsive interactions were causing unrealistically stable monolayers. The
original MARTINI model [46], on the other hand, is not suitable due to overestimation
of spontaneous curvature [50].
5.1.2 Biasing Potential
Since spontaneous fusion is a very rare event in the timescales accessible to modern
MD simulations, we introduce an attractive potential between the two particles
which we expect to fuse. By altering the strength of this interaction, we can greatly
enchance the fusion rate, but the more we steer the simulation, the more the free
energy landscape is altered and artifacts are introduced in the form of unphysical
fusion paths/processes. As even a small bias will cause some errors in the fusion
rates, if not the process itself, the results of this study should be considered on a
more qualitative level, as opposed to quantitative. Even so, we expect that the
relative fusion rates are not greatly disturbed and that we can draw conclusions for
relative stability between different lipid compositions.
The biasing potential used in this Thesis is of the form of harmonic interaction.
This form was selected partly because it is already a part of the GROMACS package
and is thus robust and convenient to use. Another justification for this type of
potential is that fusion events can be quantitatively located in time, defining the
zero force as the point where fusion occurs.
The harmonic potential is not ideal, for in principle it distorts the free energy
landscape. The optimal biasing potential is a linear one, which can be reasonably
approximated by the harmonic one when the interaction constant is small enough as
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is the case in our simulations.
The potential pulled together the core molecules of each particle, rather than the
whole particles. The equilibrium distance for the centers of masses of the pulled
particles was 7 nm and the harmonic constant used in this work 25 kJ mol−1 nm−1.
The values were determined by experimentation to make the fusion times of the
order of 100 ns and were subsequently held fixed in all cases.
5.2 Pressure Profiles from MD Simulations
In previous Chapters the concept of local pressure and its connection to surface
tension was introduced. In the following, a way to calculate the local pressure from
statistical mechanical quantities is derived. This leads to an expression computable
from MD simulations, which further leads to a way to compute surface tension. We
follow closely the treatment of Mistura [21], who derives a uniquely defined pressure
tensor by differentiating the free energy with respect to the metric tensor. This
treatment is not the only one that has been suggested, but it serves its purpose here
to provide at least solid qualitative insight.
Because the problem related to defining the pressure tensor still remains debated,
the derivation that follows is not widely known. Rather, the paper by Schofield &
Henderson [22] is often cited. In the latter, the pressure tensor is defined as a quantity
whose derivative is the force, immediately suggesting possible problems with gauge
fixing. This method indeed produces a nonunique pressure tensor, which in turn
poses several difficult problems when actual physical quantities are calculated from
it. This is especially true when the underlining geometry is curved [17]. One should
note that from physical considerations the gauge cannot be arbitrarily fixed, for the
pressure tensor is supposed to coincide with the well defined homogeneous pressure
in the homogeneous limit [51]. This is not taken into account in the derivation
presented in [22], and thus has spawned a multitude of papers trying to reach a
unique pressure tensor by adding further physical constraints [52].
The pressure tensor presented in [22] coincides with the one in [21] if one chooses
Irving–Kirkwood (IK) as the integration contour [53]. The idea of the present
derivation is also quite similar to that of Refs. [24, 54]. It is a well known fact that
an alternative integration contour called Harasima (H) [55] is physically wrong in
many situations, especially when the geometry is not flat [30, 56].
In the following we shall be employing the calculus of variations, and within this
framework it is easy to explain why one might obtain a nonunique tensor. This
happens for example if one constraints the geometry to a flat manifold before the
variational procedure [57], which eliminates some variational modes and results in
incorrect equations.
The mathematics of the Helfrich theory was originally in a similar state of crisis,
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for several nonequivalent shape equations could be derived. It was later realized that
this discrepancy was due to incorrectly fixing the geometry to e.g. an axisymmetrical
one before doing the variational mathematics [58, 59]. Indeed as accounted in
Ref. [17], the nonuniqueness is said to stem from the fact that inhomogeneous fluids
can be deformed in different ways, giving way to different integration contours. This
argumentation, as the author of the present Thesis thinks, closely resembles that of
the variational calculus arguments given before.
A novel treatment, similar to the one by Mistura, but even more rigorous on the
part of statistical thermodynamics, has been recently published [60, 61]. They claim
a simpler, but more importantly a unique, form for the pressure tensor when the
interactions are of short length. This they extend to long range interactions and
recover the usual IK form. However, they claim that smoothness properties required
for thermodynamics are not automatically satisfied by this form.
5.2.1 Definition and Contour Independence
Assuming there’s no external field, the Hamiltonian of an 𝑁 -particle system may be
written as
ℋ =
𝑁∑︁
𝑛=1
p2𝑛
2𝑚𝑛
+ Φ(r1, . . . , r𝑁), (5.9)
where p𝑛, 𝑚𝑛 are the momenta and masses of each particle, respectively and Φ is
the interparticle potential. The kinetic energy may then be written simply as
𝒦 = 12
𝑁∑︁
𝑛=1
𝑚𝑛𝑔𝑖𝑗(𝑥𝑛)?˙?𝑖𝑛?˙?𝑗𝑛. (5.10)
As we recall from Hamiltonian mechanics, the conjugate momenta are defined as
𝑦𝑛𝑖 =
𝜕𝒦
𝜕?˙?𝑖𝑛
= 𝑚𝑛𝑔𝑖𝑗(𝑥𝑛)?˙?𝑗𝑛 = 𝑚𝑛?˙?𝑛𝑖, (5.11)
and thus
𝒦 = 12
𝑁∑︁
𝑛=1
1
𝑚𝑛
𝑔𝑖𝑗(𝑥𝑛)?˙?𝑛𝑖?˙?𝑛𝑗 =
1
2
∫︁
𝜌(𝑥)𝑔𝑖𝑗(𝑥)?˙?𝑛𝑖?˙?𝑛𝑗 d𝑥, (5.12)
where we have introduced the density-like quantity,
𝜌(𝑥) =
𝑁∑︁
𝑛=1
1
𝑚𝑛
𝛿(𝑥− 𝑥𝑛). (5.13)
Given the distances between all the atoms, one may recover their positions (up to
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rotations, translations and reflections) by for example multidimensional scaling [62].
Thus the interparticle potential may be written as a function of distances between
the particles. The distance between particles 𝑥𝑎 and 𝑥𝑏 may be expressed as follows.
𝑟𝑎𝑏 =
∫︁ 1
0
√︃
𝑔𝑖𝑗(𝜆)
d𝑥𝑖
d𝜆
d𝑥𝑗
d𝜆 d𝜆, (5.14)
where 𝑥𝑖 = 𝑥𝑖(𝜆) is the parametric equation of a straight oriented line joining the
particles in question and
𝑔𝑖𝑗(𝜆) =
∫︁
𝛿(𝑟 − 𝑥(𝜆))𝑔𝑖𝑗(𝑟) d𝑟. (5.15)
By the definition of the canonical partition function 𝑍 and its dependence on the
Helmholtz free energy (Eq. 3.40), we may write the pressure tensor 𝑝𝑖𝑗(𝑥) as
1
2
√
𝑔𝑝𝑖𝑗(𝑥) =
𝛿𝐹
𝛿𝑔𝑖𝑗(𝑥) = −𝑘𝐵𝑇
1
𝑍
𝛿𝑍
𝛿𝑔𝑖𝑗(𝑥) =
⟨
𝛿ℋ
𝛿𝑔𝑖𝑗(𝑥)
⟩
. (5.16)
We thus calculate the kinetic contribution,
𝛿𝒦
𝛿𝑔𝑖𝑗(𝑥) =
1
2𝜌(𝑥)𝑦𝑛𝑖𝑦𝑛𝑗, (5.17)
and the configurational contribution separately,
𝛿Φ
𝛿𝑔𝑖𝑗(𝑥)
=
𝑁−1∑︁
𝑎=1
𝑁∑︁
𝑏=𝑎+1
𝜕Φ
𝜕𝑟𝑎𝑏
𝛿𝑟𝑎𝑏
𝛿𝑔𝑖𝑗(𝑥)
=
𝑁−1∑︁
𝑎=1
𝑁∑︁
𝑏=𝑎+1
𝜕Φ
𝜕𝑟𝑎𝑏
∫︁ 1
0
d𝑥𝑖
d𝜆
d𝑥𝑗
d𝜆
2
√︁
𝑔𝑖𝑗(𝜆)d𝑥
𝑖
d𝜆
d𝑥𝑗
d𝜆
d𝜆. (5.18)
Changing back to Cartesian coordinates, we get
𝛿Φ
𝛿𝑔𝑖𝑗(𝑥)
= 12
𝑁−1∑︁
𝑎=1
𝑁∑︁
𝑏=𝑎+1
𝜕Φ
𝜕𝑟𝑎𝑏
𝑟𝑖𝑎𝑏𝑟
𝑗
𝑎𝑏
𝑟𝑎𝑏
∫︁ 1
0
𝛿(r− (1− 𝜆)r𝑎 − 𝜆r𝑏) d𝜆. (5.19)
Finally, one finds
𝑃 𝑖𝑗(r) =
⟨
𝑁∑︁
𝑛=1
𝑝𝑖𝑛𝑝
𝑗
𝑛
𝑚𝑛
𝛿(r− r𝑛)
⟩
−
⟨
𝑁−1∑︁
𝑎=1
𝑁∑︁
𝑏=𝑎+1
𝜕Φ
𝜕𝑟𝑎𝑏
𝑟𝑖𝑎𝑏𝑟
𝑗
𝑎𝑏
𝑟𝑎𝑏
∫︁ 1
0
𝛿(r− (1− 𝜆)r𝑎 − 𝜆r𝑏) d𝜆
⟩
,
(5.20)
where 𝑝𝑖𝑛 is used to denote the 𝑖th component of the 𝑛th particle’s momentum to
adhere to the conventional notation. We notice that the contour of the integral is
rigorously defined. This is to be contrasted with the equation found in Ref. [22].
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5.2.2 Numerical Computation
We shall now turn to a more computationally inspired point of view, namely the
discretization of the pressure tensor. We follow the paper by Goetz & Lipowsky [63]
in deriving the formulae. The computation of the kinetic contribution to the stress
tensor is a simple task, whereas the discretization of the configurational part is not
quite as straightforward.
Again using the multidimensional scaling argument, we may transform the in-
terparticle potential from a function of pairs to a function of positions. We then
recognize the fact that the interparticle potential Φ can be divided into two-body,
three-body and many-body potentials:
Φ({r𝑖(𝑡)}) =
∑︁
𝑚
𝑈 (𝑚)({r𝑖(𝑡)}) =
∑︁
𝑚
∑︁
⟨𝑗⟩𝑚
𝑈 (𝑚)(r𝑗1 , . . . , r𝑗𝑚), (5.21)
where 𝑈 (𝑚) denotes the 𝑚-body potential. The summation over ⟨𝑗⟩𝑚 is called a
cluster sum and is defined to avoid double counting as
∑︁
⟨𝑗⟩𝑚
=
∑︁
𝑗1<···<𝑗𝑚
. (5.22)
Now the configurational contribution to the pressure tensor arising from 𝑚-body
interactions is given by
𝜎𝑎𝑏𝐶 (R, 𝑡)(𝑚) =
𝑚∑︁
𝑘=1
∑︁
⟨𝑗⟩𝑚
[︁
∇r𝑗𝑘𝑈 (𝑚)(r𝑗1 , . . . , r𝑗𝑚)
]︁𝑎 ∫︁
𝐶𝑗𝑙𝑗𝑘
𝛿(R − l) d𝑙𝑏, (5.23)
We may now average over all 𝑙’s to get a more symmetric expression,
𝜎𝑎𝑏𝐶 (R, 𝑡)(𝑚) =
1
𝑚
𝑚∑︁
𝑙=1
𝑚∑︁
𝑘=1
∑︁
⟨𝑗⟩𝑚
[︁
∇r𝑗𝑘𝑈 (𝑚)(r𝑗1 , . . . , r𝑗𝑚)
]︁𝑎 ∫︁
𝐶𝑗𝑙𝑗𝑘
𝛿(R − l) d𝑙𝑏. (5.24)
We also choose the contours 𝐶𝑗𝑙𝑗𝑘 and 𝐶𝑗𝑘𝑗𝑙 to be identical apart from their orientation.
Thus,
𝜎𝑎𝑏𝐶 (R, 𝑡)(𝑚) =
1
𝑚
𝑚∑︁
𝑙=1
𝑙−1∑︁
𝑘=1
∑︁
⟨𝑗⟩𝑚
(︁[︁
∇r𝑗𝑘𝑈 (𝑚)(r𝑗1 , . . . , r𝑗𝑚)
]︁𝑎
−
[︁
∇r𝑗𝑙𝑈 (𝑚)(r𝑗1 , . . . , r𝑗𝑚)
]︁𝑎)︁ ∫︁
𝐶𝑗𝑙𝑗𝑘
𝛿(R − l) d𝑙𝑏.
(5.25)
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In the literature, this is often written with cluster sums,
𝜎𝑎𝑏𝐶 (R, 𝑡)(𝑚) =
1
𝑚
∑︁
⟨𝑘⟩2
∑︁
⟨𝑗⟩𝑚
(︁[︁
∇r𝑗𝑘1𝑈
(𝑚)(r𝑗1 , . . . , r𝑗𝑚)
]︁𝑎
−
[︁
∇r𝑗𝑘2𝑈
(𝑚)(r𝑗1 , . . . , r𝑗𝑚)
]︁𝑎)︁ ∫︁
𝐶𝑗𝑘2 𝑗𝑘1
𝛿(R − l) d𝑙𝑏.
(5.26)
Note that the first sum goes from 1 to 𝑚, whereas the second one is a sum over the
particles.
Next, we turn our attention to discretizing the integral of the delta distribution.
We subdivide the simulation box into small cubes of volume 𝑉 and calculate the
average pressure tensor in each of these cubes, i.e. 𝑃 𝑎𝑏(R) = ∫︀𝑉 𝑃 𝑎𝑏(R) d3R/𝑉 . We
make the choice of IK contour, i.e. we choose the integration contours to be linear
and parametrize them as
𝑙𝑏 = 𝑟𝑏𝑗𝑘2 + 𝜆
(︁
𝑟𝑏𝑗𝑘1
− 𝑟𝑏𝑗𝑘2
)︁
= 𝑟𝑏𝑗𝑘2 + 𝜆𝑟
𝑏
𝑗𝑘2𝑗𝑘1
, with 𝜆 ∈ [0, 1]. (5.27)
It follows that∫︁
𝐶𝑗𝑘2 𝑗𝑘1
𝛿(R − l) d𝑙𝑏 = −
∫︁ 1
0
𝛿
(︁
R −
(︁
r𝑗𝑘2 + 𝜆r𝑗𝑘2𝑗𝑘1
)︁)︁
𝑟𝑏𝑗𝑘2𝑗𝑘1
d𝜆, (5.28)
whose volumetric integral we discretize into 𝑁 parts as
∫︁
𝑉
∫︁
𝐶𝑗𝑘2 𝑗𝑘1
𝛿(R − l) d𝑙𝑏 d3R ≈ −
𝑟𝑏𝑗𝑘2𝑗𝑘1
𝑁 + 1
𝑁∑︁
𝜆=0
𝑓𝑉
(︃
r𝑗𝑘2 +
𝜆
𝑁
r𝑗𝑘2𝑗𝑘1
)︃
, (5.29)
where 𝑓𝑉 (R) = 1, if R ∈ 𝑉 , and zero otherwise.
Finally, we have a computationally tractable formula for the pressure tensor,
namely
𝑃 𝑎𝑏(R) =
⟨
1
𝑉
∑︁
𝑖
𝑚𝑖𝑣
𝑎
𝑖 𝑣
𝑏
𝑖 +
∑︁
𝑚
1
𝑚𝑉
∑︁
⟨𝑘⟩2
∑︁
⟨𝑗⟩𝑚
(︁[︁
∇r𝑗𝑘1𝑈
(𝑚)(r𝑗1 , . . . , r𝑗𝑚)
]︁𝑎
−
[︁
∇r𝑗𝑘2𝑈
(𝑚)(r𝑗1 , . . . , r𝑗𝑚)
]︁𝑎)︁ 𝑟𝑏𝑗𝑘2𝑗𝑘1
𝑁 + 1
𝑁∑︁
𝜆=0
𝑓𝑉
(︃
r𝑗𝑘2 +
𝜆
𝑁
r𝑗𝑘2𝑗𝑘1
)︃⟩
.
(5.30)
Surface Tension
To compute the tensor above, we obviously need the positions and velocities of each
particle at each time step. To get spatial resolution, we divide the simulation box into
a grid, with each point of a volume 𝑉 . A rectangular Cartesian tensor is not of great
interest if we wish to analyze spherical systems. We therefore transform the calculated
Cartesian tensor into a physical spherical basis, as outlined in Appendix 1. Finally,
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we integrate out the angular degrees of freedom by taking statistical averages and get
curves similar to those in Fig. 3.2. From here it is a trivial task, employing Eqs. (3.23)
and (3.24) to calculate the surface tension. Due to numerical instabilities caused by
insufficient sampling at the center of the coordinate system, highly fluctuating values
of the pressure tensor around 𝑟 = 0 are assumed to have the bulk pressure and thus
drop from all integrals.
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6. SYSTEMS STUDIED
The goal of this study is to understand the physical properties determining the
fusion tendency of lipoprotein particles and how this broad issue is affected when
the surface composition of the particles is modified. Due to the large computational
demand of LDL particles, we opted for HDL as the reference system. In this initial
study our model did not contain the protein, since it would make the analysis much
more complicated and the computational load heavier. In other respects, the model
was identical to that of [64], which was later published in Ref. [49]. Due to the
way the particles are simulated on a computer and due to the fact that the exact
composition varies, the microscopic details between different lipids are ignored and
they are effectively described by POPC, lysoPC, cholesterol, cholesterol ester and
trioleate.
To study the fusion tendencies, we resorted to gently pulling two such particles
together, for spontaneous fusion would be too rare an event to simulate using non-
steered MD. From the acquired data, we calculated an approximation for the rate of
facilitated fusion. Finally, we altered the surface composition of the HDL droplet
allthewhile trying to keep the surface tension constant to estimate the effects of
different physical quantities, such as spontaneous curvature, since it is expected
that the latter should have an effect on fusion tendencies, as detailed in earlier
Chapters. As it is very difficult to calculate numerical values for these elastic
quantities, especially spontaneous curvature, we changed the number of lysoPC
molecules, which is known to have an effect of increasing spontaneous curvature in
many systems.
As a control group, particles of extremely high surface tension were also simu-
lated and a significant change in the rate of fusion was observed. A more modest
modification was also performed and a change in the fusion rate was again recorded.
The exact numbers of constituents of each system are listed in Table 6.1.
A harmonic potential was used to pull the particles together. Each system was
pulled 10 times, each time with a different starting configuration, which before the
steered MD, energies were minimized using steepest descent and a 10 nm equilibriation
MD was used. The fusion was defined to have occured when the cores of the particles
were closer than 7 nm from each other, i.e. when the pulling force turned to be
repulsive. At that moment the simulations were stopped.
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Lipids System
Ref. HDL HDL core Chol. → lysoPC POPC → lysoPC
POPC 260 — 260 —
lysoPC 10 10 59 270
Chol. 49 49 — 49
Chol. Es. 122 122 122 122
Triol. 39 39 39 39
Table 6.1: Numbers of lipids in the studied systems.
All the simulations used the Nose´–Hoover thermostat and the Parrinello–Rahman
barostat.
6.1 Reference HDL
By reference HDL we mean the model described in [49, 64] without the protein.
This model is based on measurements of actual HDL extracted from humans. For
simplicity we do not study fusion between particles containing proteins in this
work. Our goal is to study which factors determine the fusion rate if it happens
via monolayer contact, and taking out the protein does not significantly change the
surface tension of the particle [65].
6.2 HDL Core
As a first test case or as a proof of concept, we simulated the fusion of two HDL
cores. By HDL core, we mean the reference HDL stripped of its main surfactant,
POPC. As shown in [65], removal of surfactants results in an increase of surface
tension, as expected. Therefore, the fusion of such particles should be much faster,
practically instantaneous. Due to the failure of the model of Ref. [4] in a similar
setting, this is an important test of model verification.
6.3 Cholesterol → lysoPC
Next, we prepared a system with all the cholesterol particles of the reference HDL
changed to lysoPC. The motivation of this change is that lysoPC has a large head
group and just one tail. As such, increasing the amount of lysoPC should change
the spontaneous curvature towards the positive direction. Cholesterol on the other
hand has a rather small head group and a large tail, and therefore probably acts to
decrease the spontaneous curvature.
Such a change, however, modifies all of the other elastic properties as well.
Cholesterol is usually associated with rigid membranes as it tends to order the
lipids around it [66]. With the bending modulus 𝑘 changing, one can assume that
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the Gaussian bending modulus 𝑘 does not stay constant either. Furthermore, as
cholesterol is not as strong a surfactant as lysoPC, we expect that by changing the
composition as described, we lower the surface tension.
All in all, lower surface tension means slower fusion. A more positive spontaneous
curvature is expected to slow down the fusion as well. However, decreasing 𝑘 and 𝑘
ought to accelerate the fusion rate. Because of the competing effects, it is difficult to
predict whether replacing cholesterol by lysoPC induces or inhibits fusion.
6.4 POPC → lysoPC
Because the proposed fusion mechanism relies on the flip-flop of tails, it is plausible
the the amount of tails would affect the fusion tendency. This is why we constructed
a rather extreme system by changing all of the reference HDL’s POPC molecules to
lysoPC. As lysoPC does not quite cover as much area as POPC, we expected a rise
in surface tension. The matter is not quite this simple though, because the part that
was removed from POPC is largely hydrophobic.
40
7. RESULTS AND DISCUSSION
In this Chapter we briefly go though the main results of this Thesis. In addition to
the results from numerical simulations, highlighted in this Chapter, much of this
Thesis was devoted to reviewing the theory behind fusion and shall thus be quickly
revisited.
7.1 Theoretical Derivations
In this Thesis well known theoretical results were reviewed in a consistent fashion
with their full derivations, not typically found in the literature. Furthermore, less
well known results were presented, again with full derivations, putting the pressure
tensor formalism on a more solid ground, where we may now consider it, at least
qualitatively, as a useful quantity. The most important of these is the claim of
Ref. [20], where the pressure tensor, as the functional derivative of the free energy
with respect to the metric tensor, was shown to be unique, and of the form of
Eqs. (5.20) and (5.30), which are used in all the calculations of the pressure tensor. If
one restricts the variation to the Cartesian metric, gauge arbitrariness is introduced
[57], and problems of the traditional treatment arise [22].
Although we provided the thermodynamical foundations of interfacial tension in
Chapter 3.1, we consider the quantity largely from a mechanical standpoint, as in
Chapter 3.3, leading to Eqs. (3.23) and (3.24), which, used extensively in the next
Section, connect the pressure tensor to surface tension.
We furthermore attempted at a generalization of the model of Ref. [38] to lipopro-
tein droplets by assuming any created voids would be filled by the hydrophobic core.
The resulting highly nonlinear set of differential equations could not be linearized as
done in Ref. [38] and proved difficult to solve using standard mixed self-consistent
numerical solution methods.
7.2 Simulation Results
Table 7.1 summarizes our numerical results, followed by a more in-depth analysis and
discussion below. Also depicted is the time dependence of the pulling force between
the two fusing particles as fusion takes place (Fig. 7.1) and the same event visualized
(Fig. 7.2).
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Ref. HDL HDL core Chol. → lysoPC POPC → lysoPC
Fusion time (ns) 133 ± 30 instantaneous 193 ± 30 ≫ 500
Surf. ten. (mN/m) 25 ± 2 41 ± 2 23 ± 2 28 ± 2
Table 7.1: Results for the fusion time and surface tension.
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Figure 7.1: An example of a fusion event. Shown is the pulling force between two particles.
Before the event (𝑡 < 100 ns) the force stays relatively constant (not shown)
and rapidly changes as fusion takes place. The simulation was stopped at
𝑡 = 150 ns.
7.3 Effect of Surface Tension
As the effect of surface tension is to minimize interfacial area between two phases, it
is intuitive that due to phase separation, two spheres should merge to form one and
that the higher the surface tension, the higher the urge to do so. Indeed, we see this
trend in our simulations: HDL core fuses much faster than the reference HDL while
the Cholesterol → lysoPC system fuses slower. From the change in surface tension,
both of these results are quite expected, but previous models have been unable to
reproduce them [4]. However, unexpected behaviour is found in the case of POPC
→ lysoPC system: the interfacial tension is higher compared to the reference but
the fusion rate is significantly slower.
7.4 Effect of Curvature
As already mentioned, the POPC → lysoPC system makes an important exception
to the rule, as although its surface tension is higher than that of the reference HDL,
it has a slower rate of fusion. There are several ways to explain this discrepancy.
Assuming that the stalk formation is indeed the rate limiting step, the fusion process
ought to be slower if either the bending modulus or the spontaneous curvature is
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increased. When changing POPC to lysoPC, both arguments are likely valid, for
lysoPC has a smaller tail, so it can pack more rigidly. Also because of the smaller
tail, it has a larger head group to tail size ratio, which means that it has a more
positive spontaneous curvature.
7.5 Other Considerations
However, it has been suggested that stalk formation is not the rate limiting step of
fusion and there is some computational evidence to support this argument. Kinnunen
[34] argues that the fusion process is sparked by a single two-tailed lipid, when one of
its tails flip-flops into the other particle. If one introduces a lipid with one tail in one
HDL and the other in another HDL, fusion happens instantaneously. Therefore one
might argue that changing POPC to lysoPC also alters the whole fusion mechanism
and that the mechanism is so microscopic that it cannot be captured by a continuum
theory. Therefore the system POPC → lysoPC, according to the reasoning above,
should be compared to POPC rich systems with care.
We found individual events favoring the idea of lipid tail induced fusion (see
Fig. 7.3), indicating that stalk formation might not be the rate limiting step, but
instead the flipping of tails might be. Further work into this direction is planned,
such as determining the free energies of pulling lipid tails out of a monolayer as a
function of membrane lipid composition.
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Figure 7.2: An example of a fusion event. From top to bottom, shown are snapshots of
the system at times 𝑡 = 100 ns, 𝑡 = 110 ns, 𝑡 = 112.5 ns, and 𝑡 = 115 ns,
respectively.
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Figure 7.3: A closer look of a fusion event. Shown is a highlighted POPC molecule
which seems to trigger the fusion, at times (from left to right, top to bottom)
𝑡 = 111 ns, 𝑡 = 111.5 ns, 𝑡 = 112 ns, 𝑡 = 112.5 ns and 𝑡 = 113 ns (large
image), respectively.
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8. CONCLUSIONS AND FUTURE WORK
In this Thesis we have developed a method to study relative fusion rates of lipid
droplets with varying surface compositions. Furthermore, we have combined this
method with surface tension calculations to enable the study of correlation between
fusion rate and surface tension.
We have demonstrated that by changing the surface composition of particles
similar to lipoproteins in a way feasible in a laboratory, the shift in fusion tendency
cannot be explained simply by surface tension. Alternative explanations, such as
curvature effects and a different fusion mechanism, were provided, but further work
into this direction is suggested. The fusion mechanism could be studied by calculating
free energies of pulling lipid tails out of the membrane as a function of membrane lipid
composition. The fusion tendency of lipids with several tails, but with a comparable
spontaneous curvature to those with one tail should be tried out. If a system with a
large positive curvature, comparable to lysoPC, would fuse, this would indicate the
need of several tails to induce fusion.
We have further developed a model that, unlike previous models, correctly repro-
duces the fusion of highly hydrophobic particles in the lack of a surfactant. This
would suggest the level of detail of the present model is such that it captures the
essentials of the fusion process.
In the future, the methods developed as a part of this Thesis may be applied to
study the fusion mechanism and tendencies of biologically relevant particle modifica-
tions.
The recent treatment of Refs. [60, 61] of pressure tensors has received very little
attention. As they suggest a new, simpler, unique, local form for pressure tensor when
the interactions are of short range, their formalism should be tried out numerically.
They caution the usage of pressure tensors in systems with long range interactions.
Coarse-grained force fields, such as the MARTINI force field employed in this Thesis
have been said to reproduce required smoothness properties better than all-atom
parametrizations: For example the mechanical stability condition of Eq. (3.42) is
often violated, but this is usually claimed to be due to numerical errors, insufficient
sampling or constraint forces, as it seems certain molecules with constraint force fields
amplify the effect. We, however, propose that as the MARTINI model uses cut-offs,
this might be a factor in suppressing oscillations. We suggest future studies into
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this matter by computing and comparing the traditional Irving–Kirkwood pressure
tensor and that of Ref. [61] to verify the quantitative foundations of the pressure
tensor program.
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APPENDIX 1: SPHERICAL COORDINATE
SYSTEM
In this appendix, we shall briefly review the main properties of the spherical coordinate
system (see Fig. A1.1). Much of the following discussion is applicable to more general
curvilinear coordinates as well. In the course of this treatment, we make extensive
use of the Einstein summation convention, i.e. we drop the summation signs Σ, and
assume that repeated indices are summed over.
𝑥
𝑦
𝑧
𝜃
𝜙
𝑟
Figure A1.1: The spherical coordinate system: 𝑥 = 𝑟 cos𝜙 sin 𝜃, 𝑦 = 𝑟 sin𝜙 sin 𝜃, 𝑧 =
𝑟 cos 𝜃
We shall also define curvature from an elementary viewpoint, as it is an important
and a recurrent quantity throughout this Thesis.
1.1 A Primer on Tensors
The metric tensor 𝑔𝑖𝑗 is a function that describes the shape of the coordinate basis
used. Let r(𝑥1, . . . , 𝑥𝑛) be a parametrization of the 𝑛-dimensional space under
consideration. The basis vectors in the natural coordinate basis are defined as
e𝑖 = 𝜕𝑖r(𝑥1, . . . , 𝑥𝑛), for 𝑖 = 1, . . . , 𝑛. From these one obtains the metric tensor:
𝑔𝑖𝑗(𝑥1, . . . , 𝑥𝑛) = e𝑖 · e𝑗. (A1.1)
The differential line element d𝑠 can be given with the help of the metric tensor
as follows: d𝑠2 = 𝑔𝑖𝑗 d𝑥𝑖 d𝑥𝑗. For the Cartesian coordinate system, 𝑔𝑖𝑗 = 𝛿𝑖𝑗, the
Kronecker delta. We thus recover the Pythagorean theorem in Cartesian coordinates,
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d𝑠2 = d𝑥2 + d𝑦2 + d𝑧2.
The natural coordinate basis for spherical coordinates is
[𝑔𝑖𝑗(𝑟, 𝜃, 𝜙)] =
⎛⎜⎜⎝
1 0 0
0 𝑟2 0
0 0 𝑟2 sin2 𝜃
⎞⎟⎟⎠ , (A1.2)
where the square brackets denote a matrix representation. In this basis, there is no
tangential velocity, but rather the concept of angular velocity, which has different
units (s−1 as opposed to m/s). The physical coordinate basis we define as the
coordinate basis with unit basis vectors. This definition guarantees the normalization
of units.
Tensor, from a physicist’s point of view, is a coordinate invariant quantity and
vice versa. Therefore, all physical quantities have a tensorial nature. Reviewing
tensor calculus in all detail is out of scope of this Thesis (see e.g. [67, 68] for a more
complete introduction at a level suitable for our purposes). We merely collect the
relevant formulæ below accompanied by a short justification:
1. There are two types of tensors, namely covariant and contravariant tensors. A
covariant tensor 𝑇𝑖 of rank 1 obeys the following law of transformation upon a
change of coordinates 𝑥𝑖 → 𝑥𝑖′ (Note the notation: Primed indices are not just
different indices but refer to a different coordinate basis altogether):
𝑇𝑖′ =
𝜕𝑥𝑖
𝜕𝑥𝑖′
𝑇𝑖. (A1.3)
Similarly, a rank 1 tensor 𝑆𝑖 is contravariant if upon a change of variables,
𝑆𝑖
′ = 𝜕𝑥
𝑖′
𝜕𝑥𝑖
𝑆𝑖. (A1.4)
These can be used to write out tensors of the mixed type, e.g. a rank (1,1)
tensor 𝑃 𝑖𝑗 transforms as:
𝑃 𝑖
′
𝑗′ =
𝜕𝑥𝑖
′
𝜕𝑥𝑖
𝜕𝑥𝑗
𝜕𝑥𝑗′
𝑃 𝑖𝑗 . (A1.5)
2. In our field of interest, covariant and contravariant tensors can be converted
to one another through multiplication by the metric tensor or its inverse, e.g.
𝑇𝑖 = 𝑔𝑖𝑗𝑇 𝑗.
3. The transformation from the natural to the physical coordinate basis for a
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general tensor 𝑇 𝑖1...𝑖𝑛𝑗1...𝑗𝑚 is done as follows:
𝑇 (𝑖1, . . . , 𝑖𝑛, 𝑗1, . . . , 𝑗𝑚) = 𝑇 𝑖1...𝑖𝑛𝑗1...𝑗𝑚
√
𝑔𝑖1𝑖1 . . .
√
𝑔𝑖𝑛𝑖𝑛√
𝑔𝑗1𝑗1 . . .
√
𝑔𝑗𝑚𝑗𝑚
(no summations),
(A1.6)
where by the hatted 𝑇 we indicate the physical components.
4. The electric field of a point charge is spherically symmetric. If we were to simply
take the partial derivatives of the components of the vector field in the spherical
coordinate system, the radial component would be the sole nonvanishing term.
It is, however, intuitively clear, that the field is not “flat” and that it varies
throughout space. Componentwise partial differentiation ignores the fact that
the basis vectors change as a function of position, as can be readily confirmed
by partial differentiation of the vector field itself:
𝜕E = 𝜕(𝐸𝑖e𝑖) = 𝜕(𝐸𝑖)e𝑖 + 𝐸𝑖𝜕(e𝑖). (A1.7)
The last term on the right is the correction factor that takes into account the
change in the basis vectors. These terms are bundled up to form the so-called
Christoffel symbols Γ𝑖𝑗𝑘. The regular partial differentiation with respect to 𝑥𝑖
we denote by the subscript “, 𝑖”, for example
𝑇𝑖,𝑗 =
𝜕𝑇𝑖
𝜕𝑥𝑗
. (A1.8)
Finally we are ready to differentiate the components of a tensor field. For a
rank 1 covariant tensor 𝑇𝑖, the covariant derivative is defined as follows:
𝑇𝑖;𝑗 = 𝑇𝑖,𝑗 − Γ𝑘𝑖𝑗𝑇𝑘. (A1.9)
Similarly, for a contravariant tensor S,
𝑆𝑖;𝑗 = 𝑆𝑖,𝑗 + Γ𝑖𝑘𝑗𝑆𝑘. (A1.10)
These can be combined for e.g. a rank (2,1) tensor 𝑃 𝑖𝑗𝑘 ,
𝑃 𝑖𝑗𝑘;𝑙 = 𝑃
𝑖𝑗
𝑘,𝑙 + Γ𝑖𝑚𝑙𝑃
𝑚𝑗
𝑘 + Γ
𝑗
𝑚𝑙𝑃
𝑖𝑚
𝑘 − Γ𝑚𝑘𝑙𝑃 𝑖𝑗𝑚 . (A1.11)
Divergence is a contraction with the covariant derivative, e.g. 𝑃 𝑖𝑗𝑘;𝑖.
5. The Christoffel symbols clearly depend on the derivatives of the metric (see
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Eq. (A1.7)). In fact,
Γ𝑖𝑗𝑘 =
1
2𝑔
𝑖𝑚
(︃
𝜕𝑔𝑚𝑗
𝜕𝑥𝑘
+ 𝜕𝑔𝑚𝑘
𝜕𝑥𝑗
− 𝜕𝑔𝑗𝑘
𝜕𝑥𝑚
)︃
. (A1.12)
One should note that the Christoffel symbols themselves do not transform as
tensors.
Christoffel symbols for the spherical coordinate system, as defined by the metric
tensor of Eq. (A1.2):
Γ𝑟 =
⎛⎜⎜⎝
0 0 0
0 −𝑟 sin2 𝜃 0
0 0 −𝑟
⎞⎟⎟⎠ (A1.13)
Γ𝜃 =
⎛⎜⎜⎝
0 1
𝑟
0
1
𝑟
0 1tan 𝜃
0 1tan 𝜃 0
⎞⎟⎟⎠ (A1.14)
Γ𝜙 =
⎛⎜⎜⎝
0 0 1
𝑟
0 − sin 𝜃 cos 𝜃 0
1
𝑟
0 0
⎞⎟⎟⎠ (A1.15)
Integration of a scalar in spherical coordinates:∫︁
Ω𝑐
𝑓(𝑥, 𝑦, 𝑧) d𝑥 d𝑦 d𝑧 =
∫︁
Ω𝑠
𝑓(𝑟, 𝜃, 𝜙)√𝑔 d𝑟 d𝜃 d𝜙, (A1.16)
where 𝑔 is the determinant of the metric and its square root acts as the Jacobian
determinant of the substitution, as expected.
The transformation matrices from the Cartesian to the physical spherical coordi-
nate system (length-preserving, and thus could be considered as rotation matrices):
[︃
𝜕𝑥𝑖
′
𝜕𝑥𝑖
]︃
=
[︃
𝜕𝑥𝑖
𝜕𝑥𝑖′
]︃T
=
⎛⎜⎜⎝
sin 𝜃 cos𝜙 sin 𝜃 sin𝜙 cos𝜙
cos 𝜃 cos𝜙 cos 𝜃 sin𝜙 − sin𝜙
− sin 𝜃 cos 𝜃 0
⎞⎟⎟⎠ (A1.17)
1.2 Curvature
To fully appreciate the mathematics of the stalk model of fusion, the notion of
curvature must be defined with rigour. Although we have been using tensor calculus
up to this point, we shall stick to a more elementary notation using vectors, as it is
sufficient for our purposes.
Let r(𝑢, 𝑣) be a parametrization of a surface. As the coordinates 𝑢, 𝑣 move along
the surface, r𝑢 and r𝑣 are the tangent vectors in the 𝑢 and 𝑣 directions, respectively.
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It immediately follows that the unit normal may be written as
n = r𝑢 × r𝑣‖r𝑢 × r𝑣‖ , (A1.18)
where, adhering to convention, r𝑢 denotes the common partial derivative with respect
to 𝑢. We may now define the second fundamental form II, which describes curvature
as a matrix:
II =
⎛⎝r𝑢𝑢 · n r𝑣𝑢 · n
r𝑢𝑣 · n r𝑣𝑣 · n
⎞⎠ . (A1.19)
The eigenvalues of II are called the principal curvatures. Their mean is called the
mean curvature, and their product the Gaussian curvature. Informally speaking, the
derivatives of the tangent vectors describe curvature in the sense of a second order
fit of a circle. Thus the curvature of a sphere is the reciprocal of its radius.
