Molecular biomarkers are changes measured in biological samples that reflect disease states. Such markers can help clinicians identify types of cancer or stages of progression, and they can guide in tailoring specific therapies. Many efforts to identify biomarkers consider genes that mutate between normal and cancerous tissues or changes in protein or RNA expression levels. Here we define location biomarkers, proteins that undergo changes in subcellular location that are indicative of disease. To discover such biomarkers, we have developed an automated pipeline to compare the subcellular location of proteins between two sets of immunohistochemistry images. We used the pipeline to compare images of healthy and tumor tissue from the Human Protein Atlas, ranking hundreds of proteins in breast, liver, prostate, and bladder based on how much their location was estimated to have changed. The performance of the system was evaluated by determining whether proteins previously known to change location in tumors were ranked highly. We present a number of candidate location biomarkers for each tissue, and identify biochemical pathways that are enriched in proteins that change location. The analysis technology is anticipated to be useful not only for discovering new location biomarkers but also for enabling automated analysis of biomarker distributions as an aid to determining diagnosis.
biomarkers | protein subcellular location | image analysis | digital pathology | cancer O ur understanding of the number and types of changes that occur in various cancers is continuously growing. Previous work to discover proteins that vary significantly between normal and cancer cells has used techniques such as microarray profiling, next-generation sequencing, antibody arrays, and proteomic profiling (1) (2) (3) (4) . These studies have led to the discovery of proteins (termed expression biomarkers) whose expression levels mark different disease states. However, for some proteins, the extent of localization in the nucleus can be used to predict patient prognosis; β-catenin (5) and NF-κB (6) are examples. The discovery of more proteins that undergo oncogenesis-associated changes in subcellular location (which we term location biomarkers) could potentially improve disease diagnosis in conjunction with traditional protein expression markers. Further, discovering proteins that relocate in the disease state may give new insight into changes driving disease, and such changes would go undetected by measuring only expression.
Immunohistochemistry (IHC) studies are a major source of data on protein expression and location. Most such studies use visual examination to assess changes, a difficult and time-consuming task. With the advent of high-throughput acquisition technologies like tissue microarrays and automated slide scanners, computerized analysis of tissue images is highly desirable, and studies have shown that quantitative software can detect changes in disease states that are missed by visual inspection (7) . Methods for analyzing changes in expression and pattern are well established in cultured cells (8) , but histological images are typically more difficult to analyze because cellular heterogeneity and the closely packed organization of cells lead to significant cell segmentation challenges. Several projects have been initiated to build workflows that process IHC images (9, 10) . Most of this work has been focused on quantifying differences in protein abundance between normal and cancer tissue. However, as discussed earlier, differences in subcellular protein locations could also be critical for understanding and diagnosing disease. Thus, there is a strong need for systems that can analyze protein subcellular location in IHC images.
We have previously described an automated system for recognizing major subcellular patterns in IHC images (11) , and presented preliminary results from the use of that system to identify proteins that change location in various cancers (12) . These studies used a subset of the extensive collection of IHC images in the Human Protein Atlas (HPA) (13) . However, we have found that the performance on a larger collection of proteins with more pattern variation was significantly lower compared with the 16 marker proteins used in our previous study. We therefore sought to develop a system that can identify potential location biomarkers by using new approaches without explicit classification. By using images from the HPA, we show that our system can identify proteins with altered subcellular location directly from tissue images and anticipate that approaches such as this may significantly contribute to diagnosis, treatment, and monitoring of cancers. Fig. 1) consists of five steps.
Results

Our analysis pipeline (
i) Selecting a set of proteins for analysis guided by staining levels. For a given tissue, we selected antibodies from the
Significance
Changes in the expression of proteins are often associated with oncogenesis, and are frequently used as cancer biomarkers. Changes in the subcellular location of proteins have been less frequently investigated. In this paper, we describe a robust pipeline for identifying those proteins whose subcellular location undergoes statistically significant changes in cancers of four tissues, and also for identifying biochemical pathways that are enriched for proteins that translocate. Future investigation of these proteins and pathways may provide new insight into oncogenesis. Further, the analysis pipeline is expected to be useful for assessing disease type and severity in a clinical setting.
HPA whose staining intensity was annotated as moderate or strong, and whose staining quantity was annotated as greater than 75%. As a result of tissue-specific expression and variations in staining, the proteins identified (referred to as the analysis set) were different for each tissue. ii) Separating the DNA and protein components of each image by unmixing the hematoxylin and diaminobenzidine stains. The HPA images were collected as red, green, and blue (RGB) images in which the two stains appear as purple and brown, respectively. The intensity derived from each stain is therefore a combination of the intensities from the three RGB channels. We unmixed the spectra to give separate images reflecting mainly DNA and protein content (11) . iii) Selecting regions of each image with the highest protein expression, under the assumption that the highest stained regions would be less likely to contain connective tissue, stroma, and other noncellular regions. iv) Calculating features to describe the location patterns in each region (11) . v) First, estimating the probability that a given protein's location pattern differs between the two conditions. The nonparametric Friedman-Rafsky (FR) test was used to calculate a P value for the null hypothesis that the sets of regions from normal images and from cancer images show the same pattern. Second, estimating the probability that a given protein's level of expression differs between the two conditions. Expression P values were calculated by using the Wald-Wolfowitz method to test the null hypothesis that the level of expression in the regions from the normal and cancer images came from the same distribution. Calculations for 35 random samplings of images were averaged, giving very high repeatability of the results (Materials and Methods). Finally, calculating a classification accuracy for separating normal and cancer images by using protein location information.
We applied this pipeline to images from the HPA for four tissues: breast, liver, prostate, and bladder (the results are contained in Dataset S1). After running the pipeline for each tissue, the proteins were sorted by their location P values to obtain a ranking by extent of subcellular location change. Representative images of the top three hits for each tissue are shown in Fig. S1 .
Testing Using Known Location Biomarkers. We expected that proteins known to change location in cancer would be ranked high on this list. To test this, we constructed validation sets by using pathologists' annotations of the gross subcellular location provided in HPA: (i) nuclear, (ii) cytoplasm and plasma membrane, (iii) nuclear, cytoplasm, and plasma membrane, and (iv) none. The validation set for a given tissue consisted of those proteins from the analysis set for that tissue that had different location annotations between the normal and cancer images (Materials and Methods). Treating these as true positives, we constructed receiver operating characteristic (ROC) curves in which a threshold on the P value at which a protein was considered positive was varied (Fig. S2) . In this case, the area under the curve (AUC) is a measure of how well our test finds the true positives. If the validation markers were the only proteins expected to change location, and if the system performed perfectly, the AUC values should be 1. However, we expect some of the proteins ranked highly by P value may be actual location biomarkers even if they are not in the validation set. For example, proteins may undergo a change in location that was not captured by the gross location annotations used to define true positives. Thus, we do not expect even a very good discovery system to give values near 1. The AUC values for breast, liver, prostate, and bladder were 0.67, 0.59, 0.67, and 0.68, respectively. These are all significantly greater than 0.5, the AUC expected for random performance.
Distinguishing Location and Expression Changes. The features we used are designed to minimize the effect of differences in protein staining level. Even so, a major change in expression may cause a change in image texture that would be detected by our features even if subcellular location remains the same. This may cause proteins that do not change their location significantly but do change their expression dramatically to rank highly on our lists. We therefore used the expression P values and location P values together to analyze each protein's change. Fig. 2 shows the relationship between the expression change and location change for proteins in various tissues. The first conclusion we can draw is that the two values are not correlated, suggesting that proteins that change location do not always change expression, and vice versa. Second, the points in the upper left corner of each scatter plot in Fig. 2 represent proteins that have significantly changed location (low P values) but have not changed expression (high P values). The color of each point indicates how well that protein can be used to train a classifier to distinguish images from normal and cancerous tissue (Materials and Methods; the accuracy values are listed in Dataset S1). Thus, we expect proteins whose symbols are dark red and in the upper left corner to be potential biomarkers useful in a clinical setting for recognizing cancerous tissue by measuring differences in subcellular location. These proteins would not have been identified as potential markers by measuring expression changes alone. Dataset S1 is ranked for each tissue using the Euclidian distance from the upper left corner, that is, proteins that change location and do not change expression. The five top-ranked proteins for each tissue using this criterion are shown in Table 1 , and images of the top three from each tissue are shown in Fig. 3 .
Of course, we expected that classic biomarkers that are known to translocate in cancer, such as E-cadherin, β-catenin, and NF-κB, would be ranked highly in this list. These proteins were not part of our analysis sets because the HPA did not contain a sufficient number of images to meet the threshold of our pipeline. We therefore separately calculated location P values for those proteins by using the images that were available for breast and prostate cancers. The P values for two E-cadherin antibodies Fig. 1 . Overview of the location biomarker discovery pipeline. Images with strong or moderate antibody staining were selected. Linear unmixing was used to separate each image into two composite images representing the DNA and protein stains as previously described (11) . Regions were selected by convolving the protein image with a low-pass filter and selecting the highest points as region centers. Fifty-seven numerical features were calculated to describe the pattern in each region. The nonparametric FR test was used to calculate a P value and determine whether the null hypothesis, that the features from the normal and cancer image come from the same distribution, should be rejected. The nonparametric Wald-Wolfowitz test was used to calculate a P value to measure how likely the two sets of images are to come from the same expression distribution. A nearest neighbor classifier was also used to determine the ability of each antibody to distinguish normal and cancer images.
with high reliability, CAB000087 and HPA004812, were higher than 0.20. The P values for three β-catenin antibodies, CAB000108, HPA029159, and HPA029160, were higher than 0.32. The two antibodies against NF-κB in prostate cancer are CAB004031 and HPA027305, with P values greater than 0.22. Thus, our tests indicate that none of these are strong location biomarkers in these tissues, contrary to expectation based on previous literature reports. In addition, on visual inspection of the HPA images, we did not observe a pattern change; the pathologist annotations also did not indicate a location change. All the antibodies for these three proteins had identical location annotations in the two disease states with the exception of HPA004812, which moved from nuclear and cytoplasmic and membranous to mostly cytoplasmic membranous in the cancer state. The basis for this difference in this dataset from previous results is unclear.
Given that we were evaluating a large number of antibodies, we were also interested in estimating the generalizability of the relative performance of the antibodies. In other words, how likely it is that proteins with low P values or high classification accuracies would show similar values in future experiments? To do this, we calculated P values and accuracies for a smaller number of images and compared them with the values with the larger number (SI Text; note that this is different from the repeatability of the rankings using the same number of images). The results shown in Fig. S3 indicate a high correlation in the two estimates, indicating that the generalizability of our results to future experiments should be high.
Features Reveal Visually Distinguishable Changes Useful for Distinguishing
Tumor From Healthy Tissue. To determine whether the differences in location being identified by our pipeline were visually distinguishable changes, we performed hierarchical clustering and optimal leaf ordering to order the regions for a given antibody using our features (Materials and Methods). Fig. 4 shows 10 representative regions ordered for two example proteins from the top-ranked proteins. In breast tissue stained for SLC36A4, the normal regions clustered near each other on the left. Further, the regions appear ordered by increasing nuclear localization, suggesting our features can detect incremental and possibly continuous changes in this location pattern. In liver, GSTZ1 showed a decrease in nuclear localization from left to right, and also an increase in cytoplasmic graininess. The clustering grouped the normal and cancer regions separately.
Location Biomarkers Can Distinguish Between Cancer Grades. Each cancer in the HPA has a specified grade or subtype. We partitioned the images by grade and ran the pipeline to compare the two grades to each other for the prostate and bladder cancer set (Dataset S2). We also asked how well each protein could be used as a potential biomarker in a classifier trained to distinguish three disease states: normal tissue and low-grade and high-grade tumors. Fig. S4 shows the location P value and the expression P value for each protein when comparing the two subtypes versus each other. Points that fall in the upper left corner (Fig. S4 ) have different subcellular locations between the two grades but similar expression levels. The color of each point represents that protein's three-class classification accuracy.
Example images for the proteins with the greatest three-class classification accuracies are shown in Fig. S5 . The best classification accuracy was obtained for S100A6 in bladder: it has a classification accuracy of 83% (compared with 33% expected at random), a location P value of 0.081, and an expression P value of 0.34. This protein is the best example of a potential location biomarker (one that changes location but not expression) in bladder. These results provide further support for the utility of our system for identifying important location changes between disease states. The five proteins with the greatest location change and the smallest expression change are shown (the full ranked list is in Dataset S1). Classification accuracies for distinguishing normal and cancer are also shown. 
Identification of Biochemical Pathways Enriched in Translocated
Proteins. Finally, we were interested to find out whether our analysis could suggest entire pathways, or major portions thereof, that might undergo translocation together in cancer (the simplest example would be proteins that are part of a translocating complex). To answer this, for each Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway, we calculated the probability that all of the proteins in it changed location or expression compared with a randomly sampled background distribution (SI Text and Fig. S6 ). (Note that this represents an underestimate of the change in a pathway if it contains subcomponents that do not translocate.) We calculated pathway changes by using our image processing pipeline or pathologist annotations. Pathways with the largest change in either location or expression are listed in Table 2 . As discussed later, some of these pathways have been previously implicated in cancer and some are novel predictions.
Discussion
We have described a workflow to identify proteins that change their subcellular location between normal and cancerous tissue without requiring classification. We confirmed our ability to detect changes in location classes by using annotations provided by the HPA database.
Upon visual inspection of top hits (Fig. 3) , we noted that our system was able to find texture changes between the two disease states; however, these did not always represent changes between distinct subcellular location classes. In some cases, our texture features detected changes in tissue structures and morphology.
In Fig. 3 , BTNL2 in breast showed a decrease in nuclear localization. SLC30A9 in liver decreased in cytoplasmic graininess, and C4orf22 decreased in plasma membrane and vesicle localization in the cancer state. In prostate cancer, ECE1 decreased in plasma membrane accumulation. In bladder cancer, FGFR1OP2 changed from cytoplasmic and nuclear localization to mostly a grainy cytoplasmic localization in cancer. TARS2 in bladder increased in nuclear membrane localization in cancer. In some cases, our texture features picked up changes in tissue structure but not necessarily subcellular location, as was seen in SCRN2 in breast and TTC27 in bladder.
It was of interest to consider whether our top predictions had previously been implicated as being altered in cancers, and which ones were new discoveries. In breast cancer, very few studies have reported on BTNL2; however, there is strong evidence that variants of this gene play a role in susceptibility to sporadic and familial prostate cancer (14) . PSTPIP2 has not been reported in breast cancer; however, it is implicated in the expansion of macrophage progenitors leading to autoinflammatory disease (15) . USP10 is translocated to the nucleus upon DNA damage and regulates p53 (16) .
In liver cancer, PARP12 has been reported to play a role in genome surveillance and DNA repair pathways, and it is being recognized as a new potential therapeutic target (17) .
In prostate cancer, three of our top findings have been linked to prostate cancer development. Methylation of the RASGRF2 gene was found to be associated with prostate cancer (18) . ECE1 has been implicated in prostate cancer cell invasion, in which different isoforms of the protein were found to play different roles (19) . PLA2G4C is regulated by EGR, a gene that is rearranged in approximately 50% of prostate cancer (20) . In bladder cancer, very few of the top findings have been published in association with disease.
Pathway Changes. Some of the top-ranking pathways had location P values that were approximately two orders of magnitude smaller than the expression P values based on the pipeline results (Table 2 and Fig. S6 ). In the HTLV-1 infection pathway, the HTLV-I Tax oncoprotein initiates malignancy development in leukemia by creating an environment to facilitate DNA damage (21) . To our awareness, the molecular mechanism of this pathway has not been studied in the contexts of breast or urothelial Fig. 4 . Ordering regions by location change progression. We selected one top-ranking protein from breast and liver: antibodies HPA017887 and HPA004701, respectively. The Euclidean distances between every pair of regions were calculated by using the features and clustered into a binary hierarchical tree. The leaves were ordered to maximize the sum of similarities between adjacent leaves across the tree. The tree was cut at 10 clusters, and leaves contained in each cluster are indicated by color. The region closest to the mean of each cluster is displayed below the tree from left to right. Normal tiles are outlined in blue; cancer tiles are outlined in red.
SLC36A4 Breast
GSTZ1 Liver
cancer. Our results, together with other literature reports, indicate that subcellular location changes in components of HTLV-I infection pathway could play a role in driving cancer. Further, the high rank of this pathway across the four tissues indicates that these changes may be important in identifying and understanding other cancers as well.
The "one carbon pool by folate" pathway was also found to change location in breast cancer. It is known to play an important role in DNA global hypomethylation, which can lead to DNA strand breaks (22) . As expected, when changes in expression are used to rank pathways, the ErbB pathway ranks near the top for breast cancer (23) .
In liver cancer, the axon guidance pathway was found to change location more than it did expression. One of the genes contributing to the axon guidance pathway, ROBO1, was found to be overexpressed in hepatocellular carcinoma (24) . The axon guidance pathway has not been implicated as a whole in liver cancers, but it is known to be altered in pancreatic cancers (25) . Our results, with previous reports of ROBO1, suggest this pathway may play a role in liver cancer. The importance of the top pathways seen to change expression in liver is unclear.
In prostate cancer, HIF-1 signaling is known to play an important role in hypoxia adaption of tumors, and HIF-1α is known to be overexpressed in early tumors (26) . Our findings suggest that the proteins in this pathway undergo location changes, possibly contributing to the pathway's dysregulation in cancer. PPAR is a known prostate cancer marker (27) , and its pathway is identified as changing expression.
Finally, in urothelial cancer, the hippo signaling pathway was the top-ranking pathway to change location. Hippo signaling is responsible for tissue size and is known to lead to uncontrolled cellular proliferation and blocking of apoptosis when misregulated (28) . When we ranked the pathways in urothelial cancer by expression changes, a number of signaling pathways known to be involved in cancers ranked at the top.
We also calculated the product of the P values for each pathway across all four tissues to find those pathways changing in all four cancers (Dataset S3). Three of the top-ranking pathways for location changes were already identified in individual tissues. In addition, the p53 signaling pathway (which is known to involve location changes) was also identified. For expression changes, five pathways previously associated with cancers were highly ranked (which is encouraging with respect to the accuracy of our automated methods).
Our analyses suggest that location changes of these pathways may be important for understanding their role in disease. In addition, our results link previously implicated pathways to new cancers for further investigation.
Conclusion
By using staining patterns of proteins in four tissues, we have identified proteins that show altered subcellular location in cancer and/or whose patterns can be used to distinguish normal and cancerous tissue or different cancer subtypes. Many of these proteins do not have significant expression level changes and would not have been found as biomarkers if we had considered expression level changes alone. Further, some proteins have high classification accuracies but visually similar location patterns. The subtle changes that are being detected may nonetheless be useful for distinguishing disease states. Extended analysis with more images of the potential markers we have identified will be necessary to assess their utility or significance. We note that the analysis pipeline we have described is not only useful for identifying cancer biomarkers, but should also be valuable for automating the process of analyzing IHC images to assess disease state. We are currently carrying out collaborative translational studies to determine whether our technology combined with any of the potential biomarkers is useful for distinguishing lesions with various diagnoses or prognoses.
Materials and Methods
Data. We used images from the HPA (www.proteinatlas.org) that appeared online on September 24, 2013 (see Fig. S7 for evaluation of the effects of image compression). Proteins were placed in the analysis set for each tissue if they met three criteria: (i) the staining annotation was strong or moderate, (ii) if the quantity field was annotated as greater than 75%, and (iii) at least three images of that protein were available for the normal tissue. Approximately 500 proteins per tissue passed this filtering procedure (Dataset S1 provides a list of proteins in the full analysis set for each tissue).
Identification of Validation Sets.
A validation set of proteins whose location was known to change (which we define as true positives) was created for each tissue. These were found by using HPA annotations. We identified the set of true positives for a given tissue by finding those proteins for which the set of location annotations for all normal images did not intersect the set of location annotations for all cancer images. In the data set for breast, liver, prostate, and bladder there were 5, 3, 7, and 13 true positives, respectively.
Selecting Regions. For each image, we selected regions that showed significant staining. A low-pass filter was applied to each protein image and we selected regions centered on the peaks of the filtered image. This was done under the assumption that the cellular regions of the tissue would have the highest staining levels, as opposed to the connective tissue, stroma, and other noncellular regions, which would have much lower levels of staining primarily as a result of nonspecific antibody binding.
Removing Outlier Images. Next, we removed outlier regions and images based on DNA and protein intensity. For each tissue, we calculated the mean and SD of the protein and DNA stains for all images. This same process was repeated for all regions from each tissue. We removed images and regions from the dataset that were more than 4 SDs from the mean.
Pipeline for Testing Changes in Location or Expression. Our pipeline calculates P values for the hypotheses that the location or expression of each protein are the same between normal and cancer images. The pipeline requires inputs for the number of images to use, the number of regions to select per image, the region size, and the number of estimates to average when reporting P values and accuracies (choice of these parameters is discussed later). 
Pathway P values were calculated by using individual protein location (L) or expression (E) P values from the pipeline (L:P, E:P) and using P values from pathologist annotations (L:A, E:A). Plus symbol indicates pathway P < 0.01. Values for all pathways are in Dataset S3.
For location testing, a set of features that do not require segmentation of the image into individual cell regions was extracted from each region as described previously (11), with the modification that horizontal and vertical features were combined to produce a set of 592 rotation invariant features. These include texture features at many different levels of resolution and nuclear overlap features. We used the 57-feature subset that was previously selected to be able to distinguish eight subcellular location classes with high accuracy (ref. 11; see also Fig. S8 ). The equivalence of the distributions of these features for normal and cancer regions was evaluated by the FR test. Because the test is nonparametric and does not make assumptions about the distributions from which the samples are drawn, it is suitable for small numbers of regions and large numbers of features.
Expression P values were calculated by normalizing the mean protein intensity level across each region used in the location analysis by the respective mean nuclear intensity level. This results in a one-dimensional set of points corresponding to the regions for normal protein expression and cancer protein expression. We calculated a P value that the points in the two sets were drawn from the same distribution by using the Wald-Wolfowitz test, the one-dimensional version of the FR test.
The reported P values and accuracies for each protein were calculated by taking the average of 35 estimates that we found produced consistent ranked lists (SI Text and Fig. S9 ).
Selecting Image Sets, Number of Regions, and Region Size. The database has as many as 3 images for each normal tissue and as many as 30 images for each cancer tissue. To have the same null distribution for the nonparametric P values, we needed to use the same number of normal and cancer images for each antibody. To identify the optimal number of each, we randomly selected 200 antibodies for each tissue, selected 2 regions from each image, and assessed the extent to which the validation markers were ranked highly by location P values (using the AUC). The number of normal images was varied from 1 to 3 and the number of cancer images from 3 to 24. We found that the best AUC average over all 200 antibodies resulted from using 2 normal images and 17 cancer images.
Next, the optimal number of regions was found by using the same 200-antibody training set and 2 normal and 17 cancer images. We varied the region count from 2 to 5 from each of the images. The best performance as measured by AUC resulted from using 5, 3, 3, and 4 regions per image for breast, liver, prostate, and bladder tissues, respectively, and we therefore used these values for the full analysis sets. Differences in the optimal number of regions for different tissues presumably reflect tissuespecific variations across the normal and cancer states. Limiting the number of regions per image prevents the sampling of noncellular regions in each tissue.
The optimal region size was chosen by assessing the performance of 100 randomly chosen proteins in ROC curves for each tissue. Ideally the region should be small enough so as to only capture cellular areas from a tissue image, as capturing noncellular regions introduces new textures to the analysis that would affect the subcellular location features. The optimal size was selected to be 75 pixels, with an average AUC of 0.67 for the four tissues.
Classification. We used nearest neighbor classifiers with the 57 z-scored features and used cross-validation to estimate of the ability of a given protein to distinguish normal from cancer images, or to distinguish lowgrade from high-grade cancer images. Images were assigned the majority class of their regions.
Distinguishing Cancer Grades. The prostate and bladders cancers are identified as high-or low-grade in the HPA, with approximately equal numbers of each. We partitioned the cancer images by grade and ran the pipeline to compare them. We also randomly selected three images from each set and calculated the three-class classification accuracy for a nearest neighbor classifier (using leave-one-out cross-validation). This was repeated 35 times (producing a consistent ranking, as explained earlier) for different sets of randomly selected images, and the average of the 35 accuracies is reported. Proteins that did not have at least three images from each disease state were excluded. The results are contained in Dataset S2.
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Estimation of Generalizability
For each antibody, a classifier was trained by using regions from one normal image and regions from one cancer image, with the number of regions determined independently for each tissue (Methods). One held-out normal image and one held-out cancer image were then classified. A second classifier was trained with two normal images and two cancer images. The third normal image and a third cancer image were then classified. These steps were repeated for 35 samplings of training and testing images for each antibody, and the mean accuracy for each level of crossvalidation was calculated (i.e., the average accuracy when training with one image of each class and the average accuracy when training with two images of each class).
We then calculated the correlation between the two accuracies for each tissue (Fig. S3) , and found them to range from 0.90 to 0.91, indicating that our estimates of classification accuracies are likely good estimates of future performance.
We performed a similar test of the generalizability of P value estimates from the FR test. In this case, the first estimate was made by sampling 2 normal and 17 cancer images, a second estimate was made by sampling a subset from the 2 and 17 images (1 image and 16 images, respectively), and the average of 35 samplings are reported for each estimate (Fig. S3) . We found the correlations between the two P values to be greater than 0.94 for all tissues, indicating that our reported P values are likely good estimates of performance on new images.
Robustness to JPEG Compression
The images in the HPA database are ∼3,000 × 3,000 pixels and are stored as JPEG compressed files. JPEG compression is a lossy format that aims to preserve visually distinguishable characteristics of an image while downsampling parts of the image that are not visually distinguishable. Our texture features quantify changes at varying levels of resolution. To investigate the dependence of the performance of our system upon potential JPEG compression artifacts, we compressed the original images from the HPA at varying JPEG compression levels using the imwrite function in Matlab. We then assessed how well the known location biomarkers were found by constructing ROC curves (as in Fig. S2 ) for varying extents of additional compression. As shown in Fig. S7 , the AUCs were not extensively reduced in three tissues, suggesting that the JPEG compressed images in the Atlas may not have had much effect on our detection pipeline. Further studies using uncompressed images will be needed to fully assess the impact of compression.
Displaying Regions
For each antibody, we performed hierarchical clustering using the features for each region and applied optimal leaf ordering to the leaves. For visualization purposes, we cut the tree to give 10 clusters. For each of these, we found the region closest to the mean feature value for the leaves in that cluster. We selected one representative antibody for breast and liver.
To illustrate how the features reflect the patterns for the full set of regions, the full hierarchical clustering tree and the ordered regions are shown in Fig. S8 for one antibody in bladder (HPA034715 against ARHGEF3). For this antibody, pathologist annotations indicated a subcellular location in every cancer sample from nuclear/cytoplasmic/membranous to nuclear (it was thus one of the true positives used in measuring performance of our system). The clustering shows a progressive change in the location pattern, and most normal and cancer regions cluster with each other, as expected. Upon close inspection, it can be seen that, although annotations indicate that normal and cancer images have distinct nonoverlapping location distributions, our method organizes the regions to show a progression of location change, highlighting the visually overlapping distributions for the two disease states.
Familywise Error Calculation
We calculated expression and location P values for each pathway, and we ranked the pathways by the extent of expression and location changes (Dataset S3). To determine whether any of the pathways had statistically significant changes we calculated a Bonferroni-Holm correction, which controls the familywise error rate when making multiple comparisons. The correction keeps the effective familywise error rate at α when there is more than one comparison. Given a set of hypotheses of size m, the corrected significance threshold for all hypothesis (H; i.e., pathways) is a function of its rank position (k) and the naive significance level (α), in our case 0.05. Null hypotheses H 1 to H k can be rejected by finding the smallest k that satisfies the inequality P (k) > α/(m + 1 − k).
Rank Consistency
Proteins are ranked by their P values to find location biomarker candidates. Each P value and accuracy is calculated by sampling 2 normal and 17 cancer images from the respective image sets for each protein. This list would presumably be different if we picked a different set of 2 normal and 17 cancer images. A solution would be to average the P values from many random samplings of 2 and 17 images. Therefore, we determined how many P value estimates we would need to average to produce a consistently ranked list.
To do this, we created ranked lists from protein P values that had been averaged from different numbers of random samplings (from 1 to 50). We did this 10 times for each number of samplings, and calculated the Spearman correlation between all pairwise combinations of the resulting 10 lists (the Spearman correlation coefficient is a nonparametric measure of how well two variables monotonically increase together).
The left panels of Fig. S9 show the P value ranking consistency (measured by the average Spearman correlation coefficients) for the four tissues as a function of the number of estimates. The plots show that the rank becomes highly consistent (i.e., correlation close to 1) as the number of estimates increases. This process was repeated for classification accuracy (Fig. S9, Right) and a similar trend was observed. Therefore, we chose to use the average of 35 estimates for all of the P values and accuracies reported in Datasets S1 and S2.
KEGG Pathways and Translocated Proteins
Biochemical pathway networks were downloaded from the KEGG database (www.genome.jp/kegg/pathway.html) as KGML files. The files were parsed to undirected graphs in which nodes represent proteins referenced by Entrez ID numbers and edges represent interactions. The parsing into a graph structure was done in R with the use of the KEGGgraph package available from Bioconductor (www.bioconductor.org). In some cases, the original pathways in KEGG have nodes that represent metabolites or gene products, or, for some metabolic pathways, the edges represent proteins and the nodes are reactions. The default KEGGgraph package parses the graphs to a consistent format of protein at the nodes and interactions at the edges. We selected the option to list all paralogs for each protein to account for the possibility of multiple names for the same protein.
Next we mapped the Ensembl IDs for the proteins in the analysis set to the respective Entrez IDs and labeled the nodes in each graph with the respective location and expression scores from our analysis. This resulted in 268 KEGG pathways, for which each pathway i has n i nodes, and m i nodes in the network have pipeline or annotation values assigned, where m i ≤ n i .
To determine whether a pathway significantly changed location, we calculated a network score from the location P values of the m i known proteins. Network scores were calculated by taking the sum of the logarithms of the protein node P values. We tested the hypothesis that the pathway score was drawn from a background distribution of 100 random networks scores of size m i . For example, a pathway with 30 known proteins was tested against a background distribution of 100 random networks, in which each random network had 30 known proteins, whereas a pathway of 500 known proteins was tested against a background distribution containing random networks of 500 known proteins. Random networks were created by sampling m i proteins from all known protein P values in the 268 KEGG pathways. The score of pathway i was compared with its background distribution in a t test to determine the probability that the pathway changed location. The significance threshold on the P values was corrected by using Bonferroni-Holm multiple hypothesis correction to control for familywise error rate. We then repeated the same analysis by using the expression P values from the pipeline.
Pathway P values were also calculated by using the pathologist annotations. Under the assumption that the cancer images are independent, the annotation P value for a given protein was calculated as I N , where I is the empirical probability of change in that tissue and N is the number of cancer images with a different annotation label. This was done by tissue for location and expression. In breast cancer, the empirical probability for a subcellular location change was 0.27, and, for expression, it was 0.50; in liver cancer, the respective probabilities were 0. S2 . Ability of the system to detect known location biomarkers. ROC curves were constructed for each tissue by determining how many true positives and false positives were found as a threshold on the P value was varied. The validation set for a given tissue consisted of those proteins from the analysis set that were annotated as having a different location between the normal and cancer images. Note that some of the false positives may actually be positives that were not present in the validation set. S4 . Location biomarkers differ between high-and low-grade cancers. The prostate and bladder cancer images were partitioned into high-or low-grade cancer as annotated in the HPA. For each cancer, location and expression P values were calculated between the grades. The correlation between location and expression P values is weak, suggesting that proteins with different locations between the two grades will not necessarily have different expression levels. The color of each dot indicates the accuracy of a three-class classifier trained to distinguish the normal and the two grades while using location information alone. Some proteins (marked in orange) have high classification accuracies; further, they showed a significant location change and do not show a significant change in expression. These proteins are potential location biomarkers for the cancer subtypes. Fig. S8 . Ordering regions by location change progression. We performed a hierarchical clustering of the features from the regions used in the analysis for antibody HPA034715 against ARHGEF3 in bladder tissue. We calculated the Euclidean distances between every pair of regions and then performed hierarchical clustering. The leaves are ordered to maximize the sum of similarities between adjacent leaves across the tree. Regions are displayed from top to bottom and then left to right according to the ordering in the tree. Normal tiles are outlined in blue; cancer tiles are outlined in red. Fig. S9 . Protein rank correlations using location P values and classification accuracies when averaging different numbers of estimates. The number of estimates used to calculate the location P value and accuracy was varied from 1 to 50. The Spearman correlation coefficient was used to measure the consistency of the ranked protein lists when different numbers of estimates were used.
ARHGEF3 Bladder
Dataset S1. The sets of analyzed proteins for each tissue, ranked by the combination of location change and minimal expression change Dataset S2. Estimation of expression and location differences between prostate and bladder tumor grades
Dataset S2
The proteins are ranked by the three-class classification accuracy for separating normal tissue, low-grade tumors, and high-grade tumors.
Dataset S3. Estimates of expression and location changes for pathways
Dataset S3
P values that the KEGG pathways changed (against a background distribution) were calculated by using the image analysis pipeline or the image annotations, both for expression and location (Methods). Blank entries indicate pathways in which there was an insufficient number of images for the analysis.
