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Der Begriff Fourier-Analyse bezieht sich ursprünglich auf die Möglichkeit, periodisch
sich immer wiederholende Vorgänge durch „Überlagerung“, d.h. hier als „unendliche
Summe“ von Vielfachen, von Sinus- und Cosinus-Funktionen mit (bei angenommener
Periodenlänge von 1) ganzzahligen Vielfachen von 2r als Frequenzen darzustellen.
In diesem Sinne wird also aufgelöst (d.h. analysiert), in welcher Stärke ( Ampli-
tude) verschiedene Schwingungsanteile (Frequenzen) an dem betrachteten Schwin-
gungsvorgang beteiligt sind. In der Bezeichnung „Fourier-Analyse“ wird darüber
hinaus die historische Rolle gewürdigt, die der französische Mathematiker Baron
Jean-Baptiste-Joseph Fourier bei der Entwicklung von Methoden gespielt hat, die
von der Möglichkeit, Funktionen durch Überlagerung, d.h. als unendliche Summe
(trigonometrische Reihe) oder als Integral von gewichteten, elementaren, trigono-
metrischen Funktionen darzustellen, Gebrauch machen, sowie bei deren Anwendung
auf Probleme der Physik. Das einflußreiche Werk in diesem Themenbereich (hier
insbesondere sein Buch „Theorie analytique de la chaleur“ über die mathematische
Untersuchung der Wärmeleitungsgleichung aus dem Jahr 1822) hat seine Vorläufer
in frühen Untersuchungen der schwingenden Saite durch die Schweizer Mathematiker
Daniel Bernoulli und Leonhard Euler. Die Formeln für die Entwicklung periodischer
Funktionen als Reihe von trigonometrischen Funktionen wurden erstmals 1728 von
Bernoulli publiziert.
Aus den anfänglichen Untersuchungen von Bernoulli, Euler und Fourier sind An-
wendungsmöglichkeiten in vielen Bereichen - von der technischen Bildverarbeitung,
dem Lösen von Differentialgleichungen, bis hin zu den Fragestellungen der Wahrneh-
mungspsychologie und Neurophysiologie —- erwachsen. Weitreichende Fortentwicklun-
gen haben sich in vielen Bereichen etabliert und neue Forschungsrichtungen initiiert.
In dieser Übersicht sind wir daran interessiert, eine moderne Darstellung der grund-
legenden Prinzipien der Fourier-Analyse zu geben. Darüber hinaus sollen Einsichten
in einige Anwendungsbereiche angedeutet werden, die auf den mathematischen Kon-
zepten der Fourier-Analyse beruhen. Dabei liegt der Akzent hier naheliegenderweise
auf einem Ideenfundus, der in einigen Zweigen der Wahrnehmungspsychologie rele-
vant ist. Zu diesen Bereichen zählt insbesondere die Untersuchung von Phänomenen
auditiver und visueller Wahrnehmung.
1 Theoretische Grundlagen
Zur Entwicklung der theoretischen Grundlagen müssenwir etwas ausholen. Als Aus-
gangspunkt wählen wir die eingangs erwähnte Idee der Uberlagerung von Sinus- bzw.
Cosinus-Ausdrücken. Hierbei soll der Term sin(2rpz) mit dem „Gewicht“ f(x) auf-
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treten (analog für cos(2rpr)), wobei f(x) den Wert der Funktion f, die für beliebige
reelle Zahlen definiert ist, an der Stelle z bezeichnet. Das Aufsummieren bei einer
solchen kontinuierlichen Gewichtsverteilung wird durch das Integral geleistet:
Finf(p) = f sin(2rpx) f(x) dz, (1)
Feosf(p) = f cos(2rpr) f(x) dz.
Diese Integralausdrücke (wir setzen voraus, daß die gewählte Gewichtsfunktion f
die Existenz der beiden Integrale gewährleistet) beschreiben ihrerseits Funktionen
der Variablen p. Der reellen Zahl p wird der Wert (Fin f)(p) bzw. (Feos f)(p)
zugeordnet. Diese Zuordnungen werden als Fourier-Sinus- bzw. Fourier-Cosinus-
Transformierte von f bezeichnet. Die Verwandlung einer Funktion f in eine neue
Funktion nennt man auch Transformation. Dementsprechend spricht man auch von
Fourier-Sinus- bzw. Fourier-Cosinus-Transformation, wenn der Übergang von einer
Funktion f zu ihrer Fourier-Sinus- bzw. Fourier-Cosinus-Transformierten gemeintist.
Die Sinus-Funktion ist „ungerade“, d.h. sin(2rpr) = — sin(—2rpr), und die Cosinus-
Funktion ist „gerade“, d.h. cos(2rpz) = cos(—2rpzx). Also ist auch die Fourier-Sinus-
Transformierte F;inf von f eine ungerade Funktion und die Fourier-Cosinus-Trans-
formierte Feosf von f eine gerade Funktion. Diese beiden Transformationen haben
darüber hinaus die bemerkenswerte Eigenschaft, daß man, wenn man sie zweimal hin-
tereinander ausführt, natürlich wieder eine ungerade bzw. gerade Funktion erhält,
deren Summesich zu der ursprünglichen Funktion f zusammensetzt, genauer
FCE) = (Feos(Feos F))(£) + (Fsin (Fsin f))(£). (2)
Daraus ersieht man, daß der gerade Teil fọ der Funktion f - gegeben durch
falz) = (f(x) + f(—x)) - von der Fourier-Sinus-Transformation, der ungerade
Anteil von f - gegeben durch f(x) = $} (f(x) — f(—zx)) - von der Fourier-Cosinus-
Transformation in Null überführt wird. Jede der beiden Transformationen verliert
also im allgemeinen einen wichtigen Teil der Information, die in der Funktion f
enthalten ist. Man benötigt also beide Transformationen, um eine beliebige Funk-
tion verlustfrei aus den Transformierten wiederzugewinnen. Es gibt eine bequeme
Möglichkeit, beide Anteile in einer Transformation zusammenzufassen. Hierzu ver-
wendet man die imaginäre Einheit i mit der grundlegenden Eigenschaft ¿i? = —1.
Man definiert die Fourier-Transformation F durch
Fflp) = J cos(2rpr) f(x) dz -i f sin(2rpx) f(x) dz. (3)
Die sogenannte Euler-Gleichung,
eke — cos(2rkr) + isin(2rkz), (4)
erlaubt es, die Fourier-Transformation noch kompakter (wenn auch vielleicht weniger
anschaulich) zu formulieren,
Ff(p) = JC e?e f(x) da. (5)
—00
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Die Transformation, die die Wirkung der Fourier-Transformation umkehrt und
die ursprüngliche Funktion f aus ihrer Fourier-Transformierten wiederherstellt, ist
die inverse Fourier-Transformation
F*f(p) = f cos(2rpx) f(x) dz +if sin(2rpx) f(x) dr = f eP? f(x) da.
(6)
Man sieht, daß die Invers-Fourier-Transformierte im wesentlichen wieder eine
Fourier-Transformierte ist, genauer:
(FFP) = (Ff)(-p). (7)
Manfindet häufig auch die Notation f für die Fourier-Transformierte Ff von f und
f für die inverse Fourier-Transformierte F*f.
Die Fourier-Transformierte enthält die vollständige Information, die in dem Ver-
lauf der Funktion f enthalten ist. Bei festem p gibt sie in gewissem Sinne den Anteil
von f an, der mit der Frequenz 2rp, also mit sin(2rpz) bzw. cos(2mpxz), verbun-
den ist. Wegen dieser anschaulichen Bedeutung von 2rp als Frequenz nennt man
den Argumentbereich der Fourier-Transformierten auch Frequenzbereich und legt
sich häufig auf den Buchstaben „p“ (im Unterschied zu „z“ für das Argument der
ursprünglichen Funktion) fest, um Elemente in ihm zu kennzeichnen. Die Fourier-
Transformierte wird in der Anwendungsliteratur - wegen der Analogie zur Zerlegung
des Lichts in seine Farbbestandteile - auch Frequenzspektrum (auch kurz: Spektrum)
genannt. Das Frequenzspektrum ist also eine Funktion mit komplexen Werten, also
Werten mit einem Realteil und einem Imaginärteil, und kann daher auch in der Form
Fflp) = |Ff(p)| et asme F10) (8)
oO
geschrieben werden, wobei der Ausdruck argument (Ff(p)) den passenden Winkel
zwischen —mr und +r (+r eingeschlossen) bezeichnet. Der in (8) auftretende Abso-
lutbetrag des Frequenzspektrums wird Amplitudenspektrum (oder Fourierspektrum),
die Funktion argument (Ff(p)) auch Phasenspektrum genannt. Das Quadrat des
Amplitudenspektrums wird auch als Leistungsdichtespektrum oder Potenzspektrum
(power spectrum) bezeichnet.
Als ein bemerkenswertes erstes Beispiel für eine konkrete Fourier-Transformierte
betrachten wir die Gaußsche Verteilungsfunktion y (Normalverteilung)
q(T) = e77” (9)
(vgl. Abbildung 2). Das bemerkenswerte an der Funktion y ist, daß sie mit ihrem
Frequenzspektrum übereinstimmt. Da y eine gerade Funktion ist, stimmt hier auch
die Fourier-Transformierte mit der Fourier-Cosinus-Transformierten überein,
F(x) = y= Foos(7). (10)
In Analogie zu dem für Vektoren benutzten Begriff nennt man zwei Funktionen f
und g orthogonal oder senkrecht zueinander, wenn ihr Skalarprodukt, hier definiert
durch das Integral
(f, 9) = f— J(£) g(2) dz (11)
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(hierbei bezeichnet * die komplexe Konjugation), gleich Null ist. Auch die „Längen-
messung“ wird analog zur euklidischen Norm in der Vektorrechnung durch eine
Norm, hier
IAL= (S, f), (12)
definiert. In bezug auf diese Norm hat die Fourier-Transformation (sowie die inverse
Fourier-Transformation) die folgende wichtige „Isometrie“-Eigenschaft:
LAE = IEA = WFS (13)
Diese Beziehung ist als Parsevalsche Gleichung bekannt. Diese mathematische Tatsa-
che ist ein weiterer Ausdruck dafür, daß bei Verwendung der Fourier-Transformation
keine Information verlorengeht, denn manliest ab, daß Ff = 0 nur dann gelten kann,
wenn f =Q.
Die Fourier-Transformation macht auch Sinn zum Beispiel für Funktionen mit
„>prüngen“ wie etwa die folgende charakteristische Funktion (Indikatorfunktion) x
des Intervalls [-}, 4]
w={, falls z zwischen -} und +3 (14)
0 sonst ,
Ihr Frequenzspektrum ergibt sich als
 sin(rp)= 1l(Fx)(p) TEP, (15)
eine üblicherweise mit sinc(p) abgekürzte Funktion (vgl. Abbildung 1).
Als eine für praktische Zwecke wichtige Eigenschaft der Fourier-Transformation
notieren wir ihr Verhalten bezüglich Reskalierung des Arguments der zu transfor-
mierenden Funktion:
la| Fflap) =Fg(p) wobei g(z)= f(z/a), a #0. (16)
Das heißt insbesondere, wie man auch aus Abbildung 1 ersieht, daß je „schmaler“
die Funktion ist, desto „breiter“ ist ihre Fourier-Transformierte.
Die eigentliche Bedeutung der Fourier-Transformation liegt in einer sehr spezi-
ellen Eigenschaft, die darin besteht, daß sie - im wesentlichen - Differentiation in
Multiplikation mit dem Argument verwandelt und dadurch zum Beispiel Gleichun-
gen, die Ableitungen enthalten (d.h. Differentialgleichungen), in einfacher zu behan-
delnde Probleme übersetzt. Genauer: Bezeichnen wir die Ableitung einer Funktion
f mit f’, so gilt
(FF)(p) = 2rip (Ff)(p). (17)
Dies schreibt sich etwas gefälliger mit Einführung des Differentialoperators D durch
l yDJ = z3; (18)
als
(FDf)p) = p (FF)(p). (19)
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ABBILDUNG 1. Am Beispiel der sinc-Funktion und ihrer Fourier-Transformierten (der cha-
rakteristischen Funktion x) wird der Einfluß einer Skalenänderung illustriert. Die Abbildung
zeigt sinc(x), sinc(2x) und sinc(3z) (Abbildung 1a, c, e) sowie ihre entsprechenden Fourier-
Transformierten (Abbildung 1b, d, f).
  
   
Der Operator D ist, wie die Ableitung selbst, ein linearer Operator in dem Sinne, daß
die Summe zweier Ableitungen gleich der Ableitung der Summe, und das Vielfache
einer Ableitung gleich der Ableitung des Vielfachen ist. In selbigem Sinne ist auch
die Fourier-Transformation F ein linearer Operator
F(f+9)=Ff+Fg, Fla f)=a(Ff) (20)
für alle f, für die die Fourier-Transformation F definiert ist, und alle (komplexen)
Zahlen a. Allgemein können lineare Operatoren in zahlreichen Anwendungsfällen
als einfache mathematische Modelle verwendet werden. Die Funktion, auf die der
Operator angewendet wird, figuriert dabei als die Eingabe in ein System, dessen
Verhalten durch den linearen Operator beschrieben wird, die Funktion, die man nach
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Anwendung des linearen Operators erhält, repräsentiert die Reaktion des Systems auf
die Eingabe. In diesem Rahmen besagen die Linearitätseigenschaften etwa folgendes:
„Wird die Eingabein ihrer Stärke vervielfacht, so erhöht sich die Ausgabe im selben
Maße, und speist man die Summe zweier verschiedener „Inputs“ in das System
ein, so ist die Reaktion die Summe der Reaktionen auf die einzelnen Eingaben“.
Diese Struktureigenschaften liegen in vielen Fällen zumindest näherungsweise vor.
Insbesondere liegen diese Eigenschaften in guter Näherung vor bei der auditiven und
visuellen Wahrnehmung von Mustern moderater Signalstärke.
Die spezielle Beziehung (19) zeigt, daß der lineare Operator F - wie man sagt
— eine Spektraldarstellung für D ist. Die Existenz einer solchen Darstellung, die die
Anwendung eines Operators in Multiplikation mit dem Argument verwandelt, beruht
wesentlich auf der folgenden Symmetrie-Eigenschaft des Operators D bezüglich des
Skalarprodukts:
(De, Y) = ($, DY), (21)
für ġ, y im Definitionsbereich von D, d.h. ¢, y% sind in geeignetem Sinne differenzier-
bar.
Eine Spektraldarstellung erlaubt insbesondere, als Erweiterung der offensichtli-
chen Folgerungen aus (19)
(FD’f)(p) = P (FFP), (FD?f)(p) = > (Ff)(p), etc., (22)
Funktionen von D zu erklären. Wie in der anwendungsorientierten Literatur weithin
üblich, machen wir keine Aussagen über Definitionsbereiche solcher Beziehungen, um
die Darstellung einfach zu halten und das Verständnis nicht zu erschweren. Es sollte
jedoch bewußt sein, daß solche Erwägungen auch bei der praktischen Anwendung von
entscheidender Bedeutung sein können. Unter Benutzung der inversen Fourier-Trans-
formation F* schreibt sich der Zusammmenhang zwischen Differentialoperator P(D)
als formalem Polynom in der Ableitung D und dem korrespondierenden Polynom
P(p) mit dem Argument p als
P(D) = FPF. (23)
Für allgemeinere Funktionen F erklärt man nun F(D) in Erweiterung dieser Bezie-
hung durch
F(D) = FFF. (24)
Bei einigen Verwendungen bezeichnet man die Funktion F auch als Filter, da sie zu
einer Einflußĝnahme im Frequenzbereich führt, also je nach Konstruktion Frequenzen
anheben oder unterdrücken kann. So unterdrückt die oben erwähnte charakteristische
Funktion als Filter x alle Frequenzbeiträge, die außerhalb des Intervalls [— :, >] fallen.
Spezielle Filter werden zum Beispiel zur nachträglichen Bildverbesserung (etwa von
Satellitenbildern) verwendet. Durch Ausblenden bestimmter Ortsfrequenzbereiche
kann man z.B. Bildraster verschwinden lassen. In allgemeinem Zusammmenhang
wird ein solches F auch gern als Transferfunktion bezeichnet.
Die Fourier-Transformation kodiert die, durch eine Funktion gegebene, Infor-
mation so um, daß selbst relativ grobe Filter den für den Betrachter wesentlichen
Bildgehalt nur wenig ändern, oft sogar die subjektive Bildqualität verbessern. Man
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macht sich dies bei der Datenfernübertragung zunutze. Ein neueres Verfahren be-
ruht darauf, daß man ein mit der Fourier-Transformation kodiertes Signal sendet.
Das Original kann durch Anwenden der inversen Fourier-Transformation, wozu man
einen Rechner verwendet (Fast Fourier Transform), wiedergewonnen werden.
Es ist interessant festzustellen, daß alle auf die oben beschriebene Weise erhal-
tenen Operatoren linear sind und miteinander und mit jedem Operator, mit dem D
vertauschbar ist, ihrerseits vertauschbar sind. Also
F(D) G(D) = G(D}) F(D). (25)
Und zum Beispiel
Th F(D) = F(D) Th, (26)
wobei T, den Translationsoperator
(Taf)(£) = f(£ + h), (27)
der das Argument von z um h verschiebt, bezeichnet. Man nennt solche linearen
Operatoren translationsinvariant. Insbesondere ist also D translationsinvariant, d.h.
die Ableitung einer Funktion, deren Argument verschoben wurde, ist gleich der Ab-
leitung der Funktion ausgewertet mit der gleichen Verschiebung des Arguments.
Vorgänge, die zusätzlich zu ihrer Linearität auch noch die Eigenschaft der Translati-
onsinvarianz besitzen, können durch solche Operatoren dargestellt werden. Als Kon-
sequenz können dann mathematische Schlüsse Vorhersagen über das Verhalten des
Systems machen oder Reaktionsweisen des Systems erklären. Ein Beispiel hierfür ist
das Abbildungsverhalten optischer Systeme. Sie verhalten sich in gewissen Grenzen
linear (z.B. ein helleres Original ergibt ein helleres Abbild) und translationsinvari-
ant (eine Verschiebung des Originals resultiert in einem entsprechend verschobenen
Abbild). Die durch die Fourier-Transformation mögliche Beschreibung von transla-
tionsinvarianten, linearen Systemen erlaubt eine einfache formale Handhabung der
sie darstellenden Operatoren im Sinne eines Funktionenkalküls. Wir können also mit
solchen Operatoren - geschrieben als Funktionen von D - weitgehend rechnen, als
ob es sich um gewöhnliche Funktionen einer reellen Variablen handeln würde.
Die Fourier-Transformation kann auch auf Objekte ausgedehnt werden, die keine
Funktionen im eigentlichen Sinne sind (verallgemeinerte Funktionen, hier sog. tem-
perierte Distributionen S*). Die Definition solcher Distributionen genannten Objekte
geht von der Beobachtung aus, daß eine integrierbare Funktion f eindeutig dadurch
festgelegt ist, daß man die Zahlenwerte (f, ¢) kennt, die das Skalarprodukt mit allen
Funktionen ¢ einer „kleinen“ Klasse § von Funktionen annimmt. Hierzu verwendet
man beliebig oft differenzierbare Funktionen, die schnell gegen Null gehen, wenn
das Argument groß wird (sog. Testfunktionen). Der nächste Schritt besteht darin,
allgemeinere Objekte durch Vorgabe von Zahlenwerten zu definieren, für die das
Skalarprodukt im eigentlichen keinen Sinn macht.
Ein wichtiges Beispiel ist die Dirac-Distribution ó, die durch die Beziehung
(6,ġ) = (0), füralle ¢in S, (28)
festgelegt ist. Diese kann laut Definition als ein Objekt verstanden werden, welches
eine Stichprobe im Nullpunkt von jeder beliebigen Funktion in S liefert, auf die sie
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in der beschriebenen Weise angewendet wird. Sie ist keine Funktion im eigentlichen
Sinne mehr, kann aber als Modell für einen punktuellen Impuls der Stärke 1 verwen-
det werden (je nach Kontext „Lichtblitz“, „Lichtpunkt“, „Knall“, „Punktladung“,
„Massenpunkt“ etc.). Die Dirac-Distribution ô kann auch als Grenzwert einer Folge
von reskalierten Gaußschen Funktionen
P(r) = n qy(nz) (29)
in dem Sinne verstanden werden, daß die Zahlenfolge (yn, ¢) für jede stetige und be-
schränkte Funktion ¢ gegen (6, ¢) = (0) konvergiert, wenn n gegen unendlich geht.
Die Yn bilden eine Folge von „Glockenkurven“ (Abbildung 2), die immer schmaler
und dafür immer höher werden, wobei
f Yn(z) dz =1. (30)
oO
Die durch das Integral Si Yn(z) dx definierte Funktion von t approximiert die cha-
rakteristische Funktion X{o,œț{ des Intervals [0, oo[ aller nicht-negativen reellen Zahlen.
Daher kann man ó auch als Ableitung von X{o,œù betrachten, also als verallgemeinerte
Ableitung einer Funktion, die eigentlich in Null nicht differenzierbar ist.
Für (8, ) findet man häufig auch die suggestive Notation
6o= f” &(2) $(2) dz, (31)
die aber mit Vorsicht zu verwenden ist, da ô eben keine Funktion im eigentlichen
Sinne ist. Wir werden, mit dieser Warnung im Gedächtnis, wegen der bequemen
Notationsweise doch gelegentlich die Bezeichnung (z) und entsprechende Varianten
verwenden. Als Eigenschaft der Diracschen ô Distribution notieren wir, daß Multipli-
kation von ó mit einer stetigen Funktion f gleichbedeutend ist mit der Multiplikation
von ó mit dem Wert f(0),
f-6= f(0) ê. (32)
Auch hierin zeigt sich wieder die Stichprobenwirkung der ô Distribution. Zur
Stichprobenentnahme an einer anderen Stelle als bei Null benutzt man die ô Distri-
bution mit einem um y verschobenen Argument
f(z) lz — y) = f(y) (x — y) (33)
(vgl. Abbildung 2; die -Distribution ist dort - wie üblich - symbolisch durch einen
Pfeil der Länge 1 repräsentiert). Impulse anderer Stärke werden mit ihrer entspre-
chenden Länge eingetragen (vgl. Abbildung 3). Will man an äquidistanten Punkten
(etwa bei allen ganzzahligen Werten des Arguments) Stichproben nehmen, so wird
man auf die „Kamm“-Distribution HI („sampling function“) geführt,
U(s)= Ý é(z-n), (34)
n=—o0
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ABBILDUNG 2. Skalenänderung der Gaußschen y führt zu einer Folge, welche die Dirac-ô-
Distribution approximiert (durch den Pfeil der Länge 1 dargestellt).
und man hat
f(z) Ue) = Y f(n) êlz- n). (35)
n=— o0
In Abbildung 3 ist die Wirkung von IH bildlich dargestellt.
Eine weitere Distribution, nämlich e?"®?, welche zwar noch eine Funktion im
üblichen Sinne, aber nicht mehr im üblichen Sinne integrierbar ist, haben wir be-
reits zu Beginn kennengelernt. Mit ihr kann man die Fourier-Transformation auch
schreiben als
Ff(p) = (e7, f). (36)
Entsprechend gilt für die inverse Fourier-Transformation
F”f(z) = (e, f). (37)
Die Fourier-Transformation läßt sich auch für solche temperierten Distributionen,
also Elemente in S*, erklären. Insbesondere hat man zum Beispiel
Fê =1,F1 = ô,
Fe-?rhe = th = (+ h),Frô = F(6( 4 y)=
FU = WM
(38)
Die Tatsache, daß die Fourier-Transformierte von e°”? eine verschobene Diracsche
Distribution ist, wird in der Praxis dazu benutzt, periodische —- etwa akustische
- Signale zu isolieren, die in nicht-periodischem „Rauschen“ verborgen sind. Nach
Fourier-Transformation des Signals sind die periodischen Anteile, die dem Blick ur-
sprünglich entzogen waren, nun deutlich an den im Amplitudenspektrum hervor-
tretenden „peaks“ zu erkennen. Ihre Position gibt Auskunft über die Frequenz des
verborgenen periodischen Vorgangs.
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In (38) tritt die Kamm-Distribution HI (russisch „Sha“) mit einer Besonder-
heit hervor, die uns schon bei der Gaußschen Verteilungsfunktion y aufgefallen war,
daß sie nämlich ebenfalls mit ihrem Frequenzspektrum übereinstimmt. Diese bemer-
kenswerte Eigenschaft führt zu zwei wesentlichen Ergebnissen: der Fourierreihe (als
Spezialfall der Fouriertransformation) sowie dem sogenannten Shannonschen Stich-
probensatz (vgl. dazu Abschnitt 2.1).
Mit der Erweiterung auf Elemente in S* erhält man im Sinne von (24) eine er-
staunlich große Klasse von Operatoren, die für weitreichende Anwendungen genutzt
werden können. In diesem allgemeinen Rahmen stellt sich zum Beispiel heraus, daß
ein Operator, der als Funktion F(D) im obigen Sinne erklärt ist, als Faltung mit der
Invers-Fourier-Transformierten verstanden werden kann:
F(D)f(z) = Ž x f = f~ P(e —y) f(y) dy (39)
oder mit G anstelle von È
Ĝ(D)f(2)=G* f = f” Gle — y) fly) dy. (40)
Hierbei ergibt das zweite Gleichheitszeichen die Schreibung als Faltungsintegral für
den Fall, daß die auftretenden Integrale definiert sind. Die Beziehung (40) kann auch
in der folgenden Weise (als der sog. Faltungssatz) umgeschrieben werden:
F(Gxf)=Ġ. f. (41)
Somit korrespondiert also eine Faltung (also auch ein Faltungsintegral) mit einem
Produkt der Fourier-Transformierten der beteiligten Distributionen bzw. Funktio-
nen.
Die für die Faltung durch die Fourier-Transformation herbeigeführte Vereinfa-
chung (d.h. (41)) gilt in ähnlicher Weise auch für die folgende „Verwandte“ der
Faltung:
(f ** g)(2) = (Tef, 9) = |fe+yg(y) dy. (42)
Definition (42) wird benutzt, um die (komplexe) Korrelationsfunktion K(f,g) zwi-
schen zwei Funktionen f,g zu erklären. Man setzt
K(f,g)=f**g. (43)
Hierbei wird gewöhnlich vorausgesetzt, daß f, g normiert sind, d.h. || fI = lgl = 1.
Die Korrelationsfunktion gibt Auskunft über die Vergleichbarkeit des Verlaufs von f
und g an verschiedenen Stellen des Definitionsbereichs. Ihre Eigenschaften sind für
statistische Betrachtungen wichtig. Sie ist in Analogie zum statistischen Korrelati-
onsbegriff für diskrete Daten gebildet. Dort kommt das euklidische Skalarprodukt
anstelle des Skalarprodukts aus (11) zum Einsatz. Als Folgerung von (41) sieht man:
Fr(f, g9) = FF- Fg. (44)
Der Ausdruck «x(f, f) wird als (komplexe) Autokorrelationsfunktion bezeichnet (vgl.
Krauth, in diesem Band). Die entsprechenden reellen Korrelationsfunktionen erhält
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man durch Einschränkung auf reellwertige Verteilungen. Ein durch eine Faltung be-
schreibbares, also translationsinvariantes (lineares) System ist durch seine Reaktion
auf den Einheitsimpuls ô (Impuls-Reaktion) eindeutig festgelegt. In der Tat gilt:
{vF(D)6 = Š. (45)
Dies kann verbal durch die Aussage „Das Frequenzspektrum der Impuls-Reaktion ei-
nes translationsinvarianten linearen Systemsist seine Transferfunktion“ ausgedrückt
werden. Stellen wir uns ein als translationsinvariant und linear bekanntes System als
eine „schwarze Kiste“ vor, die wir untersuchen wollen, ohne in sie hineinsehen zu
können, so brauchen wir nur die Impuls-Reaktion zu beobachten, und schon ken-
nen wir die Transferfunktion F = F(F(D)6), durch die das System und damit jede
mögliche Reaktion beschrieben wird (System-Analyse). Dies macht man sich bei ex-
perimentellen Untersuchungen in der Psychophysik und Neurophysiologie zunutze.
Die vorgestellten Konzepte lassen sich auch auf mehrere Dimensionen übertragen.
So ist etwa die zweidimensionale Fourier-Transformation durch
oO œO
Ff(pı, p2) = J f e7?rilpizi+p)F(T, T2) dzı dz2-oo ~oo (46)> (rretra, f)
gegeben, wobei das hier in analoger Weise wie in (11) verwendete Skalarprodukt
durch das Doppelintegral
0O OO
(J9) = J J f(z1, £2)" g(21, £2) dzı dz2 (47)
—00 —00
erklärt ist. Führen wir die übliche Vektornotation ein, indem wir z = (z1, z2), p =
(p1, p2) und T: p = T1 ` Pi + T2- p2, £? = T1 T1 + T2: T2 (48)
setzen, so schreibt sich dies suggestiv in einer Form, die sich kaum von der ein-
dimensionalen Darstellung unterscheidet. In der Tat bleiben die oben aufgelisteten
Eigenschaften weitestgehend mit nur geringfügigen Modifikationen erhalten, so daß
wir uns, jedenfalls im Rahmen dieser Übersichtsdarstellung, auf die entwickelten
Konzepte ohne separate Diskussion des zwei- (oder höher-) dimensionalen Falles
beziehen können. So behält zum Beispiel die Gaußsche Verteilungsfunktion y ihre
bemerkenswerte Eigenschaft, mit ihrem Frequenzspektrum übereinzustimmen. F ist
wieder eine normerhaltende Transformation. Die Reskalierungsbeziehung etwa muß
jedoch geringfügig modifiziert werden.
2 Einige Anwendungsbeispiele
Das Interesse an der Fourier-Transformation erklärt sich einerseits aus der Vielfalt
der formalen Anwendungsmöglichkeiten und ihrer leichten numerischen Approxi-
mierbarkeit (Fast Fourier Transform, vgl. Brigham, 1974), wie auch andererseits aus
der Tatsache, daß die Fourier-Transformation nicht nur ein mathematisches Hilfs-
mittel, sondern auch eine angemessene Beschreibung physikalischer und neuraler
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Vorgänge ist. So bewerkstelligt etwa eine ideale Konvex-Linse bei Bestrahlung eines
Dias, welches sich in der einen Brennebene befindet, mit zur optischen Achse paralle-
lem, kohärentem Licht in der anderen Brennebeneeine optische Transformation des
Originals, die mathematisch in guter Näherung durch die Fourier-Transformation
beschrieben werden kann. Hierbei ist zu beachten, daß die Betrachtung komplexwer-
tiger Funktionen aus mathematischer Bequemlichkeit eingeführt wird. Die sinnliche
Realität kennt nur reelle Größen, wie das Amplitudenspektrum, das Leistungsdich-
tespektrum oder etwa den Realteil der Fouriertransformierten.
Dementsprechendist für das menschliche Auge als Fourier-Bild eine Helligkeits-
verteilung sichtbar, die sich als proportional zum Quadrat des Absolutbetrages der
Fourier-Transformierten (Leistungsdichtespektrum) erweist. Da die Fourier-Trans-
formation Drehsymmetrien erhält, ergeben sich bereits aus einfachen rotationssym-
metrischen Lochblenden attraktive Leistungsdichtespektra. Mit auf optischem Wege
erzeugten Approximationen der Fourier-Transformation sind durch die Begrenztheit
des optischen Systems (Linsengröße etc.) keine sehr großen Ortsfrequenzen darstell-
bar. Nur in einer begrenzten Umgebung der Linsenmitte wird ein gut erkennbares
Muster wiedergegeben. Wegen der nicht-verschwindenden Ausdehnung der Löcher
ist außerdem noch ein Ringmuster überlagert. Eine faszinierende Beispielsammlung
optischer Transformationenfindet man in Harburn, Taylor und Welberry (1975).
Bei einer bestimmten hochauflösenden Holographie-Methode wird von der Mög-
lichkeit Gebrauch gemacht, unter Benutzung von kohärentem Licht durch Überla-
gerung mit Referenzwellen den Realteil der Fourier-Transformation eines Originals
photographisch aufzunehmen. Ein Bild des Originals kann durch erneute Anwen-
dung der Fourier-Transformation, also etwa durch die eben besprochene optische
Anordnung aus konvexer Linse und Parallel-Licht, wiedergewonnen werden.
Als weitere Beispiele seien angeführt, daß ein Prisma eine Fourier-Analyse des ein-
fallenden Lichtes (als einem Wellenpaket) nach Frequenz und Amplitude durchführt
und daß ein mit Parallel-Licht bestrahltes Objekt in großer Entfernung ein Streu-
muster erzeugt, welches sich als Fourier-Transformierte der Oberflächenabstrahlung
herausstellt. Entsprechendes gilt für aktiv abstrahlende Vorrichtungen (Antennen).
Als mehr rechentechnische Anwendungen der Fourier-Transformation seien hier
die Computer-Tomographie, bei der Dichteverteilungen in Körperquerschnitten mit
Hilfe der Radontransformation, die sich aus einer zwei- und einer eindimensionalen
Fourier-Transformation zusammensetzt, ermittelt werden, sowie Bildaufbereitungs-
Verfahren, wie etwa die Rasterbeseitigung unter Verwendung von Filtern im oben
eingeführten Sinne, erwähnt.
Es sollen nun abschließend einige dieser Anwendungsbeispiele zur Illustration des
im vorigen Abschnitt ausgeführten etwas eingehender diskutiert werden.
2.1 Rekonstruktion aus Stichproben
Eine wichtige Anwendung der Fourier-Transformation bezieht sich auf die Rekon-
struktion einer stetigen Funktion, die nur an isolierten Punkten bekannt ist (samp-
ling). Ein Beispiel ist etwa die Bildwiedergabe auf der Netzhaut (Retina). Da die
Retina aus einzelnen durch inhibitorische Bereiche gegeneinander abgegrenzten Pho-
torezeptoren besteht, wird das Bild auf der Netzhaut in der Tat nur in isolierten
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Punkten abgetastet. Das Auflösungsvermögen der Netzhaut kann in guter Annähe-
rung mit fourieranalytischen Methoden studiert werden. Hier betrachten wir zur
Vereinfachung nur den Fall einer „eindimensionalen Retina“. Zur Modellierung des
Sachverhalts verwenden wir wieder die Distribution IH (vgl. Abbildung 3).
Seien die Werte der Funktion f an allen (der Einfachheit halber) ganzzahligen
Stellen — diese sind als Positionen der Photorezeptoren anzusehen - bekannt. Somit
kennen wir die „Stichprobe“ f- I = $}?_ f(n) (< — n), sowie deren Invers-
Fourier-Transformierte
— ` f(n) e?TnT. (49)
n=— 00
Ist f außerhalb des Intervalls [— 2ż, 3] gleich Null (man sagt dann, f habe eine be-
schränkte (Frequenz-) Bandbreite — hier ist sie kleiner oder gleich 1), so sieht man,
daß F*(f - IT) = f » IU aus einer periodischen Wiederholung von Ť (mit Periode
1) besteht. Insbesondere gilt also f = x(f » II). Die Relation (49) ist somit eine
Fourier-Reihenentwicklung für die periodische Fortsetzung f»von Ž. Es gilt somit
= X f(n) xp) e. (50)
n=—00
Die Anwendung der Fourier-Transformation auf die letztere Gleichung führt zu
= Y fin) (Fx)*ê(-— n) (51)
n=-00
oder unter Verwendung von (15)
= ` f(n) sinc * &(- -ENf(n) sinc(: — n). (52)
n=— o0 n=—00
Dies zeigt also die gewünschte Rekonstruktion einer Funktion (der Bandbreite 1)
aus den ganzzahligen Stichproben (Shannonscher Stichprobensatz). Die zuletzt ge-
gebene Formulierung gibt offenbar eine Interpolation der Funktionswerte von f an
ganzzahligen Stellen des Argumentbereichs. Somit kann also die Aussage des Shan-
nonschen Stichprobensatzes auch wie folgt formuliert werden: Hat f eine Bandbreite
kleiner oder gleich 1, so stimmt sie mit ihrer (durch (52) definierten) Interpolieren-
den überein. Solche Bildinformationen können also (z.B. auch durch den Wahrneh-
mungsapparat) ohne Verluste und Verzerrungen vollständig rekonstruiert werden.
Im Sinne des oben eingeführten Begriffs des Filters spricht man bei der Ver-
wendung der charakteristischen Funktion y bei der Rekonstruktion von f von einem
Tiefpaß-Filter, da offenbar, wie immer f im allgemeinen beschaffen sei (also z.B. nicht
bandbeschränkt), aus dem gesamten Frequenzbereich nur Werte zwischen —żŁ und+4
(also „tiefen“ Frequenzen) zur Verwendung gelangen. Ist f nicht bandbeschränkt,
so kommt es zu einer mehr oder weniger fehlerhaften Rekonstruktion (aliasing) (vgl.
hierzu Yellott, 1982, 1990).
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ABBILDUNG 3. Wirkung der Multiplikation der Stichproben-Distribution II mit einer Funktion
f (Abbildung 3a); Rekonstruktion von f (Abbildung 3d) aus diesem Produkt. Abbildung 3b
zeigt dessen Fourier-Transformation. Durch „Ausschneiden“ mit der charakteristischen Funk-
tion x (Abbildung 3c) und Anwenden der inversen Fouriertransformation erhält man die ur-
sprüngliche Funktion wieder.
2.2 Holographie
Ein von George W. Stroke (1969) entwickeltes Holographie-Verfahren, welches Ab-
bildungen mit hoher Auflösung erlaubt, steht in engstem Zusammenhang mit der
Fourier-Transformation. Da wir hier weniger an der technischen Seite der Hologra-
phie interessiert sind, fassen wir die Herstellung eines Hologrammes in einfachen
Worten wie folgt zusammen: Durch Bestrahlen mit parallelem, kohärentem Licht,
zu dessen Erzeugung in der Praxis ein Laser Verwendung findet, wird in einiger
Entfernung auf einer Photoplatte ein Streumuster (also nach obiger Bemerkung die
Fourier-Transformation der durch eine Funktion f beschriebenen Objektabstrah-
lung) erzeugt, welches sich aus der Überlagerung von Kugelwellen ergibt, die durch
das Laserlicht in jedem Punkt des Objekts ausgelöst werden (sog. Huygenssches
Prinzip). Diesem wird eine Referenzkugelwelle mit gleicher Frequenz, die ungehin-
dert auf dieselbe Photoplatte trifft, überlagert. Dadurch entsteht auf der Photoplatte
ein Helligkeitsmuster (proportional zum Quadrat des Absolutbetrages der Summe
aus beiden Beiträgen), welches in guter Näherung qualitativ von der Form
h=1-—Re(Ff) (53)
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ist (alle physikalischen Konstanten sind der Einfachheit halber gleich Eins gesetzt).
Hierin ist Re(Ff) = (Ff + Ff) (54)
der Realteil der (hier eigentlich 3-dimensionalen) Fourier-Transformierten von f.
Aus h kann man nun das Original durch Anwendung der Fourier-Transforma-
tion — also etwa, indem man das Überlagerungsmuster von einer Brennebeneeiner
konvexen Linse in die andere abbildet - wiedergewinnen. In der Tat ist
Fh(2) = F(1 — Re(Ff))(2) = éla) + 5f(-2) + 3e). (55)
Sorgt man dafür, daß das Original f genügend weit vom Zentrum entfernt ist, so
erhält man gemäß (55) ein doppeltes (punktsymmetrisches) Abbild des ursprüng-
lichen Objekts (inklusive der für die Raumwahrnehmung entscheidenden Phasenin-
formation) sowie einen erleuchteten „Punkt“ (in Wirklichkeit ein Fleck) im Null-
punkt. Die durch die Holographie ermöglichte extrem verdichtete (2-dimensionale)
Speicherung von (3-dimensionalen) Informationen, die dazu noch durch die Fourier-
Transformation so verschlüsselt sind, daß sie sehr fehlerstabil konserviert sind, erin-
nert in mancher Hinsicht an die Gedächtnisleistung des Gehirns. In der Tat wurde
in der Gedächtnisforschung durch Pribram, Nuwer und Baron (1974) eine auf den
Prinzipien der Holographie beruhende neurale Kodierung von Gedächtnisinhalten
postuliert, die der groen Kapazität, der verteilten, assoziativen Speicherung und
der Parallelverarbeitung von Gedächtnisinhalten Rechnung tragen soll.
2.9. Abbildungsverhältnisse im Auge
Optische Abbildungssysteme wie etwa das menschliche Auge liefern aufgrund gege-
bener Einschränkungen der Linsenoberfläche zusätzliche Einflüsse auf das Netzhaut-
bild, die nicht durch eine elementare Anwendung von geometrischer Strahlenoptik
erklärt werden können. Der Abbildung eines Objekts auf der Netzhaut sind solche
Einflüsse in einer Weise überlagert, die als eine Filterwirkung beschrieben werden
kann. Beschreibe f etwa die Objektabstrahlung, so ist durch die charakteristische
Funktion é der Pupillenöffnung ein Filter (D) gegeben. Als eindimensionale Ent-
sprechung haben wir wie oben die Funktion y betrachtet, deren Filterwirkung einer
Faltung mit der sinc-Funktion entspricht. Mit anderen Worten: Ein Punkt wird
nicht in einen Punkt, sondern in eine sinc-Funktion abgebildet. Das zweidimensio-
nale Analogon mit der charakteristischen Funktion einer Kreisscheibe führt dazu,
daß in diesem Modell des Auges jeder Punkt des Originals in ein nach außen hin
schnell abnehmendes Ringmuster - Extrema werden als hell, die Umgebung der Null-
stellen als dunkel wahrgenommen - mit einem zentralen Lichtfleck abgebildet wird
(Airysche Scheibe, vgl. Abbildung 4).
Eine genauere Untersuchung der Impulsreaktion des Auges legt eine hutartige
Form nahe (sombrero function), die in Abbildung 5 dargestellt ist. Die durch die Im-
pulsreaktionsfunktion gegebene „Verschmierung“ eines Urbildpunktes trägt mit zu
einem niedrigeren Auflösungsvermögen des Auges bei der optischen Wahrnehmung
bei. Hinzu kommt natürlich auch noch die nichtkontinuierliche Bildverarbeitung auf
der Netzhaut, deren Probleme wir im Beispiel 2.1 angesprochen haben.
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ABBILDUNG 4. Amplitudenspektrum der Blendenfunktion y. Die Erhebungen werden als helle
Ringe im Streumuster wahrgenommen(Airysche Scheibe).
cSe a aaia am a
     
   
      
R Oz ANANNj}z ERNRA)ereer r tr oRSRNARa j}N>a
   
  
PEap a
ABBILDUNG 5. Typischer Verlauf der Impulsreaktion des Auges.
2.4 Bildwahrnehmung und Fourier- Transformation
In Beispiel 2.3 haben wir die Eigenschaften des Auges als optisches System betrach-
tet, welches in der Tat für viele Zwecke als angenähert linear und translationsin-
variant angenommen werden kann (vgl. jedoch Cornsweet & Yellott, 1985, Yellott,
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1989). Aber auch bei der Untersuchung des gesamten Systems hat die Interpreta-
tion optischer Wahrnehmung im Rahmen der Fourier-Analyse zumindest paradig-
matische Bedeutung für ihr Verständnis. Experimente mit einfachen periodischen
Mustern (Anordnungen mit sinusartig verteilten hell-dunkel Streifenmuster) haben
gezeigt, daß die Wahrnehmbarkeit 'der Überlagerung solcher Muster mit verschie-
denen Ortsfrequenzen trotz der dabei auftretenden höheren Amplituden nicht etwa
höher, sondern angenähert gleich groß zur Wahrnehmbarkeit der einzelnen Muster
ist. Die Wahrnehmungsschwelle entspricht der des am leichtesten zu erkennenden
Musters. Dies indiziert, daß das visuelle System genügend verschiedene Ortsfrequen-
zen separat verarbeitet. Würden alle Ortsfrequenzen getrennt, so könnte man in
der Tat sagen, daß das visuelle System eine Fourier-Analyse nach Ortsfrequenz und
Amplitude (das ist hier der Kontrast) durchführt. Dies ist jedoch nicht der Fall.
Vielmehr verfügt das visuelle System über eine Reihe von Filtern. Die Ortsfrequen-
zen werden nicht insgesamt ( Einkanal-Modell) verarbeitet, sondern durch die Filter
- analog zu dem, was beim Hörvorgang mit den Zeitfrequenzen der wahrgenom-
menen akustischen Schwingungen geschieht — in Teilbereiche ( Kanäle) aufgespalten
(siehe Graham, 1980; Julesz, 1980; Graham, 1981, Mehrkanal-Modell). Eine genauere
Untersuchung zeigt, daß dies nur eine erste Näherung ist. Zusätzlich treten nicht-
lineare Effekte (probability summation) auf. Nichtsdestoweniger kann durch dieses
einfache Modell etwa die Wahrnehmung von Kanten dadurch erklärt werden, daß
die höheren Ortsfrequenzen in der Fourier-Transformierten bei einer Kante höhere
Amplituden haben als bei einem sanften Übergang. Als Beispiel betrachte man den
durch f(x,y) = x(x) beschriebenen hellen Streifen auf dunklem Grund sowie den
Streifen g(x,y) = y(x) mit glattem Kontrastübergang (die „Gesamthelligkeit“ bei-
der Konfigurationen ist gleich, nämlich 1; vgl. (30)). Ein Vergleich von Abbildung
l mit dem Verlauf der Gauf-Funktion (Abbildung 2) zeigt, daß die Fourier-Trans-
formierte von y wesentlich höhere Amplituden in hohen Frequenzbereichen aufweist
als die Gauß-Funktion. Im Rahmen des Mehrkanal-Modells bedeutet dies, daß die
höheren Frequenzkanäle bei der charakteristischen Funktion y - also bei der Kante
- stärkere Reize registrieren (vgl. Graham, 1980).
3 Weiterführende Literatur
Die Lehrbuchliteratur zur Fourier-Analyse ist ausgesprochen weitläufig und viel-
fältig. Als vergleichsweise zugängliche Darstellungen sollen hier vier ältere Texte
erwähnt werden: Lighthill (1966), Bracewell (1965), Goodman (1968) und Gas-
kill (1978). Um ein Gefühl für die oft komplex anmutende Wirkung der Fourier-
Transformation zu bekommen, empfiehlt sich das Buch von Harburn et al. (1975).
Den für die Anwendungen wichtigen systemtheoretischen Aspekt der Fourier-Analyse
stellt der Übersichtsartikel von Norman (1981) heraus. Schöne Übersichtsartikel,
die auch den weniger mathematisch geneigten Leser ansprechen können, sind die
Beiträge von Georgeson (1979) und Weisstein (1980). Die Bedeutung der Fourier-
Analyse für die visuelle Wahrnehmung wird herausgestellt bei Graham (1981) und
Cornsweet, Wandell und Yellott (1984). Eine Übersicht entsprechender empirischer
Befunde und eine Kritik des Ortsfrequenzfilter-Ansatzes findet sich bei Uttal (1981,
S. 693ff).
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