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Abstract In conventional formulations of multiple-layer feed-
forward neural networks, individual layers are customarily
defined by explicit functions. In this paper, we demonstrate
that individual layers in a neural network can be defined im-
plicitly. The implicitly defined layers provide much richer
representation of real problems than the standard explicitly
defined ones, and consequently enable a vastly broader class
of end-to-end trainable neural network architectures. We present
a general framework of implicitly defined layers, and ad-
dress much of the theoretical analysis of such layers with
the implicit function theorem. We also show how implic-
itly defined layers can be seamlessly incorporated into ex-
isting machine learning libraries, particularly with respect to
current automatic differentiation techniques for use in back-
propagation based training. Finally, we demonstrate the ver-
satility and relevance of our proposed approach on a number
of diverse showcase problems with promising results.
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1 Introduction
Conventional multiple-layer neural networks are entirely de-
fined through explicit expressions of its entering layers and
loss functions. These expressions are typically provided in
the form of a function that maps the input y(k) of the kth
layer to its output y(k+1), as
y(k+1) = f(y(k)). (1)
Here y(k) may contain the output of the previous layer as
well as the trainable parameters (commonly denoted θ).
This explicit approach has the advantage that training
through back-propagation, a method that operates on the
partial derivatives associated with each layer, is straightfor-
ward to implement. However, this approach has also proven
to be rather restrictive in a sense that there are limited types
of the layers that can be included in an end-to-end trainable
network.
This work investigates the implicit approach. The term
implicit layer refers to a neural network layer that is defined
implicitly by an implicit equation:
F (y(k), y(k+1)) = 0. (2)
Fig. 1: Explicitly vs Implicitly defined layers (left). The lat-
ter enables a broader class of end-to-end trainable networks
(right).
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2 Qianggong Zhang et al.
An intuition into why this reformulation is beneficial can
perhaps be found in multi-variable calculus, where the no-
tion of functions given by a formula has invariably been seen
as too limited for many purposes. There are countless ex-
amples of functions that cannot be expressed explicitly, for
instance, the locus of the expression
y5 + 16y − 32x3 + 32x = 0 (3)
defines a precise and sketchable subset ofR2, yet no formula
for it exists.
As a matter of fact, the set of implicit functions is a
proper superset of the set of explicit functions. This follows
trivially as any explicit function in the form yk+1 = f(yk)
can be defined implicitly as yk+1 − f(yk) = 0. As feedfor-
ward layers are conceptually functions mapping the input
onto the output, a similar conclusion can also be made here.
That is, not all implicit layers can be expressed explicitly.
The reverse, however, is indeed true, that all explicit layers
can be expressed implicitly. Figure 1 illustrates the premise.
This work presents a general framework of implicitly
defined layers. Section 3 addresses much of the theoreti-
cal analysis of implicit layers through the implicit function
theorem. Section 4 describes the treatment of backpropaga-
tion of implicit layers; specifically, it is demonstrated how
our framework is directly applicable to current automatic
differentiation techniques for use in backpropagation based
training. In section 5 a number of diverse showcases demon-
strate the versatility and practical benefit of the proposed ap-
proach.
2 Related Works
Optimization plays a key role in a wide array of machine
learning applications as a tool to perform inference in learn-
ing. Differentiation through optimization problems, e.g., argmin
operators, has seen a number of advances in recent years,
among which, there are techniques that come up in bi-level
optimization [11, 17] and sensitivity analysis [4, 14, 20].
More specifically, [17] proposed semi-smooth Newton
algorithms that could efficiently find optimal regularization
parameters, leading to efficient learning algorithms. The pro-
posed bi-level learning framework could be applied to vari-
ational models, including the non-smooth functions, but not
including data fidelity terms that are different from quadratic
ones. The authors of [11] presented results for differentiat-
ing parameterised argmin and argmax optimization prob-
lems through equality constraints, but did not consider in-
equality constraints, and thus could only be applied to a
limited class of problems with smooth functions within the
argmin and argmax domain. The work of [20] considered
argmin differentiation for a dictionary learning problem,
and presents an efficient algorithm to solve it.
Moreover, [2] considered argmin differentiation within
the context of the bundle method, and learned the infer-
ence step along with the network itself, without building
structured prediction architectures explicitly. [14] used im-
plicit differentiation on convex objectives with coordinate
subspace constraints but was unable to cope with general
linear equality constraints and inequality constraints.
All the aforementioned approaches have limited appli-
cations in a sense that they either consider equality con-
straints in their implicit differentiation [11, 17] rather than
both equality and inequality constraints, or they can only
insert the optimisation problem in the final layer of the net-
work [14].
Most closely related to our work is the recent method
of [1], in which, the implicit differentiation can be performed
through both inequality and equality constraints, and the op-
timisation problems can be inserted anywhere in the net-
work. To derive the gradients from the KKT matrix of the
optimisation problem, OptNet [1] makes use of techniques
from matrix differential calculus. However, this work is re-
stricted to convex quadratic problems only.
This work differs from the existing works in that we are
proposing a more general framework applicable to any layer
expressible as an implicit function. Furthermore, most of the
above mentioned work requires manual derivations and im-
plementation of analytic gradient expressions, which is not
needed in our framework.
3 The Implicit Layer
In this work, we present a principled treatment of implicitly
defined layers in feedforward neural networks. We formally
define this concept as follows.
Definition 1 (Implicit Layer) A neural network layer is im-
plicitly defined if its output y(k+1) ∈ Rm is given as the
unique solution of the system of equations F : Rn×Rm 7→
Rm,
F (y(k), y(k+1)) = 0, (4)
for some input y(k) ∈ Rn.
We distinguish this from the usual explicitly defined feedfor-
ward layers where the relationship between input and output
is given as y(k+1) = f(y(k)). As before, y(k) does not only
denote the output of the previous layer but also the trainable
parameters of the current layer.
3.1 The Implicit Function Theorem
To overcome the limitations of the naive definition of func-
tions as explicit expressions, functions are instead commonly
defined in a set-theoretic sense [12].
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Definition 2 (Function) Here a function f from a set X to
a set Y is formally defined as a set of ordered pairs (x, y),
x ∈ X and y ∈ Y with the properties that
– for each x ∈ X there exist a pair (x, y) ∈ f ;
– if both (x, y1) ∈ f and (x, y2) ∈ f , then y1 = y2.
With this definition, each x ∈ X defines a unique y ∈ Y
for which (x, y) ∈ f . That is, it describes the process of
associating each element of X with a single unique element
in Y . It is common to use the more convenient notation of
letting y = f(x) denote (x, y) ∈ f .
The system of equations in (4) define an arbitrary closed
(if F is continuous) subset of Rm. Although no explicit ex-
pression might exist, it can be shown that, under certain con-
ditions, such implicit expressions can be locally expressed
as functions (with Definition 2). The details of sufficient
conditions for this to hold is provided by the Implicit Func-
tion Theorem [16], see theorem 1.
Theorem 1 (Implicit Function Theorem)Given three open
sets X ⊆ Rn, Y ⊆ Rm, and Z ⊆ Rm, if function F :
X × Y 7→ Z is continuously differentiable, and (xˆ, yˆ) ∈
Rn × Rm is a point for which
F (xˆ, yˆ) = zˆ, (5)
and the Jacobian of F with respect to y ⊆ Y
JF,y
∣∣∣
i,j
=
[
∂Fi
∂yj
]
(6)
is invertible at (xˆ, yˆ), then there exists an open set W ⊂
Rn with x ∈ W and a unique continuously differentiable
function φ :W 7→ Y such that y = φ(x) and
F (x, y) = zˆ (7)
holds for x ∈W .
In addition, it can be shown that the partial derivatives
of φ in W are given by
Jy,x = − [JF,y]−1 [JF,x] . (8)
This theorem states that under certain mild conditions on
the partial derivatives, the solution to a system such as (4)
is locally the graph of a function. Note that these functions
might also only be available implicitly. However, according
to this theorem, if such functions exist, they must be contin-
uously differentiable and their derivatives can have a simple
analytical expression (8). Most of the results in this paper
will build on this latter consequence of the implicit function
theorem.
4 Propagating through Implicit Layers
4.1 The Forward Pass
As in conventional neural networks pipelines, in our pro-
posed approach, the forward path and the backward path of
an implicit layer are independent. The forward pass in an
implicit layer is directly realised through the solution of (4).
The most appropriate choice of solver is highly task specific,
hence we will assume that a method of performing the for-
ward pass is given along with the an implicit definition of
a layer. Our proposed framework is entirely agnostic to the
choice of forward pass solvers, we can therefore make this
assumption without loss of generality. Examples of different
forward pass solvers are given in section 5.
4.2 The Backward Pass
The remaining question then relates to the backward pass
through the implicit layer. To form a backward pass of a
neural network layer we require the partial derivatives of
its output with respect to its input, including the previous
layer’s output and all the trainable parameters of this layer.
Hence, we need an expression for all these partial deriva-
tives and an efficient way to calculate them. We will show
that the former is provided by the implicit function theorem
and the latter can be obtained by utilising existing automatic
differentiation techniques.
The backward pass of an implicit layer is obtained as fol-
lows. Let the current state of the layer be given by (yˆ(k), yˆ(k+1))
such that F (yˆ(k), yˆ(k+1)) = c, where c ⊆ Rn a vector
of constants. Our premise is that there then exists, in the
set-theoretic sense, a function φ : Rm 7→ Rn such that
y(k+1) = φ(y(k)) and that φ is differentiable in some neigh-
bourhood of (yˆ(k), yˆ(k+1)).
Let the partial Jacobian of F with respect to the output
y(k+1) be denoted by
JF,y(k+1)
∣∣∣
i,j
=
[
∂Fi
∂y
(k+1)
j
]
, (9)
then from the the implicit function theorem, theorem 1, and
the differentiability assumption on φ,
[
JF,y(k+1)
]
will have
full rank at (yˆ(k), yˆ(k+1)) and the sought partial derivatives
of φ are given by
Jy(k+1),y(k) = −
[
JF,y(k+1)
]−1 [
JF,y(k)
]
, (10)
evaluated in some neighbourhood of (yˆ(k), yˆ(k+1)).
The Jacobian of the output with respect to the input is the
key to applying the chain rule to compute the derivatives of
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the loss L with respect to the input yˆ(k) and so to propagate
gradients backwards:(
∂L
∂yˆ(k)
)T
=
(
∂L
∂yˆ(k+1)
)T [
Jy(k+1),y(k)
]
= −
(
∂L
∂yˆ(k+1)
)T [
JF,y(k+1)
]−1 [
JF,y(k)
]
.
(11)
It is the above expression that underpins our formal treat-
ment of implicitly defined layers and is what permits their
inclusion into standard backpropagation training techniques.
As previously discussed any explicit layer can also be
defined implicitly. This then implies that the resulting back-
ward pass for such a layer should be invariant to the manner
in which it is defined, i.e. explicitly or implicitly. To ver-
ify that Equation (11) conforms to the standard treatment
for explicit layers, consider an explicit layer that is defined
by function y(k+1) = f(y(k)) and is currently at the state
(yˆ(k), yˆ(k+1)). The implicit form of this layer is thus
F (y(k), y(k+1)) = f(y(k))− y(k+1) = 0. (12)
It follows from (12) that[
JF,y(k+1)
]
= −I and [JF,y(k)] = [Jf,y(k)] , (13)
which, substituted into (11), leads to the familiar equation
for explicit layer backpropagation(
∂L
∂yˆ(k)
)T
=
(
∂L
∂yˆ(k+1)
)T [
Jf,y(k)
]
. (14)
Lastly, as stated in (11), calculating
[
Jy(k+1),y(k)
]
re-
quires the explicit construction of the Jacobian
[
JF,y(k)
]
.
As this matrix is typically large this operation can be very
costly. Modern deep learning packages seldom, if at all, ex-
plicitly construct the entering matrices in the backward pass,
but instead derive Vector-Jacobian Products for the right hand
side of (14). This technique results in greatly reduced mem-
ory requirements and computational costs. This approach is
applicable to backpropagating implicit layers as well. Note
that the right hand side of (11) is also a Vector-Jacobian
Product of the vector − (∂L/∂yˆ(k+1))T [JF,y(k+1)]−1 and
Jacobian matrix
[
JF,y(k)
]
, thus it is feasible to improve com-
putational efficiency by carefully analysing the expression
of and the structure of
[
JF,y(k)
]
; see Section 5.1 for an ex-
ample of efficiently backpropagating an implicit layer doing
quadratic programming.
4.3 Automatic Differentiation
Deriving the analytical expression for the implicit backward
pass can be prohibitively time consuming and error-prone,
particularly in situations where the models or network ar-
chitecture is expected to change frequently. On the other
hand, techniques for automatic differentiation in deep learn-
ing packages provide accurate, efficient, and reliable com-
putation of partial derivatives in a fully automated manner,
thus eliminate the need for manual derivation and imple-
mentation of analytical gradient formulae. In light of this,
we propose a method by which the partial gradients of im-
plicit layers could be automatically calculated.
In this section we show how existing implementations of
automatic differentiation can be used to provide backward
passes through implicitly defined layers with little modifica-
tion.
Let our implicit layer be defined as in (4). Now consider
the related explicit layer defined by
z(k+1) = F (z(k)), where
z(k) = [y(k), y(k+1)] ∈ Rn+m and z(k+1) ∈ 0m.
(15)
As this layer is defined explicitly we can apply existing au-
tomatic differentiation methods directly to yield the partial
derivatives
∂z
(k+1)
i
∂z
(k)
j
=
∂Fi
∂z
(k)
j
, i ∈ [1,m], j ∈ [1,m+ n], (16)
or more compactly
∂z(k+1)
∂z(k)
=
[
JF,y(k+1)
∣∣∣ JF,y(k) ] . (17)
Comparing (17) with (10) we note that the elements JF,y(k)
and JF,y(k+1) for calculating the backward pass in (10) are
provided by automatic differentiation of an explicit layer as
of (16). Consequently, the automatic differentiation of im-
plicit layers can be realised as a matrix inversion and multi-
plication, with no need for manual derivation or model spe-
cific implementations.
Let us consider the following simple example:
Example 1.
F1(x, y) = x
2 + y21 + y
2
2 − 4,
F2(x, y) = xy1 − 1.
(18)
A solution to F (x, y) = 0 is given by (xˆ = 1, yˆ = [1,
√
2]).
To calculate the backward pass, (i.e. the partial derivatives
of the output y with respect to the input x) through such a
layer we instead look at the related explicit layer defined by
z(k+1) = F (z(k)), z(k) ∈ R3, z(k+1) ∈ R2, (19)
and specifically in this example
z(k) = (x, y) = (xˆ, yˆ1, yˆ2),
z(k+1) = (0, 0).
(20)
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As the layer is now defined explicitly, we can apply auto-
matic differentiation directly to provide
∂z
(k+1)
i
∂z
(k)
j
(z) =
∂Fi
∂z
(k)
j
(z), i = 1, 2, j = 1, 2, 3, (21)
for some z ∈ R3. In compact form, this equation reads[
Jz(k+1),z(k)(z)
]
=
[
JF,z(k)(z)
]
. (22)
The term on the right hand side of the above equation is
instantiated as
[ JF,z(k) (z
(k)) ] =

∂F1
∂x
∂F1
∂y1
∂F1
∂y2
∂F2
∂x
∂F2
∂y1
∂F2
∂y2
 = [ JF,x(z(k)) ∣∣∣ JF,y(z(k)) ]
=
 2x 2y1 2y2
y1 x 0
 =
 2 2 2√2
1 1 0
 .
(23)
And finally, the partial derivative of the output y of the im-
plicit layer with respect to the input x is calculated by (10):
[Jy,x([xˆ, yˆ])] = −
[
JF,y(xˆ, yˆ)
]−1[
JF,x(xˆ, yˆ)
]
= −
 2 2
√
2
1 0

−1  2
1
 (24)
Recall that as (23) is supported by the automatic differ-
entiation implementations of over-the-shelf machine learn-
ing libraries, we eventually get the partial derivative [Jy,x]
without manually deriving algebraic expressions of the deriva-
tives.
5 Example Applications
In this section we present a number of example applica-
tions to demonstrate the usage and features of the proposed
framework for implicit layers. In particular, we show: how
to model a real problem as implicit functions; how implicit
layers enables end-to-end training; how the backward path
is independent to the forward solver; and how the automatic
differentiation feature copes with complex functions.
Note, our intention here is not to propose new methods
for solving specific tasks nor attempting to improve state-of-
the-art algorithms but rather to highlight the versatility and
accessibility of the proposed framework.1
1 Demo codes are available on github.com/qgzhang/Imp_
layers_demo.
5.1 Quadratic Programming Layers
We begin with an introductory example showing how the
proposed framework models a Quadratic Programming (QP)
problem as an implicit layer and then determines the neces-
sary expressions for backpropagation for use in an end-to-
end trainable neural network. Including QP in such a man-
ner was also proposed in the notable work [1] as a way to en-
code constraints and dependencies that conventional explicit
layers are unable to capture. The efficiency of this approach
was demonstrated on a number of problems including, sig-
nal denoising and handwritten digit recognition. However,
this work is restricted to convex quadratic problems only,
in addition it also requires the backward step to be explicitly
implemented. These are limitations our proposed framework
do not possess.
To better illustrate our example, we follow the existing
work of OptNet [1] closely but elaborate relevant concepts
from the point of view of implicit layers. We define a convex
QP as
argmin
y
1
2
yTQy + qT y
s.t. Ay = b, Gy <= h,
(25)
where y is the optimisation variable; and Q  0, q, A, b,G,
and h are parameters of the QP problem.
Q, q,A, b,G, and h collectively represent both the in-
put and the trainable parameters of the layer. They may or
may not dependent on the input of the layer but, concep-
tually, they can all be classified as explicitly differentiable
functions of the input. Therefore, the key to backpropagate
this layer is to determine the derivatives of the loss L with
respect to Q, q,A, b,G, and h. The remaining task is then
simply direct application of the standard chain rule.
Using the KKT conditions we can write (25) into a sys-
tem of implicit functions. The Lagrangian function of (25)
is given by
L(y, λ, ν) =
1
2
yTQy + qT y + λT (Ay − b) + νT (Gy − h),
(26)
with dual variables λ and ν. The corresponding KKT condi-
tions then become
F :

Qy + q +ATλ+GT ν = 0, (stationarity)
Ay − b = 0, (feasibility)
D(ν)(Gy − h) = 0, (compl. slackness)
(27)
where D(ν) denotes a matrix with ν in the diagonal and 0
everywhere else. As (27) forms the necessary conditions for
the solution of (25) it also forms a system of equations that
we can be used to define an implicit representation of the QP
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layer, i.e., F as in (4). Note that under the above definition,
the primal y and the dual λ and ν correspond to the output
of the layer, i.e., y(k+1) as in (11); and Q, q,A, b,G and h
correspond to the input of the layer, i.e., y(k) in (11):
y(k+1) = (y, λ, ν)
y(k) = (Q, q,A, b,G, h).
(28)
Now, in order to apply (11) to complete the backpropagation
process, we need JF,y(k) and JF,y(k+1) , which are obtainable
by differentiating (27):[
JF,y(k+1)
]
=
[
JF,y
∣∣∣JF,λ∣∣∣JF,ν]
=
 QA
D(ν)G
∣∣∣∣∣
AT
0
0
∣∣∣∣∣
GT
0
D(Gy − h)
 (29)
and[
JF,y(k)
]
=
[
JF,Q
∣∣∣JF,q∣∣∣JF,A∣∣∣JF,b∣∣∣JF,G∣∣∣JF,h]
=
 I ⊗ yT0
0
∣∣∣∣∣
I
0
0
∣∣∣∣∣
λT ⊗ I
I ⊗ yT
0
∣∣∣∣∣
0
−I
0
∣∣∣∣∣
νT ⊗ I
0
D(ν)I ⊗ yT
∣∣∣∣∣
0
0
−I
 ,
(30)
where ⊗ denotes the Kronecker product.
Furthermore, we show that, as in the case of backprop-
agating explicit layers, explicit construction of
[
JF,y(k)
]
is
avoidable. Taking the partial derivatives of the loss with re-
spect to Q for example, observe in the following expression
that the multiplication operation on JF,Q is replaced with a
Kronecker product on vector yT :
∂L
∂Q
=
∂L
∂y(k+1)
[
JF,y(k+1)
]−1
[JF,Q]
=
∂L
∂y
[
JF,y(k+1)
]−1 [
I ⊗ yT ]
=
∂L
∂y
[
JF,y(k+1)
]−1 ⊗ yT .
(31)
Other components of
[
JF,y(k)
]
can be simplified in a similar
fashion.
5.1.1 Automatic Differentiation of the QP Layer
With the techniques introduced in 4.3 we are even able to
avoid to derive (29) and (30) (as well as any attempt for
simplification, e.g., (31)) at all. We introduce the following
auxiliary variables:
z(k) =
[
y(k+1)
∣∣∣y(k)] = [y, λ, ν,Q, q, A, b,G, h]
z(k+1) =
[
z1
∣∣∣z2∣∣∣z3] = 0, (32)
and thus obtain an explicit representation F (z(k)) = z(k+1)
of the QP layer by rewriting (27) as
F :

Qy + q +ATλ+GT ν = z1
Ay − b = z2
D(ν)(Gy − h) = z3.
(33)
As z1, z2 and z3 are effectively explicit functions of z(k),
we are able to use existing automatic differentiation imple-
mentations to compute ∂z1
∂z(k)
, ∂z2
∂z(k)
and ∂z3
∂z(k)
without any
manual derivation, which constitute
∂z(k+1)
∂z(k)
=
∂F
∂z(k)
=
[
JF,y(k+1)
∣∣∣JF,y(k)] . (34)
The automatic differentiation feature of the implicit layer
comes extremely handy when the expression of the func-
tions is complex, as is shown in the example in Section 5.4.
5.1.2 Experiments - QP Layers
We verify the formulation of the QP layer on the task of hand
digit recognition on MNIST. The upper branch of figure 2
shows the pipeline. Two fully connected layers take input
from the vectorised 28× 28 image, followed by a layer that
solves a QP problem as defined by (25); the solution of the
QP problem goes through softmax and yields the negative
log likelihood loss. We model this QP solving layer as an
implicit layer.
FC layer
Relu
Batch norm
Input 
reshape
FC layer
Relu
Batch norm
OptNet
784 600
Log 
softmax
10
Implicit 
QP Layer
|x|=10 |y*|=10
QP
Fig. 2: The hand written digits recognition pipeline. The
solid branch represents using an implicit layer to solve the
QP problem and the dashed branch represents using OptNet.
The lower branch shows of figure 2 the pipeline designed
by OptNet. The only difference between the two pipelines is
the component that solves the QP problem. As for the choice
of the solver of the forward pass, we adopt the same primal-
dual interior point method. This provides an equal compar-
ison of the backward pass between the two pipelines. As
expected, these two pipelines produce very similar conver-
gence curves on both training and testing data, see figure 3,
thus validating the efficacy of our proposed framework.
The main purpose of this initial example application was
to introduce the basic usage of implicitly defined layers and
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Fig. 3: Hand written digits recognition learning curves. Both
pipelines achieves test accuracy above 98% upon termina-
tion at 15 epochs.
to demonstrate that its performance is comparable to exist-
ing state-of-the-art method . However, the key difference be-
tween these two methods is that [1] is restricted to convex
QPs and requires a manual implementation of the resulting
backward pass, whereas our implicit framework can easily
be adapted to a much broader class of layers. It also does not
rely on dedicated backward pass implementations but can
instead take advantage of existing automatic differentiation
techniques to calculate the necessary partial derivatives.
5.2 Normalised Cuts Layers
In this example we show how an implicit layer can be used
to include a Normalised Cuts (NCut) framework [28] into
an end-to-end trainable architecture. Normalised Cuts is a
well established method for solving the perceptual grouping
problem in computer vision. This is done by treating im-
ages as graphs and the image segmentation task as finding
the cuts in such graphs that minimise the Normalized Cuts
criterion.
Given an image I an undirected graph G, with vertices
V and edges E where each vertex in V corresponds to a
single pixel in the image and the weights on the edges E en-
codes the similarity between two pixels. The non-negative
weights of each such edge are represented by an affinity ma-
trix W , with only non-negative entries and of full rank. A
Normalised Cut is then defined as the non-trivial partition-
ing of the graph G into disjoint subsets A and B such that
the criterion
Ncut =
cut(A, V )
assoc(A, V )
+
cut(B, V )
assoc(B, V )
(35)
is minimised. Here A ∪ B = V , A ∩ B = ∅ and the nor-
malizing term is defined as assoc(A, V ) =
∑
i∈A,j∈V wij .
It is shown in [28] that a continuous underestimator of the
(minimal) Normalized Cut can be efficiently computed as
the second smallest eigenvalue of the generalised eigensys-
tem
Lv = λDv, (36)
where L denotes the discrete Laplacian of the adjacency
matrix W of the image and D is a diagonal matrix of the
weighted graph order.
The implicit form of the NCut layer, defining the rela-
tionship between the resulting cut and the graph affinity, is
obtained directly by rewriting (36) as
F :
{
(L− λ2D)v2 = 0.
vT2 v2 − 1 = 0,
(37)
Here λ2 and v2 denotes the second smallest generalised eigen-
value and corresponding eigenvector of (36).
5.2.1 Experiments - NCut Layers
The Normalised Cuts method is a graph theoretic formula-
tion that aims to partition an image based on some measure
of similarity between pixels (vertices) such that similar pix-
els are grouped together and dissimilar ones may be sepa-
rated. This similarity measure is typically handcrafted, [21,
33]. To evaluate the implicit Ncut layer we instead aim to
learn this similarity metric from training data. The proposed
implicit framework permits us to do so in an end-to-end
fashion. We design a prototypical neural network with the
NCut layer and compare it with the classical, non-learning
based Normalised Cut method [28], as shown in figure 4.
We evaluate this pipeline on the HazySky dataset [30]
which contains 500 natural images with ground truth sky/non-
sky segmentation mask. Training data consists of 400 ran-
domly sampled images with the rest for testing data. Mea-
sured by the Intersection over Union (IOU) score, the accu-
racy of the learning based pipeline converges to just over85%.
By comparison, the non-learning based NCut method only
achieves an IOU score of about 70%. See figure 5.
5.3 Level Set Layers for Shape Inference
Next we demonstrate how Level Sets, an established tool
for numerical analysis of surfaces and shapes can be incor-
porated into current deep learning frameworks through an
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Fig. 4: Image segmentation pipeline. The solid branch rep-
resents an end-to-end trainable pipeline. It has an implicit
NCut layer to decompose the Laplacian L, which is con-
structed based on learned features. In contrast, the standard
non-learning NCut method (the dashed branch) construct the
Laplacian based on handcrafted features.
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Fig. 5: Convergence curve of the image segmentation
pipeline. The left panel plots the convergence of loss as
training for the learning based branch. The right panel com-
pares the IOU scores of the learning based and standard
method.
implicit formulation. We evaluate this approach on the task
of inferring object 3D shapes from a single image. Repre-
senting shapes in end-to-end trainable neural networks has
proven to be challenging task. A majority of existing learning-
based approaches involving shapes or structures relying on
either voxel occupancy [6, 10, 26, 27], sparse point clouds
[9,25] or explicit shape parameterisation [18]. Each of these
representations comes with its own advantages and disad-
vantages, in particular for the application of shape inference
in a learning framework. Recent work [22, 24] has instead
argued that Level Sets constitute a more appropriate choice
for the task of learned shape inference.
The Level Set method for representing moving inter-
faces was proposed independently by [23] and [8]. This method
defines a time dependent orientable surface Γ (t) implicitly
as the zero iso-contour, or level set, of a higher dimensional
auxiliary scalar function, called the level set function or em-
bedding function, φ(x, t) : Ω × R 7→ R, as,
Γ (t) = {x : φ(x, t) = 0} , (38)
with the convention that φ(x, t) is positive on the interior
and negative on the exterior of Γ . The underlying idea of the
level set method is to capture the motion of the iso-surface
through the manipulation of the level set function φ.
However, owing to this implicit definition of shape, ex-
isting deep learning frameworks can not incorporate this rep-
resentation straightforwardly. Instead, the inference is either
carried out on the embedding function φ [24] directly, rather
than on the shape itself, thus resulting in suboptimal recon-
structions, or by approximating metrics on the iso-surfaces
of φ [22].
In this section we will show how the level set represen-
tations can be included exactly using implicit layers. Again,
the aim here is not provide an exhaustive study of implicit
representations of shape but rather to demonstrate the appli-
cability of our proposed framework.
The definition of the implicit layer that realises (38) is
provided directly from its definition as 0 = φ(x). However,
here the input to this layer is a discrete representation of the
embedding function φ and Theorem. 1 assumes a continu-
ous function F . This can be accomplished by constructing
a continuous surrogate of φ and using this to represent the
desired implicit layer. We define
0 = φtri(y
(k+1); y(k)) (39)
as our implicit layer representation of (38). Here φtri·; y(k)
denotes the tri-linear interpolation of y(k) at y(k+1).
The forward pass through this layer can be obtained by
any iso-surface extraction algorithm, see [13]. In this setup
we use standard marching cubes [19].
5.3.1 Experiments - Level Set Layers
To evaluate this formulation we followed the implementa-
tion details provided in [10] and [22] as closely as possible
with respect to preprocessing, image rendering and evalua-
tion. Our network was evaluated with the proposed formu-
lation on 8,000 3D models from four different categories
(’cars’, ’chairs’, ’bottles’ and ’sofas’) in the ShapeNet dataset
[5]. The results, using a 323 resolution, are shown in figure
6 and table 1. These results are comparable to, if not better
than, those reported in [22]. Again the results are achieved
with no dedicated implementation of the backward pass.
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Fig. 6: Shape inference from a single image. Ground-truth
(left), input image (second column), level sets (third col-
umn), and voxels (right).
IoU Chamfer
Category Voxels Level Sets Voxels Level Sets
Car 0.814 0.868 0.063 0.036
Chair 0.100 0.568 0.083 0.089
Bottle 0.659 0.782 0.067 0.050
Sofa 0.680 0.737 0.071 0.056
Table 1: Average test errors using voxels and level sets rep-
resentations.
5.4 General argmin Layers - Graph Matching
As a final example we demonstrate how a general, non-linear,
non-convex, constrained optimization problem can be at-
tained through an implicit layer representation. The task we
substantiate here is that of Graph Matching. This refers to
the task of establishing correspondence between the nodes
of two graphs based on similarity between nodes and edges.
Incorporating graph matching into an end-to-end trainable
neural network was first proposed in [34]. The solution pro-
posed therein relied on approximate, fixed iteration algo-
rithms for solving the forward and backward pass through
its graph matching layer. We here show what we believe is a
more efficient and elegant procedure for the same task.
Graph matching is a fundamental combinatorial optimi-
sation problems with a broad class of applications in vision.
It is usually formulated as a Quadratic Assignment Problem
(QAP) [3], in which exists an affinity matrixM that encodes
unary (node-to-node) similarity and pairwise (edge-to-edge)
similarity between the two graphs.
We use notations similar to what appeared in [34] to
formulate graph matching as a QAP. Formally, given two
graphs G1 = (V1, E1) and G2 = (V2, E2), with |V1| = n
and |V2| = m, let y ∈ {0, 1}nm be an indicator vector such
that via = 1 if i ∈ V1 is matched to a ∈ V2 and 0 otherwise.
We build an affinity matrix M ∈ Rnm×nm such that Mia;jb
measures the similarity between edge (i, j) ∈ E1 and edge
(a, b) ∈ E2, and the diagonal entries of M measures node-
to-node similarity. The optimal assignment y∗ is obtained by
solving the following QAP
argmax
y
yTMy,
s.t. Cy = 1, C ∈ {0, 1}, y ∈ {0, 1},
(40)
where the binary matrixC encodes one-to-one mapping con-
straints. General QAP problems are known to be NP-hard,
so instead approximate solutions are typically considered for
this class of problems.
In this section we will study two different relaxed ver-
sions of (40). Firstly, the non-convex Quadratic Constrained
Quadratic Programming (QCQP) problem obtained by drop-
ping the constraint Cy = 1 altogether and relaxing the bi-
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nary constraint y ∈ {0, 1} to ||y||2 = 1:
argmax
y
yTMy,
s.t. ‖y‖2 = 1.
(41)
Even though (41) is a nonconvex problem there exist ef-
ficient solvers for finding the global minima of (41), and
for this relaxation we use the Spectral Matching (SM) al-
gorithm [7].
The implicit form of a graph matching layer is given by
the KKT-conditions of (41)
F :
{
My + λIy = 0
yT y − 1 = 0. (42)
Our proposed implicit layer solves (41) directly using SM
algorithm followed by a bistochastic rounding to enforce the
constraints Cy = 1 and y ∈ {0, 1}. This constitutes the
forward pass of the QCQP relaxed graph matching layer.
The backward pass is then obtained by applying section 4 to
the above implicit form.
The method proposed in [34] was also based on the
above relaxation. However, the authors did not solve (41) us-
ing standard SM but instead by carrying out a fixed number
of Power Iterations (PI). As this approach is not guaranteed
to solve (41) globally and owing to the potentially known
poor convergence rate of PI, the overall performance of this
algorithm is unclear.
A tighter relaxation of (40) is given by only relaxing the
binary constraints on y to ||y||2 = 1, yielding the following
non-convex, constrained problem
argmax
y
yTMy
yT y
,
s.t. Cy = 1, y ≥ 0.
(43)
As with the previous relaxation, despite not being a convex
problem, the above problem can also be solved efficiently
with global optimality. Here we use the Spectral Matching
with Affine Constraints (SMAC) algorithm from [7]. The
backward pass is obtained through the implicit formulation
of (43), which is given by
F :

2
My∗y∗T y∗ − y∗TMy∗Iy∗
(y∗T y∗)2
+ CTλ∗ − Iν∗ = 0,
Cy∗ − 1 = 0,
D(ν∗)Iy∗ = 0
(44)
This aproach guarantees doubly-stochastic output and ex-
hibits better robustness against noise and outliers [35]. Note
that the above relaxation cannot be solved using the ap-
proach of [34]. We in addition point out that the automatic
differentiation feature of implicit layers, as described in Sec-
tion 4.3, obviates the necessity of deriving symbolic expres-
sions of derivatives for such a complex system of functions
as (44), thus greatly simplifies actually implementations.
5.4.1 Evaluation on Graph Matching
We end this showcase with an experiment on the CUB-200-
2011 dataset [31]. The dataset contains 11,788 images of
200 bird species, with a total of 15 semantic landmarks an-
notated by pixel location and visibility indicator. A neural
network is introduced to perform graph matching in order
to establish an assignment that matches landmarks of the
source image to those of the target image, see figure 8. Since
the purpose of this experiment is to verify the prototype of
implicit layer rather than to show a comprehensive compe-
tition with other works, we simplify the task to operate on a
subset of the CUB-200-2011 dataset that was built by [15],
which contains 5,000 images pairs with more than 50,000
ground truth matches. Training dataset and test dataset are
set at a ratio of 9:1. We match fixed 8 randomly selected
landmarks across images instead of matching up to 15 land-
marks to avoid dealing with invisible landmarks.
We build on the network designed by [34]. As shown in
figure 7, the pipeline takes input a pair of images and for
each image it constructs a graph (by e.g., Delaunay trian-
gulation, or fully connecting the nodes) with the landmarks
as the nodes of the graph. At the same time, a CNN back-
bone (e.g., VGG-16 [29]) extracts for the landmarks high-
level features, denoted as F and U in figure 7. F and U
are respectively used to compute node-to-node affinities and
edge-to-edge affinities, and subsequently construct an affin-
ity matrix M . At this point the pipeline diverges into three
branches. The upper dashed line branch represents the orig-
inal pipeline in [34], in which the QCQP problem (41) is
solved by the PI algorithm. The branch in the middle rep-
resents using an SM layer to solve (41). The bottom branch
represents using an SMAC layer to solve (41). Note that the
output of the SMAC layer is directly doubly-stochastic as-
signment vector.
The learning curves are plotted in figure 9. The accuracy
metric is defined as the Percentage of Correct Keypoints
(PCK) [32], by which a match is considered correct if the
predicted location is within α
√
w2 + h2 from the ground
truth (w and h are the width and height of the image, re-
spectively, and we set α = 0.1 throughout the experiment).
It is observed that the implicit layers converge at higher rates
than the PI method.
Figure 8 shows qualitative results of the pipeline that
uses an SMAC layer.
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Fig. 7: Graph matching network. The VGG-16 extracts high level landmark features (F1, F2, U1, U2) to compute the affinity
matrix M . The upper, middle, and bottom branchs represent solving some relaxed QAP problem with the PI method, the SM
layer, and the SMAC layer, respectively. The Bi-stochastic layer produces a doubly-stochastic confidence map (C in (43)).
The voting layer converts a confidence map to predicted placement d (refer to [34] for more details).
Fig. 8: Qualitative results of the pipeline with an SMAC
layer. Landmarks are color coded. The source image is on
the left, the target image with predicted landmarks is in the
middle, and on the right is the target image with ground truth
landmarks.
6 Conclusion
In this paper we have presented a general treatment of im-
plicitly defined layers in feedforward neural networks. The
proposed framework, which fits in seamlessly with exist-
ing explicit formulations, provides a provably richer class of
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Fig. 9: PCK against training iterations. PI = k represents
the PI method with k iterations.
end-to-end trainable neural network architectures. We also
showed how this framework can be directly incorporated
into current automatic differentiation techniques for use in
backpropagation based training. This feature greatly improves
the ease-of-use of implicit layers by eliminating the need for
any additional, problem-specific manual implementation of
the backward pass. The generality and applicability of im-
plicitly defined layers was demonstrated on a number of di-
verse example problems with very convincing results.
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