Abstract. In this paper we prove the existence and uniqueness of solutions to an inverse problem of a time-dependent Ginzburg-Landau model for superconductivity in the case of integral overdetermination.
Introduction
We shall study the following Ginzburg-Landau equations for superconductivity: Here Ω ⊆ R 2 is a bounded domain with smooth boundary ∂Ω , n is the unit outward normal vector of ∂Ω; ψ ∈ C, A ∈ R 2 and φ ∈ R denote the order parameter, the magnetic potential and the electric potential, respectively; H := f (t)h(x,t) is the applied magnetic field where the vector h(x,t) ∈ R 2 is known in advance, while the unknown scalar coefficient f ∈ R is sought (here we may interpret h as the applied magnetic field, while f is just the scalar coefficient.); η and k are the Ginzburg-Landau positive constants; i = √ −1,ψ denotes the complex conjugate of ψ, Reψ = (ψ +ψ)/2, |ψ| 2 = ψψ is the density of superconducting carriers, T is a given positive number. w(x) ∈ R 2 and g(t) ∈ R are known functions. In (1.1)-(1.5), the unknown functions are ψ,A,φ and f (t).
For the reader's convenience, we give the definition of a curl operator:
when A ∈ R 2 and φ ∈ R in a two dimensional domain. It is well-known that the Ginzburg-Landau equations are gauge invariant, that is, if (ψ,A,φ) is a solution of (1.1)-(1.4), then there exists a function χ such that (ψe ikχ ,A + ∇χ,φ − χ t ) is also a solution of (1.1)-(1.4). So, in order to obtain the wellposedness of the problem, we need to impose the gauge condition. From the physical point of view, one usually has three types of the gauge condition: 
(Ω) in the two dimensional case, and Fan [5] showed the existence and uniqueness of global weak solutions and the existence of the maximal and exponential attractors with 
(Ω) in the case of Coulomb gauge or Lorentz gauge, which answers an open problem in [11] .
In this paper, our aim is to study the nonlinear inverse problem which consists of finding a set of the functions {ψ,A,φ,f} satisfying (1.1)-(1.5) which is related to the optimal control problem studied by Z.M.Chen and K.H.Hoffmann [3] . However, to our best knowledge, there is no article in the literature which investigates inverse problems of (1.1)-(1.5). We shall use the contraction mapping principle to prove our result, Theorem 1.3. The difficulty in the proof is to show that the nonlinear operator maps a bounded closed convex set into itself in a suitable space, and thus, this requires that T must be small enough. Unfortunately, we are not able to give an existence result with large T for general data here.
To study the inverse problem of (1.1)-(1.5), we assume throughout this paper that
First, we state an existence and uniqueness result to the direct problem (1.1)-(1.4).
Theorem 1.1. Let (H1)-(H2) be satisfied and f (t) ∈ L 2 (0,T ). Then, for the Coulomb gauge, there exists a unique solution
, the existence is proved in [11] , while the uniqueness is obtained in [7] . Hence, the proof of Theorem 1.1 is omitted here. Next, we derive necessary a priori estimates and give a stability result with respect to f (t) which will be used in the proof of the main result in Section 3.
Based on Theorem 1.1, we can define the nonlinear operator
acting in accordance with the rule
where (ψ,A) has been already found as the unique solution of the system (1.1)-(1.4).
We proceed to study the operator equation of the second kind over the space L 2 (0,T ) :
An interrelation between the inverse problem (1.1)-(1.5) and the nonlinear equation (1.6) from the viewpoint of their solvability is revealed in the following assertion. Proof. The proof is the same as that of [9, pp.257-259] , however, for the reader's convenience, we present the proof.
We first prove the if part. Let the inverse problem (1.1)-(1.5) possess a solution, say {ψ,A,φ,f}. Now multiplying (1.2) by w and integrating by parts we arrive at
using (H3) we know that
(1.9)
Inserting (1.8)(1.9) into (1.7) and using (1.5) we conclude that f solves the equation (1.6).
We prove the only if part. We suppose that equation (1.6) possesses a solution, say f ∈ L 2 (0,T ). By Theorem 1.1 on the unique solvability of the direct problem we are able to recover {ψ,A,φ} as the solution of (1.1)-(1.4) associated with f , so that it remains to be shown that the function A satisfies the overdetermination condition (1.5), which follows from (1.6)(1.7) (1.8)(1.9) immediately. This provides support for the view that {ψ,A,φ,f} is just a solution of the inverse problem (1.1)-(1.5). Remark 1.2. In [9] , the condition of integral overdetermination is given by
(1.10) 
and R is a positive constant determined in Lemma 3.1 in Section 3. In Section 2, we give some preliminaries to the proof of Theorem 1.3 which is given in Section 3.
Preliminaries
In this section we derive necessary estimates which are needed in the proof of Theorem 1.3. Lemma 2.1.
1)

|ψ| ≤ 1 in Ω× (0,T ). (2.2)
Proof. Multiplying (1.1) byψ and integrating over Ω × (0,T ), and then taking the real part on both sides of the resulting equation, we obtain (2.1). The proof of (2.2) can be found in [1, 2, 10, 4] .
In the proof of the following lemmas, we will repeatedly use the following inequality [8] :
(Ω) and integrating by parts, we have
Integration of the above inequality gives (2.4).
The following lemma gives an estimate on ∇φ and can be found in [6] .
In the calculations follow, the following Gagliardo-Nirenberg inequalities will frequently be used:
We proceed to derive bounds on derivatives of ψ.
Lemma 2.4. There exist positive constants C 4 and C
Proof. Multiplying (1.1) by − ψ in L 2 and integrating by parts, taking then the real part, we find that
which gives
Applying Gronwall's inequality to the above inequality, one infers
which leads to (2.10). Integrating (2.12) over (0,T ), we obtain (2.11). This completes the proof.
The following lemma is concerned with the continuous dependence of solutions on data and will be used in the proof of the contraction property of the operator B. 
Proof. From (2.5) and (2.6), we get
On the other hand, from (1.1) and (1.2), it follows that
Using (2.8) and (2.9), one easily gets (2.13) from (2.14)-(2.16).
Proof of Theorem 1.3
With the help of the estimates in Section 2, we are able to complete the proof of Theorem 1.3 in this section. We begin with the following lemma: Proof.
This proves the lemma. Proof. Let f 1 and f 2 ∈ D, and (ψ i ,A i ,φ i ) (i = 1,2) be the unique solution to the problem (1.1)-(1.4) with f replaced by f 1 and f 2 , respectively. From (2.13) and Lemma 3.1, we find that
which leads to
By virtue of induction on k, the inequality (3.2) implies 
