

















































して一様ランダム選択を用いた場合，ほとんどのケース (出次数K がK > 1，かつ，裏切者
が協力者から得る利得 tが t = 1:8のケース以外)で，切断相手選択としてC  Dリンク切断
を用いた動的ネットワークとD  Dリンク切断を用いた動的ネットワークは静的なランダ
ム・ネットワークよりも協力の進化を促進する； (1-2)大規模集団上の動的ネットワークにお
いて接続相手選択として一様ランダム選択を用いた場合，ほとんどのケース (K = 1のケー
ス，もしくは，K = 2; t = 1:8のケース以外)で，切断相手選択として C  Dリンク切断を
用いた動的ネットワークは，D  Dリンク切断を用いた動的ネットワークよりも協力の進化
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第1章 はじめに



















oner’s Dilemma game： PD)を用いて議論されている．囚人のジレンマ・ゲームとは，2者間

































2. 直接互恵 ([36], [3])：同一の対戦相手と繰り返し何度も囚人のジレンマ・ゲームを行う
状況を仮定し，対戦相手の過去の行動履歴を用いて条件付きで協力をすることにより機
能するメカニズム

















































動選択の様式も Imitation Maxではなく，クールノー学習に突然変異 (ランダムネス)を導入したものである．
8ここで擬似囚人のジレンマ・ゲームと書いたのは，この研究で用いられてきたゲームが厳密には囚人のジレ
ンマ・ゲームではないからである．一方のプレイヤーが選んだ戦略を X，もう一方のプレイヤーが選んだ戦略を
Y としたときに前者が得る利得を P (X;Y )とすると，囚人のジレンマ・ゲームとは，以下の 2つを満たす 2 2
ゲームである： (1) P (D;C) > P (C;C) > P (D;D) > P (C;D)； (2) 2P (C;C) > P (C;D) +P (D;C)．一方，
疑似囚人のジレンマ・ゲームは P (D;D) = P (C;D)となっている点で囚人のジレンマ・ゲームとは異なる．
3


























に従う構造を持つネットワークのことである．つまり，次数 k を持つネットワーク内でのノードの割合を P (k)








時点での次数に比例する．つまり，既存ノード iがその時点で持つ次数を ki としたとき，新しく追加されたノー
ドがそのノードとの間にリンクを作る確率 p(ki)は，p(ki) = ki=jkj となる．
12より具体的には，次数 kx と利得 (x)を持つエージェント xが次数 ky と利得 (y)を持つ隣人ｙを選んだ
とすると，このとき xが来期 y の行動を模倣する確率W (x; y)は，W (x; y) = ((y) (x))=fmaxfkx; kyg 




















































































































相手選択の申請フェーズ (45秒)と承諾フェーズ (30秒)の 2つから成る．












































































































験を行った [39][33]がある．これら 2つの研究ではそれぞれ，表 2.1で書かれたアルゴリズム
に従い各人は隣人選択を行うと想定した．その結果，これらの研究ではどちらも，隣人選択



































































的には，我々は，各セッションの開始時各被験者 iに外生的にパラメータ Piを与え，この Pi
によりコンピュータに毎期の被験者 iの行動をランダムに選ばせた．5ここで，Piは，毎期被









































いて，各被験者 iにはランダムにパラメータ Piが割り当てられた．なお，各被験者 iの Piの
値は以下のようにして決定された．
 18人中，6人の被験者に Piとして 0.25が割り当てられた．
 18人中，6人の被験者に Piとして 0.50が割り当てられた．
 18人中，6人の被験者に Piとして 0.75が割り当てられた．
Step 1. 行動選択 各被験者 iは自身のネットワーク上の隣人全員と囚人のジレンマ・ゲーム
を行う．しかし，その行動は，以下からコンピュータによりランダムに選ばれる．
 確率 Piで，自身の隣人全員に行動 Cを取る．
 確率 1  Piで，自身の隣人全員に行動 Dを取る．





Step 3. 隣人選択 各被験者は自身の隣人を選択する．隣人選択は以下の 2つの Substepから
なる (図 2.1)．
























i , j C D
C 3 , 3 0 , 4
D 4 , 0 1 , 1
i; j はそれぞれ，行と列のプレイヤーである．
たとえば，もし iと j がそれぞれ C と D を選んだ

























被験者 ID X X X
現在の隣人の数 X X X
現 在 の 行 動
(C もしくは，D)
X X –
現在の得点 X X –










































続いて，ある被験者が行動X を選びその被験者の隣人の 1人が行動 Y を選んだときにそ
の被験者がその隣人とのリンクを切断する (X;Y = CorD)頻度を Prob[X   Y ]として，受






図 2.2は，受動リンクと非受動リンクのそれぞれにおいて，Prob[C   C] < Prob[D   C],
Prob[D   C] < Prob[D  D], Prob[D  D] < Prob[C  D]が成り立っていることを示して
いる．但し，受動リンクと非受動リンクのそれぞれにおいて，Prob[D   C]と Prob[D  D]
の差と Prob[D D]と Prob[C  D]の差は有意であったが，Prob[C  C]と Prob[D C]の
差は有意ではなかった ( = 0:01でのライアンの方法)．9
図 2.2: 行動選択に基づく切断相手の選択
横軸はリンクの種類である．ここで，X   Y リンクとは，そのリンク上で，対象となる被験者が行動 Xを取り，
その隣人が行動 Yを取っているリンクのことである (X;Y = C orD)．縦軸のは，X   Y リンクが切断される頻
度であり，青と赤はそれぞれ，受動リンクと能動リンクでの切断頻度を示している．
なお，動的ネットワーク上の囚人のジレンマ・ゲームに関する過去の被験者実験研究での
隣人選択のアルゴリズムでは，[39]と [33]はそれぞれ，Prob[D D] > Prob[C  D] = 0と





ソンの 2 乗検定を行ったところ，それぞれの結果は 2 = 499:768994; 1469:741833となり，どちらも  = 0:01
で有意であった．また， = 0:01でのライアンの方法での C Dと C C，C DとD C，D Dと C C，
D DとD C，D C と C C のRDはそれぞれ，受動リンクで 0.03633, 0.03428, 0.03940, 0.03591, 0.03909，







た 1セッション辺りの隣人の数は 17名なので，ある被験者の接続相手選択の『候補者』は 0
名から 17名であった．また，加えて，1セッションに参加した被験者の数は 18人であり，分
析に用いたデータは 8セッション 20期分であった．すると，分析に用いることができる『候






















という同様の結果が自由度 1のピアソンの 2乗検定により  = 0:01の有意差がある形で示された (接続相手選択を







んだ相手を選択する」に最もよく似ている (表 2.5)．この意味で，我々の第 1の結果は，[33]
の切断相手選択アルゴリズムの想定が動的ネットワーク上の囚人のジレンマ・ゲームでの人間
行動の理論的モデルを構成する上で妥当であることを示している．しかしながら，この [33]
の想定と我々の第 1の結果には違いがある．[33]は Prob[D D] = Prob[C  D]と想定した
が，我々の第 1の結果は，Prob[C  D] > Prob[D  D]ということを示している．
表 2.5: 切断相手選択に関しての先行研究で想定されたアルゴリズムと本実験の結果





Tanimoto (2007) [33] Dを選んだ相手を選択 and


























































1-2. ほとんどのケース (K = 1のケース，もしくは，K = 2; t = 1:8のケース以外)で，
切断相手選択としてC  Dリンク切断を用いた動的ネットワークは，D Dリン
ク切断を用いた動的ネットワークよりも協力の進化を促進する．












































時点での次数に比例する．つまり，既存ノード iがその時点で持つ次数を ki としたとき，新しく追加されたノー



































課題の一つである．ちなみに，ある人が 1日 16時間起きていたとして，その起きている間の 1時間が計算機実
験上での 1期が対応すると仮定すると，計算機実験上での 10万期は現実世界での 17-18年に対応する．
8以降で述べるように，動的ネットワークにおける隣人選択の切断頻度 P の値は，[39]でのデフォルトの切断
頻度に倣い，P = 0:01とした．また，これ以外の値の切断頻度での結果については，付録 Jを参照していただき
たい．
23
1. 大規模集団において，C  Dリンク切断という切断相手選択の様式は，D  Dリンク
切断や静的なランダム・ネットワークよりも協力の進化を促進するか？
表 3.1: ネットワーク間比較 1： static vs. CDRandom vs. DDRandom
ネットワーク名 リンク切断 リンク接続
static 静的なランダム・ネットワーク (切断・接続なし)
CDRandom C  Dリンク切断 (切断頻度 P = 0:01)
集団全体から一様ランダムに選択




表 3.2: ネットワーク間比較 2： CDRandom vs. CDPreferential
ネットワーク名 リンク切断 リンク接続
CDRandom
C  Dリンク切断 (切断頻度 P = 0:01) 集団全体から一様ランダムに選択
CDPreferential 集団全体から隣人数に比例した確率で選択


















































Step 3. 隣人選択 static以外のネットワークでは，各エージェントは自身の隣人を選択する．
隣人選択は以下の 2つのサブステップからなる．
Substep 3-1. 切断相手選択 各エージェントは現在の自分の隣人の中からリンクを切断した
い相手を選び，確率的にリンクを切断する．リンクの切断確率は，動的ネットワークの種類
とリンクの種類により，以下のように異なる．
(1) CDRandom, CDPreferential：毎期，協力者は自分が持つ能動の C  Dリンク，受動の
C  Dリンク (D   C リンク)，双方向の C  Dリンクをそれぞれ，確率 P，P  R，
P で切断する．
(2) DDRandom：毎期，裏切者は自分が持つ能動のD  Dリンク，受動のD  Dリンク，
双方向のD  Dリンクをそれぞれ，確率 P，P R，P で切断する．
ここで，能動リンク (能動のC DリンクorD Dリンク)を切断する平均確率Pと，能動リンク
を切断する確率と受動リンクを切断する確率の比Rはそれぞれ，P = 0:01，R = 0:850211493
とした．14
表 3.3: 実験で使用された利得表
i , j C D
C 1.0 , 1.0 0.0 , t
D t , 0.0 0.1, 0.1
i; j はそれぞれ，行と列のプレイヤーである．
たとえば，もし iと j がそれぞれ C と D を選んだ
























各試行で，上記の 3ステップを 1期として，staticでは 1万 1000期，それ以外のネットワー
クでは定常状態 (もしくは協力率が 0)に達するまで各期を繰り返した．そして，各試行の最
終的な協力率を以下の形で求めた．15
 static： 1万期 1期から 1万 1000期の平均協力率を使用．





1. 大規模集団上の CDRandomと DDRandomの両動的ネットワークと静的な staticが協力
の進化を促進する度合いの順番は以下のようになる．
1-1. ほとんどのケース (出次数K がK = 1，かつ，裏切者が協力者から得る利得 tが
t = 1:8のケース以外)で，CDRandomとDDRandomの両動的ネットワークは static
よりも協力の進化を促進する．
1-2. ほとんどのケース (K = 1のケース，もしくは，K = 2; t = 1:8のケース以外)で，
CDRandomは DDRandomよりも協力の進化を促進する．
果，非受動リンクの切断頻度は受動リンクの切断頻度より高かった．そのため，本章の計算機実験では，両者の
切断頻度の比である R = 0:850211493をパラメータとして用い，非受動リンクの切断頻度を P で与え，受動リン









3.3.1 ネットワーク間比較 1： static vs. CDRandom vs. DDRandom
最終的な協力率と協力率の時系列
前述したようにまず，static, CDRandom, DDRandomの 3種類のネットワークについて，各






にくい t = 1:8においても，両動的ネットワーク (CDRandomと DDRandom)は最終的な協力
率を 0.8以上まで高めることが可能である」ということもわかる．続いて，staticとそれ以外の
動的ネットワーク 2つを比較すると，K = 1では両者に大きな違いはない 19が，K > 1では，
両動的ネットワークは常に staticより最終的な協力率が高いことがわかる．また，CDRandom




この点を調査するため，K = 1; 2; :::; 16, t = 1:2; 1:4; 1:6; 1:8の各条件での時系列を調査した．
典型的な時系列のパターンの例を示したのが図 3.2(a), 3.3.2(b), 3.3.2(c)である．20図 3.2(a)は，
K = 1; t = 1:2のある試行での時系列であり，これは，K = 1，もしくは，K = 2; t = 1:8で見ら
れる最も典型的な時系列のパターンである．また，図3.2(b), 3.3.2(c)はそれぞれ，K = 4; t = 1:8









した．しかし，そうしたことが起きるのは非常に稀であり，そのような挙動を示した試行は，全 164100 = 6400
試行 (K = 1; 2; :::; 16, t = 1:2; 1:4; 1:6; 1:8の組み合わせである全 16 4条件で各 100試行)中，4試行のみであっ
た．
28
(a) t = 1:2 (b) t = 1:4
(c) t = 1:6 (d) t = 1:8





















協力率が 0:4  0:6付近で緩慢な変化をするケースや，乱高下の下落時にそのまま協力率 0の
吸収状態に達するケースなど様々な振舞が観察されたが，最終的に到達する定常状態もしく
は吸収状態の協力率はほとんどのケースで 1未満だった．
以上の結果のうち，CD N/Wと DD N/Wでの比較に関する結果をまとめると，以下のよう
になる．
 K = 1，もしくは，K = 2; t = 1:8のケースでは，DD N/Wは CD N/Wより協力の進化
を促進．
 それ以外のケースでは，CD N/Wは DD N/Wより協力の進化を促進．
このような結果が生じた原因について考えると，その大きな原因の一つは以下だと考えら
れる．
 K = 1，もしくは，K = 2; t = 1:8のケースでは， CD N/Wは (0; 1)の範囲の協力率の
定常状態に達する．
 それ以外のケースでは，CD N/Wは協力率 1の定常状態に達する．
21後述するように，本研究では，定常状態を「行動とネットワーク構造の両方が変化しない状態」として定義




(a) K = 1，もしくは，K = 2; t = 1:8での典型
的な時系列
(b) K = 1，もしくは，K = 2; t = 1:8以外での
典型的な時系列 (1)
(c) K = 1，もしくは，K = 2; t = 1:8以外での
典型的な時系列 (2)
図 3.2: 比較 1における協力率の時系列の例
各図の横軸は期，縦軸は協力率である．




















(i) 集団のエージェント全員が C を選んだ状態
(ii) 集団のエージェント全員がDを選んだ状態
(iii) 集団の一部がCを選び残りがDを選んでいるが，C  Dリンクが集団内に 1本も存在
せず両者の相互作用が一切存在しない状態
実際これら 3つのケースでは，各エージェント iの隣人は全員エージェント iと同じ行動を
選択している．そのため Imitation Maxにより誰かの行動が変化することはありえない．また
これら 3つのケースでは，CDRandomにおいて隣人選択を生じさせるC  Dリンクが 1本も
存在しない．そのため，誰かが隣人を変更することでネットワーク構造が変化することもあ
りえない．以上から，これら 3ケースは CDRandomの定常状態であることがわかる．これら




証明 まず，上と同様の議論から「集団内に C  Dリンクが 1本も存在しない」状態は常に
CDRandomの定常状態であることがわかる．一方，「集団内にC  Dリンクが少なくとも 1本
存在する」状態では，C Dリンクを持った協力者は一定の確率でそのリンクを切断し隣人を
変更する．このため，「集団内にC  Dリンクが少なくとも 1本存在する」状態は CDRandom
の定常状態ではない．つまり，「集団内に C  Dリンクが少なくとも 1本存在する」状態で，
CDRandomの定常状態は存在しない．よって，このことから，集団が CDRandomの定常状態










定義 1 エージェント i 2 N の行動を Siとしたとき，以下の 2つの条件を共に満たす集団内
のエージェントの部分集合 CLA  N を，「行動Aのクラスター」と呼ぶ．
1. 8x; y 2 CLA; Sx = Sy = A 2 fC;Dg
2. CLAは連結である．
定義 2 以下の条件 3つ全てを満たす集団内のエージェントの部分集合ChA(k)  N を「エー
ジェント k 2 N から始まる行動Aのチェーン」と呼ぶ．24
1. k 2 ChA(k)
2. x 2 ChA(k)=fkg ) 9n 2 N; x = Imit(k)(n)
3. 8x 2 ChA(k); Sx = A 2 fC;Dg
ここで，Imit(k) : N ! N はエージェントkが Imitation Maxで行動を模倣する相手エージェン
トxを返す関数 25である．つまり，(k)と (k)をそれぞれ，kの得点と kの隣人の集合とした
とき，Imit(k)は Imit(k) = argmaxx2(k)[fkg (x)を意味する．また，Imit(k)(n) : N ! N
はエージェント kに関数 Imit(k)を n回 (n 2 N)使用することで得られる相手エージェント
yを返す関数であり，Imit(k)(1) = Imit(k)かつ Imit(k)(2) = Imit(Imit(k))である．
定義 3 以下の 2つの条件の両方を満たすエージェント k 2 N を local maximumと呼ぶ．
1. k = Imit(k)
2. 9m 2 (k); k = Imit(m)





1. k = Imit(k)
2. 8m 2 (k); k 6= Imit(m)
定義 5 クラスター (チェーン)内の得点が高いエージェントが行動を変化させることを，クラ
スター（チェーン）上部の崩壊と呼ぶ．
定義 6 集団全体の中で最大の得点を持つ協力者と裏切者をそれぞれ，Cリーダー ，Dリー
ダー と呼ぶ．また，一方，集団全体の中で最小の得点を持つ協力者と裏切者をそれぞれ，C
ボトム ，Dボトム と呼ぶ．
定義 7 以下の 2つの条件の両方を満たすエージェント k 2 N を local minimumと呼ぶ．
1. k 6= Imit(k)
2. 8m 2 (k); k 6= Imit(m)
次に，上で示された CDRandomを形成する集団内のサブグループがそれ単体で形成する定
常的なネットワーク構造 2種類をそれぞれ少しだけ変化させた場合を考え，元の定常的なネッ
トワーク構造の維持条件を議論する．より具体的にはまず，C リーダー を local maximum
とした鎖 ChC とDリーダー を local maximumとしたDのチェーン ChD を考える．つま
り， 2 ChC， 2 ChD である．そして，その部分集合となるサイズ 3のサブチェーンと
して，SubC(i0) = fi0; i1; i2g  ChC と，SubD(j0) = fj0; j1; j2g  ChD を考える．ここで，
i1 = Imit(i0); i2 = Imit(i1); j1 = Imit(j0); j2 = Imit(j1)である．また更に，サブチェーン




中で得点が高いエージェント (; i2; i1のいずれか，もしくは，; j2; j1 のいずれか)と
その外部のエージェント (pD，もしくは，pC)の間に C  Dリンクが形成された場合
ケース 2. クラスター下部に外部のエージェントが接続した場合：隣人選択によりチェーンの中






図 3.3: ケース 1
塗りつぶされた青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤
の線はそれぞれ C  C リンク，C  Dリンク,D Dリンクを表す．特に，点線は，点線のうち，どれか１つだ
け実際に存在していることを意味する．また，青 (赤)の円で囲まれた部分は，C リーダー を local maximumと
した鎖 ChC (D リーダー  を local maximumとした鎖 ChD)であり，水色の円 (ピンクの円)で囲まれた部分は
ChC (ChD)の上部である．
図 3.4: ケース 2
塗りつぶされた青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤
の線はそれぞれ C  C リンク，C  Dリンク,D Dリンクを表す．青 (赤)の円で囲まれた部分は，C リーダー
を local maximumとした鎖 ChC (D リーダー  を local maximumとした鎖 ChD)であり，水色の円 (ピンクの
円)で囲まれた部分は ChC (ChD)の上部である．
C のチェーン ChC = fi0; i1; i2; :::; gについて
ケース 1： C クラスター上部 fi1; i2; :::; gに外部のエージェントが直接接続した場合
まず，隣人選択により i2が pDにC D能動リンクを新たに接続した場合を考える．CDRan-
domにおいては，隣人選択は C  Dリンク切断によってのみ始まる．そのため，pD に接続
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次に，隣人選択により i2が pDにC  D受動リンクを新たに接続された場合を考える．上





最後に，非常に稀な状況ではあるが，隣人選択により，pD と i2 の両方が隣人選択により
同時に互いへの能動リンクを接続し，その結果，pDと i2の間に新たに双方向の C  Dリン
クが出来た場合を考える．この場合は，上述した 2つの状況を組み合わせた状況だと言える．
よって，隣人選択の前後で，i2側と pD側のどちらも得点に変化はない．
以上より，エージェント x の隣人選択以前の g 期の得点をそれぞれ g(x) としたとき，
g+1(i2) = g(i2)と g+1(pD) 2 fg(pD); g(pD) + tgとなることがわかる．
一方，Imitation Maxのアルゴリズムの定義より，明らかに以下が成り立つ．
命題 2
(a) g+1期において i2 = Imit(pD)ならば，隣人選択によりChC 外部の裏切者 pDと i2の
間にどんな C  Dリンクが形成されようと，ChC は維持され，i2は pD を協力者に変
え，自身の得点を+1だけ増加させる (図 3.5(a))．
(b) g + 1期において Imit(i2) = pDならば，pDは行動Dを維持し，i2を裏切者に変える．










図 3.5: 命題 2
青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤の線及び矢印は
それぞれ C   C リンク，C  D リンク, D  D リンクを表す．また矢印の向きがたとえば，エージェント Aか





ケース 2： C クラスター下部 fi0gに外部のエージェントが接続した場合
このケースでは，以下が成り立つ．
命題 3 隣人選択により i0と pDとの間にC Dリンクが形成されたとして，それ以降，C D
リンクが一切切断されず，かつ，g+1(i1) < g+1(pD)，g+1(i2) < tg+1(i0)+ 0:1とする．
このとき，最終的には，i0と i1は裏切者に変化する (図 3.6(a))．また一方，隣人選択により
i0と pDとの間にC  Dリンクが形成され，それ以降C  Dリンクが一切切断されず，かつ，
g+1(i1) < g+1(pD)，g+1(i2) > t g+1(i0) + 0:1とすると，i0は g + 1期で裏切者に変化
するが，i1は g + 2期以降でも協力者のままである (図 3.6(b))．
証明 まず，「pDが i0を裏切者に変えるかどうか」は，命題 2により決まる．ここでg+1(i1) <
g+1(pD)が成り立ち，i0が裏切者に変化したとすると，C  Cリンク 1つから協力者が得る
利得は 1なので，g+1期での隣人選択でC  Dリンクが一切切断されなければ，g+2(i0) =
t  g+1(i0) + 0:1，g+2(i1) = g+1(i1)   1となる．また，ここで，g+1(i2) = g+2(i2) <










(a) i1 が D になる場合
(b) i1 が D にならない場合
図 3.6: 命題 3
青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤の線及び矢印は
それぞれ C   C リンク，C  D リンク, D  D リンクを表す．また矢印の向きがたとえば，エージェント Aか







Dのチェーン ChD = fj0; j1; j2; :::; gについて
ケース 1： Dクラスター上部 fj1; j2; :::; gに外部のエージェントが直接接続した場合








次に，隣人選択により j2が pC に C  Dの受動リンクを新たに接続された場合を考える．
上と同様の理由により，この場合も j2に接続する前に pCがリンク切断をした相手も裏切者で
あるはずである．このことから，隣人選択以前と以降では pC の得点は変化しないと言える．
一方，j2は pC に接続されることによって所有する C  Dリンクの数が 1つ増えるが，この
リンクから pC が得る利得は tである．そのため，このケースでは，j2の得点は隣人選択以前
と以降で tだけ上昇する．
最後に，非常に稀な状況ではあるが，隣人選択により，pC と j2 の両方が隣人選択により
同時に互いへの能動リンクを接続し，その結果，pC と j2の間に新たに双方向の C  Dリン
クが出来た場合を考える．この場合は，上述した 2つの状況を組み合わせた状況だと言える．
よって，隣人選択の前後で，pC 側にも j2側にも得点の変化はない．
以上より，エージェント x の隣人選択以前の g 期の得点をそれぞれ g(x) としたとき，
g+1(pC) = g(pC)と g+1(pD) 2 fg(pD); g(pD) + tgとなることがわかる．
一方，命題 2と同様，Imitation Maxのアルゴリズムの定義より，明らかに以下が成り立つ．
命題 4
(a) g + 1期において，j2 = Imit(pC)ならば，隣人選択により ChD外部の協力者 pC と j2
の間にどんな C  Dリンクが形成されようと，ChDは維持され，j2は pC を裏切者に
変える．このとき，「j2の得点が増加するか減少するか」は形成された C  Dリンクの
種類とその形成方法に依存する．より具体的には，以下の形で決まる (図 3.7(a))．
 j2が pC に能動リンクを接続した場合には，j2の得点は (t  0:1)だけ増加する．
 j2が pC に受動リンクを接続された場合には，j2の得点は+0:1だけ増加する．
 pDと j2の両方が同時かつ相互に能動リンクを接続し，その結果，両者の間に双方
向リンクが形成された場合には，j2の得点は (t  0:1)だけ増加する．
(b) g+1期において，Imit(j2) = pCならば，隣人選択によって j2と pCの間にどんなC D
リンクが形成されようと，そのリンクの種類に関わらず，j2は協力者に変化し，j2の得点
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は隣人選択以前の得点に関わらず必ず 1になる．また，このとき，j2 = Imit(j1)を満た
す裏切者 j1が存在したとすると，j1の得点は得点 1の j2より高くなる．そして，それ以
降の挙動については，j2が元々模倣していた裏切者を j3としたときのg+1(j3)+(t 0:1)
と g+1(pC) + 1の大小関係により異なる (図 3.7(b))．
 g+1(j3) + (t  0:1)  g+1(pC) + 1ならば，j2が協力者のまま維持され，最終的
には，j2とDクラスターの間の C  Dリンクが切断される．
 g+1(j3) + (t  0:1)  g+1(pC) + 1ならば，j2が再度裏切者に戻る．そしてこの
ような振動が C  Dリンクが切断されるまで繰り返される．
(c) g + 1期において，j2 6= Imit(pC)，かつ，Imit(j2) 6= pC ならば，pC と j2はどちらも
現在の行動を維持し，最終的には，この C   Dリンクは再切断されることになる (図
3.7(c))．
なお，この結果は，j2に限らず，この不等式が成り立つすべての裏切者に成り立つ．
ケース 2： Dクラスター下部 fj0gに外部のエージェントが接続した場合
このケースでは，以下が成り立つ．
命題 5 隣人選択により j0と pCとの間にC Dリンクが形成されたとして，それ以降，C D
リンクが一切切断されず，かつ，g+1(j1) < g+1(PC)とする．このとき，g+ 1期において，
j0が協力者に変化する.そして，その後の挙動は j1と pC の上下関係によって異なる．しかし，
どちらにせよ，i1は g + 2期以降でも協力者のままである．
(a) g+1(j1) + (t  0:1) < g+1(PC) + 1ならば，j1と j0の間の C  Dリンクが切断され
るまでこの状態が維持される (図 3.8(a))．
(b) g+1(j1) + (t  0:1) > g+1(PC) + 1ならば，j0が再度裏切者に戻る．そしてこのよう
な振動が C  Dリンクが切断されるまで繰り返される (図 3.8(b))．
証明 まず，「pC が j0を協力者に変えるかどうか」は，上で述べた j2が C  Dリンクで pC
と繋がった場合と同様，命題 4により決まる．ここで g+1(j1) < g+1(pC)が成り立ち，j0が
協力者に変化したとすると，g + 1期での隣人選択でC  Dリンクが一切切断されなければ，
g+2(j0) = 1，g+2(j1) = g+1(j1) + (t   0:1)となる．よって，上の命題が成り立つことと
なる．
(証明終)





図 3.7: 命題 4
青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤の線及び矢印は
それぞれ C   C リンク，C  D リンク, D  D リンクを表す．また矢印の向きがたとえば，エージェント Aか











 クラスター上部 (; i2; i1; ; j2; j1)からのクラスター上部の直接崩壊：　 C(D)クラス
ター上部に，裏切者 (協力者)が直接繋がることで，クラスター上部が崩壊するケース．






 崩壊ケース 1: C クラスター上部の直接崩壊
 崩壊ケース 2: C クラスター上部の間接崩壊
 崩壊ケース 3: Dクラスター上部の直接崩壊
 崩壊ケース 4: Dクラスター上部の間接崩壊
ここで，ケース 1，2，3，4の崩壊が起きないための条件はそれぞれ，命題 2,3,4,5で述べられ
たものであり，特に，命題 5は，C  Dリンクが 1本しかない場合にはケース 4の崩壊はど
のような条件でも起きないことを示している．
そこで，命題 2,3,4,5の結果を合わせることで，以下のことが言える．
命題 6 互いに分離した C クラスターとDクラスターが存在し，各クラスターからそれぞれ
任意の協力者 i1，裏切者 j1を選び，i1 = Imit(i0)を満たす協力者 i0が存在したと仮定する．
また更に，i0と j1，もしくは，i1と j1の間のどちらかに C  Dリンクが 1本だけ存在する
と仮定する．このとき，i0，i1，j1が以下の 3つの条件全てを同時に満たすなら，新たなリン
ク切断・接続が行われるまで，両クラスターの上部は共存・維持される．
条件 1. g+ 1期で協力者 i1と裏切者 j1の間にC  Dリンクがあるならば，Imit(j1) 6= i1を満
たし，Dクラスター上部が直接崩壊しない．
条件 2. g+ 1期で協力者 i1と裏切者 j1の間にC  Dリンクがあるならば，Imit(i1) 6= j1を満
たし，C クラスター上部が直接崩壊しない．
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条件 3. g + 1期で協力者 i0 と裏切者 j1 の間に C   D リンクがあるならば，g+1(i2) > t 
g+1(i0) + 0:1を満たし，C クラスター上部が間接崩壊しない．
C クラスターとDクラスターの上部が共存・維持され続ける可能性が高い状況







性質 3. C  Dリンクを持つ協力者の得点が十分に低く，その協力者が裏切者になった場合の得
点の増加量が低い．
以下では，これらの性質について説明する．
まず性質 1.についてであるが，性質 1.は命題 6の条件 1.を満たした状況の特殊ケースであ
































このケースについて起きていることについて確認するためにK = 1; t = 1:8のある試行で
の時系列のCクラスターのネットワーク構造の変化を調べた．その結果が図 3.10である．図









4; t = 1:6のある試行での時系列のCクラスターのネットワーク構造の変化を調べた．その結
果が図 3.11である．最初の 5期の時点ではエージェント 2は，協力者の隣人を 1名持つのみで
ある．しかし，エージェント 2は時間をかけて，受動のC  Dリンクを切断し能動のC  D
リンクをC  Cリンクに交換することで得点を増加させ，816, 817期では，性質 1.を満たさ
なくなることで，その前の時点で裏切者だったエージェント 18を協力者に変えることに成功
している．こうしたプロセスにより，K > 2の CDRandomでは，初期の下落直後に協力率が
緩慢な変化をした後に再度上昇していくのだと考えられる．26
26なお，付録 Kでは，集団サイズが 100の小集団でのある試行を例にとり，CDRandomにおいて協力率 1の定
常状態に達するケースの時系列での行動とネットワーク構造のダイナミクスの全体を概観している．CDRandom
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3.3.2 ネットワーク間比較 2： CDRandom vs. CDPreferential
最終的な協力率と協力率の時系列
前述したようにまず，CDRandom, CDPreferentialの 2種類のネットワークについて，各パ
ラメータ設定 K = 1; 2; :::; 16及び t = 1:2; 1:4; 1:6; 1:8での最終的な協力率を比較した．図
3.12は，各 tでの出次数Kに対する最終的な協力率の 100試行平均である．この図を見ると，
CDRandomと CDPreferentialの協力率にはほとんど差がないのは明らかである．実際，各パ




この結果を調査するために，前節と同様，K = 1; 2; :::; 16, t = 1:2; 1:4; 1:6; 1:8の各条件で
の時系列を調査した．典型的な時系列のパターンの例を示したのが図 3.13(a), 3.13(b), 3.13(c)
である．図 3.13(a)は，K = 1; t = 1:2のある試行での時系列であり，K = 1，もしくは，
K = 2; t = 1:8で見られる最も典型的な時系列のパターンである．また，図 3.13(b), 3.13(c)は
それぞれ，K = 4; t = 1:8のある試行とK = 4; t = 1:6のある試行での時系列であり，K = 1，



































1. 大規模集団上の CDRandomと DDRandomの両動的ネットワークと静的な staticが協力
の進化を促進する度合いの順番は以下のようになる．
1-1. ほとんどのケース (出次数K がK = 1，かつ，裏切者が協力者から得る利得 tが
t = 1:8のケース以外)で，CDRandomとDDRandomの両動的ネットワークは static
よりも協力の進化を促進する．






































1. 大規模集団上の CDRandomと DDRandomの両動的ネットワークと静的な staticが協力
の進化を促進する度合いの順番は以下の通りである．
1-1. ほとんどのケース (出次数K がK = 1，かつ，裏切者が協力者から得る利得 tが
t = 1:8のケース以外)で，CDRandomとDDRandomの両動的ネットワークは static
よりも協力の進化を促進する．








図 3.8: 命題 5
青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤の線及び矢印は
それぞれ C   C リンク，C  D リンク, D  D リンクを表す．また矢印の向きがたとえば，エージェント Aか
らエージェント B へ矢印が引かれている場合，この矢印の向きはエージェント Aがエージェント B を行動選択
時に Imitation Maxで模倣していることを意味する．
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図 3.9: 命題 6
塗りつぶされた青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤
の線はそれぞれ C  C リンク，C  Dリンク,D Dリンクを表す．特に，点線は，点線のうち，どれか１つだ
け実際に存在していることを意味する．また，水色の円 (ピンクの円)で囲まれた部分は，C リーダー を local



























緑,赤の線及び矢印はそれぞれ C  C リンク，C  Dリンク,D Dリンクを表す．また矢印の向きがたとえば，


























































緑,赤の線及び矢印はそれぞれ C  C リンク，C  Dリンク,D Dリンクを表す．また矢印の向きがたとえば，























































(a) t = 1:2 (b) t = 1:4
(c) t = 1:6 (d) t = 1:8
図 3.12: 出次数 vs. 最終的な協力率の 100試行平均 (比較 2)
各図の横軸は出次数 K，縦軸は，最終的な協力率の 100試行平均である．
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(a) K = 1，もしくは，K = 2; t = 1:8での典型
的な時系列
(b) K = 1，もしくは，K = 2; t = 1:8以外での
典型的な時系列 (1)
(c) K = 1，もしくは，K = 2; t = 1:8以外での
典型的な時系列 (2)









図 3.14: CDPreferentialが最終的に形成するネットワーク構造の次数分布 (両対数グラフ)の試
行平均
各図の横軸は，各人が持つリンクの総数 (総次数)の対数を 10でとった値．また，縦軸は横軸の値のリンクの総























1-2. ほとんどのケース (K = 1のケース，もしくは，K = 2; t = 1:8のケース以外)で，
切断相手選択としてC  Dリンク切断を用いた動的ネットワークは，D Dリン
ク切断を用いた動的ネットワークよりも協力の進化を促進する．
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このように分類すると，[20]の 5つのメカニズムと [28]のタグメカニズムの合計 6つのメ
カニズムはそれぞれ以下のように分類可能である．まず，上で述べたように，1.血縁淘汰は
当然 I.に分類される．次に，2.直接互恵についてである．2.直接互恵は対戦相手が 1人の相

































図 B.2はリンク切断のコンピューター・インターフェースの上部 (図 B.1の第 1パーツ)で
ある．このパーツから被験者は，以下の自分自身に関する情報を参照することができる： (1)
被験者 ID； (2)現在の得点； (3)前回の行動； (4)P の値； (5)自身と能動リンク，もしくは，
双方向リンクで接続された隣人の被験者 ID．
図 B.2: リンク切断のコンピューター・インターフェースの上部
図 B.3はリンク切断のコンピューター・インターフェースの左下部 (図 B.1の第 2パーツ)
である．このパーツから被験者は，以下の自分の現在の隣人に関する情報を参照することが
できる： (1)被験者 ID； (2)現在の得点； (3)前回の行動； (4)現在の隣人の数．また更に，以











図 B.5はリンク接続のコンピューター・インターフェースの上部 (図 B.4の第 1パーツ)で
ある．このパーツから被験者は，以下の自分自身に関する情報を参照することができる： (1)




図 B.6はリンク接続のコンピューター・インターフェースの左下部 (図 B.4の第 2パーツ)
である．このパーツから被験者は，以下の自分の現在の隣人に関する情報を参照することが
できる： (1)被験者 ID； (2)現在の得点； (3)前回の行動； (4)現在の隣人の数．また更に，以
下の自分の隣人以外の人の情報を参照することができる： (1)被験者 ID； (2)現在の隣人の数．
図 B.6: リンク接続のコンピューター・インターフェースの左下部
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 6人の被験者に Piの値として 0:25が割当てられた.
 6人の被験者に Piの値として 0:5が割当てられた.
 6人の被験者に Piの値として 0:75が割当てられた.
ここで，Pi = 0:25; 0:5; 0:75の被験者をそれぞれ被験者 L;M;H と呼ぶことにする．
図 E.1は全 8セッションでの被験者X と Y (X;Y 2 L;M;H)の間にあるリンクの平均存在
確率の時間変化を表している．
図 E.1では，被験者H とH の間にあるリンクの平均存在確率 PHH が時間的に増加してい
るように見える．
そこで，時間的に PHH が増加しているかを確認するために，我々は 20期を，1期から 10
期までの第 1期間と 11期から 20期までの第 2期間の 2つに分割した．そして，この 2期間
の間で PHH の値を比較した．その結果，第 1期間での PHH は 0:205742であり，第 2期間で
の PHH は 0:237236であり，後者は前者より  = 0:01で有意に高かった (自由度 1のピアソ
ンの 2乗検定で 2 = 19:080635)．
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図 E.1: 被験者X と Y の間にあるリンクの平均存在確率の時間変化
縦軸は，全 8 セッションにおける被験者 L と L の間にあるリンクの平均存在確率 PLL，被験者 L と M の
間にあるリンクの平均存在確率 PLM，被験者 L と H の間にあるリンクの平均存在確率 PLH，被験者 M と
M の間にあるリンクの平均存在確率 PMM，被験者 M と H の間にあるリンクの平均存在確率 PMH，被験
者 H と H の間にあるリンクの平均存在確率 PHH である．横軸は，各セッションでの期である．これらは，
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図 E.2: 3種類の被験者 L;M;H のセッション最終期 (21期の最初)での平均次数分布











で被験者H (Pi = 0:75を持つ被験者)の比率を求め両者を比較することで，隣人の数と Piの
関係を調査した．隣人の多い群での被験者Hの比率は 0:407743であり，隣人の少ない群での
被験者H の比率は 0:222959で，前者の方が後者より  = 0:01で有意に値が高かった (自由











者の Pi も前回の行動も表示しない．このことは，被験者は自分の隣人以外の被験者の Pi を観察できないという
ことである．それゆえ，第 3の結果で確認された行動傾向 (接続相手として隣人が多い人を選択)は，皆が現在の










0.218826と 0.257378であり，後者の切断頻度は前者の切断頻度より  = 0:01で有意に高かっ












(1) K = 1; t = 1:8では，DDRandomの協力率は staticより有意に高く，かつ，staticの協力
率は CDRandomより有意に高い．
(2) K = 1; t = 1:8を除くそれ以外のK = 1のケースと，K = 2; t = 1:8では，DDRandom
の協力率は CDRandomより有意に高く，かつ，CDRandomの協力率は staticより有意
に高い．
(3) t = 1:4のK = 14; 15; 16, t = 1:6のK = 10; 11; 12; 13; 14, t = 1:8のK = 7; 8; 9; 10で，
staticの協力率はDDRandomより有意に高く，かつ，DDRandomの協力率はCDRandom
より有意に高い．
(4) t = 1:6のK = 15; 16, t = 1:8のK = 11; 12; 13; 14; 15; 16では，3種のネットワークは
全ての試行で協力率 1を取り，互いの間に差は一切ない．
(5) 上記の (1), (2), (3), (4)以外のケースでは，CDRandomの協力率は DDRandomより有意
に高く，かつ，DDRandomの協力率は staticより有意に高い．
この結果から，本文で述べた結果が検定により成り立たなかったケースは，(3)の t = 1:4の






(a2) CDRandomが協力率 0の定常状態に到達する一方で，staticと DDRandomが 0.02
未満の正の値の協力率を持つ定常状態に到達する試行













平均に試行平均に対する集団サイズの影響を調査する．そのために，K = 4; t = 1:6を例に




























図 I.1: 集団サイズ vs. 最終的な協力率の 100試行平均 (K = 4; t = 1:6)




本文の図 3.1 では，動的ネットワークである CDRandom と DDRandom の切断頻度 P を
P = 0:01として 100試行平均の最終的な協力率を出次数K の関数として調べ，その結果を
静的 networkである staticでの結果と比較した．その結果，以下の結果が得られた： (1)static,
CDRandom, DDRandomのどのネットワークでも K の値が中間程度のときに最も協力率が
高くなっており，協力が進化するためには K の値は小さすぎても大きすぎても良くない；
(2)K > 1 では，両動的ネットワークは常に static より最終的な協力率が高い； (3)K = 1
と K = 2; t = 1:8では DDRandomの方が CDRandomより協力率が高いが，それ以外では
CDRandomの方が DDRandomより協力率が高い．
この付録では，図 3.1で得たこれら 3つの結果のうち，(2)と (3)が切断頻度を変えた場合
にも成り立っていることを部分的ながら確認する．図 J.1,J.2,J.3はそれぞれ，P = 0:1; 0:5; 1:0
での 100試行平均の最終的な協力率をK = 1; 2; 4; 6に対して調べた結果である．これらの結
果を見ると，どの切断頻度でも，(2)と (3)が成り立っていることがわかる．1
1また，K = 1; 2; 4; 6 と t = 1:2; 1:4; 1:6; 1:8 の組み合わせである 16 ケースそれぞれに対して，P を P =
0:0(static); 0:01; 0:1; 0:5; 1:0と変化させたときに，協力率がどう変化するかについても調べてみたが，一般的な
ことは特に言えなかった．具体的には，CDRandomでは 16全てのケースで P = 1:0で協力率が最大 (他の P の
値との同着一位含む)となったが，協力率が P の増加に対して単調非減少だったのは 16ケース中 14ケースだっ
た．一方，DDRandomで P = 1:0で協力率が最大 (他の P の値との同着一位含む)となったのは 16ケース中 11
















































(d) t = 1:8

















































(d) t = 1:8

















































(d) t = 1:8








































































図 K.2: 時系列上の 4点での CDRandomのネットワーク構造
各図の青い丸と赤い丸はそれぞれ，協力者と裏切者を表している．また，各丸から出た矢印は，矢印の始点のエー
ジェントが矢印の終点のエージェントへ接続した能動リンクを表している．このうち，青・赤・緑色の矢印はそ
れぞれ，その矢印の両端の得点の低い方が行動選択時 Imitation Maxで高い方を参照する C   C リンク・D  D
リンク・C  D リンクを表し，また，それ以外の灰色の矢印は，行動選択時に参照されないそれ以外のリンクを
表している．また更に，図 K.2の各図では，得点が高いエージェントほど図の上部に配置され，かつ，同一得点
を獲得したエージェント間ではエージェントの ID番号が低いエージェントほど図の右側に配置されている．
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(c) 協力率増加時 (27期)
(d) 最終状態 (200期)
図 K.2: Continued
本付録では CDRandomの時系列における行動とネットワーク構造のダイナミクスの全体を
概観するために集団サイズを 100とした．しかし，本文で扱っている集団サイズが 10000の
ケースにおいても，図 3.2(c)で見たタイプの CDRandomの協力率の時系列は基本的に，本付
録で概観したようなダイナミクスにより形成されていると思われる．
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