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Resumo
Memória longa é uma característica de uma série temporal estacionária asso-
ciada ao lento decaimento da sua função de autocorrelação (FAC) para zero. Po-
rém, esse mesmo padrão pode ser produzido de forma espúria como consequência
de quebras estruturais no processo gerador da série. Portanto, é um problema
de interesse distinguir a memória relativa a uma estrutura de dependência de
longo alcance da outra produzida espuriamente em séries não estacionárias. Este
trabalho apresenta uma revisão bibliográfica desse assunto. Em particular, con-
centramos nossa atenção aos testes propostos por Shimotsu (2006), por causa da
sua relativa simplicidade. Esses testes foram implementados no software R, e,
como ilustração, foram aplicados na série do logaritmo das variações diárias das
taxas de câmbio da moeda brasileira frente ao dólar norte americano.
Palavras Chave: memória longa, quebra estrutural, processos espúrios, modelo
de integração fracionária, variabilidade das taxas de câmbio.
Abstract
In a stationary time series, long memory is characterized by a slow decay rate
to zero of its autocorrelation function (acf). However, a similar pattern can be
produced spuriously by structural breaks. Hence, it is of interest to distinguish
the true long memory from the spurious forms generated by structural breaks.
Particularly, we study the Shimotsu’s tests (2006) due to its simplicity. They
were implemented in R and to illustrate it we performed an application to the
real-dollar exchange rate time series data (considering the log-variability of daily
prices).






Em uma série temporal estacionária, memória longa é uma propriedade em
que sua função de autocorrelação (FAC) exibe decaimento lento para zero. Por
exemplo, os modelos ARFIMA (autoregressivos fracionariamente integrados e de
médias móveis) possuem memória longa, apresentando decaimento da função de
autocorrelação (FAC) na forma hiperbólica, isto é, |𝜌ℎ| ≈ |ℎ|2𝑑−1, para 𝑑 < 0.5
quando ℎ → +∞. Nessa situação, segundo Robinson (1994) e Baillie (1996), as
autocorrelações não são absolutamente somáveis, pois
∑︀∞
ℎ=0 |𝜌ℎ| = ∞. Conse-
quentemente, sua função de densidade espectral 𝑓(𝜔) não é finita na frequência
𝜔 = 0, pois lim𝜔→0+ 𝑓(𝜔) = +∞. A Figura 1.1 ilustra a FAC de um processo
com memória longa, mostrando o aspecto característico desse tipo de processo:
decaimento lento de 𝜌(ℎ) para zero.
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Figura 1.1: FAC de um processo de ruído com memória longa 𝐼(𝑑), dado por
(1− 𝐵)𝑑𝑋𝑡 = 𝜖𝑡, em que 𝜖𝑡 é um ruído aleatório com média zero e variância 1 e
𝑑 = 0.4.
O problema é que o aspecto de memória longa sugerida pela FAC da série
temporal pode ser confundido com uma forma de não estacionariedade conhecida
como quebra estrutural ou ponto de mudança, que são mudanças, por exemplo,
na média e/ou variância do processo no decorrer do tempo. Tal fato pode gerar
conclusões e inferências errôneas na identificação do modelo e análise da série
temporal, como ilustram os próximos exemplos.
Exemplo 1 Considere um processo com quebra estrutural na média dado por
𝑋𝑡 = 𝜇1 + 𝛿(𝑡) · 𝜇2 + 𝜖𝑡, em que 𝛿(𝑡) = 1, se 𝑡 > 𝜏0 e 𝛿(𝑡) = 0 se 𝑡 < 𝜏0, e
𝜖𝑡 ∼ 𝑖.𝑖.𝑑.1 (0,𝜎2). Note que o processo não é estacionário nem possui memória
longa. Porém, ao simular uma série de 1000 observações com 𝜇1 = 6, 𝜇2 = 9,
𝜏0 = 500 e 𝜎2 = 1, sua FAC mostra um aspecto semelhante ao que se observa na
Figura 1.1.
1independente e identicamente distribuído.
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Figura 1.2: FAC teórica de uma série temporal i.i.d. simulada com quebra estru-
tural na média.
Exemplo 2 Seja 𝑋𝑡 ∼ 𝐵𝑖𝑛(𝑛𝑡, 𝑝𝑡) uma série temporal binomial, em que 𝑛𝑡 é
um parâmetro determinístico e 𝑝𝑡 varia aleatoriamente no tempo. Considere o











em que 𝑎𝑡 > 0, 𝑏𝑡 > 0, 0 < 𝑝𝑡 < 1 e 𝑛𝑡 ≥ 1. A Figura 1.3 mostra a FAC de
uma série simulada de 1000 observações independentes com 𝑛𝑡 = 10, se 𝑡 < 500
e 𝑛𝑡 = 5, se 𝑡 > 500, 𝑎𝑡 = 3 e 𝑏𝑡 = 5.
Figura 1.3: FAC teórica de uma série temporal binomial.
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Os modelos de memória longa se aplicam a diversas áreas como economia,
finanças (na análise da volatilidade no mercado de ações), geologia (no estudo
da série de eventos sísmicos), na física (para estudos de campos gravitacionais)
e em hidrologia (para estudos como inundações e vazões de rios). Por isso, é
relevante o estudo de métodos que permitam a detecção de quebras estruturais,
de modo a propiciar a distinção entre um modelo de memória longa e um modelo
exposto a quebra estrutural, em que se confunde a quebra estrutural com a longa
persistência serial.
Dessa forma, o foco deste trabalho é estudar técnicas para a detecção de que-
bras estruturais, tratando do seu problema de confundimento com a dependência
de longo alcance.
1.2 Objetivo
Isto posto, o primeiro objetivo deste trabalho é revisar os testes para detecção
de quebras estruturais, enfatizando a relação desse fenômeno com a memória
longa espúria da série. Para isso, colecionaremos artigos, tanto teóricos quanto
aplicados, em variadas áreas em nossa revisão bibliográfica relacionadas com
técnicas de detecção de quebras estruturais.
O segundo objetivo é estudar os testes propostos por Shimotsu (2006), bem
como propor algumas modificações. São dois testes simples que fundamentam-se
em algumas propriedades no domínio do tempo do processo 𝐼(𝑑) (Figura 1.1).
Apesar desses testes serem simples, eles são ferramentas úteis para a distinção
entre processos de memória longa e os processos expostos a quebras estruturais.
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1.3 Estrutura da Dissertação
O trabalho foi dividido em sete capítulos a serem descritos a seguir.
O Capítulo 2 descreve um histórico do estudo dos conceitos de memória longa,
quebras estruturais simples e quebras múltiplas, destacando as principais referên-
cias bibliográficas que explanam sobre o confundimento entre memória longa e
quebra estrutural.
No Capítulo 3 é feita uma revisão do processo ARFIMA(𝑝, 𝑑, 𝑞), suas pro-
priedades e os métodos de estimação do parâmetro de memória longa (𝑑). Como
ilustração, são apresentadas simulações para mostrar as características de sua
função de autocorrelação e função densidade espectral.
O Capítulo 4 discute sobre os principais modelos de quebras estruturais tanto
na média e/ou variância, bem como os seus tipos; quebras simples ou múltiplas.
No Capítulo 5 são detalhados os testes de Kwiatkowski, Phillips, Schmidt &
Shin (1992) (KPSS) e Phillips-Perron (1988) (PP). Esses testes são utilizados
no procedimento proposto por Shimotsu (2006) para analisar se a série temporal
é gerada por um processo de memória longa, ou se é gerada por um processo
espúrio, ou seja, induzido por alguma quebra ou ponto de mudança.
O Capítulo 6 apresenta uma aplicação da metodologia descrita na dissertação
para a série da taxa de câmbio entre o dólar americano (US$) e o real (R$) obtida
no Tick Data Inc. do mercado FOREX (foreign exchange) com a utilização dos
testes propostos por Shimotsu (2006).
Por fim, no Capítulo 7 apresentam-se as considerações finais dos resultados
obtidos com a aplicação da metodologia descrita, destacando possíveis perspec-





Na literatura dos modelos econométricos encontram-se numerosos testes para
a estimação de quebra estrutural, sendo o do economista Gregory C. Chow (1960)
um dos mais antigos. Esse teste permite determinar se as variáveis independen-
tes têm diferentes impactos em diferentes subgrupos da população. Ele é uma
aplicação do teste 𝐹 , e que utiliza uma soma dos quadrados dos erros de três
regressões - uma para cada período de amostragem (antes e depois da quebra
e outra para a totalidade dos dados), sob a hipótese de inexistência de quebra
estrutural. Porém, esse teste requer que as datas das quebras sejam conhecidas.
No mesmo ano, o teste da razão de verossimilhança (LR) com data de quebra
estrutural desconhecida foi proposto por Quandt (1960). Ele é uma referência
para muitos autores que estudam o fenômeno de change points até hoje. Dessa
maneira, Quandt aprimorou o teste de Chow introduzindo a estatística Sup 𝐹
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(assumindo-se erros normalmente distribuídos), isto é, o teste da razão de veros-
similhança para uma mudança nos parâmetros avaliados na data de quebra que
maximiza a função de verossimilhança.
Brown, Durbin & Evans (1975) propuseram a aplicação dos testes de CU-
SUM (cumulative sum) e CUSUMSQ (cumulative squared sum) para a detecção
de quebras estruturais. O primeiro teste é baseado na soma cumulativa dos resí-
duos recursivos, podendo ser aplicado para séries temporais em que há incertezas
sobre quando ocorreu a quebra estrutural. Já o segundo, proporciona um com-
plemento útil ao teste CUSUM particularmente quando os pontos de partida dos
coeficientes 𝛽′𝑡𝑠 são aleatórios, em vez de sistemáticos. Esses testes foram exten-
samente usados nas décadas de 70 e no começo dos 80, e para mais detalhes sobre
o poder e análise dos testes ver Hansen (1991a).
Nyblom (1989) propôs o teste de estabilidade do parâmetro, a partir de tra-
balhos independentes de Gardner (1969), Pagan & Tanaka (1981), Nyblom &
Makalainen (1983) e King (1987). Esse teste é simples, mas se mostra bastante
poderoso para detectar quebras estruturais. O teste deriva do teste do melhor
local invariante como os multiplicadores de Lagrange. Desta maneira, a hipótese
nula testa se os parâmetros do modelo assumem valores constantes no processo,
contra a hipótese alternativa em que o processo apresenta quebras.
Em sequência aos trabalhos de Nyblom, Hansen (1992) propôs uma extensão
do teste LM de Nyblom para testar a instabilidade dos parâmetros especificando
corretamente os problemas da verossimilhança. Tal teste incorpora uma possível
instabilidade no parâmetro, permitindo que este seja dependente do tempo.
No começo da década de 90, a qualidade dos testes de detecção de mudança de
pontos sofreu significativa melhora pelo extenso uso computacional. Destacamos
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o trabalho de Andrews (1993), que resulta na aplicação em abrangentes classes de
modelos paramétricos que são estimados pelo método do momento generalizadao
(GMM). Em seu artigo, Andrews aplica o teste tanto para pontos de quebra
conhecidos, como para o caso em que eles são totalmente desconhecidos.
Perron (2005) elucida que, historicamente, os testes para mudanças estrutu-
rais foram primeiramente idealizados com base em procedimentos que não pos-
suíam um ponto de quebra explícito, pois a distribuição para as estimativas das
datas de quebra não eram disponíveis (Hawking, 1977). Assim, a maioria dos
testes propostos utilizam a soma parcial dos resíduos, o teste 𝑄 baseado na mé-
dia da soma parcial dos resíduos e o teste CUSUM que desempenha um papel
importante tanto na teoria quanto na prática.
Seguindo na linha de pesquisa, um importante artigo de Bai (1994), que pos-
teriomente se estendeu a múltiplos pontos de quebra estrutural por Bai & Perron
(1998), introduziu estimadores por mínimos quadrados (LS) da localização de um
único ponto de mudança na média de um processo linear sob algumas hipóteses
de regularidade. As principais vantagens do teste proposto em comparação com
outros que utilizam a verossimilhança são: (a) não se necessita conhecer a distri-
buição dos erros; (b) fácil implementação e (c) computacionalmente eficiente.
Bai propôs diversos estimadores para modelos com múltiplos pontos de mu-
dança de regime. Em 1997, ele tratou de um estimador que permite detectar um
ponto de mudança de cada vez. Nesse mesmo ano, ele propôs um estimador para
modelos lineares. Em 1998 e 2003, Bai & Perron aprimoraram os estimadores,
fazendo uso de uma análise computacional mais intensiva.
Contudo, todos os testes acima citados (exceto o teste CUSUM) são sujeitos
a um grave problema: dado um tamanho de amostra, a função potência pode ser
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não monótona, podendo decrescer, e até mesmo atingir o valor zero, à medida que
a hipótese alternativa considerada torna-se mais distante da hipótese nula. Esse
problema foi demonstrado por Perron (1991) e estendido por Vogelsang (1999)
para outros testes. Altissimo & Corradi (2003) e Juhl & Xiao (2005) sugerem a
utilização de métodos não-paramétricos ou amostragem local em que a média é
estimada utilizando dados em uma vizinhança.
Já no início deste século, o assunto obteve novos tratamentos com várias
implementações e aplicações de testes e algoritmos, tornando-se o foco em áreas
como economia e hidrologia.
Durbin & Koopman (2001) e Koopman, Shephard & Doornik (2001) imple-
mentaram um software para tratar os modelos com parâmetros que variam no
tempo na formulação em espaços de estados.
2.2 Múltiplos Pontos de Mudança
Em contraste com a gama de trabalhos na literatura relacionados aos pro-
blemas na quebra estrutural com um único ponto de mudança, recentemente os
estudos confluíram para artigos na estatística e econometria que tratam a respeito
de vários pontos de mudança.
Com isso, Bai & Perron (1998, 2003) desenvolveram um extenso arcabouço
para o contexto de míltiplas mudanças estruturais, tais como: consistência dos
estimadores nas datas de mudança; testes para quebra estrutural; intervalos de
confiança para os pontos de mudança; métodos para seleção do número de pontos
de mudança e algoritmos eficientes para as estimações.
Desta maneira, ao longo dos anos, vários trabalhos utilizaram-se de diversos
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estimadores para identificar múltiplos níveis de mudança aplicados em várias
áreas do conhecimento. Igualmente, em numerosos trabalhos práticos, aplicaram-
se as técnicas em dados simulados e principalmente em dados reais, em diversas
áreas como finanças, hidrologia, sismologia e física.
Destacam-se também os trabalhos de Yao (1988), Garcia & Perron (1996),
Liu, Wu & Zidek (1997), Pesaran & Timmermann (1999) e Lumsdaine & Papell
(1997). A maioria desses estudos concentra-se em problemas no teste de hipótese
em relação a modelos de múltiplos pontos de mudança.
2.3 Quebras Estruturais versus Memória Longa
Como observado, de acordo com Perron (1990), pode haver confundimento
entre mudanças de regime e a dependência de longo prazo. Se a magnitude da
mudança for significativa, pode-se facilmente rejeitar a hipótese de raiz unitária
(não estacionariedade) mesmo se a série não consiste em dados i.i.d.. Isso conduz
a uma conclusão equivocada de que os choques possuem efeitos permanentes,
quando na verdade trata-se de uma má especificação do modelo. Para isso ele
analisou o índice de preços ao consumidor entre 1961 e 1986 e chegou à conclusão
de que certas quebras na série fomentam a utilização errônea de modelos de
memória longa.
Existe certa dificuldade em se fazer a distinção entre memória longa e quebras
estruturais, o que pode deixar a falsa impressão de que memória longa e quebra
estrutural são quase observacionalmente equivalentes. Por isso, a presença de
certas quebras pode enviesar os parâmetros estimados para modelos de memória
longa verdadeiros, e, consequentemente, guiar para especificações erradas de mo-
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delos. Com isso, apesar de toda dificuldade, fica clara a importância do estudo
desse fenômeno, não somente para a teoria de séries temporais, mas também para
uma gama de aplicações em diversos contextos.
Por isso, uma crescente vertente na literatura tem desenvolvido novos testes
para distinguir entre um modelo verdadeiro de longo alcance de um caso espúrio.
Destacam-se os trabalhos de Perron & Qu (2004), Berkes et al. (2006), Shimotsu
(2006), Ohanissian et al. (2008) e Perron & Qu (2010) que examinam a hipótese
de memória longa à alternativa de quebra estrutural.
Ohanissian et al. (2008) estimaram o parâmetro de memória longa atráves de
diversos níveis de agregação e propuseram o teste de Wald para distinguir os dois
fenômenos. Eles mostraram que o teste é capaz de detectar os processos espúrios
com poder considerável.
Já Perron & Qu (2004, 2010) apresentaram a possibilidade de um processo
de memória longa verdadeiro ser confundido com um processo de memória longa
espúrio induzido por quebras estruturais. Desta forma, mostraram teoricamente
e através de simulações que, se ocorre uma quebra estrutural na série temporal,
a série mostrará características similares de um processo de memória longa. Por
exemplo, função de autocorrelação com decaimento lento para zero.
Shimotsu (2006) discute a dificuldade em distinguir entre processos verdadei-
ros e espúrios de memória longa e propõe dois testes simples baseados no processo
fracionalmente integrado (𝐼(𝑑)) para averiguar tal confundimento.
No primeiro teste, divide-se a amostra em 𝑏 subamostras, estima-se o parâ-
metro 𝑑 para cada subamostra, e comparam-se as estimativas com a estimativa
do parâmetro 𝑑 da amostra total. Devido ao fato de esse teste somente envolver
apenas a divisão da amostra e estimar os parâmetros, pesquisadores podem usá-lo
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como uma verificação preliminar antes de procederem à análise mais aprofundada
dos dados.
No segundo teste, estima-se 𝑑 da amostra total, utiliza-se a estimativa para
tomar as 𝑑′𝑠 diferenças da amostra, e aplica-se o teste KPSS e o teste de Phillips-
Perron aos dados diferenciados e a sua soma parcial. O autor revela que, apesar
de ser bastante simples, o teste fornece um ferramenta poderosa para distinguir
entre um processo 𝐼(𝑑) verdadeiro do espúrio.
Além disso, Choi, Yu & Zivot (2010) focaram na possibilidade de quebras
estruturais e sazonalidade para a volatilidade realizada do marco alemão e dó-
lar americano, iene japonês e dólar americano, e marco alemão e iene japônes.
Primeiramente, testaram para memória longa e estimaram os parâmetros. Em
segundo lugar, testaram e estimaram o modelo para múltiplas quebras na mé-
dia e para encontrar evidências de sazonalidade. E, por último, examinaram
a evidência para memória longa para os dados com quebra estrutural. Assim,
mesmo após a remoção das quebras, ainda encontraram um aspecto persistente
na série, sugerindo que parte da série observada de memória longa pode ter sido
representada pela presença de quebras estruturais nos dados.
2.4 Quebras Estruturais versus Memória Longa
em Séries Sazonais
Apesar de nos últimos anos ter se tornado um assunto bastante atraente para
pesquisa e estudo, a discussão sobre memória longa e quebra estrutural carece
de artigos que englobam séries com sazonalidade. Desta forma, através de uma
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pesquisa bibliográfica, o trabalho de Caporale, Cunado & Gil-Alana (2012) apre-
senta uma discussão sobre o assunto. O artigo analisa séries sazonais na presença
de quebras estruturais. A partir da flexibilização do parâmetro 𝑑, permitindo
que ele seja qualquer número real, o processo é dito ser sazonal fracionalmente
integrável.
2.5 Detecção de Quebras Estruturais em Proces-
sos de Memória Longa
Gil-Alana (2008) discute em seu artigo que os modelos de integração fraci-
onária (ARFIMA) se tornam uma alternativa viável para modelagem de séries
temporais macroeconômicas. E lembra que a existência de quebras estruturais
pode conduzir a um modelo de memória espúrio. Desta maneira, ele propôs
um procedimento simples para determinar a parte de integração fracionária e a
quebra estrutural de forma unificada.
Além disso, Gil-Alana (2004) propôs um procedimento para testar simulta-
neamente o grau de integração do componente cíclico em uma determinada série
de tempo e a necessidade de uma tendência linear em outro artigo bastante im-
portante para a área.
Em complemento a isso, Mayoral (2012) desenvolve um dispositivo de teste
simples que é capaz de determinar se a parte não estacionária dos dados se deve
à forte persistência dos choques, modelado como um processo fracionalmente
integrado, ou à existência de tendências determinísticas, possivelmente contendo
quebras.
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2.6 Aplicações sobre Quebra Estrutural
Nos últimos anos, o volume de trabalhos e artigos que engloba a temática
de detecção e aplicação de quebra estrutural aumentou bastante. Há trabalhos
advindos da área financeira, volatilidade realizada; taxa de câmbio; mercado
acionário e retornos de ativos, em hidrologia e climatologia, vazões de rios, pre-
cipitações e temperaturas diárias, bem como aplicados em sismologia, sistemas
complexos, física e outros setores.
No que tange aos trabalhos sobre mercados, retorno e volatilidade, Granger
& Hyung (2004) tratam de ocasionais mudanças estruturais e mémoria longa dos
retornos absolutos das ações do S&P 500. Lobato & Savin (1998) investigaram a
dualidade entre séries geradas por um processo verdadeiro ou espúrio no mercado
de ações.
Similarmente, Jung &Maderistch (2014) pesquisaram se a quebra estrutual na
volatilidade dos mercados internacionais era produzida por interdependência ou
contágio entre os mercados, e o trabalho de Cajueiro & Tabak (2004) encontram
evidência de memória longa no mercado asiático.
Outra aplicação bastante focada nessa teoria envolve o preço e volatilidade
do mercado de petróleo, não somente por ser um bem de grande destaque, mas
também por impactar o mercado mundial. Posto isso, Mensi, Hammoudeh &
Yoon (2014) evidenciam o impacto no retorno e volatilidade a partir de notícias
da OPEC e mudanças de regime na série para evidenciar que o processo possui
memória longa. Nesse assunto, Tabak & Cajueiro (2006) questionam se o mer-
cado de petróleo torna-se fracamente eficiente com o tempo através de testes de
longa dependência.
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Na aplicação nos setores bancário e energético, Hassler, Rodrigues & Rubia
(2014) analisam pontos de mudança na indústria bancária, e Gil-Alana, Yaya &
Adepoju (2014) estudam o preço das ações dos bancos na Nigéria. E, por último,
Charfeddine (2014) averigua se o mercado futuro de energia apresenta uma série
de memória longa real ou espúria.
Essa temática sobre mudanças de regime encontra coro em muitas outras
áreas. Em hidrologia, recentemente Yusof, Kane & Yusop (2013) investigaram
dados diários de chuvas na Malásia para detecção de memória longa, e outros
assuntos que tratam de séries de rios, enchentes e lagos foram abordados por
Mudelsee (2007), Wang et al. (2007) e Yang & Bowling (2014), respectivamente.
Nesse contexto, vale citar o artigo de Rivera-Castro, Miranda, Cajueiro &
Andrade (2012) que, ao contextualizar o mercado financeiro como um sistema
complexo, usa a análise assimétrica de flutuação, eliminando a tendência para
detectar pontos de mudança na série.
2.7 Aplicações sobre Quebra Estrutural versus
Memória Longa
É evidente a escalada de artigos abordando o tema quebras estruturais e
memória longa, desde aplicações em taxas de desemprego, dinâmica de mercados,
inflação e até mesmo em áreas climatológicas e hidrológicas. A respeito disso,
é natural citar alguns artigos cuja aplicação com dados reais aborda a temática
dicotómica da quebra estrutural e memória longa.
Gil-Alana & Moreno (2009) apresentam o problema desse confundimento en-
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tre os dois casos na dinâmica macroeconômica nos EUA. Através das taxas de
inflação, os autores relataram que as mudanças na memória longa estão relaci-
onadas com as quebras estruturais. O artigo ainda busca ampliar a perspectiva
no ponto econômico, além do ponto na estrutura dos modelos utilizados.
Já Caporale & Gil-Alana (2008) testam a existência de quebras nas taxas de
desemprego dos EUA, Reino Unido e Japão, aplicando procedimentos que são
uma extensão dos trabalhos de Bai & Perron (1998). Desta forma, os testes
permitem diferentes ordens para o parâmetro 𝑑, bem como diferentes tendências
determinísticas em cada subamostra, além de inovar com a incorporação para
estruturas não-lineares.
Como o problema nunca tinha sido abordado na África do Sul, Das et al.
(2012) propuseram um estudo da taxa de juros real, uma importante variável para
políticas monetárias, ex post. Eles utilizaram testes de raiz unitária, intervalos
de confiança e memória longa e quebra estrutural. A partir disso, observaram
persistência na série condizente com modelos de memória longa. Assim utilizaram
testes para quebras estruturais baseados em Bai & Perron (1998) e a análise
bayesiana proposta por Barry & Hartigan (1993).
2.8 Múltiplas Quebras Estruturais
Neste caso, o problema de múltiplos pontos de mudança é mais intrigante e
possui poucos trabalhos dedicados à temática. Contudo, trabalhos como o de
Inclán & Tiao (1994) na área de finanças, abordam o estudo na mudança de vari-
ância utilizando um algoritmo iterativo (ICSS). Yao (1988), Miao & Zhao (1993)
e mais recentemente Lavielle & Moulines (2000) usaram o estimador de máxima
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verossimilhança para detectar todos os pontos de mudança. Gerard Marchant et
al. (2008), com base em dados hídricos, propuseram quatro diferentes algoritmos
iterativos para detectar múltiplos pontos de mudança. Vale ressaltar os traba-





A modelagem de séries temporais com memória longa foi introduzida por
Hurst (1951) na área de hidrologia, em um trabalho feito sobre o Rio Nilo. Nesse
trabalho, ele analisou a série do nível mínimo do Nilo de 622 a 1281, e notou a pre-
sença de correlação entre observações, mesmo que muito distantes no tempo. Na
área de climatologia, Hipel & Mcleod (1978) verificaram a presença de memória
longa nas séries temporais da velocidade do vento e temperatura.
Segundo Baillie (1996), apenas em meados da década de 80 os modelos foram
difundidos na área de econometria, para a previsão de taxas de juros e inflação.
Contudo, a maior aplicabilidade dos modelos de memória longa nessa área foi
na modelagem de ativos financeiros como taxas de câmbio, séries de retornos e
volatilidade.
Assim, o primeiro modelo de memória longa introduzido na literatura foi
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denominado ARFIMA2, tendo sido desenvolvido por Granger & Joyeux (1980),
Granger (1980, 1981) e Hosking (1981, 1984). Diversos autores como: Diebold e
Rudebusch (1989), Ballie (1996), Palma (2007) entre outros apresentaram uma
boa revisão bibliográfica do modelo em diversos campos de estudos.
Desse modo, as séries de memória longa permitem descrever a depêndencia
persistente entre as observações à medida que a distância temporal entre elas
aumenta; ou seja, mesmo com o aumento da defasagem entre as observações (ℎ),
elas continuam correlacionadas.
Em séries temporais estacionárias da classe ARMA3, a estrutura de correlação
é caracterizada por decaimento exponencial, tal que |𝜌ℎ| ≈ |𝜑|ℎ, em que ℎ ≥
0. Assim, essas séries apresentam memória curta. Por outro lado, as que são
consideradas de memória longa possuem uma estrutura de correlação que decai
de forma hiperbólica, tal que |𝜌ℎ| ≈ |ℎ|2𝑑−1, em que 𝑑 < 0.5.
A memória longa pode ser definida com base na função de densidade espec-
tral 𝑓(𝜔) de uma série temporal, para |𝜔| ≠ 𝜋/2. Segundo Bennett & Rice
(1963), a função de densidade espectral é análoga à função de autocorrelação se∑︀∞
ℎ=0 |𝜌ℎ| < +∞. Enquanto 𝑓(𝜔) está definida no domínio das frequências, a
FAC está definida no domínio do tempo. Assim, caso
∑︀∞
ℎ=0 |𝜌ℎ| = ∞, temos
lim𝜔→0+ 𝑓(𝜔) = +∞, e o processo é dito ser de memória longa.
Há outros modelos de séries temporais que permitem caracterizar um processo
de memória longa além dos processo ARFIMA, como os processos autossimilares.
Neste trabalho, o foco se concentra apenas nos processos ARFIMA.
2Auto-Regressive Fractionally Integrated Moving Average.
3Auto-Regressive Moving-Average.
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3.2 Processos 𝑑 Fracionários Integrados
Um processo integrado fracionário de ordem 𝑑, {𝑋𝑡}, denotado por 𝑋𝑡 ∼ 𝐼(𝑑),
é representado como
(1−𝐵)𝑑𝑋𝑡 = 𝜖𝑡, (3.1)
em que 𝑡 = 1, 2, 3, . . ., 𝐵 é o operador de atraso 𝐵𝑋𝑡 = 𝑋𝑡−1, 𝑑 é o parâmetro
de diferenciação (−0.5 < 𝑑 < 0.5) que captura o efeito de longo prazo e 𝜖𝑡 é um
choque aleatório.
O termo (1−𝐵)𝑑 representa uma série polinomial dos operadores 𝐵 de ordem
infinita, cujos coeficientes decrescem monotonicamente e lentamente para zero.








(−𝐵)𝑘 = 1− 𝑑𝐵 + 𝑑(1− 𝑑)
2!
𝐵2 − 𝑑(1− 𝑑)(2− 𝑑)
3!
𝐵3 + . . . .
(3.2)





Γ(−𝑑)Γ(𝑘 + 1) = 𝐹 (−𝑑, 1, 1, 𝐵). (3.3)
Observação 1 Com 𝑑 > 0, a função hipergeométrica 𝐹 (𝑎, 𝑏, 𝑐, 𝑗) é a represen-
tada por






Γ(𝑐 + 𝑘)Γ(𝑘 + 1)
. (3.4)
Quando 𝑑 assume um valor inteiro, 𝑋𝑡 será uma função de finitas observações
passadas. No caso particular 𝑑 = 0, 𝑋𝑡 = 𝜖𝑡 e a série temporal se resume ao
processo 𝐼(0). E no caso 𝑑 = 1, 𝑋𝑡 é um processo não estacionário de raiz
unitária e, desta maneira, o efeito dos choques aleatórios é permanente.
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Contudo, permitindo que 𝑑 assuma valores reais, a especificação da série se
torna mais rica e flexível. De acordo com o valor do parâmetro 𝑑, pode-se definir
diversas intensidades de dependência intertemporal.
O modelo ARFIMA(0, 𝑑, 0) é definido pela equação (3.1) e, em especial, 𝜖𝑡 é
um choque aleatório com média zero e variância 𝜎2𝜖 . Para valores do parâmetro
𝑑 > −0.5, Hosking (1981) demonstrou que o processo é invertível e possui uma




𝛼𝑘𝑋𝑡−𝑘 = 𝜉𝑡, (3.5)
em que 𝛼𝑘 =
Γ(𝑘 − 𝑑)
Γ(𝑘 + 1)Γ(−𝑑) ; quando 𝑘 −→∞, 𝛼𝑘 ≈
𝑘−𝑑−1
Γ(−𝑑) .
No caso em que 𝑑 < 0.5, Hosking (1981) mostrou que 𝑋𝑡 possui uma repre-
sentação média móvel infinita e estacionária expressa por




com coeficiente 𝜓𝑘 =
Γ(𝑑 + 𝑘)
Γ(𝑑)Γ(𝑘 + 1)




3.2.1 Função Densidade Espectral
Seja um processo descrito no modelo (3.1), com 𝜖𝑡 um ruído branco. Se 𝜖𝑡
possui densidade espetral 𝑓𝜖(𝜔) =
𝜎2𝜖
2𝜋
, então como o modelo representa um filtro
linear e, segundo Morettin & Toloi (2004), a seguinte relação é verdadeira
𝑓𝑥(𝜔) = |𝐶(𝜔)|2𝑓𝜖(𝜔), (3.7)





Como o processo da equação (3.1)é um ruído branco fracionalmente integrado,
temos 𝐶(𝜔) = |1− 𝑒−𝑖𝜔|−𝑑. E vários autores expressam a equação da densidade
espectral utilizando |1− 𝑒−𝑖𝜔| = 2 sin(𝜔
2
), no intervalo −𝜋 < 𝜔 < 𝜋.
Sob a condição do parâmetro 𝑑 ∈ (−0.5, 0.5), o processo é considerado es-
tacionário com função densidade espectral do processo ruído branco fracionário









, −𝜋 < 𝜔 ≤ 𝜋. (3.8)




|𝜔|−2𝑑, que é similiar ao valor de
𝑓(𝜔) ≈ 𝜔−2 para os processos integrados 𝐼(1). Assim, o processo ruído branco
fracionário é consistente com a forma típica de muitas séries econômicas.
Com a definição da função de densidade espectral, temos que um processo
de dependência de longo alcance pode ser definido em termos do domínio da
frequência como
𝑓(𝜔) ≈ ∞, 𝜔 −→ 0+, (3.9)
ou seja, a densidade espectral tende para o infinito para frequências próximas a
zero.
3.2.2 Função de Autocorrelação e Autocovariância
As expressões da função de autocorrelação e autocovariância do modelo ARFIMA(0,
𝑑, 0), bem como a variância do processo e a função de autocorrelação parcial, no
caso em que 𝑑 ∈ (−0.5, 0.5) são encontradas em Hosking (1981). A função de
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autocovariância é
𝛾(𝑘) =
𝜎2Γ(1− 2𝑑)Γ(𝑘 + 𝑑)
Γ(𝑑)Γ(1− 𝑑)Γ(𝑘 + 1− 𝑑) , 𝑘 ≥ 1, (3.10)
enquanto a variância é denotada por
𝛾(0) =
𝜎2Γ(1− 2𝑑)Γ(𝑘 + 𝑑)
[Γ(1− 𝑑)]2 , 𝑘 ≥ 1. (3.11)
A função de autocorrelação do processo segue a forma
𝜌(𝑘) =
Γ(1− 𝑑)Γ(𝑘 + 𝑑)
Γ(𝑑)Γ(𝑘 − 𝑑 + 1) , 𝑘 ≥ 1. (3.12)
Utilizando a aproximação de Stirling, para 𝑘 −→∞, temos Γ(𝑘 + 𝑎)
Γ(𝑘 + 𝑏)
≈ 𝑘𝑎−𝑏,
o que resulta em, 𝜌(𝑘) ≈ Γ(1− 𝑑)
Γ(𝑑)
𝑘2𝑑−1. Assim observa-se que os coeficientes da
média móvel são 𝜓𝑘 ≈ 𝑘𝑑−1, os coeficientes autorregressivos são 𝛼𝑘 ≈ 𝑘−𝑑−1, e os
coeficientes da FAC são 𝜌𝑘 ≈ 𝑘2𝑑−1. Todos apresentam decaimento hiperbólico
quando 𝑘 →∞.
Abaixo, resume-se as principais propriedades do processo ARFIMA(0, 𝑑, 0).
Propriedade 1 (Palma 2007) Para −0.5 < 𝑑 < 0.5, o processo 𝑋𝑡 é estaci-
onário e invertível e os coeficientes autorregressivos e de média móvel decaem
hiperbolicamente.
Propriedade 2 (Palma 2007) Para 0 < 𝑑 < 0.5, os valores de 𝜌𝑘 são positi-
vos e convergem hiperbolicamente para zero de forma lenta. As somas
∑︀ |𝜌𝑘| e∑︀ |𝜓𝑘| são infinitas, e∑︀ |𝛼𝑘| <∞. A densidade espectral tende para infinito em
39 3.2. Processos 𝑑 Fracionários Integrados
frequências 𝜔 próximas de zero; assim o processo é estacionário com memória
longa.
Propriedade 3 (Palma 2007) Para −0.5 < 𝑑 < 0, os valores de 𝜌𝑘 são negativos
e convergem hiperbolicamente para zero. E a soma dos coeficientes autorregres-
sivos é infinita. A FAC é absolutamente convergente, isto é,
∑︀ |𝜌𝑘| < ∞. O
processo é estacionário com memória intermediária.
A Figura 3.1 e a Tabela 3.1 mostram as funções de autocorrelação dos modelos
ARFIMA(0, 0.4, 0) e modelo ARIMA(0.2, 0, 0.8). Nota-se claramente que no
primeiro modelo a função decai lentamente, ao passo que no segundo modelo a
função de autocorrelação decai rapidamente para zero.
Figura 3.1: Comparativo da função de autocorrelação.
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Tabela 3.1: Comparativo entre os lags dos modelos ARFIMA E ARIMA










3.3 Modelo ARFIMA(𝑝, 𝑑, 𝑞)
Uma extensão natural do modelo do ruído branco fracionalmente integrado
apresentado em (3.1) é o modelo ARIMA 𝑑 fracionário ou normalmente conhecido
como ARFIMA(𝑝, 𝑑, 𝑞). Essa generalização permite modelar tanto os compo-
nentes relacionados com memória de curto prazo quanto com a de longo prazo.
Desta forma, define-se um modelo ARFIMA(𝑝, 𝑑, 𝑞) estacionário e invertível
com 𝑑 ∈ (−0.5, .5) como
𝜑(𝐵)(1−𝐵)𝑑𝑋𝑡 = 𝜃(𝐵)𝜖𝑡 𝑡 = 1, 2, 3, . . . , (3.13)
em que 𝑑 é o parâmetro de diferenciação fracionário, 𝜑(𝐵) = 1−𝜑1𝐵−. . .−𝜑𝑝𝐵𝑝 é
o polinômio autorregressivo de ordem 𝑝 , 𝜃(𝐵) = 1−𝜃1𝐵−. . .−𝜃𝑞𝐵𝑞 é o polinômio
de médias móveis de ordem 𝑞 e 𝜖𝑡 é um ruído branco.
Segundo Hosking (1981), pode-se sumarizar algumas propriedades importan-
tes para o modelo ARFIMA(𝑝, 𝑑, 𝑞) a partir do teorema a seguir.
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Teorema 1 Seja 𝑋𝑡 um processo ARFIMA (𝑝, 𝑑, 𝑞). Então
1. 𝑋𝑡 é estacionário se 𝑑 < 0.5, e se todas as raízes de 𝜑(𝐵) estiverem fora
do círculo unitário.
2. 𝑋𝑡 é invertível se 𝑑 > −0.5, e se todas as raízes de 𝜃(𝐵) estiverem fora do
círculo unitário.
3. Se −0.5 < 𝑑 < 0.5, 𝛾(𝑘) = 𝐸(𝑋𝑡𝑋𝑡−ℎ) ≈ ℎ2𝑑−1, quando ℎ −→∞.
No modelo ARFIMA(𝑝, 𝑑, 𝑞), a FAC decai hiperbolicamente à medida que o
lag ℎ aumenta. Desta forma, 𝑑 descreve a estrutura de correlação dos lags mais
distantes entre si, enquanto 𝜑𝑗 e 𝜃𝑘 são parâmetros que se referem à estrutura de
correlação dos lags mais próximos.
De fato, o comportamenteo de longo prazo do processo ARFIMA(𝑝, 𝑑, 𝑞) é
esperado ser semelhante ao processo ARFIMA(0, 𝑑, 0) com o mesmo valor do
parâmetro 𝑑, uma vez que, para valores bem distantes, o efeito dos parâme-
tros autoregressivos e médias móveis serão diminutos. Segue na Figura 3.2 uma
exemplificação desse comportamento.
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Figura 3.2: Comparativo da função autocorrelação.
3.3.1 Função Densidade Espectral
Generalizando a função densidade espectral do modelo ARFIMA(𝑝, 𝑑, 𝑞),
para processos estacionários (𝑑 < 0.5), temos que a equação pode ser escrita




















para o intervalo −𝜋 < 𝜔 < 𝜋. À medida que 𝜔 se aproxima de zero, a expressão
(3.14) pode ser escrita como
𝑓(𝜔) ≈ 𝜔−2𝑑. (3.15)
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Portanto, a funçao de densidade espectral do processo é não limitada nas
baixas frequências e, desta maneira, possui memória longa. Para valores 𝑑 < 0, o
processo se anula na frequência zero, e para 𝑑 > 0.5 o processo possui variância
infinita (não estacionariedade).
Na Figura 3.3, encontram-se exemplos da função densidade espectral dos mo-
delos ARFIMA e ARIMA, e nota-se a disparidade entre as duas funções espectros.
Figura 3.3: Comparativo da função de densidade espectral - ARFIMA(0, 0.4, 0)
e ARIMA(0.1, 0, 0.3).
3.3.2 Função Autocorrelação e Autocovariância
De acordo com Hosking (1981), para 𝑑 < 0.5, existe uma constante 𝐶 de
modo que a função de autocorrelação é descrescente a uma taxa hiperbólica e
não são absolutamente somáveis. Assim, a função de autocorrelção possui a
relação assintótica
𝜌(𝑘) ≈ 𝐶𝑘2𝑑−1, (3.16)
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quando 𝑘 →∞.











𝜃𝑛𝜃𝑚𝐶(𝑑, 𝑑, 𝑝 + 𝑛−𝑚− 𝑘, 𝜆𝑗), (3.17)






−1, 𝐶(𝑤, 𝑣, 𝑗, 𝜌) = 𝐺(𝑤, 𝑣, 𝑘)[𝜌2𝑝𝐹 (𝑣+𝑘, 1, 1−𝑤+𝑘, 𝜌) +𝐹 (𝑤−𝑘, 1, 1−
𝑣− 𝑘, 𝜌)− 1], 𝐺(𝑤, 𝑣, 𝑘) = Γ(1− 𝑤 − 𝑣)Γ(𝑣 + 𝑘)
Γ(1− 𝑤 + 𝑘)Γ(1− 𝑣)Γ(𝑣) e 𝐹 (𝑎, 𝑏, 𝑐, 𝑗) é a função
hipergeométrica na equação (3.4).
Nessa situação, a série temporal 𝑋𝑡 exibe memória longa ou dependência de






𝑘2𝑑−1 = 1, (3.18)
em que 𝑐𝜌 é uma constante e 𝑑 ∈ (0, 0.5) é o parâmetro de memória longa.
Logo, as observações distantes no tempo estão correlacionadas, e o processo decai
lentamente para zero a uma taxa hiperbólica.
3.4 Estimação do parâmetro de diferenciação d
A estimação do parâmetro de diferenciação 𝑑 é dividida em três categorias:
paramétrica (Fox & Taqqu, 1986), semiparamétrica (Oberlmann, 2002) e não
paramétrica (Oberlmann et al., 2007). Nesta seção, serão exemplificados os casos
paramétricos e semiparamétricos encontrados de forma mais geral na literatura.
No caso paramétrico, os estimadores referem-se aos coeficientes autorregres-
sivos, os de médias móveis e o de diferenciação. Os mais conhecidos nessa classe
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são os propostos por Fox & Taqqu (1986) e Sowell (1992), que utilizam a função
de máxima verossimilhança. No entanto, o estimador proposto por Fox & Taqqu
(1986) dispõe da função de máxima verossimilhança aproximada, enquanto o
estimador de Sowell (1992) proporciona a função exata.
Já na classe semiparamétrica, o parâmetro 𝑑 é estimado primeiramente em
relação aos outros parâmetros. Isto posto, a metodologia proposta por esses esti-
madores considera uma abordagem sequencial para a estimação, em que primeiro
se estima o parâmetro de diferenciação e, logo em seguida, estimam-se os demais
parâmetros. Proposto por Geweke & Porter-Hudak (1983), o estimador 𝐺𝑃𝐻 é
um dos mais populares e utilizados na literatura dentro dessa categoria.
3.4.1 Métodos Paramétricos
O estimador de máxima verossimilhança proposto por Fox & Taqqu (1986) se
baseia na aproximação da função verossimilhança sugerida por Whittle (1953).
Sobre certas condições de regularidade, o estimador é consistente e possui dis-
tribuição assintótica normal, sendo, também, um estimador não viciado e de
variância mínima.







em que 𝑓𝑥(𝜔, 𝜏) é a função densidade espectral do processo {𝑋𝑡}𝑡 ∈ Z, 𝜏 é o
vetor de parâmetros 𝜏 = (𝜎2𝑥, 𝑑, 𝜑1, 𝜑2, . . . , 𝜑𝑝, 𝜃1, 𝜃2, . . . , 𝜃𝑞) e 𝐼𝑛 é a função
periodograma.
Whittle (1962) propôs uma aproximação da função de verossimilhança no
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domínio de frequência, de modo que o estimador de 𝜏 é obtido minimizando-se a
função




























Fox & Taqqu (1986), a fim de facilitar o cálculo, recomendam a substituição
da integral na equação (3.19) por uma soma finita nas frequências de Fourier
dada por
















O método de estimação do parâmetro de diferenciação 𝑑 proposto por Geweke
& Porter-Hudak (1983) baseia-se no método de regressão linear utilizando a fun-
ção periodograma. Essa metodologia exibe a relação entre as funções densidade
espectral do processo ARFIMA(𝑝, 𝑑, 𝑞) e o processo ARMA(𝑝, 𝑞).
Definição 1 (Função Periodograma) Seja {𝑋𝑡}𝑡 ∈ Z um processo estacioná-
rio e {𝑋𝑡}𝑛𝑡=1 uma série temporal obtida do processo anterior. A função periodo-
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, 𝜔 ∈ [−𝜋, 𝜋], (3.21)
em que 𝛾𝑥(·) é a função de autocovariância amostral do processo {𝑋𝑡}𝑡 ∈ Z .
Embora a função periodograma não seja viesada, ela é inconsistente para a
função densidade espectral 𝑓𝑥(·). Desta forma, o logaritmo da função densidade
espectral do processo 𝑋𝑡, descrita na equação (3.8), pode ser escrita na forma







Assim, adicionando e subtraindo ln 𝑓𝜖(0) e ln 𝐼(𝜔), em que 𝐼(·) é a função perio-
dograma definida na equação (3.21), e utilizando algumas propriedades da função
logarítimica, temos que





















𝑗 = 1, . . . , ℎ(𝑛) = 𝑛𝛼 na equação (3.22), obtemos:

















Supondo o limite máximo de 𝑗 igual a ℎ(𝑛), escolhido de tal forma que,
ℎ(𝑛)
𝑛







se comparado com o restante dos termos na equação (3.23). Diante disso, obtemos
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uma equação aproximada:












A expressão (3.24) pode ser vista como uma regressão linear simples:
𝑦𝑗 = 𝑎 + 𝑏𝑥𝑗 + 𝜖𝑗, ∀ 𝑗 = 1, 2, . . . , ℎ(𝑛),






)︀]︀2 e 𝜖𝑗 = ln [︁ 𝐼(𝜔𝑗)𝑓𝑋(𝜔𝑗)]︁.
À vista disso, o estimador 𝐺𝑃𝐻 proposto por Geweke & Porter-Hudak (1983)




𝑗=1 (𝑥𝑗 − ?¯?)(𝑦𝑗 − 𝑦)∑︀ℎ(𝑛)
𝑗=1 (𝑥𝑗 − ?¯?)2
, (3.25)






)︀]︀2 e ?¯? = 1
ℎ(𝑛)
∑︀ℎ
𝑗=1(𝑛)𝑥𝑗. A média e a






𝑗=1 (𝑥𝑗 − ?¯?)2
.
O Teorema (2) (Geweke & Porter-Hudak, 1983) trata da distribuição assintótica
do estimador 𝑑𝐺𝑃𝐻 .
Teorema 2 Seja {𝑋𝑡, 𝑡 ∈ R} um processo ARFIMA(𝑝, 𝑑, 𝑞) definido como na
equação do modelo (3.13) com o parâmetro 𝑑 ∈ (−0.5, 0.5) e 𝐼(·) a função perio-
dograma do processo definido na equação (3.21). Seja 𝑑𝐺𝑃𝐻 dado pela expressão
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da equação (3.25). Suponha que ℎ(𝑛) = 𝑛𝛽 para algum 𝛽 ∈ (0, 1) fixo. Se






−→ 𝑁(0, 1), 𝑞𝑢𝑎𝑛𝑑𝑜 𝑛 −→∞.
3.5 Definição e Estimação do parâmetro de Hurst
3.5.1 Introdução
O expoente de Hurst (𝐻) é um teste clássico para detectar memória longa
em séries temporais, e foi introduzido pelo hidrologista Hurst (1951) a partir do
estudo da série do Rio Nilo. Durante os anos 70, despertou o interesse na econo-
mia e Mandelbrot (1969 e 1971) argumentou a superioridade dessa metodologia
em relação a autocorrelação, análise de variância e espectral.
Existem diversos métodos na literatura para a estimação do expoente de Hurst
de uma série temporal. Destes, ressalta-se dos trabalhos de Hurst (1951) a es-
tatística 𝑅/𝑆; de Lo (1991), uma modificação da estatística 𝑅/𝑆 clássica; de
Kwiatkowski et al. (1992), a estatística KPSS; o estimador de Whittle, entre
vários outros. Desta forma, o capítulo descreverá alguns desses estimadores uti-
lizados para detectar séries que possuem aspecto da FAC persistente.
3.5.2 Expoente de Hurst
O expoente de Hurst é interpretado como uma medida para o efeito de me-
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mória longa em processos estocásticos, desta forma sendo útil para segmentação
e identificação de séries temporais. Ele mede a escala de um processo autosimi-
lar, de outra forma, significa como a variabilidade muda a partir que a série é
agregada.
Desta forma, o expoente de Hurst é definido (Hurst (1951)) em termos da






= 𝑐𝜏𝐻 , 𝑐𝑜𝑚 𝜏 −→∞, (3.26)
em que a esperança é calculada para 𝜏 fixo e 𝑡 variável.
Como o expoente de Hurst é uma medida de autocorrelação, de persistência
e memória longa, algumas propriedades podem ser citadas abaixo.
Teorema 3 Seja 𝐻 o coeficiente de Hurst, então
1. Valores de 0 < 𝐻 < 0.5 indicam uma série temporal com autocorrelação
negativa.
2. Valores de 0.5 < 𝐻 < 1 indicam uma série temporal com autocorrelação
positiva.
3. Valor de 𝐻 = 0.5 indica um passeio aleatório "verdadeiro", em que é igual-
mente provável uma autocorrelação positiva quanto negativa.
3.5.3 Estatística R/S
A estatística 𝑅/𝑆 é uma das técnicas mais antigas e utilizadas em trabalhos
na estimação do parâmetro 𝐻 e foi proposto por Mandelbrot & Wallis (1969),
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com base nos trabalhos de Hurst (1951). O método é definido como a razão das
somas parciais dos desvios da série em relação à média parcial, reescalada pelo
seu desvio padrão.
Desta maneira, definindo a sequência de desvios acumulados (𝐷𝑡,𝑛) para os
valores possíveis de 𝑗, define-se a amplitude ajustada como
𝑅(𝑡, 𝑛) = 𝑚𝑎𝑥
1≤𝑗≤𝑛
{𝐷𝑡, 𝑛} − 𝑚𝑖𝑛
1≤𝑗≤𝑛
{𝐷𝑡, 𝑛}





em que 𝑧𝑖 é a série de incrementos e 𝑧𝑡,𝑛 é a média parcial das 𝑛 observações após













Segundo Leland et al. (1994), para os processos autossimilares a estatística






em que 𝑛 representa o tamanho da série.
3.5.4 Estatística R/S Modificada
A modificação da estatística 𝑅/𝑆 foi proposta por Lo (1991), de modo que o
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desvio padrão descrito no método clássico seja substituído pela raiz quadrada do
estimador da variância consistente sob autocorrelação e heterocedasticidade de










em que 𝜔𝑗(𝑞) são os pesos de Bartlett
𝜔𝑗(𝑞) = 1− 𝑗
𝑞 + 1
,






(𝑧𝑖 − 𝑧𝑛)(𝑧𝑖+𝑗 − 𝑧𝜏 ), 0 ≤ 𝑗 < 𝜏.
Como 𝑆 = 𝑆0(𝑡, 𝑛), temos que a estatística 𝑅/𝑆 clássica é um caso particular
da estatística 𝑅/𝑆 modificada.
3.5.5 Estimador de Whittle
O estimador de Whittle (1953) supõe que a estrutura e os parâmetros do
processo 𝑋𝑡 sejam conhecidos, a não ser pela variância e o expoente de Hurst
(ou parâmetro de diferenciação). O teste tem por base o periodograma e a
transformada discreta de Fourier.
Defina a transformada discreta de Fourier e o periodograma de 𝑋𝑡, respecti-







𝑖𝑡𝜔𝑗 , 𝜔𝑗 =
2𝜋𝑗
𝑛
, 𝑗 = 1, . . . , 𝑛,
𝐼𝑥(𝜔𝑗) = |𝑤𝑥(𝜔𝑗)|2.
O estimador local Whittle (semiparamétrico Gaussiano) foi desenvolvido por
Künsch (1987) e Robinson (1995). Ele começa com a definição da função objetiva













em que 𝑚 é a largura da faixa de frequência menor que 𝑛. O procedimento local
Whittle estima os parâmetros 𝐺 e 𝑑 minimizando 𝑄𝑚(𝐺, 𝑑), de modo que
(?ˆ?, 𝑑) = 𝑎𝑟𝑔𝑚𝑖𝑛
𝐺∈(0, ∞),𝑑∈[𝛿1, 𝛿2]
𝑄𝑚(𝐺, 𝑑), (3.28)
em que 𝛿1 e 𝛿2 são números tal que −0.5 < 𝛿1 < 𝛿2 <∞. Assim, concentrando a




em que 𝑅(𝑎)(𝑑) = log ?ˆ?(𝑎) − 2𝑑 𝑏
𝑚
∑︀𝑚/𝑏
𝑗=1 log ̃︀𝜔𝑗 e 𝐺(𝑎)(𝑑) = 𝑏𝑚∑︀𝑚/𝑏𝑗=1 ̃︀𝜔𝑗2𝑑𝐼(𝑎)𝑥 ( ̃︀𝜔𝑗).




𝐷−→ 𝑁 (0, 0.25) quando 𝑛 −→∞.

Capítulo 4
Quebras Estruturais na Média e
Variância
4.1 Introdução
Como já se discutiu nos capítulos anteriores, o lento decaimento da função de
autocorrelação em uma série temporal pode ser resultado de quebras estruturais.
De fato, esse é um assunto de interesse, sendo objeto de diversos estudos, por
exemplo, em economia e finanças, conforme revisão bibliográfica da literatura
apresentada no Capítulo 2.
A quebra estrutural é um tipo de não estacionariedade no processo gerador
da série. Assim sendo, dentre a diversidade de maneiras de se introduzir quebras
estruturais, neste capítulo no limitaremos às formas mais simples, que são as
quebras na média e na variância do processo (e.g. Choi, Yu & Zivot, 2010, Bai
& Perron, 2003).
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4.2 Modelos de Quebras Estruturais
4.2.1 Modelo com Quebra Estrutural na Média
Seja um processo com quebra estrutural na média dado por
𝑋𝑡 = 𝜇1 + 𝛿(𝑡) · 𝜇2 + 𝜖𝑡, ∀ 𝑡 = 1, 2, . . . , 𝑛, (4.1)
em que 𝜇𝑖 são as médias do processo, 𝜖𝑡 ∼ 𝑁(0,𝜎2), 𝜏0 é a observação em que
ocorreu a quebra estrutural, e 𝛿(𝑡) é definido como
𝛿(𝑡) =
⎧⎪⎨⎪⎩ 0, 𝑡 < 𝜏0,1, 𝑡 ≥ 𝜏0.
Para o modelo definido, aplicando a esperança na equação (4.1), temos o valor
esperado para 𝑋𝑡 como
𝐸(𝑋𝑡) = 𝐸(𝜇1 + 𝛿(𝑡) · 𝜇2 + 𝜖𝑡),
e, assim,
𝐸(𝑋𝑡) =
⎧⎪⎨⎪⎩ 𝜇1, 𝑡 < 𝜏0,𝜇1 + 𝜇2, 𝑡 ≥ 𝜏0.
Já a variância é dada de forma geral, por
𝑉 𝑎𝑟(𝑋𝑡) = 𝑉 𝑎𝑟(𝜇1 + 𝛿(𝑡) · 𝜇2 + 𝜖𝑡).
𝑉 𝑎𝑟(𝑋𝑡) = 𝑉 𝑎𝑟(𝜖𝑡) = 𝜎
2
𝜖 .
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Exemplo 3 Seja um processo dado pela equação (4.1), em que os parâmetros da
média são 𝜇1 = 3, 𝜇2 = −3, com 𝜎2𝜖 = 1, 𝑛 = 1000 e quebra estrutural locali-
zada na observação 𝜏0 = 500. As Figuras 4.1 e 4.2 ilustram, respectivamente,
a forma da série temporal com quebra estrutural na média e a sua função de
autocorrelação.
Figura 4.1: Série quebra estrutural na média.
Figura 4.2: FAC da série quebra estrutural na média.
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Exemplo 4 Seja a série temporal do fluxo do Rio Nilo, de 1871 a 1970, con-
tendo 100 observações analisadas por Hurst (1951). Estudos passados localizaram
uma quebra na média no ano de 1898. Assim, ilustra-se nas Figuras 4.3 e 4.4, o
aspecto da série temporal do fluxo do Nilo e a sua respectiva função de autocor-
relação.
Figura 4.3: Série quebra estrutural na média 2.
Figura 4.4: FAC da série quebra estrutural na média 2.
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4.2.2 Modelo com Quebra Estrutural na Variância
Seja um processo com quebra estrutural na variância dado por
𝑋𝑡 = 𝜇 + 𝜖
(1)
𝑡 + 𝛿(𝑡) · 𝜖(2)𝑡 , ∀ 𝑡 = 1, 2, . . . , 𝑛, (4.2)
em que 𝜇 é média do processo, 𝜖(𝑗)𝑡 ∼ 𝑁(0,𝜎2𝑗 ) são os ruídos gaussianos, 𝜏0 é a
observação em que ocorreu a quebra estrutural, e 𝛿(𝑡) é definido como
𝛿(𝑡) =
⎧⎪⎨⎪⎩ 0, 𝑡 < 𝜏0,1, 𝑡 ≥ 𝜏0.
Para o modelo definido, aplicando a esperança na equação (4.2), temos o valor
esperado para 𝑋𝑡 como





e assim, 𝐸(𝑋𝑡) = 𝜇.
Já a variância é dada de forma geral, por
𝑉 𝑎𝑟(𝑋𝑡) = 𝑉 𝑎𝑟(𝜇 + 𝜖
(1)





1, 𝑡 < 𝜏0,
𝜎21 + 𝜎
2
2, 𝑡 ≥ 𝜏0.
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Exemplo 5 Seja um processo dado pela equação (4.2), em que o parâmetro da
média é 𝜇1 = 3, com variâncias 𝜎21 = 5 e 𝜎22 = 15, 𝑛 = 1000 e quebra estrutural
localizada na observação 𝜏0 = 500. As Figuras 4.5 e 4.6 ilustram a forma da
série temporal com quebra estrutural e a sua função de autocorrelação.
Figura 4.5: Série quebra estrutural na variância.
Figura 4.6: FAC da série quebra estrutural na variância.
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Exemplo 6 Em Davis, Lee & Rodriguez-Yam (2006), os autores exemplificam
o modelo lento decaimento 𝐴𝑅(2) definido como
𝑦𝑡 = 𝑎𝑡𝑦𝑡−1 − 0.81𝑦𝑡−2 + 𝜖𝑡, 1 ≤ 𝑡 ≤ 1024,
em que 𝑎𝑡 = 0.8[1− 0.5𝑐𝑜𝑠(𝜋𝑡/1024)], e 𝜖𝑡 é um ruído gaussiano. As Figuras 4.7
e 4.8 ilustram a forma da série temporal e a sua função de autocorrelação.
Figura 4.7: Série quebra estrutural na variância 2.
Figura 4.8: FAC da série quebra estrutural na variância 2.
Capítulo 4. Quebras Estruturais na Média e Variância 62
4.2.3 Modelo com Quebra Estrutural na Média e Variância
Seja um processo com quebra estrutural tanto na média como na variância
dado por
𝑋𝑡 = 𝜇1 + 𝛿(𝑡) · 𝜇2 + 𝜖(1)𝑡 + 𝛾(𝑡) · 𝜖(2)𝑡 , ∀ 𝑡 = 1, 2, . . . , 𝑛, (4.3)
em que 𝜇𝑖 são as médias do processo, 𝜖
(𝑗)
𝑡 ∼ 𝑁(0,𝜎2𝑗 ) são ruídos gaussianos, 𝜏0
é a observação em que ocorreu a quebra estrutural (mesma data para ambas as
quebras, generalizando), e 𝛿(𝑡) e 𝛾(𝑡) são definidos como
𝛿(𝑡) = 𝛾(𝑡) =
⎧⎪⎨⎪⎩ 0, 𝑡 < 𝜏0,1, 𝑡 ≥ 𝜏0.
Para o modelo definido, aplicando a esperança na equação (4.3) temos o valor
esperado para 𝑋𝑡 como







⎧⎪⎨⎪⎩ 𝜇1, 𝑡 < 𝜏0,𝜇1 + 𝜇2, 𝑡 ≥ 𝜏0.
Já a variância, é dada de forma geral por
𝑉 𝑎𝑟(𝑋𝑡) = 𝑉 𝑎𝑟(𝜇1 + 𝛿(𝑡) · 𝜇2 + 𝜖(1)𝑡 + 𝛾(𝑡) · 𝜖(2)𝑡 ).





1, 𝑡 < 𝜏0,
𝜎21 + 𝜎
2
2, 𝑡 ≥ 𝜏0.
Exemplo 7 Seja um processo dado pela equação (4.2), em que os parâmetros da
média são 𝜇1 = 2 e 𝜇2 = 7, com variâncias 𝜎21 = 2 e 𝜎22 = 4, 𝑛 = 1000 e quebra
estrutural localizada na observação 𝜏0 = 500. As Figuras 4.9 e 4.10 ilustram a
forma da série e a sua função de autocorrelação.
Figura 4.9: Série quebra estrutural na média e variância.
Figura 4.10: FAC da série quebra estrutural na média e variância.
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4.2.4 Modelo com Múltiplas Quebras Estruturais
O modelo de múltiplas quebras estruturais (𝑚 + 1 regimes) é definido como
𝑦𝑡 = 𝑐𝑗 + 𝜖𝑡, 𝑡 = 𝜏𝑗−1 + 1, 𝜏𝑗−1 + 2, . . . , 𝜏𝑗, (4.4)
em que 𝑗 = 1, 2, . . . , 𝑚 + 1, 𝑦𝑡 é a série observada e 𝑐𝑗 é a média de 𝑦𝑡. As
quebras estruturais (𝜏1, 𝜏2, . . . , 𝜏𝑚) são consideradas desconhecidas. O termo
de erro (𝜖𝑡) pode ser correlacionado e heterocedástico.
Exemplo 8 Seja um modelo AR seguimentado, descrito em Ombao et al. (2001),
definido como
𝑦𝑡 = 𝛾𝑗 + 𝜑𝑗1𝑦𝑡−1 + . . . + 𝜑𝑡−𝑝𝑗 + 𝜎𝑗𝜖𝑡, 𝑠𝑒 𝜏𝑗−1 ≤ 𝑡 < 𝜏𝑗,
em que 𝜏0 = 1 < 𝜏1 < . . . < 𝜏𝑚−1 < 𝜏𝑚 = 𝑛 + 1, 𝑚 é o número de segmentos, 𝜏𝑗
é o local da quebra estrutural, 𝛾𝑗 é o nível na 𝑗-ésima observação, 𝑝𝑗 ordem dos
coeficientes autorregressivos, 𝜑𝑗1, . . . , 𝜑𝑗𝑝𝑗 são os coeficientes autorregressivos na
𝑗-ésima observação, 𝜎𝑗 escalar na 𝑗-ésima observação e 𝜖𝑡 é um rúido gaussiano.
Desta forma, considere a seguinte série temporal
𝑦𝑡 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0.9𝑦𝑡−1 + 𝜖, 𝑠𝑒 1 ≤ 𝑡 < 513,
1.69𝑦𝑡−1 − 0.81𝑦𝑡−2 + 𝜖, 𝑠𝑒 513 ≤ 𝑡 < 769,
1.32𝑦𝑡−1 − 0.81𝑦𝑡−2 + 𝜖, 𝑠𝑒 769 ≤ 𝑡 < 1024,
em que 𝜖𝑡 é um ruído gaussiano. As Figuras 4.11 e 4.12 ilustram, a forma da série
temporal com múltiplas quebras estruturais e a sua função de autocorrelação.
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Figura 4.11: Série múltiplas quebras estruturais.
Figura 4.12: FAC da série múltiplas quebras estruturais.

Capítulo 5
Testes KPSS, Phillips-Perron e
Shimotsu
5.1 Introdução
O objetivo deste capítulo é apresentar os testes de Kwiatkowski, Phillips,
Schmidt & Shin (1992), comumente mencionado na literatura como teste KPSS,
o teste de Phillips & Perron (1988), chamado de teste PP, e os testes de Shimotsu
(2006) para discriminar entre um modelo de integração fracionada e um modelo
não estacionário.
O KPSS testa a hipótese nula de estacionariedade de uma série temporal em
torno de uma média ou tendência linear versus a hipótese alternativa de que a
série é não estacionária, havendo uma raiz unitária. Trata-se de uma ferramenta
estatística que se junta a outras com essa mesma finalidade, como os testes de
Dickey-Fuller Aumentado (ADF) e o de Perron.
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O teste PP difere do teste ADF principalmente na forma como trata a corre-
laçao serial e heterocedasticidade nos erros. Enquanto o teste ADF utiliza parâ-
metros autorregressivos para aproximar a estrutura ARMA dos erros no teste de
regressão, o teste PP se aplica para formas mais gerais da estrutura de correlação
serial.
O primeiro teste de Shimotsu é derivado do teste de Wald, em que se compara
a estimativa do parâmetro 𝑑 para todo o período de tempo com as estimativas dos
𝑑’s para os subperíodos relativos às quebras estruturais. Já o segundo consiste
em diferenciar fracionalmente os dados (utilizando uma estimativa do parâmetro
de memória longa 𝑑) e, em seguida, testar as hipóteses nula de 𝐼(0) do KPSS e
𝐼(1) do PP.
5.2 Teste KPSS
Como observado, o teste KPSS assume a hipótese nula de estacionariedade de
uma série em torno da média ou uma tendência linear, ao passo que a hipótese
alternativa assume que a série não é estacionária devido à presença de uma raiz
unitária. A despeito disso, inova em comparação aos testes ADF e Perron em
que a hipótese nula assume a presença de raiz unitária.
No modelo KPSS, a série é representada por três componentes: (a) tendência
determinística; (b) passeio aleatório e (c) erro estacionário. Assim, o modelo
segue a forma
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𝑦𝑡 = 𝜉𝛼 + 𝑟𝑡 + 𝜖𝑡
𝑟𝑡 = 𝑟𝑡−1 + 𝑢𝑡
𝜖𝑡 ∼ 𝐼(0), (5.1)
em que 𝑦𝑡, 𝑡 = 1, 2, . . . , 𝑛 denota a série observada, 𝛼 é a tendência deter-
minística, 𝑟𝑡 é o passeio aleatório, 𝜖𝑡 o erro da primeira equação, 𝐼(0) podendo
ser heterocedástico, e 𝑢𝑡 denota o erro da segunda equação. Por hipótese, este é
i.i.d., com valor esperado igual a zero e variância 𝜎2𝑢.
A hipótese nula de estacionaridade (𝐼(0)) é equivalente à suposição de que a
variância 𝜎2𝑢 do processo de passeio aleatório 𝑟𝑡 na equação (5.1) é igual a zero. Se
a variância 𝜎2𝑢 é maior do que zero, então 𝑦𝑡 é não estacionário, devido à presença
de raiz unitária.
As inferências de propriedades assintóticas da estatística são baseadas na
suposição, ver (Phillips & Perron (1988)), que 𝜖𝑡 possui certas propriedades de
regularidade. Assim, a variância de longo prazo é definida como
𝜎2 = lim𝑛−1𝐸[𝑆2𝑛],
em que 𝑆𝑛 é a soma parcial dos erros computados por
∑︀𝑡
𝑖=1 𝑒𝑖, para 𝑡 = 1, 2, . . . , 𝑛.













em que 𝑤(𝑠, 𝑙) são pesos que dependem da escolha da janela espectral. Os autores
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utilizam a janela de Bartlett, definida como 𝑤(𝑠, 𝑙) = 1 − 𝑠
𝑙 + 1
, que assegura
𝑠2(𝑙) não negativa. Portanto, a estatística do teste KPSS é o multiplicador de









Seja 𝑒𝑡, 𝑡 = 1, 2, . . . , 𝑛 os erros estimados da regressão 𝑦𝑡 em uma constante
(𝑒𝑡 = 𝑦𝑡 − 𝑦).
Sob 𝐻0, 𝑦𝑡 ∼ 𝐼(0), os autores Kwiatkowski, Phillips, Schmidt & Shin mostram
que a distribuição assintótica da estatística do teste KPSS converge para um
movimento browniano padrão. A estatística 𝜂𝜇 para testar uma série estacionária





em que 𝑉1(𝑟) = 𝑊 (𝑟)− 𝑟𝑊 (1) e 𝑊 (𝑘) é um movimento browniano padrão para
𝑟 ∈ [0, 1]. No caso em que 𝜉 ̸= 0, a estatística 𝜂𝜉 converge fracamente para um
movimento browniano de segunda ordem dado por










O procedimento do teste segue a seguinte forma: testa-se a hipótese nula
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acerca da estacionariedade em torno da média ou tendência contra a hipótese
alternativa de não estacionariedade da série devido à presença de raiz unitária.
Computa-se os valores das estatísticas de teste (𝜂), e caso um valor seja maior
do que o valor crítico, a hipótese nula é rejeitada dado um nível de significância.
5.3 Teste PP
Phillips & Perron (1988) desenvolveram diversos testes que se popularizaram
na análise de séries temporais financeiras para testar a presença de raíz unitária.
A estatística de teste de Phillips & Perron (1988) (teste PP) pode ser vista como
uma modificação robusta na correlação serial, portanto difere do teste ADF por
tratar de forma diferente a correlação e a heterocedasticidade dos erros.
A regressão do modelo para o teste de raíz unitária de Phillips-Perron (PP)
é dada por
𝑦𝑡 = 𝑎 + 𝛼𝑦𝑡−1 + 𝜖𝑡, (5.7)
em que 𝑦𝑡, 𝑡 = 1, 2, . . . , 𝑛 denota a série observada, 𝛼 é a tendência determi-
nística, 𝑎 é uma constante e 𝜖𝑡 é um processo 𝐼(0), que pode ser heterocedástico.
O teste PP se aplica para formas mais gerais da estrutura de correlação serial
e heterocedasticidade dos erros 𝜖 no teste de regressão por modificar diretamente
as estatísticas de teste 𝑛?ˆ? e 𝑡𝛼=0. Essas estatísticas modificadas, denotadas por
𝑍𝛼 e 𝑍𝑡, são dadas por































1/2 e 𝜎2 = 𝑛−1
∑︀
𝑡=1 𝜖𝑡
2 é a estimativa consistente
da variância de curto prazo e ?ˆ?2 remete-se a equação (5.2) referente à estimativa
consistente da variância de longo prazo, ambas de 𝜖𝑡.













5.4 Testes de Shimotsu










em que 𝐵 é o operador de atraso e 𝜖𝑡 é o choque aleatório. A função de auto-
correlação desse modelo decai lentamente para zero (hiperbolicamente) quando
𝑑 ∈ (0, 0.5) e, portanto, possui choques persistentes.
Esse modelo é comumente utilizado para a modelagem de volatilidades em
séries financeiras. Sob esse modelo, Shimotsu (2006) introduziu dois testes para
a detecção de quebras estruturais.
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5.4.1 Diagnóstico Baseado na Divisão por Amostras
Nesta seção serão abordados dois diagnósticos baseados na divisão de amos-
tras. O primeiro é descritivo, enquanto o segundo é um teste estatístico.
Seja 𝑏 um número inteiro, e divide-se a amostra em 𝑏 blocos, de tal forma




inteiro) . Defina 𝑑(𝑎), 𝑎 =
1, . . . , 𝑏, como a estimativa LW (local Whittle) do parâmetro 𝑑 em cada bloco
𝑎𝑖 de observações, {𝑋𝑡 : 𝑡 = (𝑎− 1)𝑛𝑏 + 1, . . . , 𝑎𝑛𝑏 }.




em que a função objetiva é construída a partir dos 𝑎𝑖 blocos de observações,




















, ̃︀𝜔𝑗 = 2𝜋𝑗
𝑛/𝑏




Observação 4 A escolha do 𝑚 utilizado no periodograma desempenha um papel
importante no estimador local Whittle e em outros estimadores semi-paramétricos,
pois determina a largura da faixa de frequências usadas para estimar o parâmetro
𝑑.
Observação 5 As estimativas que utilizam as subamostras possuem o mesmo
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viés da parte de memória curta de 𝑋𝑡 como a estimativa que usa a série total.
5.4.2 Investigação Visual com Base na Divisão por Amos-
tras
Shimotsu (2006) introduz um método descritivo visual que permite analisar
se determinado processo de memória longa espúrio pode reproduzir as caracte-
rísticas de um processo de memória longa, genuíno.





Assim, se𝑋𝑡 é um processo 𝐼(𝑑), a média das estimativas de 𝑑 das subamostras
(𝑑) deverá ser aproximadamente o 𝑑 da série completa, além de 𝑑(𝑎) semelhantes.
Como se pode observar, não é necessariamente o caso de processos de memória
longa espúrios.
5.4.3 Teste Estatístico para a Constância do Parâmetro
Para testar um processo 𝐼(𝑑) verdadeiro versus um processo 𝐼(𝑑) espúrio,
considere a hipótese nula 𝐻0: 𝑑0 = 𝑑0,1 = . . . = 𝑑0,𝑏, em que 𝑑0,𝑎 é o valor
verdadeiro do parâmetro 𝑑 da subamostra 𝑎, portanto testa-se a constância do
parâmetro 𝑑 em relação as amostras e a série completa.
Define-se o vetor d^b de tamanho 𝑏+1 e uma matriz A de dimensão 𝑎𝑏×(𝑏+1)
como










1 −1 · · · 0
. .
. . . .
1 0 · · · −1
⎞⎟⎟⎟⎟⎠ .
Sob 𝐻0 (ver Robinson, 1995),
√












em que Ib é uma matriz identidade (𝑏 × 𝑏) e 𝜄b é um vetor de 1’s (𝑏 × 1) e Ω é







em que (AΩA′)+ denota a inversa generalizada de AΩA′ . Dessa maneira, 𝑊
possui distribuição limite qui-quadrado com 𝑏− 1 graus de liberdade.
Hurvich e Chen (2000) mencionam que a variância amostral do estimador local
Whittle tende a ser maior do que
1
4𝑚
, e que o teste de Wald baseado na variância
assintótica tende rejeitar em excesso a hipótese nula. Assim, substituíram o
valor 𝑚 do estimador da variância por um número 𝑐𝑚, que proporciona melhor
















−→ 1 quando 𝑚 −→ ∞, a modificação não altera a distribuição as-
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sintótica do teste estatístico. Portanto, Hurvich & Chen (2000) introduziram a









O estimador para cada subamostra possui vantagem de usar a mesma quan-
tidade de frequência. Isso implica que o viés de todos os elementos de d^b são
iguais.
5.4.4 Teste Utilizando 𝑑 Diferenciações
O segundo teste utiliza outra propriedade no domínio de tempo do processo
𝐼(𝑑). Caso um processo 𝐼(𝑑) seja diferenciado 𝑑 vezes, em que 𝑑 é o estimador
consistente do parâmetro 𝑑, então o resultado será o processo 𝐼(0). Tal afir-
mação parece trivial; contudo, alguns processos de memória longa espúrios não
reproduzem essa característica.
A despeito de tudo isso, Shimotsu (2006) propôs um teste estatístico que
utiliza o teste de raiz unitária PP e o teste KPSS. A ideia básica é primeiramente
efetuar a retirada do efeito da média nos dados, e logo após aplicar os testes
PP e KPSS para a sua 𝑑-diferenciação, em que 𝑑 é um estimador consistente de
𝑑. A retirada do efeito da média deve ser feita cuidadosamente, como se refere
Shimotsu (2006), se queremos permitir processos não estacionários.
Assumindo que 𝑋𝑡 segue um processo 𝐼(𝑑) truncado iniciando em 𝑡 = 0, e
assumindo algumas suposições (ver Shimotsu (2006)), temos
𝑋𝑡 − 𝜇0 = (1−𝐵)−𝑑0𝜖𝑡1{𝑡 > 1}, (5.12)
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em que 𝜇 é um número finito desconhecido não aleatório, 𝐵 é o operador de
atraso, 𝜖𝑡 é um choque aleatório e 1{𝑡 > 1} é a função indicadora usada para
que a essa especificação do modelo comporte (assintoticamente) os modelos 𝑋𝑡
estacionário e não estacionário. A 𝑑 diferenciação de 𝑋𝑡 − 𝜇0 é um processo
truncado 𝐼(𝑑 − 𝑑) para cada par (𝑑, 𝑑). Aqui, 𝜇 é a média do processo 𝑋𝑡,
𝐸𝑋𝑡 = 𝜇0, porém quando 𝑑 > 0.5 é melhor interpretado como a condição inicial
de 𝑋𝑡.
Antes de se tomar a 𝑑 diferenciação, é preciso subtrair a estimativa de 𝜇0 de
𝑋𝑡. Quando 𝑑0 for conhecido e menor do que 1, pode-se utilizar a média amostral
?¯? = 𝑛−1
∑︀𝑛
𝑡=1𝑋𝑡 como estimador de 𝜇0. Caso 𝑑0 > 1, a utilização de ?¯? induz
a um erro não desprezível, pois ?¯? − 𝜇0 = 𝑂𝑝(𝑛𝑑0−1/2), como demonstrado por
Shimotsu (2006).
Quando 𝑑0 > 1, ele utiliza 𝑋1 como o estimador de 𝜇0, apesar de 𝑋1 não ser
um estimador consistente de 𝜇0. Ele demonstra que o erro de estimação de 𝜇0
torna-se desprezível (ver Shimotsu (2006)).
Desta forma, Shimotsu (2006) considera a combinação linear de ?¯? e 𝑋1 para
estimar 𝜇0 como
?ˆ?(𝑑) = 𝑤(𝑑)?¯? + (1− 𝑤(𝑑))𝑋1, (5.13)
em que 𝑤(𝑑) é uma função de ponderação (duas vezes continuamente diferen-
ciável) de tal modo que 𝑤(𝑑) = 1 para 𝑑 < 0.5 e 𝑤(𝑑) = 0 para 𝑑 > 0.75.
Para 𝑑 ∈ [0.5, 0.75], ele utiliza 1
2
[1 + 𝑐𝑜𝑠(4𝜋𝑑)]. Assim, a diferença entre
(1−𝐵)𝑑0(𝑋𝑡 − ?ˆ?(𝑑0)) e 𝜖𝑡 torna-se insignificante para qualquer valor de 𝑑0.
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A partir da estimação de 𝜇0, define-se a 𝑑-diferenciação da série como




Γ(−𝑑)𝑘! (𝑋𝑡−𝑘 − ?ˆ?
ˆ(𝑑)). (5.14)
Isto posto, aplicam-se os testes PP e KPSS para 𝜖𝑡. O teste PP com um
intercepto é aplicado na soma parcial do processo de 𝜖𝑡, já o teste KPSS é aplicado
de acordo com o especificado na seção (5.2).
5.4.5 Estudos de Monte Carlo
Para validar a implementação dos testes de Shimotsu (2006) feitos no software
R, foram realizadas simulações para replicar as tabelas de Shimotsu (2006) e
verificar o poder dos testes, enquanto que a Tabela 5.2 apresenta os valores críticos
obtidos por Shimotsu (2006). Os códigos se encontram no Apêndice C.
O primeiro painel da Tabela 5.1 mostra os resultados da simulação quando
o processo 𝑋𝑡 segue um processo 𝐼(𝑑). O estimador local Whittle (LW) com
[𝛿1, 𝛿2] = [−0.5, 1] é utilizado nos dois paineis. O primeiro painel apresenta os
resultados quando 𝑋𝑡 = (1 − 𝐵)−0.4𝜖𝑡, com 𝜖𝑡 ∼ 𝑖.𝑖.𝑑. 𝑁(0, 1). De acordo com
Shimotsu (2006), as médias de 𝑑 e 𝑑 são próximass umas das outras e a estatística
modificada de Wald (𝑊𝑐) tende a rejeitar em excesso. Os testes rejeitam pouco
devido ao erro na estimativa de 𝑑, e melhoram a medida que 𝑚 aumenta.
O segundo painel apresenta os resultados quando𝑋𝑡 = (1−𝐵)−0.2(1−0.6𝐵)𝜖𝑡.
O viés de 𝑑 é substancial, excedendo 0.2 quando 𝑚 aumenta. Por outro lado, a
diferença entre 𝑑 e 𝑑 é pequena, e não é muito afetada pela dinâmica de curto
prazo. Como o teste não é completamente livre dos efeitos da dinâmica de curto
prazo, a distorção de 𝑊𝑐 é maior do que a vista no painel anterior para valores
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altos de 𝑚. Pelo fato de o viés aumentar a medida que 𝑚 aumenta, o teste rejeita
corretamente a hipótese nula de 𝐼(𝑑). Isso sugere a possibilidade de utilizar o
teste de 𝑑 diferenciação para checar se a estimativa de 𝑑 está contaminada com
a dinâmica de curto prazo.
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Tabela 5.1: Estimativas e resultados da replicação da tabela de Shimotsu (2006).
m 𝑑 𝑑 % Rej. 𝑊𝑐 % Rej. 𝑍𝑡 % Rej.𝜂𝜇
b = 2 b = 4 b = 8 b = 2 b = 4 b = 8
Modelo 1: 𝑋𝑡 − (1−𝐵)−0.4𝜖𝑡
200 0.400 0.399 0.398 0.395 0.055 0.070 0.090 0.033 0.026
400 0.400 0.400 0.400 0.399 0.046 0.060 0.075 0.039 0.039
600 0.399 0.398 0.399 0.398 0.056 0.052 0.066 0.040 0.042
800 0.397 0.397 0.397 0.396 0.049 0.052 0.061 0.042 0.047
Modelo 2: 𝑋𝑡 − (1−𝐵)−0.2(1− 0.6𝐵)𝜖𝑡
200 0.226 0.227 0.229 0.231 0.062 0.076 0.105 0.008 0.004
400 0.289 0.293 0.300 0.311 0.055 0.061 0.075 0.174 0.001
600 0.358 0.364 0.373 0.387 0.057 0.070 0.081 0.503 0.000
800 0.425 0.430 0.440 0.455 0.081 0.082 0.108 0.815 0.000
Tabela 5.2: Tabela de valores críticos (Shimotsu(2006)).
𝑍𝑡 𝜂𝜇
𝑑 10% 5% 1% 10% 5% 1%
0.0 -2.750 -3.025 -3.556 0.347 0.460 0.736
0.1 -2.710 -2.989 -3.532 0.344 0.460 0.737
0.2 -2.678 -2.960 -3.500 0.342 0.453 0.731
0.3 -2.640 -2.932 -3.469 0.337 0.446 0.715
0.4 -2.600 -2.893 -3.432 0.335 0.440 0.702
0.5 -2.558 -2.850 -3.398 0.334 0.435 0.699
0.6 -2.475 -2.767 -3.336 0.321 0.419 0.661
0.7 -2.550 -2.838 -3.430 0.340 0.451 0.721
0.8 -2.568 -2.855 -3.430 0.348 0.463 0.743
0.9 -2.563 -2.849 -3.428 0.347 0.462 0.736
1.0 -2.563 -2.849 -3.424 0.347 0.460 0.737
1.1 -2.564 -2.850 -3.425 0.347 0.460 0.735
1.2 -2.565 -2.851 -3.426 0.347 0.460 0.735
1.3 -2.564 -2.852 -3.427 0.346 0.460 0.736
1.4 -2.564 -2.852 -3.425 0.346 0.460 0.736
Capítulo 6
Aplicação em Séries de Taxas de
Câmbio
6.1 Introdução
Neste capítulo apresentamos uma aplicação dos testes de Shimotsu descrita
no Capítulo 5 na série das variações das taxas diárias de câmbio da moeda norte-
americana (dólar, US$).
Primeiramente, será feita uma descrição dos dados e, em seguida, esboçaremos
a implementação computacional dos testes de Shimotsu (2006), cujos códigos em
R4 são apresentados nos Apêndices A e B. Finalmente, a análise dos dados é
apresentada na Seção 6.4, com script localizado no Apêndice D.
4R Core Team (2016). R: A language and environment for statistical computing.
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6.2 Descrição da Série Temporal
Os dados foram cordialmente fornecidos pela Tick Data (www.tickdata.com).
Eles constituem a série temporal intraday (de alta frequência) das taxas de câm-
bio do dólar norte-americano. O FOREX é considerado o maior mercado mundial
em termos de movimentação diária de dinheiro. Ele é operado continuadamente,
24 horas por dia, entre 14h00 de domingo e 18h00 de sexta (horários de Brasí-
lia). Por consequência, permite-se maior volume e tempo para a realização das
transações.
No FOREX, a operação é feita em pares, envolvendo simultaneamente a com-
pra de uma moeda e a venda de outra, como exemplo, R$ e US$. Nesse mercado,
o que se negocia não é o papel monetário, mas sim a relação de troca entre as
moedas. Assim, ao se fazer uma operação nesse mercado, não se negocia deter-
minada divisa, e sim sua taxa de câmbio em relação a outra.
A Tabela 6.1 mostra um trecho da série temporal e também ilustrada na Fi-
gura 6.1. Esta série intraday é composta de 1.745.081 observações, de 05/06/2008
a 16/06/2015.
Tabela 6.1: Trecho da série intraday R$/US$.
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Figura 6.1: Evolução da série intraday da taxa diário de câmbio.
Seja 𝑋𝑘, 𝑡 o valor do 𝑘-ésimo preço de oferta registrado no dia 𝑡, em que
𝑘 = 1, . . . , 𝑄𝑡, e 𝑡 = 1, 2, . . . , 𝑛. Aqui, 𝑄𝑡 representa a quantidade de registros
no dia 𝑡, e 𝑛 denota o tamanho da série diária. Para cada dia 𝑡, a série diária
{𝑋1, 1, . . . , 𝑋𝑄𝑡, 𝑡} representa uma trajetória intraday.






(𝑋𝑘,𝑡 − ?¯?𝑡)2, (6.1)
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A Figura 6.2 mostra a evolução temporal da série diária 𝑣𝑡 e sua função de
autocorrelação amostral (ACF).
Figura 6.2: Painel Superior: evolução da série diária da variação dos preços de
oferta (𝑣𝑡). Painel Inferior: função de autocorrelação amostral da série 𝑣𝑡.
Para ilustrar a aplicação dos testes de Shimotsu, consideramos o logaritmo
da variação dos preços,
𝜈𝑡 = log 𝑣𝑡, (6.2)
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cuja evolução temporal está ilustrada na Figura 6.3
Figura 6.3: Evolução temporal de 𝜈𝑡 = log 𝑣𝑡.
Com o aspecto de quebra estrutural apresentada no painel superior da Figura
6.2 no final do ano de 2008, a série 𝜈𝑡 foi ajustada com um modelo ARFIMA(1,
𝑑, 1) com 𝑑 = 0.48, ou seja,
(1− Φˆ𝐵)(1−𝐵)𝑑𝜈𝑡 = (1− Θˆ𝐵)𝜖𝑡, (6.3)
com Φˆ = 0.29, Θˆ = 0.76 e 𝑝-valores inferiores a 0.001. A questão é avaliar se
parte do coeficiente 𝑑 é devida a quebras estruturais.
6.3 Implementação Computacional
A implementação dos testes de Shimotsu (2006) foi feita no software R em
duas etapas: (a) implementação de funções e testes requeridos pelos testes de Shi-
motsu (2006) e (b) implementação dos testes de Shimotsu (2006) propriamente
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dito. Os códigos se encontram nos Apêndices A e B, respectivamente.
Algoritmo do teste com base na divisão por amostras (1º teste de Shimotsu):
1. Ler os dados (série temporal) referente a 𝑥;
2. Calcular o parâmetro 𝑑 a partir do estimador local Whittle (LW) especificado
na Seção 3.5.5 e código descrito no Apêndice A;
3. Escolher valores para os parâmetros da função 𝑠𝑝𝑙𝑖𝑡(𝑥,𝑚,𝑏𝑠𝑒𝑡) descrita no Apên-
dice B, em que 𝑥 é a série dos dados, 𝑚 é um escalar referente à largura da banda
utilizada no estimador local Whittle e na estatística de Wald ajustada, e 𝑏𝑠𝑒𝑡 é
o conjunto para divisão das amostras, por exemplo, (2, 4, 8);
4. Dividir os dados em amostras (referente ao parâmetro 𝑏𝑠𝑒𝑡 da função);
5. Calcular o parâmetro 𝑑 para cada subamostra, ilustrado na Tabela 6.5;
6. A partir das estimativas de 𝑑, calcular as estatísticas de Wald ajustadas (𝑊𝑐)
em cada subamostra para testar a hipótese nula de constância do parâmetro
(Tabela 6.5).
Observação 6 Note que a função split possui três saídas: 𝑤,𝑎𝑣𝑒𝑑ℎ𝑎𝑡 e 𝑑ℎ𝑎𝑡𝑠, em
que 𝑤 é o vetor referente às estatísticas de Wald ajustadas (𝑊𝑐) correspondentes
à cada 𝑏𝑠𝑒𝑡 (subamostra); 𝑎𝑣𝑒𝑑ℎ𝑎𝑡: o primeiro elemento é a estimativa de 𝑑 da
série total e os seguintes elementos são a média da estimativa de 𝑑 para cada
subamostra; e 𝑑ℎ𝑎𝑡𝑠 são as estimativas de 𝑑 para a série total e as subamostras.
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Algoritmo do teste utilizando a 𝑑 difenrenciação (2º teste de Shimotsu).
1. Ler os dados (série temporal) referente a 𝑥;
2. Implementar os testes KPSS, PP e fracdiff para serem aplicados na função
𝑑𝑖𝑓𝑓_𝑝𝑝_𝑘𝑝𝑠𝑠(𝑥,𝑑,ℎ);
3. Considere o teste KPSS para computar a estatística de teste utilizando o kernel de
Bartlett. A função 𝑘𝑝𝑠𝑠(𝑥,𝑚) do Apêndice A tem como saída a estatística 𝜂𝜇, em que
𝑥 são os dados e 𝑚 é o escalar do comprimento da banda utilizada no teste;
4. Considere o teste PP para computar as estatísticas de teste da presença de raiz unitária.
A função 𝑝𝑝𝑒𝑟𝑟𝑜𝑛(𝑥,𝑚) (Apêndice B) tem como saída as estatísticas 𝑍𝛼 e 𝑍𝑡, em que
𝑥 são os dados e 𝑚 é o escalar do comprimento da banda utilizada no teste;
5. Considere a função 𝑓𝑟𝑎𝑐𝑑𝑖𝑓𝑓(𝑥,𝑑) o procedimento de diferenciação fracionária, em que
𝑥 é a série a ser diferenciada, e 𝑑 o parâmetro de diferenciação. A saída da função é a
série filtrada (1−𝐵)𝑑𝑋𝑡;
6. Aplicar a função 𝑑𝑖𝑓𝑓_𝑝𝑝_𝑘𝑝𝑠𝑠(𝑥,𝑑,ℎ), em que se utiliza as funções acima para testar
a hipótese de a 𝑑 diferenciação resultar em um processo 𝐼(𝑑), em que 𝑥 é a série dos
dados, 𝑑 é o parâmetro de diferenciação estimado pelo estimador local Whittle (LW),
e ℎ é o parâmetro de comprimento utilizado para os testes KPSS e PP (ℎ = 𝑚𝑑).
Observação 7 Os testes local Whittle, KPSS e PP foram implementados a título
de aprendizagem e aprofundamento sobre o conteúdo. Esses testes já possuem
implementação em vários pacotes do software R.
Capítulo 6. Aplicação em Séries de Taxas de Câmbio 88
6.4 Aplicação dos Testes
Nesta seção ilustraremos como os testes podem ser utilizados para avaliar se
a série temporal observada é um processo puramente de memória longa ou um
processo com aparência de memória longa.
A primeira parte da Tabela 6.5, refere-se aos resultados da estimativa de 𝑑 da
série e 𝑑 das subamostras, enquanto que a segunda parte ilustra o resultado da
estatística ajustada de Wald (𝑊𝑐).
A estimação do parâmetro 𝑑 foi realizada através do estimador local Whit-
tle (LW), que é definido no domínio da frequência (uso do periodograma) por
modelar a densidade espectral por completo (toda a estrutura de correlação).
Ele é geralmente considerado adequado para processos com memória curta, mas
também (como provado por Fox & Taqq (1986)) é adequado para processos com
memória intermediária ou longa. A escolha de 𝑚 desempenha um papel impor-
tante no estimador local Whittle e em outros estimadores semi-paramétricos, pois
determina a largura da faixa de frequências usadas para estimar o parâmetro 𝑑.
Hurvich & Chen (2000) introduziram a estatística ajustada de Wald (𝑊𝑐)
denotada na equação (5.11). Essa estatística é utilizada no teste de hipótese
de constância dos parâmetros 𝑑 estimados no primeiro teste de Shimotsu. O
estimador para cada subamostra possui vantagem de usar a mesma quantidade
de frequência. Isso implica que os vieses de todos os elementos das estimativas
de 𝑑 das subamostras são iguais.
A Tabela 6.6 ilustra o resultado das estatísticas de teste da aplicação do
segundo teste de Shimotsu (2006) aos dados. Nela encontram-se as estatísticas
do teste PP (𝑍𝑡) e a estatística do teste KPSS (𝜂𝜇). A primeira consiste do
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teste de Phillips-Perron descrito na Seção 5.3, sendo uma generalização do teste
aumentado de Dickley-Fuller para os casos em que os erros são correlacionados,
e possivelmente heterocedásticos, em que se testa a hipótese de raiz unitária.
Quanto à segunda estatística, resultado do teste KPSS, explicada na Seção
5.2, ao contrário dos testes mencionados anteriormente, estabelece como hipótese
nula a estacionariedade da série temporal (𝐻0 : a série é estacionária).
Para exemplificar as Tabelas 6.5 e 6.6 fizemos um recorte para um dado 𝑚
de modo a ilustrar os resultados de ambos os testes de Shimotsu (2006). No
primeiro recorte (Tabela 6.2), temos os resultados do primeiro teste, onde se
encontram os valores de 𝑚, as estimativas do parâmetro 𝑑, para as subamostras
e a série total, e os valores das estatísticas ajustadas de Wald (𝑊𝑐) das respectivas
subamostras. Já no segundo recorte (Tabela 6.3), encontram-se os resultados do
segundo teste com as respectivas estatísticas dos testes PP e KPSS. Alerta-se
que, para cada valor de 𝑚 (largura da banda de frequência), modificam-se as
estimativas e estatísticas.
Tabela 6.2: Recorte da Tabela 6.5 para 𝑚 = 200.
𝑚 𝑑 𝑑 𝑊𝑐
b = 2 b = 4 b = 8 b = 2 b = 4 b = 8
200 0.345 0.377 0.157 0.297 24.179(*) 2.849 5.156
Tabela 6.3: Recorte da Tabela 6.6 para 𝑚 = 200.
𝑚 𝑑 𝑍𝑡 𝜂𝜇
200 0.345 -1.057 0.297
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Pela Tabela 6.5, vemos que as estimativas de 𝑑 variam entre 0.10 e 0.35, o
que sugere a existência de memória longa (seja esta verdadeira ou espúria) e uma
grande possibilidade de variação local do parâmetro 𝑑.
Por meio de alguns pacotes do R (fArma, pracma e arfima), foi feita a esti-
mação do parâmetro de Hurst (𝐻) para corroborar com as análises feitas pelo
estimador local Whittle. As estimativas encontradas na Tabela 6.4, parâmetro 𝐻
entre 0.86 e 0.98, apresentam resultados que indicam, igualmente ao estimador
LW, a presença de memória longa (0.5 < 𝐻 < 1).





Do outro lado, as estimativas de 𝑑 não estão próximas entre si, resultado de
uma investigação visual com base na divisão por amostras como discutido na
Seção 5.4.2. Para processos 𝐼(𝑑), as estimativas de 𝑑 devem ser próximas, ao
contrário do que se vê. Como processos de mémoria longa espúrios não conse-
guem imitar as características de processos de mémoria longa verdadeiros, temos
indicação descritiva da possibilidade de quebras estruturais estarem presentes na
série temporal.
Pela Figura 6.4, entre os anos de 2010 e 2012, aproximadamente em torno
da observação 1000, nota-se um aspecto de quebra estrutural que pode induzir a
uma má especificação do modelo. Desta forma, a rejeição da hipótese para 𝑏 = 2
na Tabela 6.5 pode ser explicada por isso.
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Figura 6.4: Aspecto da quebra estrutural da série 𝜈𝑡.
Prosseguindo com a aplicação do segundo teste de Shimotsu (2006), avaliando
a possibilidade de quebras estruturais estarem presentes na série, a Tabela 6.6
mostra as estatísticas dos testes PP e KPSS.
Em relação ao primeiro teste (PP), a estatística de teste (𝑍𝑡) não rejeita a
hipótese nula para qualquer valor de 𝑚. Portanto, ele não rejeita a hipótese de
não estacionariedade. Em concordância com o teste PP, o teste KPSS produz
a estatística de teste (𝜂𝜇) que, para praticamente todos os valores de 𝑚, exceto
para 𝑚 = 200 e 𝑚 = 300, rejeita a hipótese nula. Desta maneira, rejeita-se a
hipótese de estacionariedade da série, indicando a presença de póssiveis quebras
estruturais que torna a série não estacionária.
Como mencionado na Observação 7, alguns pacotes como tseries, fUnitRoots
e urca possuem os testes PP e KPSS implementados. Desta forma, através do
pacote tseries e suas funções, estimou-se as estatísticas dos testes 𝑍𝑡 = −1.059 e
𝜂𝜇 = 1.2967, que confirma os resultados e análises obtidos pelo algoritmo próprio
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implementado.
A partir dos resultados conjuntos das Tabelas 6.5 e 6.6, e o fato de Shimotsu
(2006) ligar algumas características de possíveis modelos de memória longa a
características similares de modelos espúrios, por exemplo, a diminuição das es-
timativas de 𝑑 à medida que o valor de 𝑚 aumenta, podemos afirmar que tais
propriedades se apresentam na série observada dos logretornos dos preços do
dólar americano na moeda brasileira.
Através não somente de uma análise descritiva da série temporal, ilustrada
na Figura 6.4, mas também pela aplicação da metodologia descrita por Shimotsu
(2006), temos fortes evidências de que o aspecto de memória longa apresentada
pela série é induzida em parte (ou totalmente) por quebras estruturais.
6.5 Modelagem de Séries com Quebra Estrutural
A dicotomia entre memória longa e quebra estrutural deixa em aberto a es-
colha da metodologia a ser utilizada na modelagem dos dados. No caso em que
a memória longa é inerente ao processo gerador da série, os modelos de memó-
ria longa como o ARFIMA(𝑝, 𝑑, 𝑞) são amplamente utilizados. Do outro lado,
não há consenso em como escolher o melhor modelo para os dados que possuem
quebra estrutural, usualmente após uma flexibilização das suposições é feita a
modelagem com o ARFIMA.
Contudo, Choi, Yu & Zivot (2010) apresentaram um nova abordagem para
esses casos. Eles ajustaram a série da volatilidade realizada utilizando a série
residual (𝑦𝑡 − 𝑐𝑗, em que 𝑐𝑗 é a média estimada) e estimando o parâmetro 𝑑
novamente. Esse novo método reduziu a estimativa de 𝑑 e ficou evidente a redução
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da persistência da FAC após a retirada do efeito das quebras.
Uma das razões para a série ainda apresentar persistência serial é descrita por
eles como: (1) agregação da série intraday e (2) mistura de numerosas informações
heterogêneas de curto prazo.
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Tabela 6.5: Estimativas e resultados do 1º teste de Shimotsu na série 𝜈𝑡.
𝑚 𝑑 𝑑 𝑊𝑐
b = 2 b = 4 b = 8 b = 2 b = 4 b = 8
200 0.345 0.377 0.157 0.297 24.179(*) 2.849 5.156
300 0.300 0.320 0.135 0.230 27.264(*) 3.377 5.024
400 0.112 0.152 -0.058 -0.057 8.356(*) 0.875 0.435
500 0.143 0.168 -0.016 -0.003 13.019(*) 0.086 0.001
600 0.162 0.179 0.033 0.047 17.853(*) 0.434 0.486
700 0.174 0.177 0.040 0.064 20.626(*) 0.770 1.055
800 0.102 0.107 -0.044 -0.055 8.686(*) 1.073 0.892
Tabela 6.6: Estimativas e resultados do 2º teste de Shimotsu na série 𝜈𝑡.
𝑚 𝑑 𝑍𝑡 𝜂𝜇
200 0.345 -1.057 0.297
300 0.300 -0.917 0.351
400 0.112 -0.469 1.110(*)
500 0.143 -0.530 0.871(*)
600 0.162 -0.576 0.748(*)
700 0.174 -0.581 0.730(*)
800 0.102 -0.454 1.188(*)




Neste trabalho foram implementados os dois testes propostos por Shimotsu
(2006) para distinguir processos 𝐼(𝑑) verdadeiros ou espúrios que englobam (as-
sintoticamente) tanto processos 𝐼(𝑑) estacionários como não estacionários. Esses
testes se fundamentam em algumas propriedades no domínio do tempo de pro-
cessos 𝐼(𝑑) verdadeiros que os processos espúrios não conseguem reproduzir.
No decorrer do trabalho foi feita a explanação da metodologia utilizada, in-
troduzindo modelos utilizados, testes empregados para a aplicação do tema, bem
como uma extensa revisão bibliógráfica acerca de memória longa e quebra estru-
tural.
Por fim, aplicamos os testes propostos na série construída dos log-retornos
constituídos a partir de dados intraday de alta frequência da taxa de câmbio real,
dólar. Em um primeiro momento, utilizou-se de uma investigação descritiva para
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averiguar a possibilidade de quebras estruturais. Por conseguinte, com base em
testes estatísticos, aplicou-se a metodologia descrita por Shimotsu (2006) a partir
da implementação dos testes, que evidenciou a presença de quebra estrutural no
contexto da série temporal.
Os resultados foram apresentados nas tabelas contidas no Capítulo 6 e mos-
tram os resultados e estimativas de ambos os testes para a série observada. A
dissertação deixa como futuras pesquisas a avaliação de uma modificação do al-
goritmo dos testes para séries que possuem algum tipo de tendência.
7.2 Perspectivas
Choi, Yu & Zivot (2010) discutem que o modelo ARFIMA é robusto para
previsão mesmo que a memória seja gerada espurialmente por quebras estruturais.
Apesar disso, é importante que se estudem metódos estatísticos para a distinção
desse fenômeno em análise de séries temporais.
Além da metodologia e aplicações apresentadas na dissertação, possíveis ex-
tensões dos testes de Shimotsu (2006) podem ser tratadas para futuras pesquisas.
Entre elas, a inclusão de processos que possuem tendências ou padrões sazonais.
Chama a atenção a relativa simplicidade dos testes, apresentando bom poder
estatístico para detectar padrões espúrios (Shimotsu, 2006). Assim, aperfeiçoa-
mentos desse tipo de teste poderiam conduzir a bons resultados futuros.
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Apêndice A
Testes Complementares
1 ## Pacotes necessarios para as funcoes implementadas .
2 l ibrary ( corpcor )
3 l ibrary (MASS)
4
5 ## Estimador Whittle .
6 wh i t t l e = function (d , x , m) {
7 n = length ( x )
8 t = c ( 0 : ( n−1))
9
10 lambda = (2∗pi∗t )/n
11 wx = (2∗pi∗n)^(−1/2)∗Conj( f f t (Conj( x ) ) ) ∗exp(1 i ∗lambda )
12 lambda = lambda [ 2 :m+1]
13 wx = wx [ 2 :m+1]
14 ix = wx∗Conj(wx)
15
16 g = mean( ( lambda^(2∗d ) )∗ i x )
17 r = log ( g ) − 2∗d∗mean( log ( lambda ) )
18 }
19
20 ## Teste Phi l l ips−Perron (PP) .
21 pperron = function (x ,m, opt ) {
22 n = length ( x )
23 y = x [ 2 : n ]
24 xlag = x [ 1 : n−1]
25 x1 = c ( )
26
27 i f ( opt==0){x1 = xlag }
28 i f ( opt==1) {x1 = cbind ( xlag ,matrix ( 1 , ( n−1) ,1))}
29 i f ( opt==2) {x1 = cbind ( xlag , rep (1 , n−1) ,2:n−1)}
30
31
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32 i f ( opt==0) {beta = ginv (matrix ( x1 ,nrow=length ( x1 ) , ncol=1))%∗%matrix (y ,nrow=length ( y ) , ncol=1)}
33 i f ( opt==1) {beta = ginv (matrix ( x1 ,nrow=nrow( x1 ) , ncol=ncol ( x1 ) ) )%∗%matrix (y ,nrow=length ( y ) , ncol=1)}
34 i f ( opt==2) {beta = ginv (matrix ( x1 ,nrow=nrow( x1 ) , ncol=ncol ( x1 ) ) )%∗%matrix (y ,nrow=length ( y ) , ncol=1)}
35
36 alpha = beta [ 1 ]
37
38 i f ( opt==0) {u = y − x1∗beta}
39 i f ( opt==1) {u = y − x1%∗%beta}
40 i f ( opt==2) {u = y − x1%∗%beta}
41
42 s2 = as .numeric ( t (u)%∗%u/n)
43 prod = rep (0 ,m)
44
45 for ( j in 1 :m){
46 prod [ j ] = u [ ( j +1):(n−1)]%∗%t ( t (u [ 1 : ( n−1−j ) ] ) )
47 }
48
49 s t l = as .numeric ( s2 + 2%∗%(1−(1:m)/ (m+1))%∗%(prod/n ) )
50
51 i f ( opt==0){xx = as .numeric ( ( t ( x lag )%∗%xlag )/ (n^2))
52 za = as .numeric (n%∗%( alpha−1)−(1/2)%∗%( s t l−s2 )/xx )
53 zt = as .numeric ( sqrt ( t ( x lag )%∗%xlag )%∗%( alpha−1)/sqrt ( s t l )−(1/2)%∗%( s t l−s2 )/sqrt ( s t l%∗%xx ) )}
54
55 i f ( opt==1){m = as .numeric ( t ( ( xlag−mean( x lag ) ) )%∗%( xlag−mean( x lag ) )/ (n^2))
56 za = as .numeric (n%∗%( alpha−1)−(1/2)%∗%( s t l−s2 )/m)
57 zt = as .numeric (n∗sqrt (m)%∗%( alpha−1)/sqrt ( s t l )−(1/2)∗ ( s t l−s2 )/sqrt ( s t l ∗m))}
58
59 i f ( opt==2){myy = as .numeric ( t ( x lag )%∗%xlag/n/n)
60 my = sum( x lag )/n/sqrt (n)
61 mty = as .numeric ( ( x lag%∗%t ( t ( 2 : n−1)))/n/n/sqrt (n ) )
62 M = as .numeric((1−n^(−2))%∗%myy−12%∗%mty%∗%mty+12%∗%(1+1/n)%∗%mty%∗%my−(4+6/n+2/n/n)%∗%my%∗%my)
63 za = as .numeric (n%∗%( alpha−1)−(1/2)%∗%( s t l−s2 )/M)
64 c3 = as .numeric ( solve ( t ( x1 )%∗%x1 ) )
65 c3 = c3 [ 1 ]
66 zt = as .numeric ( ( alpha−1)/sqrt ( c3%∗%s t l )−(1/2)%∗%( s t l−s2 )/sqrt ( s t l%∗%M))}
67
68 sa ida = data . frame ( za , zt )
69 return ( sa ida )
70 }
71
72 ## Teste Kwiatkowski , Phi l l ips , Schmidt \& Shin (KPSS) .
73 kpss = function (x ,m, opt ) {
74 n = length ( x )
75
76 i f ( opt==0){e = x − sum( x )/n}
77
78 else {z = cbind ( rep (1 , n ) , ( 1 : n ) )
79 z1 = t ( z )%∗%z
80 e = x−z%∗%( ginv (matrix ( z1 ,nrow=nrow( z1 ) , ncol=ncol ( z1 ) ) )%∗%
81 t (matrix ( z ,nrow = nrow( z ) , ncol =ncol ( z ) ) ) )%∗%matrix (x ,nrow=length ( x ) , ncol=1)
82
111
83 prod = rep (0 ,m)
84 for ( j in 1 :m){
85 prod [ j ] = t ( e [ ( j +1):n ] )%∗%e [ 1 : ( n−j ) ]
86 }
87
88 s2 = as .numeric ( ( t ( e )%∗%e + 2%∗%(1−(1:m)/ (m+1))%∗%prod )/n)
89 S = cumsum( e )
90 eta = as .numeric ( ( t (S)%∗%S)/ (n^2)/s2 )
91




96 ## Funcao para di ferenciar a ser ie .
97 f r a c d i f f = function (x , d) {
98
99 T = length ( x )
100 np2 = nextn (2∗T − 1 ,2)
101 k = 1 : (T−1)
102 b = c (1 ,cumprod( ( k−d−1)/k ) )
103 dx = f f t ( f f t (c (b , rep (0 , np2−T) ) ) ∗ f f t (c (x , rep (0 , np2−T) ) ) , inverse=T)/np2
104





2 ## Teste 1 − Shimotsu .
3 sp l i t = function (x ,m, bset ){
4 n = length ( x )
5 bb = length ( bset )
6 w = rep (0 , bb)
7 avedhat = rep ( 0 , ( bb+1))
8 dhats = c ( )
9
10 dhat0 = optim (par = c ( 0 . 5 ) , wh i t t l e , x= x , m=m, method = "BFGS" )$par
11
12 avedhat [ 1 ] = dhat0
13 dhats [ 1 ] = cbind ( dhats , dhat0 )
14
15 for ( l in ( 1 : bb ) ){
16
17 b = bset [ l ]
18 dhat = rep (0 , b)
19 dim( x ) = c ( ( n/b ) , b)
20
21 for ( k in ( 1 : b ) ){
22 m1 = m/b
23 dw = c ( )
24
25 dw[ k ] = optim (par = c ( 0 . 5 ) , whi t t l e , x= x [ , k ] , m=m1, method = "BFGS" )$par
26
27 dhat = c ( rep (0 , b−1) ,dw [ k ] )
28 avedhat [ ( l +1)] = mean( dhat )
29 }
30
31 dhats = cbind ( dhats , t ( dhat ) )
113
32 t = t ( ( 1 :m1) )
33 myu = log ( t ) − mean( log ( t ) )
34 cm1 = as .numeric (myu%∗%t (myu) )
35 #fator de correcao : cm=m1 wald sem correcao
36
37 d i f f v e c = kronecker (matrix (1 , b , 1 ) , dhat0 ) − dhat
38 vmat = b∗diag (b) − matrix (1 , b , b)
39 w[ l ] = (4∗m∗ (cm1/m1))∗t ( d i f f v e c )%∗%pseudo inverse (vmat )%∗%d i f f v e c
40 }
41
42 sa ida = l i s t (w, avedhat , dhats )
43 return ( sa ida )
44 }
45
46 ## Teste 2 − Shimotsu .
47 d i f f_pp_kpss = function (x , d , h , opt ){
48 i f ( opt==1){n = length ( x )
49 z = cbind ( rep (1 , n ) , 1 : n)
50 z1 = t ( z )%∗%z
51 pmat = matrix ( z ,nrow = nrow( z ) , ncol=ncol ( z ) )%∗%( ginv (matrix ( z1 ,nrow=nrow( z1 ) , ncol=ncol ( z1 ) ) )%∗%
52 t (matrix ( z ,nrow = nrow( z ) , ncol = ncol ( z ) ) ) )
53 x = x − pmat%∗%x}
54
55 weight = as .numeric ( ( d<=0.5)+(1/2)%∗%(1+cos (4%∗%pi%∗%d ) )%∗%(d>0.5)%∗%(d<0.75))
56
57 i f (d <0){h=m}
58 else {h = f loor (m^d)}
59
60 myuhat = as .numeric ( weight%∗%mean( x ) + (1−weight )%∗%x [ 1 ] )
61 x = x − myuhat
62 e = f r a c d i f f (x , d)
63 ee = cumsum( e )
64
65 eta = kpss ( e , h , opt )
66 perron = pperron ( ee , h , opt )
67
68 sa ida = l i s t ( eta , perron )




1 ## Pacote Arfima .
2 l ibrary ( ar f ima )
3
4 ## Simulacao de 5000 ser ies I (0.4) com 5000 observacoes .
5 set . seed (64247643)
6 s e r i e = r e p l i c a t e (5000 , ar f ima . sim (5000 ,model=l i s t ( d f rac =0.4)) )
7
8 ## Parametros para os t e s t e s de Shimotsu .
9 m = c (200 ,400 ,600 ,800)
10 bset = c (2 , 4 , 8 )
11
12 ## Teste 1 Shimotsu .
13 t e s t e_200 = apply ( s e r i e , 2 , function ( z ){ sp l i t ( z ,m[ 1 ] , bset )} )
14 t e s t e_400 = apply ( s e r i e , 2 , function ( z ){ sp l i t ( z ,m[ 2 ] , bset )} )
15 t e s t e_600 = apply ( s e r i e , 2 , function ( z ){ sp l i t ( z ,m[ 3 ] , bset )} )
16 t e s t e_800 = apply ( s e r i e , 2 , function ( z ){ sp l i t ( z ,m[ 4 ] , bset )} )
17
18 ## Estimativas do parametro d para cada valor de m e b .
19 d200 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e_2 0 0 [ [ z ] ] [ 3 ] ) ) } )
20 d200_f i n a l = c (mean( d200 [ 1 , ] ) ,mean( d200 [ 3 , ] ) ,mean( d200 [ 7 , ] ) ,mean( d200 [ 1 5 , ] ) )
21 d400 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e_4 0 0 [ [ z ] ] [ 3 ] ) ) } )
22 d400_f i n a l = c (mean( d400 [ 1 , ] ) ,mean( d400 [ 3 , ] ) ,mean( d400 [ 7 , ] ) ,mean( d400 [ 1 5 , ] ) )
23 d600 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e_6 0 0 [ [ z ] ] [ 3 ] ) ) } )
24 d600_f i n a l = c (mean( d600 [ 1 , ] ) ,mean( d600 [ 3 , ] ) ,mean( d600 [ 7 , ] ) ,mean( d600 [ 1 5 , ] ) )
25 d800 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e_8 0 0 [ [ z ] ] [ 3 ] ) ) } )
26 d800_f i n a l = c (mean( d800 [ 1 , ] ) ,mean( d800 [ 3 , ] ) ,mean( d800 [ 7 , ] ) ,mean( d800 [ 1 5 , ] ) )
27
28 ## Esta t i s t i ca de Wald para cada valor de m e b .
29 w200 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e_2 0 0 [ [ z ] ] [ 1 ] ) ) } )
30 w400 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e_4 0 0 [ [ z ] ] [ 1 ] ) ) } )
31 w600 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e_6 0 0 [ [ z ] ] [ 1 ] ) ) } )
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32 w800 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e_8 0 0 [ [ z ] ] [ 1 ] ) ) } )
33
34 ## Teste 2 Shimotsu .
35 t e s t e 1_200 = apply ( s e r i e , 2 , function ( z ){x<<−1 ; x<<− x+1;unlist (data . frame ( d i f f_pp_kpss ( z , d = d200 [ 1 , x ] , h , 0 ) ) ) } )
36 t e s t e 1_400 = apply ( s e r i e , 2 , function ( z ){x<<−1 ; x<<− x+1;unlist (data . frame ( d i f f_pp_kpss ( z , d = d400 [ 1 , x ] , h , 0 ) ) ) } )
37 t e s t e 1_600 = apply ( s e r i e , 2 , function ( z ){x<<−1 ; x<<− x+1;unlist (data . frame ( d i f f_pp_kpss ( z , d = d600 [ 1 , x ] , h , 0 ) ) ) } )
38 t e s t e 1_800 = apply ( s e r i e , 2 , function ( z ){x<<−1 ; x<<− x+1;unlist (data . frame ( d i f f_pp_kpss ( z , d = d800 [ 1 , x ] , h , 0 ) ) ) } )
39
40 ## Esta t i s t i cas Eta e Zt .
41 zt200 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 1_2 0 0 [ [ z ] ] [ [ 1 ] ] [ 1 ] ) } )
42 zt400 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 1_4 0 0 [ [ z ] ] [ [ 1 ] ] [ 1 ] ) } )
43 zt600 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 1_6 0 0 [ [ z ] ] [ [ 1 ] ] [ 1 ] ) } )
44 zt800 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 1_8 0 0 [ [ z ] ] [ [ 1 ] ] [ 1 ] ) } )
45
46 eta200 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 1_2 0 0 [ [ z ] ] [ [ 2 ] ] [ 2 ] ) } )
47 eta400 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 1_4 0 0 [ [ z ] ] [ [ 2 ] ] [ 2 ] ) } )
48 eta600 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 1_6 0 0 [ [ z ] ] [ [ 2 ] ] [ 2 ] ) } )
49 eta800 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 1_8 0 0 [ [ z ] ] [ [ 2 ] ] [ 2 ] ) } )
50
51 ## Esta t i s t i cas Eta e Zt .
52 eta200 = t e s t e 1_2 0 0 [ 1 , ] ; zt200 = t e s t e 1_200 [ 3 , ]
53 eta400 = t e s t e 1_4 0 0 [ 1 , ] ; zt400 = t e s t e 1_400 [ 3 , ]
54 eta600 = t e s t e 1_6 0 0 [ 1 , ] ; zt600 = t e s t e 1_600 [ 3 , ]
55 eta800 = t e s t e 1_8 0 0 [ 1 , ] ; zt800 = t e s t e 1_800 [ 3 , ]
1 ## Pacote Arfima .
2 l ibrary ( ar f ima )
3
4 ## Simulacao de 5000 ser ies I (0.4) com 5000 observacoes .
5 set . seed (64247643)
6 s e r i e_theta = r e p l i c a t e (5000 , ar f ima . sim (5000 ,model=l i s t ( d f rac =0.2 , phi =0.6)))
7
8 ## Parametros para os t e s t e s de Shimotsu .
9 m = c (200 ,400 ,600 ,800)
10 bset = c (2 , 4 , 8 )
11
12 ## Teste 1 Shimotsu .
13 t e s t e 1_200 = apply ( s e r i e_theta , 2 , function ( z ){ sp l i t ( z ,m[ 1 ] , bset )} )
14 t e s t e 1_400 = apply ( s e r i e_theta , 2 , function ( z ){ sp l i t ( z ,m[ 2 ] , bset )} )
15 t e s t e 1_600 = apply ( s e r i e_theta , 2 , function ( z ){ sp l i t ( z ,m[ 3 ] , bset )} )
16 t e s t e 1_800 = apply ( s e r i e_theta , 2 , function ( z ){ sp l i t ( z ,m[ 4 ] , bset )} )
17
18 ## Estimativas do parametro d para cada valor de m e b .
19 dd200 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e 1_2 0 0 [ [ z ] ] [ 3 ] ) ) } )
20 d200_f i n a l 1 = c (mean( dd200 [ 1 , ] ) ,mean( dd200 [ 3 , ] ) ,mean( dd200 [ 7 , ] ) ,mean( dd200 [ 1 5 , ] ) )
21 dd400 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e 1_4 0 0 [ [ z ] ] [ 3 ] ) ) } )
22 d400_f i n a l 1 = c (mean( dd400 [ 1 , ] ) ,mean( dd400 [ 3 , ] ) ,mean( dd400 [ 7 , ] ) ,mean( dd400 [ 1 5 , ] ) )
23 dd600 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e 1_6 0 0 [ [ z ] ] [ 3 ] ) ) } )
24 d600_f i n a l 1 = c (mean( dd600 [ 1 , ] ) ,mean( dd600 [ 3 , ] ) ,mean( dd600 [ 7 , ] ) ,mean( dd600 [ 1 5 , ] ) )
25 dd800 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e 1_8 0 0 [ [ z ] ] [ 3 ] ) ) } )
26 d800_f i n a l 1 = c (mean( dd800 [ 1 , ] ) ,mean( dd800 [ 3 , ] ) ,mean( dd800 [ 7 , ] ) ,mean( dd800 [ 1 5 , ] ) )
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27
28 ## Esta t i s t i ca de Wald para cada valor de m e b .
29 ww200 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e 1_2 0 0 [ [ z ] ] [ 1 ] ) ) } )
30 ww400 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e 1_4 0 0 [ [ z ] ] [ 1 ] ) ) } )
31 ww600 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e 1_6 0 0 [ [ z ] ] [ 1 ] ) ) } )
32 ww800 = sapply (1 : 5000 , function ( z ){ unlist (data . frame ( t e s t e 1_8 0 0 [ [ z ] ] [ 1 ] ) ) } )
33
34 ## Teste 2 Shimotsu .
35 m = 200
36 t e s t e 2_200=apply ( s e r i e_theta , 2 , function ( z ){x<<−1 ; x<<−x+1;unlist (data . frame ( d i f f_pp_kpss ( z , d=dd200 [ 1 , x ] , h , 0 ) ) ) } )
37 m = 400
38 t e s t e 2_400=apply ( s e r i e_theta , 2 , function ( z ){x<<−1 ; x<<−x+1;unlist (data . frame ( d i f f_pp_kpss ( z , d=dd400 [ 1 , x ] , h , 0 ) ) ) } )
39 m = 600
40 t e s t e 2_600=apply ( s e r i e_theta , 2 , function ( z ){x<<−1 ; x<<−x+1;unlist (data . frame ( d i f f_pp_kpss ( z , d=dd600 [ 1 , x ] , h , 0 ) ) ) } )
41 m =800
42 t e s t e 2_800=apply ( s e r i e_theta , 2 , function ( z ){x<<−1 ; x<<−x+1;unlist (data . frame ( d i f f_pp_kpss ( z , d=dd800 [ 1 , x ] , h , 0 ) ) ) } )
43
44 ## Esta t i s t i cas Eta e Zt .
45 zt200_1 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 2_2 0 0 [ [ z ] ] [ [ 1 ] ] [ 1 ] ) } )
46 zt400_1 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 2_4 0 0 [ [ z ] ] [ [ 1 ] ] [ 1 ] ) } )
47 zt600_1 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 2_6 0 0 [ [ z ] ] [ [ 1 ] ] [ 1 ] ) } )
48 zt800_1 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 2_8 0 0 [ [ z ] ] [ [ 1 ] ] [ 1 ] ) } )
49
50 eta200_1 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 2_2 0 0 [ [ z ] ] [ [ 2 ] ] [ 2 ] ) } )
51 eta400_1 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 2_4 0 0 [ [ z ] ] [ [ 2 ] ] [ 2 ] ) } )
52 eta600_1 = sapply (1 : 5000 , function ( z ){ unlist ( t e s t e 2_6 0 0 [ [ z ] ] [ [ 2 ] ] [ 2 ] ) } )




2 ## Pacotes para ajustar banco de dados .
3 l ibrary (doBy)
4 l ibrary ( ar f ima )
5
6 ## Carrega os dados .
7 dados = read . csv2 ( ’ dados_d i s s e r . csv ’ , header=T, s t r ing sAsFacto r s = F)
8
9 ## Converte as colunas em caracter e numerico .
10 dados [ 1 : 8 ] = lapply ( dados [ 1 : 8 ] , as . character )
11 dados [ 3 : 4 ] = lapply ( dados [ 3 : 4 ] , as .numeric )
12
13 ## Grafico da ser ie do preco da taxa de cambio .
14 s e r i e_compl = ts ( dados$V3 , start = c (2008 , 1) , frequency = 235000)
15 plot ( s e r i e_compl , ylab =expression ( ""∗X[ t ] ∗"" ) , xlab=’Anos ’ )
16
17 ## Constroi ser ie da variancia dos precos .
18 dados$date = strpt ime ( dados$V1 , "%m/%d/%Y")
19 ND= summaryBy(V3~date , data=dados , FUN=var , na .rm=TRUE)
20 ND2 = ND[ order ( as . Date (ND$date , format="%m/%d/%Y" ) ) , ]
21 r . v = as . ts (ND2$V3 . var )
22 r . v = subset ( r . v , r . v >0)
23
24 ## Cria a ser ie logaritma da variancia dos precos e anexa no data . frame .
25 l r v = log ( r . v )
26 ND3 = data . frame ( r . v , l r v )
27
28 ## Grafico da FAC das ser ies .
29 ac f (ND3$ r . v , 200 )
30 ac f (ND3$ l rv , 200 )
31
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32 ## Cria o objeto t s para plotar o graf ico .
33 s e r i e 1 = ts (ND3$ l r v )
34 s e r i e 2 = ts (ND3$ l rv , start = c (2008 , 2) , frequency = 330)
35
36 ## Grafico da ser ie logarit imo da variancia dos precos e FAC.
37 par (mfrow=c ( 2 , 1 ) )
38 plot ( s e r i e 2 , ylab =expression ( ""∗v [ t ] ∗"" ) , xlab=’Anos ’ )
39 ac f ( s e r i e 1 , l ag =400 ,main=’ ’ )
40 dev . of f ( )
41
42 ## Ajuste para aplicacao dos t e s t e s de Shimotsu .
43 ND3 = ND3[−c ( 2 145 : 2 149 ) , ]
44
45 ## Aplica o Teste 1 para a ser ie logarit ima da variancia dos precos .
46 bset = c (2 , 4 , 8 )
47 m = c (200 ,300 ,400 ,500 ,600 ,700 ,800)
48
49 r e su l t ado_l r v2 = c ( )
50 for ( i in 1 : length (m)){
51 r e su l t ado_l r v2 [ [ i ] ] = sp l i t (ND3$ l rv ,m[ i ] , bset )
52 }
53
54 ## Aplica o Teste 2 para a ser ie log . da variancia dos precos .
55 r e su l tado1_l r v2 = c ( )
56 for ( k in 1 : length (m)){
57 for ( i in 1 : length ( r e su l t ado_l r v2 ) ){
58 m = c (100 ,150 ,200 ,250 ,300 ,350 ,400)
59 m = m[ k ]
60 r e su l t ado1_l r v2 [ [ i ] ] = d i f f_pp_kpss (ND3$ l rv , r e su l t ado_l r v2 [ [ i ] ] [ [ 2 ] ] [ 1 ] , h , 0 )
61 }
62 }
