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Abstract. Angular two-point statistics of large-scale structure observables are important cos-
mological probes. To reach the high accuracy required by the statistical precision of future
surveys, some of these statistics may need to be computed without the commonly employed
Limber approximation; the exact computation however requires integration over Bessel func-
tions, and a brute-force evaluation is slow to converge. We present a new method based on
our generalized FFTLog algorithm for the efficient computation of angular power spectra be-
yond the Limber approximation. The new method significantly simplifies the calculation and
improves the numerical speed and stability. It is easily extended to handle integrals involving
derivatives of Bessel functions, making it equally applicable to numerically more challenging
cases such as contributions from redshift-space distortions and Doppler effects. We implement
our method for galaxy clustering and galaxy-galaxy lensing power spectra. We find that using
the Limber approximation for galaxy clustering in future analyses like LSST Year 1 and DES
Year 6 may cause significant biases in cosmological parameters, indicating that going beyond
the Limber approximation is necessary for these analyses.
Keywords: cosmological parameters from LSS, dark energy experiments, galaxy clustering,
weak gravitational lensing
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1 Introduction
Current and future photometric surveys, such as KiDS1, HSC2, DES3, LSST4, WFIRST5,
SPHEREx6, aim to measure the structure of the late-time Universe at high accuracy, enabling
precise analyses of various correlations of tracers (galaxy density, weak lensing, galaxy clusters,
1Kilo-Degree Survey, http://kids.strw.leidenuniv.nl/
2Hyper Suprime-Cam, https://www.naoj.org/Projects/HSC/
3Dark Energy Survey, https://www.darkenergysurvey.org
4Large Synoptic Survey Telescope, https://www.lsst.org/
5Wide Field Infrared Survey Telescope, https://wfirst.gsfc.nasa.gov/
6Spectro-Photometer for the History of the Universe, Epoch of Reionization, and Ices Explorer,
http://spherex.caltech.edu/
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etc.). Ultimately these endeavors will provide powerful constraints on the nature of dark
energy and tests of theories of gravity on cosmological scales. Analyses of photometric surveys
primarily use the angular two-point statistics as cosmological probes. The so-called “3× 2pt”
analysis, combining the galaxy clustering, the galaxy-galaxy lensing (GGL), and the lensing
shear-shear correlation, has become a standard set of probes in DES and part of the baseline
analysis of LSST-DESC [1], while joint analyses with other probes e.g., CMB anisotropies
and lensing, cluster clustering and lensing, etc., are also playing important roles or currently
being investigated.
The modeling of the angular power spectra of two tracers involves double (spherical)
Bessel integrals or their derivatives in the form of 7∫
dχ1w1(χ1)
∫
dχ2w2(χ2)
∫ ∞
0
dk f(k, z(χ1), z(χ2))j
(n1)
` (kχ1)j
(n2)
` (kχ2) , (1.1)
where n1, n2 are the orders of the derivatives, χ1, χ2 are the comoving distances, w1(χ1), w2(χ2)
are the tracers’ selection functions (characterizing the efficiency of observing the tracers or
their relevant quantities as functions of redshifts), and f(k, z(χ1), z(χ2)) is a smooth func-
tion of the wavenumber k and two tracers’ redshifts. The full calculation can be numerically
challenging due to the rapidly oscillatory nature of the Bessel functions. The Limber approxi-
mation [3–5] simplifies the integrals by approximating the spherical Bessel function as a Dirac
delta function located at its first peak, i.e., j`(x) '
√
pi/(2`+ 1)δ(` + 1/2 − x) [e.g., 6, 7].
The derivatives of the spherical Bessel functions can be written in terms of a few spherical
Bessel functions of different orders using the recurrence relations, and then approximated
with Delta functions. However, this approximation only works well when (1) the (smooth)
selection function has a radial width ∆χ much larger than the scales of the tracer’s fluctuation
modes that we are probing (i.e., ∆χ 1/k ∼ χ¯/`, where χ¯ is the mean distance), and (2) the
two selection functions largely overlap in redshift, and (3) ` 1 (see e.g., [8, 9] for more dis-
cussions). The first requirement is violated, for example, when the photometric redshifts are
sufficiently accurate for galaxy clustering measurements and the tomographic bins are chosen
so narrow that the selection function is too narrow. The second requirement is violated, for
example, when cross correlating different narrow tomographic bins of galaxy density fields.
The third requirement is violated, for example, when modeling wide-angle correlations.
The Limber approximation may not be sufficient for modeling angular two-point statis-
tics in analyses of upcoming surveys for several reasons: (1) The aforementioned requirements
are violated when the analyses employ narrower tomography bins enabled by the improved
photometric redshift accuracy, or when wide-angle correlations are modeled; (2) the improved
constraining power can no longer tolerate the errors introduced by the approximation. One
may extend the Limber approximation by including high-order correction terms in the series
expansion of the angular power spectra in 1/(` + 1/2), as suggested in [9]. However, its ac-
curacy will still depend on the value of `, and the widths, shapes, and mean redshifts of the
selection functions. Meanwhile, including higher-order terms does not alleviate the divergence
of the series expansion at small `, and the convergence radius is case-dependent.
Several approaches have been developed to efficiently evaluate the double Bessel integral
in Eq. (1.1), and Fast Fourier Transform (FFT) techniques usually play a central role. In
general, the FFT-based methods perform a power-law decomposition of the smooth part of the
7This form only works for flat cosmologies. For curved cosmologies, the functional forms of f and w1, w2
are modified, and the spherical Bessel functions are replaced with the hyperspherical Bessel functions (see
e.g., [2]).
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integrand, each component integral is then calculated analytically, and finally a re-summation
of the components yields the result. This approach derives from the FFTLog algorithm,
which has long been used to efficiently evaluate single Bessel or spherical Bessel integrals.
In Ref. [10–12], the “1D-FFTLog” method is developed, which decomposes the double Bessel
integral into a series of power-law double Bessel integrals (i.e.,
∫∞
0 dk k
αj`(kr1)j`(kr2)), each of
which has an analytic solution in terms of Gamma functions and hypergeometric functions.
However, the evaluations of hypergeometric functions can be numerically challenging, and
require specialized methods to improve the speed and stability [11]. In addition, FFTLog
based algorithms have also been used to accelerate the computation of the one-loop and
two-loop order nonlinear perturbation theories in cosmology [e.g., 13–19]. AngPow [20] takes
a different approach and optimizes the quadrature integration by using a Clenshaw-Curtis-
Chebyshev algorithm and significantly reducing the number of the sampled values, leading to
similar or faster computation depending on the properties of the integrands and the sampling
points.
In this paper, we present a novel FFTLog based method for solving the non-Limber
integrals. Instead of speeding up the double-Bessel integrals, we simplify the full non-Limber
angular power spectrum integral by noting the small contribution from unequal-time nonlinear
terms, which leads to a significant reduction of the computation and avoiding the double-
Bessel integral. We also extend the original FFTLog algorithm to be able to compute integrals
containing derivatives of Bessel functions, which can be used to efficiently compute angular
power spectra including redshift-space distortions (RSD) and Doppler effects.
This paper is structured as follows. In §2, we start with the example of galaxy clustering
and introduce our approximation for simplifying the integrals. We show that with this ap-
proximation the power spectrum reduces to integrals containing a single Bessel function or its
derivative. In §3, we review the FFTLog algorithm for single-Bessel integrals and generalize
it for integrals containing a derivative of the Bessel function. In §4, we apply our method to
two types of angular power spectra: galaxy clustering and GGL, and compare our FFTLog
results with the traditional quadrature integration (hereafter “brute-force”) results. In §5, we
investigate the significance of including non-Limber galaxy clustering and GGL power spectra
in future survey analyses such as DES Year 6 (DES Y6) and LSST Year 1 (LSST Y1). Finally,
we discuss other applications and summarize in §6. Some useful special function identities
are provided in Appendix A. We show more FFTLog and brute-force comparison results in
Appendix B.
2 Non-Limber Angular Power Spectra
In the linear regime, the angular power spectrum between tracers a at redshift z1 and b at
redshift z2 can be written as
Cab` =
2
pi
∫ ∞
0
dk
k
k3PΦ(k)∆
a
` (k, z1)∆
b
`(k, z2) , (2.1)
where PΦ(k) is the power spectrum of the primordial curvature perturbations, and ∆a and
∆b are the transfer functions of the tracers (see e.g., Section 2.4.1 of [7] for a list of examples),
each of which contains a spherical Bessel integral or its derivative. On small scales (large `),
the Limber approximation can be applied to reduce the integral.
In §2.1 we use galaxy clustering as an example to illustrate the problem. In §2.2, we
introduce a method to significantly simplify the problem, avoiding the trouble of computing
double Bessel integrals.
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2.1 Example: Galaxy Clustering
Galaxy clustering quantifies correlations between galaxy number density fields (we will focus
on auto-correlations in this work). From now on we assume a linear galaxy bias model 8, but
comment on the application to non-linear bias models at the end of §2.2. The galaxy number
density transfer function ∆g has 3 components: a galaxy density contribution ∆D that is
proportional to the dark matter density, a linear contribution from redshift space distortions
(RSD) ∆RSD, and a lensing magnification contribution ∆M. Following [7] and putting back
the speed of light constant c, they are given by
∆D` =
∫
dz nz(z)b(z)Tδ(k, z)j`(kχ(z)) , (2.2)
∆RSD` (k) =
∫
dz
(1 + z)nz(z)
H(z)
Tθ(k, z)j
′′
` (kχ(z)) , (2.3)
∆M` (k) = −`(`+ 1)
∫
dz
cH(z)
WM(z)Tφ+ψ(k, z)j`(kχ(z)) , (2.4)
where z is redshift, nz is the normalized redshift distribution of the galaxies, b is the galaxy
linear clustering bias, Tδ, Tθ, Tφ+ψ are the transfer function of matter perturbations δ, velocity
divergences θ, and the Newtonian-gauge scalar metric perturbations, respectively, and are
related to each other by
Tθ(k, z) = −H(z)f(z)
1 + z
Tδ(k, z) , Tφ+ψ(k, z) = −3H
2
0 Ωm(1 + z)
k2
Tδ(k, z) . (2.5)
χ is the comoving distance, H is the Hubble parameter, Ωm is the matter density fraction at
present, and WM is the lensing magnification window function, given by
WM(z) =
∫ ∞
z
dz′nz(z′)
bmag(z
′)
2
χ(z′)− χ(z)
χ(z)χ(z′)
, (2.6)
where bmag is the magnification bias parameter which encapsulates the linear dependence of
the galaxy number density on the convergence at a given point on the sky9 (due to the change
in solid angle and e.g., luminosity cuts [21–23] and size cuts [24, 25]). The angular power
spectrum of galaxy number counts is thus
Cgg` =
2
pi
∫ ∞
0
dk
k
k3PΦ(k)∆
g
` (k, z1)∆
g
` (k, z2) , (2.7)
where ∆g` = ∆
D
` + ∆
RSD
` + ∆
M
` .
The expansion of the product of ∆g` ’s leads to integrals containing two Bessel functions
and their derivatives. For example, the “DD” component is
CDD` =
2
pi
∫
dz1 nz(z1)b(z1)
∫
dz2 nz(z2)b(z2)
∫ ∞
0
dk
k
k3Pδ(k, z1, z2)j`(kχ(z1))j`(kχ(z2)) ,
(2.8)
8The linear galaxy bias model assumes the galaxy power spectrum is proportional to the matter power
spectrum. Here we use the nonlinear matter power spectrum rather than the linear power spectrum.
9defined such that the galaxy overdensity δg is changed by ∆δg = bmagκδg, where κ is the lensing conver-
gence.
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where Pδ(k, z1, z2) = PΦ(k)Tδ(k, z1)Tδ(k, z2) is the matter power spectrum across two red-
shifts z1, z2, while projected power spectra involving the RSD have integrands containing
j`j
′′
` or j
′′
` j
′′
` . A brute-force way of computing the non-Limber angular power spectra is to
calculate the “double Bessel” integrals for a grid of (z1, z2) and then perform the outer z1 and
z2 integrals. Quadrature integration is known to be slow and numerically unstable due to
the rapid oscillations of, and the beatings between, the spherical Bessel functions. Various
efficient algorithms have been developed for the double Bessel integrals containing j`j`, as
described in §1. An efficient algorithm for j`j′′` or j
′′
` j
′′
` has been discussed in Ref. [12], where
integration by parts is used to move the derivative operator from the Bessel functions to the
smooth part of the integrand.
2.2 Reduction to 1D Bessel Integrals
We now describe a generic and efficient method to calculate the non-Limber integrals without
the aforementioned FFTLog methods for double-Bessel integrals.
This method requires the redshift dependence of the matter power spectrum in the non-
Limber integral to factorize, hence we adopt a separation of the linear part Plin(k, z1, z2) and
nonlinear contribution (Pδ − Plin)(k, z1, z2) of the power spectrum. The redshift evolution of
the linear part is simply a scaling by the growth factor G(z), i.e.,
Plin(k, z1, z2) = Plin(k, 0)G(z1)G(z2) , (2.9)
where Plin(k, 0) = Plin(k, z = 0) is the linear matter power spectrum at present (we will
comment at the end of this subsection on scale dependent growth).
The nonlinear contribution is significant only on small scales where the Limber approx-
imation is sufficiently accurate, as we demonstrate later in this subsection. This separation
avoids the computation of the unequal-time nonlinear power spectrum Pδ(k, z1, z2) (e.g.,
[26, 27]). Applying this separation to the example of CDD` and with the monotonic function
χ(z), we can rewrite Eq. (2.8) as
CDD` =
2
2`+ 1
∫ ∞
0
dk [∆˜D(χ`)]
2[Pδ(k, z(χ`))− Plin(k, z(χ`))]
+
2
pi
∫
dχ1 ∆˜
D(χ1)G(z(χ1))
∫
dχ2 ∆˜
D(χ2)G(z(χ2))
∫ ∞
0
dk
k
k3Plin(k, 0)j`(kχ1)j`(kχ2),
(2.10)
where ∆˜D(χ) = 1cnz(z(χ))b(z(χ))H(z(χ)) and χ` = (`+1/2)/k. Now we can avoid computing
the double-Bessel integral by switching the order of integration in the second term, i.e.,
2
pi
∫ ∞
0
dk
k
k3Plin(k, 0)
[∫
dχ1
χ1
χ1∆˜
D(χ1)G(z(χ1))j`(kχ1)
] [∫
dχ2
χ2
χ2∆˜
D(χ2)G(z(χ2))j`(kχ2)
]
.
(2.11)
The two integrals in the square brackets are Hankel transforms that can be efficiently cal-
culated with the original FFTLog algorithm. The outer k integral can be computed with
quadrature integration. In total, this method involves four FFTs (each Hankel transform
takes 1 FFT to get Fourier coeffients and 1 FFT to sum up, O(N logN), see §3.1) and one
quadrature (O(N)).
For correlations involving RSD, we obtain integrals in the form of Eq. (2.11) except that
either or both of the spherical Bessel functions are replaced by their second derivatives, where
a modified FFTLog algorithm is needed, which will be introduced in §3.
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The Limber approximation of the nonlinear correction term (Pδ − Plin) in Eq. (2.10)
is sufficiently accurate in realistic cases. Assuming the nonlinear contribution is important
for Fourier modes k ≥ kcr, these modes are projected onto the sky and mostly contribute
to angular modes ` ' kχ¯ ≥ kcrχ¯, where χ¯ is the mean comoving distance of the selection
function. In the case of auto-correlation, based on our discussion in §1 and [9], the Limber
approximation is accurate if `  χ¯/∆χ, where ∆χ is the width of the selection function.
Thus, as long as kcr  1/∆χ, it is safe to apply the Limber approximation to the nonlinear
contribution10. For example, for a narrow tomographic bin centered at χ¯ = 2000Mpc (redshift
∼ 0.5), with a redshift width ∆z = 0.2, i.e., a distance width ∆χ ∼ 660Mpc, the criterion
becomes kcr  1.5×10−3 Mpc−1. The fractional difference between Pδ and Plin is well within
1% for k < 0.01h/Mpc and within ∼5% for k < 0.2h/Mpc, implying that the criterion
kcr  1/∆χmax is well satisfied in realistic cases.
We test the approximation quantitatively in §2.2.1, and extend our algorithm to the
scale-dependent growth in §2.2.2.
2.2.1 Accuracy of Limber Approximation for Separable Power Spectra
The Limber approximation only picks up the contributions from the equal-time matter power
spectra. To assess the impact of the unequal-time nonlinear matter power spectrum Pδ(k, z1, z2),
we define a “scaled” nonlinear matter power spectrum P (scaled)δ (k, z1, z2) which follows the lin-
ear growth scaling P (scaled)δ (k, z1, z2) = Pδ(k, 0)G(z1)G(z2), where Pδ(k, 0) = Pδ(k, z = 0).
Similar to Eq. (2.10), we can split CDD` into two parts and use the Limber approximation on
the first term, i.e.
CDD` =
2
2`+ 1
∫ ∞
0
dk [∆˜D(χ`)]
2[Pδ(k, z(χ`))− Pδ(k, 0)(G(z(χ`)))2]
+
2
pi
∫
dχ1 ∆˜
D(χ1)G(z(χ1))
∫
dχ2 ∆˜
D(χ2)G(z(χ2))
∫ ∞
0
dk
k
k3Pδ(k, 0)j`(kχ1)j`(kχ2),
(2.12)
We denote the CDD` from this alternative splitting as C
scaled
` .
Since P (scaled)δ (k, z1, z2) > Pδ(k, z1, z2) > Plin(k, z1, z2) for any redshift z1, z2 > 0,
11
Cscaled` overestimates the unequal-time nonlinear contribution from the matter power spec-
trum. Thus, the fractional difference ` between CDD` in Eq. (2.10) and C
scaled
` , i.e., ` =
|CDD` /Cscaled` − 1|, provides an upper-bound on the error from using the Limber approxima-
tion for (Pδ − Plin)(k, z1, z2).
In Figure (1), we show in solid lines the fractional differences ` between CDD` and C
scaled
`
for ` ≤ 50 and for the 5 lens tomographic bins of LSST Y1 described in §5.1.1, and find the
errors are all below ∼0.35%. We also plot in dashed lines the fractional differences between
Eq. (2.10) and the full Limber version of CDD` , showing that using the Limber approximation
of CDD` results in a ∼ 1% error up to ` = 50.
10For two bins peaked at unequal χ¯1, χ¯2 with comoving radial widths ∆χ1 = ∆χ2, the criterion (see [9])
becomes kcr  |χ¯1 − χ¯2|/(∆χ1∆χ2).
11This is true for the geometric approximation, Pδ(k, z1, z2) '
√
Pδ(k, z1)Pδ(k, z2), and we have verified
for the HaloFit and SPT 1-loop nonlinear power spectrum. For z1 6= z2, with the more accurate Zel’dovich
approximation, Pδ(k, z1, z2) cuts off exponentially at k & kNL/|G(z1)−G(z2)| [27], where the nonlinear scale is
defined as k−2NL = (12pi
2)−1
∫∞
0
Plin(k
′)dk′. The cut-off, effective at large k (typically 0.1h/Mpc), suppresses
the unequal-time contributions, hence improving the accuracy of the Limber approximation.
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Figure 1. The solid lines show the fractional differences ` between CDD` in Eq. (2.10) and C
scaled
` in
Eq. (2.12) for the 5 lens tomographic bins of LSST Y1 described in §5.1.1. Bins 0-5 are ordered with
increasing redshifts. Cscaled` overestimates the unequal-time nonlinear contribution from the matter
power spectrum. Thus, ` is an over-estimation of the impact of the Limber approximation of the
first term in Eq. (2.10). We also plot in dashed lines the fractional differences between Eq. (2.10) and
the full Limber version of CDD` .
The high accuracy of the Limber approximation for the nonlinear contribution also
suggests that a similar split can be applied to perturbative galaxy clustering power spectra,
where the non-Limber integral is then carried out over the leading order term, and higher-
order terms contribute only in the Limber approximation.
2.2.2 Approximations for Scale-Dependent Growth
The separability of the redshift-dependence in the linear power spectrum fails when the growth
is scale dependent e.g., when there are massive neutrinos. However, for the case where the
Limber approximation breaks due to narrow tomographic bins, the scale-dependent contri-
bution to the growth should be small within each bin, and our method can be extended to
this case. After performing the linear and nonlinear power spectrum separation as in §2.2, we
again apply the Limber approximation for the nonlinear correction part, while the linear part
is inseparable. We define scale-dependent growth factor as G(k, z) =
√
Plin(k, z)/Plin(k, 0).
Thus, the equal-time linear power spectrum at redshift z within some narrow bin with a mean
value z¯ is given by
Plin(k, z) = Plin(k, z¯) [G(k, z)/G(k, z¯)]
2 ' Plin(k, z¯)[geff(z, z¯)]2 , (2.13)
where in the second step we neglect the scale-dependent growth within the narrow redshift
bin and approximate the growth factor ratio as an effective function of z, geff(z, z¯), within
the bin. Similarly, the unequal-time linear power spectrum of two narrow bins (with means
– 7 –
z¯1, z¯2) is given by
Plin(k, z1, z2) = Plin(k)G(k, z1)G(k, z2) = Plin(k)G(k, z¯1)G(k, z¯2)
G(k, z1)G(k, z2)
G(k, z¯1)G(k, z¯2)
'
√
Plin(k, z¯1)Plin(k, z¯2)geff(z1, z¯1)geff(z2, z¯2) . (2.14)
Thus, for given narrow selection functions, the (k, z1, z2)-dependence can be approximated as
separable and the integral can be solved in the same manner as before.
In general, one can always split the selection functions into narrow enough bins to make
the approximation sufficiently accurate.
3 FFTLog and Beyond
The FFTLog algorithm was originally proposed in Ref. [28] to efficiently perform Hankel
transforms (i.e., single-Bessel integrals), and was first applied to cosmology in Ref. [29]. In this
section, we will first review the procedure of using FFTLog to compute an integral containing
one spherical Bessel function (§3.1). Then, we generalize the algorithm to integrals with a
Bessel function derivative (§3.2), which has applications including RSD.
3.1 Review of FFTLog
The FFTLog can be considered as the FFT of a logarithmically sampled integrand. Suppose
we want to evaluate the integral
F (r) =
∫ ∞
0
dk
k
f(k)j`(kr) , (3.1)
where f(k) is a smooth input function sampled logarithmically in k. The FFTLog method
first decomposes f(k) into a series of power-laws, i.e.
f(kq) =
1
N
N/2∑
m=−N/2
cmk
ν
0
(
kq
k0
)ν+iηm
, (3.2)
where N is the sample size of the input function, ηm = 2pim/(N∆ln k), ν is the bias index,
and ∆ln k is the linear spacing in ln(k), i.e., kq = k0 exp(q∆ln k) with k0 being the smallest
value in the k array. The Fourier coefficients satisfy c∗m = c−m since function f(k) is real,
and are computed by discrete Fourier transforming the “biased” input function f(k)/kν as
cm = Wm
N−1∑
q=0
f(kq)
kνq
e−2piimq/N , (3.3)
where Wm is a window function which smooths the edges of the cm array and takes the form
of Eq. (C.1) in [14]. This filtering is found to reduce ringing effects.
Each term is now analytically solvable with Eq. (A.3), i.e.
F (r) =
1
Nrν
N/2∑
m=−N/2
cmk
−iηm
0 r
−iηm
∫ ∞
0
dx
x
xν+iηmj`(x)
=
√
pi
4Nrν
N/2∑
m=−N/2
cmk
−iηm
0 r
−iηmg`(ν + iηm) , (3.4)
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where the first equality uses change of variable x = kr. The function g`(z) is given by
g`(z) = 2
z Γ
(
`+z
2
)
Γ
(
3+`−z
2
) , − ` < <(z) < 2 , (3.5)
giving the allowed range of bias index −` < ν < 2.
Finally, assuming that r is logarithmically sampled with the same linear spacing ∆ln r =
∆ln k in ln r, we can write the last summation in Eq. (3.4) as
F (rp) =
√
pi
4rνp
IFFT
[
c∗m(k0r0)
iηmg`(ν − iηm)
]
, (3.6)
where rp (p = 0, 1, · · · , N − 1) is the p-th element in the r array. IFFT stands for the
Inverse Fast Fourier Transform. In summary, this method performs two FFT operations, one
in computing cm, one in the final summation over m. Thus, the total time complexity is
O(N logN).
3.2 Beyond FFTLog
One way to solve integrals involving a derivative of the Bessel function, such as
Fn(r) =
∫ ∞
0
dk
k
f(k)j
(n)
` (kr) , (3.7)
where superscript (n) stands for the n-th derivative, is to rewrite the derivative in terms
of several Bessel functions of different orders using recurrence relations. However, it will
inevitably increase the number of Hankel transforms if we were to use the original FFTLog
method. In this subsection, we generalize the FFTLog method to directly compute this type
of integral.
Following the same procedure of power-law decomposition, we can write Eq. (3.7) as
Fn(r) =
1
Nrν
N/2∑
m=−N/2
cmk
−iηm
0 r
−iηm
∫ ∞
0
dk
k
kν+iηmj
(n)
` (k) . (3.8)
Again, the integral for each m has an analytic solution, which can be shown with integration
by parts. We write the solution in the same form a with the FFTLog, i.e.,
Fn(r) =
√
pi
4Nrν
N/2∑
m=−N/2
cmk
−iηm
0 r
−iηm g˜`(n, ν + iηm) , (3.9)
and its discrete version assuming ∆ln r = ∆ln k,
Fn(rp) =
√
pi
4rνp
IFFT
[
c∗m(k0r0)
iηm g˜`(n, ν − iηm)
]
, (3.10)
where g˜`(n, z) = 4pi−1/2
∫∞
0 dk k
z−1j(n)` (k). For n = 0, g˜`(0, z) = g`(z), and for n = 1, 2, it is
given by (see Appendix A)
g˜`(1, z) = −2z−1(z − 1)
Γ
(
`+z−1
2
)
Γ
(
4+`−z
2
) , ( 0 < <(z) < 2 , for ` = 0
1− ` < <(z) < 2 , for ` ≥ 1
)
, (3.11)
g˜`(2, z) = 2
z−2(z − 1)(z − 2)Γ
(
`+z−2
2
)
Γ
(
5+`−z
2
) , (−` < <(z) < 2 , for ` = 0, 1
2− ` < <(z) < 2 , for ` ≥ 2
)
. (3.12)
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We use ν = 1 for all `’s. With this generalized FFTLog algorithm, the integral containing
one derivative of a spherical Bessel function also takes 2 FFT operations to compute.
4 Applications
Equipped with the generalized FFTLog algorithm, we are ready to compute the non-Limber
angular power spectra of various tracers. In this section, we first demonstrate this for the
galaxy clustering (§4.1). Then, we apply our algorithm to GGL (§4.2). For each application,
we first convert the integrals to a form that is solvable with FFTLog or its extension, then
we implement it to compute data vectors based on the LSST Y1 modeling, and compare the
results to the results from a “brute-force” routine in CosmoLike[30].
4.1 Galaxy Clustering Power Spectrum
Background and Formalism In §2.1 and 2.2, we have shown that the “DD” component
can be written as a nonlinear contribution, solved with the Limber approximation, and a
linear part, solvable with the FFTLog. We now consider the full integral of Cgg` .
With the transfer function relations Eq. (2.5), the galaxy number count transfer function
can be rewritten as
∆g` =
∫
dχ
[
nzb
H
c
j`(kχ)︸ ︷︷ ︸
Density
−nzf H
c
j′′` (kχ)︸ ︷︷ ︸
RSD
+
3`(`+ 1)H20 Ωm(1 + z(χ))
c2k2
WMj`(kχ)︸ ︷︷ ︸
Magnification
]
Tδ(k, z(χ))
=
∫
dχSg(k, χ)Tδ(k, z(χ)) , (4.1)
where Sg(k, χ) is defined as the terms in the square bracket for simplicity, and to make the
equation more compact, we do not write out explicitly the z dependences of nz(z), b(z), H(z),
WM(z). Substituting it into Eq. (2.7), we obtain
Cgg` =
2
pi
∫ ∞
0
dk
k
k3
∫
dχ1 S
g(k, χ1)
∫
dχ2 S
g(k, χ2)Pδ(k, z(χ1), z(χ2))
=
2
2`+ 1
∫ ∞
0
dk(∆˜g(χ`))
2 (Pδ(k, z(χ`))− Plin(k, z`))
+
2
pi
∫ ∞
0
dk
k
k3Plin(k, 0)
[∫
dχ1
χ1
χ1S
g(k, χ1)G(z(χ1))
] [∫
dχ2
χ2
χ2S
g(k, χ2)G(z(χ2))
]
.
(4.2)
The second term of the second equality is the linear matter power spectrum term with sep-
arable redshift evolution. The integral in each square bracket can be further broken into
three or two integrals (collecting terms with the same order of j`’s) solvable with FFTLog
or its extension in §3. The first term of the second equality is the Limber approximation of
the nonlinear contribution, where we reduce Sg(k, χ) to
√
pi/(2`+ 1)∆˜g(χ)δ(` + 1/2 − kχ)
and then integrate over the χ1, χ2 integrals. For simplicity we define the modified transfer
function (with the same dimension as k) ∆˜g = ∆˜D + ∆˜RSD + ∆˜M, whose components are
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Figure 2. (Upper panel :) the non-Limber galaxy clustering auto power spectra Cgg` ’s of the 5 lens
tomographic bins in LSST Y1 from the FFT method (solid lines) and the brute-force integration
(dashed lines) up to ` = 90, along with the Limber results (dash-dotted lines). The FFT and the BF
lines nearly overlap with each other. (Lower panel :) fractional differences between the BF and the
FFT non-Limber results. The fractional differences are all within 0.2%, consistent with the numerical
accuracy of our BF integration.
given by (also see Eqs. (75-77) in [7])
∆˜D(χ`) =
1
c
nz(z(χ`))b(z(χ`))H(z(χ`)) , (4.3)
∆˜RSD(χ`) =
1 + 8`
(2`+ 1)2
f(z(χ`))
b(z(χ`))
∆˜D(χ`)− 4
2`+ 3
√
2`+ 1
2`+ 3
f(z(χ`+1))
b(z(χ`+1))
∆˜D(χ`+1) , (4.4)
∆˜M(χ`) =
3`(`+ 1)ΩmH
2
0 (1 + z(χ`))
c2k2
WM(χ`) , (4.5)
where the RSD term is derived using the recurrence relations of spherical Bessel functions
and approximating the Bessel functions as delta functions.
Results We compute the galaxy clustering power spectra for LSST Y1, as described in §5,
using our FFTLog method and using a brute-force (BF) quadrature integration. In the upper
panel of Figure 2 we show in solid lines the non-Limber galaxy clustering power spectra Cgg`
calculated with our FFT method, and in dashed lines the BF quadrature integration. We
also plot the Limber result in dash-dotted lines. In the lower panel, we show the fractional
differences between the BF and the FFT non-Limber results (BF/FFT-1). To speed up the
BF calculations, we require a 1% accuracy of the quadrature integration of the non-Limber
part and 0.1% accuracy of the Limber integrals. The fractional differences are all within 0.2%.
– 11 –
4.2 Galaxy-Galaxy Lensing Power Spectrum
Background and Formalism Galaxy-galaxy lensing (GGL) is the correlation between the
shape of background (or source) galaxies and foreground (lens) galaxy number density. In
the weak lensing regime, the observed galaxy shape, e is the sum of an intrinsic (unlensed)
component and a shear, γ, due to gravitational lensing. We write their transfer function for
the source galaxy shape as ∆e = ∆γ + ∆IA.
Again with the notations in Ref. [7], the lensing effect is characterized by
∆γ` = −
1
2
√
(`+ 2)!
(`− 2)!
∫
dz
cH(z)
WL(z)Tφ+ψ(k, z)j`(kχ(z)) , (4.6)
where we have put back the constant c to make ∆L` dimensionless. The lensing kernel W
L is
given by
WL(z) =
∫ ∞
z
dz′ nsrc(z′)
χ(z′)− χ(z)
χ(z′)χ(z)
, (4.7)
where nsrc(z) is the redshift distribution of the source galaxies. We use the “nonlinear linear
alignment model” of IA (e.g., [31–37], but see [16] for limitations), which gives
∆IA` =
√
(`+ 2)!
(`− 2)!
∫
dz nsrc(z)AIA(z)Tδ(k, z)
j`(kχ(z))
|kχ(z)|2 , (4.8)
where AIA(z) is the (dimensionless) alignment amplitude, defined by12
AIA = −C1ρcrΩm
G(z)
A0
(
L¯
L0
)β (
1 + z
1 + z0
)η
= −C1ρcrΩm
G(z)
aIA
(
1 + z
1 + z0
)η
, (4.9)
where we use C1ρcr ' 0.0134, a normalization derived from SuperCOSMOS observations[32,
39], z0, L0 are arbitrary pivot values for the power-law scalings of the redshift (with index
parameter η) and luminosity (with index parameter β) dependences, and L¯ is the weighted
average luminosity of the source sample. We reduce the number of free parameters by combin-
ing free normalization factor A0 and the luminosity dependence into a single free parameter
aIA. We take z0 = 0.62 in our analysis, following the DES Year 1 choice in [40]. Combining
the two pieces, we obtain the shear transfer function
∆e` =
∫
dχ
{√
(`+ 2)!
(`− 2)!
[
3H20 Ωm(1 + z(χ))
2c2k2
WL︸ ︷︷ ︸
Lensing
+
nsrcAIAH
ck2χ2︸ ︷︷ ︸
IA
]
j`(kχ)
}
Tδ(k, z(χ))
=
∫
dχSe(k, χ)Tδ(k, z(χ)) , (4.10)
where Se is defined as the terms in the curly bracket, and we have again dropped the z
dependences of nsrc(z), AIA(z), H(z),WL(z) for compactness.
12Our definition of AIA absorbs the typical normalization factors for IA amplitude and redshift evolution,
as well as the fraction of aligned galaxies in the sample. It is equivalent to F (z) defined in Eq. (8) of Ref. [38].
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Thus, the GGL angular power spectrum Cge` is
Cge` =
2
pi
∫ ∞
0
dk
k
k3
∫
dχ1 S
g(k, χ1)
∫
dχ2 S
e(k, χ2)Pδ(k, z(χ1), z(χ2))
=
2
2`+ 1
∫ ∞
0
dk ∆˜g(χ`)∆˜
e(χ`) (Pδ(k, z(χ`))− Plin(k, z`))
+
2
pi
∫ ∞
0
dk
k
k3Plin(k, 0)
[∫
dχ1
χ1
χ1S
g(k, χ1)G(z(χ1))
] [∫
dχ2
χ2
χ2S
e(k, χ2)G(z(χ2))
]
,
(4.11)
where we reduce Se(k, χ) to
√
pi/(2`+ 1)∆˜e(χ)δ(` + 1/2 − kχ) and integrate over χ1, χ2 in
the Limber approximation. We also define the modified transfer function (with the same
dimension as k) ∆˜e = ∆˜γ + ∆˜IA for simplicity, whose components are given by (also see
Eqs. (78-79) in [7])
∆˜γ(χ`) =
√
(`+ 2)!
(`− 2)!
3ΩmH
2
0 (1 + z(χ`))
2c2k2
WL(z(χ`)) , (4.12)
∆˜IA(χ`) =
√
(`+ 2)!
(`− 2)!
nsrc(z(χ`))AIA(z(χ`))H(z(χ`))
c(`+ 1/2)2
. (4.13)
Similar to the case of galaxy clustering, the integrals in the linear part can be evaluated with
FFTLog and its extension discussed in §3.
Results We compute the GGL power spectra for LSST Y1, as described in §5, using our
FFTLog method and using a brute-force (BF) quadrature integration. In Figure 3, on the
upper panel we show in solid lines the non-Limber angular power spectra of the 4th lens
tomographic bin and all the 5 source bins calculated with our FFT method, in dashed lines
with the BF quadrature integration. We also plot the Limber results in dash-dotted lines.
On the lower panel, we show the fractional differences between the BF and the FFT non-
Limber results (BF/FFT-1). To speed up the BF calculations, we require a 1% accuracy of
the quadrature integration of the non-Limber part and 0.1% accuracy of the Limber integrals.
The fractional differences are mostly within 1%. Larger errors occur near the zero-crossing
in the power spectra. Large differences between the Limber and non-Limber occur in, for
example, the cross power spectrum between the 4th lens bin and the 3rd source bin, where
two bins largely overlap and the overlapping part of the selection functions are narrow. We
test all other 20 lens-source bin combinations of GGL power spectra in Appendix B.
5 Significance for Future Survey Analyses
The capability of efficient modeling of angular power spectra beyond the Limber approxima-
tion enables us to assess the impact of the Limber approximation on the parameter constraints
in future cosmological analyses. We present simulated likelihood analyses of galaxy clustering,
GGL and cosmic shear for LSST Y1 and DES Y6.
5.1 Analysis Ingredients
5.1.1 Lens and Source Galaxy Sample Distributions
We generate the redshift distributions of the lens and source galaxies in LSST Y1 following
the DESC Science Requirements Document (DESC SRD, [1]). The LSST Y1 survey will
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Figure 3. (Upper panel :) the non-Limber GGL power spectra Cge` of the 4th lens tomographic
bin and all the 5 source bins in LSST Y1 from the FFT method (solid lines) and the brute-force
integration (dashed lines) up to ` = 90, along with the Limber results (dash-dotted lines). The FFT
and the BF lines nearly overlap with each other. (Lower panel :) fractional differences between the
BF and the FFT non-Limber results. The fractional differences are mostly within 1%, consistent with
the numerical accuracy of our BF integration. Larger errors occur near the zero-crossing in the power
spectra.
have a survey area of 12.3k deg2 and is expected to measure galaxies with an i-band depth
idepth = 25.1mag for the weak lensing (source sample) and galaxies with an i-band limit
ilim = idepth − 1 = 24.1mag for the large-scale structure (lens sample). For the lens sample,
we use a parametric redshift distribution (same as Eq. (5) in Appendix D1.1 of the DESC
SRD)
dN
dz
∝ z2 exp[−(z/z0)α] , (5.1)
with (z0, α) = (0.26, 0.94), normalized by the effective number density neff = 18 arcmin−2.
We divide the sample into 5 tomographic bins with equal number of galaxies and convolve
each bin with a Gaussian photo-z scatter with σz = 0.03(1 + z). For each tomographic bin i,
we set their fiducial linear galaxy bias parameters as bi = 1.05/G(z¯i), where z¯i is the mean
redshift of the i-th bin, and G(z) is the linear growth factor. For the source sample, we use the
same parametric form but with (z0, α) = (0.191, 0.870), normalized to neff = 11.2 arcmin−2.13
We also divide the source sample into 5 equally populated tomographic bins and convolve
each bin with a Gaussian photo-z uncertainty with σz = 0.05(1 + z). The distributions of
the lens and source tomographic bins are shown on the left panel of Figure 4. We assume the
galaxy shape noise to be σe = 0.26 per component.
13These values for the source sample are the updated version from private communication with Rachel
Mandelbaum.
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Figure 4. The redshift distributions of the lens and source samples for LSST Y1 (left) and DES Y6
(right). Each sample is split into 5 bins, as described in §5.1.1.
The full DES survey (Y6) has a survey area of 5000 deg2 and is expected to measure
galaxies with very similar depth to the LSST Y1. Therefore, we define the source sample to
reach i-depth of 25.0mag and follow the same parametric redshift distribution. Using fitting
formulae from the DESC SRD, we obtain (z0, α) = (0.193, 0.876) and neff = 10.47 arcmin−2.
Similar to LSST Y1, we divide the source sample into 5 equally populated tomographic bins
with σz = 0.05(1 + z), but set the shape noise consistent with DES Y1, i.e., σe = 0.279 per
component. For the lens sample, we assume a redMaGiC [41] selected sample and split it
into 5 bins similar to the DES Y1 analysis [42, 43]. We show the distributions of the lens and
source tomographic bins on the right panel of Figure 4.
5.1.2 Angular Two-Point Functions
The modeling of the galaxy clustering power spectra and the GGL power spectra has already
been shown in §4.1 and 4.2. We model cosmic shear using the Limber approximation as the
lensing efficiency function is very broad. Including IA and following the notation in §4.2, the
tomographic cosmic shear power spectra between the source bin i and j can be written as
Ce
iej
` =
2
2`+ 1
∫ ∞
0
dk ∆˜e
i
(χ`)∆˜
ej (χ`)Pδ(k, z(χ`)) . (5.2)
We compute the linear matter power spectrum using CLASS [44], and the nonlinear matter
power spectrum with HaloFit [45]. To perform likelihood analyses real space, we calculate the
angular two-point correlation functions for galaxy clustering wi(θ), GGL γijt (θ), and cosmic
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shear ξij+/−(θ), using their relation to angular power spectra on the curved sky:
wi(θ) =
∑
`
2`+ 1
4pi
P`(cos θ)C
gigi(`) , (5.3)
γijt (θ) =
∑
`
2`+ 1
4pi`(`+ 1)
P 2` (cos θ)C
giej (`) , (5.4)
ξij±(θ) =
∑
`
2`+ 1
2pi`2(`+ 1)2
[G+`,2(cos θ)±G−`,2(cos θ)]Ce
iej (`) , (5.5)
where θ is the angular separation, P` and P 2` are the Legendre polynomial and the associated
Legendre polynomial, G+/−`,m are given by Eq. (4.19) of [46]. We have used the indices i, j to
denote the tomographic bins involved, i.e., Cgigi(`) is the galaxy clustering power spectrum
of the i-th lens tomographic bin, Cgiej (`) is the GGL power spectrum of the i-th lens to-
mographic bin and the j-th source bin, and Ceiej (`) is the tomographic cosmic shear power
spectrum of the i-th and j-th source bins.
We compute all correlation functions in 26 logarithmically spaced angular bins over
the range 2.5′ < θ < 900′. For each angular bin [θmin, θmax], the correlation functions are
bin-averaged, i.e., replacing P`(cos θ), P 2` (cos θ) and [G
+
`,2(cos θ)±G−`,2(cos θ)] with their bin-
averaged functions P`, P 2` and G
+
`,2 ±G−`,2 [47], defined by
P` =
∫ cos θmax
cos θmin
dxP`(x)
cos θmax − cos θmin =
[P`+1(x)− P`−1(x)]cos θmaxcos θmin
(2`+ 1)(cos θmax − cos θmin) , (5.6)
P 2` =
∫ cos θmax
cos θmin
dxP 2` (x)
cos θmax − cos θmin =
[(`+ 22`+1)P`−1(x) + (2− `)xP`(x)− 22`+1P`+1(x)]cos θmaxcos θmin
cos θmax − cos θmin (5.7)
G+`,2 ±G−`,2 =
1
cos θmax − cos θmin
{
− `(`−1)
2 (`+
2
2`+1)P`−1(x)−
`(`−1)(2−`)
2
xP`(x)+
`(`−1)
2`+1
P`+1(x)
+(4−`) dP`(x)
dx
+(`+2)[x
dP`−1(x)
dx
−P`−1(x)]±2(`−1)[x dP`(x)dx −P`(x)]∓2(`+2)
dP`−1(x)
dx
}cos θmax
cos θmin
.
(5.8)
Our analysis includes all auto-correlations of the lens bins for the galaxy clustering, all combi-
nations of lens and source bins for the GGL, and all auto- and cross-correlations of the source
bins for the cosmic shear. Thus, for each survey, the data vector contains 5 sets of w(θ), 25
sets of γt(θ), 15 sets of ξ+(θ) and 15 sets of ξ−(θ), each of which has 26 angular bins.
5.1.3 Systematics
Systematic uncertainties are parameterized through nuisance parameters in a similar way to
the DES Y1 analysis [48].
Photometric redshift uncertainties The uncertainty in the redshift distribution of the
i-th tomographic bin ni(z) is modeled by one shift parameter ∆z for each bin of the lens and
the source samples, i.e., ni(z) = nˆi(z −∆iz), where the index i traverses over all the lens and
source bins, and nˆ is the estimated redshift distribution as described in §5.1.1. There are 10
shift parameters in total. We take 0 as their fiducial values to generate the simulated data
vector, and marginalize over them in the likelihood analyses. For the lens sample in both
surveys, we choose a Gaussian prior with µ = 0, σ = 0.005(1 + z¯i) for each ∆iz,lens. For the
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source samples in both surveys, we choose a Gaussian prior with µ = 0, σ = 0.002(1 + z¯i) for
each ∆iz,source, consistent with the requirements given in §5.1 and 5.2 of the DESC SRD.
Galaxy bias We assume a linear bias model and use one parameter for each lens bin.
There are 5 parameters in total, whose fiducial values are described in §5.1.1 for generating
the simulated data vector. In the likelihood analysis, they will be marginalized over with
conservative flat priors (between 0.8 and 3).
Lensing magnification bias Lensing magnification was not included in the baseline model
of DES Y1 analysis. We parameterize the effect through one parameter for each lens bin bimag.
For magnitude limited samples, magnification due to lensing by line-of-sight structure can
affect the number density of galaxies with observed magnitudes exceeding the magnitude cut
(e.g., [21–23]). For LSST Y1, we assume the lens samples are magnitude limited. Using the
fitting formulae in Appendix C 14 of [51] and an r-band limit of 24.81 mag (see Appendix C1
of the DESC SRD and define r-band limit for lens sample rlim = rdepth− 1 = 25.81− 1 mag),
we obtain bimag = (−0.898,−0.659,−0.403,−0.0704, 0.416) for the 5 lens bins. For DES Y6
lens sample, we use luminosity cuts L/L∗ > (0.5, 0.5, 0.5, 1.0, 1.0) for bins from low to high
redshifts, respectively. L∗ is the characteristic galaxy luminosity where the power-law form
in the Schechter luminosity function cuts off [52]. To estimate bmag, we assume a Schechter
luminosity function N(L) ∝ (L/L∗)α exp(−L/L∗) , where the parameter α characterizes the
faint-end slope, N(L) is the number of galaxies per unit luminosity bin. bmag is related to
the luminosity function by
bmag = −2−2 d log10N>L
d log10 L
∣∣∣∣
L=Llim
= −2+2LlimN(Llim)
N>Llim
= −2+2
(
Llim
L∗
)α+1
e−Llim/L∗
Γ(α+ 1, Llim/L∗)
, (5.9)
where Llim is the luminosity cut, and N>L is the number of galaxies brighter than lu-
minosity L, calculated by integrating the luminosity function. Γ(a, z) is the incomplete
Gamma function15. We assume a constant α = −0.8 for all lens bins, leading to bimag =
(−0.102,−0.102,−0.102, 1.06, 1.06). Note that these values may not represent the exact val-
ues for the redMaGiC sample, but merely our approximate choice for generating the fiducial
simulated data vector. Although we haven’t considered other selection biases, such as the
size magnification bias due to the magnification of the angular sizes of source galaxies, the
uncertainties of their effects are encapsulated in the 5 nuisance parameters bimag and are
marginalized over conservative flat priors (between −3 and 3) in the likelihood analysis.
Multiplicative shear calibration We use one shear calibration uncertainty parameter mi
per source bin (5 in total), acting on the cosmic shear and GGL correlation functions such
that
ξij+/−(θ)→ (1 +mi)(1 +mj)ξij+/−(θ) ,
γijt (θ)→ (1 +mj)γijt (θ) . (5.10)
They are marginalized over independently with Gaussian priors (µ = 0, σ = 0.005).
14based on the relation between the galaxy redshift distributions and the magnitude limits modeled by [49]
using COMBO-17 luminosity functions for the SDSS r filter [50].
15The incomplete Gamma function is defined as Γ(a, z) =
∫∞
z
ta−1e−tdt. See e.g., Eq. (8.2.2) of DLMF [53].
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IA We use the nonlinear linear alignment (NLA) model and parameterize it with two pa-
rameters aIA and η. See §4.2 for detail. Their fiducial values are aIA = 0.5 and η = 0, and
they are both marginalized over independently with conservative flat priors between −5 and
5.
5.1.4 Covariances
The Fourier space 3x2pt covariances, including the Gaussian part [54], the connected non-
Gaussian part (calculate with the halo model) and the super-sample covariance [55], are
described in Appendix A of [30]. We calculate the covariances of bin-averaged correlation
functions on the curved sky, i.e., for two angular two-point functions, Ξ,Θ ∈ {w, γt, ξ+, ξ−}
Cov(Ξij(θ),Θkm(θ′)) =
∑
`
PΞ`
∑
`′
PΘ`′ Cov(C
ij
Ξ (`), C
km
Θ (`
′)) , (5.11)
where Cξ+ = Cξ− = Cee, Cγt = Cge, and Cw = Cgg in our previous notation, and i, j, k,m
are the tomographic bin indices. The bin-averaged weight functions are defined as [47]
Pw` =
2`+ 1
4pi
P` =
[P`+1(x)− P`−1(x)]cos θmaxcos θmin
4pi(cos θmax − cos θmin) , (5.12)
P γt` =
2`+ 1
4pi`(`+ 1)
P 2` =
2`+ 1
4pi`(`+ 1)
[(`+ 22`+1)P`−1(x) + (2− `)xP`(x)− 22`+1P`+1(x)]cos θmaxcos θmin
cos θmax − cos θmin ,
(5.13)
P
ξ±
` =
2`+ 1
2pi`2(`+ 1)2
G+`,2 ±G−`,2 , (5.14)
In practice, we evaluate Eq. (5.11) up to `max = 50000.
5.1.5 Angular Scale Cuts
Limited by our ability to accurately model the non-linearities of the density and galaxy
fields on small scales, survey analyses define a set of angular scale cuts, preventing nonlinear
modeling limitations from biasing the cosmology results. In accordance with the DESC SRD,
we choose a Fourier scale cut kmax = 0.3h/Mpc, which roughly corresponds to a comoving
scale Rmin = 2pi/kmax = 21Mpc/h.
For the galaxy clustering, we define the angular scale cut θwimin for lens tomographic bin
i as
θw
i
min =
Rmin
χ(z¯i)
, (5.15)
where z¯i is the mean redshift of galaxies in redshift bin i. For our LSST Y1 lens sample, θwimin
are 80.88′, 54.19′, 42.85′, 35.43′, 29.73′, respectively. For DES Y6, they are 108.3′, 69.77′,
52.53′, 42.37′, 36.15′. For the GGL γijt , we use the same angular cuts as θw
i
min.
For the cosmic shear, we use the Fourier scale cut defined in the DESC SRD, i.e.,
` < `max = 3000, and translate it into the angular cuts for ξ+/− with the first zeros of their cor-
responding Bessel functions J0/4 (in the flat-sky-limit transform), i.e., θ
ξ+
min = 2.4048/`max =
2.756′, and θξ−min = 7.5883/`max = 8.696
′.
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5.2 Simulated Likelihood Analysis
The parameter estimation is done by sampling and maximizing the likelihood of the data D
given a point in cosmological and nuisance parameter space p,
L(D|p) ∝ exp
(
−1
2
[
(D −M(p))TC−1(D −M(p))]) , (5.16)
where M is the model vector and C is the covariance matrix. We generate the simulated
3x2pt data vector D by computing the model vector at the fiducial parameter values and in
our fiducial cosmology (standard ΛCDM with massless neutrinos), with non-Limber modeling
of w and γt, and Limber modeling of ξ+/−, as described in §5.1.2. Throughout our analyses,
we use the emcee sampler [56].
5.2.1 The Impact of Limber Approximation
To evaluate the impact of the Limber approximation in the configurations of LSST Y1 and
DES Y6, we fit the data vector with a set of models:
• Model (I): A 2x2pt (galaxy clustering + GGL) analysis which uses the Limber approx-
imation to calculate w, γt;
• Model (II): A cosmic shear analysis which uses the Limber approximation to calculate
ξ+/−;
• Model (III): A 3x2pt analysis which uses the Limber approximation to calculate all
3x2pt correlations;
• Model (IV): A 2x2pt analysis which uses the Limber approximation to calculate γt and
uses our non-Limber method to compute w.
We summarize the fiducial values and priors of the parameters in Table 1.
In Figure 5, we show the 1σ and 2σ contours of the 3 cosmological parameters (Ωm, σ8, ns)
as well as their marginalized 1D distributions from Models (I-III), in the cases of LSST Y1
and DES Y6, respectively. The Limber approximation modifies the angular power spectra
at low-`, which results in the bias of the spectral index ns for Model (I), the Limber 2x2pt
model. For both surveys, ns absorbs most of the cosmological parameter biases. However,
since cosmic shear has stronger constraining power on ns, the combined 3x2pt result is shifted
towards the fiducial ns values, while other parameters may be shifted further away from the
fiducial values. For the Ωm − σ8 contour, we see a shift greater than 1σ for LSST Y1, and a
nearly 1σ shift for DES Y6.
Taking LSST Y1 as an example, in Figure 6, we show the 1σ and 2σ contours of the
3 cosmological parameters (Ωm, σ8, ns) as well as their marginalized 1D distributions from
Models (I) and (IV). These contours show that using the non-Limber model of w only can
effectively correct the biases induced by the Limber approximation, and a full non-Limber
model of both w and γt is not necessary for the analyses considered in this paper. Model (IV)
also takes significantly less computation time than a full non-Limber model of both w and γt,
as there are 25 GGL angular correlations and only 5 galaxy clustering auto-correlations. We
also note that the goodness of the fit is largely improved from Model I (best-fit χ2 = 76.0)
to Model IV (best-fit χ2 = 8.3), where χ2 = (D −M)TC−1(D −M). In the parameter
space, we can define the parameter distance dp between the best-fit parameters pfit and the
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Figure 5. The 1σ and 2σ contours of fitting the simulated (non-Limber w + γt, Limber ξ±) 3x2pt
data vector D with Models (I) Limber 2x2pt (w + γt, in green), (II) Limber shear (ξ±, in red), (III)
Limber 3x2pt (in blue), for LSST Y1 (left) and DES Y6 (right). The dashed lines mark the fiducial
values. In both surveys, Model (I) introduces significant biases to ns, while Ωm, σ8 are less affected.
Model (II) correctly recovers fiducial values of all the parameters as expected. Model (III) gains an
improved ns constraint from the cosmic shear, forcing the other two parameters to shift away from
their fiducial values by ∼ 1σ.
fiducial parameters p0 as d2p = (pfit − p0)TC−1p (pfit − p0), where the parameter covariance
Cp is measured from the chain output. Taking the parameter space of (Ωm, σ8, ns,Ωb, h0),
we find that d2p improves from 31.8 (Model I) to 2.7 (Model IV).
5.2.2 The Impact of ns Priors
The impact of the Limber approximation is largely absorbed through a bias in ns, on which
the 2x2pt probes don’t have a good constraining power. However, ns is very well constrained
by CMB experiments like Planck. By using a more informative prior of ns, other cosmological
parameters may be impacted more significantly by the Limber approximation, similar to the
shift in parameters from including the cosmic shear in Model (III) as shown in Figure 5.
We demonstrate this by fitting the data vector D with Model (I) but with a Gaussian
prior of ns, centered at our fiducial value 0.97 with width equal to the 1σ error bar of Planck
2018, i.e., σ = 0.0038, (TT,TE,EE+lowE+lensing+BAO) [57]. We show the comparison
between the constraints from this Gaussian prior and from the flat prior [0.87,1.07] in Figure
7 for LSST Y1. We find that by imposing an informative prior on ns, the posterior of ns is
pushed back to around the fiducial value, while the other cosmological parameters Ωm, σ8 are
significantly shifted. With the 1xPlanck Gaussian prior of ns, we find that the goodness of
the fit is worse in the data vector space with the best-fit χ2 going from 76.0 to 88.6, but is
better in the cosmological parameter space (Ωm, σ8, ns,Ωb, h0) with d2p dropping from 31.8 to
15.9.
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Figure 6. The 1σ and 2σ contours of fitting the
LSST Y1 simulated (non-Limber w + γt) 2x2pt
data vector D with Models (I) Limber 2x2pt
(w + γt, in red), and (IV) 2x2pt non-Limber w
+ Limber γt (in blue). The dashed lines mark the
fiducial values. Model (IV) sufficiently removes
the large bias in the posterior of ns in Model (I),
and leads to an improvement in the goodness of fit
in both the data vector space and the cosmological
parameter space (see §5.2.1).
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Figure 7. The 1σ and 2σ contours of fitting
the LSST Y1 simulated (non-Limber w + γt)
2x2pt data vectorD with Model (I) Limber 2x2pt
(w+γt) using the flat prior (in red) and the Gaus-
sian 1xPlanck prior of ns (in blue). The dashed
lines mark the fiducial values. By imposing an in-
formative prior on ns, the posterior of ns is pushed
back to around the fiducial value, while the other
cosmological parameters Ωm, σ8 are visibly shifted
and especially in Ωm the 1D bias becomes signif-
icant. The goodness of fit is worse in the data
vector space with the 1xPlanck prior of ns, but
is better in the cosmological parameter space (see
§5.2.2)
6 Discussion and Summary
Extracting precise cosmological information from future photometric galaxy surveys requires
improved systematic error control in both observations and models. The Limber approxi-
mation, widely used to simplify the computation of the angular power spectra, may become
a source of significant errors in the modeling of galaxy clustering and GGL. However, the
accurate computation of the angular power spectra, involving double-Bessel integrals, is slow
and numerically unstable, unpractical for being incorporated into an MCMC for future cos-
mological analyses.
We present a new FFTLog-based method to accurately and efficiently calculate the angu-
lar power spectra (§2). The new method separates the linear and the nonlinear contributions,
the former of which can be factorized into scale and redshift dependent parts, which allows us
to reduce the double-Bessel integrals to Hankel transforms and their generalized forms, while
the latter can be computed with the Limber approximation. We have also generalized the
FFTLog algorithm to deal with integrals with derivatives of Bessel functions (§3), which is
present in the RSD contributions and other high-order corrections (e.g., the Doppler effects,
see Table 6 of [12] for a list of examples).
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Parameters Fiducial Prior
Survey
Ωsurvey LSST 12300 deg2; DES 5000 deg2 fixed
σe per component LSST 0.26; DES 0.279 fixed
Cosmology
Ωm 0.3 flat [0.1, 0.9]
σ8 0.82355 flat [0.4, 1.2]
ns 0.97 flat [0.87, 1.07]
Ωb 0.048 flat [0.03, 0.07]
h0 0.69 flat [0.55, 0.91]
w0 -1 fixed
wa 0 fixed∑
mν 0 fixed
Galaxy Bias
bi LSST [1.24, 1.36, 1.47, 1.60, 1.76]; flat [0.8, 3]
DES [1.44, 1.70, 1.70, 2.00, 2.06]
Magnification Bias
bimag LSST [-0.898, -0.659, -0.403, -0.0704, 0.416]; flat [-3, 3]
DES [-0.102, -0.102, -0.102, 1.06, 1.06]
Lens/Source Photo-z
∆iz,lens [0, 0, 0, 0, 0]; Gauss (0, 0.005(1 + z¯
i
lens));
∆iz,source [0, 0, 0, 0, 0] Gauss (0, 0.002(1 + z¯isrc))
Shear Calibration
mi [0, 0, 0, 0, 0] Gauss (0, 0.005)
IA
aIA 0.5 flat [-5, 5]
η 0 flat [-5, 5]
Table 1. A list of the parameters characterizing the surveys, cosmology and systematics. The entries
are separated by a semi-colon if they are different for LSST Y1 and DES Y6; otherwise, we only write
out the shared entry. The fiducial values are used for generating the simulated data vector, and the
priors are used in the sampling. Flat priors are described by [minimum, maximum], and Gaussian
priors are described by Gauss (µ, σ).
We apply the method to galaxy clustering and galaxy-galaxy lensing (§4), and investi-
gate the impact of the Limber approximation in the context of LSST Y1 and DES Y6 with
simulated likelihood analyses (§5). We find that for both surveys, using the Limber approxi-
mation to model the 2x2pt correlations results in significant biases in the spectral index ns.
Although Ωm and σ8 are less affected in 2x2pt, they are shifted by ∼ 1σ when the cosmic
shear is included (i.e., in the 3x2pt analyses). We then perform the 2x2pt analysis with the
non-Limber model of the galaxy clustering and the Limber GGL, and correctly recover the
input cosmology, indicating that the non-Limber GGL model may not be needed for these
survey analysis choices. Using a non-Limber calculation for clustering only can save a signif-
icant amount of computing time and should be considered as an approximation if the error
is negligible.
A python version and a C version of the generalized FFTLog code (FFTLog-and-Beyond),
are written independently and tested against each other. They are both publicly available
at https://github.com/xfangcosmo/FFTLog-and-beyond. The code is also incorporated into
CosmoLike[30].
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A Useful Identities
The Bessel functions and the spherical Bessel functions are related by
jn(z) =
√
pi
2z
Jn+1/2(z) . (A.1)
The Hankel transform of a power law is given by∫ ∞
0
dxxαJµ(x) = 2
αΓ[(µ+ α+ 1)/2]
Γ[(µ− α+ 1)/2] , − 1− µ < <(α) <
1
2
, (A.2)
which has a variant∫ ∞
0
dxxα−1j`(x) =
√
pi
4
2α
Γ[(`+ α)/2]
Γ[(3 + `− α)/2] , − ` < <(α) < 2. (A.3)
Replacing the Bessel function by its first or second derivative, we have identities∫ ∞
0
dxxα−1j′`(x) = −
√
pi
4
2α−1(α− 1)Γ(
`+α−1
2 )
Γ(4+`−α2 )
,
(
0 < <(α) < 2 , for ` = 0
1− ` < <(α) < 2 , for ` ≥ 1
)
, (A.4)
∫ ∞
0
dxxα−1j′′` (x) =
√
pi
4
2α−2(α− 1)(α− 2)Γ(
`+α−2
2 )
Γ(5+`−α2 )
,
(−` < <(α) < 2 , for ` = 0, 1
2− ` < <(α) < 2 , for ` ≥ 2
)
.
(A.5)
Using mathematical induction, we obtain∫ ∞
0
dxxα−1j(n)` (x) = (−1)n
√
pi
4
2α−n
Γ(α)
Γ(α− n)
Γ( `+α−n2 )
Γ(3+n+`−α2 )
,
(−` < <(α) < 2 , for ` < n
n− ` < <(α) < 2 , for ` ≥ n
)
.
(A.6)
B FFTLog Versus Brute-Force
We test the galaxy clustering and 5 combinations of GGL power spectra for LSST Y1 in
Figure 2 and 3. Here we present the remaining 20 lens-source bin combinations of GGL
power spectra for LSST Y1. In Figure 8, on the upper panel in each subplot, we show in solid
lines the non-Limber angular power spectra calculated with our FFT method, in dashed lines
with the brute-force (BF) quadrature integration. We also plot the Limber result in dash-
dotted lines. On the lower panels, we show the fractional differences between the BF and the
FFT non-Limber results (BF/FFT-1). The fractional differences are mostly within 1%, with
larger errors occurring near the zero-crossing in the power spectra. Larger differences between
the Limber and non-Limber results occur when the lens and source bins largely overlap and
the overlapping parts of the selection functions are narrow.
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Figure 8. (Upper panels:) the remaining 20 lens-source bin combinations of non-Limber GGL power
spectra Cge` in LSST Y1 from the FFT method (solid lines) and the brute-force integration (dashed
lines) up to ` = 90, along with the Limber results (dash-dotted lines). The FFT and the BF lines
nearly overlap with each other. (Lower panel :) fractional differences between the BF and the FFT
non-Limber results. The fractional differences are mostly within 1%, consistent with the numerical
accuracy of our BF integration. Larger errors occur near the zero-crossing in the power spectra.
Larger differences between the Limber and non-Limber results occur when the lens and source bins
largely overlap and the overlapping parts of the selection functions are narrow.
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