, and addition of a noise in the controller 131. In the present study, authors consider the identification of a class of closed-loop systems through a two-stage estimation procedure based on the Kalman-Bucy filter. The feedback is assumed linear, time-invariant, and noise-free. The procedure does not impose any additional constraint on the regulator or on the plant input.
We consider the following single-input single-output closed-loop system.~(
where x(k), the true process output, defines the "state" of the system, u(k) is the input, y(k) is the output, and r(k) is a zero-mean white Gaussian observation noise sequence with a known variance R (k). The regulator parameter g is assumed stationary and known u priori. where
r is the nth-order "input" (4) and (5) 
The output equation (5) can be rewritten in terms of the parameter vector B as
y(k+l) = C(k + l)B(k + l) + r(k+l)
where [4] . In order to check this divergence, a fictitious white noise is added to the state model as a modeling error compensation [SI. The difficulty, however, arises here in the u priori knowledge of its covariance structure. In order to overcome this problem, the adaptive estimation algorithm of Sage and Husa [6] can be used to obtain the fictitious noise covariance estimates along with the state estimates. For this, model (4) is modified as below:
C(k+1) = [i(k)i(k-1) ... i(k-n + I) ~(k)
where B° is the assumed nominal value of the parameter vector B and q(k) is a fictitious noise assumed to be zero-mean white Gaussian. The following estimation algorithm of Sage and Husa [6] can then be used in Stage I.
+ where P, is the state estimation error covariance matrix, K, is the Kalman gain, and Q(k) is the covariance matrix of the fictitious white noise term q(k).
A Numerical Example: The following closed-loop process has been considered as a numerical example:
The feedback law is given by
This system has been simulated on an ICL 1909 computer using the fouowing values: e 1 
t[y(k)-H(k)i(k/k-l)]
' converged to a constant value 0.0099 which is approximately equal to the variance of observation noise.
Remarks: Use of the Kalman filter proposed in the two stages of the estimation procedure makes the method applicable to time-varying cases also. The computations involved can be reduced by employing a subop timal filter such as Pandya's adaptive filter [7] or the stochastic ap proximation algorithm [8] in Stage 1 of the proposed two-stage method; however, its effect on the accuracy of the closed-loop identification has to be further investigated.
