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DELIGNE CATEGORIES AND REPRESENTATIONS OF THE INFINITE
SYMMETRIC GROUP
DANIEL BARTER, INNA ENTOVA-AIZENBUD, THORSTEN HEIDERSDORF
Abstract. We establish a connection between two settings of representation stability for the
symmetric groups Sn over C. One is the symmetric monoidal category Rep(S∞) of algebraic
representations of the infinite symmetric group S∞ =
⋃
n Sn, related to the theory of FI-
modules. The other is the family of rigid symmetric monoidal Deligne categories Rep(St),
t ∈ C, together with their abelian versions Repab(St), constructed by Comes and Ostrik.
We show that for any t ∈ C the natural functor Rep(S∞) → Rep
ab(St) is an exact sym-
metric faithful monoidal functor, and compute its action on the simple representations of S∞.
Considering the highest weight structure on Repab(St), we show that the image of any object
of Rep(S∞) has a filtration with standard objects in Rep
ab(St).
As a by-product of the proof, we give answers to the questions posed by P. Deligne concerning
the cohomology of some complexes in the Deligne category Rep(St), and their specializations
at non-negative integers n.
1. Introduction
Consider the symmetric monoidal categories Rep(Sn) of finite-dimensional complex represen-
tations of symmetric groups Sn. It has been known for some time that there is an interesting
phenomena of stabilization of representations of Sn as n → ∞: namely, one often encounters
sequences (Vn)n≥0, where each Vn is a finite-dimensional representation of Sn, such that the
action of Sn on Vn is determined by permutations with small cycles.
Such “stable sequences” are encountered in many contexts: cohomologies of configuration
spaces of n distinct ordered points on a connected oriented manifold, spaces of polynomials on
rank varieties of n × n matrices, the cohomology ring of the moduli space of n-pointed curves,
and more. A framework for studying sequences with such properties has been developed with
the theory of finitely generated FI-modules by Church, Ellenberg, Farb [CEF] and others. In
particular they proved that dim(Vn) is eventually polynomial if (Vn)n≥0 comes from a finitely
generated FI-module.
Another manifestation of the stabilization phenomena is the Murnaghan stabilization theorem.
Consider three arbitrary Young diagrams λ, µ, τ . For n >> 0, denote by λ[n] the Young diagram
of size n (and corresponding irreducible representation of Sn) obtained by adding a top row of
size n − |λ| to λ (similarly for µ, τ). It was proven by Murnaghan in [M1] that the sequence
{dim (µ[n]⊗ τ [n]⊗ λ[n])Sn}n>>0 stabilizes. The stable value of the sequence is called the stable
(reduced) Kronecker coefficient g¯λµ,τ associated with the triple (λ, µ, τ).
We consider two types of “limits” (in a non-precise sense) of Rep(Sn) as n→∞. These limits
will be C-linear symmetric monoidal categories, and each type expresses a certain “stabilization”
phenomena occuring in the family Rep(Sn), n ≥ 0.
• The algebraic representations of the infinite symmetric group S∞ =
⋃
n Sn, where each
representation of S∞ corresponds to a “polynomial sequence” (Vn)n≥0.
• The “polynomial” family of Deligne categories Rep(St), t ∈ C, where the objects of the
category Rep(St) can be thought of as “continuations of polynomial sequences (Vn)n≥0”
to complex values of t = n.
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There is a striking resemblance between the two settings: in both settings, one considers
symmetric monoidal abelian categories, and both are a natural “categorical context” in which
stable Kronecker coefficients appear. The goal of this paper is to study the relationship between
these two settings and show that they are closely related.
Let us elaborate more on each of these settings.
1.1. Representations of the infinite symmetric group. Consider the infinite symmetric
group S∞ = ∪nSn and let Rep(S∞) be the category of algebraic representations of S∞ in the
sense of Sam and Snowden (see [SS]). This is a symmetric monoidal (SM) abelian category
generated by the object h, where h is the permutation representation of S∞ on C
∞.
The category Rep(S∞) comes endowed with left-exact SM functors
Γn : Rep(S∞) −→ Rep(Sn)
called the specialization functors.
The isomorphism classes of simple objects in this category are parametrized by all Young
diagrams (of arbitrary size). The functors Γn behave nicely on simple object:
Γn (Lλ) =
{
λ[n] if n ≥ |λ|+ λ1
0 else
(hence Lλ should be considered as the representation of the symmetric group S∞ corresponding
to a Young diagram of infinite size, obtained from λ by adding an infinite row on top).
Considering the Grothendieck ring of Rep(S∞), one sees that the structure constants in this
ring are the stable Kronecker coefficients; that is, given three simple objects Lλ, Lµ, Lτ , the
multiplicity of Lλ in the Jordan-Holder components of Lµ ⊗ Lτ is precisely g¯
λ
µ,τ .
The category Rep(S∞) possesses a nice universal property, as described in [SS, Theorem
6.4.3]: there is an isomorphism between the category of left-exact SM functors of Rep(S∞) to a
SM abelian category C and the category of Frobenius objects (see Definition 3.4.1) in C. In case
C = Rep(Sn) and the Frobenius object in it is taken to be the permutation representation C
n,
the corresponding functor would be canonically isomorphic to Γn.
The category Rep(S∞) can be constructed in another way. In [SS], Sam and Snowden check
that the colimit functor FI-Mod → Rep(S∞) is exact and essentially surjective. Moreover, an
object is sent to zero if and only if it is finite length in FI-Mod. This establishes an equivalence
of abelian categories between FI-Mod /FIfinite-Mod and Rep(S∞). This equivalence does not
preserve the tensor structure.
1.2. Deligne categories. We consider the family of categories Rep(St) (parametrized by t ∈ C)
as constructed by Deligne ([D], see also [CO]). These categories are rigid SM Karoubian additive
C-linear categories, with End(1) = C. Each category Rep(St) is generated by a single object ht
of dimension1 t, which plays the role of the “permutation representation” for the non-existent
group St.
The categories Rep(St) “interpolate” the categories Rep(Sn) when t = n ∈ Z≥0 in the follow-
ing sense: there exists an additive SM functor
Sn : Rep(Sn) −→ Rep(Sn)
which is full and essentially surjective, making Rep(Sn) a quotient of Rep(Sn) by a tensor ideal.
The indecomposable objects in Rep(St) are parametrized (up to isomorphism) by the set of
all Young diagrams, and the structure constants are described in terms of stable Kronecker
coefficients g¯λµ,τ (see [En2]). The indecomposable objects interact nicely with the specialization
functors: for any n ∈ Z≥0 and any indecomposable object Xλ ∈ Rep(Sn), we have
1The notions of dimension of an object is defined in any rigid SM category (see [EGNO]), and is by definition
an element of End(1). In our case it is just a complex number.
Sn (Xλ) =
{
λ[n] if n ≥ |λ|+ λ1
0 else
The Deligne category Rep(St) is the universal SM category with a dualizable Frobenius object
of dimension t (see [D, CO1] for a precise statement). The category Rep(St) is abelian if and
only if t /∈ Z≥0. Therefore we will also consider the categories Rep
ab(St) (t ∈ C), the abelian
envelopes of Rep(St) as constructed by Comes and Ostrik ([CO1]).
These are abelian C-linear rigid SM categories with exact tensor product functors, and
End(1) = C (such categories are called tensor categories in [EGNO]). The category Rep(St)
is a full SM subcategory in Repab(St). In case t /∈ Z≥0, Rep(St) is isomorphic to its abelian
envelope.
For t = n ∈ Z≥0, however, there is a caveat: there is no SM functor from Rep
ab(St=n) to
Rep(Sn). Yet Rep
ab(St) has many upsides: not only it is abelian, it is in fact a highest-weight
category (with an infinite weight poset given by all Young diagrams, see [En]). The subcategory
Rep(St) is then the subcategory of tilting objects.
1.3. Main result. It is a natural question that has been raised in the literature [CEF] [SS] how
these two limit constructions are related. The universal property of Rep(S∞) yields a left-exact
C-linear symmetric monoidal functor Γt : Rep(S∞)→ Rep
ab(St). We prove the following result
(for a more precise statement see 9.0.1):
Theorem 1.
• The functor Γt is faithful and exact.
• The functor Γt takes simple objects in Rep(S∞) to standard objects in the highest-weight
category Repab(St), and injective objects to tilting objects (these are precisely the objects
coming from the Karoubian Deligne category Rep(St)).
Remark 1.3.1. In particular, the essential image of the functor Γt consists of standardly-filtered
objects. Note that there are standardly filtered objects which are not in the essential image of
the functor, see remark 9.0.4
Remark 1.3.2. We stress that this functor is not full: for instance there are no non-zero maps
from the trivial representation 1 to the permutation representation h∞ = C
∞ in Rep(S∞), but
there is a non-zero morphism
Γt(1) = 1→ ht = Γt(h∞)
in Repab(St), an analogue of the morphism
C −→ Cn, 1→
∑
i
ei
of Sn representations.
Remark 1.3.3. The functor Γt is not injective on objects. An example is given by
Γt(h∞) = Γt(1⊕ L )
for all t ≥ 2.
Remark 1.3.4. A similar result for the general linear group has been proven in [EHS].
1.4. Delta complexes and a conjecture of Deligne. The crucial point of the proof of
Theorem 1 is to show the exactness of Γt. It is very difficult to evaluate the effect Γt on objects
and morphisms from its definition. In particular we cannot calculate Γt(I
•
λ) for an injective
resolution I•λ of Lλ directly. To circumvent this problem we define special objects ∆
∞
k , ∆
t
k, ∆
n
k
(k ∈ Z≥0) in each of the categories Rep(S∞), Rep(St), Rep(SN ) (for any N ∈ Z≥0, t ∈ C).
These objects come equipped with morphisms resi : ∆k → ∆k−1 where ∆k is any one of ∆
∞
k ,
∆tk, ∆
n
k .
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The benefit of these objects and morphisms is that we can evaluate the effect of Γt on them.
By Lemma 5.0.2 Γt takes ∆
∞
k to ∆
t
k; and by Lemma 5.0.3 Γt takes res
i : ∆∞k → ∆
∞
k−1 to
resi : ∆tk → ∆
t
k−1 for any i ∈ {1, . . . k}.
Using the objects ∆∞k , ∆
t
k, ∆
n
k and the morphisms res
i as building blocks, we define certain
complexes in each of the categories Rep(S∞), Rep(SN ), Rep(St) (for any N ∈ Z≥0, t ∈ C), which
we call Delta complexes. These come with a natural Sn-action, and are denoted by K
•
n,∞, K
•
n,N ,
K•n,t respectively.
In Sections 6, 8, we prove the following result:
Theorem 2. (1) The complexes K•n,∞, K
•
n,t (for any t ∈ C) have cohomology only in the
top degree.
(2) For any λ ⊢ n, HomSn(λ,K
•
n,∞) is the injective resolution of Lλ in Rep(S∞).
(3) The complexes K•n,∞, K
•
n,N , K
•
n,t correspond to each other under the functors ΓN ,SN ,Γt.
The last two statements imply the exactness of the functor Γt. Using the first two statements
of Theorem 2, we also compute the cohomology of the complex K•n,N for any N , answering the
questions posed by P. Deligne in [D, (7.13)].
1.5. Corollaries. Theorem 1 unifies the two “stabilization settings” described above, and ex-
plains the similarities between Rep(S∞) into Rep
ab(St), such as the occurrence of stable Kro-
necker coefficients in both settings.
Let us give a few examples of additional corollaries and applications of Theorem 1:
• One of the main tools used so far in working with the Deligne categories was the lifting
map: a ring homomorphism between the Grothendieck rings of Rep(St) and Rep(ST )
for any t ∈ C and T a formal variable, which respected the Hom bilinear forms on both
rings. Until now, this has been a crucial tool in passing between different values of
t, giving a formal meaning to the “polynomiality” of the family of categories Rep(St).
Theorem 1 gives a new, more categorical tool to do the same: passing between different
values of t by passing through the image of Rep(S∞) in Rep
ab(St).
• Given an abelian SM category with a rigid Frobenius object X, the corresponding functor
ΓX from Rep(S∞) will factor through either Rep(Sn) for some n, or through Rep
ab(St)
for some t (to determine in which of the cases we are, see [CO1] for an explicit criterion
on X). This allows us to determine whether ΓX is exact (and calculate its derived
functors).
• Each FI-module, up to torsion, corresponds to an object of the category Repab(St) for
any t.
• We use Theorem 1 to provide an easy computation of the structure constants in the
Grothendieck ring of Repab(St) (see Section 10).
It would be interesting to study the relation between the corresponding settings in positive
characteristic.
1.6. Acknowledgements. This project was started during the Representation Stability Work-
shop at the American Institute of Mathematics (AIM) in San-Jose in 2016. The authors thank
the organizers and the Institute for the hospitality and the opportunity to collaborate on this
project.
The second author would like to thank Vladimir Hinich for his valuable remarks and sugges-
tions.
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1.7. Structure of the article. Section 2 gives some general preliminaries on representations
of symmetric groups and tensor powers of complexes. In Sections 3 and 4, we describe the main
players: the categories Rep(S∞) and Rep
ab(St), and prove some auxilary results. In Section 5,
we prove that the functor Γt takes objects ∆
∞
k to ∆
t
k.
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In Sections 6, 7, 8, we study the Delta complexes and prove Theorem 2. In Section 9, we
prove Theorem 1. Finally, in Section 10 we use Theorem 1 to give an easy computation of the
structure constants in the Grothendieck ring of Repab(St).
2. Notation and preliminaries
The base field throughout the paper will be C.
2.1. Representations of general linear groups. Given a finite-dimensional vector space U ,
we denote by Rep(GL(U))pol the full subcategory of finite-dimensional polynomial representa-
tions of the algebraic group GL(U): these are representations GL(U) → GL(U ′) which can be
extended to a morphism of affine varieties End(U)→ End(U ′). Equivalently Rep(GL(U))pol is
a semisimple category whose simple objects are SλU (application of the Schur functor Sλ to U).
This is a full subcategory of ModU(gl(U)), where gl(U) is the Lie algebra of GL(U).
2.2. Representations of the symmetric group. A partition λ = (λ1, λ2, . . .) is a non-
increasing sequence of integers such that λi = 0 for some i. We often identify a partition
with its associated Young diagram. The size |λ| of a partition λ is the sum
∑
λi. We write
λ ⊢ n if λ has size n. Given two partitions λ, µ such that λi ≤ µi for all i we write λ ⊆ µ. If
λ ⊆ µ, µ/λ denotes the diagram that is obtained from µ if we remove all the boxes in its Young
diagram that are part of µ. We say µ/λ is a horizontal strip of size |µ| − |λ| if µi ≥ λi ≥ µi+1
and write µ/λ ∈ HSd where d = |µ| − |λ|. We write µ/λ ∈ HS if there is some d for which
µ/λ ∈ HSd. We denote by µ
∨ the transpose partition. We say µ/λ ∈ V Sd if and only if
µ∨/λ∨ ∈ HSd.
We denote by Sn the symmetric group. If λ is a partition of n, we let λ be the corresponding
irreducible representation of Sn. They are indexed in such a way that (n) is the trivial repre-
sentation of Sn, (n − 1, 1) is the standard representation and (1
n) (the n-th exterior power of
the standard representation) is the sign representation sgnn of Sn.
We will denote by Rep(Sn) the category of finite-dimensional representations of Sn.
Let N ∈ Z≥0 ∪ {∞}. We use the following notation:
[N ] := {j ∈ Z : 1 ≤ j ≤ N}
For n ∈ Z≥1, and 1 ≤ i ≤ n, we denote:
resi = ι∗i : Fun ([n], [N ]) −→ Fun ([n− 1], [N ])
where resi(f) := f ◦ ιi, and
ιi : [n− 1]→ [n], ιi(j) =
{
j if j < i
j + 1 if j ≥ i.
(1)
We will also denote by resi the restriction of the above map to the set Inj ([n], [N ]) of injective
maps, and the induced linear map
resi : C Inj ([n], [N ])→ C Inj ([n− 1], [N ]) .
2.3. Induced representations of symmetric groups. Throughout the next few sections, we
will heavily use the following induced representations of symmetric groups:
∆nk := Ind
Sn×Sk
Sn−k×Sk
C, Nnk := Ind
Sn×Sk
Sn−k×Sk
C⊗ sgnk
Here the induction goes by the inclusions of subgroups Sn−k × Sk ⊂ Sn−k × Sk × Sk ⊂ Sn × Sk
(the first inclusion being the diagonal Sk ⊂ Sk × Sk), and sgnk is the sign representation of Sk.
We will also use the Sn-equivariant maps
resi : ∆nk → ∆
n
k−1, res
i : Nnk → N
n
k−1
defined before.
We will need the decomposition of these into irreducible representations:
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Lemma 2.3.1. We have an isomorphism of Sn × Sk-modules
∆nk
∼= C Inj([k], [n]) ∼=
⊕
µ⊢n, λ⊢k,
λ⊂µ, µ/λ∈HS
µ⊗ λ
and
N
n
k
∼= C Inj([k], [n]) ⊗ (C⊗ sgnk)
∼=
⊕
µ⊢n, λ⊢k,
λ⊂µ, µ/λ∈HS
µ⊗ λ∨
Equivalently,
N
n
k
∼=
⊕
µ⊢n, λ⊢k,
λ⊂µ∨, µ∨/λ∈V S
µ⊗ λ
This statement is probably well-known: the first statement can be found, for example, in [D,
Proposition 6.4]. We give a short proof below, for completeness of presentation.
Proof. The isomorphisms
∆nk
∼= C Inj([k], [n]), Nnk
∼= C Inj([k], [n]) ⊗ (C ⊗ sgnk)
follow easily from the definition of induction.
Let us now consider the decompositions into irreducible Sn × Sk representations. We induce
step-by-step through the inclusions Sn−k × Sk ⊂ Sn−k × Sk × Sk ⊂ Sn × Sk:
Ind
Sn−k×Sk×Sk
Sn−k×Sk
C =
⊕
λ⊢k
λ⊗ λ, Ind
Sn−k×Sk×Sk
Sn−k×Sk
C⊗ sgnk =
⊕
λ⊢k
λ⊗ (λ⊗ sgnk) =
⊕
λ⊢k
λ⊗ λ∨
By the branching rules for symmetric groups, we obtain
IndSn×SkSn−k×Sk C =
⊕
λ⊢k
IndSn×SkSn−k×Sk×Sk(λ)⊗ λ =
⊕
µ⊢n, λ⊢k,
λ⊂µ, µ/λ∈HS
µ⊗ λ
and
IndSn×SkSn−k×Sk C⊗ sgnk =
⊕
λ⊢k
IndSn×SkSn−k×Sk×Sk(λ)⊗ λ
∨ =
⊕
µ⊢n, λ⊢k,
λ⊂µ, µ/λ∈HS
µ⊗ λ∨
This completes the proof of the lemma. 
We will use these representations to consider tensor powers of graded spaces. Let V = V0⊕V1
be a graded vector space with dimV0 = 1 and a fixed vector v0 ∈ V0 \ {0}. Fix n ≥ 0.
Then Sn acts on the Z-graded vector space V
⊗n by permuting the tensor factors. This
commutes with the action of GL(V0)×GL(V1).
Lemma 2.3.2. We have an isomorphism of Z-graded (GL(V1)× Sn)-modules
V ⊗n ∼=
⊕
k∈Z
(
V ⊗k1 ⊠∆
n
k
)Sk
.
This isomorphism is given as follows: for any homogeneous tensor v = v1⊗ v2⊗ . . .⊗ vn, define
I ⊂ [n] such that vi = v0 iff i /∈ I (so k := |I| is the grade of v). Set fI : [k] → [n] be the
order-preserving inclusion whose image is I, so fI ∈ Inj([k], [n]). Then
v = v1 ⊗ v2 ⊗ . . .⊗ vn 7−→ eSk(⊗i∈Ivi ⊗ fI)
where eSk is the idempotent of taking Sk-invariants in V
⊗k
1 ⊠∆
n
k .
The proof of this lemma can be found [En, Lemma A.3.3].
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Remark 2.3.3. Considering the Hilbert series of V ⊗n, we obtain the binomial decomposition
(1 + t)n =
∑
k∈Z
tk
(
n
k
)
.
Next, consider a super vector space V = V0 ⊕ V1 with a fixed isomorphism C → V0, and
n ≥ 0. Again, the super vector space V ⊗n has a Z-grading (compatible with the supergrading)
and natural action of Sn on it permuting the tensor factors, and commuting with the action
of GL(V0) × GL(V1). But one has to be careful: the Sn-action comes from the braiding in
the appropriate category of super vector spaces which differs from the braiding on usual vector
spaces
v ⊗ v′ 7→ (−1)deg(v)deg(v
′)v′ ⊗ v
where v, v′ are homogenuous elements in V and deg(v) denotes the parity of v.
Lemma 2.3.4. We have an isomorphism of Z-graded (super) (GL(V1)× Sn)-modules
V ⊗n ∼=
⊕
k∈Z
(
V ⊗k1 ⊠N
n
k
)Sk
.
Using the same notation as in Lemma 2.3.2, the isomorphism is defined as
v = v1 ⊗ v2 ⊗ . . .⊗ vn 7−→ eSk(⊗i∈Ivi ⊗ fI)
where eSk is the idempotent of taking Sk-invariants in V
⊗k
1 ⊠N
n
k .
The proof of this lemma is analogous to the proof of the previous lemma and is left to the
reader. We should note, however, that the statement traces back to [Ser]. In particular, we will
use Lemma 2.3.4 to consider tensor powers of length 2 complexes (cf. [D, Lemma 7.10]). The
following result is a direct analogue of Lemma 2.3.4:
Lemma 2.3.5.
(1) Let C• : C−1
∂
−→ C0 be a complex of vector spaces, with a fixed isomorphism C0 ∼= C. The
complex (C•)⊗n has a natural action of Sn on it: as an Sn-module, the (−k)-th term of
the complex (C•)⊗n is of the form(
C⊗k−1 ⊠N
n
k
)Sk
with differentials
k∑
i=1
(−1)i∂(i) ⊗ resi
(here ∂(i) is the differential ∂ applied to the i-th tensor factor).
(2) Let C• : C0
∂
−→ C1 be a complex of vector spaces, with a fixed isomorphism C0 ∼= C. The
complex (C•)⊗n has a natural action of Sn on it: as an Sn-module, the k-th term of the
complex (C•)⊗n is of the form (
C⊗k1 ⊠N
n
k
)Sk
with differentials
k∑
i=1
(−1)i∂(i) ⊗ (resi)∗
(here ∂(i) is the differential ∂ applied to the i-th tensor factor, and (resi)∗ : Nnk−1 → N
n
k
is dual to resi).
This result easily generalizes to the case when the category of vector spaces is replaced by
any Karoubi additive symmetric monoidal category with a fixed isomorphism C0 ∼= 1.
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3. The category Rep(S∞)
3.1. The category ModA. Let V denote the category of polynomial representations of gl∞ =⋃
n gl(n), where a representation of gl∞ is polynomial if it appears as a direct summand of an
arbitrary direct sum of tensor powers of the standard representation V = C∞.
This is a semisimple category, and the simple objects are the objects of the form SλV (the
Schur functor Sλ applied to V ).
This category is equivalent to the following categories (see [SS2, 1.2]):
• The category of polynomial endofunctors of Vec. The morphisms are the natural trans-
formations. The simple objects are the Schur functors Sλ where λ is a partition of
arbitrary size.
• The category of sequences (Vn)n≥0 where Vn is a representation of Sn. The morphisms
f : (Vn)→ (Wn) are sequences of maps of representations f = (fn), fn : Vn → Wn. The
simple objects are the representations λ placed in degree |λ| with 0 in all other degrees.
For an explicit description of these categories and equivalences see [SS2, 1.2] [SS3, 5.1 - 5.4].
Here we recall only the following facts. The category V possesses a natural grading V =
⊕
n V
n
where Vn is an additive category containing V ⊗n. In particular, Vn contains SλV for any λ ⊢ n.
The equivalence between V and the category of sequences (Vn)n≥0 is given as follows:
Lemma 3.1.1. There is an equivalence of abelian categories
Φ : V
∼
−→
⊕
n
Rep(Sn), W ∈ V
n 7−→ HomV(W,V
⊗n)
By Schur-Weyl duality, we have, for any partition λ ⊢ n:
Φ(SλV ) = λ
where λ stands for the irreducible representation of Sn associated to the corresponding parti-
tion. It is important to stress that Φ is not a monoidal equivalence: the tensor product in V
corresponds to induction operation in
⊕
nRep(Sn).
Lemma 3.1.2. [SS3, 6.1.4] We have an isomorphism of Sn-representations
Φ(V ⊗n) ∼= C[Sn]
where C[Sn] is the right regular representation of Sn placed in degree n.
We denote by A the twisted commutative algebra [SS2, 1.3] [SS3] A =
⊕
d≥0 Sym
d(C∞)
It is a commutative algebra object in V. An A-module is by definition an object in V with a
multiplication map A⊗M →M . An A-moduleM is finitely generated if there exists a surjection
A⊗ V →M → 0 where V is a finite length object of V. M has finite length as an A-module if
and only if it has finite length as an object of V (i.e. it is a finite direct sum of simple objects).
We denote by ModA the category of finitely generated A-modules. It is an abelian category
which is equivalent to the category FI-Mod of FI-modules [CEF].
Lemma 3.1.3. [SS2, Proposition 1.3.5] The functor Φ induces an equivalence
Φ̂ : ModA
∼
−→ FI-Mod
of abelian categories.
Remark 3.1.4. This is not an equivalence of monoidal categories.
3.2. The category ModK. We denote by ModK the Serre quotient of ModA by the Serre
subcategory of finite length objects in ModA and we let T : ModA → ModK be the localization
functor. We define Qλ = T (A ⊗ Sλ). It has a simple socle which we denote by Lλ. Every
simple object is of this form, and Qλ is the injective hull of Lλ [SS2, Corollary 2.2.7, Corollary
2.2.14, Proposition 2.2.8]. In particular the simple objects in ModK are parametrized by Young
diagrams of arbitrary size.
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3.3. The category Rep(S∞). Let [∞] = {1, 2, . . .} and denote by S∞ the group of permutations
of [∞] which fix all but finitely many elements. Then S∞ acts on h = C
∞ by permuting the basis
vectors. A representation of S∞ is algebraic if it appears as a subquotient of a direct sum of the
representations h⊗n. We denote by Rep(S∞) the abelian category of algebraic representations.
The categories Rep(S∞) and ModK are equivalent as abelian categories by [SS, Theorem 6.2.4].
We denote its simple objects again by Lλ and the injective hulls by Qλ. Note that they are
not equivalent as tensor categories with their obvious tensor product as discussed in [SS, 6.2.7].
However both tensor products are exact. For Rep(S∞) this can be proven as for ModK in
[SS, Remark 2.4.6]. We will also use the following facts (see [SS] [SS2]) which follow from the
identification with ModK .
Proposition 3.3.1. The indecomposable injective objects Qλ in the category Rep(S∞) satisfy:
• The object Qλ has finite length, and its simple constituents are those Lµ such that λ/µ ∈
HS [SS2, Corollary 2.2.5].
• Given partitions λ, µ, we have [SS2, Proposition 2.2.13]
Hom(Qλ, Qµ) ∼=
{
k if λ/µ ∈ HS
0 otherwise
.
• Let λ be a partition. Define Ij =
⊕
µ, λ/µ∈V Sj
Qµ. There are morphisms I
j → Ij+1 so
that Lλ → I
• is an injective resolution. In particular, the injective dimension of Lλ is
ℓλ. [SS2, Theorem 2.3.1]
• Qλ appears as a summand of h
⊗|λ|,
The category Rep(S∞) is “generated” by the permutation representation h∞ = C
∞ in the
following sense: the category Rep(S∞) has enough injective objects, and the injective objects
are precisely the direct summands of finite direct sums of h⊗r for different r.
Let us say a few words about morphisms between tensor powers of h.
Recall from [SS, (6.3.8)] that HomS∞(h
⊗r
∞ , h
⊗s
∞ ) has a basis parametrized by equivalence rela-
tions on the set [r] ⊔ [s] (i.e. partitions into disjoint subsets), such that each equivalence class
meets [r] at least once. Let us give a short explanation of how this parametrization works.
Consider a basis of h⊗r∞ parametrized by the set Fun([r], [∞]) of functions from [r] to the set
of positive integers. Now, given an equivalence relation π on [r] ⊔ [s] as above, let πr be the
induced relation on [r] (given by intersecting each equivalence class of π with [r]). Consider the
corresponding map ψpi : CFun([r], [∞]) → CFun([s], [∞]). It sends a map f : [r] → [∞] to a
map g : [s] → [∞] if f is constant on each equivalence class of πr, and to zero otherwise. The
map g is given by g(i) = f(l) where i ∈ [s], l ∈ [r] belong to the same part of π. Composition
of such maps ψpi : CFun([r], [∞]) → CFun([r
′], [∞]), ψpi′ : CFun([r
′], [∞]) → CFun([r′′], [∞])
is then given by
ψpi′′ = ψpi′ ◦ ψpi : CFun([r], [∞])→ CFun([r
′′], [∞])
where π′′ is the restriction to [r]⊔ [r′′] of the equivalence relation π ⋆π′ on [r]⊔ [r′]⊔ [r′′] induced
by π, π′. The relation π ⋆π′ is the minimal equivalence on [r]⊔ [r′]⊔ [r′′] relation which is coarser
than both π, π′.
For more explanations on a similar parametrization in the finite case (when [∞] is replaced
by [n]), see also [CO, Section 2].
Notation 3.3.2. We will denote by Rep0(S∞) the full subcategory whose objects are isomorphic
to h⊗r∞ .
Then the Karoubi additive envelope of Rep0(S∞) (completion with respect to finite direct
sums and images of idempotents) is the subcategory of injective objects of Rep(S∞).
3.4. The universal property of Rep(S∞). Let A be a symmetric monoidal category.
Definition 3.4.1. A Frobenius object in A is a tuple (A,m,∆, η) where A is an object of A,
and m : A⊗A→ A and ∆ : A→ A⊗A and η : A→ C are morphisms in A, such that:
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• m defines an associative commutative algebra structure on A.
• (∆, η) defines a counital coassociative cocommutative coalgebra structure on A.
• m∆ = Id and ∆m = (m⊗ 1)(1 ⊗∆).
We will denote by T (A) be the category of Frobenius objects in the category A.
The object h ∈ Rep(S∞) naturally has the structure of an object of T (A). The counit h→ C
is the augmentation map. The comultiplication h → h ⊗ h sends the basis vector ei to ei ⊗ ei,
while the multiplication h⊗ h→ h sends ei ⊗ ej to δi,jei [SS, 6.4.2].
Theorem 3.4.2. [SS, Theorem 6.4.3] To give a left-exact tensor functor from Rep(S∞) to an
arbitrary tensor category A is the same as to give an object of T (A).
Examples of such functors are the specialization functors
Γn : Rep(S∞)→ Rep(Sn), h→ C
n
where the generator h is sent to the permutation representation of Sn. For any simple object
Lλ, Γn(Lλ) = λ[n] if |λ|+ λ1 ≤ n, and Γn(Lλ) = 0 otherwise. Here λ[n] is the Young diagram
obtained from λ by adding a top row of size n− |λ|.
The functors Γn are not exact, and their right derived functors can be explicitly described
(see Section 7.1). In particular, RiΓn(Lλ) 6= 0 for some i precisely when |λ|+ λ1 > n.
3.5. The objects ∆∞k . In Rep(S∞) we have - following the notation of Section 2.3 - the objects
∆∞k = CInj ([k], [∞]) .
Then ∆∞k is a direct summand of h
⊗k = CFun ([k], [∞]) and therefore injective.
A basis for the space HomS∞(∆
∞
k ,∆
∞
k−1) is given by the maps
resi = ∆∞k → ∆
∞
k−1.
described in Section 2.2. More generally, we have an isomorphism of Sk × Sm-modules
HomS∞(∆
∞
k ,∆
∞
m )
∼= CInj ([m], [k]) ∼= ∆km
(cf. [SS, Section 6.3]).
Recall that the object ∆∞k carries an obvious action of Sk × S∞ (action on [k] and [∞]
respectively). We now give the decomposition of ∆∞k into a direct sum of indecomposable
injectives.
Lemma 3.5.1. As an Sk × S∞-representation, ∆
∞
k =
⊕
λ⊢k λ⊗Qλ
Proof. The quotient functor from FI-modules to S∞-modules sends A⊗ C[Sk] to ∆
∞
k . Then
A⊗ C[Sk] =
⊕
λ⊢k
(A⊗ λ)⊗ λ.
Applying the quotient functor FI-Mod→ Rep(S∞) gives ∆
∞
k =
⊕
λ⊢kQλ ⊗ λ, as required. 
4. Deligne categories
4.1. General description. For t ∈ C Deligne defined in [D] a rigid symmetric monoidal
Karoubi category Rep(St) with a distinguished object ht which is universal (see [D, CO1] for a
precise statement).
When t = d ∈ Z≥0 and hd the d-dimensional standard representation of Sd, we obtain a full
symmetric monoidal functor Sd : Rep(Sd)→ Rep(Sd) taking ht=d to hd. This functor is given as
the quotient of Rep(Sd) by the tensor ideal of negligible morphisms. The category Rep(St) is a
Karoubian category; it is abelian iff t /∈ Z≥0. For t ∈ Z≥0 Rep(St) embeds as a full subcategory
into an abelian rigid SM category satisfying a universal property ([CO1], [D]); this category
is called the abelian envelope of Rep(St), and denoted by Rep
ab(St). We describe its abelian
structure in Section 4.4.
We recall very briefly the construction of Rep(St) ([CO1], [D]). The objects in the skeletal
Deligne category Rep
0
(St) are indexed by the non-negative integers. The corresponding object
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is denoted [n]. The morphism space Hom([n], [m]) has a basis Pn,m parametrized by partitions
of the set [n] ⊔ [m], with the composition of two morphisms φ ∈ Pn,m, ψ ∈ Pm,k given by the
induced partition of [n] ⊔ [k] multiplied by a power of t. Taking disjoint unions of sets endows
Rep
0
(St) with the structure of a rigid SM category with unit object [∅]. The category Rep0(St)
has a distinguished object denoted ht of dimension t corresponding to the set [1]. This object
is the analogue of the permutation representation of a symmetric group. We define Rep(St) as
the idempotent completion of the additive envelope of Rep
0
(St).
The isomorphism classes of indecomposable elements in Rep(St) are parametrized by parti-
tions (or Young diagrams of arbitrary size). For a partition λ we denote byXλ the corresponding
indecomposable element.
Example 4.1.1. The unit object X∅ = 1 is indecomposable. The object ht is decomposable for
t 6= 0, and decomposes into
ht = X ⊕X∅
When t = 0, the object h0 is indecomposable: h0 = X .
The object X is the analogue of the Sn-reflection representation C{ei−ej}1≤i 6=j≤n, and has
dimension t− 1 for t 6= 0, and dimension 0 for t = 0.
This is an example of the more general philosophy, which allows one to intuitively treat the
indecomposable objects of Rep(St) as if they were parametrized by “Young diagrams with a
very long top row”. The indecomposable object Xλ is treated as if it would correspond to λ[t],
i.e. a Young diagram obtained by adding a very long top row (“of size t− |λ|”). This point of
view is useful to understand how to extend constructions for Sn involving Young diagrams to
Rep(St).
Example 4.1.2. (1) The object X∅ = 1 corresponds to a “very long top row of length t”,
similarly to the row diagram corresponding to the trivial representation of Sn.
(2) The object X corresponds to a “hook of size t with leg 1”, similarly to the hook
diagram corresponding to the reflection representation of Sn.
4.2. Specialization functor. The above intuitive approach has a formal base: whenever λ1 +
|λ| ≤ d, the image of Xλ in Rep(Sd) under the functor Sd is the irreducible representation of Sd
corresponding to the Young diagram λ[d]. The rest of the indecomposable objects are sent to
zero by the functor Sd.
4.3. The abelian envelope Repab(St). The category Rep(St) is not abelian for t ∈ Z+. How-
ever, Deligne constructed an abelian tensor category Repab(St) with an embedding Rep(St) →
Repab(St). Comes and Ostrik [CO1, Theorem 1.2] proved the following universal property:
Theorem 4.3.1. (cf. [D, 8.21.2]) Let C be a pre-Tannakian category and T ∈ C be a dualisable
Frobenius object of dimension d ∈ Z+. Let FT : Rep(St) → C denote the corresponding tensor
functor mapping ht to T . Then FT factors through one of the following:
(a) The functor Rep(Sd)→ Rep(Sd).
(b) The functor Rep(St)→ Rep
ab(St) from above.
4.4. Blocks and abelian structure. As it was said before, the category Rep(St) is semisimple
for t /∈ Z≥0. We will now describe the abelian structure of Rep
ab(St) when t ∈ Z≥0.
Fix t ∈ Z≥0. The abelian category Rep
ab(St) splits into infinitely many semisimple blocks
and finitely many non-semisimple blocks, the latter indexed by the number of Young diagrams
of size t (see [CO1]).
We give a short description of the highest weight structure of Repab(St) following [CO1, En].
The partially ordered set of weights is ({Young diagrams}, ≥) where λ ≥ µ iff λ = λ(i) and
µ = λ(j) for some i, j and i ≤ j.
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The non-semisimple blocks are parametrized by partitions λ such that λ[t] is a Young dia-
gram. Given a non-trivial block corresponding to such a partition λ, the irreducible objects are
parametrized by partitions λ(i), i = {0, 1, . . .}
λ = λ(0) ⊂ λ(1) ⊂ λ(2) ⊂ . . .
where
λ(i+1)/λ(i) = strip in row i+ 1 of length λi − λi+1 + 1 for i > 0(2)
λ(1)/λ(0) = strip in row 1 of length t− |λ| − λ1 + 1.(3)
We say two partitions τ , µ are equivalent τ ∼ µ iff τ = λ(i) and µ = λ(j) for some λ ⊢ t and
i, j ∈ {0, 1, . . .}.
Example 4.4.1. [CO, Example 5.10] For t = 3 we have 3 partitions of size 3: (3), (2, 1) and
(1, 1, 1). These are of the form λ[3] for the 3 partitions (0), (1) and (1, 1). Hence the irreducible
elements Lλ(0) in the 3 non-semisimple blocks of Rep
ab(S3) are L(0), L(1) and L(1,1).
Recall from [CPS] that we have three classes of distinguished objects in a highest weight
category: the irreducible objects, the standard objects and the projective covers of the irreducible
objects, each parametrized by the elements of the weight poset. In our case the weight poset is
given by all Young diagrams, and we denote the irreducible module attached to λ by Lλ, the
standard module by Mλ and the projective cover by Pλ (which is also the injective hull of Lλ).
The subcategory Rep(St) ⊂ Rep
ab(St) is the full subcategory of tilting objects (an object is
called tilting if it admits a filtration by standard and costandard object).
4.5. Objects ∆tk in the Deligne category. In this subsection we define the objects ∆
t
k in the
category Rep(St), and list some of their properties. These objects are defined for any k ∈ Z+
and any t ∈ C, and come with an action of the group Sk on them.
By definition, ∆tk is the image of an idempotent xk ∈ EndRep(St)(h
⊗k
t ) (the latter is given
explicitly in [CO, Section 2.1] and Section 4.6), and satisfies:
Lemma 4.5.1. We have an isomorphism of Sk-modules Sn(∆
t
k)
∼= ∆nk .
This is part of the definition of the functor Sn in [D, Theorem 6.2], and follows from the fact
that Sn(h
⊗k
t )
∼= CFun([k], [n]).
Example 4.5.2. ∆t0
∼= 1 (unit object in monoidal category Rep(St)), ∆
t
1
∼= ht.
Remark 4.5.3. The objects {∆tk}k≥0 generate the category Rep(St) as a Karoubian additive
category (similarly to {h⊗kt }k≥0).
We now describe the Hom-spaces between the objects ∆tk. We start by introducing the
following notation (cf. [En, Section 4.3]):
Notation 4.5.4.
• We define a partial pairing π of a pair of sets S,R to be a collection {πi}i∈I , πi ⊂ S ⊔R, such
that πi ∩ πj = ∅ if i 6= j,|πi ∩ S| , |πi ∩R| ≤ 1 for any i, and
⋃
i∈I πi = S ⊔ R. The subsets πi
will be called parts of π. The number of parts of π will be denoted by l(π). If r ∈ R, s ∈ S lie
in the same part of π, we say that π pairs r and s.
• We denote by P¯r,s the set of partial pairings of the sets [r], [s]. In other words, P¯r,s is the set
of all equivalence relations π on the set [r] ⊔ [s] such that i, j do not lie in the equivalence
class whenever i 6= j ∈ [r], and similarly for i′ 6= j′ ∈ [s].
• The following diagrammatic notation will be used for elements of P¯r,s: let π ∈ P¯r,s. We
will represent π by a bipartite graph with two rows of aligned vertices: the top row contains
r vertices labeled by numbers 1, . . . , r, and the bottom row contains s vertices labeled by
numbers 1′, . . . , s′, and there is an edge between i, j′ if i, j′ are paired by π.
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The following statement describes Hom-spaces between objects ∆tr,∆
t
s (cf. [D, Definition
3.12]).
Lemma 4.5.5. Let r, s ≥ 1. The space HomRep(St)(∆
t
r,∆
t
s) is CP¯r,s, and the composition of
morphisms between the objects ∆tk is given as follows: for π ∈ P¯r,s, ρ ∈ P¯s,t, consider the induced
partial pairing ρ ⋆ π ∈ P¯r,t. Then ρ ◦ π is a linear combination of partitions τ which refine ρ ⋆ π,
and the coefficients are polynomials in t with integer coefficients.
We refer to [En, Section 4.3] for detailed examples of compositions of two morphisms between
∆-objects.
The following special morphisms between the objects ∆tk will be used in this paper.
Let r ≥ 0, k ≥ 1, 1 ≤ l ≤ k.
Definition 4.5.6. Denote by resl the morphism ∆tk+1 → ∆
t
k given by the diagram
1 2 3 . . . l − 1 l l + 1
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤
l + 2
✇✇
✇✇
✇✇
✇✇
✇
. . . k + 1
①①
①①
①①
①①
①
1 2 3 . . . l − 1 l l + 1 . . . k
Remark 4.5.7. Let n ∈ Z+. Fix k, l such that 1 ≤ k ≤ n− 1, 1 ≤ l ≤ k. Then
resl = Sn(res
l) : ∆nk → ∆
n
k−1.
Finally, we state a result which will be crucial in the proof of Theorem 9.0.1:
Lemma 4.5.8. As an Sk-module in Rep(St), the object ∆
t
k decomposes as
∆tk
∼=
⊕
µ⊢k
⊕
τ∈Btµ
µ⊗Xτ
where
Btµ = {τ ⊂ µ|µ/τ ∈ HS, and either Xτ is in a semisimple block, or τ = τ
′(i), τ ′(i+1) 6⊂ µ}
Remark 4.5.9. By [En, Lemma 4.2.2], in each non-semisimple block of Repab(St) corresponding
to a partition τ ′ ⊢ t, there exist at most two elements τ of the sequence of Young diagrams
{τ ′(i)}i≥0 which satisfy: τ ⊂ µ, µ/τ ∈ HS. Furthermore, if there are two such elements, they
are necessarily consecutive.
Consider the equivalence relation of the set of Young diagrams given by the subdivision of
Repab(St) into blocks (called the
t
∼ equivalence relation in [CO, En]). Then Btµ contains at most
one element from each equivalence class.
Proof. The statement of the Lemma is a direct consequence of the above remark and [En, Lemma
7.0.10] (cf. also [D, Prop. 7.7]). 
The object ∆tk is a tilting and thus standardly filtered object in Rep(St), so it also makes
sense to understand its standard subquotients. We will use the following lemma:
Lemma 4.5.10. Let τ ∈ Btµ. Then the standard components of Xτ are Mλ such that λ ⊂ µ,
µ/λ ∈ HS and Lτ ,Lλ lie in the same block.
Proof. If Xτ sits in a semisimple block, then τ ∈ B
t
µ implies that τ ⊂ µ, µ/τ ∈ HS. On the
other hand, Xτ =Mτ , so the statement of the lemma holds.
If Xτ sits in a non-semisimple block corresponding to the sequence of Young diagrams
{τ ′(i)}i≥0 (τ
′ ⊢ t), with τ = τ ′(i), then (by definition) τ ∈ Btµ implies that τ
′(i) ⊂ µ, µ/τ ′(i) ∈ HS
and τ ′(i+1) 6⊂ µ. Recall from Section 4.4, (2) that τ ′(i)/τ ′(i−1) is a horizontal strip concentrated
in the single row i, while τ ′(i)/τ ′(i−2) /∈ HS. Thus µ/τ ′(j) /∈ HS for j 6= i, i−1, and µ/τ ′(i) ∈ HS.
It remains to check whether µ/τ ′(i−1) ∈ HS. Indeed, µ/τ ′(i−1) = µ/τ ′(i)⊔τ ′(i)/τ ′(i−1), so to check
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that this is a horizontal strip, we only need to check whether µ/τ ′(i) (and hence µ) has any boxes
in row i+ 1, column number τ
′(i−1)
i + 1. That is, we need to check whether µi+1 < τ
′(i−1)
i + 1.
Indeed, τ ′(i+1) 6⊂ µ, while τ ′(i) ⊂ µ. Since τ ′(i), τ ′(i+1) differ only by several boxes in row i+1,
we conclude that
µi+1 < τ
′(i+1)
i+1 = τ
′(i−1)
i + 1
(the last equality follows from (2)).
Hence τ ∈ Btµ implies that the conditions τ
′(j) ⊂ µ, µ/τ ′(j) ∈ HS hold iff j ∈ {i− 1, i}.
On the other hand, Xτ ′(i) has standard componentsMτ ′(i) ,Mτ ′(i−1) if i > 1 andMτ ′(0) if i = 0
[En, Proposition 4.4.10]. Hence the statement of the lemma holds. 
The following is a direct consequence of Lemmas 4.5.8 and 4.5.10:
Corollary 4.5.11. The Sk-module ∆
t
k is a standardly filtered object in Rep
ab(St), and the
standard components of HomSk(µ,∆
t
k) are
Mτ , τ ⊂ µ, µ/τ ∈ HS
4.6. Schur-Weyl duality. An analog of classical Schur-Weyl duality for Repab(St) has been
developed in [En] by constructing an object V ⊗t in Ind -Rep(St) for t ∈ C together with an
action of gl(V ) on it. This object is a polynomial interpolation of the usual tensor power V ⊗d
in C[Sd]⊗C U(gl(V )) for a vector space V .
We give here a short summary of the relevant results.
Let V ≃ Cv0 ⊕ U be a unital vector space where v0 denotes a distinguished non-zero vector
in V .
We then obtain the decomposition
gl(V ) ≃ C IdV ⊕u
−
p ⊕ u
+
p ⊕ gl(U)
where u−p ≃ U and u
+
p ≃ U
∗. Recall from lemma 2.3.2 that the usual tensor power V ⊗d is
isomorphic as a C[Sd]⊗ U(gl(V ))-module to
(4) V ⊗d ≃
⊕
k=0,...,d
(
U⊗k ⊗∆dk
)Sk
.
Remark 4.6.1. Consider V as a graded vector space with gr(v0) = 0, gr(U) = 1. Then the
induced Z-grading on V ⊗d corresponds precisely to the grading on the right hand side.
Since we have the analogs ∆tk of ∆
k
d = C Inj({1, . . . , k}, {1, . . . , d}) in the Deligne category,
we define a Z≥0-graded object
(5) V ⊗t =
⊕
k≥0
(
U⊗k ⊗∆tk
)Sk
.
Then gl(V ) acts on V ⊗t as follows: idV acts by the scalar t, gl(U) acts naturally on each
summand (U⊗k ⊗∆tk)
Sk and u+p , u
−
p act by operators of degrees 1,−1 respectively.
We consider the following category:
Definition 4.6.2. The category Opt,V is defined to be the full subcategory of ModU(gl(V )) whose
objects M satisfy the following conditions:
• M is a Harish-Chandra module for the pair (gl(V ),Aut(V, v0)), i.e. the action of the
Lie subalgebra u+p ⊕ gl(U) on M integrates to the action of the mirabolic subgroup
Aut(V, v0), with quotient GL(U) acting polynomially (cf. [En, Definition 1.2.4]).
• M is a finitely generated U(gl(V ))-module.
• IdV ∈ gl(V ) acts by t IdM on M .
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The category Opt,V is an Artinian abelian category, and is a Serre subcategory of the usual
category O for gl(V ). The gl(V )-action on the object V ⊗t is a “Opt -type” action, which allows
us to define a contravariant functor from Repab(St) to O
p
t,V :
SWt,V := HomRepab(St)(·, V
⊗t)
This contravariant functor is linear and additive, yet only left exact. To fix this problem, we
compose this functor with the quotient functor πˆ from Opt,V to the category Ô
p
t,V : the localization
of Opt,V by the Serre subcategory of finite-dimensional modules. We denote the newly obtained
functor by ŜW t,V .
Theorem 4.6.3. [En, Theorem 1] The contravariant functor ŜW t,V : Rep
ab(St) → Ô
p
t,V is
exact and essentially surjective.
Moreover, the induced contravariant functor
Repab(St)
/
Ker(ŜW t,V )
→ Ôpt,V
is an anti-equivalence of abelian categories, thus making Ôpt,V a Serre quotient of Rep
ab(St)
op.
For an explicit description of the image of the simple, standard and projective objects under
ŜW t,V see [En, Theorem 7.2.3]. The kernel of the Serre quotient
Repab(St)
op −→ Ôpt,V
can also be explicitly described (see [En]).
In fact, these results have been extended in [En3] to the case of the unital vector space
(V = C∞, v0 = e1) to obtain an exact contravariant tensor functor
ŜW t,C∞ : Rep
ab(St)→ Ô
p∞
t,C∞ .
For the definition of Ôp∞t,C∞ see [En3, Definition 4.2.2]. In fact, the category Ô
p∞
t,C∞ can be
obtained as a restricted inverse limit [En3, 3.4] of the inverse system of the categories Ôpnt,Cn
with appropriate invariants functors between them.
Proposition 4.6.4. The contravariant Schur-Weyl functor
ŜW t,C∞ : Rep
ab(St)→ Ô
p∞
t,C∞
is an anti-equivalence of abelian categories.
5. Objects ∆∞k under the functor Γt
Consider the object ht in Rep
ab(St). This is a Frobenius object, hence by the universal
property of Rep(S∞) (see Section 3.4), we obtain a left exact symmetric monoidal functor
Γt : Rep(S∞)→ Rep
ab(St)
mapping h∞ to ht.
Remark 5.0.1. It does not make sense to search for a left exact SM functor Γ˜t : RepS∞ →
Rep(St) for t ∈ Z≥0, since in that case Rep(St) is not abelian. Theorem 9.0.1 indeed implies
that the essential image of Γt contains objects which are not in Rep(St).
The next two Lemmas explain what the functor does to the objects ∆∞k and to the morphisms
resi between them.
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Lemma 5.0.2. The functor Γt : Rep(S∞) −→ Rep
ab(St) takes ∆
∞
k to ∆
t
k for any k ≥ 0, and
the diagram
Sk //
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲ EndS∞(∆
∞
k )
Γt

EndRep(St)(∆
t
k)
commutes.
Proof. In Rep(S∞), the object ∆
∞
k is a direct summand of h
⊗k
∞ , given by an Sk-equivariant
idempotent e∞k . In Rep
ab(St), ∆
t
k is a direct summand of h
⊗k
t , given by an Sk-equivariant
idempotent etk.
Since Γt is a monoidal functor, we have an Sk-equivariant isomorphism
Γt(h
⊗k
∞ )
∼= h⊗kt ,
and we only need to show that Γt(e
∞
k ) = e
t
k. This is done by writing out e
∞
k and e
t
k explicitly,
following [CO, Section 2] and [D].
We use the basis of EndS∞(h
⊗k
∞ ) given in Section 3.3. This basis is parametrized by equivalence
relations π on [k]⊔ [k] = {1, . . . , k}⊔ {1′, . . . , k′} such that each equivalence class meets the first
copy of [k]. Denote the set of such equivalence relations by P¯∞k,k. By abuse of notation, for any
π ∈ CP∞k,k we will denote the corresponding map in EndS∞(h
⊗k
∞ ) by π as well.
On the Deligne category side, we have a basis of EndSt(h
⊗k
t ) given in Section 4.1. This basis is
parametrized by all equivalence relations (partitions) π on [k]⊔ [k]. We denote these equivalence
relations by Pk,k. Then the construction of the above bases, together with the fact that Γt is
monoidal, implies
Γt(π) = π
for any π ∈ P¯∞k,k. Let us consider more generally a decomposition
h⊗k∞
∼=
⊕
R
∆∞[k]/R, h
⊗k
t
∼=
⊕
R
∆t[k]/R
where R runs through the set of equivalence relations on the set [k] and [k]/R is the set of
equivalence classes (hence ∆∞[k]/R is canonically isomorphic to ∆
∞
l where l = |[k]/R| is the
number of equivalence classes).
We will construct explicitly the corresponding idempotent in the infinite case (in the Deligne
category it is done in the same way, cf. [CO1, Section 2]). In order to do so, we consider, a
partial order ≥ on the set of equivalence relations on [k]: R′ ≥ R if R′ is coarser (i.e. i ∼R j ⇒
i ∼R′ j).
Now, for each equivalence relation R on the set [k], consider the direct summand of
h⊗k∞
∼= CFun([k], [∞])
spanned by all functions f : [k]→ [∞] which are constant on the equivalence classes of R. This
direct summand is ⊕
R′≥R
∆∞[k]/R′ .
The projection on this direct summand is an idempotent given by the minimal equivalence
relation πR on [k]⊔ [k] which satisfies: i ∼piR i
′ for every 1 ≤ i ≤ k and i ∼piR j iff i ∼R j. Then
define recursively an idempotent xR in CPk,k via
xR = πR −
∑
R′	R
xR′ .
Thus, xR corresponds to the projection of h
⊗k
∞ onto the direct summand ∆
∞
[k]/R, and
Γt(xR) = xR
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implying that
Γt
(
∆∞[k]/R
)
∼= ∆t[k]/R.
The required statement
Γt (∆
∞
k )
∼= ∆tk
is then just the special case when R = Rsing is the trivial partition of [k] into singletons (i.e.
minimal with respect to the partial order ≥), and xR corresponds to both e
∞
k and e
t
k. 
Lemma 5.0.3. The functor Γt takes res
i : ∆∞k → ∆
∞
k−1 to res
i : ∆tk → ∆
t
k−1 for any i ∈
{1, . . . k}.
Proof. Consider the map resi : h⊗k∞ → h
⊗k−1
∞ given by
Id⊗k−1⊗η ⊗ Id⊗n−k
where η : h∞ → C is the counit of the Frobenius object h∞. Identifying h
⊗k
∞
∼= CFun([k], [∞]),
this corresponds to the map
resi : CFun([k], [∞]) −→ CFun([k − 1], [∞])
given in Section 2.2.
Similarly, we have the map resi : h⊗kt → h
⊗k−1
t given by
Id⊗k−1⊗ηt ⊗ Id
⊗n−k
where ηt is the counit of the Frobenius object h∞. Since Γt is a monoidal functor such that
Γt(η) = ηt, we have: Γt(res
i) = resi.
Using the explicit idempotents e∞k and e
t
k, one immediately sees that the restriction of res
i to
the direct summand ∆∞k ⊂ h
⊗k
∞ gives precisely the map
resi : ∆∞k → ∆
∞
k−1
and the restriction of resi to ∆tk gives precisely res
i : ∆tk → ∆
t
k−1. Hence Γt(res
i) : Γt(∆
∞
k ) →
Γt(∆
∞
k−1) equals res
i : ∆tk → ∆
t
k−1, as required.

6. Delta complex in Rep(S∞)
6.1. Category of FI-modules and the objects ∆∞k . We will use the notation and results
from Section 3. For V = C∞ let A = SymV , and consider the category ModA of finitely-
generated A-modules in Ind -V. We will use the notation
⊗˜ := ⊗A
to denote the tensor product in this category.
Remark 6.1.1. One should keep in mind that unlike the tensor product ⊗ in V which is exact,
the tensor product ⊗˜ = ⊗A is only left-exact.
Then the functor
Φ : V
∼
−→
⊕
N
Rep(SN )
induces an equivalence (see Theorem 3.1.3)
Φ̂ : ModA
∼
−→ FI-Mod
of abelian categories. Once again, one should bear in mind that this is not an equivalence of
monoidal categories.
Let us now consider, for each n ≥ 0, the objects (A ⊗ V )⊗˜n ∼= A ⊗ V ⊗n, together with the
action of the group Sn on them. We will study their images under the equivalence Φ̂.
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Lemma 6.1.2. The functor Φ̂ takes the object A⊗ V ⊗n to the FI-module⊕
k≥0
Ind
Sk+n
Sk×Sn
(C⊗ C[Sn]) ∼=
⊕
N≥n
C Inj ([n], [N ]) =
⊕
N≥n
∆Nn .
The action of Sn on (A⊗ V )
⊗˜n then corresponds to the action of Sn on each of the ∆
N
n .
Proof. We will say that an object U in V is homogeneous of degree d if U belongs to the full
Karoubian additive subcategory generated by V ⊗d, i.e. U is a direct sum of simple modules of
the form SλV , λ ⊢ d.
Recall from [SS2] that for any two homogeneous objects U1, U2 ∈ V of degrees d1, d2, we have
Φ(U1 ⊗ U2) = Ind
Sd1+d2
Sd1×Sd2
Φ(U1)⊗ Φ(U2).
Using the fact that Φ(SλV ) = λ for any λ, we then obtain
Φ(A) ∼=
⊕
k≥0
C, Φ(V ⊗n) ∼= C[Sn]
where C[Sn] is considered an FI-module sitting in degree n (i.e. the left regular Sn-
representation), and the isomorphism Φ(V ⊗n) ∼= C[Sn] is Sn-equivariant with respect to the
right regular Sn-action on C[Sn].
This proves the existence of an Sn-equivariant isomorphism
Φ̂(A⊗ V ⊗n) ∼=
⊕
k≥0
Ind
Sk+n
Sk×Sn
(C⊗ C[Sn])
as required. 
Lemma 6.1.3. Consider the multiplication map
µ : A⊗ V ∼= Sym(V )⊗ V → Sym(V ) = A.
Then Φ̂(µ) is the morphism⊕
N≥1
∆N1 =
⊕
N≥1
CN −→
⊕
N≥0
∆N0
∼=
⊕
N≥0
C
given by the SN -maps ηN : C
N → C, ei → 1 (i = 1, . . . , N).
Proof. Consider the N -th component Φ(µ)N of the map Φ(µ). The map
Φ(µ)N : ∆
N
1 = C
N −→ C
is by definition SN -equivariant. Since µ is surjective, and Φ is an equivalence, we conclude
that Φ(µ) is surjective as well, and hence Φ̂(µ)N ∼= ηN (the latter being the unique non-zero
SN -equivariant map C
N → C). 
More generally, consider
µ(i) = Id⊗i−1⊗µ⊗ Id⊗n−i : (A⊗ V )⊗˜n −→ (A⊗ V )⊗˜n−1.
Corollary 6.1.4. The map Φ̂(µ(i)) is the morphism
resi :
⊕
N≥n
∆Nn −→
⊕
N≥n−1
∆Nn−1
given by maps resi : C Inj([n], [N ])→ C Inj([n− 1], [N ]).
Proof. Using the fact that
Φ̂(A⊗ V ⊗n) ∼=
⊕
N≥n
∆Nn
is an Sn-equivariant isomorphism, it is enough to prove the claim in the case i = 1. The claim
then follows from Lemma 6.1.3. 
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Now, the quotient functor
q : FI-Mod −→ Rep(S∞)
takes
⊕
N≥n∆
N
n to ∆
∞
n and the maps res
i :
⊕
N≥n∆
N
n −→
⊕
N≥n−1∆
N
n−1 to res
i : ∆∞n −→
∆∞n−1.
Corollary 6.1.5. Consider the composition of functors
ModA
Φ̂
−→ FI-Mod
q
−→ Rep(S∞).
Then for any n and i,
q ◦ Φ̂
(
(A⊗ V )⊗˜n
)
∼= ∆∞n , q ◦ Φ̂
(
µ(i)
)
= resi .
Definition 6.1.6 (Torsion A-modules). An A-moduleM is called a torsion module (sometimes
also called “finite-length”) if it has finite length as an object in the semisimple category Ind -V
(in other words, it is a proper object in V).
Consider now the Serre quotient of ModA by the subcategory of torsion A-modules:
ModA −→
ModA
/
ModtorsA
.
As it was shown in [SS, Theorem 6.2.4][SS2, Proposition 1.3.5], the composition q ◦ Φ̂ factors
through ModA
/
ModtorsA
and induces an equivalence
Φ̂ : ModA
/
ModtorsA
∼
−→ Rep(S∞).
6.2. The complex K•n,∞ in Rep(S∞). Consider in ModA the complex
C• = 0→ A⊗ V −→ A→ 0
where the differential is µ, and A⊗ V sits in degree −1. This complex has homology
H−1C• = Im(A⊗ Λ2V → A⊗ V ), H0C• = C
Now consider the complex (C•)⊗˜n. This complex has the form
0→ A⊗ V ⊗n →
(
n
n− 1
)
A⊗ V ⊗n−1 →
(
n
n− 2
)
A⊗ V ⊗n−2 → . . .→
(
n
1
)
A⊗ V → A→ 0
We now endow the complex (C•)⊗˜n with a natural Sn action. Indeed, if we consider the action
of Sn on (C
•)⊗˜n via permutation of tensor factors, then (C•)⊗˜n is isomorphic to the following
complex (see Lemma 2.3.5):
0→
(
N
n
n ⊠A⊗ V
⊗n
)Sn → (Nnn−1 ⊠A⊗ V ⊗n−1)Sn−1 → . . .→ A⊗ V → A→ 0
That is, the (−k)-th component of (C•)⊗˜n is in fact the C[Sn]⊠A-module
(
N
n
k ⊠A⊗ V
⊗k
)Sk .
The differentials in this complex
∂ :
(
N
n
k ⊠A⊗ V
⊗k
)Sk
−→
(
N
n
k−1 ⊠A⊗ V
⊗k−1
)Sk−1
are given by ∂ =
∑k
i=1(−1)
i resi⊗µ(i).
Consider the image of the complex (C•)⊗˜n with the Sn action under the quotient functor q◦Φ̂.
The obtained complex in Rep(S∞) is denoted by K
•
n,∞, and will be called the Delta complex:
K•n,∞ : 0→ (N
n
n ⊠∆
∞
n )
Sn →
(
N
n
n−1 ⊠∆
∞
n−1
)Sn−1 → . . .→ ∆∞1 → ∆∞0 → 0
The (−k)-th component of this complex is the Sn×S∞-module (N
n
k ⊠∆
∞
k )
Sk . The differentials
in this complex
∂ : (Nnk ⊠∆
∞
k )
Sk −→
(
N
n
k−1 ⊠∆
∞
k−1
)Sk−1
are given by ∂ =
∑k
i=1(−1)
i resi⊗ resi.
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6.3. Cohomology of the Delta complex. Let V = C∞ with basis v0, v1, . . ., and set U =
spanC{v1, v2, . . .}. Denote by ǫ : V → C the map v0 7→ 1.
We consider the space
V ⊗∞ :=
⊕
m≥0
(∆∞m ⊗ U
⊗m)Sm ∼= lim−→V
⊗n
by analogue with (4) and the construction of the complex tensor power in [En]; see also [SS,
Section 6.2].
This is a GL(U) × S∞-module, which has an additional action by the (additive) group U
∗.
Notice that by definition it is an injective object in Ind− Rep(S∞).
We consider the (contravariant) functor
SWV : Rep(S∞)
op → Ind−Rep(GL(U)), M → HomS∞(M,V
⊗∞)
Lemma 6.3.1. The functor SWV is exact and faithful, and the image lies in Rep(GL(U)).
Remark 6.3.2. In fact, one can show that SWV defines an equivalence between Rep(S∞) and
the category of GL(U)-polynomial GL(U)⋉ U∗-representations.
Proof. Exactness follows from the fact that V ⊗∞ is injective object in Ind−Rep(S∞). Since it
is exact, to show that this functor is faithful it is enough to check that SWV (Lτ ) 6= 0 for any
simple object Lτ ∈ Rep(S∞). Indeed, by Lemma 3.5.1, we have an isomorphism of Sk-modules
HomS∞(Lτ ,∆
∞
k ) =
⊕
λ⊢k
λ⊗HomS∞(Lτ , Qλ)
The latter is one-dimensional iff λ = τ , hence
HomS∞(Lτ ,∆
∞
k ) =
{
τ if τ ⊢ k
0 else
and
SWV (Lτ ) ∼= HomS∞(Lτ , V
⊗∞) ∼= (τ ⊗ U⊗|τ |)S|τ | ∼= SτU 6= 0
as required.

Let us check what happens to the complex K•n,∞ under the functor SWV .
Proposition 6.3.3. The complex SWV (K
•
n,∞) has no cohomology except in top degree.
Proof. We first compute SWV (∆
∞
k ). Recall from Section 3.5 that we have an isomorphism of
Sk × Sm-modules
HomS∞ (∆
∞
k ,∆
∞
m )
∼= ∆km
This induces an isomorphism of Sk-modules
SWV (∆
∞
k )
∼=
⊕
m≥0
(
HomS∞ (∆
∞
k ,∆
∞
m )⊗ U
⊗m
)Sm ∼= ⊕
m≥0
(
∆km ⊗ U
⊗m
)Sm ∼= V ⊗k
The map SWV (res
i : ∆∞k → ∆
∞
k−1) is then given by ε
(i) : V ⊗k−1 → V ⊗k, where
ε(i) = Id⊗ . . .⊗ Id⊗ε⊗ Id⊗ . . .⊗ Id
(insertion of v0 in i-th position).
Hence the complex SWV
(
K•n,∞
)
of Sn×GL(U)-modules has k-th component
(
N
n
k ⊠ V
⊗k
)Sk .
The differentials in this complex
∂ :
(
N
n
k ⊠ V
⊗k
)Sk
−→
(
N
n
k+1 ⊠ V
⊗k+1
)Sk+1
are given by ∂ =
∑k
i=1(−1)
i(resi)∗ ⊗ ε(i). But this is just the complex (C
ε
−→ V )⊗n with the
Sn-action given by permuting the factors.
20
Thus we have an isomorphism of Sn ×GL(U)-complexes
SWV
(
K•n,∞
)
≃ (C
ε
−→ V )⊗n
Now, recall that ⊗ is bi-exact, and the complex C
ε
−→ V has cohomology only in top degree.
Hence its tensor powers have cohomology only in the top n-th degree.

Using the fact that SWV is exact and faithful, we conclude:
Corollary 6.3.4. The complex K•n,∞ has no cohomology in degrees larger than −n.
Corollary 6.3.5. The cohomology of the complex (C•)⊗˜n in degrees larger than −n consists of
torsion A-modules.
6.4. Top cohomology of the Delta complex. The following lemma will be needed to com-
pute the top cohomology of the complex:
Lemma 6.4.1. We have an isomorphism of S∞ × Sn-modules
(Nnk ⊠∆
∞
k )
Sk =
⊕
µ⊢n, λ⊢k,
λ⊂µ∨, µ∨/λ∈V S
Q(λ)⊗ µ.
In particular for any µ ⊢ n, the simple components (subquotients) of
HomSn(µ, (N
n
k ⊠∆
∞
k )
Sk)
in the category Rep(S∞) are of the form Lτ , where |τ | ≤ k and τ ⊂ µ
∨.
The multiplicity of Lτ in HomSn(µ, (N
n
k ⊠∆
∞
k )
Sk) is
♯{λ ⊢ k : τ ⊂ λ ⊂ µ∨, µ∨/λ ∈ V S, λ/τ ∈ HS}.
Proof. As we have seen in Lemma 3.5.1, there is an isomorphism of S∞ × Sk-modules
∆∞k
∼=
⊕
λ⊢k
Q(λ)⊗ λ.
By Lemma 2.3.1, there is also an isomorphism of Sn × Sk-modules
N
n
k
∼=
⊕
µ⊢n, λ⊢k,
λ⊂µ∨, µ∨/λ∈V S
µ⊗ λ
This implies the decomposition
(Nnk ⊠∆
∞
k )
Sk =
⊕
µ⊢n, λ⊢k,
λ⊂µ∨, µ∨/λ∈V S
Q(λ)⊗ µ.
The desired property of the simple components now follows from Proposition 3.3.1. 
Proposition 6.4.2. For k < n, H−kK•n,∞ = 0, and
H−n(K•n,∞) =
⊕
µ⊢n
µ∨ ⊗ Lµ
as an Sn × S∞-module.
Proof. Recall that by Corollary 6.3.4, for k < n we have: H−kK•n,∞ = 0.
In order to compute the (−n)-th cohomology, we analyze the simple components which appear
in it by comparing the (−n)-th term of the complex K•n,∞ to the Euler characteristic of this
complex (taking into account the Sn-action on this characteristic).
Let µ ⊢ n and consider the simple components of HomSn(µ,K
−k
n,∞).
By Proposition 6.4.1 the multiplicity of Lτ is
♯{λ ⊢ k : τ ⊂ λ ⊂ µ∨, µ∨/λ ∈ V S, λ/τ ∈ HS}.
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In particular, for k = n, we see that the simple components of HomSn(µ,K
n
n,∞) are Lτ where
τ satisfies the condition
(6) µ ⊢ n, τ ⊂ µ∨, µ∨/τ ∈ HS
Hence the (−n)-th cohomology can only have simple components of this form.
We denote the set of partitions τ such that τ satisfies (6) by T .
Let us consider the Euler characteristic χ of the complex HomSn(µ,K
•
n,∞) in the Grothendieck
group of Rep(S∞).
(7) χ(HomSn(µ,K
•
n,∞)) =
∑
τ∈T
∑
k≥0
(−1)−k♯{λ ⊢ k : τ ⊂ λ ⊂ µ∨, µ∨/λ ∈ V S, λ/τ ∈ HS}[Lτ ].
Fix τ ∈ T . Let j1, . . . , js be the indexes of the non-empty rows in the horizontal strip µ
∨/τ .
Then the Young diagrams λ satisfying the conditions in (7) are those where the vertical strip
µ∨/λ is a subset of the horizontal strip µ∨/τ . That is, λ ⊢ k is obtained from µ∨ by removing at
most one box from each of the rows j1, . . . , js, and altogether removing n − k boxes. Denoting
l = n− k, we obtain:∑
k≥0
(−1)(−k)♯{λ ⊢ k | τ⊂λ⊂µ
∨,
µ∨/λ∈V S, λ/τ∈HS} =
s∑
l≥0
(−1)l−n
(
s
l
)
= (−1)nδs,0
Hence for τ satisfying conditions (6), [Lτ ] would appear with multiplicity zero in the Euler
characteristic χ(HomSn(µ,K
•
n,∞)) iff τ ( µ
∨, and with multiplicity 1 iff τ = µ∨.
We conclude that
H−n(K•n,∞) =
⊕
µ⊢n
µ∨ ⊗ Lµ,
and the proposition is proved. 
Corollary 6.4.3. The complex HomSn(λ
∨,K•n,∞) is an injective resolution of the simple S∞-
module Lλ.
We will use the following notation:
I•λ = HomSn(λ
∨,K•n,∞).
In fact, this is precisely the injective resolution for Lλ described in Proposition 3.3.1.
7. The complex K•n,N in the classical setting
Let us consider what happens in the classical Schur-Weyl duality with the analogous complex
K•n,N in Rep(SN ). This complex is defined as
K•n,N : 0→
(
N
n
n ⊠∆
N
n
)Sn
→
(
N
n
n−1 ⊠∆
N
n−1
)Sn−1
→ . . .→ ∆N1 → ∆
N
0
∼= C→ 0
The (−k)-th component of this complex is the Sn×SN -module
(
N
n
k ⊠∆
N
k
)Sk . The differentials
in this complex
∂ :
(
N
n
k ⊠∆
N
k
)Sk −→ (Nnk−1 ⊠∆Nk−1)Sk−1
are given by ∂ =
∑k
i=1(−1)
i resi⊗ resi.
7.1. Homology of the complex K•n,N . Let µ ⊢ n, and consider the complex
K•µ,N := HomSn(µ
∨,K•n,N ).
Then
K•µ,N = ΓN HomSn(µ
∨,K•n,∞) = ΓN
(
I•µ
)
where ΓN : Rep(S∞)→ Rep(SN ) is the specialization functor described in Section 3.4, while I
•
µ
is the injective resolution of Lµ in Rep(S∞) (see Corollary 6.4.3).
Then for any N, k ≥ 0, we have:
H−kK•µ,N = R
n−kΓNLµ
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whereRn−kΓN is the right derived functor of the specialization functor ΓN . The effect ofR
n−kΓN
on simple modules is known and described in [SS, (6.4.6)]. Let us give a short description here
as well.
Recall that a hook in a diagram µ whose vertex is (i, j) is the set of all boxes (i′, j′) of µ such
that i ≥ i′, j = j′ or i = i′, j ≥ j′. The number of squares in the hook for which i ≥ i′, j = j′ is
the height (leg) of the hook. For a hook h in µ, we denote by µ/h the Young diagram obtained
by removing the hook h from µ.
Remark 7.1.1. Removing from µ a hook whose vertex is (i, j) is the same as removing a connected
border strip starting with the last box in row i and ending with the last box in column j.
Example 7.1.2. Here are examples of two hooks, whose cells are denoted by ×. The left one
has vertex (1, 3) and the right one has vertex (3, 3):
×××
×
× ××
These hooks have heights 3 and 1 respectively, and removing these from the original diagram
gives the Young diagrams
The SN -module R
mΓN (Lµ) is non-zero if and only if there exists a hook h in µ satisfying the
following properties:
(1) µ/h is a Young diagram of size N
(2) h has height m,
(3) the vertex of h lies in row 1.
For each µ, this may occur for at most one value of m > 0 (in particular, this does not occur
when N ≥ n). This is precisely when N belongs to the strictly increasing sequence
{|µ| − µ1 − µ
∨
j + j}j≥1
and m = µ∨j for the appropriate j.
For any µ, denote by Vµ the following representation:
• If there exists j such that |µ| − µ1 − µ
∨
j + j = N , let h be the hook with vertex (1, j),
let λ = µ/h, and set Vµ = λ be the corresponding representation of SN . We will denote
by m = µ∨j the height of h in this case.
• Otherwise, set Vµ = 0, and m =∞.
Corollary 7.1.3. For any n,
H−nK•n,N =
⊕
µ⊢n
µ[N ]⊗ µ∨
where µ[N ] is the Young diagram obtained from µ by adding a top row of length N − |µ|.
Furthermore, for
H−kK•µ,N
∼= Rn−kΓN (Lµ) =
{
0 if k 6= n−m,
Vµ if k = n−m.
In particular, for N ≥ n, we have: H−kK•n,N = 0 for k < n.
This answers the second question posed by Deligne in [D, (7.13)].
Remark 7.1.4. The representation
⊕
µ⊢n µ[N ]⊗µ
∨ is the maximal direct summand of NNn which
has no non-trivial maps into NNk for any k < n (in the notation of [D, Section 7], this is precisely
[n]∗ ⊗ ε).
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7.2. Schur-Weyl duality and the complex K•n,N . Consider the (covariant) Schur-Weyl func-
tor
SWN = (−⊗W
⊗N )SN : Rep(SN )→ Rep(GL(W ))pol
for some finite-dimensional vector space W . We now compute where this functor takes ∆Nk .
Lemma 7.2.1. We have an isomorphism of Sk ×GL(W )-modules
SWN (∆
N
k ) = (∆
N
k ⊗W
⊗N )SN ∼= SymN−kW ⊗W⊗k
where Sk acts on RHS by permuting the tensor factors.
Proof. As before, we identify ∆kN = C Inj([k], [N ]). For f : {1, . . . , k} →֒ {1, . . . , N} and
w1, . . . , wN ∈W we define the following map
∆Nk ⊗W
⊗N −→ SymN−kW ⊗W⊗k
f ⊗ w1 ⊗ . . . wN 7−→
 ∏
j /∈Im(f)
wj
⊗ wf(1) ⊗ wf(2) ⊗ . . .⊗ wf(k)
One immediately sees that this map is surjective and factors through the invariants (∆Nk ⊗
W⊗N )SN . Comparing Sk ×GL(W )-characters, we obtain the required isomorphism. 
Denote by µ : Sym(W )⊗W → Sym(W ) the multiplication map, and for i ∈ {1, . . . , k}, denote
by µ(i) : Sym(W ) ⊗W⊗k → Sym(W ) the map µ applied to the i-th copy of W . We will also
denote by grNµ
(i) the restriction of µ(i) to the N -th graded piece of the graded GL(W )-module
SymW ⊗W⊗k (here W has degree 1).
Lemma 7.2.2. We have: SWN (res
i : ∆Nk → ∆
N
k−1) = grNµ
(i).
Proof. Consider the map ∆Nk−1⊗W
⊗N −→ SymN−k+1W ⊗W⊗k−1 given in the proof of Lemma
7.2.1. We compose it with the map resi : ∆Nk ⊗W
⊗N → ∆Nk−1 ⊗W
⊗N and obtain the induced
map SWN (res
i : ∆Nk → ∆
N
k−1) given by
SymN−kW ⊗W⊗k −→ SymN−k+1W ⊗W⊗k−1,
(wα11 w
α2
2 . . .)⊗ w
′
1 ⊗ . . . w
′
i . . .⊗ w
′
k 7−→ (w
α1
1 w
α2
2 . . . · w
′
i)⊗ w
′
1 ⊗ . . . ŵ
′
i . . .⊗ w
′
k
This is precisely grNµ
(i), which proves the lemma. 
Thus the complex SWN (K
•
n,N ) is isomorphic to the complex
SymN−nW ⊗
(
W⊗n ⊗ Nnn
)Sn → . . .→ SymN−1W ⊗W → SymN W
with degree (−k) given by SymN−kW ⊗
(
W⊗k ⊗ Nnk
)Sk , and the differential
∂ : SymN−kW ⊗
(
W⊗k ⊗ Nnk
)Sk
−→ SymN−k+1W ⊗
(
W⊗k−1 ⊗ Nnk−1
)Sk−1
given by
∑
i(−1)
igrNµ
(i) ⊗ resi.
We now interpret this complex as part of a larger graded complex, similar to the one we have
seen already. Consider the complex C•W given by Sym(W ) ⊗ W → Sym(W ) in degrees 0, 1.
This is a complex of graded GL(W )-equivariant modules over the graded algebra Sym(W ), with
gr(W ) = 1.
Example 7.2.3. In grade zero, the complex is 0→ C; in grade 1, it is W
∼
−→W .
Consider the n-th tensor power of the complex C•W (as a complex of modules over Sym(W )).
The resulting complex (C•W )
⊗Sym(W )n is isomorphic to the complex
SymW ⊗
(
W⊗n ⊗ Nnn
)Sn → . . .→ SymW ⊗W → SymW
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with degree n − k given by SymW ⊗
(
W⊗k ⊗ Nnk
)Sk and differential ∂ = ∑i(−1)iµ(i) ⊗ resi.
This complex is graded, with grade N being exactly the complex SWN (K
•
n,N ).
Of course, the complexes C•W , (C
•
W )
⊗Sym(W )n are just specializations of the complexes C•,
(C•)⊗˜n under the specialization functor
V → Rep(GL(W ))pol, V 7→ W.
In particular, taking the N -th grade of the complex (C•)⊗˜n corresponds to considering only
the N -th part of the FI-module Φ(C•)⊗˜n in the notation of Section 3. This is precisely the
complex K•n,N .
8. The complex K•n,t in Rep
ab(St) in the Deligne category
8.1. The complex K•n,t. We now define the counterpart K
•
n,t in Rep
ab(St) of K
•
n,∞:
K•n,t : 0→
(
N
n
n ⊠∆
t
n
)Sn → (Nnn−1 ⊠∆tn−1)Sn−1 → . . .→ ∆t1 → ∆t0 → 0
The (n−k)-th component of this complex is the Sn×St-module
(
N
n
k ⊠∆
t
k
)Sk . The differentials
in this complex are
∂ :
(
N
n
k ⊠∆
t
k
)Sk −→ (Nnk−1 ⊠∆tk−1)Sk−1
given by ∂ =
∑k
i=1(−1)
i resi⊗ resi.
We will show that its cohomology vanishes in degrees higher than −n, and compute explicitly
its cohomology in degree −n.
Remark 8.1.1. A description of a complex very similar to K•n,t in the setting of Rep(St) was
given by Deligne in [D, (7.12)] where its Euler characteristic is computed. However, the reader
should keep in mind that the complex constructed in [D, (7.12)] is shifted, and hence multiplied
by the sign representation of Sn.
Fix a unital vector space (W,w0 ∈ W \ {0}). Let us consider the contravariant Schur-Weyl
functor for (W,w0) from Rep
ab(St):
SWt,W : Rep
ab(St)
op −→ ModU(gl(W )), M 7→ HomRepab(St)(M,W
⊗t)
as defined in Section 4.6 and [En]. In fact, the image of this functor lies in the “mirabolic”
category Op for the Harish-Chandra pair (gl(W ), p = Aut(W,w0)). This functor is left-exact,
and by the results of [En], the derived functors RiSWt,W applied to M ∈ Rep
ab(St) give finite-
dimensional gl(W )-modules. Taking a sequence Ul = C
l for l ∈ Z≥0, and Wl = Ul⊕Cw0, it was
explained in Section 4.6 and Proposition 4.6.4 that the functors SWt,Wl induce an equivalence
between the category Repab(St)
op and a certain inverse limit of the categories Opl .
In particular, to show that a certain object M ∈ Repab(St) is zero, it is enough to check that
for all l large enough, SWt,Wl(M) is finite-dimensional.
So, we will consider the complex SWt,W (K
•
n,t), whose k-th degree is SWt,W (K
−k
n,t ). To show
that the cohomology of K•n,t in degrees higher than (−n) vanishes, we just need to show that
SWt,W (K
•
n,t) has finite-dimensional homology in degrees smaller than n when dimW >> 0.
8.2. Image of K•n,t under Schur-Weyl duality. Fix a finite dimensional unital vector space
W = U ⊕ Cw0 with dimW >> n, and let p = Aut(W,w0).
Consider the composition of the functor SWt,W with the restriction functor ModU(gl(W )) →
ModU(gl(U)) to get a functor
SW = Resgl(U)SWt,W : Rep
ab(St)
op −→ Ind -Rep(GL(U))pol
Clearly, Resgl(U) is faithful and exact, so it is enough to check that SW(K
•
n,t) has finite-
dimensional (if fact, we will prove that it is zero) homology in degrees smaller than n when
dimU >> 0.
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In a first step we want to compute the image SW(K•n,t) of the Delta complex under SW. We
abbreviate A = Sym(U). This is a commutative algebra with a GL(U)-action.
Proposition 8.2.1. For any t ∈ C, we have an isomorphism of GL(U)-equivariant free A-
modules
SW(∆tk) = A⊗W
⊗k
with W considered as a GL(U)-module (isomorphic to U ⊕ C), and A acting freely by multipli-
cation on the left. Moreover, this morphism is Sk-equivariant, with Sk acting on the RHS by
permuting the factors W .
In addition, SWt,W (res
i : ∆tk → ∆
t
k−1) is the map
ε(i) : A⊗W⊗k−1 −→ A⊗W⊗k, ε(i) = Id⊗ Id⊗i−1W ⊗ε⊗ Id
⊗k−i
W
and ε : C→W is the inclusion 1 7→ w0.
Proof. Consider the gl(V )-module SWt,W (Xλ) in the parabolic category O
p for the Harish-
Chandra pair (gl(V ), p).
Recall from [En] that when dimW >> |λ|, the module SWt,W (Xλ) is either isomorphic to a
generalized Verma module or is projective in Op. In both cases, it has a standard filtration, and
thus is free over the enveloping algebra of the dual unipotent radical u−p of p. Since u
−
p
∼= U , and
A ∼= U(u−p ), we conclude that the GL(U)-equivariant A-module SW(Xλ) is free over A. Thus
the modules SWt,W (∆
k
t ) are free over A as well, for dimW >> n ≥ k.
Consider the GL(U)-module
SW(∆tk) = HomRepab(St)(∆
t
k, V
⊗t)
with V ⊗t defined as in (5). Then
SW(∆tk) = HomRepab(St)(∆
t
k, V
⊗t) =
⊕
m≥0
HomRep(St)
(
∆tk,
(
∆tm ⊗ U
⊗m
)Sm) ∼=
∼=
⊕
m≥0
(
CP¯k,m ⊗ U
⊗m
)Sm .
Here CP¯k,m = HomRep(St)(∆
t
k,∆
t
m) (see Section 4.5), and P¯k,m is the set of partial pairings of
the sets {1, . . . , k}, {1, . . . ,m} as described in Notation 4.5.4. The maps resi : ∆tk → ∆
t
k−1
induce maps (resi)∗ : CP¯k−1,m → CP¯k,m given by composition with res
i.
Note that the set of partial pairings P¯k,m is in fact determined by fixing two injections of a set
{1, . . . , l} into the sets {1, . . . , k}, {1, . . . ,m}, for some l ≤ k,m. This gives us a decomposition
of Sk × Sm-modules
CP¯k,m ∼=
⊕
l≥0
(
∆kl ⊗∆
m
l
)Sl
and (resi)∗ corresponds to a map
(resi)∗ :
⊕
l≥0
(
∆k−1l ⊗∆
m
l
)
→
⊕
l≥0
(
∆kl ⊗∆
m
l
)
induced by the map
(resi)∗ : ∆k−1l → ∆
k
l , (res
i)∗(f) =
∑
g∈Inj([l],[k]):
g◦ιi=f
g
for any f ∈ Inj([l], [k − 1]) and ιi defined in (1).
Hence
SW(∆tk)
∼=
⊕
m≥0
⊕
l≥0
(
∆kl ⊗∆
m
l
)Sl
⊗ U⊗m
Sm ∼=⊕
l≥0
∆kl ⊗⊕
m≥0
(
∆ml ⊗ U
⊗m
)SmSl
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with
SWt,W (res
i) = ⊕l≥0(res
i)∗ ⊗ Id .
Now, by Lemma 7.2.1, ⊕
m≥0
(
∆ml ⊗ U
⊗m
)Sm ∼= Sym(U)⊗ U⊗l
so we have an isomorphism of GL(U) × Sk-modules
SW(∆tk)
∼=
⊕
l≥0
(
∆kl ⊗ Sym(U)⊗ U
⊗l
)Sl ∼= Sym(U)⊗⊕
l≥0
(
∆kl ⊗ U
⊗l
)Sl ∼= Sym(U)⊗W⊗k
(the last isomorphism is due to (4)).
As we have seen, A ∼= Sym(U) acts freely on this module by multiplication on the left. This
implies the first part of the Proposition.
For the second part, notice that under the isomorphism
Sym(U)⊗
⊕
l≥0
(
∆kl ⊗ U
⊗l
)Sl ∼= Sym(U)⊗W⊗k
the maps SWt,W (res
i) = ⊕l≥0(res
i)∗ ⊗ Id on LHS correspond exactly to the maps ε(i) on RHS
(cf. [En, Appendix A.3]).

Corollary 8.2.2. The above complex SW(K•n,t) is isomorphic to (C
′•)⊗An where C ′• : A →
A⊗W (sitting in degrees 0, 1) is the complex of of free A-modules with the differential given by
IdA⊗ε.
Using the fact that the map IdA⊗ε is split injective, we obtain:
Corollary 8.2.3. The complex SW(K•n,t) has zero homology in all degrees except n, and
HnSW(K•n,t)
∼= A⊗ U⊗n.
Proposition 8.2.4. For k < n, H−kK•n,t = 0, and we have an isomorphism of Sn-modules in
Repab(St)
H−n(K•n,t)
∼=
⊕
µ⊢n
µ∨ ⊗Mµ.
HereMµ is the standard module corresponding to µ in the highest weight category Rep
ab(St)
(see Section 4.4).
Remark 8.2.5. In particular, this answers the first question posed by Deligne in [D, (7.13)].
Proof. As it was explained in Section 4.6 and Proposition 4.6.4, since the cohomology of
SW(K•n,t) vanishes in degrees less than n, we have H
−kK•n,t = 0 for k < n.
For the second part, we compute the (−n)-th cohomology of K•n,t. We first analyze its
decomposition in the Grothendieck group. For any τ and 0 ≤ k ≤ n, we define
akµ,τ = ♯{λ ⊢ k : τ ⊂ λ ⊂ µ
∨, µ∨/λ ∈ V S, λ/τ ∈ HS}.
By Lemmas 2.3.1, 4.5.11 we have the following decomposition in the Grothendieck group of
Repab(St) for any k ≥ 0 and any µ ⊢ n:
(8) HomSn(µ,K
−k
n,t ) = HomSn(µ, (N
n
k ⊗∆
t
k)
Sk) ∼=
∑
τ
akµ,τ [Mτ ]
Let us compare this with the Euler characteristic χ of the complex HomSn(µ,K
•
n,t). By (8)
the following equality holds in the Grothendieck group of Repab(St):
(9) χ(HomSn(µ,K
•
n,t)) =
∑
τ
∑
k≥0
(−1)−kakµ,τ [Mτ ]
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Recall from the proof of Proposition 6.4.2 that for any µ ⊢ n and any τ ,∑
k≥0
(−1)−kakµ,τ = (−1)
nδµ∨,τ .
Thus in the Grothendieck group of Repab(St), we have:
χ(HomSn(µ,K
•
n,t)) = [Mµ∨ ].
We now check that
HomSn(µ,H
−nK•n,t)
∼=Mµ∨ .
This is clear whenever Lµ∨ sits in a semisimple block, since in this case, Mµ∨ = Lµ∨ .
Now assume Lµ∨ sits in a non-semisimple block corresponding to partition τ ⊢ t, and µ
∨ = τ (i)
for some i ≥ 0. If i = 0, then Mµ∨ = Lµ∨ and again we are done.
Assume that i > 0. Then we have seen that HomSn(µ,H
−nK•n,t) is an extension of Lτ (i) ,
Lτ (i−1) . Now, by Lemma 4.5.8,
HomSn(µ,K
•
n,t)
∼=
∑
τ ′∈Bt
µ∨
[Xτ ′ ]
In particular, by Remark 4.5.9, HomSn(µ,K
•
n,t) contains exactly one indecomposable summand
which lies in the block corresponding to τ , and that is Xτ (i) = Pτ (i−1) (the injective hull and
projective cover of Lτ (i−1)).
Hence HomSn(µ,H
−nK•n,t) is an extension of Lτ (i) , Lτ (i−1) , and a submodule of Pτ (i−1) . There
is only one such submodule, and this is Mµ∨ =Mτ (i) , which implies:
HomSn(µ,H
−nK•n,t) =Mµ∨
for any µ ⊢ n. This completes the proof of the proposition.

9. Proof of Theorem 1
In this section, we prove Theorem 1. Let us state it more explicitly:
Theorem 9.0.1.
• The SM functor Γt : Rep(S∞) −→ Rep
ab(St) is faithful and exact.
• On objects, the functor Γt acts by
Γt(Lλ) ∼=Mλ, Γt(Qλ) ∼=
⊕
µ∈Btλ
Xµ
where Mλ is the standard object corresponding to λ (Mλ = Xλ if t /∈ Z≥0), and
Btλ = {µ ⊂ λ|λ/µ ∈ HS, and either Xµ is in a semisimple block, or µ = µ
′(i), µ′(i+1) 6⊂ λ}
(notice that for t /∈ Z≥0, this reduces to B
t
λ = {µ ⊂ λ|λ/µ ∈ HS}).
Proof. Fix λ to be a partition, and let n = |λ|.
First, we prove that Γt(Qλ) ∼=
⊕
µ∈Bt
λ
Xµ. Indeed, by Lemma 3.5.1, Qλ ∼= HomSn(λ,∆
∞
n ).
Now, by Lemmas 5.0.2 and 4.5.8 respectively, we have
Γt(Qλ) ∼= HomSn(λ,∆
t
n)
∼=
⊕
µ∈Bt
λ
Xµ.
Next, we show that the functor Γt is exact. In order to do this, we only need to check that
for every simple object Lλ in Rep(S∞) there is an injective resolution Lλ → I
•
λ such that the
cohomology of Γt(I
•
λ) vanishes in degrees higher than −n.
Recall from Corollary 6.4.3 that I•λ = HomSn(λ
∨,K•n,∞) is an injective resolution of Lλ. By
Lemmas 5.0.2, 5.0.3, Γt(K
•
n,∞) is isomorphic to the complex K
•
n,t; the cohomology of the latter
vanishes in degrees higher than −n by Proposition 8.2.4. Thus Γt is exact.
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Moreover, Proposition 8.2.4 also tells us that H−n
(
HomSn(λ
∨,K•n,t)
)
= Mλ, which implies
that Γt(Lλ) ∼=Mλ.
In particular, Γt(Lλ) 6= 0 for any λ; an exact functor which does not annihilate any simple
object is necessarily faithful, which completes the proof of the theorem.

Remark 9.0.2. The theorem implies that the essential image of the functor Γt consists of
standardly-filtered objects. It has been pointed out to us that there is a similarity between
this result and Putman’s theorem [Pu15, Theorem E] on the Specht stability of centrally sta-
ble sequences. It would be interesting to develop an explicit connection between these results
by constructing a correspondence between the algebraic representations of S∞ and the Specht-
stable sequences of Sn-representations over Fp via a reduction of sorts, and then using Harman’s
methods [Ha16] to see that the latter correspond to standardly filtered objects in Repab(St). We
do not know, however, a functorial way to do this, and do not expect this method to give an
alternative proof of our results.
Remark 9.0.3. As shown in remark 1.3.3, the functor Γt is not injective on objects. Here is a way
to produce many examples. By [SS2] dimExt1Rep(S∞)(Lλ, Lµ) = 1 if and only if λ/µ is a vertical
strip (and 0 otherwise). Now take Lλ, Lµ in Rep(S∞) such that λ/µ is a vertical strip and denote
by E the corresponding non-split extension in Rep(S∞). Then we choose t in such a way that
Γt(Lλ) is a semisimple object in Rep
ab(Sd). Then Γt(E) = Γt(Lλ⊕Lµ). Alternatively we could
take a simple object in Rep(S∞) with many extensions (e.g. λ = (5, 4, 3, 2, 1) with non-split
extensions with 5 other simple modules). Then some of these extensions have to decompose
under Γt. Note also that Rep(S∞) has wild representation type whereas Rep
ab(St) has tame
representation type by [CO, En].
Remark 9.0.4. The essential image of Γt does not contain all standardly filtered objects. Each
block contains standardly filtered indecomposable objects of Loewy length 2 with standard
objects Mτ (i) ,Mτ (i+2) , . . . ,Mτ (i+2r) for some i, r. Consider as an example the indecomposable
object I in a block {τ (i)}i≥0 of Rep
ab(St) for t ∈ Z≥0 with socle layers (socle below, top above)(
Lτ (0) Lτ (2)
Lτ (1)
)
.
Then it has a standard filtration with the standard objects Lτ (0) = Mτ (0) and Mτ (2) . If it
would be in the image of Γt, it should therefore come from an extension E in Rep(S∞)
0 // Lτ (0)
// E // Lτ (2)
// 0
Let us now assume that t = 3. Then one has 3 non-semisimple blocks, one of them starting
with τ (0) = ∅, τ (1) = (4), τ (2) = (4, 1) [CO, Example 5.10]. But then the above extension has to
split in Rep(S∞) since τ
(2)/τ (0) is not a vertical strip and hence there is no non-split extension
between Lτ (2) and Lτ (0) in Rep(S∞). Hence Γ3(E) = Mτ (0) ⊕Mτ (2) and the indecomposable
object I cannot be the image of an indecomposable element under Γ3.
Remark 9.0.5. Consider Q∅ ∈ Rep(S∞) and its image under Γ3. Then Γ3(Q∅) has X∅ ∼= 1 as a
direct summand. Since 1 is not injective nor projective in Repab(S3), we conclude that Γt does
not necessarily preserve injective objects.
10. Structure constants in the Grothendieck ring of Repab(St)
Consider the following corollary of Theorem 9.0.1:
Corollary 10.0.1. The subcategory of standardly-filtered objects in Repab(St) is closed under
tensor products, and the multiplicity of Mτ in the standard filtration of Mλ⊗Mµ is the reduced
Kronecker coefficient g¯τλ,µ.
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Proof. By Theorem 9.0.1, this multiplicity equals the multiplicity of Lτ in Lλ ⊗ Lµ (object of
Rep(S∞)), which is known to be g¯
τ
λ,µ. 
We now compute the structure constants in the Grothendieck ring of Repab(St).
Fix t ∈ C. We will use the following notation to shorten our formulas: given a partition λ
and k ∈ Z, we denote by Lλ†k (resp. Mλ†k) the following object in Rep
ab(St):
• If Xλ belongs in semisimple block of Rep
ab(St), then
Mλ†k = Lλ†k = Lλ = Xλ
for k = 0, and Mλ†k = Lλ†k = 0 if k 6= 0.
• Otherwise, let λ = λ′(i) for some i ≥ 0 and λ′ such that λ′[t] is a partition (see (2)).
Then
Mλ†k =Mλ′(i+k) , Lλ†k = Lλ′(i+k)
where we put Mλ(j) = Lλ(j) = 0 for j < 0.
In particular, Lλ†0 = Lλ for any λ and t.
Proposition 10.0.2. Given three partitions λ, µ, τ , consider the composition series of Lλ⊗Lµ
in Repab(St). The multiplicity of Lτ in this series is then∑
j,k≥0
(−1)j+k
(
g¯τ
λ†(−j),µ†(−k)
+ g¯τ
†1
λ†(−j),µ†(−k)
)
Proof. Using the above notation, we can rewrite the result of [En, Section 4.4] as follows: for
any t and any partition λ, we have the following equality in the Grothendieck ring of Repab(St):
[Mλ] = [Lλ†0 ] + [Lλ†(−1) ]
Hence
[Lλ] =
∑
j≥0
(−1)j [Mλ(†(−j) ]
and thus
[Lλ ⊗ Lµ] = [Lλ][Lµ] =
∑
j≥0
(−1)j [Mλ†(−j) ]
∑
k≥0
(−1)k[Mµ†(−k) ]
 =
=
∑
j,k≥0
(−1)j+k[Mλ†(−j) ][Mµ†(−k) ] =
∑
j,k≥0
(−1)j+k
∑
τ
g¯τ
λ†(−j),µ†(−k)
[Mτ ] =
=
∑
j,k≥0
(−1)j+k[Mλ†(−j) ][Mµ†(−k) ] =
∑
τ
∑
j,k≥0
(−1)j+kg¯τ
λ†(−j),µ†(−k)
([Lτ ] + [Lτ†1 ])
Hence the multiplicity of [Lτ ] in [Lλ ⊗ Lµ] is∑
j,k≥0
(−1)j+kg¯τ
λ†(−j),µ†(−k)
+ g¯τ
†1
λ†(−j),µ†(−k)
as required. 
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