We establish some well-posedness and comparison results for BSDEs driven by one-and multi-dimensional martingales. On the one hand, our approach is largely motivated by results and methods developed in Carbone et al. [3] and El Karoui and Huang [7] . On the other hand, our results are also motivated by the recent developments in arbitrage pricing theory under funding costs and collateralization. A new version of the comparison theorem for BSDEs driven by a multi-dimensional martingale is established and applied to the pricing and hedging BSDEs studied in Bielecki and Rutkowski [1] and Nie and Rutkowski [25]. This allows us to obtain the existence and uniqueness results for unilateral prices and to demonstrate the existence of no-arbitrage bounds for a collateralized contract when both agents have non-negative initial endowments.
Introduction
The origin of the theory of backward stochastic differential equations (BSDEs) can be traced back to the work by Bismut [2] and, especially, the paper by Pardoux and Peng [27] , who were the first to consider the general BSDEs driven by a Brownian motion. Since then, the theory of BSDEs attracted a great interest because of its application in stochastic control theory, PDEs and mathematical finance (see, e.g., [8, 9, 11, 28, 29, 31] ). However, despite the fact that prices of financial assets are usually modeled as semimartingales, applications of BSDEs in finance beyond the Brownian setting are relatively rare (see, e.g., [4, 5, 17, 22, 24] ). The BSDEs driven by a semimartingale were already introduced by Chitashvili [6] , but since then BSDEs driven by a general martingale were not extensively studied. Carbone et al. [3] and El Karoui and Huang [7] examined BSDEs driven by a càdlàg martingale without postulating the predictable representation property (PRP), whereas Li [15] examined BSDEs driven by a one-dimensional continuous martingale enjoying the PRP.
In this note, we first establish some results for BSDEs driven by one-and multi-dimensional martingales. Our approach is largely motivated by results and methods developed in Carbone et al. [3] and El Karoui and Huang [7] . However, for simplicity of presentation, we only consider here the BSDEs driven by continuous martingales with the PRP, whereas in [3, 7] the authors studied the BSDEs driven by a càdlàg martingale M without postulating the PRP, but under the additional assumption that the underlying filtration is quasi-left continuous. Under the latter assumption, the predictable quadratic variation M of M is continuous. It is worth noting that all results and a priori estimates established in this note will still be valid in this more general framework.
Our main goal is to prove the existence, uniqueness and comparison theorems covering the BSDEs introduced [1, 25, 26] , where the pricing and hedging of contingent claims in financial models with funding costs is studied. We mention that Mocha and Westray [23] and Tevzadze [32] , established a comparison theorem for the case of the quadratic growth and, in [32] , for a special choice of a generator. For the linear growth case, Carbone et al. [3] gave the comparison results for BSDEs driven by a one-dimensional càdlàg martingale (see Theorem 2.2 in [3] ). To this end, they used the Doléans exponential of a càdlàg martingale and they imposed the requirement it is a positive, uniformly integrable martingale and, in addition, satisfies some integrability conditions (see, in particular, Lemma 2.2 in [3] or equation (2.6) in Section 2 of this work), which are not easy to verify and may be too restrictive for applications). We stress in this regard that the results from [3, 23, 32] are not sufficient for the purposes studied in [1, 25, 26] , since the assumptions made in these papers fail to hold in the context of a typical financial model. Consequently, some extensions of the existing comparison theorems for BSDEs driven by multi-dimensional martingales are needed to demonstrate the existence of non-empty intervals for fair bilateral prices (or bilaterally profitable prices), as well as the monotonicity of prices with respect to the initial endowment of an agent. In Section 5, we show that Theorems 3.3 and 4.1 are suitable tools to handle BSDEs derived in market model with funding costs when dealing with a collateralized contract. For further applications of results from this work, we refer to Section 5 in [25] and Section 3.3 in [26] . To summarize, our main goal is to extend results from [3] for BSDEs driven by multi-dimensional martingales and to relax rather stringent assumptions postulated in [3] .
This work is organized as follows. In Section 2, we recall some definitions and results from [3] and we consider the extended BSDEs driven by one-dimensional continuous martingale. In Section 3, we study BSDEs driven by a multi-dimensional continuous martingale M . We first obtain the existence, uniqueness, and stability results for solutions to these BSDEs under the assumption that the generator satisfies to m-Lipschitz condition. Next, we prove the comparison theorem (see Theorem 3. 3) for BSDEs with a uniformly m-Lipschitzian generator. The goal of Section 4 is to analyze alternative assumptions regarding the process m arising in representation (3.1) of the quadratic variation M (see Assumptions 4.1 and 4.2). We conclude the paper by demonstrating in Section 5 that the assumptions of Theorems 3.3 and 4.1 are satisfied by a particular class of BSDEs that arise in the context of financial models with funding costs studied in related papers [1, 25, 26] . We also show that our comparison result is a suitable tool for deriving the bounds for unilateral prices of a collateralized contract in a financial market with funding costs.
BSDEs Driven by a One-Dimensional Martingale
Let us stress that main goal of this work is to examine BSDEs driven by a multi-dimensional martingale. For the sake of completeness, we first provide in this section a minor extension of results from Carbone et al. [3] when a one-dimensional driving martingale M is complemented by a predetermined driving process U (see equation (2.2)), which arises in financial applications studied in Section 5. Moreover, we provide here a discussion of assumptions made in [3] , since we aim to relax some of them in the foregoing section.
We assume that we are given a filtered probability space (Ω, G, G, P) satisfying the usual conditions of right-continuity and completeness. As customary, we assume that the σ-field G 0 is trivial. Let M be a real-valued, continuous, square-integrable martingale on this space. We postulate that M has the predictable representation property with respect to the filtration G under P. We denote by M the quadratic variation process of M , which is a continuous, increasing, G-adapted process vanishing at zero such that M 2 − M is a continuous (uniformly integrable) martingale. We introduce the following notation, for any non-negative constant λ, H 2 λ -the subspace of all real-valued, G-adapted processes X satisfying
is the space of G T -measurable, square-integrable random variables.
BSDEs with a Uniformly Lipschitzian Generator
Assume that we are given a real-valued, continuous martingale M , a process U , and a random variable η. We consider the following BSDE driven by M and U , with generator h and the terminal value η, for t ∈ [0, T ],
In Section 2, we work under the following standing assumption imposed on the generator h.
is a G-adapted process for any fixed (y, z) ∈ R × R and the process h(·, 0, 0) belongs to H We adopt the following definition of a solution to BSDE (2.2). It is clear from this definition that we restrict our attention to solutions (Y, Z) from the space
λ of processes satisfying (2.2), P-a.s., such that Z is G-predictable and Y − U is a continuous process.
We emphasize that Definition 2.1 postulates the continuity of the process Y − U , rather than Y . Obviously, if we assume that U is G-progressively measurable (resp. G-predictable or continuous), then Y will share this property as well. For any natural d, we denote by · the Euclidean norm in R d . In this section, we set d = 1, but the next definition also applies to the multi-dimensional case.
Definition 2.2
We say that the generator h satisfies the uniform Lipschitz condition if there exists a constant L such that, for all t ∈ [0, T ] and all
2) driven by a multi-dimensional martingale in which the matrix-valued process M can be factorized (see equation (3.1)), although we also make some comments about solvability of BSDE (2.7) in Section 4.1.
Suppose that we manage to prove the comparison theorem for BSDE (2.7) driven by a multidimensional martingale analogous to Theorem 2.2. Since the boundedness of M T may fail to hold, typically, a straightforward application of a multi-dimensional extension of Theorem 2.2 would not be possible anyway, since it would require to verify the conditions imposed on the Doléans exponential E(M ) and this task is rather hard.
In next section, we will study BSDEs driven by multi-dimensional continuous martingales, since such BSDEs play an important rôle in numerous financial applications where market models with several risky assets are introduced and studied. Our main goal is to establish a version of a comparison theorem in which, in particular, the boundedness of M T is not postulated (see Theorem 3.3).
BSDEs Driven by a Multi-Dimensional Martingale
In this section, we first revisit results from [3, 7] and we establish in Section 3.1 their extensions to the case when an additional driving term U appears in our BSDE under the m-Lipschitz condition (3.3). In Section 3.2, we study the special case when the generator satisfies the uniform m-Lipschitz condition (3.10). The goal of Section 3.3 is to establish the main comparison theorem for BSDEs driven by a multi-dimensional martingale (see Theorem 3.3).
we denote the transposition), where the processes M i , i = 1, 2, . . . , d are continuous, square-integrable martingales on the filtered probability space (Ω, G, G, P). We postulate that M has the predictable representation property with respect to the filtration G under P. We denote by M the quadratic (cross-) variation process of M , so that M t takes values in R d×d and the (i, j)th entry of the matrix M t is M i , M j t . As in [3, 7] , we henceforth work under the following standing assumption regarding the continuous process of finite variation M , so that it is implicitly assumed that the processes m and Q in equation (3.1) are given. Assumption 3.1 We assume that there exists an R d×d -valued G-adapted process m and a Gadapted, continuous, bounded, increasing process Q with Q 0 = 0 such that, for all t ∈ [0, T ],
From Proposition 2.9 in Chapter II of Jacod and Shiryaev [12] (see also [7, 23, 24] ), we know that Assumption 3.1 is met by an arbitrary continuous, square-integrable martingale and the factorization (3.1) of the process M is not unique. For instance, if we set Q := arctan(
, then Q is G-adapted, continuous, increasing process, which is bounded by π 2 . Moreover, the Kunita-Watanabe inequality shows that for all 1 ≤ i, j ≤ d the process M i , M j is absolute continuous with respect to Q, and thus the Radon-Nikodym theorem allows us to obtain an R d×d -valued, G-predictable process D, which is positive semi-definite. Furthermore, we can factorize D as D = mm * for an R d×d -valued, G-predictable processes m. In particular, if M is a d-dimensional Brownian motion, then we can simply choose Q t = t for all t ∈ [0, T ] and m = I, where I stands for the d-dimensional identity matrix.
Let us make some comments on alternative technical assumptions regarding the measurability of m. In some papers, such as [7, 23, 24] , the authors take m as a predictable process, which can be constructed as above, for instance. However, on the one hand, usually it is sufficient to take m as an adapted process to obtain the well-posedness of BSDEs. On the other hand, when we consider the stochastic integral with respect to M , where m appears in the integrand, usually it suffices that m is progressively measurable. In particular, if Q t = t (which, obviously, implies that the process M is absolutely continuous with respect to the Lebesgue measure), then it is enough to postulated that m is adapted (for more details, see Remark 2.11 in Chapter 3 of Karatzas and Shreve [13] 
BSDEs with an m-Lipschitzian Generator
In this section, we study the following BSDE driven by
Recall that we work under the standing assumption that M satisfies Assumption 3.1. We also make throughout the following technical assumption regarding the measurability of the generator h.
Before stating the definition of a solution to BSDE (3.2), we need to introduce some notation and define suitable spaces of processes in which will search for solutions. To this end, following [3] , we first introduce the following version of the Lipschitz condition for the generator h. Definition 3.1 We say that h satisfies the m-Lipschitz condition if there exist two strictly positive and G-adapted processes ρ and θ such that, for all t ∈ [0, T ] and
We set α
and we define the process
It is clear that the spaces in which we will search for solutions depend on the generator g. In fact, from the next definition, it transpires that the process m is also used for this purpose.
λ , the process Z is G-predictable, and the process Y − U is continuous.
Note that if, in addition, the process U is G-progressively measurable (resp. G-predictable), then Y is G-progressively measurable (resp. G-predictable) as well.
One can object that the definition of a solution to BSDE (3.2) under the m-Lipschitz condition is somewhat artificial, since it is tailored to the method of the proof of the existence and uniqueness theorem (see, for instance, Theorem 3.2 in [3] ). In the next subsection, we will impose a stronger uniform m-Lipschitz condition and we will reduce the complexity of the definition of a solution to BSDE (3.2).
The next definition is a counterpart of Definition 2.3 of a (λ, L)-standard parameter. To be more precise, we deal here with the notion of the (λ, m, Q, ρ, θ)-standard parameter but, for the sake of conciseness, we decided to call it simply a (λ, m)-standard parameter.
The proof of the next result hinges on Theorem 3.2 in Carbone et al. [3] .
λ . Moreover, the process Y − U satisfies
Proof. We set
where
λ and the function h satisfies (3.3). Therefore, ( h, η) is a (λ, m)-standard parameter as well. Consequently, from Theorem 3.2 in [3] , we deduce that BSDE (3.6) has a unique solution (
λ . Moreover, Y is continuous and satisfies
It is now not hard to check that (Y, Z) with Y := Y + U is a unique solution to BSDE (3.2) and (αY, m
We also have the following stability result, which extends Proposition 3.1 in [3] .
be the solution to the following BSDE, for i = 1, 2,
If we denote
where K 1 is a constant and
Proof. From Theorem 3.2, we know that there exists a unique solution (
Then, similarly as in the proof of Proposition 3.1 in [3] , we obtain (note that the value of a constant K 1 may vary from place to place in what follows)
and thus αY
We will now show that
Indeed, since
an application of the Itô formula to e λNt Y 2 t yields
The Burkholder-Davis-Gundy inequality and standard calculus yield
From (3.8), it now follows that (3.9) is valid, which completes the proof of the proposition.
BSDEs with a Uniformly m-Lipschitzian Generator
Our next goal is to analyze alternative assumptions under which the existence, uniqueness, and comparison theorems for BSDE (3.2) can be established. To this end, we consider the case where the processes ρ and θ in (3.3) are bounded, that is, there exists a constant
Since the process Q in Assumption 3.1 is bounded, under the assumption that the processes ρ and θ are bounded as well, the process N is bounded and thus the classes of processes and random variables satisfying the inequalities (3.4) and (3.5) do not depend on the choice of λ.
In other words, the sets H To summarize, if the processes ρ and θ are bounded, then the spaces H
2,d
λ and L 2 λ do not depend on λ, ρ and θ. Therefore, if the processes ρ and θ in the m-Lipschitz condition for h are bounded, then we may assume, without loss of generality, that
2 is constant as well. 
In view of Definition 3.4 and the preceding discussion regarding the spaces H
λ and H
0 , we propose the following modification of Definition 3.3.
By a rather straightforward application Theorem 3.1 and Proposition 3.1, we obtain the following results for BSDEs with generators satisfying the uniform m-Lipschitz condition. The proofs of both results are almost immediate and thus they are omitted.
0 . Moreover, the process Y − U satisfies
Comparison Theorem: Multi-Dimensional Case
Our next goal, and in fact the main motivation for this work, is to extend Theorem 2.2 to BSDE (3.2) driven by a multi-dimensional martingale. It is worth noting that in [23, 32] , the authors established some versions of the comparison theorem for BSDEs with generators satisfying the quadratic growth condition. For this purpose, they needed to make some additional assumptions.
In the paper by Mocha and Westray [23] , the comparison theorem is proven using the θ-technique under the postulate that m, the terminal value η, and solution Y 1 and Y 2 have exponential moments of all orders (see Theorem 5.1 in [23] ). Tevzadze [32] examined the case when the terminal condition is bounded, and he focussed on bounded solutions Y complemented by BMO martingale component. He established the comparison theorem using the linearization technique under a certain integrability condition imposed on the process (mm
2) in Theorem 2 in [32] ). Let us remark that even if the generator is uniformly m-Lipschitzian, his result requires the trace Tr[(mm * ) −1 ] to be bounded, which is used the ensure the validity of condition (L.2) (see Remark on page 12 in [32] ). We will discuss this condition in more detail later on (see Assumption 4.1).
In our framework, when dealing with the BSDEs with a uniformly m-Lipschitzian generator, we do not need the boundedness of Tr[(mm * ) −1 ] since, by using the linearization technique, we can obtain comparison theorem under standard assumptions. The crucial difference is that in the proof of Theorem 3.3 we take the 'density process' q different to the one employed in [32] . 
and write δ Z h t := (δ Z1 h t , . . . , δ Z d h t ). We are now in a position to establish the following comparison theorem in which Assumption 4.1 is not postulated.
Theorem 3.3
We postulate that Assumption 3.1 holds with a G-progressively measurable process m and Assumptions 3.2-3.3 are valid. We consider the following two BSDEs, i = 1, 2,
Assume that:
and U 2 are G-progressively measurable processes such that the process
0 . Let us denote
. Also, let us write a = δ Y h 1 and b = δ Z h 1 . Noticing that h(t, y, m * t z) = h(t, y, z), we deduce that the pair (Y, Z) solves the following linear BSDE
Since assumption (i) implies that the generator h 1 satisfies the uniform m-Lipschitz condition (3.10) with a constant L 1 , it is clear that the function h 1 is uniformly Lipschitzian with the same constant and thus the processes a and b are bounded, specifically,
Let us write c := mm * and let us define the 'density process' q by the following expression
From equation (3.1), we have d M t = c t dQ t and thus
Recall that the increasing process Q is assumed to be bounded. Hence q is a strictly positive process and, from Novikov's criterion, the inequality
is valid. Moreover, an application of the Itô formula yields
and thus, by another application of the Itô formula, we obtain
where the last equality holds since m * t = (m t m * t )
λ and inequality (3.14) holds, the process M given by
is a local martingale. From Theorem 3.2, we also have that, for i = 1, 2,
and thus we may check that M is a uniformly integrable martingale (see the last part of the proof). Consequently, it is equal to the conditional expectation of its terminal value, which in turn implies that
Since we assumed that To complete the proof, it now remains to demonstrate that the local martingale M , which is given by (3.15) , is uniformly integrable. Let us first consider the term q t Y t . Since U is a decreasing process, we have that |U t | ≤ |U T | + |U 0 | and thus, since U T is assumed to belong to L 2 0 ,
Then, by combining (3.14) with (3.17), we obtain
where we also used (3.16) to establish the last inequality. Now let us consider the integral t 0 q u h u dQ u . Since the generators h 1 and h 2 satisfy the uniform m-Lipschitz condition, there exists some constant K, which may vary from line to line in the following discussion, such that the process
, we see that h ∈ H 2 0 . Therefore, using the boundedness of Q, we get
where the last inequality holds in view of (3.14) and the previously established property that h ∈ H 2 0 . Finally, we focus on the term t 0 q u dU u . From (3.14) and (3.17), we have
Consequently, from the definition of M , we obtain
which implies that M is a uniformly integrable martingale.
Remark 3.3 In the above proof, we needed to ensure that the stochastic integral 18) and thus also the process q, are well defined. From the monograph by Karatzas and Shreve [13] (see Chapter 3, Definition 2.9), we know that the stochastic integral (3.18) is well defined when the processes b and m are G-progressively measurable. For this reason, we require that the processes m, U i , as well as the process h i (·, y, z), for any fixed (y, z) ∈ R × R d , are G-progressively measurable. Furthermore, from [13] (Chapter 3, Remark 2.11), if Q t = t in (3.1), then the stochastic integral (3.18) is well defined, provided that the processes b and m are G-adapted (not necessarily G-progressively measurable). Therefore, when Q t = t, the adaptedness is sufficient. Let us mention that in our financial applications, we usually have Q t = t (see [1, 25, 26] ). In Section 5, we provide an example of a financial market model, in which we may take Q t = t.
BSDEs with a Lipschitzian Generator
It is fair to acknowledge that the concept of a (uniformly) m-Lipschitzian generator, although very convenient for the mathematical analysis of BSDE (3.2), can be seen as somewhat artificial from a more practical point of view. Indeed, typically a particular class of BSDEs arises in a natural way when solving problems within a given framework, so the shape of the BSDE and its generator is imposed by the problem at hand, rather than arbitrarily postulated. The goal of this section is to provide a link between BSDEs (3.2) with uniformly m-Lipschitzian generators and some classes of BSDEs arising in various applications to stochastic optimal control and financial mathematics. We will also make some pertinent comments on solvability of BSDEs given by (2.7).
BSDEs with a Uniformly Lipschitzian Generator
In the case of BSDEs driven by a Brownian motion, it is common to suppose that the generator is uniformly Lipschitzian, as we also postulated in the case of BSDEs driven by a one-dimensional martingale (see condition (2.3)). By contrast, most of existing studies of BSDEs driven by a multidimensional martingale hinge on the postulate that the generator satisfies some form of the mLipschitz condition. The latter choice seems to be motivated mainly by mathematical convenience.
Since our comparison theorem requires the generator to be uniformly m-Lipschitzian, the following natural question thus arises. Suppose that a generator h satisfies the uniform Lipschitz condition (2.3). Does this mean that h satisfies the uniform m-Lipschitz condition (3.10) as well? To answer this question, we need to take a closer look on the term m appearing in factorization (3.1). In the case of a general process m, the following assumption may be introduced. 
As shown in the next lemma, condition (4.1) is a convenient way of ensuring that the uniform mLipschitz condition (3.10) for a generator h holds. It is fair to acknowledge, however, that condition (4.1) has a shortcoming that it is not satisfied in a typical market model and thus its usefulness is somewhat limited in the context of problems arising in financial mathematics. 
, we conclude that (3.10) is valid.
It is clear that Assumption 4.1 implies that there exists a constant k m such that | || |m t | || | ≥ k m > 0 for all t ∈ [0, T ]. Then the random variable M T given by (3.1) is bounded, since the process Q was assumed to be bounded. Moreover, from above lemma, we know that under Assumption 4.1, all the results in Section 3 hold for BSDEs (3.2) with a uniformly Lipschitzian generator.
We argue that Assumption 4.1 would be also convenient when dealing with BSDE (2.7), which has the following form
with the generator
To the best of our knowledge, due to its complexity, the BSDE of this shape was not yet studied in detail in the existing literature. Under Assumptions 3.1 and 4.1, BSDE (4.2) may be represented as follows
where we make the assumption that the R
The following proposition shows that the classes of BSDEs (3.2) and (4.3) with uniformly Lipschitzian generators are essentially equivalent. Let us now consider the comparison theorem for BSDEs (4.3) . Suppose that the generator h d is uniformly Lipschitzian and, in addition, m, U are G-progressively measurable and h d (·, ·, y, z) is G-progressively measurable for every fixed (y, z) ∈ R × R d . Then one can establish a version of the comparison theorem for BSDEs (4.3) by either using Theorem 3.3 or directly from the results of Tevzadze [32] (in the latter case, by employing also the boundedness of M T ). In such case, the assumption that
e., should be replaced by
which seems to be cumbersome to verify. For the reasons explained above, we leave this task for a future study, and we henceforth focus on alternative assumptions on a generator that, as will be shown in Section 5, are satisfied by BSDEs arising in market models with funding costs.
BSDEs with a Uniformly X-Lipschitzian Generator
We stress that Assumption 4.1 covers the case when the process m in (3.1) is not explicitly known.
In a typical applications, we have more information about the shape of the generator h and perhaps also the process m. The motivation for the setup studied in this subsection comes from various applications of BSDEs in financial mathematics (see, e.g., the seminal paper by El Karoui et al. [8] ). To specify our setup, we start by defining the matrix-valued process X, which is given by
where the auxiliary processes X i , i = 1, 2, . . . , d are assumed to be G-adapted.
The auxiliary processes X i , i = 1, 2, . . . , d arise naturally in some applications, so there their choice is not arbitrary, but depends on a particular application at hand. In some instances, it may happen that X i = M i for all i but, typically, the processes X i and M i will be different, albeit they are usually closely related. For instance, the martingales M i , i = 1, 2, . . . , d and the auxiliary processes X i , i = 1, 2, . . . , d may be obtained from a predetermined family of some underlying processes either through integration or by solving stochastic differential equations driven by processes from this family. For an explicit illustration of the last statement, we refer to Section 5.
In this subsection, we postulate that the generator h can be represented as h(t, y, z) = g(t, y, X t z) for some function g :
Suppose that equation (3.1) holds for some R d×d -valued, G-adapted process m and the generator h(t, y, z) = g(t, y, X t z) where the function g satisfies the uniform Lipschitz condition. We are now going to address following natural question: under which assumptions about M, m and X, the generator h satisfies the (uniform) m-Lipschitz condition?
We first observe that to ensure that the generator h satisfies the m-Lipschitz condition, it suffices to postulate that a strictly positive lower bound for the norm | || |m| || | exists. However, to ensure that h satisfies the uniform m-Lipschitz condition, we still need to postulate, in addition, that the processes X i are bounded as well.
To sum up, if we postulate that the process | || |m| || | is bounded away from zero and the processes X i , i = 1, 2, . . . , d are bounded, then the generator h is both uniformly Lipschitzian and uniformly m-Lipschitzian. Obviously, the boundedness of the driving martingale is a very restrictive condition, since it is unlikely to be satisfied in most applications. Fortunately, in a typical application, one has more information about the driving martingales, which can be used to describe a suitable class of generators. This observation allows us to introduce Assumption 4.2 and to argue that the comparison theorem can still be applied, despite the fact that Assumption 4.1 fails to hold. In Assumption 4.2, we will employ the following standard definition of ellipticity. Definition 4.1 We say that an R d×d -valued process γ satisfies the ellipticity condition if there exists a constant Λ > 0 such that
For the justification of the next assumption in the context of financial models driven by a multidimensional Brownian motion, see Section 5. The following definition is natural when dealing with a generator h(t, y, z) = g(t, y, X t z).
Definition 4.2
We say that a generator h satisfies the uniform X-Lipschitz condition if there exists a constant L such that, for every y 1 , y 2 ∈ R and
Let us note that condition (4.7) is equivalent to the following condition: there exists a constant L 0 such that, for every y 1 , y 2 ∈ R and
It is worth emphasizing that this condition is frequently satisfied by generators of BSDEs are obtained by analyzing the dynamics of trading strategies (see, for instance, the generator f l given by (5.6)).
The next lemma shows that a combination of conditions (4.6) and (4.7) ensures that a generator is uniformly m-Lipschitzian. Proof. Assumption 4.2 yields, for every
By combining (4.7) and (4.9), we obtain Theorem 4.1 Assume that the generator h can be represented as h(t, y, z) = g(t, y, X t z) where the function g : Ω × [0, T ] × R × R d → R satisfies the uniform Lipschitz condition, so that there exists a constantL such that, for every y 1 , y 2 ∈ R and
Let the process h(·, 0, 0) belong to H 
0 . Moreover, the processes Y and U satisfy
Proof. (i) We first postulate that Assumption 4.1 holds and the process X i is bounded for every i = 1, 2, . . . , d. One can deduce that h satisfies the uniform m-Lipschitz condition with a constant L, which depends on the bounds for X i for i = 1, 2, . . . , d, as well as on the lower bound for | || |m| || |. Therefore, the statement is an immediate consequence of Theorem 3.2.
(ii) Since h(t, y, z) = g(t, y, X t z) where the function g satisfies the uniform Lipschitz condition, it is clear that h satisfies the uniform X-Lipschitz condition with L =L. From Assumption 4.2 and Lemma 4.2, we deduce that h satisfies the uniform m-Lipschitz condition L =L max 1, Λ −1/2 . Hence, once again, the assertion follows by an application of Theorem 3.2.
BSDEs in Market Models with Funding Costs
We will now demonstrate that the comparison theorem established in Section 3 can be applied to obtain lower and upper bounds on unilateral prices in a market model under funding costs. For the detailed analysis of issues related to the postulated trading mechanism, the no-arbitrage property of the market, and the pricing and hedging of a collateralized contract, the reader is referred to [1, 25, 26] . In this section, we will focus on the rôle of BSDEs in producing inequalities yielding the range of fair bilateral prices.
Risky Assets and Funding Accounts
Let us first recall the following setting of [1] for the market model. Throughout the paper, we fix a finite trading horizon date T > 0 for our model of the financial market. Let (Ω, G, G, P) be a filtered probability space satisfying the usual conditions of right-continuity and completeness, where the filtration G = (G t ) t∈[0,T ] models the flow of information available to all traders. For convenience, we assume that the initial σ-field G 0 is trivial. All processes introduced in what follows are implicitly assumed to be G-adapted and any semimartingale is assumed to be càdlàg.
For i = 1, 2, . . . , d, we denote by S i the ex-dividend price of the ith risky asset with the cumulative dividend stream A i . The risk-free lending (resp., borrowing) cash account B l (resp., B b ) is used for unsecured lending (resp., borrowing) of cash. We denote by B i,b funding account associated with the ith risky asset. The corresponding short-term interest rates r l , r b , r i,b are non-negative and bounded processes, the bounded processes B l and B r satisfy dB The following assumption corresponds to Assumptions 3.1 and 4.2 (see also Assumption 4.2 in [25] ). Note that here P l is a probability measure equivalent to P on (Ω, G T ).
Assumption 5.1 We postulate that: (i) the process S l,cld = ( S 1,l,cld , . . . , S d,l,cld ) * is a continuous, square-integrable, ( P l , G)-martingale and has the predictable representation property with respect to the filtration G under P l , (ii) there exists a G-adapted, bounded, increasing process Q such that the equality where a d-dimensional square matrix γ of G-adapted processes satisfies the ellipticity condition (4.6).
Remark 5.1 In the special case where the assets prices are assumed to be uncorrelated, the volatility matrix σ is diagonal with the entry σ ii denoted as σ i , so that the dynamics of the price process of the ith risky asset become dS 
BSDEs for Unilateral Prices under Funding Costs
We henceforth postulate that condition (5.2) holds with Q t = t. Recall from [1, 25] that the process A C := A + C + F C models all cash flows from a collateralized contract (A, C). In particular, the process F C , which represents the cumulative interest of margin account, depends on the adopted collateral convention (see Section 4 in [1] and, in particular, equation (2.12) in [25] ). For brevity, we write
We say that a contract (A, C) is admissible under P l if the process A C,l belongs to the space H Proof. It is clear that the function f l can be represented f l (t, y, z) = g l (t, y, S t z) where the function g l is uniformly Lipschitzian. Furthermore, f l satisfies (4.8) and thus, in view of condition (ii) in Assumption 5.1, it satisfies the uniform m-Lipschitz condition. Finally, it is obvious that f l (t, 0, 0) = 0 for all t ∈ [0, T ], so that trivially f l (·, 0, 0) ∈ H 2 0 . In view of the preceding discussion, we conclude that Theorem 4.1 can be used to establish the existence and uniqueness of a solution to BSDE (5.7).
Consequently, using the solution (Y h,l,x , Z h,l,x ), we can find the hedger's ex-dividend price P h (x, A, C) and the replicating strategy ϕ when the process A C,l represents the discounted cash flows of a collateralized financial contract (A, C) in a market model with funding costs introduced in Section 2.3 of [25] . For the detailed financial interpretation of each component of the replicating strategy ϕ, the interested reader is referred to Sections 2.2-2.3 in [25] .
The Range of Fair Unilateral Prices
We conclude this paper by showing that Theorem 3.3 is suitable for studying the bounds for fair or profitable prices (see Definitions 3.9 and 3.10 in [25] ) of the collateralized contract when the two parties have, possibly different, initial endowments x 1 and x 2 . For the sake of concreteness, we postulate here that the hedger and the counterparty have both non-negative initial endowments, which are denoted as x 1 and x 2 , respectively. For other possible situations, we refer to Propositions 5.2-5.4 in [25] .
