Global or regional land cover change on a decadal time scale can be studied at a high level of detail using the availability of remote sensing data such as that provided by Landsat. However, there are three main technical challenges in this goal. First, the generation of land cover maps without reference data is problematic (backdating). Second, it is important to maintain high accuracies in land cover change map products, requiring a reasonably rich legend within each map. Third, a high level of automation is necessary to aid the management of large volumes of data. This paper describes a robust methodology for processing time series of satellite data over large spatial areas. The methodology includes a retrospective analysis used for the generation of training and test data for historical periods lacking reference information. This methodology was developed in the context of research on global change in the Iberian Peninsula. In this study we selected two scenes covering geographic regions that are representative of the Iberian Peninsula. For each scene, we present the results of two classifications (1985-1989 and 2000-2004 quinquennia), each with a legend of 13 categories. An overall accuracy of over 92% was obtained for all 4 maps.
Introduction
The study of land cover change has become central to the study of global change, and land cover maps are some of the most widely used products in such studies. Land cover maps are also useful to land managers (planning, conservation, etc.) as well as for scientific research (landscape analysists, macroecologists, etc.). Vegetation and land cover dynamics have a key role in landscape structure; indeed, changes in the distribution of plant communities or human alteration of biotic and abiotic components are main drivers of landscape evolution (Cowen and Jensen 1998; Serra, Pons, and Sauri 1999; Pèlachs et al. 2009; Sexton et al. 2013b) . Furthermore, analysis of land cover changes allows researchers to understand the interactions between ecological and climatic systems (Bonan 2008; Herrera and Doblas-Miranda 2012; Xian, Homer, and Aldridge 2012; Beltrán et al. 2014) . A high level of detail (i.e. legend complexity and spatial resolution) is needed to improve understanding of landscape dynamics in global or regional change studies.
Ecosystem matrices and anthropogenic occupation models assume gradual dynamics over time and space. However, the Earth's surface is not homogeneously affected by climate anomalies (Parry 2007) , resulting in localized distribution patterns of indicators of change, so analyses need to be applied at a fine spatial resolution. There are some useful products available for global change studies: these include the Climate Change Initiative Land Cover dataset of the European Space Agency for the years 2000, 2005 and 2010 using the Medium Resolution Imaging Spectrometer (MERIS) instrument (Arino et al. 2007 ; Kirches et al. 2013) , and the Moderate Resolution Imaging Spectroradiometer (MODIS) Land Cover products whose temporal coverage is from 2001 to 2012 (Strahler et al. 1999; Friedl et al. 2010) . However, the drawback of these global dataset products is that they have a moderate spatial resolution (500 m in MODIS and 300 m in MERIS), and such large pixels do not permit a detailed understanding of land cover dynamics in small 'patches'. Higher spatial detail is needed to detect phenomena with a modest spatial dimension and identify intermediate categories within fluctuating changes in the landscape (Mucher et al. 2000) .
Not long ago, insufficient computational capabilities and low data availability made it difficult to carry out high-resolution studies of large areas. Nowadays, increased computing power and access to a large amount of detailed spatial data (Craglia et al. 2012 ) permit studies of large spatial areas using finer units of measurement. Using big data approaches, such as process parallelization and 64-bit processors, allows achievement of high-quality results within a reasonable amount of time.
The NASA-USGS Global Land Survey dataset (Gutman et al. 2013) , primarily comprising of Landsat images (30 m resolution) and available via open access to the science community and general public since 2008, is a very important resource for detailed mapping from 1972 to present. This dataset allows the study of global change at a relatively fine resolution for large areas, and has already facilitated a greater understanding of the complexity of landscape dynamics (Pons et al. 2014a) .
Global or regional land cover maps provide high-quality products, generated with human-aided mapping techniques (field surveys and/or photointerpretation) or with automated methodologies (remote sensing classification). Human-aided maps provide detailed land use legends, but updates or new mapping programs are constrained by high costs, and it is difficult to achieve normalization of methodologies used by individual photointerpreters. One example of human-aided mapping is Corine Land Cover, coordinated by the European Environment Agency. On the other hand, automated methodologies provide consistent and comprehensive overviews of the variables of interest, but the legends are quite broad and only distinguish a few types of vegetation or categories of agricultural or urban land uses. Along these lines, in studies of biodiversity by the European Environment Agency (2014), it was deduced that higher spectral resolution is much more important than improved spatial resolution.
Satellite imagery offers higher spectral and temporal resolution than aerial imagery, allowing better differentiation of vegetation types (Vogelmann et al. 1998; Moré et al. 2005) or types of anthropogenic land use such as crops (irrigated, rainfed, herbaceous, woody crops, etc.) or urbanized areas. Once the workflow has been set, satellite image classification can provide regional land cover and land cover change cartography products (Vogelmann et al. 2001; Gutman et al. 2013; Glanz et al. 2014) having sufficient detail to deal with most global change issues.
Several studies with high accuracy and relatively complex legends (e.g. Chen et al. (2015) , with 10 categories and Lu and Weng (2006) , with 5 categories) or large spatial representativeness (Hansen et al. 2013; Sexton et al. 2013a; Gaveau et al. 2014; Chen et al. 2015) have been carried out using satellite imagery. As discussed above, alternative data sources from sensors such as MODIS or MERIS have limited spatial resolution for the appreciation of certain change phenomena, and are also limited to relatively short time series (beginning in the year 2000) as compared to Landsat (http://landsathandbook.gsfc.nasa.gov/data_properties/prog_sect6_5.html). Moreover, although MODIS imagery has a 2-day orbital repeat, the Landsat satellite (16-day orbital repeat) can provide a better identification of more specific spatial patterns due to its higher pixel resolution. High temporal resolution is not as important as a high spatial resolution for finer change products in globalscale studies, whereas major vectors of change are identified in the 1-5-year range (Wulder et al. 2008) . With the Landsat datasets, phenological differences can be captured, and the spatial representation of landscape diversity is adequately represented.
The availability of land cover products based on Landsat imagery has increased over the last few decades. One such project is the National Land Cover Database for the United States (NLCD) which has developed intermediate-scale (30 m) land cover products for the years 1992 years , 2001 years , 2006 years and 2011 years (Vogelmann et al. 1998 years , 2001 Homer et al. 2004; Xian, Homer, and Fryc 2009; Jin et al. 2012 Jin et al. , 2013 . In this project, the approach to land cover classification was based on unsupervised classifiers for the initial NLCD 1992, and for later periods a decision tree classification method was implemented. Recently, a global land cover mapping at 30 m resolution for years 2000 and 2010 was presented in Chen et al. (2015) , which achieved an overall accuracy (OA) over 80% for a 10-category legend, and included the integration of several pixel classifiers, object-based identification, and integration with web-based reference data.
The NLCD began classifying the 1992 data using reference data available for that quinquennium, and the same methodology was followed for later quinquennia classifications. The 2001 NLCD has an OA of 85.3% for Level I (16-category legend, excluding classes found in Alaska), and regional accuracies (10 geographic regions) range from 79% to 91% (Wickham et al. 2010 ; http://www.mrlc.gov/ finddata.php). Accuracy of the 1992 NLCD was lower (http://landcover.usgs.gov/accuracy/index. php), and results for 2006 and 2011 have not been published yet. Therefore, there are cases in which OA does not allow the achievement of low error rates in change analysis, considering that in order to assess the accuracy resulting from overlapping two land cover maps (i.e. different quinquennia classifications), the overall accuracies of the two maps must be multiplied (Serra, Pons, and Saurí 2003) . For instance, if we overlap two maps from different dates with respective accuracies of 80% and 82%, the resulting land cover change map will have an accuracy of only 65.6% (0.80 × 0.82 = 65.6). This is why it is important to achieve accuracies over 90% in land cover classifications, permitting overall accuracies for land cover change products of over 80%.
These issues are especially relevant for an area such as the Iberian Peninsula which presents a case of high heterogeneity for the purposes of land cover classification due to its rugged relief (from 0 to 3478 m), spatial variability of climate, and its long and complex human history (García-Ruiz 1990; Tullot 2000; Gil-Olcina and Gómez-Mendoza 2001) . Moreover, the Iberian Peninsula (and the Mediterranean more generally) has had an intense land cover dynamics which have led to high fragmentation of the landscape. The region is also especially influenced by climate change dynamics (Parry 2007) . As said, our final purpose will be to analyze changes in recent decades in a detailed manner using high-accuracy land change maps.
Studying the land cover dynamics of the whole Iberian Peninsula requires a big data approach. Indeed, Landsat datasets provide a large number of spectral variables and derived indices for whole time series, while ancillary data, such as high-resolution digital elevation models (DEM) and climatic datasets, can also be used. Detailed training and test reference information is also needed. Processing such volumes of data and dimensionality increase the computational complexity of image classification, requiring maximum levels of automation applied to data preprocessing, to training data extraction, and algorithm parameterization.
Another issue which needs to be solved is the availability of training and test areas required for mapping historical periods (Townshend et al. 2012) , or in other words, for backdating. The most recent land cover classifications have typically used whatever reference information may be available from official institutions (orthophotos, thematic maps, spatial databases, etc.), and, in cases where reference data is lacking, information-gathering is complemented by field work. Nevertheless, classification for periods without reference data is much more difficult because training areas must be extracted from visual analysis of older aerial imagery (when available), a very time-consuming task, especially when studying large areas. Furthermore, reference information may be compiled from different sources or dates and hence developed using diverse methodologies, leading to inconsistencies in training and validation data (Townshend et al. 2012) as well as in comparisons between classifications.
In the context of the Digital Earth era (Craglia et al. 2012) , rigorous and extensive land cover information and the ability to deal with the temporal component will be key for designing future earth observation applications. Although land cover has usually been a key component of studies at local, regional and global scales, greater progress needs to be made with the temporal component, especially when backdating is necessary for understanding the dynamics and resilience of natural and socioeconomic systems. In this sense, obtaining reliable and coherent reference information for land cover time series is essential for the development of monitoring systems at all geographical scales. In particular, working at a fine level of spatial detail will increase the confidence of conclusions drawn from studies of land cover dynamics. This study addresses challenges which are inherent to understanding a dynamic planet, and promotes the capacities of the Digital Earth and Big Data to support sustainable development (Huadong 2016 ).
This paper describes methodologies which are designed to handle the problems related to data volume and backdating, developed within the context of a project to map land cover dynamics in the Iberian Peninsula over a period of decades. The workflow is implemented in a geographic information system (MiraMon) which has the required consistency and automation capabilities for such an endeavor.
Objectives
The main objective of this study is to lay the groundwork for the production of highly detailed and accurate (over 90% to guarantee adequate land cover change products) land cover maps of large areas (by using full frames of about 30,000 km 2 ). High detail and accuracy are made possible by the relatively high spatial resolution of the Landsat program, paired with commonly available ancillary data. The aim of the proposed method is to obtain a spatially continuous land cover product at five-year intervals (quinquennia) over an entire Landsat time series whenever possible, and that it results in relative richness of legend entries. One important issue of this work is the tradeoff between obtaining high accuracies and avoiding unclassified areas, since limiting the uncertainty of the classification leads to a less-classified area.
A second objective is reduce computational processing times by reducing the number of variables used, since better classification results can be obtained by employing intra-annual phenological information data, thereby including data from several dates.
A third objective is to test a simple method for semi-automatically refining the features of training data so that they can be used in the classification of other quinquennia (typically used for backdating).
Our proposal also aims to establish several standard configurations for when similar reference information is available, thereby offering a reproducible methodology. We consider that the parameterization techniques described in this paper will be of great interest to earth observation researchers in cases in which this condition of available reference information is met.
Using two of the most diverse Landsat full frames of the Iberian Peninsula, we show how our complete method produces a thorough radiography of land covers in the complex Iberian geographical area for the last decades.
Study area and data

Study area
Two study areas in Spain were used (Figure 1 ). Study area 1 is located in the northeast part of the Iberian Peninsula, and corresponds to path 199, row 31, of the Landsat Worldwide Reference System-2 (WRS-2) scenes (hereafter 199031 or northern scene). This scene comprises most of provinces of Huesca and Zaragoza, the western part of Lleida and Tarragona, and the north of Teruel, for a total of 30,848 km². Maximum altitude in this region is 2490 m at the Turbón massif in the Pyrenees. The central Ebro basin occupies a large part of the scene; this basin, with an altitudinal range of mainly between 100 and 300 m, contains the lowest altitudes, reaching a minimum of 30 m in the province of Tarragona near the Ebro delta. Study area 2 is located in the southeast part of the Iberian Peninsula, and corresponds to path 200, row 34 (hereafter 200034 or southern scene). This scene has a continental area of 29,259 km², and includes the province of Granada, almost all of Jaén, the western half of Almería, the eastern end of Málaga and the western end of Murcia. This scene has a more irregular topography and the altitude ranges from 0 m in coastal areas to 3478 m at the Mulhacén peak in the Sierra Nevada massif. These Landsat scenes comprise very large ambits of study. Also, they have been chosen because of their heterogeneity of altitudinal ranges (combining flat areas with very complex topography), diversity of biogeographical regions (including Alpine, Eurosiberian and Mediterranean areas) and land occupation patterns (a diversity of land uses including several types of crops and configurations of landownership such as small holdings or large plots).
Data
We applied the methodology in two quinquennia, 1985 -1989 -2004 . For the 2000 -2004 quinquennium we used the SIOSE (Land Occupation Information System of Spain) reference information. This dataset, produced in 2005, has the advantage that it is the first continuous, detailed government dataset available for all of Spain. This dataset provided a large number of training and test areas which could also be used in the land cover classification of the 1985-1989 quinquennium using the method explained in Section 4.7.
Following visual examination of the available Landsat imagery for the 1985-1989 and 2000-2004 periods, we selected a set of dates with relatively low cloud cover. In order to identify training and test areas containing useful reference data for several quinquennia (see Section 4.7), it was necessary to maintain equal or similar phenological patterns between quinquennia. A further selection of dates closer to the central years (1987 and 2002 for the first and second quinquennium, respectively) was made for the final set of images (Table 1) .
Each quinquennium is treated as a whole, and it is understood that the most suitable representation of seasonal phenological variation of natural vegetation and crops is found in the central year; when use of the central year is not possible due to cloud cover, it is assumed that its variation with neighboring years is small. Winter dates were discarded due to topographic shadows and strong phenological changes (i.e. deciduous vegetation). For each date, analysis included the spectro-temporal variables in addition to the following ancillary variables: altitude, slope, summer solar radiation (RAD), and the indices NDVI (Normalized Difference Vegetation Index), NDWI (Normalized Difference Water Index) and SAVI (Soil Adjusted Vegetation Index; see Section 3.3.4 for details). These auxiliary variables aid classification processes by providing common statistical patterns which can be also linked with thematic classes (Moré, Serra, and Pons 2006; Pons et al. 2014c ).
In total, 51 variables were included in the classification process for each scene: bands 2, 3, 4, 5 and 7 of Landsat Thematic Mapper (TM) and Enhanced Thematic Mapper Plus (ETM+) for each date, 18 indices, and 3 topo-climatic variables. Band 1 was excluded due to the high influence of atmospheric aerosols which can introduce statistical 'noise', and preliminary trials showed that this band did not contribute to classification accuracy. Thermal bands 6 and 9 were also excluded. Solar summer radiation was only considered because it was the most useful for classification among the seasonal solar radiation datasets. The variables of spectral indices, altitude and solar radiation were scaled between 0 and 100 so that their ranges would be similar to those of reflectance and slope. Figure 2 shows the methodological workflow of the study.
Pre-classification processing
Digital terrain models
A 30 m DEM was generated using 1:5000 map sheets containing light detection and ranging data from the Aerial Orthophotography National Plan 2010 (PNOA). The following variables were calculated from the 30 m DEM using MiraMon software (Pons 2006 ): . A solar illumination model generated using the Illum and Ombra MiraMon modules for each date. This parameter is required for radiometric correction and is related to illumination and topographic shadows for the specific day and hour when the image is captured (incident angles, self-shadows and cast-shadows). . A slope variable generated using the Pendent module which accounts for eight neighboring pixels. . A summer solar radiation variable generated using the InsolDia module which computes the total amount of incident solar radiation for each pixel at any given day of the year following the methodology of Pons and Ninyerola (2008) .
Geometric and radiometric correction
Satellite images had the LT1 geometric correction level based on control points and DEM data; these usually provide accuracies of about half a pixel (http://landsat.usgs.gov/Landsat_Processing_Details. php). The spatial reference system and projection was Universal Transverse Mercator WGS84.
Radiometric correction was applied to convert digital numbers to reflectance values following Pons et al. (2014b) using the MiraMon CorRad module. This tool integrates, among other parameters, pseudo-invariants areas (PIA) derived from MODIS reference values, an illumination model (cast-shadows and self-shadows), sun elevation, sensor calibration parameters, DEM, etc.
Snow, clouds and cloud-shadow masking
Snow cover masks were generated using the Normalized Difference Snow Index (NDSI; Hall, Riggs, and Salomonson 1995) , from which we obtained a threshold value to discriminate snow surfaces (Dozier 1989; Cea, Cristóbal, and Pons 2007) . We used a threshold of NDSI > 3 for our study areas. In addition, a 30 m buffer mask was applied to exclude pixels within that range in order to account for snow-covered pixels' spectral influence on their nearest neighbors. Cloud and cloud shadow masks were manually refined after a first automatic procedure (Zhu and Woodcock 2012; Zhu, Wang, and Woodcock 2015) .
Statistical inconsistencies resulting from anomalous sensor behavior were also manually masked.
Vegetation and moisture indices
Vegetation and moisture variables were calculated from the spectral bands. NDVI is the most widely used index for analysis of vegetation and crops (Kriegler et al. 1969; Baret and Guyot 1991; Serra and Pons 2013) , and in this study it was computed from bands 3 and 4. The SAVI index minimizes influence of the soil on reflectance, helping to dissociate spectral response of the soil from vegetation in discontinuous covers (Huete 1988; Baret and Guyot 1991; Serra and Pons 2013) ; in this study it was computed from bands 3 and 4, using a value of 0.5 for the L constant. Finally, the NDWI index, based on the NDWI₃ proposed by Ouma and Tateishi (2006) as (B5−B4)/(B5 + B4), was calculated. This index enhances the identification of water bodies such as lakes and reservoirs and results in a better delineation of the waterfront. source with full coverage of Spain and with well-defined disaggregated levels and land cover percentages inside each polygon. In this paper, the legend derived from the SIOSE nomenclature has 14 thematic classes ( Table 2) . Some of these thematic classes involve grouping two or more SIOSE simple covers (Table 3 ).
Source of training and test areas
Refinement of training and test areas
The main data fields in the SIOSE principal database include the SIOSE_CODE field and several COVER_FRACTION fields (Table 4 ). The SIOSE_CODE field contains a code whose nomenclature depicts the polygon composition in terms of land cover type, cover fraction and spatial distribution typology in composite covers; examples of SIOSE_CODE entries include association (A), regular mosaic (R), etc. The other fields contain the cover fraction for each single cover; this is entered as a percentage value for categories such as grasslands (PST), broadleaf evergreen trees (FDP), coniferous forests (CNF), shrublands (MTR), Bare soil (SDN), Broadleaf deciduous forests (FDC), etc. Some cover types are also included, for example, 'dehesa' (DHS). Using Structured Query Language (SQL) statements, the selection criteria for SIOSE polygons that became part of the initial reference data was established. Polygons with purer covers were first identified based on cover fraction, and we also preferentially selected polygons without mixing of certain covers (see Appendix for details). We randomly split the polygon set into two groups, a training set containing 70% of the polygons and a validation set with the remaining 30%. This process was performed separately for each category.
In a second stage, polygons obtained in the previous phase were filtered based on NDVI thresholds. We filtered polygons with broadleaf forests covers of 45-75% and coniferous forest covers below 90% in order to isolate the tree layer from shrubs, pastures, bare land, or any other type of cover inside the initial polygon. A similar procedure was used in the case of shrubland In SIOSE, woody crops have the same label, adding a suffix for rainfed (sc) and irrigated (rr).
and grassland polygons in order to remove bare soil pixels to the greatest extent possible. Also, we set an NDVI threshold for urban areas in order to avoid confounding between bare soils and areas with sparse vegetation. A threshold was set for water bodies in order to determine the purest water pixels in situations with seasonal changes in water levels at reservoirs and natural lakes. This approach attempts to minimize spectral heterogeneity within thematic categories (Toll 1984; Cushnie 1987; Chuvieco 1996) . Using map algebra, each training pixel is given the maximum value of the entire NDVI time series. For polygons with 45-75% of forest cover, pixels with values above the median were selected first, effectively retaining 50% of the pixel set corresponding to the highest values, since the highest NDVI values within each polygon are associated with forest layers (not shrubs, pastures or bare land). For polygons with coniferous forest covers below 90%, we selected pixels above the first quartile. For shrubland and grassland, values above the first quartile were selected in order to remove low values associated with bare soil. Finally, for water bodies and urban areas values below the median were selected. Next, we performed a manual check for appropriateness of selected thresholds by comparing selections with regional orthophotos (2005) at 1:5000 scale. This was done in sample group of 15% of total training areas, which were selected at random and were homogeneously distributed throughout the scene. Finally, broadleaf forests were assigned threshold value corresponding to the median plus one standard deviation, and in shrubland polygons an upper threshold (corresponding to the third quartile plus one average absolute deviation) was established due to the presence of a dense tree layer in several polygons. NDVI thresholds were: ≥0.63 for coniferous forests, ≥0.62 for broadleaf evergreen forests ( ≥0.56 southern scene), ≥0.70 for broadleaf deciduous forests, between 0.34 and 0.62 for shrublands, ≥0.25 for grassland, ≤0.17 for urban areas and ≤0.09 for water bodies. The shrublands range was established so that it would account for areas with scattered trees. The different thresholds for broadleaf evergreen forests of the northern and southern scenes were established because broadleaf evergreen forests in the southern scene have a less compact structure and are mixed with grasslands, shrublands and bare soils due to impacts from livestock. In Section 6 we show some examples of the influence of thresholds on classifications.
Obtaining multi-temporal training and test areas
Once training and test areas for the 2000-2004 quinquennium were filtered based on the established NDVI thresholds, we proceeded to a retrospective analysis. The objective of this analysis is to identify training and test pixels with an invariant statistical pattern for the 1985-1989 quinquennium. The knearest neighbor (kNN) classifier implemented in MiraMon software (Pons 2006 ) was used for this purpose. First, this algorithm calculates the Euclidean distance (in the data space) from each target pixel to each reference pixel (of training areas). Next it selects the kNNs (determined by the user), and finally each target pixel is classified to the modal category in those k pixels. In this process we only consider the reflectance variables. The pixels from the 1985-1989 period were the target pixels, clipped to the training and test areas obtained after the previous filtering process, whereas the pixels from 2000-2004 period were the reference pixels clipped to the same area. A value of 15 was established for the kNNs parameter based on a set of testbeds (in Section 6 we summarize the procedure that led to the determination of this value). After this process we kept pixels that remained unchanged (pertaining to the same category in 1985-1989 and 2000-2004 quinquennia) to be used as training and test data when running land cover classifications of the complete scenes in both quinquennia. The ratio between training and test pixels was maintained for all categories (imbalances did not exceed 3% compared to the original split). 
Classification approach
Our study used a hybrid classification method for land cover mapping. The workflow followed these steps:
(1) Collinearity analysis to reduce the number of correlated variables and processing times.
(2) Unsupervised classification to identify a large number of statistical classes having multivariate statistical meaning. (3) Supervised stage to assign statistical classes to thematic classes (land cover categories).
The same dataset of variables was used in a support vector machine (SVM) classifier (Hsu, Chang, and Lin 2003) implemented in Envi software. Results are shown in Section 6.
Two-block classification
In order to reduce processing time and statistical ranges, classifications were performed separately for crop areas (CRA) and natural and urban areas (NUA). Corresponding masks were generated from a kNN classification of whole scenes using training data (obtained as described in Section 4.7) grouped into two categories (CRA and NUA). The kNN classifier demands much more computing time than unsupervised classification. Nevertheless, using two categories or reducing the number of target pixels significantly reduces processing times.
In order to avoid misclassifications related to the urban areas category (13), NUA blocks were classified in a three-step procedure. In the first step, pixels classified as urban areas were overlapped with an urban mask obtained from the SIOSE database. This mask, extracted using SQL statements, depicts the maximum growth achieved in urban areas up to 2005. Thus, the overlay process restricts area classified as urban in the 1985-1989 quinquennium to the area where urban growth corridors have been developed (we dismiss the possibility of large urban areas that have been eliminated before 2005 and are located outside of this growth area). Also, this overlay discards urban pixels classified outside of the urban growth area for both quinquennia, avoiding commission errors related to the bare soils category (7) or areas with sparse vegetation (mostly occurring in the grasslands category). A second urban mask (UM2) is obtained from the common pixels in both layers, that is, the area of intersection between urban area classified in the first NUA block and the SIOSE urban mask. A second classification of the NUA block (NUA2) was performed on the area not covered by the second urban mask (UM2) including all categories except for urban areas. In the third step a mosaic of NUA2 and UM2 was created in order to obtain the definitive NUA block classification. Finally, a validation test including all categories was performed for the mosaic composed of the two blocks (definitive NUA block and CRA block).
As we will see in later sections, this complex procedure proved useful, taking into account that most of the workflow can be integrated in batch processes, achieving high levels of accuracy in relatively short processing times.
Collinearity analysis
In order to reduce data size and processing time, and also to determine the most useful variables for the classification process, we used correlation coefficients to quantify associations between pairs of variables. Variables which did not contribute to the success of classification were removed.
We consider that quinquennia have a similar collinearity structures because we assume that differences between quinquennia do not have sufficient spatial relevance, and also because the selected dates (or phenological pattern) between quinquennia are similar. Therefore, we took the 2000-2004 quinquennium as the reference; correlation coefficients were only calculated for this period and as a consequence the deleted variables were the same for both periods.
Several classifications were performed depending on the number of variables used. Results were analyzed in terms of OA, weighted overall accuracy (OA w , calculated according to the area of each category in each of the maps and considering pixels classified as NoData inside the test areas), averaged producer accuracy (APA), classified area (CA) and percentage of processing time (T). In the case of processing time, please note that 100% is in reference to the set of 51 variables.
Maintaining the goal of obtaining results of similar quality (based on accuracy indices and CA), a minimum was reached with a subset of 11 variables. The criteria for elimination of one of two highly correlated variables were as follows:
(1) Remove first band 2, then band 5, and then band 7; this is because band 2 has more atmospheric influence, bands 5 and 7 provide less information than the preserved bands 3 and 4, and because band 7 is less correlated with band 3. 
Hybrid classification: unsupervised phase
Unsupervised classification was performed using the IsoMM module of the MiraMon software (Pons 2006) , based on the classic IsoData classifier (Duda and Hart 1973) . This module allows the definition of thousands of clusters on mixed data type rasters (real, 2 byte integer, etc.) and also permits the classification of pixels having NoData values in some variables (for example, due to clouds on some dates). IsoMM begins by selecting initial centroids, systematically distributed in the statistical and geographic space, in order to cluster pixels that are close in the multidimensional data space (Pons 2006; Moré, Serra, and Pons 2006; Pons and Arcalís 2012) . Initial clusters are generated using Euclidean distance. The process continues by adjusting centroids at each iteration, based on the pixel values clustered in the previous iteration. A convergence threshold is established in order to limit the number of iterations, based on the maximum percentage of pixels that are allowed to change between two iterations, that is, percentage of unstable pixels remaining at each iteration. As a complementary criterion, the user can set the maximum number of iterations to be executed. In this study the convergence threshold was set to 2%, while the iterations limit was set to 35. The choice for iterations limit and convergence threshold was made after setting the number of iterations to 50 and a convergence threshold of 1% for the 2000-2004 quinquennium in the southern scene. During the iterative process the convergence threshold remained in the 2-3% range between iterations 31 and 50, so we decided to apply the same setting in all cases.
At this phase the two other key parameters are the minimum number of pixels in a cluster and the minimum similarity between statistical classes (relevant for merging two clusters into the same statistical class). The number of pixels in a cluster was set to 50 to ensure representativeness (a minimum of 4.5 ha per statistical class). With this choice, the objective was to attempt to isolate deviances in reflectance behavior due to particular contexts, since the spectral variability for any land cover in a heterogeneous landscape is influenced by different topo-climatic variables as well as human factors. This choice also eliminates noise-prone statistical classes. The minimum similarity between statistical classes was set to 1, ensuring a large number of spectral classes, since two classes must be very similar to each other (accepting average reflectance differences of less than 0.14%) for them to be merged into one. Finally, the parameter for tolerance of NoData values (the maximum number of bands with a NoData value allowed in a pixel in order to classify it using the remaining variables) was set to 32 according to the following criterion: a pixel can be classified using a minimum of 2 dates (5 bands per date plus indices) and the related auxiliary variables (DEM, solar radiation and slopes). This implies that classifying a pixel requires a minimum of 19 variables.
IsoMM and kNN can perform as parallelized processes, allowing the use of more than one thread in 32 and 64 bit computers. Processing time was reduced to less than one-fifth using the 64 bit parallelized version.
Hybrid classification: supervised phase
Using the MiraMon ClsMix tool, statistical classes are grouped by thematic classes (land use and land cover categories) using a set of training areas. Each thematic category is defined by a set of statistical classes which are associated because the user has indicated that these statistical classes constitute different 'facets' of the thematic class. A statistical class can be left unclassified if none of its pixels intersect geographically with training areas.
Fidelity and representativeness are the main setting parameters of ClsMix (Serra, Pons, and Saurí 2003; Moré, Serra, and Pons 2006; Pons 2006; Pons et al. 2014c ). We established a value of 40 for fidelity, which means that a statistical class belongs to a thematic class if at least 40% of its pixels are inside the training areas of that thematic class. We empirically determined this threshold since ClsMix is a very fast process and a massive testbed can be easily applied. Representativeness of a statistical class for a thematic class is the minimum proportion of the statistical class within the thematic class according to training areas; we set it to 0.001, thereby accepting even those statistical classes that represented a modest contribution to the thematic class. Some examples illustrating these parameterization decisions are shown in the following section.
Results and discussion
NDVI thresholds applied to the training areas allowed a better distinction between vegetation layers and other covers such as bare soil. Two examples for deciduous evergreen forest are shown in Figure 3 . Upper images correspond to a SIOSE polygon with 45% broadleaf evergreen forest cover, 40% shrubland cover, and 15% grassland cover. Using the NDVI thresholds, scattered trees are classified as shrubland, but we prefer to isolate dense forest layers due to the fact that when thresholds are not applied most of the shrublands are classified as broadleaf evergreen forest. Bottom images correspond to a SIOSE polygon with 55% broadleaf, 30% shrubland, 10% grassland and 5% bare soil. Although this example shows an overestimation of the shrubland layer, we still prefer a category defined as shrublands/scattered trees for later analysis of land cover change as opposed to accepting nearly 100% of the area as broadleaf evergreen forest.
In Figure 4 we can see the validity of this approach. In these examples, the SIOSE polygons have not been used as training areas, but land cover classification results are consistent with database covers: 45% broadleaf evergreen forest, 20% broadleaf deciduous forest, 15% grassland, 15% shrubland and 5% bare soil in upper images; 45% broadleaf evergreen forest, 30% coniferous forests, 15% shrubland, 5% grassland and 5% bare soil in bottom images.
After the filtering process using NDVI thresholds, training and test areas of coniferous forests, broadleaf evergreen forests, broadleaf deciduous forests, shrublands, grasslands, urban areas and water bodies were only composed of pixels within the set range ( Figure 5 ). Once the geometry and extent of these areas were adjusted, thematic assignment for statistical classes was also defined (Figure 6 ) using the ClsMix-assigned thematic categories describe above.
In order to assess the fidelity parameter, we built several testbeds evaluating OA, APA and CA for the 2000-2004 quinquennium in both scenes (Figure 7 ). After testing we decided to apply a threshold of 40% because this value resulted in maximum accuracy in most cases. The other parameter, representativeness, was set to 0.001% because, although this value may seem to be a modest representation of the whole scene, some clusters assigned to thematic categories using this threshold represented a considerable geographical area (e.g. 1155 ha for cluster 1696 in NUA bloc of the northern scene, or 1533 ha for cluster 2036).
After filtering with NDVI thresholds, the number of training and test pixels in the southern scene was 7,186,736 (20.5% of the scene area) and there were 3,899,873 in northern scene (11.4% of the scene area). Once the kNN classifier was run to identify common pixels (belonging to the same category) in both quinquennia, the set of remaining pixels (having an invariant statistical pattern) was reduced to 4,744,942 and 2,837,801 for the southern and northern scenes, respectively, or 13.5% and 8.3% of the scene areas, respectively.
For determination of the k value, we used a testbed composed of several kNN classifications, using values from 2 to 120, every k = 2 from 2 to 20 and every k = 5 from 20 to 120 (i.e. 29 kNN classifications). In this procedure we only used pixels from the 2000-2004 quinquennium clipped to the ambit of the training areas because this significantly reduced processing times of kNN. Differences in accuracy leading from the use of different k values were small; OA was always above 94%. For both scenes, average producer accuracy was 85-88% from k = 2 to k = 15 and progressively decreased with higher k values, reaching 75-80% for k values above 90. Although differences between k = 2 and k = 15 were very small, we decided to use k = 15, assuming that this would provide superior robustness for a large number of training pixels.
After exploring collinearity, classifications with different subsets of variables were performed for the 2000-2004 period. In order to select the optimum dataset for each classification, we identified the inflexion point at which accuracy indexes (OA, APA and OA w ) and CA clearly decreased (Figure 8 ). For NUA blocs that point was identified around subdatasets 31 and 33 (removing 20 and 18 variables, respectively). For CRA blocs, only the southern scene (200034) showed a more apparent downtrend from subdataset 41. The tendencies in the CRA bloc of northern scene (199031) were more stable than the other cases, so we decided to select subdataset 33 due to the fact it had the highest APA value. Note that OA w , which accounts for NoData pixels in test areas, is highly related with percentage of CA. When making these decisions, we also took into consideration that when more variables are removed, a pixel with NoData values in any of its variables is less likely to be classified using the remaining variables according to the NoData threshold of the IsoMM module.
Collinearity analysis enables us to formulate some general criteria for reducing variable number, to be applied in later classifications for other scenes of the Iberian Peninsula. The results show that band 2, band 7 and SAVI index can be removed for NUA blocks; also, it is possible to remove dates between 1 July and 15 August in time series containing more than one date within that range. However, these criteria could not be broadly applied for CRA blocks. Therefore, in the northern scene, the same variables removed in NUA blocks have been removed in CRA blocks, with the exception that all summer dates have been kept. Only 10 variables were removed in the southern scene because some categories were especially sensitive to variable removal (e.g. irrigated woody crops). In CRA blocks, SAVI index was the only variable removed at all dates. Accuracy in crop classification for the southern scene is more affected when a large number of variables are removed, possibly due to more complex phenological changes. The most meaningful variables were bands 3, 4 and 5, NDVI, NDWI2 indexes, and topo-climatic indexes. Band 7 remained in almost all dates for CRA blocs.
Classifications of two blocks (NUA and CRA) were produced by generating statistical classes (unsupervised classification stage) beginning in each scene with 32,767 initial centroids systematically distributed every 1100 meters in the geographic space. The number of statistical classes obtained in the unsupervised classification is shown in Table 5 .
Once the supervised classification was finished, more than 90% of the total area was classified in southern scene and more than 94% in northern scene. Classifications by blocks had an OA of around 95% or higher (see Appendix for details). Before applying the urban mask procedure, producer accuracy in the bare soil category in the northern scene was 72.2% and 70.5% for the 1985-1989 Figure 7 . APA, OA and CA based on the fidelity parameter.
and 2000-2004 periods, respectively, and in the southern scene accuracies were 79.9% and 84.45% in each period, respectively. After this step, producer accuracies in this category in the northern scene were 83% and 84.3% for 1985-1989 and 2000-2004 periods, respectively, and in the southern scene 86.1% and 90.9% for each period, respectively.
A final map for each scene and quinquennium was created through a mosaic of the two blocks incorporating all categories. Then, a validation test was performed using confusion matrices (Tables 6-9); overall accuracies were greater than 92% in all four final maps. A second weighted overall accuracy (OA w2 ) was calculated considering only those pixels classified in thematic categories, and this accuracy was over 95% in all cases.
The dataset of 51 variables was used to run a SVM classifier for the 2000-2004 quinquennium in both scenes. In this case, all variables were included in order to let the machine learning algorithm to determine the importance of each variable using the same training data. The SVM achieved the best results using a third degree polynomial function, although the differences between other polynomial and linear functions were very small. For the southern scene (200034) OA was 96.7% and OA w2 was 97.1%, while for northern scene OA was 96.7% and OA w2 was 98.5%. It can be seen that accuracies of the Hybrid classifier and the SVM classifier are very similar, and they are also very similar visually Notes: OE = omission error, CE = commission error, PA = producer's accuracy, UA = user's accuracy, K = Kappa statistics. The shaded values are number of correctly classified pixels in the test areas. Notes: OE = omission error, CE = commission error, PA = producer's accuracy, UA = user's accuracy, K = Kappa statistics. The shaded values are number of correctly classified pixels in the test areas. Notes: OE = omission error, CE = commission error, PA = producer's accuracy, UA = user's accuracy, K = Kappa statistics. The shaded values are number of correctly classified pixels in the test areas. Notes: OE = omission error, CE = commission error, PA = producer's accuracy, UA = user's accuracy, K = Kappa statistics. The shaded values are number of correctly classified pixels in the test areas.
( Figures 9 and 10) ; nevertheless, pixels with NoData values in any of the variables could not be classified using this particular SVM classifier, making the Hybrid classifier product the preferred choice (see the large unclassified areas in Figures 9 and 10 for the SVM classifier, obtained using typical SVM parameters). Misclassifications, such as the commission errors related to bare soils and urban categories (i.e. without overlapping with urban mask) were also found in SVM land cover classifications ( Figure 9 ): producer accuracies in bare soil categories were 73.2% in the southern scene and 63.5% in the northern scene. In addition to OA, it is prudent to analyze the errors for each thematic category since there are certain categories that deserve special attention. These cases are identified by high omission error (i.e. for a given category, the percentage of pixels in test areas which have been classified in a different category on the map) or high commission error (i.e. for a given category the percentage of pixels on the map which incorrectly appears in one or more test areas). These error types assess the producer's accuracy (omission errors) and the user's accuracy (commission errors) (Pons and Arcalís 2012; Olofsson et al. 2013; Sexton et al. 2013b) .
Broadleaf evergreen forest (4) had an omission error of 12.2-19.1% and commission error of 16.0-22.6%. For the northern scene, the broadleaf deciduous forest (3) and coniferous forest (2) are the main categories contributing to the errors. This is to some degree expected since mixed forests have a large extension throughout the northern part of the scene. Pyrenean foothills represent a transition area between Mediterranean and Atlantic influences, and this is reflected in confounding of forest categories. There could also be some photointerpretation error in SIOSE polygons since it is difficult to separate textures of the three cover types in contexts of high mixture, and determination of precise percentages and cover limits would require exhaustive fieldwork. In the southern scene, Figure 9 . Comparison of results of the hybrid (using the urban mask procedure) and SVM classifiers in the southern scene. In the SVM classification, the black circle indicates the area where the commission errors related to bare soils and urban categories occurs. White areas correspond to pixels left unclassified. Figure 10 . Comparison of results of the hybrid (using the urban mask procedure) and SVM classifier in the northern scene. White areas correspond to pixels left unclassified.
broadleaf deciduous forests (3) have a much lower inference on the classification of broadleaf evergreen forest (4) due to a low environmental suitability at these latitudes. Instead, in the southern scene shrublands (5) and rainfed woody crops (12) are responsible for a notable proportion of total error.
We also found occurrence of (somewhat expected) omission errors confounding grasslands (6) with shrublands (5) and vice versa. This can be explained by ecological succession processes (abandoned crop areas, tree line region, areas of expansion of forest plantations, etc.) and coexistence of both categories due to climacic conditions. For these categories we found most notable commission errors (42.5-63.4% in the southern scene and 19.1-31.7% in the northern scene). In the southern scene, the commission error was associated with the rainfed woody crops category (12). These errors have been analyzed by photointerpretation (1984-1985 and 2004 orthophotos) , and we found that most of plots were either smallholdings or plots surrounded by hedgerows, both considered to be part of the traditional cultural landscape (fine-grained landscape); such features have a very compartmentalized structure and lower accessibility than bigger plots, and are also characterized by crops located at heterogeneous relief contexts. In light of the above, we assume that the natural vegetation signal has greater intensity in situations of ecological succession after land abandonment, or in areas with large hedgerows surrounding small plots. On the other hand, in the northern scene rainfed herbaceous crops (10) had more commission error in the grasslands (6) and shrublands (5) categories, especially in the 2000-2004 quinquennium (Table 9 ). This may be related to fallow periods of rainfed herbaceous crops or due to some differences between the moment of image acquisition and the updating of the SIOSE 2005 database.
Omission errors in the bare soil category (7) have higher percentages in the northern scene due to confounding with rainfed herbaceous crops (12). This may be due to the spectral influence of soil, which is much more intense in these crops during the fallow period or after harvest, and can cause commission errors. However, the greatest error percentages (up to 91.1%) are commissions with the rainfed woody crops category (12) in the southern scene (Tables 6 and 7 ). This is a foreseeable effect due to a greater distance between treetops in large plots or in young-growth crops (as ascertained through visual examination of the orthophoto), which increases the soil spectral response. Nevertheless, these commission errors had little influence on OA since rainfed woody crops represent a very large area compared to areas where the commission error occurs.
In the northern scene, rice crops (13) had an omission error of 14.8-18.8% because there are irrigated herbaceous crops (9) with a traditional flood irrigation system, and the spectral response of both categories is similar. Rainfed woody crops (12) had a 21.7% omission error in the 1985-1989 quinquennium and 32.2% for 2000-2004 , owing to confounding with rainfed herbaceous crops (10). By intersecting test areas and the classified map (thus obtaining a common area between the two map layers) we were able to spatially isolate this error. After making a second layer based on intersection with SIOSE 2005, it was found that 15% of the common area was grapevine, 46% was non-citrus fruit rainfed crops, and the remaining was rainfed olive crops. After photointerpretation analysis using 2005 orthophotos of the two latter crop types (grouped into the rainfed woody crops category) in areas where confusion occurred, it was observed that the width between treetops may have increased the spectral response of herbaceous vegetation, so this may have been the source of error.
Finally, a 39.9-44.7% omission error was found in irrigated woody crops (11) in the southern scene. In this case, confounding occurs with rainfed woody crops (12) and almost exclusively affects the olive crops. As previously mentioned, these errors may be due to a time lag between Landsat imagery and SIOSE database development. Nevertheless, we must take into account that, according to the Andalusian Government (Junta de Andalucía 2002), a plot is defined as irrigated in cadastral information 'when the whole olive yard is irrigated or if it is any subplot'. Therefore, due to the fact that SIOSE uses cadastral information to define agricultural plots (http://www.siose.es/web/ guest/metodologia-de-produccion), some polygons defined as irrigated may contain rainfed areas, even in a large proportion and, consequently, these differences are not really 'errors'. Figures 11 and 12 show the final land cover maps. 
Conclusions
Classification of multi-temporal Landsat TM and ETM+ satellite imagery with high spatial and spectral resolution allowed mapping of land cover in two large and complex areas with very high levels of accuracy. In this study, this was also accomplished with the production of a very rich legend, demonstrating that the technique is complementary to traditional procedures of manual photointerpretation at the regional scale, and leads to the generation of a sizable number of objective land cover categories. Especially when the chosen regions are very diverse, our method can be very useful for future projects analyzing land cover change because it is capable of comparing land cover changes in diverse regions, such as the Iberian Peninsula, with global or broad regional approaches.
A detailed database such as SIOSE 2005 allows training of the classifier and also informs the user about the quality of the output map after a filtering process. In this study, we considered it necessary to sieve this reference data because most of the records in the original database had a high disaggregation, making it difficult to configure a more simple legend.
The provision of reasonably pure training data for large areas of the Iberian Peninsula allowed the analysis of its temporal variability. In order to classify periods with no reference information, the kNN classifier was used to identify invariant pixels over the different quinquennia, solving the particular problem of lacking this reference information.
Backdating process identifies invariant pixels in both periods, which means that pure or nearly pure pixels are used for validation. Accuracy values may be distorted in areas where landscape structure is highly heterogeneous, but if the main goal of a land cover change analysis is to identify the main vectors of change, we believe that our land cover maps are suitable products.
Filtering processes and backdating for training areas can be reproducible methodologies for other areas of the world where detailed, up to date databases are available from national or international institutions. Although this caliber of digital information may not be available for many areas of the world, our procedure could be used after a manual process for obtaining training areas (through visual interpretation of aerial imagery of only one of the dates) to give these training areas greater coherence.
Computer processing of such a large volume of data requires appropriate techniques, and the nonparametric approach involving a Hybrid classifier (IsoMM + ClsMix) provides results in relatively short processing times. High levels of accuracy can be achieved with decision-making flexibility after conveniently discarding some of the original variables, permitting high accuracy and conservation of a large proportion of the CA. Results of the hybrid and SVM classifiers showed very slight differences, but we still prefer to use the Hybrid classifier because it is less of a 'black box' model in terms of its parameterization. Also, in the hybrid approach, the IsoMM + ClsMix classifier allows fast and direct classification of pixels with NoData values. Collinearity analysis allowed a reduction of the number of variables used; this improved performance and will also help improve workflows in future classifications because they can be performed with fewer variables.
All of the described steps using the IsoMM + ClsMix model or a similar Hybrid classifier are reproducible for the entire area of Spain, and can also be reproduced in other areas with a homogeneous distribution of reliable training areas. Although several gigabytes must be processed for each quinquennium and scene, our approach will be useful once integrated into the larger project associated with our study, whose aim is to obtain land cover and land cover change products for the entire Iberian Peninsula. Note: OE = omission error, CE = commission error, PA = producer's accuracy, UA = user's accuracy. Note: OE = omission error, CE = commission error, PA = producer's accuracy, UA = user's accuracy. Note: OE = omission error, CE = commission error, PA = producer's accuracy, UA = user's accuracy. Note: OE = omission error, CE = commission error, PA = producer's accuracy, UA = user's accuracy.
