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We describe a new metric for sequence comparison that emphasizes global similarity over se- 
quential matching at the local level. It has the advantage over the Levenshtein metric that strings 
of lengths n and m can be compared in time proportional to n +m instead of nm. Various 
mathematical properties of the metric are established. 
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introduction 
The art of sequence comparison is the art of finding similarities between strings 
of characters drawn from a finite alphabet, especially when these strings may have 
different lengths. The current state of this art is described in detail in [7], wherein 
numerous imilarity metrics on strings are analyzed, all of which are based on the 
minimum edit distance proposed by Levenshtein and others. In its basic form, this 
metric defines the distance between two strings to be the minimum number of inser- 
tions, deletions and substitutions of single characters necessary to create one string 
from the other. As stated in [7], this metric is one of local similarity in which the 
matches between strings are highly dependent on their relative positions in the 
string. Thus if X, y and z are long strings and a is a single letter, then x~yz matches 
very well with xyz, but zxy usually matches very poorly with xyz. 
In many applications this is not desirable. For example, in comparing two text 
files to see whether one may have been created from the other, the files xyz and zxy 
may be considered very similar, since one can be obtained from the other by a single 
block move operation, common in most text editors. Similarly, the strings xyz and 
ucy may simply be two different linear representations of the same piece of circular 
DNA, obtained by cutting the strand in two different places [3]. 
* The authors gratefully acknowledge the support of NSF grants IST-8317918 and MCS-8305245. 
0166-218’X/88/$3.50 @ 1988, Elsevier Science Publishers B.V. (North-Holland) 
E92 A. Ehrenfaccht, 0. Haussler 
There zlfe two solutions to this problem that have been explored. One solution is 
to modify the Levenshtein metric so that it ‘charges’ less for long consecutive se- 
quences of insertions or deletions. However, the most general metric obtained in this 
way leads to an 0(n3) algorithm for computing the distance between two strings of 
length n, which is highly impractical in most situations [7]. The other solution is to 
divide the matching into two phases. The first phase tries (by any means) to find 
large pieces of one string that match pieces of the other. In this way a rough sketch 
of the block-moves that may have lead from one string to the other is created. In 
the second phase, matches between fragments can be further analyzed using the 
Levenshtein metric. 
Various methods for implementing the first phase of this second solution have 
been devised [4], [9], [3]. What is lacking is an appropriate metric that identifies 
pairs of strings that are good candidates for this type of global, block-move related 
similarity. In this paper we propose such a metric and analyze its mathematical prop- 
erties. 
The idea of our metric is very simple. We determine the minimal number of oc- 
curences of letters in each string such that if these letters are simply ‘crossed out’$ 
the remaining substrings (i.e., blocks of letters between consecutive occurences of 
crossed out letters) are all also substrings of the other string. The total minimum 
number of crossed out letters is not itself a metric, but a metric is easily obtained 
from this by adding one and taking the log. Another possibility is to add une to the 
number of letters crossed out in each individual word, then multiply these numbers 
and take the log. The later metric is the one we explore in detail. 
Perhaps the primary advantage of this metric is th,, *+ it can be calculated in time 
proportional to the sum of the lengths of the strings being compared, instead of 
their product, which is the time needed to evaluate the Levenshtein metric.’ This 
linear time is achieved by building an auxiliary data structure that allows rapid iden- 
tification of the substrings of a string [6], [2]. 
1. The metric 
The string metrics we propose are based on counting the number of occurrences 
of letters in one string that need to be eliminated so that the remaining subwords 
of the string, between the eliminS~_ -+edletters, are all also subwords of the second 
string. The remaining subwords of the first :;ring can be thought of as the results 
of ‘block moves’ of the type described in 191. 
efinition. Let 2 be a finite alphabet and C* denote the set of all words over Z’, 
including the empty word A. Given a nonempty word x= ar*.=~~ in Z*, where Qi ~2 
’ A slight improvement over this quadratic time is given in (5). 
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for i, 1. sir n, x has n places, denoted by the numbers from 1 to n. The ith letter 
of K is the letter at place i. A marking of x is a (possibly empty) subset M of t 
places of x. The set {ai: i E M} is called the set of M-marked letters fx. These are 
called simply marked Ietters when M is clear from the context. A subword of x is 
either the empty word, or a word z = aiai+ 1l aj for some i, J such that 1 zz irjl n. 
For any y EC*, we say that M makes x compatible with y if any subword of x that 
does not contain any M-marked letters is also a subword of y. 
It is clear that to test compatibility, it suffices to verify only that the subwords 
of x between adjacent marked letters are each subwords of y. 
Example. Let x= cbaabdcb and y = abcba. Let M = { 3,6) be a marking of x. Omit- 
ting marked letters, x= cb_ab_cb, and since ab and cb are subwords of y, it is 
clear that this marking makes x compatible with y. 
Definition. For x,y~P, diff(Ky) is the minimal number of places in any marking 
of x that makes x compatible with y. 
In the above example, it is clear that the marking chosen is minimal, and hence 
diff(qy) = 2. This is not the only such minimal marking: {4,6} would do equally 
well. In order to analyze the complexity of determining diff(%y), we consider the 
following canonical ma:kings. These are analogous to the canoni :a1 coverings of 
PI . 
Definition. For %y E 25’ *, M/(&y) is the unique marking S of x such that x= 
Xi -@Q -xLIrnPYA , a) XiEC*, Irisk and miEC, 1=&k+ 1, where the mi are the 
S-marked letters of X, Xi is a subword of y, 15 is k+ 1 9 but XiHi is not a subword 
of y, I S~S k. M,(x,y) is defined in the bame manner, except hat we demand that 
miXi+ 1 is not a subword of y, 1 s&k. In either case, when x is a subword of y, the 
definition holds vacuously with k = 0. In this case S= 0. 
Continuing with the above example, M,(x,y) = {4,6} and M,(x,y) = { 3,6}, our 
original marking. It is clear from the definition that the markings c&Y~ and 
M,(x,y) always make x compatible with y. In fact, they are always among the 
minimal markings that do this, and thus we have the following: 
1.1. For any x,y~C*, IM,(x,y)l =diif(x,y)= iM&y)l. 
We show that IM~(x,y)~ =diff(x,y). The other case is symmetric. 
=xlml  xkmkxk+ 1, where the I?Zi’S and Xi’s are as given in the above definition of 
Ml(x,y). Let M be any marking of x that makes x co 
the marked letters must include one letter fro 
194 A. Ehrenfmcht, I). Haussler 
would leave unmarked at least one subword of x that is not a subword of y. Hence 
the k places of M&y) form a minimal marking that makes x compatible with 
Y- @ 
The marking M&y) can be computed by scanning the letters of x from left to 
right until a prefix of x is found that is not a subword of y. At this point, we mark 
the last letter of this prefix and repeat his process on the remaining suffm of x, until 
all of the letters of x have been exhausted. M&y) can be computed in a similar 
manner, scanning from right to left. This gives a simple algorithm to compute 
diff(%y). 
This algorithm will also be very fast, provided that we have a fast algorithm to 
determine the longest prefix of x that is a subword of y. Such an algorithm can be 
easily defined using a suffix tree [6] or RAWG [2] for the text y. These are auxiliary 
data structures that can be built in linear time for any text y, and guarantee an 
answer to queries of the above type in optimal time, i.e., in time proportional to 
the length of the longest prefix found. Thus, with the aid of either of these data 
structures, diff(Gy) can be computed in time 0(1x1 + lyl), which is optimal. Similar 
observations are made in 191, although a different notion of diff is used here. 
It is readily verified that diff is not symmetric, for example for any word w, 
diff(w, A) = I WI but diff(d, w) =O. Neither does diff satisfy the triangle inequality. 
However, we can make a metric from diff quite easily. 
Definition. For any sync*, let 
d&u) = log((diff(&y) + l)(diff(y,x) + I)). 
Here log(n) denotes logz(n). 
To show that d&y) is a metric, we use the following: 
Lemma 11.2. For any %y,z~C*, 
diff(x, 2)s diff(&y)diff(y, z) + diff(sy) + diff(y, 2). 
Froof. Let us assume that diff(qy) = k. ket ~=X~rnr---XkPnk.~k+ 1 where Xi iS a sub- 
word of y, 1 s is k+ 1 and miE Z’, 1 s is k. Let diff(y, z) = 1. Since the q’s are sub- 
words of y, by marking at most I letters in each Xi, we can make all Xi’s compatible 
with z. These marked places, combined with marked places for each mi, will 
clearly suffice to make x compatible with z. Since this results in at most (k + 1)1+ k
marked places in all, it follows that 
cliff(w) s (k+ I)l+k = kl+I+k 
= diff(~y)diff(y, z) + diff(sy) + diff(y, z). 0. 
A e jirnction d is a metric on 2. 
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roof. It is clear that d is symmetric. Furthermore, d(x, y) = 0 if and only if cliff@, y) 
and diff(y,x) are both zeros which happens if and only if x is a subword of y and 
y is a subword of X, i.e., if and only if x=y. To show that the triangle inequality 
is satisfied, we must show that 
Hence, it suffices to show diff(x, Z) + 1 s (diff(x,y) + l)(diff(y, 2) + 1) for any my, 2. 
But this follows directly from the above lemma. cl 
The function d’(x,y) = log(diff(sy) + diff(y,x) + 1) is another metric that can be 
defined from diff. The triangle inequality for this metric is verified using Lemma 
1.2 as well. Let k=diff(x,y), r=diff(y,z), k’=diff(y,x) and l’=diff(by). Then 
d’(q Z) = log(diff(x, z) + diff(z, x) + 1) 
siog(kl+k+I+k’l’+k’+I’+l) 
s iog((k+ k’+ l)(I+I’+ 1)) 
= d’(x, y) + d’(y, z)* 
Since this function has properties imilar to d, we will restrict our attention to the 
original function d in what follows. 
Examples. (i) d(A,x) = log( 1x1+ 1) for any word x. 
(ii) For a& and n<m, 
d(an,am)=log( l-$] +I). 
(iii) d(abba, a) = log(3); d(baab, a) = 2. 
This last example seems paradoxical t first. The difference in distances i due to 
the dual purpose that marking plays in the process of making one word compatible 
with another: it can be used both to eliminate single unwanted letters, and to break 
up unwanted strings of letters. 
Theorem 1,4. Let Z be a fixed finite alphabet. Then d(G y) cam be computed in time 
0(1x1 + Iyi) for any strings sync*. 
Proof. This can be accomplished by using the DAWGs for x and y to calculate 
diff(x, y) and diff(y, x) as described above. Cl 
2. Properties of the metric d 
espite the apparently rough estimales given by using emma la2 in the proof 
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of Theorem 1.3 to verify the triangle inequality for d, there are extreme cases of ‘co- 
linear’ sets of points with respect to d, i.e., ,~csy, z such that d(s 2) = d&y) + d(y, 2). 
le. Let x= QI, y = ab and z = abcabcabcab. Then d&y) = log(1 + 1) = 1, 
d(y,z)=log(3+1)=2 and d(sz)=log(7+1)=3. Thus sy and z are co-linear. 
In fact we have the following sfionger result. 
Proposition 2.1. For every pair of distinct words uo, u1 there exist words ~2, ~3, l 
and u+ u-2, l a l such that the metric d restricted to WL~, u-1, UO, ~1, uz..* is iso- 
metric (to within a fixed scaling factor) to the integers under the usual metric. 
Proof. Assume d(up ul ) = log(m). For each i> 1 let ai be a new letter, not occurring 
in any uj, j<i, and let ui=(Ui_ rai)m-lui_ 1. Similarly, for each i< 0 let bi be a new 
letter not occurring in any Uj, j> i, and let Ui = (Ui+ 1bi)“- ‘ui+ 1. We claim that 
d(uP u,) = log(m)1 r - sl for any distinct r, s E H, which establishes the proposition. 
First consider the case when r>s>O. Here we have u,= uScluSc~=-c,uS where Cj 
is a letter not occuring in us for all j, 1 s jl n, and n = mrBS - 1. Hence diff(u,, u,) = 
0 and diff(u, u,) = mfSs - 1. Thus d(u,,us)=log(l~mf-S)=log(m))r-s). A similar 
argument establishes the claim for rcss0. For the final case, consider r, s such that 
SSO and rz 1. Here u,=ulclulc~-•cnul where Cj is a letter not occurring in u. or 
ul for all j, lrjln, and n=mrW1- 1. us = uodl uod2*-*dluo where dj is a letter not 
occurring in u. or ul for all j, 1 s jll, and I= rn-‘- 1. Thus 
diff(tr,, u,) = (mmS - 1) + mWs diff(uo, ul ), 
where the first term comes from marking the letters dlS . . . , d, and the second term 
comes from marking the individual copies of u. so that they are compatible with 
u, . Similarly, 
diff(u, us) = (m’- ’ - 1) + mr’- 1 diff(ur, uo). 
Hence, 
d(u,, us) = log((m-‘+ mWs diff(uo, u, ))(m’- ’ + m’- ’ diff(ul, 01~))) 
= log(mr-s- 1 (diff(uo, ul ) + l)(diff(u,, uo) + 1)) 
= log(mr-s-l l m) = log(m’-s) = log(m) 1r - sl 
(since s is negative). Cl 
(One open problem is the following: Does the above proposition hold if we 
restrict ourselves to words over a fixed finite alphabet?) 
The distance function d is a discrete metric, only taking values that are log(n) for 
a natural number nl: 1. Thus, in particular, any two distinct words have distance 
at least 1. This limits the granularity with which the metric d can measure differences 
between words. e can think of pairs of words that are distance 1 apart as represen- 
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ting a ‘before and after’ snapshot of an elementary edit operation with respect 
the metric d. We briefly exam the structure of these pairs. 
to 
2.2. Assume qy&* such that 1x1 s Iyl. Then d&y) = 1 if and only if 
x is a proper subword of y (i.e., x is a subword of y and x#y) and there exist sub- 
wnrdq xi and ~2 EC* of X, and a EC such that y = xl MC~. . . _I -L 
Proof. The condition given ensures that 
d&y) = log((diff(y,x) + l)(diff(x, y) + 1)) = log(( 1+ I)(0 + 1)) = 1. 
Now suppose d&y) = 1 for arbitrary words sy with 1x1~ 1yl . Then we must have 
diff(Gy) = 0 and diff(y,x) = 1 as in the above equation, which implies that x is a pro- 
per subword of y and y can be made compatible with x by marking only one letter. 
This shows that the condition is necessary. 0 
A trivial case of an elementary edit operation occurs when y =xaz or y = 2~ for 
some subword z of X. Non-trivial cases are possible when y extends aperiod of x. 
For example, if x = abaab and y = baabaabaa, then d&y) = 1, but y #xaz or 2~ for 
any a& and subword z of x. 
Let us say that y interpolates between x and z if d&y) and d(y, z) are both strictly 
less than d&z). Since 11 is the smallest distance between pairs of distinct words, no 
word y can interpolate between a pair of words x and z of distance 1 apart. 
However, as demonstrated in the following theorem, when d(s z) > 1 we can Gways 
find an interpolating word. 
Theorem 2.3. For x, z E C*, if d(s z) = r> 1, then there exists yE C* such that d&y), 
d(y, z) g r. 
Proof. C&e 1: x is not a subword of z and vice versa. Let y =xz. We will show that 
d(qy)cr, d(y,z)<r follows by a similar argument. Assume diff(x,z) = k and 
diff(Gx) = 1. By our assumptions, k I > 0. Now diff(x,xz) = 0 and diff(xz, x) = I+ 1 9 
since only I marks are needed to make z compatible with x, and one additional mark 
suffices to cover subwords of xz that span the boundary between x and z. Thus 
d(q x2) s log(l + 2) c log((l + O)(k + 1)) = r, since kz 1. 
case 2: x is a subword of 2. Let ~=qrn~--~~rn~Z~+ 1 where the mi are the marked 
letters of M&x). By Lemma 1.1, r = log@ + 1). Since r> 1, kz 2. Since x is a sub- 
word of z but zimi is not a subword of x for any i, 15 is k, either x is a subword 
of Zi for some i, 1 s is k + 1 or x = $miz;+ b for some i, 15 is k, where z; is a (pro- 
per) suffix of zi and J$+ 1 is a prefix of zj+ 1 . Let y=zimiZi+l if ilk, y=zkmkzk+I 
otherwise. 
y our choice of y, it is clear that x is a subwor 
d(x,y) = I< r. Similarly, y is a subword of z. Furthermore, by marking ~11 the letters 
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of z in M&.x) except he mi that occurs in y, we can make z compatible with y. 
IIence diff(z,y) c k, which implies that d(y9 2) c log@ + 1) = r. Cl 
Since d is a discrete metric, by repeated application of the above theorem we can 
find for any distinct words x and z a sequence of words separated by elementary 
edit operations that leads from x to 2. This leads to the following. 
Definition. A path P from x to y is a sequence of words P= x1,. a. ,xk such that 
x1 =x, xk=y and for all i, 1 rick, d(xi,xi+l)= 1. The length of P is k- 1. The 
path P is monotone if d(xi+ lr y) s d(Xi, y) for all i, 15 i< k. 
Example. Let x = abc and y = adc. Then abc, ab, a, ad, adc is a path from x to ye 
Another path is abc, abca, gbcadc, cadc, adc. This is the pat% generated by suc- 
cessive applications of Theorem 2.3. Notice that in both cases, the second word of 
the path is actually farther from the goal word y than was the original word x 
(distance log(d) as opposed to 2). It is easily verified that this is true of any path 
from x toy. ThJS we cannot always find a monotone path from a word x to a wordy. 
Example. Let x = il and y = aI- an, where each ai is distinct letter. Then there is a 
trivial monotone path from x to y: P=l, al, a1a2, ...Oal-an. However, the length 
of P is n, which is exponential in the distance from x to y, which is log@ + 1). It 
is easily verified that P is the shortest path from x to y, so this shows that shortest 
path length gives a mc;ric that can give exponentially longer distances than d. 
(Examples on a fixed size alphabet are also possible.) 
This second example has the consequence that we cannot improve the interpola- 
tion theorem (Theorem 2.3) such that the distances between x and y and between 
y and z are always less than some fixed fraction of the distance between x and z. 
ProposiUion 2.4. There does not exist cwc 1 such that for any words x and z, 
d(x, 2) > 1, there exists a word y such that d(x, y), d(y, z) c ard(x, 2). 
Proof. Suppose to the contrary that there exists uch an CT. We claim that this im- 
plies that there is a fixed polynomial p(r) such that for any words x and 2 with 
d&y) s r there is a path of length at most p(r) from x to z. This is in contradiction 
to the above example in which it is shown that the shortest path from d to al-a, 
(for distinct letters a 1, . . . , a,) is exponential in the distance from il to al--a,. 
To establish the claim, we show that it suffices to take p(r) 2 rW2’Y A path of 
this length is constructed by a straightforward ivide-and-conquer st ategy: Start 
with the initial ‘path’ consisting of a single jump of length r from x to 2. Whiie the 
path still has individual steps of distance greater than one, divide each of these steps 
into two steps, each of size at most a times ihe size of the original step. After 
-log r/log Cal! iterations this procedure must terminate, since at this point each step 
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is no greater than r~-lfX r/log a = yP_lOg a/log a - - 1. At this point the path length is at 
most 2-tW rAog a= r- *‘loga. This establishes the claim. •J 
Some further properties of d are given in the following. 
Proposition 2.5. (i) d(xlxz,yIyz)=d(xl,yl) + d(x2,y2) + 2. 
(ii) If both x and y contain occurrences of all letters in C and h is a homomor- 
phism on C*, then d@(x), h(y)) <d(x, y) + 2. 
Proof. (i) Let k= diff(xr,y,), k’=diff(y,,xi), /=diff(x,, y,), and /‘=diff(y2,x2). It 
is clear that diff(xlxz,ylyz) = k+ I+ II, since it requires only k marks to make xl 
compatible with yl, I marks to make x2 compatible with y2, and thus will re- 
quire at most one additional mark to make xix2 compatible with y1 y2. Similarly, 
diff(y1y2,x1x2) 5 k’+ I’+ 1. Hence, 
d(xIx2,yIy2) s log(k+ I+- 23 -i- log(k’+ I’+ 2). 
Using the fact that log(x+y)r log(x) + log(y) + 1 for any qy= 1, this implies that 
d(xIx2,y,y2) s log(k+ I) + log(l+ 1) + 1 = d(xl,yl) +d(x2,y2) + 2. 
(ii) Let k= diff(qy) and k’=diff(y,x). Since only k marks are required to make 
x compatible with y, to make h(x) compatible with h(y) will require at most 2k 
marks. This is because it suffices to mark the first and last letters in the image (under 
h) of each marked letter of x. The remaining subwords of h(x) will all be either im- 
ages of subwords that also occur in y (and hence subwords of h(y)) or subwords 
of the images of single letters (and hence subwords of h(y) as well, by the assump- 
tion that all the letters that occur in x also occur in y). Thus, 
d@(x), h(y)) s log((2k+ 1)(2k’+ 1)) 
< log(4(k+ l)(k’+ 1)) = d(x,y)+2. El 
Finally, v.e note that it is relatively easy to show that isometric transformations 
of the metric space defined on C* by d into itself are obtained by letter permutation 
and reversal of strings. In fact these are the on!v isometric transformations of this 
space into itself. Given any metric space, if you divide it module a group of iso- 
metries you again have a metric space. Thus it is possible to use d to define various 
notions of ‘structural distance’ between classes of words that are equivalent under 
letter permutation or reversal. 
3. The ex 
Given words x and y at distance r from each other, and words t4 an 
distance s, how should we measure the difference between these two distances? Nor- 
mally we would take the ratio of r and ss but in tbis case, since we are using a log- 
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based distance function, it is more natural to consider the absolute value of the dif- 
ference between r and s instead. 
In measuring the similarity of two words, we would like to go one step further 
and measure the difference between the observed istance and the expected distance 
between words of that length. In order to define expected istance, we assume a 
Markcv model for the generation of random strings (see, e.g., [l]). For ease of 
presentation, we restrict ourselves to a fixed finite al xed first-arder 
Markov model for the remainder of this section. 
Definition. For each 0; 6 f A’, P(a) denotes the o priori probability of the letter o oc- 
curring and P(b/a) denotes the probability of b occurring given that the previous 
letter is a. Let 4z,fz~~.* be a random sequence generated according to these pro- 
babilities. For XC*, a(x) denotes the expected value of the smallest i such that 
u,.*-Q~ is not a subword of x (over the space of all sequences Q~Q~==. as above). 
Using this underlying Markov process, we can define an expected istance be- 
tween words. 
flnition. For sync*, diff&y)= Ix~/cv(~). 
d,(x, Y) = log((diff& y) + l)(diff,( y, X) + 1)). 
diff, estimates the number of marks that will be required to make x compatible 
with y using the canonical decomposition A#,(x,y), under the assumption that x is 
a ‘typical’ word generated by the underlying Markov process. Under this assump- 
tion, without actually computing M&y) by iteratively finding maximal prefixes of 
x that are subwords of y, we can estimate how many iterations will be necessary by 
calculating 1x1/a(y). The actual structure of x is ignored. In all but the first itera- 
tion, we are ignoring the effect of ‘restarting’ without aking into account he last 
marked letter as a seed for the Markov generation of the remainder of the string 
X, but we can expect he error due to this simplification to be small on the average, 
at least for large words. 
When combining diff& y) and dit ;,(y,x) to form d&y), both the structure of 
x and the structure of y are taken into account, albeit separately. Even though the 
structure of x is never directly compared with that of y, it can nevertheless beshown 
that d&y) is very close to being a metric on C*. 
efinitioa. The class of pseudometrics s obtained from the class of metrics by drop- 
ping the requirement that d&x) = 0 for all X. 
. Let S be Q set of pairs of real numbers uch that 0 =x1 and 1 s 
x2 Sxl + 1 for any (xl, x2) E S, Thept he function 
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is QP pseudometric oa S. 
f. Since d(xry)=O only if x=y=(Q 1) 
etify the triangle ineq 
nts of S. Let r&y) de 
inequality reduces to showi 
out the right hand side gives 
d is obviously symmetric, we n 
since y2sy1 + 1. Since the first term of this latter quantity is r(& z) and the iatter 
term is positive (because z2z I), the result follows. D 
Theorem 3.2. d, is a pseudometric on C*. 
Proof. This follows directly from the above lemma because I sate 1x1+ 1 for 
any XEC* and any P. 0 
The problem of computing d&y) clearly reduces to the problem of computing 
diff&y) for arbitrary strings x and y, which in turn reduces to the problem of 
computing a(x) for arbitrary X. For a fiied underlying Markov model, this can be 
done easily using the DAWG for x [2] and takes time only linear in the length of 
x. We sketch the main ideas. 
The DAWG D, for x is a directed acyclic graph with a distinguished start node 
edges labeled by letters of Z’. All edges leading out of a node are labeled with 
distinct letters and all edges leading into a node are labeled with the same letter. By 
a path in I)* we mean a (possibly empty) sequence of edges beginning at the start 
node and leading to any node of D,. Under this definition, there is a one-to-one 
correspondence b tween paths in the DAWN for x and subwords of X: the sequence 
of labels along each path in D, form a subword of x and each subword of x is the 
sequence of labels of a unique path in DX. 
Since DX is acyclic and the outgoing edges from each node in D, arc uniquely 
labeled with letters from C, an arbitrary infinite word y - =I‘ 72*.. with aj E Z, i= 1, 
traces a path in D, that eventually ‘falls off’ & in the sense th a node is reached 
that h&s no outgoing edge labeled with the next letter Qi of y. hen this happens, 
al==eai is the smallest prefix of y that is not a subword of X. The value a(~) is the 
expecicd X&T G{ the length of al.*mai for y randon$ treat 
underlying arkov model, i.e., the expected piace at which y 
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underlying Markov model, this value can be calculated in a breadth-first traversal 
of IT),. We outline how this is done. 
With each node N in D, we associate three values: 
bN = Pr(y leads to node N), 
PN = Pr(y falls off D, at N), 
&?N =expected length of a path to node NO 
More specifically, bN is the probability that a random infinite word y, generated 
according to the underlying Markov model, has a prefix that traces a path to the 
node IV; & is the probability that y leads to N as above and then falls off Dx on 
the next letter; 6?N is the expected length of thn..prefix of y that leads to N, given 
that y has such a prefix. If N is the start node, then clearly bN = 1, &?N =0 and p)N 
can be calculated by summing the prior probabilities of all letters not appearing on 
outgoing edges of N. Now assume that the values bNi and eNi have been calculated 
for each predecessor Ni of N, 1 s is k. Since for any Ni, all edges coming into Ni 
are labeled the same, we can use the conditional probabilities of the Markov model 
to calculate the probability ti of each transition from Ni to N. (If Ni is the start 
node we use the prior probability of the label of the edge.) Then 
k 
C (‘Ni + 1 )bNi 
bN = i bNiti and eN= i4 . 
i= 1 bN 
Finally, PN can be calculated as bN times the probability that the next letter ‘falls 
off’ at N, which is easily calculated from the conditional probabilities of the 
Markov model, again since all edges coming into N are labeled with the same letter. 
In this manner, all the numbers associated with the nodes of Dx can be calculated 
in one breadth-first traversal of Dx. Given these numbers, the desired value of CT(X) 
is simply 
~0 = c PN@N+~ 
NisanodeofD, 
This value is easily calculated in the course of the original breadth-first traversal. 
Since the size of the DAWG is linear in the length of x, the cost of this traversal 
is linear in the length of X. 
Thus by using the DAWG, the total time to calculate d,(lC,y) is proportional to 
n + m, where aa is the length of x and m is the length of y. For a single distance com- 
putation, this is not any faster than calculating the ‘real’ distance d(x;y). However, 
if we have to calculate the distances between each pair of words in a large set of 
words S, c.g., for some clustering application, then the expected istances de(sy), 
x,ye S, can be calculated quicker than the distances d&y). This is because when 
calculating all the expected istances we need only calculate a(x) for each X’E S, and 
the rest is a constant ime operation for each pair of words in S. 
we have the following. 
ore precisely, 
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roposition 4.3. Leb S be a finite set of words and let n be the average length of 
a word in S. Then computing d,(x, y) for all x, y E S takes time O(n ISI + IS 1’). 
whereas computing d(x, y) for all x, YE S by the algorithm from Section 1 is 
O(nlS12). El 
It should also be noted that the accuracy in the calculation of d&y) depends 
only on the number of digits in length of X, y, a(x) and a(y). In calculating d&y) 
you can simply truncate these numbers to get any d&red accuracy. 
At present, very little experimentation with d&y) and d&y) has been done. 
One interesting question is, for example, how is the actual distance between English 
texts related to the expected istance? 
Conclusions 
We have defined several new metrics for the comparison of strings and explored 
some of their mathematical properties. These metrics have potential applications in 
file management, in the calculation of differences and the creation of version trees 
among sets of files, as well as in Biology, in the creation of genealogy trees based 
on DNA and protein sequences. ,4notber arc? of potential application is in author- 
ship testing. Before many of these applications can be realized, further work also 
needs to be done on the problem of constructing convenient representations of 
‘alignments’ or ‘matchings’ derived from these metrics that graphically display the 
correspondence between substrings that go into the distance calculations. Some 
work along these lines is described in [3]. 
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