Abstract. Here we study theoretically and compare experimentally an efficient method for solving systems of algebraic equations A α u h = f h , 0 < α < 1, where A is an N × N matrix coming from the discretization of a fractional diffusion operator. More specifically, we focus on matrices obtained from finite difference or finite element approximation of second order elliptic problems in R d , d = 1, 2, 3. The proposed methods are based on the best uniform rational approximation
1. Introduction 1.1. Spectral fractional powers of elliptic operators. In this paper we consider the following second order elliptic equation with homogeneous Dirichlet data: (1) −∇ · (a(x)∇v(x)) = f (x), for x ∈ Ω, v(x) = 0, for x ∈ ∂Ω.
Here Ω is a bounded domain in R d , d ≥ 1, and we assume that 0 < a 0 ≤ a(x) for x ∈ Ω. The fractional powers of the elliptic operator associated with the problem (1) are defined in terms of the weak form of (1), namely, v(x) is the unique function in V = H 1 0 (Ω) satisfying (2) a(v, θ) = (f, θ) for all θ ∈ V. For f ∈ L 2 (Ω) := X, (2) defines a solution operator T f := v. Following [13] , we define an unbounded operator A on X as follows. The operator A with domain
is defined by Av = g for v ∈ D(A) where g ∈ X with T g = v. This is well defined as T is injective. Thus, the focus of our work in this paper is numerical approximation and algorithm development for the equation: ( 
3)
A α u = f with a solution u = A −α f.
Here A −α = T α for α > 0 is defined by Dunford-Taylor integrals which can be transformed when α ∈ (0, 1), to the Balakrishnan integral, e.g. [3] : for f ∈ X,
This definition is sometimes referred to as the spectral definition of fractional powers. One can also use an equivalent definition through the expansion with respect to the eigenfunctions of A, e.g. [15, 2] . We note that there are also problems on bounded domains involving fractional powers, for example, those related to Lévy diffusion [2, 16] . These problems involve the restriction of non-local operators defined on R d applied to bounded domain functions extended, e.g., by 0, outside of Ω. However, in this paper, we focus on the spectral definition (4) and the corresponding approximations by the finite element or finite difference methods. An operator L is positivity preserving if Lf ≥ 0 when f ≥ 0. We note that by the maximum principle, (µI + A) −1 is a positivity preserving operator for µ ≥ 0 and the formula (4) shows that A −α is also. In many applications, it is important that the discrete approximations share this property.
1.2. Some semi-discrete schemes. We study approximations to u = A −α f defined in terms of finite difference or finite element approximation of the operator T . We shall use the following convention regarding the approximate solutions by these two methods. The finite element solution is a function in V h , an N -dimensional space of continuous piece-wise linear functions over a partition T h of the domain. Such functions will be denoted by u h , v h , etc. Also we shall denote by A, I, etc operators acting on the elements u h , θ h , etc in the finite dimensional space of functions V h . When a nodal basis of the finite element space is introduced, then the vectors coefficients in this basis are denoted u h , v h , etc. Under this convention operator equations in V h such as Au h = f h will be written as a system of linear algebraic equations A u h = f h in R N .
In the finite difference case, discrete solutions are vectors in R N and are also denoted u h , v h , etc. Then the corresponding counterparts of operators action on these vectors are denoted by A, I, etc. The finite difference approximation. In this case the approximation u h ∈ R N of u is given by ( 
5)
A α u h = I h f := f h , or equivalently u h = A −α f h , where A is an N × N symmetric and positive definite matrix coming from a finite difference approximation to the differential operator appearing in (1) , u h is the vector in R N of the approximate solution at the interior N grid points, and I h f := f h ∈ R N denotes the vector of the values of the data f at the grid points. Examples of such matrices are given in Subsection 3.1.
The finite element approximation. The approximation in the finite element case is defined in terms of a conforming finite dimensional space V h ⊂ V of piece-wise linear functions over a quasi-uniform partition T h of Ω into triangles. Note that the construction (4) of negative fractional powers carries over to the finite dimensional case, replacing V and X by V h with a(·, ·) and (·, ·) unchanged. The discrete operator A is defined to be the inverse of T h : V h → V h with T h g h := v h where v h ∈ V h is the unique solution to (6) a(v h , θ h ) = (g h , θ h ), for all θ h ∈ V h .
The finite element approximation u h ∈ V h of u is then given by
where π h denotes the L 2 (Ω) projection into V h . In this case, N denotes the dimension of the space V h and equals the number of (interior) degrees of freedom. The operator A in the finite element case is a map of V h into V h so that Av h := g h , where g h ∈ V h is the unique solution to
Let {φ j } denote the standard "nodal" basis of V h . In terms of this basis
In the terminology of the finite element method, M and S are the mass (consistent mass) and stiffness matrices, respectively. Obviously, if θ = Aη and θ, η ∈ R N are the coefficient vectors corresponding to θ, η ∈ V h , then θ = A η. Now, for the coefficient vector f h corresponding to f h = π h f we have f h = M −1 F , where F is the vector with entries
for j = 1, 2, . . . , N.
Then using vector notation so that u h is the coefficient vector representing the solution u h through the nodal basis, we can write the finite element approximation of (1) in the form of system
Consequently, the finite element approximation of the sub-diffusion problem (7) becomes
The lumped mass finite element approximation. We shall also introduce the finite element method with "mass lumping" for two reasons. First, it leads to positivity preserving fully discrete methods (see, Section 2.4). Second, it is well known that on uniform meshes lumped mass schemes for linear elements are equivalent to the simplest finite difference approximations. This will be used to study the convergence of the finite difference method for solving the problem (3), an outstanding issue in this area. We introduce the lumped mass (discrete) inner product (·, ·) h on V h in following way (see, e.g. [21, pp. 239-242] 
Here P 1 , . . . , P d+1 are the vertexes of the d-simplex τ and |τ | is its d-dimensional measure. The matrix M h is called lumped mass matrix. Simply, the "lumped mass" inner product is defined by replacing the integrals determining the finite element mass matrix by local quadrature approximation, specifically, the quadrature defined by summing values at the vertices of a triangle weighted by the area of the triangle.
In this case, we define A by Av h := g h where g h ∈ V h is the unique solution to
Here M h is the lumped mass matrix which is diagonal with positive entries. We also replace π h by I h so that the lumped mass semi-discrete approximation is given by
Here F is the coefficient vector in the representation of the function I h f with respect to the nodal basis in V h . We shall call u h in (5) and u h in (7) and (15) semi-discrete approximations of u.
1.3.
Fully discrete schemes based on the best uniform rational approximation. We note that the fractional powers of a symmetric and positive definite matrix are well defined by matrix diagonalization so in the finite difference case, we can write
with Ξ an orthogonal matrix and Λ a diagonal matrix with diagonal entries, Λ ii = λ i where 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ N are the eigenvalues of A. In this case,
Of course, Λ −α is just the diagonal matrix with diagonal entries λ −α i , i = 1, 2, . . . , N . The direct computation of u h involves the computation of the eigenvalues and eigenvectors of the matrix A. Such computation using this factorization is, generally, quite expensive, except for a very narrow class of equations with constant coefficients on rectangular domains. Similar techniques can be employed in both the standard mass and mass lumped finite element cases, but requires expansion in a basis of eigenvectors satisfying generalized eigenvector problems involving the matrices M, M h and S and, again, direct computation is quite expensive.
Here we will introduce approximations of u h = A −α f h by employing best rational approximations (BURA) to t γ on [0, 1] with γ > 0. Specifically, we consider BURA along the diagonal of the Walsh table and take R k to be the set of rational functions of the form P k (t)/Q k (t) with P k (t) and Q k (t) polynomials of degree k and Q k (0) = 1. The best rational approximation (BURA) of t γ is the rational function r γ,k ∈ R k satisfying (16) r γ,k (t) := argmin
Denoting the error by
, we apply Theorem 1 of [19] to claim that there is a constant C γ > 0, independent of k, such that
Thus, the BURA error converges exponentially to zero as k becomes large.
Rescaling and the semi-discrete approximation. We rescale the equations (5), (7) and (15):
where λ 1 denotes the smallest eigenvalue of A in (5), (7) and (14), respectively. The scaling by λ 1 maps the eigenvalues of λ 1 A −1 to the interval (0, 1].
Now we introduce the fully discrete approximations: w h ∈ V h of the finite element approximation u h ∈ V h and w h ∈ R N of the finite difference approximation u h ∈ R N by (19) w
Here A and f h are as in (7) or (15) and A and f h are as in (5) .
In Section 2, we study the error of these fully discrete solutions. For the finite element case we obtain the error estimate
with · denoting the norm in L 2 (Ω). In the finite difference case, we have
where the norm · 2 denotes the Euclidean norm in R N . We note that the schemes of [10] are closely related to our scheme. These were given for the finite difference case by writing
Their approximation becomes
The main disadvantage of this method compared to ours is that λ N grows on the order of h −2 min with h min denoting the minimal distance between mesh points so the factor of λ p−α N deteriorates the convergence rate. This is especially harmful when local mesh refinement is used. In contrast, λ 1 is related to the constant in the Poincaré inequality and remains bounded away from zero independently of the mesh parameter so the appearance of λ −α 1 in our method is harmless.
Existing solution methods for fractional powers of SPD matrices. In the finite difference case, u h is expressed though a fractional power of a symmetric and positive definite matrix and our work could be considered as a particular case of the class of stable computations of the matrix square root and other functions of matrices, see, e.g. [8, 12, 14] . However, the goal of this paper is to develop efficient methods for solving systems of algebraic equations (5) that utilize efficient methods for solving the system A u h = f h .
Our approach is in the area of rational approximations of the spectral fractional Laplacian discussed in the works [1, 4, 5] . In these works the numerical algorithm results in a rational approximation of the equality A α f where A is an elliptic operator. Our algorithm is based on the best uniform rational approximation and in principle should be at least as good as any of these methods. In fact, our comparisons show that in many cases the proposed method performs significantly better.
Positivity preserving schemes. In the finite difference case, if f (x) ≥ 0 for x ∈ Ω then the vector u h defined by (5) has non-negative entries. The issue of positivity preservation of approximate solution of problems involving the spectral fractional Laplacian by finite difference method was first discussed and established for the BURA scheme (22) in [11] . We will show that the solution w h of (19) has non-negative entries as well.
However, in the finite element case, we will show that u h (x) can have negative values even when f is non-negative, i.e. the consistent finite element approximation may loose non-negativity of the solution. Instead, we shall use schemes obtained by mass lumping discussed in Subsection 1.2. Note that in (7) we also replace π h by the interpolant I h : C 0 (Ω) → V h . This leads to a semi-discrete solution
and its BURA approximation (fully discrete approximation)
with A defined by (14) . In this case, w h is non-negative when f is non-negative and most of the approximation properties of u h are still preserved (see, Theorem 4.2).
1.4.
Organization of the paper and our contributions. Section 2 examines the implementation of (19) for both, the finite element (7) and finite difference approximations (5), and also proves the estimates (20) and (21) for their error. Here we also consider the lumped mass method and discuss the non-negativity of the solution produced by non-negative data. In Section 3 we give several matrices obtained by finite difference method and perform some extensive computations on a number of test problems in one and two spatial dimensions. We compare the accuracy of the proposed in this paper new method, called P-BURA, with the BURA method (22) of [10] and with the method of Bonito and Pasciak, [5] , on two 2-dimensional model problems with smooth (Table 3 ) and non-smooth right hand sides ( Table 2) . Further in Section 3 we study the efficiency of the method on some non-uniform meshes refined locally in order to capture the interior layers of the solution. The results are reported in Tables 4 and 5 . Section 4 focuses on the finite element approximations. In Theorem 4.2 we provide error estimates for u − u h both in the consistent mass finite element method (cf. [5] ) and the case of mass lumping. As a consequence, in Corollary 4.3 we establish an error bound for the finite difference approximation of boundary value problem for the spectral fractional elliptic equation. To best of our knowledge, error bounds for the approximations of the spectral fractional Laplacian by finite differences is not available.
2. Implementation and basic estimates of the error 2.1. Properties of the best uniform rational approximation. In this section, we discuss the implementation of (19) in the finite difference and finite element cases. First, on Table 1 we present the computed error of BURA r α,k (t) of t α using the modified Remez algorithm, e.g. [10] . As expected, the approximation error for large α is in the very reasonable range of 10 −5 − 10 −7 for k = 7 − 10. Moreover, for this range of k the Remez algorithm is relatively stable and the coefficients of BURA function r α,k (t) are determined with good accuracy.
Next, we prove the estimates (20) and (21) . It is known that the best rational approximation r α,k (x) = P (x)/Q(x) for α ∈ (0, 1) is non-degenerate, i.e., the polynomials P and Q are of full degree. Let the roots of P and Q be denoted by ζ 1 , . . . , ζ k and d 1 , . . . , d k , respectively. It is shown in [17, 20] that the roots interlace and satisfy Table 1 . Errors E α,k of r α,k (t) for t ∈ [0, 1], used in BURA and P-BURA computations.
E α,10 0.75 2.8676e-5 9.2522e-6 3.2566e-6 1.2288e-6 4.9096e-7 2.0584e-7 0.50 2.6896e-4 1.0747e-4 4.6037e-5 2.0852e-5 9.8893e-6 4.8760e-6 0.25 2.7348e-3 1.4312e-3 7.8650e-4 4.4950e-4 2.6536e-4 1.6100e-4
We then have
where, by (25) and the fact that r α,k is a best approximation to a non-negative function, b > 0 and
Here P (λ) = λ k P (λ −1 ) and Q(λ) = λ k Q(λ −1 ) and hence their coefficients are defined by reversing the order of the coefficients in P, Q appearing in r α,k . In addition, (25) implies
Hered i = 1/d i andζ i = 1/ζ i are the roots of P and Q, respectively.
Proof. We note that
The remaining coefficients in (28) are determined by the equation
It follows from (27) that both the signs of P (d i ) and those of the product on the right hand side of (29) oscillate with i. In addition, (27) also implies that the product in (29) is positive for i = k and the sign of P (d k ) is the same as that of
It follows that c i > 0, for i = 1, 2, . . . , k.
Now consider the implementation of (19) . By (11) , the coefficients vector w h of the representation of w h with respect to the nodal basis in V h is given by
with A denoting the matrix in (9) . Applying Proposition 2.1 gives
We note that even though F is a non-negative vector when f is non-negative, the matrix ( S − λ 1di M) −1 is not positivity preserving when −λ 1 d i is large. This is because even if S is an Mmatrix, S + γ M for large γ becomes a matrix with the same sparsity pattern where every matrix entry in the pattern is positive. The inverse of such a matrix is NOT positivity preserving
1
. As the matrix M has positive entries, its inverse appearing in the first term above is also not positive preserving.
In the finite difference case, w h satisfies (30) with Mf h replaced by f h and A denoting the finite difference matrix. Applying Proposition 2.1 gives
The finite difference matrix A is generally an M -matrix and we have the following theorem (is a consequence of Proposition 2.1 and (32)).
Proposition 2.2. Assume that the finite difference matrix A is an M-matrix, i.e. all diagonal entries are positive and all non-diagonal entries are non-positive. If f h has all its entries nonnegative then the solution w h represented by (31) has all its entries non-negative, i.e. the method is positivity preserving.
The above sum is trivially parallelizable as the result of each term is independent of all others. Alternatively, by (26),r
This product needs to be computed sequentially, computing the j-term product by applying the j'th operator to the j − 1'st term product.
2.2.
Finite difference scheme. We first consider the finite difference case. In this case, each term in the sum (31) requires a sparse matrix solve that involves matrix which is a sum of A and the scaled (with a positive factor) identity. The sequential computation is similar with each step involving a sparse matrix multiply and a sparse matrix solve. We next show that (21) holds. We note that
with ρ(G) denoting the spectral radius of G. The inequality (21) follows from noting that the eigenvalues of G come from those of A, i.e.,
2.3. Consistent mass finite element method. The implementation of finite element problems is done in terms of stiffness and mass matrices denoted by S and M, respectively, and vectors in R N where N is the dimension of V h defined by (9) . Then the coefficients w h for the function w h using (31) are given by
Similarly, for the product case (33),
The matrices in parenthesis appearing both in (34) and (35) are positive linear combinations of the symmetric and positive definite stiffness and mass matrices. The validation of (20) in the finite element case is similar. Let {ψ 1 , ψ 2 , . . . , ψ N } be an L 2 (Ω) orthonormal basis of eigenfunctions in V h with eigenvalues 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ N satisfying the generalized eigenvalue problem:
Note that A defined through (Aψ i , θ) = a(ψ i , θ) has matrix representation M −1 S so that this eigenvalue problem has equivalent algebraic form S ψ j = λ j M ψ j . Expanding π h f , w h and u h in this basis leads to
The quantities in brackets above are bounded in absolute value by E α,k and the inequality (20) follows from Parsevel's formula, i.e.,
and (20) follows. Though the consistent mass matrix M has the same sparsity pattern as the stiffness matrix it is not an M -matrix. Then the formula (34) shows that even when S is an M -matrix, the semidiscrete solution w h may not be non-negative for f (x) ≥ 0 since S + µ M fails to be an M -matrix for large µ. The issue of positivity preservation is discussed in more details and illustrated with numerical examples in Subsection 4.1.
Lumped mass finite element method. Since in this time
The analysis of this scheme is the same as the analysis of the standard FEM scheme. The only difference is that now we need to use the eigenvalues and eigenfunctions of a(ψ i , θ) = λ i (ψ i , θ) h for all θ ∈ V h , and the analysis follows easily.
The main purpose of introducing the lumped mass method is to ensure non-negativity of the fully discrete solution w h in case of non-negative data f . Due to (27) and Proposition 2.1 we havẽ d i < 0, and c i > 0 for i = 1, . . . , k. Matrix M h is diagonal with positive elements and representation (36) shows that if S is an M -matrix, then S − λ 1di M h , i = 1, . . . , k will be all M -matrices and the fully discrete solution will satisfy w h ≥ 0 if f ≥ 0. Thus, to ensure non-negativity it is sufficient the stiffness matrix S to be an M -matrix. This phenomenon is well understood in the case considered in this paper, namely, conforming linear finite elements on simplicial meshes. For a(x) = 1 and d = 2 in [7] this was shown to hold provided that the mesh triangles do not have any angles exceeding π/2. The most general result is established in [23, Lemma 2.1], namely, a sufficient and necessary condition S to be an M -matrix for simplicial meshes in R d for any d ≥ 2. The condition is expressed through the angles between faces and areas of the simplex faces and improves the result from [7] for d = 2.
Finite difference approximation of the fractional diffusion problem
The linear operators we consider in this section are approximations of (1) by finite differences. We begin with some simple examples.
3.1. Example of Finite Difference Approximations. Now we give two particular examples of finite difference approximations of elliptic operators. These are used to illustrate the above theory and are also a basis of our numerical experiments. Example 1. We first consider the one-dimensional equation (1) with variable coefficient, namely, we study the following boundary value problem −(a(x)u ) = f (x), u(0) = 0, u(1) = 0, for 0 < x < 1, where a(x) is uniformly positive function on [0, 1]. On a uniform mesh x i = ih, i = 0, . . . , N + 1, h = 1/(N + 1), we consider the three-point approximation of the second derivative
a(x)dx. Note that the former is the standard finite difference approximation obtained from the balanced method (see, e.g. [18, pp. 155-157] ), while the latter is a result of finite element method with mass lumping, see Subsection 2.3.
Then the finite difference approximation in this case is the matrix equation (5) with (37)
The eigenvalues λ i of the matrix A satisfy
Example 2. The next example is for problem (1) on Ω = (0, 1) × (0, 1) on a (n + 1) × (n + 1) square mesh. The standard 5-point stencil finite difference approximation of the Laplace operator gives the matrix A ∈ R N ×N , N = n 2 , that has the following block stricture (here A i,i ∈ R n×n , i = 1, · · · , n and I n is the identity matrix in R n )
This matrix could be obtained by the finite element method applied to triangular meshes that generated on triangulations obtained by splitting each rectangle into two triangles (by connecting the lower left vertex with the upper right one) and using the "lumped" mass inner product (12) . Since the mesh is square, all diagonal elements of M Remark 3.1. We note that on an uniform mesh with step-size h = 1/(N + 1) the matrix (38) has the following extreme eigenvalues:
Example 3. We finally consider the lumped mass approximation to the one-dimensional equation −∆u := −u = f (x), u(0) = 0, u(1) = 0, for 0 < x < 1. We use an arbitrary nonuniform grid 0 = x 0 < x 1 < · · · < x N < x N +1 = 1. This results in
. . .
. This is the standard finite difference approximation on this mesh, see [18, (5) are obtained by evaluating the functions f 1 and f 2 at the mesh points taken in lexicographical order. At the point of discontinuity, the values are taken to be zero. Example 1. The right hand side f 1 (x, y), used also in the numerical tests in [5, 10] , is piece-wise constant function (CheckerBoard), which has jump discontinuities along the lines x = 0.5 and y = 0.5
As f 1 is not continuous, I h f 1 is not well defined. Instead, we set f h (x j ) = 0 at points of discontinuity and f h (x j ) = f (x j ) otherwise. Here {x j } are the interior nodes of the finite element mesh. A discrete reference solution of u h = A −α I h f 1 , where A is as in (38), has been computed using FFT techniques on a uniform mesh with mesh-size h = 2 −15 . Example 2. Now we consider smooth data f 2 (x, y) = sin(2πx) sin(2πy). Since f 2 is an eigenfunction of both the Laplace and the discrete Laplace operators, the exact discrete solution on the uniform mesh with mesh-size h is
Together with the two BURA-related solvers (BURA and P-BURA), we apply also the method, proposed by Bonito and Pasciak in [5] that incorporates an exponentially convergent quadrature scheme for approximation of integral representation of the solution (4)
Note that Q α is in the class of rational functions R k+1 or R k+2 . In particular, for k = 7, Q α ∈ R 9 when α = {0.25, 0.5, 0.75}. The approximate solution is of the form
The parameter k > 0 controls the accuracy of u h,Q and the number of linear systems to be solved. For example, k = 1/3 gives rise to 120 systems for α = {0.25, 0.75} and 91 systems for α = 0.5 guaranteeing ũ h,Q −ũ h 2 ≈ 10 −7 f h 2 . We will refer to such a parameter choice as the k -Q-method. On the other hand, taking k = 7 we need to solve nine linear systems in order to derive u h,Q , and this will be called the Q-method. Although the theoretical foundation of the Qmethod is quite different from the one of the BURA-related methods, both of the approaches are computationally very similar and this allows us to perform a meaningful comparison analysis.
3.3. Numerical tests for uniform mesh. Now we analyze the computational results from the efficiency point of view. We fix the number k in such a way that the three methods, BURA, P-BURA and Q-method, require 9 systems of the type ( I − d i A) w h = v h to be solved. This means that all three methods need almost the same amount of computational work. For comparison, we also give the results of the k -Q-method that has the best accuracy, but requires about 10 -15 times more computational work. Tables 2 and 3 present the computational results for the four solvers discussed above for three values of α = 0.25, 0.5, 0.75 requiring a number of solves as discussed above. Together with the 2 -norm of the error we also provide (just for comparison purposes) the error measured on the maximum norm · ∞ .
The first general comment is that all methods work according to the developed theory. In terms of efficiency the P-BURA method seems to be the best. In agreement with the theory, the accuracy of the method does not depend on the mesh size h. Also, in agreement with the approximation error reported in Table 1 its error decreases when α increases. But even in the worst approximation, the case when α = 0.25, P-BURA produces a reasonable error in the range of 10 −4 when using only 9 system solves. Moreover, for a fixed mesh of medium mesh-size (say, h = 10 −8 − 10 −9 ) and α = 0.25 P-BURA is as accurate as BURA method and outperforming BURA and Q-method on all meshes for α = 0.5 and α = 0.75 on both Problem 1 and Problem 2. In contrast, the k -Q-method has the same accuracy, but needs 120 system solves.
Second, we note that from the first row of Table 1 we see that the BURA approximation for t 1−α = t 0.75 has good accuracy for relatively small values of k. We see that for k = 8 the error ranges from 4.4 × 10 −4 for α = 0.75 to 1.2 × 10 −6 for α = 0.25. However, the computational results on Tables 2 and 3 show that the factor κ( A) 1−α in the error bound for BURA method is polluting the approximate solution and reducing the accuracy. This pollution is especially visible in the computational results for α = 0.25. In this case κ( A) 1−α = κ( A) 3/4 = O(h −3/2 ) and every time one halves the mesh-size the error is increased by a factor of 2 3/2 ≈ 3.8. This pollution is less visible for α = 0.75 since the factor is 2 1/2 ≈ 1.4. Regardless of this pollution, the BURA method with 8 system solves is, in general, more accurate than the Q-method for all three values of α, when using the same number of system solves.
3.4.
Numerical tests on locally refined mesh. Since the P-BURA error estimate (21) is independent of the condition number of the discretization matrix A, one can also apply local refinement techniques for efficiently capturing the solution behavior around possible singularities of the solution u. In this section we illustrate the advantages of such an approach, considering one-dimensional example for which the exact continuous solution of the fractional diffusion problem is analytically known. We always perform geometric dyadic refinement around the singularities and apply the P-BURA method as a solver.
The eigenfunctions and the eigenvalues of the 1-dimensional problem (1) are
Note that with respect to the standard L 2 [0, 1] inner product, we have (ψ i , ψ j ) = δ ij for all i, j ∈ N. Therefore, for any right-hand side function f on (0, 1) we can explicitly compute the solution of 2 −8 1.219e-4 2.741e-4 2.443e-6 9.168e-6 1.507e-3 1.825e-3 2.561e-6 9.103e-6 2 −9 1.761e-4 3.976e-4 6.110e-7 3.110e-6 1.502e-3 1.824e-3 7.118e-7 3.263e-6 2 −10 2.172e-4 4.958e-4 1.884e-7 1.037e-6 1.501e-3 1.823e-3 2.355e-7 1.198e-6 2 −11 1.401e-4 3.478e-4 1.500e-7 6.592e-7 1.500e-3 1.823e-3 1.138e-7 4.677e-7 2 −12 1.803e-4 3.264e-4 1.547e-7 4.574e-7 1.499e-3 1.823e-3 8.334e-8 2.079e-7 the continuous fractional diffusion problem with homogeneous boundary conditions
Furthermore, we have λ 1 = π 2 > 1 so for all meaningful grids on [0, 1] (e.g., coming from finite element or finite difference discretization) the first eigenvalue λ 1 of the corresponding discrete operator A satisfies λ 1 ≥ µ 1 > 1. Thus the spectrum of A is always in [1, ∞) and we do not need to normalize the matrix in order to apply the P-BURA solver. Now we take a smooth function, namely, f (x) = 1, but the solution of (3) will exhibit boundary layers near the end-points x = 0 and x = 1. Those layers are steeper as α → 0 and in order for the numerical solver to correctly capture them, we need very fine mesh near the boundary, especially for small α. Thus, we consider the following class of locally refined meshes: Firstly, we start with a uniform mesh of size h 0 . Then, at each refinement step we take the first and the last segments (those that have a boundary point at 0, respectively a boundary point at 1) and subdivide them on p equal parts, introducing p − 1 new mesh nodes per segment.
Direct computations give rise to
iπ , if i is odd. 
As a reference solution, we consider the truncated series representation (44) by taking the first 10 4 terms. Of course, this is an approximation to the exact solution. However, the error of such approximations for α = 0.25, 0.5, 0.75 are all less than 1.270e-5, 4.136e-8, 1.429e-10, respectively. Since these are all substantially below the approximation error of BURA (see , Table 1 ), we use them as substitute of the exact solution.
The accuracy of this reference solution is higher than the accuracy of the P-BURA method. We study the relative L 2 -error w h − u h / u , where w h is a piece-wise linear function that interpolates the P-BURA solution on the locally refined mesh, while u h is a piece-wise linear function that samples u on the uniform mesh with h = 2 −18 .
The numerical results are summarized on Table 4 . We have considered only dyadic mesh refinement (i.e., p = 2). As expected, the smaller the α is, the steeper the boundary layers are, thus the bigger the benefit of the local refinement is. For example, for α = 0.25 we observe that starting with a uniform mesh of size h 0 = 2 −6 and performing 9 additional local refinement steps, we end up with a numerical solution that is as accurate as the numerical solution on a uniform mesh of size h 0 = 2 −10 . On the other hand, the first mesh consists of 81 nodes, white the second one -of 1023. Moreover, as h 0 increases the order of the error is the same as the order of the 9-BURA accuracy E 0.25,9 = 2.654e-4 (see Table 1 ), meaning that the geometrical 6-step adaptive refinement with h 0 = 2 −9 leads to almost optimal results at the numerical cost of solving nine tridiagonal linear systems of size 523. The latter is further illustrated on Fig. 1 . There, using that the CheckerBoard function on [0, 1] × [0, 1] can be split into four squared sub-domains, such that on each of them we solve a tensor product of two 1D problems like Example 3, together with the linearity of the fractional Laplace operator, we numerically compute solution of Example 1 for α = 0.25 on a (2 · 523 + 1) × (2 · 523 + 1) = 1047 × 1047 mesh, which is locally adapted along the boundary of the domain and the lines of discontinuity of the right-hand-side. On the left, we plot the computed numerical solution. In the middle we show the mesh refined around the central point (0.5, 0.5). On the right we plot the point-wise error between the numerical solution and the true exact solution, sampled at a uniform grid of size h = 2 −16 in the same region of interest. Note that the region captures the boundary layers along x = 0.5 and y = 0.5 and the point-wise error is less than 2e-4 overall. Table 4 . Computing w h − u h / u for f (x) = 1 and α = {0.25, 0.5, 0.75} on various uniform and locally refined meshes. 9-P-BURA is used as solver and all meshes have been iteratively refined until the smallest mesh segment is of size 2 −15 . Dyadic refinement (p = 2) has been applied. Table 5 . Computing w h − u h / u for f (x) = δ 1/2 (x) and α = {0.5, 0.75} on various uniform and locally refined meshes. P-BURA is used as solver and meshes have been iteratively refined until the smallest mesh segment is of size 2 −16 , respectively 2 −13 , for α = 0.5, α = 0.75. Dyadic refinement (p = 2) has been applied. It follows that
Hence,
Since for α ≤ 0.25 the series ∞ i=0 (2i + 1) −4α does not converge, u(x) ∈ L 2 (0, 1) only for α > 0.25. Therefore, here we considered the cases α = 0.5 and α = 0.75 only. Since the singularity is at 0.5, we start with a uniform mesh of size h 0 , at each refinement step we take the two central segments (those that have a boundary point at 1/2) and divide them in halves. Once the mesh is fixed, we take f h to be zero everywhere but in the middle, where the value is set to h −1 * -the size of the segments, attached to the midpoint. As before, we truncate the infinite series (45) to produce approximation to the solution u which error is far below the error due to BURA. In Table 5 we summarize our study of the relative L 2 -error: w h − u h / u .
Error estimates for the semi-discrete finite element approximations
In this section, we consider finite element approximations to the solution of the fractional problem A α u = f (or equivalently u = A −α f ). For simplicity, we only consider the case when the solution operator T satisfies full elliptic regularity, i.e. for f ∈ L 2 (Ω), the solution v = T f of (2) is in
The assumption of full regularity greatly simplifies the semi-discrete error analysis. Further, to avoid proliferation of various constant related to the maximum and minimum values of a(x) in this Section we shall use the norm generate by the bilinear form a(·, ·) which is equivalent to H 1 :
4.1. Consistent mass finite element method. Now we consider the finite elements method (11) with consistent mass computation.
Approximation properties of the method. To study the approximation properties of u h , we follow the technologies developed in [9, 22] and include the proof for completeness. 
with C not depending on h. Here A denotes the finite element operator without lumping, i.e., that appearing in (7).
Proof. Using the Balikrishnan formula (4) gives
where
We clearly have that w µ ∈ H 1 0 (Ω) is the unique solution of (49) µ(w µ , θ) + a(w µ , θ) = (f, θ) for all θ ∈ H 1 0 (Ω) and w µ,h ∈ V h is the unique solution of
Now, taking θ = w µ in (49) and applying the Schwarz inequality to the right hand side implies that
and subsequently
Here · a := a(·, ·) 1/2 denotes the a-norm on H 1 0 (Ω). Let e µ = w µ − w µ,h . Using (51), Galerkin orthogonality and standard error estimates for finite element approximation gives, for all χ ∈ V h , µ e µ 2 + a(e µ , e µ ) = µ(e µ , w µ − χ) + a(e µ , w µ − χ)
≤ ch µ 1/2 e µ + e µ a f .
A simple application of the arithmetic-geometric mean inequality implies (52) e µ µ := (µ e µ 2 + a(e µ , e µ )) 1/2 ≤ ch f .
We apply finite element duality defining z ∈ H 1 0 (Ω) to be the solution of µ(θ, z) + a(θ, z) = (θ , e µ ), for all θ ∈ H 1 0 (Ω), so that Galerkin orthogonality implies e µ 2 = µ(e µ , z) + a(e µ , z) = µ(e µ , z − χ) + a(e µ , z − χ), for all χ ∈ V h . Now the Schwarz inequality, (52) and arguments leading to (52) applied to e z µ := z − χ gives e µ 2 ≤ e µ µ e Using the above estimates in (48) gives
This completes the proof of the theorem.
Positivity of the approximate solution. Note that diffusion problem (1) is nonnegative if f is nonnegative. This property is retained by the finite difference approximation of the problem. In the case of finite element method (10) we see that if S is an M -matrix, then for f ≥ 0 and consequently have F ≥ 0 and u h ≥ 0, i.e. the finite element method preserves positivity. Next, we ask the question whether the finite element solution (11) of the sub-diffusion problem (3) retains this property. Obviously, the solution (11) can be expressed by (4)
Since M is not an M -matrix, from this representation one can conjecture that even if S is an Mmatrix, M A α could fail to be an M -matrix and the finite element scheme may be not positivity preserving. For this, we have made some direct computations of the entries of the matrix M A α for the case of one-dimensional problems for various α and step-sizes h = 1/(N + 1). In this case the N × N matrix S is defined by (39) (with h i = h) and M = h 6 diag(1, 4, 1) (a tridiagonal matrix). In Table 6 we present the following information regarding the matrix M A α for various α and step-size h: in columns MrowS, we report the maxim row-sum and in columns MoffD, we report the maximum of all off-diagonal elements. We see that all row sums are positive. It is clear that if the maximal off-diagonal element is positive, then the matrix is NOT an M -matrix and therefore we cannot conclude positivity in this case. From this table, we also see that for α ≥ 0.3 the matrix M A α has all off-diagonal entries negative, thus it is an M -matrix and consequently the scheme will preserve positivity. Table 6 .
The maximum row-sum (MrowS) and largest off-diagonal entries (MoffD) of matrix M A α for the one-dimensional problem. Table 7 we report more computations of this kind using refined values around α = 0.3. We see that in the one-dimensional case the matrix becomes an M -matrix for α ≥ 0.287. Table 7 .
The maximum row-sum M rowS) and largest off-diagonal entries (MoffD) of matrix M A α for one-dimensional problem. The results are reported in Table 8 . We note that the matrix has many negative elements in a row. However, the existence of a positive off-diagonal entry in all cases suggests that MA α is NOT an M -matrix when M is consistent mass matrix and therefore, the method fails to preserve the positivity for all α ∈ (0, 1). Similar are the results of a rectangular domain on a uniform square mesh. These results are a bit different from the one-dimensional computations shown on Table 6 and 7, where we see that for α ≥ 0.3 we have an M -matrix and the method will preserve positivity. We expect that in 3-D problems the consistent mass methods will not be positivity preserving. Lumped mass finite element method. As discuses in Subsection 2.4, when we employ mass lumping, both the semi-discrete and fully discrete approximations satisfy the positivity property, i.e., if f is continuous and f ≥ 0, then u h and w h given by (23) and (24) are both non-negative. This is a consequence of the fact that the lumped mass matrix is diagonal with positive diagonal entries, (4) and Proposition 2.1. Besides, since many finite difference schemes could be considered as obtained by lumped mass FEM, we have as a by-product of the result below, an error estimate for the finite difference approximations of spectral sub-diffusion problems. We are not aware of rigorous proof of such result.
We conclude this section with an error estimate in the case of two-dimensional problems with full regularity and data f ∈ H 1+γ (Ω): Theorem 4.2. Let Ω ⊂ R 2 and suppose that (46) holds. Then for f ∈ H 1+γ (Ω) with γ > 0, u h given by (23) satisfies
with C not depending on h.
Proof. Let V h denote the set of continuous piecewise linear functions with respect to the mesh on Ω including non-vanishing functions on ∂Ω. For the purposes of this proof, we consider I h as a map from C 0 (Ω) into V h even though the boundary values do not enter into (23) (or (24)). The resulting mass lumped matrix satisfies the following estimate:
(55) |(v, w) − (v, w) h | ≤ ch 2 v a w a , for all v, w ∈ V h with · a defined by (47) (same as in the proof of Theorem 4.1).
In addition, the norm · = (·, ·)
1/2 h is uniformly equivalent to · on V h with equivalence constants independent of h. We also use well known properties for the interpolant I h :
By (56) and the stability of A −α ,
Thus, we are left to bound
Here A is the finite element operator appearing in (7) and Theorem 4.1. By Theorem 4.1 and (56),
For the second term in (58), we use the Balakrishnan formula and write As in (54), e µ ≤ Cµ
Combining the above estimates completes the proof of the theorem. As a by-product of the error analysis of the lumped mass finite element method we also get an error bound for the finite difference method for the two-dimensional case trough it equivalence to the lumped mass approximation on uniform meshes. To the best of our knowledge, this fact has not been know before.
Concluding remarks
In this paper we study algorithms of optimal complexity for solving the system of algebraic equations A α u h = f h , 0 < α < 1 for u h ∈ R N , where A is a symmetric and positive definite N × N matrix with spectrum in [λ 1 , λ N ] which is obtained from discretization of a second order elliptic problem by a finite difference or finite elements method. Two methods, BURA and P-BURA, are analyzed and experimentally studied. They are based on the best uniform rational approximation r γ (t) = P k (t)/Q k (t) of t γ .
The presented estimates show that both methods have exponential convergent rate with respect to k. They reduce the nonlocal fractional diffusion problem to solution of small number (determined by k) of systems in the form ( A + c I)u h = f h , c ≥ 0. The algorithm has optimal computational complexity, assuming that solvers of optimal complexity (e.g. multigrid or multilevel) are used for the related sparse symmetric and positive definite (discrete elliptic) problems.
The presented numerical tests support the theoretical estimates. They prove the concept of the new P-BURA method and show its high efficiency. In contrast to BURA, the accuracy of P-BURA method does not depend on the condition number of A. This makes P-BURA robust with respect to the mesh parameter h, which also holds true in the case of approximations on locally refined meshes.
In general, the regularity of solution of the considered fractional diffusion problems decreases with decreasing of α. For instance, the bottom line of the error analysis in the case of linear finite elements on an uniform mesh (see [5] ) is that, if f ∈ L 2 (Ω) then convergence rate of ||u − u h || L 2 is at best O(h 2α ). This is confirmed by the numerical tests provided in the paper. In this context, the proposed local mesh refinement for the CheckerBoard right hand side f shows new promising opportunities for a substantial increase of the accuracy based on the robustness of P-BURA method. Even more impressive are the obtained results in the case of Dirac delta function (distribution) right-hand-side.
Within the context of this paper, the question about the proper norms and algorithms for adaptive mesh refinement is very important, but not studied. This holds as well for the case when f has lower than L 2 -regularity. We feel that a study of these issues needs a separate rigorous technical analysis which remains out of the scope of this paper.
