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Let H(m) denote the maximal number of limit cycles of polynomial
systems of degree m. It is called the Hilbert number. The main part
of Hilbert’s 16th problem posed in 1900 is to ﬁnd its value. The
problem is still open even for m = 2. However, there have been
many interesting results on the lower bound of it for m 2. In this
paper, we give some new lower bounds of this number. The results
obtained in this paper improve all existing results for all m  7
based on some known results for m = 3,4,5,6. In particular, we
obtain that H(m) grows at least as rapidly as 12 ln2 (m+2)2 ln(m+2)
for all large m.
© 2011 Published by Elsevier Inc.
1. Introduction and main results
As we knew, the second part of the Hilbert’s 16th problem [11] is concerned with the number
and relative distributions of limit cycles of planar polynomial systems. S. Smale [26] in his Mathemat-
ical Problems for the 21th Century posed the problem again. There have been many studies on the
problem. See survey articles by Li [17], Schlomiuk [24] and Ilyashenko [14]. Here we mention some
results which are related closely to the main topic of the present paper. Let (En) denote a planar real
polynomial system of degree n of the form
x˙ = Pn(x, y), y˙ = Qn(x, y). (En)
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many limit cycles. Let H(n) denote the maximal number of limit cycles for all polynomial systems
of degree n. Hilbert conjectured that the number is ﬁnite. Let H∗(n) denote the maximal number of
limit cycles for all near-Hamiltonian polynomial systems of degree n of the form
x˙ = Hy + εP∗n(x, y), y˙ = −Hx + εQ ∗n (x, y), (E∗n)
where ε is a small parameter, and P∗n and Q ∗n are polynomials of degree n with bounded coeﬃcients,
and H is a polynomial of degree no more than n + 1. We call H(n) and H∗(n) the Hilbert number
for the systems (En) and (E∗n) respectively. Obviously, H(n)  H∗(n). As mentioned in Li [17], there
are little studies on an upper bound of H(n). In fact, even for an upper bound of H∗(n) there are
either little studies. However, many results have been obtained on the lower bounds of them. For
example, Chen and Wang [2] and Shi [25] independently proved H(2)  4. Li and Li [20] proved
H(3)  H∗(3)  11 by using the method of detection function, and then Han, Wu and Bi [9] and
Han, Zhang and Zang [10] also obtained H(3) H∗(3) 11 with new different distributions of limit
cycles by using the method of stability-changing of homoclinic orbits originated by Han [5]. Yu and
Han [33,34] further proved H(3) 12 by studying the Hopf bifurcation. Recently, Li and Liu [22] and
Li, Liu and Yang [16] respectively proved that H(3)  H∗(3)  13. Zhang, Han, Zang and Meng [36]
studied quartic perturbations to a cubic Hamiltonian system and obtained H(4)  H∗(4) 15. Han,
Shang, Wang and Yu [8] obtained H(4)  20. Li, Chan and Chung [18] considered a Z6-equivalent
system to show that H(5)  H∗(5)  24 and conjectured that H∗(2k + 1)  (2k + 1)2 − 1 for near-
Hamiltonian polynomial systems. Zang, Han, Zhang and Tade [35] considered a Z2-equivalent system
also to show that H∗(5) 24. Wu, Gao and Han [31] and Wu, Wang and Tian [32] further considered
two ﬁfth degree systems with Z2 and Z4 equivariance respectively and proved H(5)  H∗(5)  28.
Sun and Han [27] studied another Z4 equivariant ﬁfth degree systems, showing also H(5) H∗(5)
28. Wang and Yu [28,29] proved H(6) H∗(6) 35 and H(11) H∗(11) 121. Li, Zhang and Li [21]
obtained H(7)  H∗(7)  50. Recently Johnson and Tucker [15] obtained H(7)  H∗(7)  53. Wang,
Yu and Li [30] proved H(9)  H∗(9)  80. For general systems, Otrokov [23] proved that H(n) 
(n2 + 5n − 20− 6(−1)n)/2 for n 6. Ilyashenko [12] proved that H(n) (n − 1)(n − 2)/2. Han, Chen
and Sun [7] proved that for almost all polynomial Hamiltonian systems the perturbed systems with
polynomial perturbations of degree n have at most n(n+1)/2−1 limit cycles near a center point and
this number can be reached. In particular, H(n)  n(n + 1)/2 − 1. Christopher and Lloyd [3] proved
that
H
(
2k − 1) H∗(2k − 1) 4k−1(2k − 35/6) + 3(2k − 5/9)
for k 2, or
H(m) H∗(m) 1
2 ln2
(m + 1)2 ln(m+ 1) − 35
24
(m + 1)2 + 3m+ 4
3
(1.1)
for m = 2k − 1, k 2, which yields
lim
m→∞ sup
H(m)
(m + 1)2 ln(m+ 1) 
1
2 ln2
.
Then Li, Chan and Chung [19] gave a correction to the Christopher and Lloyd’s result as
H
(
2k − 1) H∗(2k − 1) 4k−1(k − 1/6) + 2k − 1/3,
or
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4 ln2
(m + 1)2 ln(m+ 1) − 13
24
(m + 1)2 +m+ 2
3
, (1.2)
for m = 2k − 1, k 2, and obtained
H
(
3× 2k−1 − 1) H∗(3× 2k−1 − 1) 4k−1(9k/4− 1/6) + 3(2k−1 − 1/9),
or equivalently
H(m) H∗(m) 1
4 ln2
(m + 1)2 ln(m+ 1) − 1
4
(
ln3
ln2
− 25
27
)
(m+ 1)2 +m+ 2
3
(1.3)
for m = 3 · 2k − 1, k 1.
In this paper, we develop the method used in Christopher and Lloyd [3] and introduce some new
ideas including the property T (n), new perturbation techniques and sequences of integers {mij}, {kij}
and sets {Sm} and { S˜ i} to obtain a series of new results. Using the known results for H(3), H(4), H(5)
and H(6) we improve the lower bounds for H(7), H(9), H(11) and ﬁnd lower bounds for H(8), H(10),
H(12) and H(13), etc. For general systems we also give some lower bounds for H(n) and H∗(n) which
improve all the existing results for n 7, and conﬁrm the conjecture H∗(2k+1) (2k+1)2 −1 posed
by Li, Chan and Chung [18].
The main results are the following.
Theorem 1.1. For any integer k 1, there exists a constant Bk satisfying
lim
k→∞
Bk
ln(k + 1) =
1
2 ln2
such that for m = 2i(k + 1) − 1, i  1
H(m) H∗(m) 1
2 ln2
(m+ 1)2 ln(m + 1) − Bk(m + 1)2 + 3m+ 43 .
Moreover, we can take B1 = 56 , B2 = 19108 + ln32 ln2 .
Theorem 1.2.
(i) H(7) 65, H(8) 67, H(9) 98, H(10) 100, H(11) 153, H(12) 157, H(13) 190, H(14)
194, H(15)  345, H(16)  351, H(17)  366, H(18)  372, H(19)  503, H(20)  509, H(21) 
524, H(22) 530, H(23) 833, H(24)  843, H(25)  870, H(26) 880, H(27) 1023, H(28)
1033, H(29) 1060, H(30) 1070.
(ii) H(m)m2 for m 3, m = 6,14, and H∗(m)m2 for m 23.
(iii) For k 1,
H∗(2k + 1)
{
(2k + 1)2 − 1 for k = 4,
(2k + 1)2 for k = 4.
Theorem 1.3. For any suﬃciently small ε > 0 there exists a positive number m∗ , depending on ε, such that
H(m) H∗(m) >
(
1
2 ln2
− ε
)
(m+ 2)2 ln(m + 2) for m >m∗.
Hence,
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m→∞ inf
H(m)
(m+ 2)2 ln(m + 2) 
1
2 ln2
.
That is to say, H(m) grows at least as rapidly as 12 ln2 (m + 2)2 ln(m+ 2).
More results can be found in the next two sections.
2. Some fundamental results
Consider a polynomial system of the form
x˙ = P (x, y), y˙ = Q (x, y), (2.1)
where P and Q are polynomials in (x, y).
We ﬁrst introduce the following deﬁnition.
Deﬁnition 2.1. Let n 1 be an integer. We call (2.1) to have property T (n) on the rectangle x0  x
xn+1, y0  y  yn+1 if there exist
x0 < x1 < · · · < xn < xn+1,
x0 < x
′
1 < · · · < x′n < xn+1,
y0 < y1 < · · · < yn < yn+1,
y0 < y
′
1 < · · · < y′n < yn+1
such that the following conditions are satisﬁed:
(i) P (x0, y j) = P (xn+1, y′j) = 0, Q (x0, y j) > 0, Q (xn+1, y′j) < 0, ∂ P∂ y (x0, y j) < 0, ∂ P∂ y (xn+1, y′j) < 0, for
j = 1, . . . ,n.
(ii) Q (x j, y0) = Q (x′j, yn+1) = 0, P (x j, y0) < 0, P (x′j, yn+1) > 0, ∂Q∂x (x j, y0) > 0, ∂Q∂x (x′j, yn+1) > 0, for
j = 1, . . . ,n.
(iii) P (x0, y0) < 0, Q (x0, y0) > 0, P (x0, yn+1) > 0, Q (x0, yn+1) > 0, P (xn+1, yn+1) > 0, Q (xn+1,
yn+1) < 0, P (xn+1, y0) < 0, Q (xn+1, y0) < 0.
Note that dydx = QP and
d2 y
dx2
∣∣∣∣
Q =0
= 1
P
∂Q
∂x
,
d2x
dy2
∣∣∣∣
P=0
= 1
Q
∂ P
∂ y
.
The property T (n) has a clear geometric meaning. For example, the orbits of (2.1) are tangent to the
line x = x0 at points (x0, y j),1  j  n, and locate outside the rectangle locally. See Fig. 2.1 for the
cases of n = 1 and 2.
We have
Lemma 2.1. Let the system (2.1) have property T (n) on the rectangle x0  x xn+1 , y0  y  yn+1 . Then:
(i) The system
x˙ = P (x+ x0, y + y0), y˙ = Q (x+ x0, y + y0)
has property T (n) on the rectangle 0 x xn+1 − x0 , 0 y  yn+1 − y0 .
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(ii) For |ε| small, the perturbed system
x˙ = P (x, y) + εP1(x, y) ≡ P¯ (x, y, ε),
y˙ = Q (x, y) + εQ 1(x, y) ≡ Q¯ (x, y, ε)
has property T (n) on the rectangle x0  x xn+1 , y0  y  yn+1 .
Proof. The conclusion (i) is obvious. For conclusion (ii) we use the implicit function theorem to ﬁnd
x¯ j = x j + O (ε), x¯′j = x′j + O (ε),
y¯ j = y j + O (ε), y¯′j = y′j + O (ε)
for j = 1, . . . ,n such that
P¯ (x0, y¯ j, ε) = 0, P¯
(
xn+1, y¯′j, ε
)= 0,
Q¯ (x¯ j, y0, ε) = 0, Q¯
(
x¯′j, yn+1, ε
)= 0.
Then the conclusion follows easily. 
Following Christopher and Lloyd [3], introduce a system of the form
x˙ = yP(x2, y2), y˙ = xQ (x2, y2). (2.2)
Note that the system is invariant under the change of variables (x, t) → (−x,−t) or (y, t) →
(−y,−t). From [3] we have the following lemma.
Lemma 2.2. If the system (2.1) has k limit cycles on the region x > 0, y > 0, then the system (2.2) has 4k limit
cycles on the plane.
In fact, letting u = x2, v = y2, we obtain from (2.2)
u˙ = 2xyP (u, v), v˙ = 2xyQ (u, v)
which is equivalent to
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on the region x > 0, y > 0. By our assumption, the above system has k limit cycles on the region
u > 0, v > 0. It follows that (2.2) has k limit cycles on the region x > 0, y > 0. Then the conclusion
follows from the symmetry.
Lemma 2.3. Let the system (2.1) have property T (n) on the rectangle 0 x xn+1 , 0 y  yn+1 . Then:
(i) The system (2.2) has 4n+ 1 elementary center points of which 2n+ 1 are on the set x= 0, |y| < √yn+1 ,
and 2n are on the set y = 0, 0 < |x| < √xn+1 .
(ii) The system (2.2) has property T (2n + 1) on the rectangle |x|√xn+1 , |y|√yn+1 .
Proof. By our assumption, the conditions of Deﬁnition 2.1 are satisﬁed with x0 = y0 = 0. Let
P˜ (x, y) = yP(x2, y2), Q˜ (x, y) = xQ (x2, y2).
Then
P˜ (0,±√y j ) = ±√y j P (0, y j) = 0, Q˜ (0,±√y j ) = 0,
det
∂( P˜ , Q˜ )
∂(x, y)
∣∣∣∣
(0,±√y j )
= −2y2j
∂ P
∂ y
(0, y j)Q (0, y j) > 0
for j = 1, . . . ,n. Also
det
∂( P˜ , Q˜ )
∂(x, y)
∣∣∣∣
(0,0)
= −P (0,0)Q (0,0) > 0.
It follows that the points (0,0) and (0,±√y j ) (1  j  n) are elementary center points of (2.2).
Similarly, the points (
√
x j,0) (1  j  n) are elementary center points of (2.2). Then the conclusion
(i) follows.
Further, noting x0 = y0 = 0, we have
P˜ (±√xn+1,0) = 0, ∂ P˜
∂ y
(±√xn+1,0) = P (xn+1,0) < 0,
(−1)i Q˜ ((−1)i√xn+1,0)= √xn+1Q (xn+1,0) < 0,
(−1)i Q˜ ((−1)i√xn+1,±√yn+1 )= √xn+1Q (xn+1, yn+1) < 0,
(−1)i P˜(±√xn+1, (−1)i√yn+1 )= √yn+1P (xn+1, yn+1) > 0,
for i = 1,2, and
P˜
(±√xn+1,±√y′j )= ±√y′j P(xn+1, y′j)= 0,
∂ P˜
∂ y
(±√xn+1,±√y′j )= 2y′j ∂ P∂ y
(
xn+1, y′j
)
< 0,
(−1)i Q˜ ((−1)i√xn+1,±√y′j )= √xn+1Q (xn+1, y′j)< 0,
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x˜0 = −√xn+1, x2n+2 = √xn+1, y˜0 = −√yn+1,
y˜1 = y˜′1 = −
√
y′n, . . . , y˜n = y˜′n = −
√
y′1,
y˜n+1 = y˜′n+1 = 0, y˜n+2 = y˜′n+2 =
√
y′1, . . .
y2n+1 = y˜′2n+1 =
√
y′n, y˜2n+2 = √yn+1,
then
Q˜ (x˜0, y˜ j) > 0, Q˜
(
x˜2n+2, y˜′j
)
< 0,
P˜
(
x˜2n+2, y˜′j
)= P˜ (x˜0, y˜ j) = 0,
∂ P˜
∂ y
(x˜0, y˜ j) < 0,
∂ P˜
∂ y
(
x˜2n+2, y˜′j
)
< 0,
for j = 1, . . . ,2n+1. That is, the system (2.2) satisﬁes the condition (i) of Deﬁnition 2.1 with replacing
n by 2n + 1.
Similarly, the system (2.2) satisﬁes the conditions (ii) and (iii) of the deﬁnition with replacing n by
2n + 1. This completes the proof. 
From Chicone [1] we have
Lemma 2.4 (Lyapunov center theorem). Consider an analytic system of the form
x˙ = P0(x, y), y˙ = Q 0(x, y), (2.3)
where
P0(x, y) = by + O
(|x, y|2), Q 0(x, y) = −bx+ O (|x, y|2), b = 0. (2.4)
If the origin is a center of (2.3) then there exists an analytic ﬁrst integral of (2.3) of the form
V (x, y) = x2 + y2 + O (|x, y|3)
such that ∂V
∂x P0 + ∂V∂ y Q 0 = 0 for (x, y) near the origin.
From Corollary 2.1 of Han [6], we have
Lemma 2.5. Let (2.4) hold. Suppose there exists a smooth function
V˜ (x, y) = x2 + y2 + O (|x, y|3)
such that
˙˜V = V˜ x P0 + V˜ y Q 0 = H2k(x, y) + O
(|x, y|2k+1), k 1
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L˜k = |b|2π
2π/|b|∫
0
H2k(cosbt,− sinbt)dt = 0.
Then the origin is a focus of order k − 1 of (2.3), and it is stable (or unstable) as L˜k < 0 (or, > 0).
Using the above two lemmas we can prove
Lemma 2.6. Let (2.3) be a polynomial system satisfying
P0(−x, y) = P0(x, y), Q 0(−x, y) = −Q 0(x, y),
P0(x,−y) = −P0(x, y), Q 0(x,−y) = Q 0(x, y) (2.5)
and having 2n + 1 different elementary centers O (0,0), A j(x j,0) and B j(0, y j), j = 1, . . . ,n. Then for any
given m 1 there exist constants ε0 > 0 and a j , b j , j = 0,1, . . . ,m, such that for 0 < ε2 	 ε1  ε0
(i) the system
x˙ = P0(x, y) + ε2
m∑
j=0
b jx
2 j+1,
y˙ = Q 0(x, y) + ε1x
m−1∑
j=0
a j y
2 j+1 (2.6)
has (2n + 1)m− n small amplitude hyperbolic limit cycles; and
(ii) the system
x˙ = P0(x, y) + ε2
m∑
j=0
b jx
2 j+1,
y˙ = Q 0(x, y) + ε1x
m∑
j=0
a j y
2 j+1 (2.7)
has (2n + 1)m small amplitude hyperbolic limit cycles.
Proof. We ﬁrst prove conclusion (i) in two steps. First, we introduce a uniform perturbation to points
A1, . . . , An to produce n(m− 1) limit cycles at the same time. Let j be an integer satisfying 1 j  n.
By (2.5), without loss of generality, we can suppose
( ∂ P0
∂x
∂ P0
∂ y
∂Q 0
∂x
∂Q 0
∂ y
)
A j
=
(
0 b j
−b jω2j 0
)
= 0, ω j > 0.
By Lemma 2.4, there exist analytic functions
V j(x, y) = ω2j (x− x j)2 + y2 + O
(|x− x j, y|3),
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∂V j
∂x
P0 + ∂V j
∂ y
Q 0 = 0, j = 1, . . . ,n
near A j . It follows that along the orbits of the system
x˙ = P0(x, y),
y˙ = Q 0(x, y) + ε1x
m−1∑
j=0
a j y
2 j+1 ≡ Q¯ 0(x, y) (2.8)
we have for 1 j  n
dV j
dt
∣∣∣∣
(2.8)
= ∂V j
∂ y
· ε1x
m−1∑
k=0
ak y
2k+1
= 2ε1
[
y + O (|u, y|2)](u + x j)m−1∑
k=0
ak y
2k+1
= 2ε1x j
m−1∑
k=0
ak y
2k[y2 + O (|u, y|3)],
where u = x − x j . Let wkj denote the kth focus value of (2.8) at A j . Then from Lemma 2.5 for each
1 j  n there exists a constant α j = 0 such that
w0 j = ε1α ja0,
wkj = ε1α j
[
ak + O
(|a0, . . . ,ak−1|)], 1 km− 1.
It follows that for arbitrary small ε1 > 0 and for all 1 j  n if
am−1 = 1, ak−1ak < 0, 0 < |ak−1| 	 |ak|, k = 1, . . . ,m − 1
then the stability of A j has changed m − 1 times and there exist m − 1 limit cycles of (2.8) in a
neighborhood of A j simultaneously. Noting that these limit cycles are bifurcated from A j which is
a focus of order m − 1 when a j = 0 for j = 0, . . . ,m − 2, they correspond m − 1 simple zeros of
the related succession function near A j . Hence, all of these limit cycles are hyperbolic. However, we
mention that, for i = j, Ai and A j may have different stability. In fact, they have the same stability if
and only if αiα j > 0. Then clearly we have obtained n(m− 1) limit cycles for the system (2.8) so far.
By (2.5), the vector ﬁeld deﬁned by (2.8) is symmetric with respect to y-axis. Hence, the points
O (0,0) and B j(0, y j) are elementary centers of (2.8), j = 1, . . . ,n. Then, for our second step we
continue to perturb (2.8) to produce more limit cycles. Also, as before we can suppose
( ∂ P0
∂x
∂ P0
∂ y
∂ Q¯ 0
∂x
∂ Q¯ 0
∂ y
)
B j
=
(
0 b˜ j
−b˜ jω˜2j 0
)
= 0, ω˜ j > 0,
where B0 = (0, y0) = (0,0). Then, by Lemma 2.4 again, there exist analytic functions
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(|x, y − y j|3)
such that
∂ V˜ j
∂x
P0 + ∂ V˜ j
∂ y
Q¯ 0 = 0
for j = 0, . . . ,n. It follows that
dV˜ j
dt
∣∣∣∣
(2.6)
= ∂ V˜ j
∂x
ε2
m∑
k=0
bkx
2k+1
= 2ε2
m∑
k=0
bkx
2k[x2 + O (|x, v|3)],
where v = y − y j . Let w˜kj denote the kth focus value of (2.6) at B j . Then using Lemma 2.5 again for
all 0 j  n there exists a constant α˜ j = 0 such that
w˜0 j = ε2α˜ jb0,
w˜kj = ε2α˜ j
[
bk + O
(|b0, . . . ,bk−1|)], 1 km.
Therefore, as before, for 0 < ε2 	 ε1 and for all 0 j  n if
bm = 1, bk−1bk < 0, 0 < |bk−1| 	 |bk|, k = 1, . . . ,m
then there exist m hyperbolic limit cycles of (2.6) in a neighborhood of B j . The total number of limit
cycles obtained in this step is (1+ n)m. Note that the n(m − 1) limit cycles obtained in the ﬁrst step
keep exist since 0 < ε2 	 ε1. The two steps together lead to n(m−1)+ (n+1)m = (2n+1)m−n limit
cycles of (2.6).
This completes the proof of the conclusion (i). The conclusion (ii) can be proved in the same way
as the above by two steps. In the ﬁrst step we can obtain nm limit cycles. In the second step, we
obtain (1+ n)m limit cycles. Then the total number of limit cycles by the steps comes to (2n + 1)m.
The proof is completed. 
We remark that the main idea in the proof of Lemma 2.6 is from [3]. The perturbations here we
take are a correction to those given in [3] since the perturbations used in [3] are unable to obtain
(2n + 1)m − n limit cycles as was pointed in Li [17] and Li, Chan and Chung [19]. Although the
perturbation terms in the system (2.7) are similar to (2.6), the system like (2.7) is ﬁrst introduced
in this paper. We will see that introducing it is a very important step. It enables us to give a lower
bound of H(m) for any integer m.
Using the lemmas above we can prove the following fundamental result.
Theorem 2.1. Let m0  3, n0  1, k0  0 be integers. Suppose that the following assumption is satisﬁed:
H(m0,n0,k0): There exist a rectangle R0 and polynomials P0(x, y) and Q 0(x, y) of degree m0 such that
the system
x˙ = P0(x, y), y˙ = Q 0(x, y) (E)m0
has property T (n0) on the rectangle R0 , and has k0 limit cycles of odd multiplicity on R0 .
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P˜1(x, y) and Q˜ 1(x, y) of degree 2m0 + 2 such that the system
x˙ = P1(x, y), y˙ = Q 1(x, y) (E)2m0+1
has property T (2n0 +1) on the rectangle R1 and has 4k0 + (4n0 +1)m0 −2n0 limit cycles of odd multiplicity
on R1 , and that the system
x˙ = P˜1(x, y), y˙ = Q˜ 1(x, y) (E)2m0+2
has property T (2n0 + 1) on R1 and has 4k0 + (4n0 + 1)m0 limit cycles of odd multiplicity on R1 . Therefore,
H(2m0 + 1) 4k0 + (4n0 + 1)m0 − 2n0, H(2m0 + 2) 4k0 + (4n0 + 1)m0.
Proof. Denote R0 by x0  x x¯0, y0  y  y¯0. First by Lemma 2.1, the system
x˙ = P0(x+ x0, y + y0) = P¯ (x, y),
y˙ = Q 0(x+ x0, y + y0) = Q¯ (x, y)
is a polynomial system of degree m0 having property T (n0) on the rectangle R˜0: 0  x  x¯0 − x0,
0 y  y¯0 − y0, and having k0 limit cycles of odd multiplicity on R˜0. Then by Lemmas 2.2 and 2.3,
the system
x˙ = y P¯(x2, y2), y˙ = xQ¯ (x2, y2)
is a polynomial system of degree 2m0 + 1 having property T (2n0 + 1) on the rectangle R1: |x| √
x¯0 − x0, |y|
√
y¯0 − y0, and having 4k0 limit cycles of odd multiplicity on R1. Moreover, the above
system has 4n0 + 1 elementary center points on the parts of x- and y-axis inside R1. Note that
any limit cycle of odd multiplicity persists under small perturbations in the following sense: it may
bifurcate and generate several limit cycles, but at least one of them will have an odd multiplicity.
Therefore, using Lemmas 2.1 and 2.6, there exist polynomials of degree 2m0 + 1 of the form
P1(x, y) = y P¯
(
x2, y2
)+ ε2 m0∑
j=0
b jx
2 j+1,
Q 1(x, y) = xQ¯
(
x2, y2
)+ ε1xm0−1∑
j=0
a jx
2 j+1
and polynomials of degree 2m0 + 2 of the form
P˜1(x, y) = y P¯
(
x2, y2
)+ ε2 m0∑
j=0
b jx
2 j+1,
Q˜ 1(x, y) = xQ¯
(
x2, y2
)+ ε1x m0∑
j=0
a jx
2 j+1
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cycles of odd multiplicity on R1 and that the system (E)2m0+2 has property T (2n0 +1) on R1 and has
4k0 + (4n0 + 1)m0 limit cycles of odd multiplicity on R1. This ends the proof. 
It is easy to see that among limit cycles obtained for (E)2m0+1 and (E)2m0+2 in the above theorem,
4k0 of them are of large amplitude, while the others are of small amplitude.
Note that if P0(x, y), and Q 0(x, y) satisfy P0x + Q 0 y = 0, then from the above proof
[
y P¯
(
x2, y2
)]
x +
[
xQ¯
(
x2, y2
)]
y = 0.
We immediately have from the proof of Theorem 2.1
Corollary 2.1. Let m0  3, n0  1, k0  0 be integers. Suppose that the following assumption is satisﬁed:
H∗(m0,n0,k0): There exist a rectangle R0 , polynomials P∗0(x, y) and Q ∗0 (x, y) of degree m0 and polyno-
mial H(x, y) of degree no more than m0 + 1 such that for suﬃciently small ε the system
x˙ = Hy + εP∗0(x, y), y˙ = −Hx + εQ ∗0 (x, y) (E∗)m0
has property T (n0) on the rectangle R0 , and has k0 limit cycles of odd multiplicity on R0 .
Then there exist a rectangle R1 , polynomials P∗1(x, y) and Q ∗1 (x, y) of degree 2m0 + 1 and polynomials
P˜∗1(x, y) and Q˜ ∗1 (x, y) of degree 2m0 +2, and polynomial H∗(x, y) of degree no more than 2m0 +2 such that
for suﬃciently small ε the system
x˙ = H∗y + εP∗1(x, y), y˙ = −H∗x + εQ ∗1 (x, y) (E∗)2m0+1
has property T (2n0 +1) on the rectangle R1 and has 4k0 + (4n0 +1)m0 −2n0 limit cycles of odd multiplicity
on R1 , and that the system
x˙ = H∗y + ε P˜∗1(x, y), y˙ = −H∗x + ε Q˜ ∗1 (x, y) (E)2m0+2
has property T (2n0 + 1) on R1 and has 4k0 + (4n0 + 1)m0 limit cycles of odd multiplicity on R1 . Therefore,
H∗(2m0 + 1) 4k0 + (4n0 + 1)m0 − 2n0, H∗(2m0 + 2) 4k0 + (4n0 + 1)m0.
On the realization of the assumptions in Theorem 2.1 and Corollary 2.1 we have
Lemma 2.7. The assumption H(m0,n0,k0) of Theorem 2.1 can be satisﬁed with
(m0,n0,k0) = (3,1,13), (4,1,20), (5,2,28), (6,2,35),
and the assumption H∗(m0,n0,k0) of Corollary 2.1 can be satisﬁed with
(m0,n0,k0) = (3,1,13), (4,1,15), (5,2,28), (6,2,35).
Proof. C. Li, C. Liu and J. Yang [16] proved that there exist constants k > 1, λ ∈ (0,1) and α j ∈ R ,
j = 1,2,3,4 such that for all suﬃciently small ε > 0 the following system
x˙ = y(y2 − k2), y˙ = x(x+ 1)(x− λ) + εy(α1 + α2x+ α3x2 + α4 y2) (2.9)
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D1 ⊂ R0. It is easy to see that if a > k then for ε = 0 (2.9) has property T (1) on R0 with
x2 = −x0 = a, y2 = −y0 = a, x1 = x′1 = y1 = y′1 = 0.
Thus, by Lemma 2.1 for ε > 0 small (2.9) satisﬁes the assumption H(3,1,13). Han, Shang, Wang and
Yu [8] proved that for some polynomials P4 and Q 4 of degree 4, the system
x˙ = −y(1− y2)(2− x) + εP4(x, y),
y˙ = x(1− 2x2)(2− x) + εQ 4(x, y)
has 20 limit cycles in a bounded set D2 in the region |x| < 2 for ε small. In this case we can take
a square R0 of the same form as before with 0 < a < 2 such that D2 ⊂ R0. Then the system above
satisﬁes the assumption H(4,1,20).
Sun and Han [27] and Wang and Yu [28] proved that for some polynomials P5 and Q 5 of degree 5
and P6 and Q 6 of degree 6 the systems
x˙ = y(y2 − 1)(y2 − 2)+ εP5(x, y),
y˙ = −x(x2 − 1)(x2 − 2)+ εQ 5(x, y)
and
x˙ = y
(
1− 1
2
y2
)(
1− 1
8
y2
)
+ εP6(x, y),
y˙ = −x(1− 2x2)(1− 1
2
x2
)
+ εQ 6(x, y)
have 28 and 35 limit cycles respectively in a bounded set for all small ε > 0. Clearly, we can take
a rectangle R˜0: |x|  b, |y|  b with b >
√
2 such that the systems above satisfy the assumptions
H(5,2,28) and H(6,2,35) respectively.
From the above discussion we know that the assumptions H∗(3,1,13), H∗(5,2,28) and
H∗(6,2,35) can be satisﬁed. To show that H∗(4,1,15) can be satisﬁed, we use the main result
of Zhang, Han, Zang and Meng [36] where it was proved that there is a near Hamiltonian system of
degree 4 of the form
x˙ = y(1+ x2 − 2y2)+ εP4(x, y),
y˙ = −x(1− x2 + y2)+ εQ 4(x, y)
having 15 limit cycles. This ends the proof. 
By Theorem 2.1, Corollary 2.1 and Lemma 2.7 we obtain the following conclusion.
Corollary 2.2. H(7) H∗(7) 65, H(8) H∗(8) 67, H(9) 98, H(10) 100, H(11) H∗(11) 153,
H(12) H∗(12) 157, H(13) H∗(13) 190, H(14) H∗(14) 194.
For example, taking (m0,n0,k0) = (6,2,35) by Lemma 2.7, then using Corollary 2.1 we have
H∗(13) 4× 35+ (4× 2+ 1) × 6− 2× 2= 190, H∗(14) 4× 35+ (4× 2+ 1) × 6= 194.
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The conclusions in the corollary improve the estimates on the Hilbert numbers H(7) ( 53),
H(9) ( 80) and H(11) ( 121) given in Johnson and Tucker [15], Wang, Yu and Li [30] and Wang
and Yu [29]. The lower bounds for H(8), H(10), H(12), H(13) and H(14) in the corollary are new.
In the next section we will give more results for polynomial systems of higher degrees.
3. Further study for general polynomial systems
In this section we use Theorem 2.1 and Corollary 2.1 repeatedly together with very technical anal-
ysis to give more results for general polynomial systems of arbitrary degree. We ﬁrst suppose the
assumption H(m0,n0,k0) in the theorem is satisﬁed. Introduce
n1 = 2n0 + 1, m1 j = 2m0 + j, j = 1,2,
k11 = 4k0 + (4n0 + 1)m0 − 2n0, k12 = 4k0 + (4n0 + 1)m0. (3.1)
By Theorem 2.1, there exist polynomial systems (E)m11 and (E)m12 of degrees m11 and m12 which have
property T (n1) on a rectangle R1 and have k11 and k12 limit cycles of odd multiplicity respectively
on the rectangle. Obviously, k12 > k11. Further, let
n2 = 2n1 + 1, m21 = 2m11 + 1, m22 = 2m11 + 2,
m23 = 2m12 + 1, m24 = 2m12 + 2. (3.2)
Then by Theorem 2.1 again for 1 j  4 there exists a polynomial system (E)m2 j of degree m2 j which
has property T (n2) on a rectangle R2 and has k2 j limit cycles on R2, where
k21 = 4k11 + (4n1 + 1)m11 − 2n1, k22 = 4k11 + (4n1 + 1)m11,
k23 = 4k12 + (4n1 + 1)m12 − 2n1, k24 = 4k12 + (4n1 + 1)m12. (3.3)
Note that m12 =m11 + 1 and k12 > k11. We have
k24 > k23 > k22 > k21.
By (3.1) and (3.2), it is easy to see that
n2 = 22n0 + 22 − 1, m2 j = 22m0 + 22 − 2+ j, 1 j  22. (3.4)
In general, introduce by induction
ni+1 = 2ni + 1, i  1,
mi+1,2l−1 = 2mil + 1, mi+1,2l = 2mil + 2,
l = 1, . . . ,2i, i  1. (3.5)
We can prove
Lemma 3.1. Let ni and mij be deﬁned by (3.5). Then for i  1,
(i) ni = 2i(n0 + 1) − 1;
(ii) mij = 2i(m0 + 1) − 2+ j, 1 j  2i .
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induction. By (3.1) and (3.4), the conclusion is true for i = 1 and i = 2. Suppose it is true for i. We
want to prove that it is also true for i+1. For the purpose, we use (3.5) and the inductive assumption
to obtain
mi+1,1 = 2mi1 + 1= 2
(
2i(m0 + 1) − 2+ 1
)+ 1= 2i+1(m0 + 1) − 2+ 1,
mi+1,2i+1 = 2mi,2i + 2= 2
(
2i(m0 + 1) − 2+ 2i
)+ 2= 2i+1(m0 + 1) − 2+ 2i+1.
That is, the conclusion is true for j = 1 and 2i+1. Hence, to ﬁnish the proof, by (3.5) we need only to
prove
mi+1,2l + 1=mi+1,2l+1, 1 l 2i − 1.
In fact, by (3.5) and by induction, we have
mi+1,2l = 2
(
2i(m0 + 1) − 2+ l
)+ 2= 2i+1(m0 + 1) − 2+ 2l,
mi+1,2l+1 = 2mi,l+1 + 1= 2
(
2i(m0 + 1) − 2+ l + 1
)+ 1= 2i+1(m0 + 1) − 2+ 2l + 1.
Then the proof is completed. 
We have seen that under the assumption H∗(m0,n0,k0) there exist polynomial systems (E)m11
and (E)m12 which have property T (n1) on a rectangle R1 and have k11 and k12 limit cycles of odd
multiplicity respectively, where n1, m11, m12, k11 and k12 satisfy (3.1) and k12 > k11. Now by induction
we suppose there exists a polynomial system (E)mij of degree mij which has property T (ni) on a
rectangle Ri and has kij limit cycles of odd multiplicity on Ri with
ki, j+1 > kij, j = 1, . . . ,2i − 1,
ki1 = 4ki−1,1 + (4ni−1 + 1)mi−1,1 − 2ni−1, i  1. (3.6)
We want to prove that the conclusion is true for i + 1. In fact, by the inductive assumption and
by (3.5) and Theorem 2.1 again for each 1  l  2i there exist polynomial systems (E)mi+1,2l−1 and
(E)mi+1,2l of degrees mi+1,2l−1 and mi+1,2l respectively which have property T (ni+1) on a rectangle
Ri+1 and have ki+1,2l−1 and ki+1,2l limit cycles of odd multiplicity respectively on Ri+1, where
ki+1,2l−1 = 4kil + (4ni + 1)mil − 2ni, i  1
ki+1,2l = 4kil + (4ni + 1)mil, l = 1, . . . ,2i . (3.7)
Obviously, ki+1,2l > ki+1,2l−1, l = 1, . . . ,2i .
By Lemma 3.1 we have mi,l+1 =mil + 1. Hence, noting (3.6) it follows from (3.7) that
ki+1,2l+1 > ki+1,2l, l = 1, . . . ,2i − 1.
Therefore
ki+1, j+1 > ki+1, j, j = 1, . . . ,2i+1 − 1.
Thus, we have proved the following theorem by induction.
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there exists a polynomial system (E)mij of degree mij which has kij limit cycles of odd multiplicity, where kij
satisfy (3.1), (3.3), (3.6) and (3.7). Hence, H(mij) kij .
Similarly, we have from the proof of the above theorem
Corollary 3.1. Let the assumption H∗(m0,n0,k0) in Corollary 2.1 be satisﬁed. Then for any i  1, 1 j  2i
there exists a near Hamiltonian polynomial system (E∗)mij of degree mij which has kij limit cycles of odd
multiplicity, where kij satisfy (3.1), (3.3), (3.6) and (3.7). Hence, H∗(mij) kij .
By (3.1) and (3.3) we have
k21 = 16k0 + 14m0 + 32n0m0 − 4n0 + 3,
k22 = 16k0 + 14m0 + 32n0m0 + 5,
k23 = 16k0 + 14m0 + 32n0m0 + 12n0 + 8,
k24 = 16k0 + 14m0 + 32n0m0 + 16n0 + 10. (3.8)
Hence, by (3.4) and (3.8), and taking (m0,n0,k0) = (3,1,13), (4,1,20), (5,2,28), (6,2,35), or
(4,1,15), we have immediately from Lemma 2.7, Theorem 3.1 and Corollary 3.1
Corollary 3.2.
(i) H(15) H∗(15) 345, H(16) H∗(16) 351, H(17) H∗(17) 366, H(18) H∗(18) 372.
(ii) H(19) 503, H(20) 509, H(21) 524, H(22) 530.
(iii) H∗(19) 413, H∗(20) 419, H∗(21) 444, H∗(22) 450.
(iv) H(23) H∗(23) 833, H(24) H∗(24) 843, H(25) H∗(25) 870, H(26) H∗(26) 880.
(v) H(27)  H∗(27)  1023, H(28)  H∗(28)  1033, H(29)  H∗(29)  1060, H(30)  H∗(30) 
1070.
In general, we have
Theorem 3.2. Let the assumption H(m0,n0,k0) in Theorem 2.1 (or the assumption H∗(m0,n0,k0) in Corol-
lary 2.1) be satisﬁed. Then for i  0, 1 j  2i and mij = 2i(m0 + 1) − 2+ j,
H(mij)
(
or H∗(mij)
)
 4i · i(n0 + 1)(m0 + 1) + 4i
[
k0 − 3
2
(m0 + 2n0 + 3)
]
+ 3
2
· 2i(m0 + 2n0 + 3) + 5
3
(
4i − 1). (3.9)
Further, if m0  3 and n0  1, then:
(i) For 2i(m0 + 1) − 1m 2i(m0 + 2) − 2, i  0
H(m)
(
or H∗(m)
)
 (n0 + 1)(m0 + 1)
(m0 + 2)2 ln2 (m + 2)
2 ln
m + 2
m0 + 2
+
(
m+ 2
m0 + 2
)2[
k0 − 3
2
(m0 + 2n0 + 3)
]
+ 3(m+ 2)
2(m + 2) (m0 + 2n0 + 3) +
5
3
[(
m + 2
m + 2
)2
− 1
]
. (3.10)0 0
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H(m)
(
or H∗(m)
)
 n0 + 1
(m0 + 1) ln2 (m + 1)
2 ln
m+ 1
m0 + 1 +
(
m+ 1
m0 + 1
)2[
k0 − 3
2
(m0 + 2n0 + 3)
]
+ 3(m+ 1)
2(m0 + 1) (m0 + 2n0 + 3) +
5
3
[(
m+ 1
m0 + 1
)2
− 1
]
. (3.11)
(iii) For m = 2i(m0 + 2) − 2, i  0,
H(m)
(
or H∗(m)
)
 n0 + 1
(m0 + 2) ln2 (m+ 2)
2 ln
m+ 2
m0 + 2 +
(
m+ 2
m0 + 2
)2[
k0 − 1
2
(3m0 + 8n0) − 5
]
+ m+ 2
m0 + 2
(
3
2
m0 + 4n0 + 7
)
− 2. (3.12)
Proof. Denote k¯0 = k0 and k¯i = ki1 for i  1. Then by (3.6) we have
k¯i+1 = 4k¯i + Ai, Ai = (4ni + 1)mi1 − 2ni, i  0. (3.13)
By Lemma 3.1 we have
Ai = 4i+1(n0 + 1)(m0 + 1) − 2i(3m0 + 6n0 + 9) + 5,
and
k¯i+1 = 4i+1k0 +
i∑
l=0
4i−l Al.
Note that
i∑
l=0
4i−l Al =
i∑
l=0
4i−l
[
4l+1(n0 + 1)(m0 + 1) − 2l(3m0 + 6n0 + 9) + 5
]
= 4i+1(i + 1)(n0 + 1)(m0 + 1) − 4i(3m0 + 6n0 + 9)
(
2− 1
2i
)
+ 5
3
(
4i+1 − 1).
It follows that
k¯i+1 = 4i+1(i + 1)(n0 + 1)(m0 + 1) + 4i+1
[
k0 − 3
2
(m0 + 2n0 + 3)
]
+ 3
2
· 2i+1(m0 + 2n0 + 3) + 5
3
(
4i+1 − 1).
Then (3.9) follows from (3.6), Theorem 3.1 and Corollary 3.1.
Further, if m0  3 and n0  1, then the right-hand side of (3.9) is increasing in i. Hence, noting
that m =mij  2i(m0 + 2) − 2 or 2i  m+2m0+2 since 1 j  2i , the inequality (3.10) follows from (3.9)
directly.
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2i = m+ 1
m0 + 1 , i =
1
ln2
ln
m + 1
m0 + 1 .
Then (3.11) follows from (3.9) by taking j = 1.
Finally, taking j = 2i and letting k˜i = k˜i j , m˜i =mij in this case, we have similar to (3.13)
k˜i+1 = 4k˜i + A˜i, A˜i = (4ni + 1)m˜i, i  0.
By Lemma 3.1 again,
A˜i =
[
4 · 2i(n0 + 1) − 3
][
2i(m0 + 2) − 2
]
= 4i+1(n0 + 1)(m0 + 2) − 2i(3m0 + 8n0 + 14) + 6.
Then as before, we have
k˜i = 4ik0 +
i−1∑
l=0
4i−1−l A˜l
= 4i i(n0 + 1)(m0 + 2) + 4i
[
k0 − 1
2
(3m0 + 8n0) − 5
]
+ 2i−1(3m0 + 8n0 + 14) − 2.
Note that 2i = m+2m0+2 in this case. We have
k˜i = n0 + 1
(m0 + 2) ln2 (m + 2)
2 ln
m + 2
m0 + 2 +
(
m+ 2
m0 + 2
)2[
k0 − 1
2
(3m0 + 8n0) − 5
]
+ m+ 2
m0 + 2
(
3
2
m0 + 4n0 + 7
)
− 2.
Hence, (3.12) follows. The proof is completed. 
Taking (m0,n0,k0) = (3,1,13) and (5,2,28) we get from (3.11)
H(m) H∗(m) 1
2 ln2
(m + 1)2 ln(m+ 1) − 5
6
(m + 1)2 + 3m+ 4
3
(3.14)
for m = 2 · 2i − 1, i  1, and
H(m) H∗(m) 1
2 ln2
(m+ 1)2 ln(m + 1) − (m + 1)2
[
19
108
+ ln3
2 ln2
]
+ 3m+ 4
3
(3.15)
for m = 3 · 2i − 1, i  1.
The inequalities (3.14) and (3.15) improve the main results in Christopher and Lloyd [3] and Li,
Chan and Chung [19]. More precisely, one can easily check that the estimate inequality (3.14) is better
than (1.1) and (1.2), while the estimate inequality (3.15) is better than (1.3).
Next, we give a lower bound of H(m) and H∗(m) for polynomial systems of any degree. Introduce
the following sets
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{
2i(m0 + 1) − 2+ j
∣∣ 1 j  2i, i  0}, m0  3,
S˜ i =
{
2i(m0 + 1) − 2+ j
∣∣ 1 j  2i, M m0  2M}, i  0, (3.16)
where M  3 is an integer. Then by Theorem 3.2, the inequality (3.10) holds for m ∈ Sm0 . For the
property of the sets Sm0 and S˜ i , we have
Lemma 3.2. For any integer M  3,
2M⋃
m0=M
Sm0 =
⋃
i0
S˜ i = {m |m M}.
Proof. It is direct that
2M⋃
m0=M
Sm0 =
{
2i(M + 1) − 1,2i(M + 1), . . . ,2i(2M + 2) − 2 ∣∣ i  0}
=
⋃
i0
{
2i(M + 1) − 2+ j ∣∣ 1 j  2i(M + 1)}
=
⋃
i0
S˜ i .
Thus, we need only to prove
⋃
i0
S˜ i = {m |m M}.
For the purpose, let
Ni(m0) =
{
2i(m0 + 1) − 2+ j
∣∣ 1 j  2i}, i  0. (3.17)
Then
S˜ i =
2M⋃
m0=M
Ni(m0). (3.18)
We claim that
minNi(M) = 2i(M + 1) − 1, maxNi(2M) = 2i+1(M + 1) − 2, (3.19)
and
maxNi(M + l − 1) =minNi(M + l) − 1, l = 1, . . . ,M − 1. (3.20)
In fact, (3.19) follows directly from (3.17). For (3.20) we have by (3.17)
maxNi(M + l − 1) = 2i(M + l) − 2+ 2i = 2i(M + l + 1) − 2,
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minNi(M + l) = 2i(M + l + 1) − 1.
Hence, (3.20) follows for l = 1, . . . ,M − 1.
By (3.18)–(3.20) we obtain
S˜ i =
{
m
∣∣ 2i(M + 1) − 1m 2i+1(M + 1) − 2},
which gives
max S˜ i = 2i+1(M + 1) − 2=min S˜ i+1 − 1.
Thus,
⋃
i0
S˜ i = {m |mmin S˜0} = {m |m M}.
This ends the proof. 
Taking M = 3, we have in particular
6⋃
m0=3
Sm0 = {m |m 3}. (3.21)
That is, for any integer m  3, there exists 3 m0  6 such that m ∈ Sm0 . In this case (3.10) holds.
Denote by Hm0 (m) the right-hand side of (3.10). Then by Lemma 2.7 we can take (m0,n0,k0) =
(3,1,13), (4,1,20), (5,2,28) and (6,2,35) to obtain
H3(m) = 8
25 ln2
(m + 2)2 ln m+ 2
5
+ 8
75
(m + 2)2 + 12
5
(m+ 2) − 5
3
,
H4(m) = 5
18 ln2
(m + 2)2 ln m+ 2
6
+ 49
216
(m+ 2)2 + 9
4
(m+ 2) − 5
3
,
H5(m) = 18
49 ln2
(m + 2)2 ln m+ 2
7
+ 35
147
(m+ 2)2 + 18
7
(m + 2) − 5
3
,
H6(m) = 21
64 ln2
(m + 2)2 ln m+ 2
8
+ 103
384
(m+ 2)2 + 39
16
(m + 2) − 5
3
. (3.22)
And taking (m0,n0,k0) = (4,1,15) we obtain in stead of H4(m)
H∗4(m) =
5
18 ln2
(m+ 2)2 ln m+ 2
6
+ 19
216
(m + 2)2 + 9
4
(m + 2) − 5
3
. (3.23)
Using the above functions we can prove
Theorem 3.3.
(i) H(m)m2 for m 15.
(ii) H∗(m)m2 for m 23.
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H(m) H∗(m) 5
18 ln2
(m + 2)2 ln m+ 2
6
+ 8
75
(m+ 2)2.
Proof. By Theorem 3.2(i), we have H(m) Hm0 (m) for m ∈ Sm0 . On the other hand, from (3.22) it is
not hard to prove that
Hm0(m)m2, m0 = 3,4,5,6 form 22. (3.24)
Then the conclusion (i) follows from (3.21) and Corollary 3.2.
Similarly, by Theorem 3.2(i), we have H∗(m) Hm0 (m) for m ∈ Sm0 with m0 = 3,5,6, and H∗(m)
H∗4(m) for m ∈ S4. Thus, to prove the second conclusion, by (3.24) it suﬃces to prove
H∗4(m)m2 form 23 andm ∈ S4.
In fact, we can prove directly by (3.23) H∗4(m)  m2 for m  38. On the other hand, S4 ={4,9,10,19,20,21,22,39,40, . . .} by (3.16). Hence, the conclusion follows.
For the third conclusion, we ﬁrst can prove that
8
25
ln
m+ 2
5
 5
18
ln
m+ 2
6
,
18
49
ln
m+ 2
7
 5
18
ln
m+ 2
6
,
21
64
ln
m+ 2
8
 5
18
ln
m+ 2
6
for m 38, which, together with (3.22) and (3.23), follows
min
{
H3(m), H
∗
4(m), H5(m), H6(m)
}
 5
18 ln2
(m + 2)2 ln m+ 2
6
+ 2
75
(m + 2)2
for m 38. Then, the conclusion (iii) follows from (3.21) and Theorem 3.2. The proof is completed. 
Note that H∗(9) 80 [30]. Therefore, by Lemma 2.7, Corollaries 2.2 and 3.2 and Theorem 3.3 we
have
Corollary 3.3. For m 3, and m = 6,14, H(m)m2 , and for k 1
H∗(2k + 1)
{
(2k + 1)2 − 1 for k = 4,
(2k + 1)2 for k = 4.
In particular, the conjecture H∗(2k + 1) (2k + 1)2 − 1 posed in Li, Chan and Chung [18] is true.
In order to give a better lower bound of H(m) and H∗(m) for very large m, we prove the following
lemma.
Lemma 3.3. For any integer n  1, there exist Hamiltonian polynomial systems of degree 2n + 1 and 2n + 2
having property T (n) on a rectangle.
Proof. By Lemma 2.1, we need only to give a Hamiltonian polynomial system of degree 2n+ 1 which
has property T (n) on a rectangle.
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x˙ = y(y2 − a1) · · · (y2 − an)≡ P (y),
y˙ = −x(x2 − b1) · · · (x2 − bn)≡ Q (x), (3.25)
where 0 < a1 < · · · < an , 0 < b1 < · · · < bn . Obviously, both P and Q have exactly 2n+ 1 simple zeros
y∗1 < y∗2 < · · · < y∗2n+1 and x∗1 < x∗2 < · · · < x∗2n+1 respectively with x∗n+1 = y∗n+1 = 0, and
P ′
(
y∗1
)
> 0, P ′
(
y∗2n+1
)
> 0, Q ′
(
x∗1
)
< 0, Q ′
(
x∗2n+1
)
< 0.
If we take
x j = x′j = x∗2 j, y j = y′j = y∗2 j, j = 1, . . . ,n,
and
x0 = x∗1 − 1, y0 = y∗1 − 1, xn+1 = x∗2n+1 + 1, yn+1 = y∗2n+1 + 1,
then
P ′(y j) < 0, Q ′(x j) > 0, j = 1, . . . ,n,
P (y0) < 0, P (yn+1) > 0, Q (x0) > 0, Q (xn+1) < 0.
Hence, by Deﬁnition 2.1 the system (3.25) has property T (n) on the rectangle x0  x xn+1, y0  y 
yn+1. This ends the proof. 
Now by Lemma 3.3, we can take k0 = 0 and n0 = [m0−12 ] in (3.10) to obtain
H∗(m)μ1(m0)(m + 2)2 ln(m+ 2) − μ2(m0)(m + 2)2 + μ3(m0)(m+ 2) − 5
3
≡ H˜m0(m) (3.26)
for m ∈ Sm0 , where
μ1(m0) = (n0 + 1)(m0 + 1)
(m0 + 2)2 ln2 , n0 =
[
m0 − 1
2
]
,
μ2(m0) = (n0 + 1)(m0 + 1) ln(m0 + 2)
ln2
+ 3
2
(m0 + 2n0 + 3) − 5
3
,
μ3(m0) = 3(m0 + 2n0 + 3)
2(m0 + 2) −
5
3
.
For the property of μ1(m0), we have
Lemma 3.4. Let M  3. Then there exists a unique integer M0 satisfying M  M0  2M such that
μ1(M0) =min
{
μ1(m0)
∣∣ M m0  2M}.
Therefore μ1(M0) < μ1(m0) for M m0  2M, m0 = M0 .
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μ1(m0) =
⎧⎨
⎩
2k2
(2k+1)2 ln2 ≡ μ11(k) form0 = 2k − 1,
k(2k+1)
(2k+2)2 ln2 ≡ μ12(k) form0 = 2k.
It is easy to see that both μ11 and μ12 are increasing in k ( 2). Thus, to prove the conclusion it
suﬃces to show that the equation
μ11(k) = μ12(k + l) (3.27)
has no solutions for any integers k 2 and k + l 2. Obviously, (3.27) is equivalent to
8k2(k + l + 1)2 = (4k2 + 4k + 1)(2l2 + (4k + 1)l + 2k2 + k)
or
ϕ(l) ≡ −2(4k + 1)l2 − l(4k2 + 8k + 1)+ 4k3 + 2k2 − k = 0.
Note that
μ11(k) > μ12(k + l) ⇐⇒ ϕ(l) > 0.
It follows from ϕ(0) > 0 that
μ11(k) > μ12(k) for all k 2.
Thus, if l 0 and k + l 2, we have
μ11(k)μ11(k + l) > μ12(k + l).
This means that (3.27) has no solutions for l 0.
Let l > 0. Note that ϕ(l) is quadratic in l. It is easy to see that there exists a unique real number
l0 > 0 such that ϕ(l0) = 0. On the other hand, it is direct to check that
ϕ
(
k
2
)
= −1
2
k(8k + 3) < 0, ϕ
(
k − 1
2
)
= 1
2
k(7k + 3) > 0.
This gives that 12 (k − 1) < l0 < 12k, and hence l0 is not an integer. The proof is completed. 
We prove further
Lemma 3.5. For any integer M  3 there exists m1 ( M) depending on M such that
H∗(m) H˜M0(m), for mm1,
where M0 is given in Lemma 3.4 satisfying M  M0  2M, and H˜M0 (m) is deﬁned in (3.26).
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m ∈ S˜ i , where S˜ i is deﬁned in (3.16). Hence, m = 2i(m0 + 1) − 2 + j for some j and m0 satisfying
1 j  2i , M m0  2M . It follows that
2i(m0 + 1) − 1m 2i(m0 + 2) − 2, M m0  2M.
Hence, by (3.26)
H∗(m) H˜m0(m) inf
{
H˜m0(m)
∣∣ M m0  2M}. (3.28)
Introduce the function
g(m,m0) = H˜m0(m) − H˜M0(m), m M, M m0  2M.
Obviously g(m,M0) = 0. For m0 = M0 we have by (3.26)
g(m,m0) =
[
μ1(m0) − μ1(M0)
]
(m+ 2)2 ln(m + 2)
− [μ2(m0) − μ2(M0)](m+ 2)2
+ [μ3(m0) − μ3(M0)](m+ 2).
By Lemma 3.4, there exist δ1(M) > 0, δ2(M) > 0 such that
g(m,m0) δ1(M)(m + 2)2 ln(m+ 2) − δ2(M)
[
(m+ 2)2 + (m + 2)]
for all m  M and M m0  2M , m0 = M0. Therefore, there exists m1 ( M) depending on M such
that
g(m,m0) 0 for all M m0  2M andmm1,
or
H˜m0(m) H˜M0(m) for all M m0  2M andmm1,
which, together with (3.28), yields the conclusion. This ends the proof. 
Now we can prove
Theorem 3.4. For any given small number ε > 0, there exists m∗ =m∗(ε) > 0 such that
H(m) H∗(m) >
(
1
2 ln2
− ε
)
(m+ 2)2 ln(m + 2) for m >m∗, (3.29)
or equivalently,
lim
m→∞ inf
H(m)
(m+ 2)2 ln(m + 2) 
1
2 ln2
.
Hence, H(m) grows at least as rapidly as 12 ln2 (m+ 2)2 ln(m + 2).
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lim
m0→+∞
μ1(m0) = 1
2 ln2
.
Thus, for any ε > 0 there exist ε1 > 0 and M > 3, both depending on ε, such that
μ1(M0) − ε1 > 1
2 ln2
− ε, (3.30)
where M0 is given in Lemma 3.4. Then by the deﬁnition of H˜M0 (m), there exists m
∗ > 0 such that
H˜M0(m) >
[
μ1(M0) − ε1
]
(m+ 2)2 ln(m + 2) form >m∗.
Therefore, by (3.30) we have
H˜M0(m) >
(
1
2 ln2
− ε
)
(m+ 2)2 ln(m + 2) form >m∗.
Then (3.29) follows from Lemma 3.5. By (3.29) we have
lim
m→∞ inf
H(m)
(m+ 2)2 ln(m + 2) 
1
2 ln2
− ε.
Hence,
lim
m→∞ inf
H(m)
(m+ 2)2 ln(m + 2) 
1
2 ln2
since ε is arbitrary. This ends the proof. 
Finally, taking k0 = 0, m0 = 2k + 1, and n0 = k in (3.11) we can prove easily
Theorem 3.5. For any given integer k 1 there exists a positive constant Bk satisfying
lim
k→∞
Bk
ln(k + 1) =
1
2 ln2
such that for m = 2i+1(k + 1) − 1, i  0,
H(m) H∗(m) 1
2 ln2
(m+ 1)2 ln(m + 1) − Bk(m + 1)2 + 3m+ 43 .
Proof. In fact, for k0 = 0, m0 = 2k + 1, and n0 = k we have from (3.11)
H(m) H∗(m) H2k+1(m) form = 2i+1(k + 1) − 1,
where
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2
2 ln2
ln
m + 1
2k + 2 −
3(m+ 1)2
2(k + 1) + 3(m + 1) +
5
3
[
(m + 1)2
4(k + 1)2 − 1
]
= 1
2 ln2
(m + 1)2 ln(m+ 1) − Bk(m + 1)2 + 3m+ 43 ,
Bk = 12 ln2
[
ln2+ ln(k + 1)]+ 3
2(k + 1) −
5
12(k + 1)2 .
This ends the proof. 
Now it is clear that Theorem 1.1 follows directly from (3.14), (3.15) and Theorem 3.5. Theorem 1.2
follows from Corollaries 2.2, 3.2, 3.3 and Theorem 3.3. And Theorem 1.3 follows from Theorem 3.4.
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