Abstract. The prediction of structured outputs in general and rankings in particular has attracted considerable attention in machine learning in recent years, and different types of ranking problems have already been studied. In this paper, we propose a generalization or, say, relaxation of the standard setting, allowing a model to make predictions in the form of partial instead of total orders. We interpret such kind of prediction as a ranking with partial abstention: If the model is not sufficiently certain regarding the relative order of two alternatives and, therefore, cannot reliably decide whether the former should precede the latter or the other way around, it may abstain from this decision and instead declare these alternatives as being incomparable. We propose a general approach to ranking with partial abstention as well as evaluation metrics for measuring the correctness and completeness of predictions. For two types of ranking problems, we show experimentally that this approach is able to achieve a reasonable trade-off between these two criteria.
Introduction
The problem of "learning to rank" has recently attracted considerable attention in machine learning, and different types of ranking problems have been studied, both theoretically and empirically. Roughly speaking, the goal of methods developed in this field is to learn a "ranker" that outputs predictions in the form of a ranking of a set of alternatives. Thus, learning to rank can be seen as a specific type of structured output prediction [1] .
A ranking is commonly understood as a strict total order, i.e., an irreflexive, asymmetric, and transitive relation. In this paper, we propose a generalization of the standard setting, allowing a model to make predictions in the form of partial instead of total orders. We interpret such kind of prediction as a ranking with partial abstention: If the ranker is not sufficiently certain regarding the relative order of two alternatives and, therefore, cannot reliably decide whether the former should precede the latter or the other way around, it may abstain from this decision and instead declare these alternatives as being incomparable.
The notion of abstention is actually well-known for conventional classification, and the corresponding extension is usually referred to as classification with a reject option [2] [3] [4] : The classifier is allowed to abstain from a prediction for a query instance in case it is not sure enough. An abstention of this kind is an obvious means to avoid unreliable predictions. Needless to say, the same idea does also make sense in the context of ranking. In fact, one may even argue that a reject option becomes even more interesting here: While a conventional classifier has only two choices, namely to predict a class or to abstain, a ranker can abstain to a certain degree: The order relation predicted by the ranker can be more or less complete or, stated differently, more or less partial, ranging from a total order (conventional ranking) to the empty relation in which all alternatives are incomparable. Later on, we will express the degree of abstention of a ranker more precisely in terms of a degree of completeness of the partial order it predicts.
The main contribution of this paper is a general approach to ranking with partial abstention, which is applicable to different types of ranking problems. In a nutshell, our approach consists of two main steps. First, a preference relation is derived that specifies, for each pair of alternatives a and b, a degree of preference for a over b and, vice versa, a degree of preference for b over a. The idea is that, the more similar these two degrees are, the more uncertain the learner is. Then, in a second step, a partial order maximally compatible with this preference relation, in a sense to be specified later on, is derived as a prediction. In order to realize the first step, we make use of ensemble learning techniques, although other possibilities are conceivable.
The remainder of the paper is organized as follows. In the next section, we briefly review some important ranking problems. Our approach to ranking with partial abstention is then detailed in Section 3. In Section 4, we address the question of how to evaluate predictions in the form of partial orders and propose suitable performance metrics for measuring the correctness and completeness of such predictions. Section 5 is devoted to experimental studies. For two types of ranking problems, we show that our approach is indeed able to achieve a reasonable trade-off between these two criteria. The paper ends with a couple of concluding remarks in Section 6.
Ranking Problems
Following [5] , we distinguish three types of ranking problems that have been studied extensively in the machine learning literature, namely label ranking [6] [7] [8] , instance ranking [9] , and object ranking [10] , to be described in more detail in the following.
Label Ranking
Like in the conventional setting of supervised learning (classification), we assume to be given an instance space X and a finite set of labels Y = {y 1 , y 2 , . . . , y k }.
In label ranking, the goal is to learn a "label ranker" in the form of an X → S Y mapping, where the output space S Y is given by the set of all total orders (permutations) of the set of labels Y (the notation is leaned on the common notation S k for the symmetric group of order k). Thus, label ranking can be seen as a generalization of conventional classification, where a complete ranking
is associated with an instance x instead of only a single class label. Here, π x is a permutation of {1, 2, . . . , k} such that π x (i) is the position of label y i in the ranking associated with x.
The training data T used to induce a label ranker typically consists of a set of pairwise preferences of the form y i ≻ x y j , suggesting that, for instance x, y i is preferred to y j . In other words, a single "observation" consists of an instance x together with an ordered pair of labels (y i , y j ).
To measure the predictive performance of a label ranker, a loss function on rankings is needed. In principle, any distance or correlation measure on rankings (permutations) can be used for that purpose. An important example is Kendall's tau, which counts the number of pairs of labels that are incorrectly ordered and normalizes this number to the interval [−1, +1]: For two permutations π and σ, let c be the number of correctly ordered pairs (i, j) ∈ {1, . . . , k} 2 , i.e., the pairs (i, j) with i < j and (π(i) − π(j))(σ(i) − σ(j)) > 0. Likewise, let d be the number of incorrectly ordered pairs, i.e., the pairs (i, j) with (π(i)−π(j))(σ(i)−σ(j)) < 0. Kendall's tau, expressing a degree of correlation between π and σ, is then given by
This coefficient assumes the extreme value 1 if σ = π and the value −1 if σ is the reversal of π.
Instance Ranking
This setting proceeds from the setting of ordinal classification, where an instance x ∈ X belongs to one among a finite set of classes Y = {y 1 , y 2 , . . . , y k } and, moreover, the classes have a natural order: y 1 < y 2 < . . . < y k . Training data consists of a set T of labeled instances. As an example, consider the assignment of submitted papers to categories reject, weak reject, weak accept, and accept. In contrast to conventional classification, the goal is not to learn a classifier but a ranking function f (·). Given a subset X ⊂ X of instances as an input, the function produces a ranking, i.e., a (strict) total order ≻, of these instances as an output (typically by assigning a score to each instance and then sorting by scores).
For the case k = 2, this problem is well-known as the bipartite ranking problem. The case k > 2 has recently been termed multipartite ranking [9] . As an example, consider the task of a reviewer who has to rank the papers according to their quality, possibly though not necessarily with the goal of partitioning this ranking into the above four categories.
Thus, the goal of instance ranking is to produce a ranking ≻ in which instances from higher classes precede those from lower classes. Different types of accuracy measures have been proposed for predictions of this kind. Typically, they count the number of ranking errors, that is, the number of pairs (x, x ′ ) ∈ X × X such that x is ranked higher than x ′ even though the former belongs to a lower class than the latter. In the two-class case, this amounts to the well-known AUC, the area under the ROC-curve [11] :
where P ⊂ X is the set of positive and N ⊂ X the set of negative examples in X. 3 Its generalization to multiple (ordered) classes is known as the concordance index or C-index in statistics [12] .
Object Ranking
In the setting of object ranking, there is no supervision in the sense that no output or class label is associated with an object. The goal in object ranking is to learn a ranking function f (·) which, given a subset Z of an underlying referential set Z of objects as an input, produces a ranking of these objects as an output. Again, this is typically done by assigning a score to each instance and then sorting by scores.
Objects z ∈ Z are commonly though not necessarily described in terms of an attribute-value representation. As training information, an object ranker has access to exemplary rankings or pairwise preferences of the form z ≻ z ′ suggesting that z should be ranked higher than z ′ . This scenario is also known as "learning to order things" [10] .
The performance of an object ranker can again be measured in terms of a distance function or correlation measure on rankings. In contrast to the setting of label ranking, however, the number of items to be ordered in the context of object ranking is typically much larger. Therefore, one often prefers measures that put more emphasis on the top of a ranking while paying less attention to the bottom [13] . In Web search, for example, people normally look at the top-10 results while ignoring the rest. Besides, the target is often not a "true" ranking but instead a single object or a subset of relevant objects, for example a set of documents relevant to a query. Evaluation measures especially tailored toward these types of requirements have been proposed in information retrieval. Typical examples include precision and recall as well as normalized discounted cumulative gain (NDCG) [14] .
As explained above, the set of alternatives, say, A, to be ordered by a ranker depends on the type of ranking problem. In label ranking, A is a fixed set of labels Y, whereas in instance ranking, it is a subset X of the instance space X. A ranking on A is a strict, total, asymmetric, and transitive relation ≻, specifying for all pairs a, b ∈ A whether a precedes b, denoted a ≻ b, or b precedes a. The key property of transitivity can be seen as a principle of consistency: If a is preferred to b and b is preferred to c, then a must be preferred to c.
A partial order on A is a generalization that sticks to this consistency principle but is not necessarily total. If, for two alternatives a and b, neither a b nor b a, then these alternatives are considered as incomparable, written a⊥b. Note that, in the following, we still assume strictness of , even of this is not always mentioned explicitly.
Partial Orders in Learning to Rank
As mentioned before, our idea is to make use of the concept of a partial order in a machine learning context, namely to generalize the problem of learning to rank. More specifically, the idea is that, for each pair of alternatives a and b, the ranker can decide whether to make a prediction about the order relation between these labels, namely to hypothesize that a precedes b or that b precedes a, or to abstain from this prediction. We call a ranker having this possibility of abstention a ranker with partial reject option. Note, however, that for different pairs of alternatives, the reject decisions cannot be made independently of each other. Instead, the pairwise predictions should of course be consistent in the sense of being transitive and acyclic. In other words, a ranker with a (partial) reject option is expected to make a prediction in the form of a (strict) partial order on the set of alternatives. This partial order is considered as an incomplete estimation of an underlying (ground-truth) order relation ≻: For alternatives a, b ∈ A, a b corresponds to the prediction that a ≻ b (and not b ≻ a) holds, whereas a⊥b indicates an abstention on this pair of alternatives.
In this section, we propose a method that enables a ranker to make predictions of such kind. Roughly speaking, our approach consists of two main steps, to be detailed in the forthcoming subsections:
-The first step is the prediction of a preference relation P that specifies, for each pair of alternatives a and b, a degree of uncertainty regarding their relative comparison. -In the second step, a (strict) partial order maximally compatible with this preference relation is derived.
Prediction of a Binary Preference Relation
Let P be an A × A → [0, 1] mapping, so that P (a, b) is a measure of support for the order (preference) relation a ≻ b. We assume P to be reciprocal, i.e.,
for all a, b ∈ A. A relation of that kind can be produced in different ways. For example, some ranking methods explicitly train models that compare alternatives in a pairwise way, e.g., by training a single classifier for each pair of alternatives [15] . If these models are able to make probabilistic predictions, these can be used directly as preference degrees P (a, b). However, since probability estimation is known to be a difficult problem, we like to emphasize that our method for predicting strict partial orders does only assume an ordinal structure of the relation P . In fact, as will be seen below, the partial order induced by P is invariant toward monotone transformations of P . In other words, only the order relation of preference degrees is important, not the degrees themselves:
Here, we propose a generic approach that allows one to turn every ranker into a partial ranker. To this end, we resort to the idea of ensembling. Let L be a learning algorithm that, given a set of training data, induces a model M that in turn makes predictions in the form of rankings (total orders) ≻ of a set of alternatives A. Now, instead of training a single model, our idea is to train k such models M 1 , . . . , M k by resampling from the original data set, i.e., by creating k bootstrap samples and giving them as input to L. Consequently, by querying all these models, k rankings ≻ 1 , . . . , ≻ k will be produced instead of a single prediction.
For each pair of alternatives a and b, we then define the degree of preference P (a, b) in terms of the fraction of rankings in which a precedes b:
Thus, P (a, b) = 1 suggests a consensus among the ensemble members, since all of them agree that a should precede b. On the other hand, P (a, b) ≈ 1/2 indicates a highly uncertain situation.
Prediction of a Strict Partial Order Relation
On the basis of the preference relation P , we seek to induce a (partial) order relation on A, that we shall subsequently also denote by R. Thus, R is an A × A → {0, 1} mapping or, equivalently, a subset of A × A, where R(a, b) = 1, also written as (a, b) ∈ R or a R b, indicates that a b.
The simplest idea is to let a R b iff P (a, b) = 1. The relation R thus defined is indeed a (strict) partial order, but since a perfect consensus (P (a, b) ∈ {0, 1}) is a strong requirement, most alternatives will be declared incomparable. Seeking a prediction that is as informative as possible, it is therefore natural to reduce the required degree of consensus. We therefore proceed from an "α-cut" of the relation P , defined as
for 0 < α ≤ 1. A cut of that kind provides a reasonable point of departure, as it comprises the most certain preference statements while ignoring those comparisons (a, b) with P (a, b) < α. However, it is not necessarily transitive and may even contain cycles. For example, suppose a ≻ 1 b ≻ 1 c, b ≻ 2 c ≻ 2 a and c ≻ 3 a ≻ 3 b. Clearly, P (a, b) = P (b, c) = P (c, a) = 2/3, rendering R 2/3 a cyclical relation. While transitivity is easily enforced by computing the transitive closure of R α , absence of cycles is not as easily obtained. Intuitively, it seems natural that for larger α, cycles become less probable. However, as the example shows, even for α > 1/2, cycles can still occur. Furthermore, the larger α, the less informative the corresponding R α . Consequently, we propose to look for a minimal α (denote it as α * ) such that the transitive closure of R α (denote it as R α ) is a strict partial order relation [16] . This R α * will be the predicted strict partial order relation R, and we call α * the consensus threshold. By minimizing this threshold, we maximize R α as well as its transitive closure R α , and thereby also the information extracted from the ensemble on the basis of which P was computed. In the remainder of this section, we deal with the problem of computing α * in an efficient way.
Determination of an Optimal Threshold
Suppose that P can assume only a finite number of values. In our case, according to (3), this set is given by D = {0, 1/k, 2/k, . . . , 1}, and its cardinality by k + 1, where k is the ensemble size. Obviously, the domain of α can then be restricted to D. The simplest approach, therefore, it to test each value in D, i.e., to check for each value whether R α is acyclic, and hence R α a partial order. Of course, instead of trying all values successively, it makes sense to exploit a monotonicity property: If R α is not acyclic, then R β cannot be acyclic either, unless β > α. Consequently, α * can be found in at most log 2 (k + 1) steps using bisection. More specifically, by noting that α * is lower-bounded by
and trivially upper-bounded by α u = 1, one can repeatedly update the bounds as follows, until α u − α l < 1/k:
(i) set α to the middle point between α l and α u (ii) compute R α (iii) compute R α (e.g., using the Floyd-Warshall's algorithm [17] ) (iv) if R α is a partial order, set α u to α (v) else set α l to α This procedure stops with α * = α l . The complexity of this procedure is not worse than the transitive closure operation, i.e., it is at most O(|A| 3 ). As shown in [16] , the same result can be computed with another algorithm that is conceptually simpler (though equally costly in terms of complexity, at least theoretically). This algorithm operates on an |A| × |A| matrix R initialized with the entries P (a, b) (recall that A is the set of alternatives). It repeatedly performs a transitive closure operation at all the levels of D simultaneously: R(a, c), R(c, b) 
for all a, b ∈ A, until no further changes occur. These transitive closure operations can be seen as a correction of inconsistences in P (a is to some degree preferred to b, which in turn is to some degree preferred to c, but a is not sufficiently preferred to c). Since these inconsistencies do not occur very often, the number of update operations needed to stabilize R is normally quite small; in practice, we found that we rarely need more then one or two iterations. By construction, thresholding the final relation R at a level α will yield the transitive closure of relation R α in (4). Therefore, α * can be taken as
which is obviously the smallest α that avoids cycles. The whole procedure is summarized in Algorithm 1. Finally, we note that, as postulated above, α * in (7) yields a maximal partial order as a prediction. In principle, of course, any larger value can be used as well, producing a less complete relation and, therefore, a more "cautious" prediction. We shall come back to this issue in Section 4.
Illustrating Example
We illustrate our approach by means of a small two-dimensional toy example for the case of bipartite ranking. Suppose that the conditional class distributions of the positive and the negative class are two overlapping Gaussians. A training data set may then look like the one depicted in Fig. 1 (left) , with positive examples as black and negative examples as white dots. Given a new set of query instances X to be ranked, one may expect that a learner will be uncertain for those instances lying close to the overlap region, and may hence prefer to abstain from comparing them. More specifically, suppose that a linear model is used to train a ranker. Roughly speaking, this means fitting a separating line and sorting instances according to their distance from the decision boundary. Fig. 1 (left) shows several such models that may result from different bootstrap samples. Now, consider the five query instances shown in the right picture of Fig. 1 . Whereas all these models will rank instance 1 ahead of 2, 3 and 4, and these in turn ahead of 5, instances 2, 3 and 4 will be put in various orders. Applying our approach as outlined above, with a proper choice of the threshold α, may then yield the strict partial order indicated by the arrows in the right picture of Fig. 1 . A prediction of that kind agrees with our expectation: Instance 1 is ranked first and instance
Evaluation Measures
If a model is allowed to abstain from making predictions, it is expected to reduce its error rate. In fact, it can trivially do so, namely by rejecting all predictions, in which case it avoids any mistake. Clearly, this is not a desirable solution. Indeed, in the setting of prediction with reject option, there is always a trade-off between two criteria: correctness on the one side and completeness on the other side. An ideal learner is correct in the sense of making few mistakes, but also complete in the sense of abstaining but rarely. The two criteria are normally conflicting: increasing completeness typically comes along with reducing correctness and vice versa.
Correctness
As a measure of correctness, we propose a quantity that is also known as the gamma rank correlation [18] in statistics, although it is not applied to partial orders. Instead, it is used as a measure of correlation between rankings (with ties). As will be seen, however, it can also be used in a more general way.
Let * be the ground-truth relation on the set of alternatives A. If this relation is a total order, like in label ranking, then a * b if a precedes b and b * a if b precedes a; exactly one of these two cases is true, i.e., we never have a⊥ * b. Interestingly, in the case of instance ranking, it is not entirely clear whether the ground-truth is a total or a partial order. The goal of most learning algorithms for AUC maximization is to sort instances x according to their probability of belonging to the positive class, P(y = 1 | x). 4 Seen from this point of view, the underlying ground-truth is assumed to be a complete order. On the other hand, this complete order is never known and, therefore, can never be used as a reference for evaluating a prediction. Instead, only the class information is provided, and given a concrete test sample, evaluation measures like AUC do not care about the relative order of instances from the same class. In that sense, the ground-truth is treated like a partial order: a * b whenever a is positive and b negative (or, in the multi-class case, if the class of a is higher than the class of b), while a⊥ * b when a and b belong to the same class. Now, let be a predicted (strict) partial order, i.e., a prediction of * . We call a pair of alternatives a and b concordant if they ought to be compared, because ¬(a⊥ * b), and are indeed compared in the correct way, that is,
Likewise, we call a and b discordant if they ought to be compared, but the comparison is incorrect, that is,
Note that, if a⊥ * b (there is no need to compare a and b) or a⊥b (abstention on a and b), then the two alternatives are neither concordant nor discordant.
Given these notions of concordance and discordance, we can define
where C and D denote, respectively, the set of concordant and discordant pairs of alternatives. Obviously, CR( , * ) = 1 for * = and CR( , * ) = −1 if is the inversion of * . It is also interesting to mention that (8) is indeed a proper generalization of commonly used measures for the complete (non-partial) case, in the sense of reducing to these measures if is a total order. In particular, it is easy to see that (8) reduces to Kendall's tau (1) in the case of label ranking (where * is a total order, too), and to the AUC measure (2) in the case of instance ranking (where * is a partial order).
Completeness
To measure the degree of completeness of a prediction, a straightforward idea is to punish the abstention from comparisons that should actually be made (while ignoring or, say, tolerating comparisons that are made despite not being necessary). This leads to the following measure of completeness:
Experimental Results
As mentioned before, our method described in Section 3 can be applied to different ranking problems in a generic way. In this section, we present experimental results for two of the ranking problems outlined in Section 2, namely instance ranking and label ranking.
Instance Ranking
To test our method in the instance ranking scenario, we have selected a set of 16 binary classification data sets from the UCI repository and the Statlog collection 5 . We have used logistic regression as a base learner and produced ensembles of size 10.
The values reported in Table 1 are averages over five repetitions of a 10-fold cross-validation. Comparing the correctness of predictions in terms of (8), it can be seen that our approach of partial abstention generally leads to improved performance. In fact, it is never worse and yields better results most of the time, sometimes with significant margins. Moreover, this gain in performance comes with an acceptable loss in terms of completeness. Indeed, the degrees of completeness are quite high throughout, often significantly above 90%. We conducted a second experiment with the aim to investigate the tradeoff between correctness and completeness. As was mentioned earlier, and to some extent already confirmed by our first experiment, we expect a compromise between both criteria insofar as it should be possible to increase correctness at the cost of completeness. To verify this conjecture, we varied the threshold α in (4) in the range [α * , 1]. Compared to the use of α * , larger thresholds will make the predictions increasingly incomplete; at the same time, however, they should also become more correct. Indeed, the results we obtained are well in agreement with these expectations. Fig. 2 shows typical examples of the trade-off between correctness and completeness for two data sets.
Finally, it is interesting to look at the maximal chains of a predicted partial order. A maximal chain of a partially ordered set X is a maximal subset C ⊂ X that is totally ordered, like the set of elements depicted as black nodes in the following partial order:
The remaining elements X \ C can then be considered as those that cannot be inserted into the order in a reliable way, and are hence ignored. Since each maximal chain is a total order, it can be visualized in terms of an ROC curve. A typical example for the sonar data set is shown in Fig. 3 . As can be seen, the curves for the maximal chains tend to dominate the original ROC curve for this data, suggesting that the ranking of elements in the individual chains is indeed more reliable than the ranking of the complete data.
Label Ranking
In view of a lack of benchmark data for label ranking, we resorted to multi-class data sets from the UCI repository and turned them into label ranking data by following the procedure proposed in [15] : A naive Bayes classifier is first trained on the complete data set. Then, for each example, all the labels present in the data set are ordered with respect to the predicted class probabilities (in the case of ties, labels with lower index are ranked first).
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The setting of this experiment is similar to the one we did for instance ranking. We performed five repetitions of a 10-fold cross-validation and used an ensemble size of 10. As a label ranking method, we used the ranking by pairwise comparison approach [15] , again with logistic regression as a base learner.
The results, summarized in Table 2 , convey the same message as before: Correctness can be improved at the cost of completeness, and compared to the case of instance ranking, the loss in completeness is even much smaller here; see also Fig. 4 , in which we show the same kind of trade-off curves as for the case of instance ranking. 
Conclusions and Future Work
In this paper, we have addressed the problem of "reliable" prediction in the context of learning to rank. In this regard, we have made the following main contributions:
-Based on the idea of allowing a learner to abstain from an uncertain comparison of alternatives, together with the requirement that predictions are consistent, we have proposed a relaxation of the conventional setting in which predictions are given in terms of partial instead of total orders. -We have proposed a generic approach to predicting partial orders or, according to our interpretation, ranking with partial abstention, which is applicable to different types of ranking problems. -We have introduced reasonable measures for evaluating the performance of a ranker with (partial) reject option, namely measures of correctness and completeness. These measures are proper generalizations of conventional and commonly used measures for total orders. -Empirically, we have shown that our method is indeed able to trade off accuracy against completeness: The correctness of a prediction can be increased at the cost of reducing the number of alternatives that are compared.
The extension from predicting total to predicting partial orders as proposed in this paper opens the door for a multitude of further studies. Here, we mention just one example of an interesting direction for future work, which concerns the type of target order * to be predicted. In this paper, we have essentially assumed that the target is a complete order, and a prediction in terms of a partial order an incomplete estimation thereof, even though it was already mentioned that, in the case of instance ranking (AUC maximization), the target may also be considered as a partial order. However, even in that case, our evaluation measure does not penalize the prediction of an order relation between two instances a and b from the same class. In other words, we do not penalize the case where a b even though a⊥ * b. Now, if * is a true partial order, it clearly makes sense to request, not only the correct prediction of order relations a * b between alternatives, but also of incomparability relations a⊥ * b. Although the difference may look subtle at first sight, the changes will go beyond the evaluation of predictions and instead call for different learning algorithms. In particular, in this latter scenario, a⊥b will be interpreted as a prediction that a and b are incomparable (a⊥ * b), and not as a rejection of the decision whether a * b or b * a. Nevertheless, the two settings are of course related, and we plan to elaborate on their connection in future work.
