The science of complexity has moved to center stage within the past few decades. Complex systems range from glasses to the immune system and the brain. Glasses are too simple to possess all aspects of complexity; brains are too complex to expose common concepts and laws of complexity. Proteins, however, are systems where many concepts and laws of complexity can be explored experimentally, theoretically, and computationally. Such studies have elucidated crucial aspects. The energy landscape has emerged as one central concept; it describes the free energy of a system as a function of temperature and the coordinates of all relevant atoms. A second concept is that of fluctuations. Without fluctuations, proteins would be dead and life impossible. A third concept is slaving. Proteins are not isolated systems; they are embedded in cells and membranes. Slaving arises when the fluctuations in the sunoundings of a protein dominate many of the motions of the protein proper.
INTRODUCTION
Complexity is difficult to define, but it is clear that the important systems in our world, from biology to the Internet and social networks, are complex. Do such systems share common properties and are they governed by universal concepts and laws? Proteins, or biomolecules in general, are good choices for dynamic systems that can assume a large number of different conformations and that move rapidly from conformation to conformation.
Myoglobin is built from 153 amino acids and its size is about 2x3x4 nm3. The polypeptide chain encloses a porphyrin group with an iron atom at its center. Mb occurs mainly in muscles where it gives rise to the red color. A major role of Mb is the storage of dioxygen, but it is also involved in the enzymatics of nitrogen oxide.5 In this view, Mb indeed looks like an aperiodic crystal. Every atom is in its proper place and no hole is visible that would permit the entry or exit of small molecules like 02. Fig. lb presents a physicist's view, a schematic cross section through Mb. The porphyrin ring, the iron atom, and some cavities are recognizable. 02, NO, and CO bind at the iron atom, denoted by Fe.
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: The folded polypeptide chain (green) is surrounded by a hydration shell (inner yellow), a thin layer of water molecules, less than about 0.7 nm thick. The red ball is an Fe atom, the blue region is the phorphyrin, and the outer gold region is the bulk solvent (S). The Fe atom is tethered to the peptide on the bottom. Sites A, B, and D are explained in the text.
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2.1 Proteins exist in many conformations Fig. la gives a misleading picture of proteins, because a protein can assume a large number of somewhat different conformations or conformational substates (CS). The protein molecules in a protein sample thus all have the same composition, but have a wide range of different structures (conformations). At low temperature, each protein molecule remains fixed in a particular CS ; at ambient temperatures it fluctuates among all accessible CS. Clear evidence for the existence of CS came from flash photolysis studies with carboxymyoglobin, MbCO.9 In these experiments, CO is initially bound to the heme iron in the position denoted by A in Fig. lb . The sample is placed in a cryostat and the Fe=CO bond is broken by a laser flash. The CO moves into the heme pocket to a position denoted by B in Fig. lb . At temperatures below about 160 K, the CO cannot escape from the heme pocket and rebinds to the iron. Surprisingly, the rebinding is highly nonexponential in time and can be approximated by a power law,
Here N(t) is the fraction of Mb molecules that have not rebound a CO at the time t after the flash. The rate coefficient k and the exponent n change smoothly with temperature. Fig. 2 is far too simple because it presents the CS in a one-dimensional plot. In reality, the CS and the energy landscape live in a high-dimensional space. A particular substate CS is characterized by the coordinates of each atom of the protein, the hydration shell, and part of the surrounding.12 13 These coordinates can be looked at as describing a vector c in the conformational hyperspace. An attempt at explaining the concept is made in Fig.3 , where the hyperspace is projected onto two dimensions. A few of the more than 3000 conformational axes are drawn. Each point represents one particular CS. The energy landscape at a given temperature is given by the free energy as a function of the vector c. An ensemble of Mb molecules is a swarm of points in the conformation space, similar to a mosquito cloud in real space. The number of CS is not known, but it most likely far exceeds 10+10. Because proteins are dynamic systems, the swarm is not stationary, but proteins move from CS to CS at ambient temperatures, just like mosquitos. The swarm of substates is not featureless, but is organized 14 At present, the organization is only imperfectly known, but some general features are sketched in Fig. 4 . Three different types of CS can be distinguished, taxonomic, statistical, and local. 
Taxonomic substates (isomers)
In Mb, the top tier shown in Fig. 4 consists of three (possibly four) different conformations, denoted A, A1, (A2), and A3. They are characterized by the C-O stretch frequencies of the bound CO'5 and are called "taxonomic" because they can be characterized individually. The structures of A and A1, in particular, have been determined by X-ray 16 The main difference between the two, in addition to smaller changes, is the position of histidine 64. This amino acid is inside the heme pocket in A1 ,but extends partly into the solvent in A. The two CS also have different functions: A1 stores oxygen, while A catalyzes NO. 5 The structure of A3 and its function are not known. We expect that essentially all proteins will possess taxonomic substates. Prions may be a particularly dramatic example; antibodies may also use them. '7 1.3 Statistical substates Each taxonomic substate rebinds CO nonexponentially in time at low temperatures. ' 8 Thus a very large number of CS reside within each taxonomic substate. We call them "statistical" because they cannot be studied and described individually. The low-temperature data imply that statistical substates within a given taxonomic substate perform the same function, but with different rates.
Local substates
Within each statistical substate a protein can still assume slightly different conformations. We call them. "local substates". These substates have mainly been studied by laser hole burning. '9 The connection of these CS with structure and function is not known. It is also not known if they are important for function.
PROTEIN DYNAMICS
Proteins are dynamic systems. Within a given CS they can vibrate, but they can also jump from CS to CS. Some of these jumps depend strongly on external parameters such as temperature, pH, salts, and other solvent properties. In a glassy solvent, only motions among the local substates occur with measurable rates well below the glass temperature Tg. Near Tg very slow motions among the statistical substates set in. At ambient temperature, these motions are of the order of 1010 in a liquid solvent. In a rigid environment such as a crystal or a glass, most of the motions are blocked.
Some characteristic features of proteins are similar to those of super-cooled liquids and glasses.2° Protein properties can usually not be described by single values; distributions must be used. The temperature dependence of some motions do not follow the Arrhenius relation,
but can be described by the Vogel-Tammann-Fulcher relation,
Here kB is the Boltzmann constant and H and H are activation enthalpies. T0 is the temperature where k(T) extrapolates to zero. As already pointed out, the time dependence of many motions is nonexponential. There are, however, differences between glasses and proteins. Glasses and glass-forming liquids are not influenced or governed by the environment, but the effect of the solvent and the hydration shell on protein dynamics is profound. We will now turn to this aspect of protein dynamics.
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Protein motions
Proteins are machines that interact with the environment. We can expect different types of motions, some independent of the environment and some governed by it. To get some insight into these possibilities, we turn again to Mb and to Fig. lb . We select a number of processes and characterize them by the temperature dependence, k(T), of their rate coefficients. The dielectric fluctuation rate of the solvent22 (for example glycerol/water, 3/1 v/v.), essentially the tumbling rate of water molecules, is denoted by iie1 Other rate coefficients are measured by following a CO molecule after photodissociation 23 and can be described by refening to Fig. lb . We consider three processes, the covalent binding step B-> A with average rate coefficient kBA ' the passage of a CO molecule from D to A (kDA), and the exit of the CO from Mb (kXj). We also select transitions between the taxonomic substates A, A1, and A3, denoted by km and k13. '8 Rather than plotting the rate coefficients, we show in Fig. 5 log (k/kjei) versus l03/T. 
where the coefficient n(T) depends only weakly on T compared to kslaved and kdjel. Why can n(T) be as large as i05 or, in other words, what causes the hierarchy of motions seen in Fig. 5 if there are no internal enthalpy barriers? If the barriers that slow for instance the motion of the distal histidine in and out of the heme pocket are not enthalpic, they must be entropic. How can this feature be explained and described? We propose the model shown in Fig. 6 .
Here C is the heat capacity at constant pressure, BT the isothermal bulk compressibility, 
CONCLUSIONS
The experiments sketched here, and the corresponding computations and theories, demonstrate that proteins, in particular myoglobin, possess the crucial properties that permit studies of complexity: the scales, and the interaction of the complex system with its environment. Of course we are only at a beginning. Remember that the elucidation of even such a "simple" system as the hydrogen atom took a very long time, involving Balmer, Bohr, de Broglie, Schroedinger, Pauli, Heisenberg, Dirac, and many others. Proteins are much more complex than the hydrogen atom. Moreover, they are involved in the functions of life. We can therefore expect that it will take a long time till proteins are understood at the level of atoms, nuclei, and solids. But it is an exciting challenge for physicists to work in collaboration with biologists, biochemists, and chemists to come to a quantitative description and understanding of proteins and their interactions and functions. Understanding fluctuations ("noise") will be crucial in this endeavor. '9 S31PUdD •punq 
