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CARLEMAN ESTIMATES WITH SHARP WEIGHTS
AND BOUNDARY OBSERVABILITY FOR WAVE OPERATORS
WITH CRITICALLY SINGULAR POTENTIALS
ALBERTO ENCISO, ARICK SHAO, AND BRUNO VERGARA
Abstract. We establish a new family of Carleman inequalities for wave oper-
ators on cylindrical spacetime domains containing a potential that is critically
singular, diverging as an inverse square on all the boundary of the domain.
These estimates are sharp in the sense that they capture both the natural
boundary conditions and the natural H1-energy. The proof is based around
three key ingredients: the choice of a novel Carleman weight with rather sin-
gular derivatives on the boundary, a generalization of the classical Morawetz
inequality that allows for inverse-square singularities, and the systematic use
of derivative operations adapted to the potential. As an application of these
estimates, we prove a boundary observability property for the associated wave
equations.
1. Introduction
Our objective in this paper is to derive Carleman estimates for wave operators
with critically singular potentials, that is, with potentials that scale like the princi-
pal part of the operator. More specifically, we are interested in the case of potentials
that diverge as an inverse square on a convex hypersurface.
For the present paper, we consider the model operator
(1.1) κ := +
κ(1− κ)
(1− |x|)2 ,
where  := −∂tt + ∆ is the wave operator, the spatial domain is the unit ball B1
of Rn, and the constant parameter κ ∈ R measures the strength of the potential.
1.1. Background. To understand why we say “sharp”, let us consider the Cauchy
problem associated with this operator,
κu = 0 in (−T, T )×B1,
u(0, x) = u0(x), ∂tu(0, x) = u1(x).
(1.2)
In spherical coordinates, the equation reads as
−∂ttu+ ∂rru+ n− 1
r
∂ru+
κ(1− κ)
(1− r)2 u+
1
r2
∆Sn−1u = 0,
where ∆Sn−1 denotes the Laplacian on the unit sphere. The potential is critically
singular at r = 1, where, according to the classical theory of Frobenius for ODEs,
the characteristic exponents of this equation are κ and 1− κ. Therefore, if κ is not
a half-integer (which ensures that logarithmic branches will not appear), solutions
to the equation are expected to behave either like (1− r)κ or (1− r)1−κ as r ր 1.
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As one can infer by plugging these powers in the energy associated with (1.2),
(1.3)
∫
{t}×B1
{
(∂tu)
2 + (1− r)2κ ∣∣∇x[(1− r)−κu]∣∣2} ,
the equation admits exactly one finite-energy solution when κ 6 − 12 , no finite-
energy solutions when κ > 12 , and infinitely many finite-energy solutions when
(1.4) − 1
2
< κ <
1
2
.
In this range (1.4) of the parameter, which we consider in this paper, one must
impose a (Dirichlet, Neumann, or Robin) boundary condition on (−T, T ) × ∂B1.
This is constructed in terms of the natural Dirichlet and Neumann traces, which
now include weights and are defined as the limits
(1.5) Dκu := (1− r)−κu|r=1, Nκu := −(1− r)2κ∂r[(1− r)−κu]|r=1.
Notice that singular weights depending on κ appear everywhere in this problem,
and that all the associated quantities reduce to the standard ones in the absence of
the singular potential, i.e., when κ = 0. A more detailed discussion of the boundary
asymptotics of solutions to (1.2) is given in the next section.
The Carleman estimates that we will derive in this paper are sharp, in that the
weights that appear capture both the optimal decay rate of the solutions near the
boundary, as well as the natural energy (1.3) that appears in the well-posedness
theory for the equation. As we will see, this property is not only desirable but also
essential for applications such as boundary observability.
1.2. Some Existing Results. The dispersive properties of wave equations with
potentials that diverge as an inverse square at one point [5, 8] or an a (timelike)
hypersurface [2] have been thoroughly studied, as critically singular potentials are
notoriously difficult to analyze. Moreover, a well-posedness theory for a diverse
family of boundary conditions was developed for the range (1.4) in [27].
In the case of one spatial dimension, the observability and controllability of wave
equations with critically singular potentials has also received considerable attention
in the guise of the degenerate wave equation
∂ttv − ∂z(zα∂zv) = 0 ,
where the variable z takes values in the positive half-line and the parameter α
ranges over the interval (0, 1) (see [14] and the references therein). Indeed, it is not
difficult to show that one can relate equations in this form with the operator κ in
one dimension through a suitable change of variables, with the parameter κ being
now some function of the power α. The methods employed in those references, which
rely on the spectral analysis of a one-dimensional Bessel-type operator, provide a
very precise controllability result.
On the other hand, no related Carleman estimates that are applicable to observ-
ability results have been found. This manifests itself in two important limitations:
firstly, the available inequalities are not robust under perturbations on the coeffi-
cients of the equation, and secondly, the method of proof cannot be extended to
higher-dimensional situations.
CARLEMAN ESTIMATES FOR WAVES WITH CRITICALLY SINGULAR POTENTIALS 3
Recent results for different notions of observability for parabolic equations with
inverse square potentials, which are based on Carleman and multiplier methods, can
be found, e.g., in [4, 26]. Related questions for wave equations with singularities all
over the boundary have been presented as very challenging in the open problems
section of [4]. As stressed there, the boundary singularity makes the multiplier
approach extremely tricky.
In general, one would not expect Carleman estimates to behave well with singular
potentials such as κ(1−κ)(1−r)−2. Since the singularity in the potential scales just
as , there is no hope in absorbing it into the estimates by means of a perturbative
argument. Indeed, Carleman estimates generally assume [25, 9] that the potential
is at least in L
(n+1)/2
loc , but this condition is not satisfied here.
Finally, let us mention that a setting which is closely related to ours is that
of linear wave equations on asymptotically anti-de Sitter spacetimes, which are
conformally equivalent to analogues of (1.1) on curved backgrounds. It is worth
mentioning that waves on anti-de Sitter spaces have attracted considerable attention
in the recent years due to their connection to cosmology, see e.g. [2, 11, 12, 15, 27]
and the references therein.
Carleman estimates for linear waves were established in this asymptotically anti-
de Sitter setting in [15, 16], for the purposes of studying their unique continuation
properties from the conformal boundary. In particular, these estimates capture the
natural Dirichlet and Neumann data (i.e., the analogues of (1.5)). On the other
hand, the Carleman estimates in [15, 16] are local in nature and apply only to a
neighborhood of the conformal boundary, and they do not capture the naturally
associated H1-energy. As a result, these estimates would not translate into corre-
sponding observability results.
1.3. The Carleman Estimates. The main result of the present paper is a novel
family of Carleman inequalities for the operator (1.1) that capture both the natural
boundary weights and the natural H1-energy described above. To the best of our
knowledge, these are the first available Carleman estimates for an operator with
such a strongly singular potential that also captures the natural boundary data and
energy. Moreover, our estimates hold in all spatial dimensions, except for n = 2.
A simplified version of our main estimates can be stated as follows:
Theorem 1.1. Let B1 denote the unit ball in R
n, with n 6= 2, and fix − 12 < κ < 0.
Moreover, let u : (−T, T )×B1 → R be a smooth function, and assume:
i) The Dirichlet trace Dκu of u vanishes.
ii) u “has the boundary asymptotics of a sufficiently regular, finite energy solution
of (1.2)”. In particular, the Neumann trace Nκu of u exists and is finite.
iii) There exists δ > 0 such that u(t) = 0 for all T − δ 6 |t| < T .
Then, for λ≫ 1 large enough, independently of u, the following inequality holds:
λ
∫
(−T,T )×∂B1
e2λf (Nκu)2 +
∫
(−T,T )×B1
e2λf (κu)
2(1.6)
& λ
∫
(−T,T )×B1
e2λf
[
(∂tu)
2 + (1− |x|)2κ ∣∣∇x[(1 − |x|)−κu]∣∣2]
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+ |κ|λ3
∫
(−T,T )×B1
e2λf (1− |x|)6κ−1u2,
where f is the weight
(1.7) f(t, x) := − 1
1 + 2κ
(1− |x|)1+2κ − ct2,
with a suitably chosen positive constant c.
A more precise, and slightly stronger, statement of our main Carleman estimates
is given further below in Theorem 4.1.
Remark 1.2. Note that in Theorem 1.1, we restricted our strength parameter κ to
the range − 12 < κ < 0. This was imposed for several reasons:
i) First, a restriction to the values (1.4) was needed, as this is the range for which
a robust well-posedness theory exists [27] for the equation (1.2).
ii) The case κ = 0 is simply the standard free wave equation, for which the
existence of Carleman and observability estimates is well-known.
iii) On the other hand, the aforementioned spectral results [14] in the (1 + 1)-
dimensional setting suggest that the analogue of (1.6) is false when κ > 0.
Remark 1.3. The constant c in (1.7) is closely connected to the total timespan
needed for an observability estimate to hold; see Theorem 1.8 below. In Theo-
rem 1.1, this c depends on n, as well as on κ when n = 3.
Remark 1.4. The precise formulation of u in Theorem 1.1 having the “expected
boundary asymptotics of a solution of (1.2)” is given in Definition 2.2 and is briefly
justified in the discussion following Definition 2.2.
Remark 1.5. One can further strengthen (1.6) to include additional positive terms
on the right-hand side that depend on n; see Theorem 4.1.
1.4. Ideas of the Proof. We now discuss the main ideas behind the proof of
Theorem 1.1 (as well as the more precise Theorem 4.1). In particular, the proof is
primarily based around three ingredients.
The first ingredient is to adopt derivative operations that are well-adapted to
our operator κ. In particular, we make use of the “twisted” derivatives that were
pioneered in [27]. The main observation here is that κ can be written as
κ = −D¯D + l.o.t.,
where D is the conjugated (spacetime) derivative operator,
D = Dt,x = (1 − |x|)κ∇t,x(1 − |x|)−κ,
where −D¯ is the (L2-)adjoint of D, and where “l.o.t.” represents lower-order terms
that can be controlled by more standard means.
As a result, we can view D as the natural derivative operation for κ. For
instance, the twisted H1-energy (1.3) associated with the Cauchy problem (1.2)
is best expressed purely in terms of D (in fact, this energy is conserved for the
equation D¯Du = 0). Similarly, in our Carleman estimates (1.6) and their proofs,
we will always work with D-derivatives, rather than the usual derivatives, of u.
This helps us to better exploit the structure of κ.
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The second main ingredient in the proof of Theorem 1.1 is the classical Morawetz
multiplier estimate for the wave equation. This estimate was originally developed in
[22] in order to establish integral decay properties for waves in 3 spatial dimensions.
Analogous estimates hold in higher dimensions as well; see [23], as well as [17] and
references therein for more recent extensions of Morawetz estimates.
At the heart of the proof of Theorem 1.1 lies a generalization of the classical
Morawetz estimate from  to κ. In keeping with the preceding ingredient, we
derive this inequality by using the aforementioned twisted derivatives in the place
of the usual derivatives. This produces a number of additional singular terms,
which we must arrange so that they have the required positivity.
Finally, our generalized Morawetz bound is encapsulated within a larger Car-
leman estimate, which is proved using geometric multiplier arguments (see, e.g.,
[1, 15, 16, 18, 19]). Again, we adopt twisted derivatives throughout this process,
and we must obtain positivity for many additional singular terms that now appear.
Recall that in the standard Carleman-based proofs of observability for wave
equations, one employs Carleman weights of the form
f∗(t, x) = |x|2 − ct2, 0 < c < 1.
For our present estimates, we make use of a novel Carleman weight (1.7) that is
especially adapted to the operator κ. In particular, the (1 − |x|)1+2κ-term in
(1.7), which has rather singular derivatives at r = 1, is needed precisely in order to
capture the Neumann boundary data in the left-hand side of (1.6).
Remark 1.6. That Theorem 1.1 fails to hold for n = 2 can be traced to the fact that
the classical Morawetz breaks down for n = 2. In this case, the usual multiplier
computations yield a boundary term at r = 0 that is divergent.
Remark 1.7. Both the Carleman estimates (1.6) and the underlying Morawetz es-
timates can be viewed as “centered about the origin”, and both estimates crucially
depend on the domain being spherically symmetric. As a result, Theorem 1.1 only
holds when the spatial domain is an open ball. We defer questions of whether
Theorem 1.1 is extendible to more general spatial domains to future papers.
1.5. Observability. The breadth of applications of Carleman estimates to a wide
range of PDEs [10, 24] is remarkable. Examples include unique continuation, control
theory, inverse problems, as well as showing the absence of embedded eigenvalues
in the continuous spectrum of Schro¨dinger operators.
In this paper, we demonstrate one particular consequence of Theorem 1.1: the
boundary observability of linear waves involving a critically singular potential.
Roughly speaking, a boundary observability estimate shows that the energy of
a wave confined in a bounded region can be estimated quantitatively only by mea-
suring its boundary data over a large enough time interval.
The key point is again that our Carleman estimates (1.6) capture the natural
boundary data and energy associated with our singular wave operator. As a result
of this, Theorem 1.1 can be combined with standard arguments in order to prove the
following rough statement: solutions to the wave equation with a critically singular
potential on the boundary of a cylindrical domain satisfy boundary observability
estimates, provided that the observation is made over a large enough timespan.
6 ALBERTO ENCISO, ARICK SHAO, AND BRUNO VERGARA
A rigorous statement of this observability property is given in the subsequent
theorem. Notice that, due to energy estimates that we will show later, it is enough
to control the twisted H1-norm of the solution at time zero:
Theorem 1.8. Let B1, n, and κ be as in Theorem 1.1. Moreover, let u be a smooth
and real-valued solution of the wave equation
(1.8) κu = X ·Du+ V u
on the cylinder (−T, T )× B1, where X is a bounded (spacetime) vector field, and
where V is a bounded scalar potential. Furthermore, suppose u satisfies:
i) Dκu = 0.
ii) u “has the boundary asymptotics of a sufficiently regular, finite energy solution
of (1.8)”. In particular, the Neumann trace Nκu of u exists and is finite.
Then, for sufficiently large T , the following observability estimate holds for u:
(1.9)
∫
(−T,T )×∂B1
(Nκu)2 &
∫
{0}×B1
[
(∂tu)
2+ |(1− |x|)κ∇x[(1− |x|)−κu]|2+u2
]
.
Again, a more precise (and slightly more general) statement of the observability
property can be found in Theorem 5.1.
Remark 1.9. The required timespan 2T in Theorem 1.8 can be shown to depend
on n, as well as on κ when n = 3. This is in direct parallel to the dependence of c
in Theorem 1.1. See Theorem 5.1 for more precise statements.
Remark 1.10. Once again, a precise statement of the expected boundary asymp-
totics for u in Theorem 1.8 is given in Definition 2.2.
Remark 1.11. If κ in Theorem 1.8 is replaced by  (that is, we consider non-
singular wave equations), then observability holds for any T > 1. This can be
deduced from either the geometric control condition of [6] (see also [7, 21]) or from
standard Carleman estimates [3, 19, 28]. To our knowledge, the optimal timespan
for the observability result in Theorem 1.8 is not known.
Remark 1.12. For non-singular wave equations, standard observability results also
involve observation regions that contain only part of the boundary [6, 7, 19, 20]. On
the other hand, as our Carleman estimates (1.6) are centered about the origin, they
only yield observability results from the entire boundary. Whether partial boundary
observability results also hold for the singular wave equation in Theorem 1.8 is a
topic of further investigation.
1.6. Outline of the Paper. In Section 2, we list some definitions that will be
pertinent to our setting, and we establish some general properties that will be useful
later on. Section 3 is devoted to the multiplier inequalities that are fundamental
to our main Theorem 1.1. In particular, these generalize the classical Morawetz
estimates to wave equations with critically singular potentials. In Section 4, we
give a precise statement and a proof of our main Carleman estimates (see Theorem
4.1). Finally, our main boundary observability result (see Theorem 5.1) is stated
and proved in Section 5.
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2. Preliminaries
In this section, we record some basic definitions, and we establish the notations
that we will use in the rest of the paper. In particular, we define weights that
capture the boundary behavior of solutions to wave equations rendered by κ. We
also define twisted derivatives constructed using the above weights, and we recall
their basic properties. Furthermore, we prove pointwise inequalities in terms of
these twisted derivatives that will later lead to Hardy-type estimates.
2.1. The Geometric Setting. Our background setting is the spacetime R1+n. As
usual, we let t and x denote the projections to the first and the last n components
of R1+n, respectively, and we let r := |x| denote the radial coordinate.
In addition, we let g denote the Minkowski metric on R1+n. Recall that with
respect to polar coordinates, we have that
g = −dt2 + dr2 + r2gSn−1 ,
where gSn−1 denotes the metric of the (n− 1)-dimensional unit sphere. Henceforth,
we use the symbol ∇ to denote the g-covariant derivative, while we use /∇ to repre-
sent the induced angular covariant derivative on level spheres of (t, r). As before,
the wave operator (with respect to g) is defined as
 = gαβ∇αβ .
As it is customary, we use lowercase Greek letters for spacetime indices over Rn+1
(ranging from 0 to n), lowercase Latin letters for spatial indices over Rn (ranging
from 1 to n), and uppercase Latin letters for angular indices over Sn−1 (ranging
from 1 to n−1). We always raise and lower indices using g, and we use the Einstein
summation convention for repeated indices.
As in the previous section, we use B1 to denote the open unit ball in R
n, repre-
senting the spatial domain for our wave equations. We also set
(2.1) C := (−T, T )×B1, T > 0,
corresponding to the cylindrical spacetime domain. In addition, we let
(2.2) Γ := (−T, T )× ∂B1
denote the timelike boundary of C.
To capture singular boundary behavior, we will make use of weights depending
on the radial distance from ∂B1. Toward this end, we define the function
(2.3) y : R1+n → R, y := 1− r.
From direct computations, we obtain the following identities for y:
∇αy∇αy = 1, ∇αβy∇αy∇βy = 0,(2.4)
y = −(n− 1)r−1, ∇αy∇α(y) = −(n− 1)r−2,
2y = (n− 1)(n− 3)r−3, ∇αβy∇αβy = (n− 1)r−2.
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2.2. Twisted Derivatives. From here on, let us fix a constant
(2.5) − 1
2
< κ < 0,
and let us define the twisted derivative operators
DΦ := yκ∇(y−κΦ) = ∇Φ− κ
y
∇y · Φ,(2.6)
D¯Φ := y−κ∇(yκΦ) = ∇Φ + κ
y
∇y · Φ,
where Φ is any spacetime tensor field. Observe that −D¯ is the formal (L2-)adjoint
of D. Moreover, the following (tensorial) product rules hold for D and D¯:
(2.7) D(Φ⊗Ψ) = ∇Φ⊗Ψ+Φ⊗DΨ, D¯(Φ⊗Ψ) = ∇Φ⊗Ψ+Φ⊗ D¯Ψ.
In addition, let y denote the y-twisted wave operator:
(2.8) y := g
αβD¯αDβ .
A direct computation shows that y differs from the singular wave operator κ
from (1.1) by only a lower-order term. More specifically, by (2.4) and (2.6),
y = +
κ(1− κ) · ∇αy∇αy
y2
− κ ·y
y
(2.9)
= κ +
(n− 1)κ
ry
.
In particular, (2.9) shows that, up to a lower-order correction term, y and κ
can be used interchangeably. In practice, the derivation of our estimates will be
carried out in terms of y, as it is better adapted to the twisted operators.
Finally, we remark that since y is purely radial,
Dtφ = ∇tφ = ∂tφ, DAφ = /∇Aφ = ∂Aφ
for scalar functions φ. Thus, we will use the above notations interchangeably when-
ever convenient and whenever there is no risk of confusion. Moreover, we will write
DXφ = X
αDαφ
to denote derivatives along a vector field X .
2.3. Pointwise Hardy Inequalities. Next, we establish a family of pointwise
Hardy-type inequalities in terms of the twisted derivative operator D:
Proposition 2.1. For any q ∈ R and any u ∈ C1(C), the following holds:
yq−1(Dru)2 >
1
4
(2κ+ q − 2)2yq−3 · u2 − (n− 1)
(
κ+
q − 2
2
)
yq−2r−1 · u2(2.10)
−∇β
[(
κ+
q − 2
2
)
yq−2∇βy · u2
]
.
Proof. First, for any p, b ∈ R, we have the inequality
0 6 (yp · ∇αyDαu+ byp−1 · u)2
= y2p · (∇αyDαu)2 + b2y2p−2 · u2 + 2by2p−1 · u∇αyDαu
= y2p · (Dru)2 + b(b− 2κ− 2p+ 1)y2p−2 · u2
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− by2p−1y · u2 +∇β(by2p−1∇βy · u2),
where we used (2.6) in the last step. Setting 2p = q − 1, the above becomes
yq−1(Dru)2 > −b(b− 2κ− q + 2)yq−3 · u2 + byq−2y · u2
−∇β(byq−2∇βy · u2).
Taking b = κ+ q−22 (which extremizes the above) yields (2.10). 
2.4. Boundary Asymptotics. We conclude this section by discussing the precise
boundary limits for our main results. First, given u ∈ C1(C), we define its Dirichlet
and Neumann traces on Γ with respect to y (or equivalently, κ) by
Dκu : Γ→ R, Dκu := lim
rր1
(y−κu),(2.11)
Nκu : Γ→ R, Nκu := lim
rր1
y2κ∂r(y
−κu).
Note in particular that the formulas (2.11) are directly inspired from (1.5).
Now, the subsequent definition lists the main assumptions we will impose on
boundary limits in our Carleman estimates and observability results:
Definition 2.2. A function u ∈ C1(C) is called boundary admissible with respect
to y (or κ) when the following conditions hold:
i) Nκu exists and is finite.
ii) The following Dirichlet limits hold for u:
(2.12) (1− 2κ)Dκ(y−1+2κu) = −Nκu, Dκ(y2κ∂tu) = 0.
Here, the Dirichlet and Neumann limits are in an L2-sense on (−T, T )× Sn−1.
The main motivation for Definition 2.2 is that it captures the expected boundary
asymptotics for solutions of the equation yu = 0 that have vanishing Dirichlet
data. (In particular, note that u being boundary admissible implies Dκu = 0.) To
justify this statement, we must first recall some results from [27].
For u ∈ C1(C) and τ ∈ (−T, T ), we define the following twisted H1-norms:
E1[u](τ) :=
∫
C∩{t=τ}
(|∂tu|2 + |Dru|2 + | /∇u|2 + u2),(2.13)
E¯1[u](τ) :=
∫
C∩{t=τ}
(|∂tu|2 + |D¯ru|2 + | /∇u|2 + u2).(2.14)
Moreover, if u ∈ C2(C) as well, then we define the twisted H2-norm,
(2.15) E2[u](τ) := E¯1[Dru](τ) + E1[∂tu](τ) + E1[ /∇tu](τ) + E1[u](τ).
The results of [27] show that both E1[u] and E2[u] are natural energies associated
with the operator y, in that their boundedness is propagated in time for solutions
of yu = 0 with Dirichlet boundary conditions.
The following proposition shows that functions with uniformly bounded E2-
energy are boundary admissible, in the sense of Definition 2.2. In particular, the
preceding discussion then implies that boundary admissibility is achieved by suf-
ficiently regular (in a twisted H2-sense) solutions of the singular wave equation
yu = 0, with Dirichlet boundary conditions.
Proposition 2.3. Let u ∈ C2(C), and assume that:
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i) Dκu = 0.
ii) E2[u](τ) is uniformly bounded for all τ ∈ (−T, T ).
Then, u is boundary admissible with respect to y, in the sense of Definition 2.2.
Proof. Fix τ ∈ (−T, T ) and ω ∈ Sn−1, and let 0 < y1 < y0 ≪ 1. Applying the
fundamental theorem of calculus and integrating in y yields
y2κ∂r(y
−κu)|(τ,1−y1,ω) − y2κ∂r(y−κu)|(τ,1−y0,ω) =
∫ y0
y1
yκD¯r(Dru)|(τ,1−y,ω)dy,
where we have described points in C¯ using polar (t, r, ω)-coordinates.
We now integrate the above over Γ = (−T, T ) × Sn−1, and we let y1 ց 0. In
particular, observe that for Nκu to be finite, it suffices to show that
I :=
∫
Γ
[∫ y0
0
yκD¯r(Dru)|(τ,1−y,ω)dy
]2
dτdω <∞.
However, by Ho¨lder’s inequality and (2.5), we have
I 6
∫
Γ
[∫ y0
0
y2κdy
∫ y0
0
|D¯r(Dru)|2|(τ,1−y,ω)dy
]
dτdω .
∫ T
−T
E2[u](τ) dτ .
Thus, the assumptions of the proposition imply that I, and hence Nκu, is finite.
Next, to prove the first limit in (2.12), it suffices to show that
(2.16) Jy0 :=
∫
Γ
(
y−1+κu|(τ,1−y0,ω) +
1
1 + 2κ
Nκu|(τ,ω)
)2
dτdω → 0,
as y0 ց 0. Since Dku = 0, then fundamental theorem of calculus implies
Jy0 =
∫
Γ
[
−y−1+2κ0
∫ y0
0
y−2κy2κ∂r(y−κu)|(τ,1−y,ω)dy + 1
1 + 2κ
Nκu|(τ,ω)
]2
dτdω
=
∫
Γ
{
y−1+2κ0
∫ y0
0
y−2κ[y2κ∂r(y−κu)|(τ,1−y,ω) −Nκu|(τ,ω)]dy
}2
dτdω.
Moreover, the Minkowski integral inequality yields
√
Jy0 6 y
−1+2κ
0
∫ y0
0
y−2κ
{∫
Γ
[y2κ∂r(y
−κu)|(τ,1−y,ω) −Nκu|(τ,ω)]2dτdω
} 1
2
dy
. sup
0<y<y0
{∫
Γ
[y2κ∂r(y
−κu)|(τ,1−y,ω) −Nκu|(τ,ω)]2dτdω
} 1
2
.
By the definition of Nκu, the right-hand side of the above converges to 0 when
y0 ց 0. This implies (2.16), and hence the first part of (2.12).
For the remaining limit in (2.12), we first claim that Dκ(∂tu) exists and is finite.
This argument is analogous to the first part of the proof. Note that since
y−κ∂tu|(τ,1−y1,ω) − y−κ∂tu|(τ,1−y0,ω) =
∫ y0
y1
y−κDr∂tu|(τ,1−y,ω)dy,
then the claim immediately follows from the fact that∫
Γ
[∫ y0
0
y−κDr∂tu|(τ,1−y,ω)dy
]2
dτdω .
∫ T
−T
E2[u](τ) dτ <∞.
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Moreover, to determine Dκ(∂tu), we see that for any test function ϕ ∈ C∞0 (Γ),∫
Γ
Dκ(∂tu) · ϕ = − lim
yց0
∫
Γ
y−κu|r=1−y · ∂tϕ = −
∫
Γ
Dκu · ∂tϕ = 0.
It then follows that Dκ(∂tu) = 0.
Finally, to prove the second limit of (2.12), it suffices to show
(2.17) Ky0 :=
∫
Γ
(y−
1
2 ∂tu)
2|(τ,1−y0,ω)dτdω → 0, y0 ց 0.
Using that Dκ(∂tu) = 0 along with the fundamental theorem of calculus yields
Ky0 =
∫
Γ
[
y
− 1
2
+κ
0
∫ y0
0
y−κDr∂tu|(τ,1−y,ω)dy
]2
dτdω
6 y−1+2κ0
∫
Γ
[∫ y0
0
y−2κdy
∫ y0
0
(Dr∂tu)
2|(τ,1−y,ω)dy
]
dτdω
.
∫ y0
0
∫
Γ
(Dr∂tu)
2|(τ,1−y,ω)dτdωdy.
The integral on the right-hand side is (the time integral of) E2[u](τ), restricted to
the region 1− y0 < r < 1. Since E2[u](τ) is uniformly bounded, it follows that Ky0
indeed converges to zero as y0 ց 0, completing the proof. 
Remark 2.4. From the intuitions of [14], one may conjecture that Proposition 2.3
could be further strengthened, with the boundedness assumption on E2[u] replaced
by a sharp boundedness condition on an appropriate fractional H1+κ-norm. How-
ever, we will not pursue this question in the present paper.
3. Multiplier Inequalities
In this section, we derive some multiplier identities and inequalities, which form
the foundations of the proof of the main Carleman estimates, Theorem 4.1. As
mentioned before, these can be viewed as extensions to singular wave operators of
the classical Morawetz inequality for wave equations.
In what follows, we fix 0 < ε≪ 1, and we define the cylindrical region
(3.1) Cε := (−T, T )× {ε < r < 1− ε}.
Moreover, let Γε denote the timelike boundary of Cε:
(3.2) Γε := Γ
−
ε ∪ Γ+ε := [(−T, T )× {r = ε}] ∪ [(−T, T )× {r = 1− ε}].
We also let ν denote the unit outward-pointing (g-)normal vector field on Γε.
Finally, we fix a constant c > 0, and we define the functions
(3.3) f := − 1
1 + 2κ
· y1+2κ − ct2, z := −4c,
which will be used to construct the multiplier for our upcoming inequalities.
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3.1. A Preliminary Identity. We begin by deriving a preliminary form of our
multiplier identity, for which the multiplier is defined using f and z:
Proposition 3.1. Let u ∈ C∞(C), and assume u is supported on C ∩ {|t| < T − δ}
for some 0 < δ ≪ 1. Then, we have the identity,
−
∫
Cε
yu · Sf,zu =
∫
Cε
(∇αβf + z · gαβ)DαuDβu+
∫
Cε
Af,z · u2(3.4)
−
∫
Γε
Sf,zu ·Dνu+ 1
2
∫
Γε
∇νf ·DβuDβu
+
1
2
∫
Γε
∇νwf,z · u2,
for any 0 < ε≪ 1, where
wf,z :=
1
2
(
f +
2κ
y
∇αy∇αf
)
+ z,(3.5)
Af,z := −1
2
(
wf,z +
2κ
y
∇αy∇αwf,z
)
,
Sf,z := ∇αf ·Dα + wf,z.
Proof. Integrating the left-hand side of (3.4) by parts twice reveals that
−
∫
Cε
yu · ∇αfDαu =
∫
Cε
Dβu ·Dβ(∇αfDαu)−
∫
Γε
∇αfDαu ·Dνu
=
∫
Cε
∇αβf ·DαuDβu+
∫
Cε
∇αf ·DβuDαβu
−
∫
Γε
∇αfDαu ·Dνu
=
∫
Cε
∇αβf ·DαuDβu+ 1
2
∫
Cε
∇αf · ∇α(DβuDβu)
−
∫
Cε
κ
y
∇αy∇αf ·DβuDβu−
∫
Γε
∇αfDαu ·Dνu
=
∫
Cε
[
∇αβf − 1
2
(
f +
2κ
y
∇αy∇αf
)
gαβ
]
·DαuDβu
−
∫
Γε
∇αfDαu ·Dνu+ 1
2
∫
Γε
∇νf ·DβuDβu,
where in the above steps, we also applied the identities (2.6), (2.7), (2.8), as well
as the observation that D¯ is the adjoint of D.
A similar set of computations also yields
−
∫
Cε
yu · wf,zu =
∫
Cε
DαuDα(wf,zu)−
∫
Γε
wf,z · uDνu
=
∫
Cε
∇αwf,z · uDαu+
∫
Cε
wf,z ·DαuDαu−
∫
Γε
wf,z · uDνu
=
∫
Cε
wf,z ·DαuDαu+ 1
2
∫
Cε
∇αwf,z · ∇α(u2)
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−
∫
Cε
κ
y
∇αy∇αwf,z · u2 −
∫
Γε
wf,z · uDνu
=
∫
Cε
wf,z ·DαuDαu− 1
2
∫
Cε
(
wf,z +
2κ
y
∇αy∇αwf,z
)
· u2
−
∫
Γε
wf,z · uDνu+ 1
2
∫
Γε
∇νwf,z · u2.
Adding the above two identities results in (3.4). 
3.2. Computations for f and z. In the following proposition, we collect some
computations involving the functions f and z that will be useful later on.
Proposition 3.2. f , wf,z, and Af,z (defined as in (3.3) and (3.5)) satisfy
∇αβf = y2κ · ∇αβr − 2κy2κ−1 · ∇αr∇βr − 2c · ∇αt∇βt,(3.6)
wf,z = −2κ · y2κ−1 + 1
2
(n− 1) · y2κr−1 − 3c ,
Af,z = 2κ(2κ− 1)2 · y2κ−3 − 1
2
(n− 1)κ(8κ− 3) · y2κ−2r−1
+
1
2
(n− 1)(n− 4)κ · y2κ−1r−2 + 1
4
(n− 1)(n− 3) · y2κr−3.
Proof. First, we fix q ∈ R \ {−1}, and we let
(3.7) fq := − y
1+q
1 + q
.
Note that fq satisfies
∇αfq = −yq · ∇αy,(3.8)
∇αβfq = −yq · ∇αβy − qyq−1 · ∇αy∇βy,
fq = −yq ·y − qyq−1 · ∇αy∇αy,
2κ
y
· ∇αy∇αfq = −2κyq−1 · ∇αy∇αy.
Next, using the notations from (3.5), along with (2.4) and (3.8), we have
wfq ,0 = −
1
2
yq ·y −
(
κ+
q
2
)
yq−1 · ∇αy∇αy(3.9)
= −
(
κ+
q
2
)
· yq−1 + n− 1
2
· yqr−1.
Moreover, further differentiating (3.9) and again using (2.4), we see that
wfq,0 = −
1
2
(q + 2κ)(q − 1)(q − 2)yq−3 · (∇αy∇αy)2
− (q − 1)[(q + κ)y∇αy∇αy + 2(q + 2κ)∇αβy∇αy∇βy] · yq−2
− 2(q + κ)yq−1 · ∇αy∇α(y)− (q + 2κ)yq−1 · ∇αβy∇αβy
− 1
2
qyq−1 · (y)2 − 1
2
yq ·2y,
2κ
y
∇αy∇αwfq,0 = −κ(q + 2κ)(q − 1)yq−3 · (∇αy∇αy)2 − κqyq−2 ·y∇αy∇αy
− 2κ(q + 2κ)yq−2 · ∇αβy∇αy∇βy − κyq−1 · ∇αy∇α(y).
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We can then use the above to compute the coefficient Afq ,0:
Afq ,0 =
1
4
(q + 2κ)(q + 2κ− 2)(q − 1)yq−3 · (∇αy∇αy)2(3.10)
+
1
2
(q2 − q + 2κq − κ)yq−2 ·y∇αy∇αy
+ (q + 2κ)(q + κ− 1)yq−2 · ∇αβy∇αy∇βy
+
1
2
(2q + 3κ)yq−1 · ∇αy∇α(y) + 1
2
(q + 2κ)yq−1 · ∇αβy∇αβy
+
1
4
qyq−1 · (y)2 + 1
4
yq ·2y
=
1
4
(q + 2κ)(q + 2κ− 2)(q − 1) · yq−3
− 1
2
(n− 1)(q2 − q + 2κq − κ) · yq−2r−1
+
1
4
(n− 1)[q(n− 3)− 2κ] · yq−1r−2 + 1
4
(n− 1)(n− 3) · yqr−3.
Notice from (3.3) and (3.7) that we can write
f = f2κ − ct2,
Thus, substituting q = 2κ in (3.7), we see that the Hessian of f satisfies
∇αβf = ∇αβf2κ − c∇αβt2
= y2κ · ∇αβr − 2κy2κ−1 · ∇αr∇βr − 2c∇αt∇βt,
which is precisely the first part of (3.6).
Moreover, noting that
w−ct2,0 = c,
then we also have
wf,z = wf2κ,0 + w−ct2,0 + z
= −2κ · y2κ−1 + 1
2
(n− 1) · y2κr−1 − 3c ,
which gives the second equation in (3.6). Finally, noting that
A−ct2,0 = 0, − 1
2
(
z +
2κ
y
· ∇αy∇αz
)
= 0,
we obtain, with the help of (2.4), the last equation of (3.6):
Af,z = Af2κ,0 +A−ct2,0 −
1
2
(
z +
2κ
y
· ∇αy∇αz
)
= 2κ(2κ− 1)2y2κ−3 · (∇αy∇αy)2 + 1
2
κ(8κ− 3)y2κ−2 ·y∇αy∇αy
+ 4κ(3κ− 1)y2κ−2 · ∇αβy∇αy∇βy + 7
2
κy2κ−1 · ∇αy∇α(y)
+ 2κy2κ−1 · ∇αβy∇αβy + 1
2
κy2κ−1 · (y)2 + 1
4
y2κ ·2y
= 2κ(2κ− 1)2 · y2κ−3 − 1
2
(n− 1)κ(8κ− 3) · y2κ−2r−1
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+
1
2
(n− 1)(n− 4)κ · y2κ−1r−2 + 1
4
(n− 1)(n− 3) · y2κr−3. 
3.3. The Main Inequality. We conclude this section with the multiplier inequal-
ity that will be used to prove our main Carleman estimate:
Proposition 3.3. Let f and z be as in (3.3), and let u ∈ C∞(C) be supported on
C ∩ {|t| < T − δ} for some 0 < δ ≪ 1. Then, we have the inequality
−
∫
Cε
yu · Sf,zu >
∫
Cε
[(1− 4c) · | /∇u|2 + 2c · (∂tu)2 − 4c · (Dru)2](3.11)
− 1
2
(n− 1)κ
∫
Cε
y2κ−2r−2[r − (n− 4)y] · u2
+
1
4
(n− 1)(n− 3)
∫
Cε
y2κr−3 · u2 −
∫
Γε
Sf,zu ·Dνu
+
1
2
∫
Γε
∇νf ·DβuDβu+ 1
2
∫
Γε
∇νwf,z · u2
+ 2κ(2κ− 1)
∫
Γε
y2κ−2∇νy · u2,
for any 0 < ε≪ 1, where wf,z and Sf,z are defined as in (3.5).
Proof. Applying the multiplier identity (3.4), with f and z from (3.3), and recalling
the formulas (3.6) for ∇2f , wf,z , and Af,z , we obtain that
I := −
∫
Cε
yu · Sf,zu
satisfies the identity
I =
∫
Cε
(y2κ∇αβr − 2κy−1+2κ∇αr∇βr − 2c∇αt∇βt− 4cgαβ)DαuDβu(3.12)
+ 2κ(2κ− 1)2
∫
Cε
y2κ−3u2 − 1
2
(n− 1)κ(8κ− 3)
∫
Cε
y2κ−2r−1u2
+
1
2
(n− 1)(n− 4)κ
∫
Cε
y2κ−1r−2u2 +
1
4
(n− 1)(n− 3)
∫
Cε
y2κr−3u2
−
∫
Γε
Sf,zu ·Dνu+ 1
2
∫
Γε
∇νf ·DβuDβu+ 1
2
∫
Γε
∇νwf,z · u2.
For the first-order terms in the multiplier identity, we notice that
∇αβr ·DαuDβu = r−1| /∇u|2, | /∇u|2 = gAB /∇Au /∇Bu,
and we hence expand
(y2κ · ∇αβr − 2κy−1+2κ∇αr∇βr − 2c · ∇αt∇βt− 4c · gαβ)DαuDβu(3.13)
> −2κy−1+2κ(Dru)2 + (y2κr−1 − 4c)| /∇u|2 + 2c(∂tu)2 − 4c(Dru)2
> −2κy−1+2κ(Dru)2 + (1− 4c)| /∇u|2 + 2c(∂tu)2 − 4c(Dru)2.
Moreover, applying the Hardy inequality (2.10), with q = 2κ, yields
−2κy2κ−1(Dru)2 > −2κ(2κ− 1)2y2κ−3u2 + (n− 1)2κ(2κ− 1)y2κ−2r−1u2(3.14)
+ 2κ(2κ− 1)∇β(y2κ−2∇βy · u2).
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The desired inequality (3.11) now follows by combining (3.12)–(3.14) and apply-
ing the divergence theorem to the last term in (3.14). 
4. The Carleman Estimates
In this section, we apply the preceding multiplier inequality to obtain our main
Carleman estimates. The precise statement of our estimates is the following:
Theorem 4.1. Assume n 6= 2, and fix − 12 < κ < 0. Also, let u ∈ C∞(C) satisfy:
i) u is boundary admissible (see Definition 2.2).
ii) u is supported on C ∩ {|t| < T − δ} for some δ > 0.
Then, there exists some sufficiently large λ0 > 0, depending only on n and κ, such
that the following Carleman inequality holds for all λ > λ0:
λ
∫
Γ
e2λf (Nκu)2 +
∫
C
e2λf (κu)
2(4.1)
> C0λ
∫
C
e2λf [(∂tu)
2 + | /∇u|2 + (Dru)2] + C0λ3
∫
C
e2λfy6κ−1u2
+ C0λ ·


∫
C e
2λfy2κ−2r−3 n > 4∫
C e
2λfy2κ−2r−2 n = 3
0 n = 1
.
where the constant C0 > 0 depends on n and κ, where
f = − 1
1 + 2κ
· y1+2κ − ct2 ,
as in (3.3), and where the constant c satisfies
(4.2) 0 < c <
1
5
,


c 6 1
4
√
3·T n > 4
c 6 min
{
1
4
√
15·T ,
|κ|
120
}
n = 3
c 6 1
4
√
15·T n = 1
.
The proof of Theorem 4.1 is carried out in remainder of this section.
Remark 4.2. We note that parts of this proof will treat the cases n = 1, n = 3, and
n > 4 separately. This accounts for the difference in the assumptions for c in (4.2),
which will affect the required timespan in our upcoming observability inequalities.
4.1. The Conjugated Inequality. From here on, let us assume the hypotheses
of Theorem 4.1. Let us also suppose that λ0 is sufficiently large, with its precise
value depending only on n and κ. In addition, we define the following:
(4.3) v := eλfu, Lv := eλfy(e−λfv).
The objective of this subsection is to establish the following inequality for v:
Lemma 4.3. For any λ > λ0, we have the inequality
1
4λ
∫
Cε
(Lv)2 > c
2
∫
Cε
[
(∂tv)
2 + | /∇v|2 + (Drv)2
]− 1
2
κλ2
∫
Cε
y6κ−1v2(4.4)
+
1
2
∫
Γε
∇νf ·DβvDβv −
∫
Γε
Sf,zv ·Dνv
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− 1
2
∫
Γε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2
+
1
2
∫
Γε
∇νwf,z · v2 + 2κ(2κ− 1)
∫
Γε
y2κ−2∇νy · v2
+


c1
∫
Cε y
2κ−2r−3 · v2 n > 4
c1
∫
Cε y
2κ−2r−2 · v2 + c2
∫
Γε
y4κ−1∇νy · v2 n = 3
c2
∫
Γε
y4κ−1∇νy · v2 n = 1
,
where Sf,z and wf,z are defined as in (3.5) and (3.6), where the constant c1 > 0
depends on n and κ, and where the constant c2 > 0 depends on n.
Proof. First, observe that by (2.6)–(2.8), we can expand Lv as follows:
Lv = eλf D¯αDα(e−λfv)(4.5)
= eλf D¯α(e−λfDαv)− λeλf D¯α(e−λf∇αf · v)
= yv − λ∇αf(Dαψ + D¯αv)− λf · v + λ2∇αf∇αf · v
= yv − 2λSf,zv +A0v,
where A0 is given by
(4.6) A0 := λ2∇αf∇αf + 2λz = λ2(y4κ − 4c2t2)− 8cλ.
Multiplying (4.5) by Sf,zv yields
(4.7) − LvSf,zv = −yvSf,zv + 2λ(Sf,zv)2 −A0 · vSf,zv.
For the last term, we apply (2.6) and the product rule:
−A0 · vSf,zv = −A0 · v(∇αfDαv + wf,zv)(4.8)
= −A0 ·
[
1
2
∇αf∇α(v2)− κ
y
∇αf∇αy · v2 + wf,zv2
]
= −∇α
(
1
2
A0∇αf · v2
)
+
1
2
∇αf∇αA0 · v2 − zA0 · v2.
Moreover, recalling (3.3) and (4.6) yields
−zA0 = 4cλ2(y4κ − 4c2t2)− 32λc2,(4.9)
1
2
∇αf∇αA0 = λ2(−2κy6κ−1 − 8c3t2).
Combining (4.7)–(4.9) results in the identity
(4.10) − LvSf,zv = −yvSf,zv + 2λ(Sf,zv)2 +Af,z · v2 −∇α
(
1
2
A0∇αf · v2
)
,
where the coefficient Af,z is given by
Af,z := 1
2
∇αf∇αA0 − zA0(4.11)
= λ2(−2κy6κ−1 + 4cy4κ − 24c3t2)− 32λc2.
Integrating (4.10) over Cε and recalling (4.11) then yields
−
∫
Cε
LvSf,zv = −
∫
Cε
yvSf,zv + 2λ
∫
Cε
(Sf,zv)
2(4.12)
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+
∫
Cε
[λ2(−2κy6κ−1 + 4cy4κ − 24c3t2)− 32λc2] · v2
− 1
2
∫
Γε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2.
Notice that the bound (4.2) for c implies (for all values of n)
(4.13) 48c2t2 6 48c2T 2 6 1 6 y4κ.
Then, with large enough λ0 (depending on n and κ), we obtain
λ2(−2κy6κ−1 + 4cy4κ − 24c3t2)− 32λc2 > −2κλ2 · y6κ−1 − 32λc2(4.14)
> −κλ2 · y6κ−1.
Noting in addition that
|LvSf,zv| 6 1
4λ
(Lv)2 + λ(Sf,zv)2,
then (4.12) and (4.14) together imply
1
4λ
∫
Cε
(Lv)2 > −
∫
Cε
yvSf,zv + λ
∫
Cε
(Sf,zv)
2 − κλ2
∫
Cε
y6κ−1 · v2(4.15)
− 1
2
∫
Γε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2.
At this point, the proof splits into different cases, depending on n.
Case 1: n > 4. First, note that for large λ0, we have
1
9
λ(Sf,zv)
2 > cy−4κ(Sf,zv)2(4.16)
> c(Drv)
2 + c(2cty−2κ · ∂tv + y−2κwf,z · v)2
+ 2c(Drv)(2cty
−2κ · ∂tv + y−2κwf,z · v)
>
1
2
c(Drv)
2 − c(2cty−2κ · ∂tv + y−2κwf,z · v)2
>
1
2
c(Drv)
2 − 8c3t2y−4κ · (∂tv)2 − 2cy−4κw2f,z · v2
>
1
2
c(Drv)
2 − 1
6
c · (∂tv)2 − 2cy−4κw2f,z · v2,
where we also recalled (4.13) and the definitions (3.3) and (3.5) of f , z, and Sf,z.
Moreover, recalling the formula (3.6) for wf,z , we obtain that
(4.17) − 18cy−4κw2f,z · v2 > −C(y−2 + r−2) · v2,
for some constant C > 0, depending on n and κ. Thus, for sufficiently large λ0, it
follows from (4.16) and (4.17) that
(4.18) λ(Sf,zv)
2 >
9
2
c(Drv)
2 − 3
2
c · (∂tv)2 − C(y−2 + r−2) · v2.
Combining (4.15) with (4.18), we obtain
1
4λ
∫
Cε
(Lv)2 > −
∫
Cε
yvSf,zv +
9
2
c
∫
Cε
(Drv)
2 − 3
2
c
∫
Cε
(∂tv)
2(4.19)
− κλ2
∫
Cε
y6κ−1 · v2 − C
∫
Cε
(y−2 + r−2) · v2
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− 1
2
∫
Γε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2.
Applying the multiplier inequality (3.11) to (4.19) then results in the bound
1
4λ
∫
Cε
(Lv)2 >
∫
Cε
[
(1− 4c) · | /∇v|2 + 1
2
c · (∂tv)2 + 1
2
c · (Drv)2
]
(4.20)
− κλ2
∫
Cε
y6κ−1 · v2 − 1
2
(n− 1)κ
∫
Cε
y2κ−2r−1 · v2
+
1
4
(n− 1)(n− 3)
∫
Cε
y2κr−3 · v2
− C
∫
Cε
(y−2 + y2κ−1r−2) · v2 −
∫
Γε
Sf,zv ·Dνv
+
1
2
∫
Γε
∇νf ·DβvDβv + 1
2
∫
Γε
∇νwf,z · v2
− 1
2
∫
Γε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2
+ 2κ(2κ− 1)
∫
Γε
y2κ−2∇νy · v2.
(Here, C may differ from previous lines, but still depends only on n and κ.)
Let d > 0, and define now the (positive) quantities
J := dy2κ−2r−3 + C(y−2 + y2κ−1r−2), J0 := −κλ2y6κ−1,(4.21)
J1 := −1
2
(n− 1)κy2κ−2r−1, J2 := 1
4
(n− 1)(n− 3)y2κr−3.
Observe that for sufficiently small d (depending on n and κ), there is some 0 < δ ≪ 1
(also depending on n and κ) such that:
i) J 6 J2 whenever 0 < r < δ.
ii) J 6 J1 whenever 1− δ < r < 1.
iii) For sufficiently large λ0, we have that J 6 J0 whenever δ 6 r 6 1− δ.
Combining the above with (4.20) yields the desired bound (4.4), in the case n > 4.
Case 2: n 6 3. For the cases n = 1 and n = 3, we first note that (4.2) implies
(4.22) 240c2t2 6 240c2T 2 6 1 6 y4κ.
In this setting, we must deal with (Sf,zv)
2 a bit differently. To this end, we use
(3.5), the fact that λ0 is sufficiently large, and the inequality
(A+B)2 > (1− 2ε)A2 − 1
2ε
(1− 2ε)B2
(with the values ε := 13 , A := y
2κDrv, and B := 2ct(∂tv)+wf,zv) in order to obtain
(4.23) λ(Sf,zv)
2 > 60c
[
1
3
y4κ(Drv)
2 − 4c2t2(∂tv)2 − w2f,zv2
]
.
Moreover, expanding w2f,z using (3.6) and excluding terms with favorable sign yields
λ(Sf,zv)
2 > 20cy4κ(Drv)
2 − 240c3t2(∂tv)2 − 540c3v2(4.24)
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− 60c
[
4κ2y4κ−2 +
(n− 1)2
4r2
y4κ − 2κ(n− 1)
r
y4κ−1
]
v2.
The pointwise Hardy inequality (2.10), with q := 4κ+ 1, yields
y4κ(Drv)
2 >
1
4
(1− 6κ)2y4κ−2 · v2 + (1− 6κ)(n− 1)
2r
y4κ−1 · v2
+∇β
[
(1− 6κ)
2
y4κ−1∇βy · v2
]
.
Combining the above with (4.22) and (4.24), and noting that
15
4
(1− 6κ)2 > 240κ2,
we then obtain the bound
λ(Sf,zv)
2 > 5c(Drv)
2 − c(∂tv)2 − 15c(n− 1)2y4κr−2v2(4.25)
− C(n− 1)y4κ−1r−1v2 +∇β
[
15c(1− 6κ)
2
y4κ−1∇βy · v2
]
,
where C > 0 depends on n and κ.
Now, applying the multiplier inequality (3.11) and (4.25) to (4.15), we see that
1
4λ
∫
Cε
(Lv)2 >
∫
Cε
[
(1− 4c)| /∇v|2 + c(∂tv)2 + c(Drv)2
]
(4.26)
− κλ2
∫
Cε
y6κ−1 · v2 − 1
2
(n− 1)κ
∫
Cε
y2κ−2r−1 · v2
+
1
2
(n− 1)(n− 4)κ
∫
Cε
y2κ−1r−2 · v2
− 15c(n− 1)2
∫
Cε
y4κr−2 · v2
− C(n− 1)
∫
Cε
y4κ−1r−1 · v2
−
∫
Γε
Sf,zv ·Dνv + 1
2
∫
Γε
∇νf ·DβvDβv
+
1
2
∫
Γε
∇νwf,z · v2 + 2κ(2κ− 1)
∫
Γε
y2κ−2∇νy · v2
− 1
2
∫
Γε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2
+ c2
∫
Γε
y4κ−1∇νy · v2.
For n = 1, the bound (4.26) immediately implies (4.4).
For the remaining case n = 3, we also note from (4.2) that
(4.27)
1
2
(n− 1)(n− 4)κy2κ−1r−2 − 15c(n− 1)2y4κr−2 > −1
2
κy2κ−1r−2.
To control the remaining bulk integrand −C(n− 1)y4κ−1r−1 · v−2, we define
K := dy2κ−2r−2 + C(n− 1)y4κ−1r−1, K0 := −κλ2y6κ−1,(4.28)
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K1 := −1
2
(n− 1)κy2κ−2r−1, K2 := −1
2
κy2κ−1r−2.
Like for the n > 4 case, as long as d is sufficiently small (depending on n and
κ), then there exists 0 < δ ≪ 1 (depending on n and κ) such that:
i) K 6 K2 whenever 0 < r < δ.
ii) K 6 K1 whenever 1− δ < r < 1.
iii) For large enough λ0, we have that K 6 K0 whenever δ 6 r 6 1− δ.
Combining the above with (4.26) and (4.27) yields (4.4) for n = 3. 
4.2. Boundary Limits. In this subsection, we derive and control the limits of the
boundary terms in (4.4) when εց 0. More specifically, we show the following:
Lemma 4.4. Let Γ±ε be as in (3.2). Then, for λ > λ0,
−c3
∫
Γ
e2λf (Nκu)2 6 lim inf
εց0
[∫
Γ+ε
∇νf ·DβvDβv − 2
∫
Γ+ε
Sf,zvDνv
]
(4.29)
− lim
εց0
∫
Γ+ε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2
+ lim
εց0
∫
Γ+ε
∇νwf,z · v2
+ 4κ(2κ− 1) lim
εց0
∫
Γ+ε
y2κ−2∇νy · v2,
0 = lim
εց0
∫
Γ+ε
y4κ−1∇νy · v2,
where the constant c3 > 0 depends on κ. In addition, for λ > λ0,
0 6 lim
εց0
[∫
Γ−ε
∇νf ·DβvDβv − 2
∫
Γ−ε
Sf,zvDνv
]
(4.30)
− lim
εց0
∫
Γ−ε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2
+ lim
εց0
∫
Γ−ε
∇νwf,z · v2 + 4κ(2κ− 1) lim
εց0
∫
Γ−ε
y2κ−2∇νy · v2,
0 6 lim
εց0
∫
Γ−ε
y4κ−1∇νy · v2.
Proof. First, note that on Γ±ε , we have
(4.31) ν|Γ±ε = ±∂r, ∇νy|Γ±ε = ∓1, ∇νf |Γ±ε = ±y2κ|Γ±ε .
Moreover, note that (3.3) and (3.5) imply
(4.32) Sf,zv = y
2κDrv + 2ct · ∂tv + wf,z · v.
We begin with the outer limits (4.29). The main observation is that by (3.3)
and by the assumption that u is boundary admissible (see Definition 2.2), we have
lim
εց0
∫
Γ+ε
y2κ(∂tv)
2 = 0,(4.33)
lim
εց0
∫
Γ+ε
y2κ(Drv)
2 =
∫
Γ
e2λf (Nκu)2,
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lim
εց0
∫
Γ+ε
y−2+2κv2 = (1 − 2κ)−2
∫
Γ
e2λf (Nκu)2.
We also recall that we have assumed − 12 < κ < 0.
For the first boundary term, we apply (4.31) and (4.33) to obtain
lim inf
εց0
∫
Γ+ε
∇νf ·DβvDβv > lim
εց0
∫
Γ+ε
y2κ[−(∂tv)2 + (Drv)2](4.34)
=
∫
Γ
e2λf (Nκu)2.
Next, expanding Sf,zv using (4.32), noting from (3.6) that the leading-order be-
havior of wf,z near Γ is −2κ · y2κ−1, and applying (4.33), we obtain that
−2 lim
εց0
∫
Γ+ε
Sf,zvDνv = −2 lim
εց0
∫
Γ+ε
[y2κ(Drv)
2 + 2ct∂tvDrv + wf,zvDrv](4.35)
= −2
∫
Γ
e2λf (Nκu)2 + 4κ lim
εց0
∫
Γ+ε
y2κ−1vDrv
=
(
−2 + 4κ
1− 2κ
)∫
Γ
e2λf (Nκu)2.
The remaining outer boundary terms are treated similarly. By (4.31) and (4.33),
− lim
εց0
∫
Γ+ε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2 = − lim
εց0
∫
Γ+ε
y6κv2 = 0,(4.36)
4κ(2κ− 1) lim
εց0
∫
Γ+ε
y2κ−2∇νy · v2 = 4κ
1− 2κ
∫
Γ
e2λf (Nκu)2.
Moreover, by (3.6) and (4.31), we see that the leading-order behavior of ∂rwf,z is
given by −2κ(1− 2κ)y2κ−2. Combining this with (4.31) and (4.33) yields
lim
εց0
∫
Γ+ε
∇νwf,z · v2 = −2κ(1− 2κ) lim
εց0
∫
Γ
y2κ−2v2(4.37)
= − 2κ
1− 2κ
∫
Γ
e2λf (Nκu)2.
Summing (4.34)–(4.37) yields the first part of (4.29). The second part of (4.29)
similarly follows by applying (4.31) and (4.33).
Next, for the interior limits (4.30), we split into two cases:
Case 1: n > 3. In this case, we begin by noting that the volume of Γ−ε satisfies
(4.38) |Γ−ε | .T,n εn−1.
Furthermore, since u is smooth on C, then (3.3) and (4.3) imply that ∂tv, /∇v, Drv,
and v are all uniformly bounded whenever r is sufficiently small. Combining the
above with (3.6), (4.31), (4.32), we obtain that the following limits vanish:
0 = lim
εց0
[∫
Γ−ε
∇νf ·DβvDβv − 2
∫
Γ−ε
Sf,zvDνv
]
(4.39)
− lim
εց0
∫
Γ−ε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2
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+ 4κ(2κ− 1) lim
εց0
∫
Γ−ε
y2κ−2∇νy · v2,
0 = lim
εց0
∫
Γ−ε
y4κ−1∇νy · v2.
This leaves only one remaining limit in (4.30); for this, we note, from (3.6), that
the leading-order behavior of −∂rwf,z near r = 0 is 12 (n− 1)r−2y2κ. As a result,
lim
εց0
∫
Γ−ε
∇νwf,z · v2 = n− 1
2
lim
εց0
∫
Γ−ε
r−2y2κv2(4.40)
=
{
0 n > 3
C
∫ T
−T |v(t, 0)|2dt n = 3
,
where the last integral is over the line r = 0, and where the constant C depends
only on n. Combining (4.39) and (4.40) yields (4.30) in this case.
Case 2: n = 1. Here, we can no longer rely on (4.38) to force most limits to vanish,
so we must examine all the terms more carefully.
First, from (3.6), (4.31), (4.32), we have that∫
Γ−ε
∇νf ·DβvDβv − 2
∫
Γ−ε
Sf,zvDνv
=
∫
Γ−ε
y2κ[(∂tv)
2 + (Drv)
2] +
∫
Γ−ε
[4ct · ∂tvDrv − 4κy2κ−1vDrv].
Recalling also our assumption (4.2) for c, we conclude from the above that
lim
εց0
[∫
Γ−ε
∇νf ·DβvDβv − 2
∫
Γ−ε
Sf,zvDνv
]
> −C lim
εց0
∫
Γ−ε
y2κ−2v2(4.41)
= −C
∫ T
−T
|v(t, 0)|2dt,
where the last integral is over the line r = 0, and where C depends only on κ.
Moreover, letting λ0 be sufficiently large and recalling (4.2) and (4.31), we obtain
(4.42) − lim
εց0
∫
Γ−ε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2 > C˜λ2
∫ T
−T
|v(t, 0)|2dt,
for some constant C˜ > 0.
Next, applying (3.6) and (4.31) in a similar manner as before, we obtain inequal-
ities for the remaining limits in the right-hand side of (4.30):
lim
εց0
∫
Γ−ε
∇νwf,z · v2 > −C
∫ T
−T
|v(t, 0)|2dt,(4.43)
4κ(2κ− 1) lim
εց0
∫
Γ−ε
y2κ−2∇νy · v2 > −C
∫ T
−T
|v(t, 0)|2dt,
lim
εց0
∫
Γ−ε
y4κ−1∇νy · v2 = 2
∫ T
−T
|v(t, 0)|2dt.
Here, C denotes various positive constants that depend on κ. Finally, combining
(4.41)–(4.43) and taking λ0 to be sufficiently large results in (4.30). 
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4.3. Completion of the Proof. We are now in position to complete the proof of
Theorem 4.1. First, recalling the definitions (3.3) and (4.3) of f and v and the fact
that c2t2 . 1 by our assumption (4.2), we have that
e2λf (∂tu)
2 . (∂tv)
2 + λ2c2t2v2 . (∂tv)
2 + λ2y6κ−1v2,(4.44)
e2λf (Dru)
2 . (Drv)
2 + λ2y4κv2 . (Drv)
2 + λ2y6κ−1v2,
e2λf | /∇u|2 = | /∇v|2.
Furthermore, by (2.9) and (4.3), we observe that
(4.45) (Lv)2 6 2e2λf [(κu)2 + κ(n− 1)y−2r−2 · u2].
Therefore, using these bounds in Lemma 4.3, it follows that
2
∫
Cε
e2λf (κu)
2 + 2κ(n− 1)
∫
Cε
e2λfy−1r−1 · u2(4.46)
> Cλ
∫
Cε
e2λf [(∂tu)
2 + | /∇u|2 + (Dru)2] + Cλ3
∫
Cε
e2λfy6κ−1u2
+ 2λ
∫
Γε
∇νf ·DβvDβv − 4λ
∫
Γε
Sf,zv ·Dνv
− 2λ
∫
Γε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2
+ 2λ
∫
Γε
∇νwf,z · v2 + 8λκ(2κ− 1)
∫
Γε
y2κ−2∇νy · v2
+


Cλ
∫
Cε e
2λfy2κ−2r−3 · u2 n > 4
Cλ
∫
Cε e
2λfy2κ−2r−2 · u2 + 4c2λ
∫
Γε
y4κ−1∇νy · v2 n = 3
4c2λ
∫
Γε
y4κ−1∇νy · v2 n = 1
,
for some constant C > 0 depending on n and κ. Note that if λ0 is sufficiently large,
then the last term on the left-hand side of (4.46) can be absorbed into the last term
on the right-hand side of (4.46) (for all values of n). From this, we obtain∫
Cε
e2λf (κu)
2 > Cλ
∫
Cε
e2λf [(∂tu)
2 + | /∇u|2 + (Dru)2 + λ2y6κ−1u2](4.47)
+


Cλ
∫
Cε e
2λfy2κ−2r−3 · u2 n > 4
Cλ
∫
Cε e
2λfy2κ−2r−2 · u2 n = 3
0 n = 1
+ λ
∫
Γε
∇νf ·DβvDβv − 2λ
∫
Γε
Sf,zv ·Dνv
− λ
∫
Γε
[λ2(y4κ − 4c2t2)− 8cλ]∇νf · v2
+ λ
∫
Γε
∇νwf,z · v2 + 4λκ(2κ− 1)
∫
Γε
y2κ−2∇νy · v2
+
{
0 n > 4
2c2λ
∫
Γε
y4κ−1∇νy · v2 n 6 3
.
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Finally, the desired inequality (4.1) follows by taking the limit ε ց 0 in (4.47)
and applying all the inequalities from Lemma 4.4.
5. Observability
Our aim in this section is to show that the Carleman estimates of Theorem
4.1 imply a boundary observability property for solutions to wave equations on
the cylindrical spacetime C containing potentials that are critically singular at the
boundary Γ. More specifically, we establish the following result, which is a precise
and a slightly stronger version of the result stated in Theorem 1.8.
Theorem 5.1. Assume n 6= 2, and fix − 12 < κ < 0. Let u be a solution to
(5.1) κu = DXu+ V u,
on C¯, where the vector field X : C → R1+n and the potential V : C → R satisfy
(5.2) |X | . 1, |V | . 1
y
+
n− 1
r
,
In addition, assume that:
i) u is boundary admissible (in the sense of Definition 2.2).
ii) u has finite twisted H1-energy for any τ ∈ (−T, T ):
(5.3) E1[u](τ) =
∫
C∩{t=τ}
((∂tu)
2 + (Dru)
2 + | /∇u|2 + u2) <∞.
Then, for sufficiently large observation time T satisfying
(5.4)


T > 4
√
3
1+2κ n > 4
T > max
{
4
√
15
1+2κ ,
2
√
30√
|κ|(1+2κ)
}
n = 3
T > 4
√
15
1+2κ n = 1
,
we have the boundary observability inequality
(5.5)
∫
Γ
(Nκu)2 & E1[u](0),
where the constant of the inequality depends on n, κ, T , X, and V .
5.1. Preliminary Estimates. In order to prove Theorem 5.1, we require prelim-
inary estimates. The first is a Hardy estimate to control singular integrands:
Lemma 5.2. Assume the hypotheses of Theorem 5.1. Then,
(5.6)
∫
C∩{t0<t<t1}
(
1
y2
+
n− 1
r2
)
u2 .
∫
C∩{t0<t<t1}
(Dru)
2,
for any −T 6 t0 < t1 6 T , where the constant depends only on n and κ.
Proof. The inequality (2.10), with q = 1, yields
(Dru)
2 >
1
8
(1− 2κ)2u
2
y2
+
(n− 1)
9
u2
r2
+
(1− 2κ)
2
∇β(∇βy · y−1u2).
Letting 0 < ε≪ 1 and integrating the above over C ∩ {t0 < t < t1} yields∫
Cε∩{t0<t<t1}
(Dru)
2 > C
∫
Cε∩{t0<t<t1}
(
1
y2
+
n− 1
r2
)
u2
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− (1− 2κ)
2
∫
Γ+ε ∩{t0<t<t1}
y−1u2
+
(1− 2κ)
2
∫
Γ−ε ∩{t0<t<t1}
y−1u2
> C
∫
Cε∩{t0<t<t1}
(
1
y2
+
n− 1
r2
)
u2
− (1− 2κ)
2
∫
Γ+ε ∩{t0<t<t1}
y−1u2.
(Here, we have also made use of the identities (4.31).) Letting εց 0 and recalling
that u is boundary admissible results in the estimate (5.6). 
We will also need the following energy estimate for solutions to (5.1):
Lemma 5.3. Assume the hypotheses of Theorem 5.1. Then,
(5.7) E1[u](t1) 6 e
M|t1−t0|E1[u](t0), t0, t1 ∈ (−T, T ),
where the constant M depends on n, κ, X, and V .
Proof. We assume for convenience that t0 < t1; the opposite case can be proved
analogously. By a standard density argument, we can assume u is smooth within
C. Fix now a sufficiently small 0 < ε≪ 1, and define
(5.8) E1,ε[u](τ) =
∫
Cε∩{t=τ}
((∂tu)
2 + (Dru)
2 + | /∇u|2 + u2).
Differentiating E1,ε[u] and integrating by parts, we obtain, for any τ ∈ (−T, T ),
d
dτ
E1,ε[u](τ) = 2
∫
Cε∩{t=τ}
(∂ttu∂tu+D
juDj∂tu+ u∂tu)(5.9)
= −2
∫
Cε∩{t=τ}
∂tu(yu− u) + 2
∫
Γε∩{t=τ}
∂tuDνu.
Note that (2.9), (5.1), and (5.2) imply
|yu| .
∣∣∣∣DXu+ V u+ (n− 1)κry u
∣∣∣∣
. |∂tu|+ | /∇u|+ |Dru|+
(
1
y
+
n− 1
r
)
|u|.
Combining the above with (5.9) yields
d
dτ
E1,ε[u](τ) 6 C ·E1[u](τ) + C ·E
1
2
1 [u](τ)
[∫
C∩{t=τ}
(
1
y2
+
n− 1
r2
)
u2
] 1
2
+ 2
∫
Γε∩{t=τ}
∂tuDνu.
Next, integrating the above in τ and applying Lemma 5.2, we obtain
(5.10) E1,ε[u](t1) 6 E1[u](t0) + C
∫ t1
t0
E1[u](τ) dτ + 2
∫
Γε∩{t0<t<t1}
∂tuDνu.
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Since u is boundary admissible, it follows that
(5.11) lim
εց0
∫
Γ+ε ∩{t0<t<t1}
∂tuDνu = 0.
Moreover, since ν points radially along Γ−ε , then by symmetry,
(5.12) lim
εց0
∫
Γ−ε ∩{t0<t<t1}
∂tuDνu = 0.
(Alternatively, when n > 1, we can also use (4.38).)
Letting εց 0 in (5.10) and applying (5.11)–(5.12), we conclude that
E1[u](t1) 6 E1[u](t0) + C
∫ t1
t0
E1[u](τ) dτ .
The estimate (5.7) now follows from the Gro¨nwall inequality. 
5.2. Proof of Theorem 5.1. Assume the hypotheses of Theorem 5.1, and set
(5.13) c =


1
4
√
3·T n > 4
min
{
1
4
√
15·T ,
|κ|
120
}
n = 3
1
4
√
15·T n = 1
.
Note, in particular, that (5.13) and (5.4) imply that the conditions (4.2) hold.
Moreover, we define the function f as in the statement of Theorem 4.1, with c
as in (5.13). Then, direct computations, along with (5.4), imply that
inf
C∩{t=0}
f > −(1 + 2κ)−1, sup
C∩{t=±T}
f < −(1 + 2κ)−1.
Hence, one can find constants 0 < δ ≪ T and µκ > (1 + 2κ)−1 such that
(5.14)
{
f 6 −µκ when t ∈ (−T,−T + δ) ∪ (T − δ, T )
f > −µκ when t ∈ (−δ, δ)
.
In addition, we define the shorthands
(5.15) Iδ = [−T + δ, T − δ], Jδ = (−T,−T + δ) ∪ (T − δ, T ).
We also let ξ ∈ C∞(C¯) be a cutoff function satisfying:
i) ξ depends only on t.
ii) ξ = 1 when t ∈ Iδ.
iii) ξ = 0 near t = ±T .
We can then apply the Carleman inequality in Theorem 4.1, with our above choice
(5.13) of c and to the function ξu, in order to obtain
λ
∫
Γ
e2λfξ2(Nκu)2 +
∫
C
e2λf |κ(ξu)|2(5.16)
& λ
∫
C
e2λf [|∂t(ξu)|2 + ξ2| /∇u|2 + ξ2(Dru)2 + λ2y−1+6κξ2u2]
& λ
∫
Iδ×B1
e2λf [(∂tu)
2 + | /∇u|2 + (Dru)2 + λ2y−1+6κu2].
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Moreover, noting that
|κ(ξu)| . |ξκu|+ |∂tξ|∂tu|+ |∂2t ξ||u|
. |κu|+ |∂tu|+ |u|,
and recalling (5.2) and (5.14), we derive that∫
C
e2λf |κ(ξu)|2 .
∫
Iδ×B1
e2λf |κu|2 +
∫
Jδ×B1
e2λf (|κu|+ |∂tu|+ |u|)
.
∫
Iδ×B1
e2λf (|∂tu|2 + |Dru|2 + | /∇u|2)
+
∫
Iδ×B1
(
1
y2
+
n− 1
r2
)
(eλfu)2
+ e−2λµκ
∫
Jδ×B1
(|∂tu|2 + |Dru|2 + | /∇u|2)
+ e−2λµκ
∫
Jδ×B1
(
1
y2
+
n− 1
r2
)
u2,
where the implicit constants of the inequalities depend also on X and V . Applying
Lemma 5.2 and recalling the definition of f , the above becomes∫
C
e2λf |κ(ξu)|2 .
∫
Iδ×B1
[e2λf (|∂tu|2 + |Dru|2 + | /∇u|2) + |Dr(eλfu)|2](5.17)
+ e−2λµκ
∫
Jδ×B1
(|∂tu|2 + |Dru|2 + | /∇u|2)
.
∫
Iδ×B1
e2λf (|∂tu|2 + |Dru|2 + | /∇u|2 + λ2y4κu2)
+ e−2λµκ
∫
Jδ
E1[u](τ) dτ ,
Combining the inequalities (5.16) and (5.17) and letting λ be sufficiently large
(depending also on X and V ), we then arrive at the bound
λ
∫
Γ
e2λf (Nκu)2 + e−2λµκ
∫
Jδ
E1[u](τ) dτ
& λ
∫
Iδ×B1
e2λf (|∂tu|2 + | /∇u|2 + |Dru|2 + λ2y6κ−1u2)
Further restricting the domain of the integral in the right-hand side to (−δ, δ)×B1
and recalling the lower bound in (5.14), the above becomes
(5.18) λ
∫
Γ
e2λf (Nκu)2 + e−2λµκ
∫
Jδ
E1[u](τ) dτ & λe
−2λµκ
∫ δ
−δ
E1[u](τ) dτ .
Finally, the energy estimate (5.7) implies
e−MTE1[u](0) 6 E1[u](t) 6 eMTE1[u](0),
which, when combined with (5.18), yields
(5.19) λ
∫
Γ
e2λf (Nκu)2 + δe−2λµκeMT · E1[u](0) & λδe−2λµκe−MT ·E1[u](0).
Taking λ in (5.19) large enough such that e2MT ≪ λ results in (5.5).
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