In recent years, there has been an increased literature on so-called Generalized Network Design Problems (GNDPs), such as the Generalized Minimum Spanning Tree Problem and the Generalized Traveling Salesman Problem. In a GNDP, the node set of a graph is partitioned into clusters, and the feasible solutions must contain one node from each cluster. Up to now, the polyhedra associated with different GNDPs have been studied independently. The purpose of this paper is to show that it is possible, to a certain extent, to derive polyhedral results for all GNDPs simultaneously. Along the way, we point out some interesting connections to other polyhedra, such as the quadratic semi-assignment polytope and the boolean quadric polytope.
with the added requirement that the solution contain exactly (or at most, or at least) one node from each cluster.
The first GNDP, the Generalized Traveling Salesman Problem or GTSP, was introduced (apparently independently) by Henry-Labordere [10] , Saskena [19] and Srivastava et al. [21] . Later, the Generalized Minimum Spanning Tree Problem or GMSTP was introduced by Myung et al. [13] . Since then, several other GNDPs have been introduced. We refer the reader to Feremans et al. [7] for a survey on GNDPs and their applications.
Up to now, the polyhedra associated with GNDPs have been studied more or less independently. For example, Fischetti et al. [9] focussed on GTSP polyhedra, whereas Feremans et al. [8] focussed on GMSTP polyhedra. Our goal in this paper is to show that it is possible, to a certain extent, to derive polyhedral results for all GNDPs simultaneously.
Our key concept is that of a generalized subgraph (GS). A GS is simply a subgraph of G containing exactly one node from each cluster. (We impose no other structure on the subgraph. In particular, it need not be connected, and it may have isolated nodes.) Figure 1 shows a graph and a GS. The numbered dots represent the nodes, the ovals represent the clusters, and the lines represent the edges.
The lines and dots in bold represent the GS.
Clearly, every feasible solution to a GNDP is a GS. Thus, if a linear inequality is valid for every incidence vector of a GS, it is also valid for all
GNDPs. This observation led us to study the GS polyhedra themselves.
The structure of the paper is as follows. In Section 2, we formally define generalized subgraphs and the associated polyhedra, and provide some additional motives for studying them. In Section 3, we determine some fundamental properties of the polyhedra. In Section 4, we present various valid and facet-defining inequalities. Then, in Section 5, we consider the polyhedra obtained when, instead of requiring exactly one node per cluster, one requires either at most or at least one node per cluster. Finally, some conclusions and suggestions for future research are given in Section 6.
Definitions and Motivation
In this section, we define GS polyhedra formally (Subsection 2.1). We also point out some connections between GS polyhedra and some other polyhedra in the literature (Subsection 2.2), which provides further motivation for our study. We assume throughout that the reader is familiar with the basics of polyhedral theory (see, e.g., Nemhauser & Wolsey [14] ).
Definitions
In this subsection, we define GS polyhedra formally. Along the way, we present some useful notation.
We define a binary variable x v for each node v ∈ V , taking the value 1 if and only if node v is in the GS. We also define a binary variable y e for each edge e ∈ E, taking the value 1 if and only if edge e is in the GS. For any set S ⊆ V , we let x(S) denote v∈S x v . Similarly, for any set F ⊂ E, we let y(F ) denote e∈F y e . For any node set S, we let E(S) denote the set of edges in E with both end-nodes in S. For any disjoint node sets S, T , we let E(S : T ) denote the set of edges in E with one node in S and the other in T . Finally, we let K denote {1, . . . , m}.
Given the above notation, a vector (x, y) ∈ {0, 1} |V |+|E| is the incidence vector of a GS if and only if the following inequalities are satisfied:
y uv ≤ x u , y uv ≤ x v ({u, v} ∈ E).
We refer to the constraints (1) and (2) as cluster constraints and variable upper bounds (VUBs), respectively.
The above considerations lead naturally to a family of zero-one polytopes (bounded polyhedra). Specifically, we define:
P (G) = conv (x, y) ∈ {0, 1} |V |+|E| : (1), (2) hold .
Here, as usual, 'conv' denotes the the convex hull of a set of points.
Clearly, given any specific GNDP that requires exactly one node per cluster, the convex hull of feasible solutions will be contained in P (G) for some graph G. As a result, valid inequalities for GS polytopes can be used as cutting planes for GNDPs of that kind.
We remark that the VUBs (2) can be replaced by the following stronger inequalities:
We call these strengthened variable upper bounds (SVUBs). The validity of SVUBs was noted in [9] for the GTSP and in [8] for the GMSTP.
Motivation
Although we are interested in GS polytopes primarily due to their application to GNDPs, it turns out that they are also closely related to some other important combinatorial optimization problems and associated polytopes.
First, we consider the Quadratic Semi-Assignment Problem (QSAP), an N P-hard problem with many applications (see, e.g., Burkard & Ç ela [3] ).
In the QSAP, one has binary variables x ik for i = 1, . . . , n and k = 1, . . . , m.
The task is to minimize a quadratic function of the form
subject to constraints of the form:
We have the following result:
The QSAP can be reduced to the problem of maximizing a non-negative linear function over P (G).
Proof. Note that any feasible QSAP solution satisfies
Therefore, minimizing (4) is equivalent to maximizing
where M is a positive integer chosen to make all of the terms in (5) nonnegative. Now, construct a complete m-partite graph G with m clusters, each containing n nodes. Assign a weight of M − c ik to the ith node in the kth cluster, and a weight of M − q ijk to the edge connecting the ith node in the kth cluster to the jth node in the th cluster. Then, maximizing (5) is equivalent to finding a GS of maximum weight in G.
In fact, the polytopes introduced by Saito et al. [18] for the QSAP turn out to be nothing but the faces of P (G) obtained by changing the SVUBs (3) to equations. Thus, the inequalities that we derive for P (G) may also be useful for solving the QSAP.
Second, we mention that a variety of N P-hard Constraint Satisfaction Problems (CSPs) can also be reduced, in a similar way, to the problem of maximizing a non-negative linear function over P (G). This includes, for example, the problem MAX CAPACITY REPRESENTATIVES of Bellare [2] , the problem UNIQUE GAMES of Khot [11] , and the problems MAX 2-CONJ and MAX 2-CSP of Serna et al. [20] . ( We omit details of the reductions, for the sake of brevity.) Thus, the inequalities derived in this paper may also be useful for solving CSPs.
We remark that some other well-known N P-hard combinatorial optimization problems, such as MAX-CUT, MAX-DI-CUT and MAX-2-SAT, are special cases of MAX 2-CSP. Such problems can be reduced to the problem of maximizing a non-negative linear function over P (G) for graphs G that have only two nodes per cluster.
Finally, we also remark that the 'partial constraint satisfaction polytope' studied by Koster et al. [12] is essentially identical to the QSAP polytope studied by Saito et al. [18] . The inequalities presented in the two papers are, however, different.
Fundamental Properties of the Polyhedra
In this section, we determine some of the fundamental properties of P (G).
For ease of notation, we assume in this section and the next that G is a complete m-partite graph. (Note that an 'intra-cluster' edge, i.e., an edge with both end-nodes in the same cluster, can never be part of a GS.)
Dimension
First, we determine the dimension of the polytope:
Proof. Since the equations (1) are linearly independent, the dimension is certainly no larger than |V | + |E| − m. Now, for each k ∈ K, let v(k) be an arbitrary node in V k , and let V * be the union of these selected nodes.
Consider the following extreme points of P (G):
• the point obtained by setting x v = 1 for all v ∈ V * , x v = 0 for all v ∈ V \ V * , and y e = 0 for all e ∈ E;
• for all k ∈ K, and for all v ∈ V k \ {v(k)}, the point obtained by taking the first point, changing x v(k) from 1 to 0, and changing x v from 0 to 1;
• for all e = {u, v} ∈ E, an arbitrary point such that y e = 1 and y f = 0 for all f ∈ E \ {e}.
These |V | + |E| − m + 1 points are affinely independent.
Canonical form
The fact that P (G) is not full-dimensional complicates matters, since each facet is defined by an infinite number of linear inequalities. The following theorem enables us to associate one 'canonical' inequality with each (nontrivial) facet:
Theorem 2 (Canonical Form) Let F be a facet of P (G), and suppose that F is not defined by a lower bound of the form y e ≥ 0. Then there is a unique inequality of the form
that defines the face F and satisfies the following conditions:
• α, β and γ are all non-negative;
• in each cluster, there exists at least one node u for which α u = 0.
Proof. Clearly, we can assume that the inequality is in '≤' form. Moreover, by adding or subtracting suitable multiples of the cluster constraints (1), we can ensure that α ≥ 0 and that the second condition is satisfied. Now, let e ∈ E be an arbitrary edge. If the facet is not defined by the inequality y e ≥ 0, then there exists at least one extreme point on the facet satisfying y e = 1. From this, we can obtain another extreme point of P (G)
by setting y e = 0. Therefore β e ≥ 0.
By setting x v(k) to 1 for all k, and all other variables to zero, we obtain an extreme point of P (G) for which the slack of the inequality (6) is equal to γ. Thus γ ≥ 0.
Note that the SVUBs (3) are in canonical form.
Cluster addition and node cloning
Next, we present two simple results that enable new facet-defining inequalities to be derived from known ones.
Theorem 3 (Cluster Addition) Suppose that an inequality of the form (6) is valid for P (G). Let G = (V , E ) be a graph obtained from G by adding another cluster V m+1 , consisting of a single node u, together with the |V | additional edges needed to make G complete (m + 1)-partite. Then the inequality (6) is valid for P (G ). Moreover, the inequality defines a facet of P (G ) if and only if it defines a facet of P (G).
Proof. See the appendix.
Theorem 4 (Node Cloning) Suppose that an inequality of the form (6) is valid for P (G). Let u ∈ V be a specified node, and let G be the graph obtained from G by 'cloning' node u. That is, a new node u is added to V , in the same cluster as u, and the edge {u , v} is added if and only if {u, v} ∈ E. Then the 'cloned' inequality e∈E β e y e + v:{u,v}∈E
is valid for P (G ). Moreover, if there exists a node w = u such that α w > 0, then the cloned inequality defines a facet of P (G ) if and only if the original inequality defines a facet of P (G).
A connection with the boolean quadric polytope
Finally, we consider the special case of P (G) that arises when each cluster contains exactly two nodes. It turns out that, in this case, there is a connection between P (G) and the so-called boolean quadric polytope. The boolean quadric polytope of order m, denoted by BQP m , is defined as follows (Padberg [15] ):
The boolean quadric polytope is a fundamental problem in quadratic 0 − 1 optimization, and it is also an affine image of the so-called cut polytope, which is the polytope associated with the well-known max-cut problem [1, 5] . The boolean quadric and cut polytopes have been studied in great depth (see Deza & Laurent [6] for an extensive survey).
We have the following theorem:
Theorem 5 Let m be fixed, and as usual let K = {1, . . . , m}. Let G m = (V m , E m ) be a complete m-partite graph with m clusters and 2 nodes per cluster. For k ∈ K, let u(k) denote one of the two nodes in the cluster V k , and let v(k) denote the other node. We define the following affine mapping,
Let BQP m be the image of BQP m under this mapping. Then P (G m ) is the downward monotonization of BQP m with respect to the y variables. That is,
Proof. Let (z * , Z * ) be an extreme point of BQP m , and let (x * , y * ) be the corresponding extreme point of BQP m . It follows immediately from the definitions that:
• (x * , y * ) ∈ {0, 1} |Vm|+|Em| ;
• y * ij = 1 if and only if
Thus, (x * , y * ) is an extreme point of P (G m ). Moreover, any vector obtained from (x * , y * ) by changing a y variable from 1 to 0 is also an extreme point of P (G m ), since deleting an edge from a GS yields another GS. Thus, every extreme point of the downward monotonization of BQP n is an extreme point of P (G m ). In a similar way, one can show that every extreme point of P (G m )
is an extreme point of the downward monotonization of BQP m .
In Subsection 4.2, we will use Theorem 5 to derive valid inequalities for P (G).
Valid Inequalities and Facets
In this section, we present some specific valid inequalities, and show that they define facets of P (G) under certain conditions. For the sake of brevity, we omit the proofs of some of the results. In all such cases, the omitted details are easy, but tedious.
Trivial facets
The following two propositions describe some trivial facets of P (G):
Proposition 2 For each e ∈ E, the lower bound y e ≥ 0 defines a facet of
Proof. Simply note that all of the affinely independent points listed in the proof of Theorem 1 satisfy the lower bound at equality, apart from one.
Proposition 3 The SVUBs (3) define facets of P (G), unless |V k | > 1 and {v} is itself a cluster.
Proof. If |V k | > 1 and {v} is a cluster, then the SVUB is dominated by the cluster constraints x v = 1 and x(V k ) = 1, together with the VUBs y uv ≤ x u for all u ∈ V k . Now, Proposition 7 of [8] states that, in all other cases, the SVUB inequality defines a facet of the GMTSP polytope. The GMSTP polytope is contained in P (G), and has dimension |V |+|E|−m−1, because it satisfies the equation y(E) = m − 1 in addition to the equations satisfied by P (G). Therefore, there exist |V | + |E| − m affinely independent extreme points of P (G) that satisfy the SVUB at equality and also satisfy
To complete the proof, we need an extreme point satisfying the SVUB at equality, but not satisfying y(E) = m − 1. For this, we can take any extreme point satisfying y(E) = 0 and x v = 0.
Note that the bounds 0 ≤ x v ≤ 1 for all v, and y e ≤ 1 for all e, do not define facets in general, since they are implied by the inequalities in the above propositions, together with the cluster constraints (1).
We remark that, when |V k | = 1 for all k ∈ K, P (G) is completely described by the cluster constraints x v = 1 for all v and the bounds 0 ≤ y e ≤ 1 for all e. On the other hand, there is no hope of obtaining a complete linear description of P (G) when |V k | = 2 for all k, since optimizing a linear function over P (G) is N P-hard even in this special case (see the penultimate paragraph of Subsection 2.2).
Inequalities from the boolean quadric polytope
Now, we will show how to derive valid inequalities for P (G) from valid inequalities for the boolean quadric polytope. We use exactly the same notation as in Subsection 3.4.
We will find the following three lemmas helpful:
Proof. This follows trivially from the way BQP m is constructed.
Lemma 2 If an inequality is valid for BQP m , there is at least one valid inequality for BQP m that defines the same face and has canonical form.
Proof. It follows from the way BQP m is constructed that it satisfies the following equations:
By adding or subtracting suitable multiples of these equations, one can always bring any valid inequality into the desired form.
Lemma 3
If an inequality is valid for BQP m , and has canonical form, then it is valid also for P (G m ).
Proof. This follows from the fact that P (G m ) is the downward monotonization of BQP m with respect to the y variables.
The above three lemmas enable one to take any valid inequality for BQP m , and convert it into a canonical valid inequality for P (G m ). Moreover, by applying cluster addition and node cloning (Subsection 3.3), one can then derive canonical valid inequalities for P (G), for more general graphs G.
We have been able to derive many interesting canonical inequalities for P (G) in this way. For the sake of brevity, we give just two examples, based on inequalities presented in Padberg [15] .
Proposition 4 (Odd Ring Inequalities) Let V 1 , . . . , V c be clusters, where c ≥ 3. For k = 1, . . . , c, let cluster V k be partitioned into two subsets, called
Moreover, let C denote {1, . . . , c} and let D ⊆ C be such that |D| is odd. Then the following 'odd ring' inequality is valid for P (G), where indices are taken modulo c (see Figure 2 for an illustration):
Proof. Padberg ([15] , p. 154) showed that the following 'odd cycle' inequalities are valid for BQP m , for any c ≥ 3 and any D ⊂ C such that |D| is odd:
This, together with Lemma 1, implies that the (non-canonical) inequality
is valid for BQP m . Now, from the proof of Lemma 2, all points in BQP m satisfy the following equations:
Together with (8) , this implies that the canonical inequality
is valid for BQP m . By Lemma 3, this inequality is valid also for P (G m ).
Validity for P (G) then follows from Theorem 4.
Proposition 5 (Odd Clique Inequalities) Let V 1 , . . . , V c be clusters, and assume c ≥ 3 and odd. For k = 1, . . . , c, let cluster V k be partitioned into two subsets, called V 1 k and V 2 k . For any integer 1 ≤ r ≤ c/2 , the following 
Figure 2: Representation of two odd ring inequalities. Edges represent y variables with a coefficient of 1.
'odd clique' inequality is valid for P (G), where indices are taken modulo c (see Figure 3 for an illustration):
Proof. Padberg ([15] , p. 149) showed that the following 'clique' inequalities define facets of BQP m , for any c ≥ 3 and for any 1 ≤ r ≤ c − 2:
Taking c odd and 1 ≤ r ≤ c/2 , and applying Lemma 1, we have the following (non-canonical) valid inequality for BQP m :
Now, from the proof of Lemma 2, all points in BQP m satisfy the following equations: Together with (11) , this implies that the canonical inequality
Validity for P (G) then follows from Theorem 4.
It turns out that the odd ring and odd clique inequalities are always facet-defining:
Theorem 6 Odd ring inequalities define facets of P (G).
Theorem 7 Odd clique inequalities define facets of P (G).
We remark that the 'odd cycle' inequalities for the GMTSP, presented by Feremans et al. [8] , are the special case of the odd ring inequalities obtained when D = C. Moreover, it can be shown that the 'cycle' inequalities for the partial constraint satisfaction polytope, presented in Koster et al. [12] , are equivalent to odd ring inequalities, in the sense that the cycle and odd ring inequalities define the same facets of that polytope. The odd clique inequalities, on the other hand, appear to be entirely new.
Odd circulant inequalities
The valid inequalities in the previous subsection involved partitions of clusters into two components. In this subsection, we introduce a class of canonical inequalities for P (G) that involves partitions of clusters into more than two components.
Proposition 6 (Odd Circulant Inequalities) Let c ≥ 3 be an odd integer, let V 1 , . . . , V c be clusters, and let d be an integer between 1 and c/2 .
Moreover, let each cluster V k , for k = 1, . . . , c, be partitioned into 2d sets,
The following 'odd circulant' inequality is valid for P (G), where indices are taken modulo c (see Figure 4 for an illustration):
Proof. For a given k, if we sum together the cluster constraint x(V k ) = 1
and |V k | suitable SVUBs, we obtain:
Summing these constraints over all k and simplifying, we obtain:
Dividing by two and rounding down the right-hand side, we obtain the odd circulant inequality.
It turns out that the odd circulant inequalities are always facet-defining:
Theorem 8 Odd circulant inequalities define facets of P (G).
We remark that the odd circulant inequalities contain some other known inequalities as special cases. When d = c/2 , they reduce to the odd clique matching inequalities, introduced by Feremans et al. [8] in the context of the GMSTP. On the other hand, when d = 1, they reduce to the odd cycle inequalities, also due to Feremans et al. [8] , that we mentioned in the previous subsection.
5 Two Related Polytopes: P ≤ (G) and P ≥ (G)
In this section, we consider the polytopes obtained when, instead of requiring exactly one node per cluster, one requires either at most or at least one node per cluster. We deal with the 'at most' variant in Subsection 5.1 and the 'at least' variant in Subsection 5.2. We will see that the 'at least' variant is considerably more complicated than the other two variants.
The polytope P ≤ (G)
To handle the case of at most one node per cluster, we must change the cluster constraints (1) from equations to inequalities as follows:
Accordingly, we define the following polytope:
|V |+|E| : (2), (13) hold .
As before, we assume for simplicity that G is a complete m-partite graph.
Note that, by definition, P (G) is the face of P ≤ (G) defined by the equations (1). Using this fact, together with the results given in Section 3, one can easily prove the following results:
Proposition 7 P ≤ (G) is full-dimensional, i.e., of dimension |V | + |E|.
Proposition 8
If an inequality of the form βy ≤ αx + γ defines a facet of P ≤ (G), and is not equivalent to a bound of the form y e ≥ 0 or a cluster constraint of the form (13), then α, β and γ are non-negative.
Proposition 9
Cluster addition applies to all inequalities that define facets of P ≤ (G). That is, if an inequality of the form βy ≤ αx + γ defines a facet of P ≤ (G), and G is defined as in Theorem 3, then the inequality also defines a facet of P ≤ (G ).
Proposition 10
Node cloning applies to all inequalities that define facets of P ≤ (G), apart from bounds of the form y e ≥ 0. That is, if an inequality defines a facet of P ≤ (G), and is not a bound of the given form, then the cloned inequality defines a facet of P ≤ (G ), where the cloned inequality and G are defined as in Theorem 4.
Proposition 11
For each e ∈ E, the lower bound y e ≥ 0 defines a facet of
Proposition 12 For each k ∈ K, the cluster constraint x(V k ) ≤ 1 defines a facet of P ≤ (G).
The situation with 'canonical form' (Theorem 2) is, however, more complicated. In the first place, we have the following result:
Proposition 13 There exist non-trivial inequalities that define facets of
Proof. Let m = 3, |V | = 4, V 1 = {1, 2}, V 2 = {3} and V 3 = {4}, and assume that G is complete 3-partite. One can check (either by hand or with the aid of a computer) that the following inequality defines a facet of P ≤ (G):
This inequality is not canonical, because V 2 does not contain a node u whose variable x u has a coefficient of zero in the inequality (and the same applies to V 3 ).
We remark that the inequality (14) can be viewed as a 'degenerate' odd ring inequality, in which c = 3, D = {3}, and V 2 2 and V 2 3 are empty. On the other hand, we have the following positive result:
Theorem 9
If an inequality defines a facet of P (G), and it has canonical form, then it also defines a facet of P ≤ (G).
Proof. Since the inequality defines a facet of P (G), there exist |V |+|E|−m affinely independent extreme points of P (G) that satisfy the inequality at equality. These are all extreme points of P ≤ (G) as well. So, to complete the proof, we need m additional affinely independent extreme points. Now consider an arbitrary cluster V k . Since the inequality is in canonical form, there exists a node u ∈ V k such that α u = 0. Moreover, there must exist at least one extreme point in our collection of |V | + |E| − m extreme points satisfying x u = 1 (since otherwise all of the extreme points would satisfy the equation x u = 0, and the inequality would not define a facet of P (G)). Taking one such extreme point, and setting x u to 0, yields an extreme point of P ≤ (G) that is not an extreme point of P (G), yet satisfies the inequality at equality. Moreover, this extreme point is affinely independent of the previous ones, since it does not satisfy the cluster constraint x(V k ) = 1. Repeating this for all clusters k, we obtain the desired m additional extreme points.
This immediately yields the following corollary:
Corollary 1 SVUB, odd ring, odd clique and odd circulant inequalities define facets of P ≤ (G).
Thus, all of those inequalities can be used to tackle GNDPs in which at most one node may be selected from each cluster.
We close this subsection with the following theorem, which may also be of interest:
Theorem 10 Suppose that |V k | = 1 for all k ∈ K. Then:
• P ≤ (G) is completely described by the VUBs (2), the upper bounds x v ≤ 1 for all v, and the lower bounds y e ≥ 0 for all e.
• One can optimize a linear function over P ≤ (G) in polynomial time, by solving a max-flow/min-cut problem in a graph with m + 2 nodes.
The polytope P ≥ (G)
To handle the case of at least one node per cluster, we must change the cluster constraints (1) from equations to inequalities as follows:
Accordingly, we define the following polytope: (2), (15) hold .
Although P ≥ (G) may seem at first sight to be a minor variant of the other two polytopes, it is in fact significantly more complex. Consider, for example, the following three points:
• We can no longer assume that G is m-partite, since it is now possible for a GS to include one or more 'intra-cluster' edges (edges with both end-nodes in the same cluster).
• The SVUBs (3) are no longer valid, since the left-hand side can now be greater than 1 (unless only a single node in V k is adjacent to v, in which case the inequality reduces to a standard VUB).
• Node cloning is no longer guaranteed to work. For example, if we take a VUB of the form y uv ≤ x u , and clone node v, we obtain the SVUB y uv + y uv ≤ x u , which is not valid.
In the light of the first point, it makes sense to assume that G is a complete graph. The following two propositions can then be proven easily:
unless there is a cluster V k such that |V k | = 1, in which case the equation
Proposition 15
If an inequality of the form βy ≤ αx + γ defines a facet of P ≥ (G), and is not equivalent to a bound of the form x v ≤ 1 or y e ≥ 0, then α and β are non-negative.
Moreover, although node cloning does not apply to valid inequalities for P ≥ (G), a general form of cluster addition applies, as expressed in the following theorem:
Theorem 11 Suppose that an inequality of the form (6) is valid for P ≥ (G), and let k be an arbitrary positive integer. Let G = (V , E ) be a graph obtained from G by adding another cluster V m+1 , containing k nodes, together with the k|V | + k 2 additional edges needed to make G complete. Then the inequality (6) is valid for P ≥ (G ). Moreover, it defines a facet of P ≥ (G ) if and only if it defines a facet of P ≥ (G).
Armed with Theorem 11, one can easily prove the following results:
Proposition 16 For each v ∈ V , the upper bound x v ≤ 1 defines a facet of P ≥ (G), unless {v} is itself a cluster, in which case the equation x v = 1 is valid.
Proposition 17
Proposition 18 For each {u, v} ∈ E, the VUBs y uv ≤ x u and y uv ≤ x v define facets of P ≥ (G), unless {u, v} is itself a cluster, in which case the stronger inequality y uv ≤ x u + x v − 1 is valid and facet-defining. Now, consider again the SVUBs (3). Although they are not valid for P ≥ (G), they can be 'lifted' to make them valid, by adding a suitable multiple of the cluster constraint (15) . This leads to the following result:
Proposition 19
The following 'lifted SVUBs' define facets of P ≥ (G):
Proof. Suppose that a feasible solution includes r of the edges in E({v} :
If r = 0, the inequality is implied by the cluster constraint (15) . If, on the other hand, r > 0, the node v must also be included in the feasible solution, along with at least r nodes from the cluster V k . This shows that the inequality is valid. The fact that it also defines a facet can be easily proved for m = 2, by exhibiting a suitable collection of affinely independent extreme points satisfying the inequality at equality. The result for general m then follows by Theorem 11.
It may be that other facet-defining inequalities for P (G) can be lifted in a similar way to obtain facets of P ≥ (G).
Finally, we consider the cluster constraints (15) . Surprisingly, it turns out that they never define facets of P ≥ (G). This is an immediate consequence of the following result:
Let E(V k ) be the set of edges with both end-nodes in V k and let T ⊂ E(V k )
be the edge set of a tree spanning the nodes in V k . Then the 'tree' inequality
Proof. If a feasible solution includes none of the edges in T , we have y(T ) = 0, and the inequality is implied by the cluster constraint (15) . If, on the other hand, the solution includes r of the edges in T , with r > 0, it must also include at least r + 1 of the nodes in V k (since the r edges define a forest). This shows that the inequality is valid. The fact that it also defines a facet can be easily proved for m = 1, by exhibiting a suitable collection of affinely independent extreme points satisfying the inequality at equality.
The result for general m then follows by Theorem 11.
Observe that the inequality y uv ≤ x u + x v − 1, mentioned in the proof of Proposition 18, is a tree inequality.
We conjecture that, when m = 1, P ≥ (G) is completely described by the tree inequalities, the VUBs, the upper bounds x v ≤ 1 for all v ∈ V and the lower bounds y e ≥ 0 for all e ∈ E. In general, however, it seems that P ≥ (G)
is remarkably complex. Using the software PORTA [4] , we have found facetdefining inequalities that we have been unable to classify, even for m = 2.
Thus, P ≥ (G) may deserve further study.
Concluding Remarks
Up to now, the polyhedra associated with Generalized Network Design Problems (GNDPs) have been studied largely independently. This paper is the first to treat them all in a unified way. Moreover, to our knowedge, we are the first to study the polyhedra associated with GNDPs in which at least one node per cluster is required.
Of course, the inequalities that we have presented in this paper are not guaranteed to define facets of the polyhedra associated with every GNDP.
Even if they do not, however, they may still be useful as cutting planes.
Moreover, it should be borne in mind that our inequalities can also be applied to the quadratic semi-assignment problem and various constraint satisfaction problems.
An important topic for future research is the construction of exact or heuristic separation algorithms for the odd ring, odd clique and odd circulant inequalities mentioned in Section 4, and the tree inequalities mentioned in Subsection 5.2. Such algorithms would be essential if one wished to use these inequalities within a cutting-plane or branch-and-cut algorithm for
GNDPs and related problems.
Proof of Theorem 3: Validity is trivial. So, assume that the inequality defines a facet of P (G). Then, there exist |V | + |E| − m affinely independent extreme points of P (G) satisfying the inequality at equality. From these it is trivial to construct |V | + |E| − m affinely independent extreme points of P (G ) that also satisfy the inequality at equality: just set x u to 1, and y e to 0 for all edges incident on u.
One needs an additional |V | affinely independent extreme points of P (G )
to prove that the inequality defines a facet of P (G ). Note that, for every v ∈ V , there is at least one point in our collection of extreme points of P (G)
(If there were not, then the facet would be contained in the hyperplanes x v = 0 and y e = 0 for all e incident on v, a contradiction.)
For each v ∈ V , we construct an additional affinely independent extreme point by taking such an extreme point of P (G) and setting x u and y uv to 1, and y e to 0 for all other edges incident on u.
Finally, suppose that the original inequality is valid for P (G), but not facet-defining. Then it is dominated by two or more other valid inequalities, that are valid also for P (G ). Therefore, the original inequality cannot define a facet of P (G ).
Proof of Theorem 4:
Validity follows easily from the fact that a GS in G cannot contain the nodes u and u simultaneously. Now assume that the original inequality defines a facet of P (G). Then, there exist |V | + |E| − m affinely independent extreme points of P (G) satisfying the original inequality at equality. From these it is trivial to construct |V | + |E| − m affinely independent extreme points of P (G ) that satisfy the cloned inequality at equality: just set x u to 0, and y u v to 0 for all edges incident on u . To show that the cloned inequality defines a facet of P (G ), one needs an additional r + 1 affinely independent extreme points of
where r is the number of edges incident on u . Now suppose that there exists a node w = u such that α w > 0. Suppose we take our collection of affinely independent extreme points of P (G), and So, let us take r + 1 extreme points of P (G) corresponding to a nonsingular submatrix of that matrix. For each such extreme point (x * , y * ), we can construct an additional affinely independent extreme point of P (G) by setting x u to 0, y e to 0 for all edges incident on u, x u to x * u , and y u v to y * uv for all nodes v incident on u .
Finally, suppose that the original inequality is valid for P (G), but not facet-defining. Then it is dominated by two or more other valid inequalities.
The cloned version of the original inequality is dominated by the cloned versions of these other valid inequalities, and therefore it cannot define a facet of P (G ).
Proof of Theorem 6: ¿From Theorems 3 and 4, we can assume that
. . , c. Then, we can simplify notation by assuming that V 1 k = {v 1 k } and V 2 k = {v 2 k } for k = 1, . . . , c. Also letx u denote 1 − x u for any u ∈ V . The odd ring inequality can then be written in the following form:
Note that there are 2c − |D| terms on the left-hand side of (17) . Let G * be a graph with one node for each of those terms, and an edge between two nodes if and only if the corresponding terms cannot both take the value 1 simultaneously. Then G * is a chordless circuit of odd cardinality, i.e., an odd hole, and extreme points of P (G) satisfying the inequality (17) at equality correspond to maximum cardinality stable sets in G * .
Since G * is an odd hole, there exist 2c − |D| maximum cardinality stable sets in G * . For each such stable set, construct an extreme point of P (G) by setting the corresponding terms in (17) to 1, setting x u to 1 for any node incident on an edge with y e = 1, setting the remaining x variables (if any) to arbitrary feasible values, and setting y e to 0 for all edges not involved in the inequality. The resulting 2c − |D| extreme points of P (G) satisfy the inequality (17) at equality and are affinely independent. Now note that, for any given k ∈ D, there exists exactly one extreme point in the above-mentioned collection of extreme points that has y e = 0 for every edge with an end-node in V k . Taking such an extreme point and exchanging the values of x(v 1 k ) and x(v 2 k ), we obtain an additional affinely independent extreme point satisfying the odd ring inequality at equality.
There are |D| such points.
Next, note that, if we take any two nodes i, j of an odd hole, there exists a maximum cardinality stable set including both i and j, another including i but not j, a third including j but not i, and a fourth including neither i nor j. This means that, given any two nodes u, w in G belonging to different clusters, there exists at least one extreme point of P (G) that satisfies the inequality (17) at equality and has x u = x v = 1. Taking such an extreme point, setting y uv to 1 and setting y e to 0 for all other edges not involved in the inequality yields an additional affinely independent point. There are
The total number of points obtained is c(2c − 1), which is equal to the dimension of P (G) under the stated conditions.
Proof of Theorem 7:
As in the proof of Theorem 6, we can assume that
. . , c. Now, Padberg [15] showed that an extreme point of the boolean quadric polytope satisfies a clique inequality (10) at equality if and only if c k=1 z k ∈ {r, r + 1}. From this it follows that an extreme point of P (G) satisfies the odd clique inequality (9) at equality if and only if it has the following two properties:
Such extreme points will be called roots.
Now, suppose that the odd clique inequality does not define a facet.
Then there is a valid inequality βy ≤ αx + γ, not equivalent to the odd clique inequality, such that every root satisfies βy = αx + γ. From Theorem 2, we can assume that α(v 2 k ) = 0 for k = 1, . . . , c. Moreover, we must have β e = 0 for every edge e having a zero coefficient in the odd clique inequality.
(This is so because, for each such edge, there exists a root having y e = 1.
By changing the value of y e from 1 to 0, we obtain another root.) Now, for a given k ∈ {1, . . . , c}, let (x * , y * ) be an arbitrary root such that c =1 x * (v 1 ) = r and x * (v 1 k ) = 0, and let (x , y ) be an arbitrary root with x (v 1 ) = x * (v 1 ) for all = k, but with x (v 1 k ) = 1. Define the two sets
A comparison of the two roots shows that
Since this holds for all possible S and T , we must have:
This implies, by rotational symmetry, that β e is a constant for all edges having a non-zero coefficient in the odd clique inequality. Then, setting |S| = 0 and |T | = c/2 − r in (18), we see that α(v 1 k ) must equal c/2 − r times that constant, for all k. The inequality βy ≤ αx + γ is therefore equivalent to or dominated by the odd clique inequality, which is a contradiction.
Proof of Theorem 8: ¿From Theorems 3 and 4, we can assume that V = V 1 ∪ · · · ∪ V c and that V k = {v k } for k = 1, . . . , c and = 1, . . . , 2d.
We define an auxiliary graph G = (V , E ), which is the graph with node set {1, . . . , c} and an edge between nodes i and j if and only if there is an edge in G between V i and V j having a positive coefficient in the odd circulant inequality. Note that each extreme point of P (G) that satisfies the inequality at equality corresponds to a maximum cardinality matching in G .
We will need the following four properties of G :
1. For any k ∈ V , there exist a maximum cardinality matching in G that has no edge incident on node k.
2. For any pair of edges in E having a common end-node, there exists a maximum cardinality matching in G containing one of them.
3. For any pair of node-disjoint edges in E , there exists a maximum cardinality matching in G containing both of them.
4. One can find |E | maximum cardinality matchings in G whose incidence vectors are affinely independent.
The first property is obvious. The fourth property follows from the characterization of the facets of the matching polytope given in [17] . The other two properties can be easily proved either by induction or by brute-force enumeration of cases. Now, suppose that the equation αx+βy = γ is satisfied by every extreme point of P (G) satisfying the odd circulant inequality at equality. Using the cluster constraints (1), we can assume that α(v 1 k ) = 0 for k = 1, . . . , c. Now, the first property of G implies that, for any 1 ≤ k ≤ c, there exists an extreme point of P (G) that satisfies the odd circulant inequality at equality, has x(v 1 k ) = 1, and has y e = 0 for every edge e with an end-node in V k . Note that, for any 1 < ≤ 2d we can set x(v 1 k ) to 0 and set x(v k ) to 1, while still satisfying the inequality at equality. This implies that α v = 0 for all v ∈ V . Now consider an arbitrary edge e in G that has a coefficient of zero in the inequality, and let v k i and v j be its end-nodes. If we set y e to 1, we force x(v k i ) and x(v j ) to be 1. Moreover, there is a unique edge incident on v k i that has a coefficient of 1 in the inequality, and the same for v j . Let e and e denote these edges. We now consider two cases:
• The edges e and e have a common end-node. In this case, by the second property of G , there exists an extreme point of P (G) that has y e = y e = y e = 1 and satisfies the inequality at equality. Since we can change y e to 0 and still satisfy the inequality at equality, we must have β e = 0.
• The edges e and e are node disjoint. In this case, by the third property of G , there exists an extreme point of P (G) that has y e = y e + y e = 1 and satisfies the inequality at equality. As in the first case, this implies that β e = 0.
The equation αx + βy = γ therefore has a non-zero coefficient only for the edges that have a non-zero coefficient in the inequality. Now, by the fourth property of G , the inequality αx + βy = γ must be equivalent to the odd circulant inequality.
Proof of Theorem 10: Let M be the constraint matrix defined by the VUBs, upper bounds and lower bounds. The entries of M take the values 0, 1 and −1, and no row of M contains two non-zero coefficients of the same sign. Therefore M is totally unimodular, and the constraints mentioned define an integral polytope. Now, consider the problem of optimizing a linear function αx + βy over P ≤ (G), and assume without loss of generality that one is maximizing. If β uv ≤ 0 for some edge {u, v}, then it is optimal to set y uv to 0. If on the other hand β uv > 0, then y uv will equal x u x v in any optimal solution.
Therefore, maximizing αx + βy over P ≤ (G) is equivalent to maximizing the following quadratic function of the x variables:
where E = {{u, v} ∈ E : β uv > 0}. Now, maximizing a quadratic function in m binary variables, in the special case where all quadratic terms are nonnegative, can be reduced to a max-flow/min-cut problem in a graph with m + 2 nodes (Picard & Ratliff [16] ).
Proof of Theorem 11:
This is similar to that of Theorem 3, but a more involved argument is needed to prove that the inequality defines a facet of P ≥ (G ) if it defines a facet of P ≥ (G).
So, assume that the inequality defines a facet of P ≥ (G). Then, there exist |V | + |E| affinely independent extreme points of P ≥ (G) satisfying the inequality at equality. We construct |V | + |E| corresponding extreme points of P ≥ (G ) by setting x u to 1 for some u ∈ V m+1 , setting x u to 0 for all u ∈ V m+1 \ {u}, and setting y e to 0 for all edges incident on at least one node in V m+1 .
We now construct k additional extreme points, one for each node in V m+1 . To this end, let (x * , y * ) be one of the |V | + |E| extreme points of P ≥ (G ) defined above, and let u be the node in V m+1 for which x * u = 1. We construct k − 1 additional extreme points as follows: for each node u ∈ V m+1 \ {u}, we take (x * , y * ) and change the value of x u from 0 to 1.
To construct one additional extreme point, we change x u to 0 and change u to 1 for some u ∈ V m+1 \ {u}.
Next, we construct k|V | additional extreme points, one for each edge in E(V : V m+1 ). As in the proof of Theorem 3, for every v ∈ V , there is at least one extreme point of P ≥ (G) in our collection that satisfies x v = 1. We take such an extreme point and, for each u ∈ V m+1 , convert it to an extreme point of P ≥ (G ) by setting x u and y uv to 1, x u to 0 for all u ∈ V m+1 \ {u}, and y e to 0 for all other edges incident on at least one node in V m+1 .
Finally, we construct k 2 additional extreme points, one for each edge in E(V m+1 ). To this end, for any {u, u } ∈ E(V m+1 ), take one of the extreme points of P ≥ (G) in our collection, set x u , x u and y uu to 1, set xũ to 0 for allũ ∈ V m+1 \ {u, u }, and set y e to 0 for all other edges incident on at least one node in V m+1 .
