Abstract-An engineering wake model is updated online based on measurements provided by shaded turbines. Departing from other approaches, the measurements include information on the impinging wakes, obtained by a wake detector based on measured rotor loads. The updated model exhibits improved prediction capabilities, and it can be used for implementing a model-based wind farm controller.
I. Introduction
Each turbine in a wind farm emits a wake characterized by reduced velocity and increased turbulence, leading to losses in power production and increased loads on downwind turbines. The negative effects of wake interactions may be mitigated by wake management strategies [1] . One possible implementation of such strategies is based on a wind farm flow model: the predictions of the model are used by a controller, whose aim is to energize and/or redirect wakes for improved energy yield and/or reduced loading.
The performance of any such model-based control method is inherently limited by the accuracy of its underlying model. Unfortunately, any model has limitations -at least in some situations-, and especially the simple reduced-order or engineering models used for control synthesis. However, the fidelity of a model can be corrected and improved at run-time based on measurements made on the plant. Figure 1 illustrates this concept. To correct model predictions, one might think of using standard and already available measurements of power and hub-height wind speed, for example using a Kalman filter. Unfortunately, this might not work in general because power and rotor speed might not carry enough informational content to correct for some model errors, as shown later on in this work. In fact, in the case of a wrong power prediction at a C. L. Bottasso and J. Schreiber are with the Wind Energy Institute, Technical University of Munich, Boltzmannstraße 15, 85748 Garching bei München, Germany (carlo.bottasso@tum.de, johannes.schreiber@tum.de).
downstream wind turbine, one cannot distinguish whether the error is caused by a wrong wind speed in the wake (for example, due to an inaccurate modeling of wake recovery) or by a wrong location of the wake with respect to the impinged rotor disk. This impasse is solved by using our newly-developed wake detector [2] : by using rotor loads, the detector reveals the presence of a wake by mapping blade loads into local estimates of the wind speed over sectors of the rotor disk. This way, a wake model can be improved online during operation of the wind farm (according to the scheme of Fig. 1 ), generating high quality predictions of the wake speed and position within the farm. In turn, this improves the control action computed on the basis of these predictions. This idea is developed in the present work with reference to a static wind farm flow model, although nothing in this approach prevents its extension to the dynamic case. Similar concepts of state estimation have been explored in the context of dynamic wake models in [3, 4] . However, it is unclear whether such formulations are able to cope with simultaneous errors in wake recovery and trajectory, as the method presented herein. This paper is organized as follows. Section II formulates the model update approach, the wind farm model and the loadbased wind detector. Section III describes different possible implementations of the model update method. The various options are then tested with reference to experimental measurements obtained on a scaled wind farm facility operated in a large boundary layer wind tunnel. Finally, Section IV summarizes results and conclusions, and gives an outlook towards future work.
II. Methods

A. State update
The model update method is formulated here based on a generic non-linear static wind farm model. A similar formulation could also be derived for a dynamic model, leading in that case to a standard Kalman filtering problem. The static model is written as
where is a non-linear static function, which depends on the model formulation. The control inputs are noted , and include the yaw and induction of each wind turbine in the farm. Measurements of ambient conditions are noted , and include density and free stream wind speed and direction (typically estimated by the upstream wind turbines). Physical tunable coefficients of the model and the wind farm layout are represented by the vector of parameters . The model states are indicated as , and in the present study they include the velocity and lateral position of the wake of each turbine.
A set of outputs is defined by function . As shown later on, the outputs may be represented by the turbine power at the downstream turbines, but they may also include estimated flow velocities at the downstream rotors.
In general, the predictions of the model states will be in error, due to a lack of model fidelity, mistuning of the parameters or inaccuracies in ambient conditions. This can be corrected by introducing a state error . The corresponding corrected state ̂ becomes
A maximum likelihood estimate of the state error can be readily obtained by solving the following problem
where are measurements and ̂ the corresponding updated model outputs (̂= (̂)). For a given fixed covariance , this procedure corresponds to the method of least squares.
Note that, as ambient wind conditions are often uncertain, the presented formulation could be extended by including these same conditions within the list of states. However, it is also clearly necessary to ensure the observability of all chosen states. For example, a wrong wind direction might not be distinguishable from a wrong wake location. The development of a general formulation for the estimation of wind farm flow model states is a problem of great interest [4] , which is however outside of the scope of the present paper.
B. Wind farm model
The wind farm model includes two components: a wake model and a power model. The wake model is based on the double Gaussian profile proposed by [5] , combined with the yaw-induced wake deflection developed in [6] . The combination of the two models gives the evolution of the flow speed within the wake downstream of each rotor disk, together with its spatial location. The power model yields the turbine power output by computing the mean flow speed at the rotor using a disk-attached grid. The turbine power coefficient P, =0 is assumed to be constant below rated wind speed. To take into account the power reduction in misaligned conditions, the following relationship is used
where is the turbine misalignment angle and P a tunable parameter.
When implementing the state update for wake speed , Eq. (3) is modified as ̂= + , where is the Keane wake reduction (see Eq. (22) of [5] ). Since the Keane wake model uses a Gaussian shape for the speed deficit -and hence does not have a well-defined wake width-, this form of the error avoids changing the ambient wind speed away from the wake.
B. Wind detector
A load-based wind speed detector [2] is used to estimate the flow at the downstream wind turbine. As shown in Fig. 2 , the detector works by mapping blade loads into local estimates of the wind speed. These are then averaged over sectors of the rotor disk. The resulting sector-effective (SE) wind speed measurements on the left and right parts of the rotor (noted SE,left and SE,right , respectively) are then used in the state update formulation described earlier on. 
III. Implementation & results
A. Implementation
To evaluate the proposed method, three versions of the state update formulation are implemented for a simple farm consisting of two wind turbines. In the notation used below, the upstream wind turbine is indicated as WT1, while the downstream one as WT2.
The simplistic method (subscript ) is intended to demonstrate that, by only using power measurements at the downwind turbine ( WT2,exp ), it is in general not possible to correct at the same time for errors in lateral wake position ( WT1 ) and speed ( WT1 ) of the upstream wind turbine. In contrast to the simplistic method, the power method (subscript ) is well-posed, as it only tries to correct the wake speed and not its position based on downstream power measurements. The wind-sensing method (subscript ) includes as measurements also the SE wind speeds WT2,exp SE,left/right obtained by the wind detector on the downwind turbine. This way, the method is able to correct for both speed and position in the wake. Table 1 gives an overview of the three different approaches. For all cases, the ambient conditions are obtained from the front wind turbine: wind direction is measured by the onboard wind vane, while the ambient wind speed is computed by the rotor effective wind speed corrected for yaw misalignment using Eq. (5).
The diagonal entries of the covariance matrix are initially set to 1/ 2 for power and to 1/ 2 for the SE wind speed model outputs, where (•) indicates a rated quantity. When using maximum likelihood, the covariance is updated after each iteration based on the residuals. Problem (4) is solved using the Nelder-Mead simplex algorithm implemented in the MATLAB function fminsearch [7] . 
B. Experimental setup
Experimental tests with scaled wind turbine models were used to study the performance of the various state update formulations. The scaled turbines, designed for realistic wake behavior, were operated in the boundary layer wind tunnel of the Politecnico di Milano at an ambient hub-height wind speed of 5.8 m/sec and a turbulence intensity of about 5%. A detailed description of the turbines and the wind tunnel can be found in [8, 9] . The wind farm layout is depicted in Fig. 3 , where WT1 is the yaw misalignment of the upstream wind turbine with respect to the wind vector, positive as indicated in the figure. The two turbines are operated at a longitudinal distance of 4 diameters (D) with no lateral displacement. The wind farm model parameters include the power loss exponent (see Eq. 5), the coefficients * , , and hat define the wake shape through the expression = * + (where is the standard deviation of the double Gaussian wake deficit), and finally the scaling factor − [5] . The parameters were first manually tuned with the objective of obtaining a good fit of the model predictions with the experimentally measured wake speed, downstream turbine power and SE speeds at various yaw misalignments of WT1. Figure 4 shows in the upper subplot a comparison between measured (subscript ) and modeled power at both turbines. The lower subplot shows the SE wind speeds for the left and right sectors of WT2. Each experimental data point represents the mean value of a 60 sec time recording. As the scaled turbine models used in these particular experiments are not equipped with blade load sensors, blade loads were reconstructed from shaft loads using the Coleman Transformation as described in [9] . To account for the fact that the reconstructed experimental blade loads do not contain frequencies above 1P (one per revolution), also the SE wind speed computed from the wind farm model was accordingly filtered. This was obtained by first best-fitting over the turbine rotor disk a linear wind field, and then computing from it the desired quantities WT2 SE,left/right . 
C. Results
An experimental time sequence was obtained by stacking one after the other a number of recordings, each one corresponding to a different constant yaw setting of the front machine. Since the flow is turbulent, wake dynamics induced by turbulent fluctuations, including meandering, are included in the recordings. However, the effects of transient changes from one yaw set point to the next are not, including the corresponding travel-time wake delays, which can be estimated to be approximatively equal to 1 sec. Since delays are not included in the static model used here, all signals were filtered with a moving average of 4 sec. The filter window size was chosen to reduce effects of short-term fluctuations, which are believed to be of limited interested for plant-level control. the flow velocity in the left sector increases, implying that the wake center is moving to the right. The SE wind speeds of the updated simplistic method are also shown on the same plot. These curves reveal that the model-predicted flow velocities, which were not explicitly taken into account by the method, behave in a radically different way from the measured ones. In fact, the simplistic state update method corrects the wake center position by moving it to the left of the downwind turbine, instead of to the right as it should be. The last subplot of Fig. 5 shows the corresponding state errors. The large error in wake speed significantly alters the wake deficit, while the error in wake position implies that the wake center is located to the left of the rotor.
The simplistic method is clearly ill-posed, as two independent states are corrected using only one measurement. Therefore, multiple combinations of wake speed and displacement can be obtained that, although completely wrong, still apparently lead to a very good power estimate. A controller using the predictions of such a model is invariably bound to fail.
Notice that the ill-posedness of the present formulation is rather obvious, by considering that one single global rotor measurement as power cannot distinguish between changes due to a different wake recovery or position. Indeed, in the context of the present formulation, a well-posedness check can be formulated by considering the linearized version of Eq. (2), i.e. = , where = ⁄ . The problem can be considered to be well posed if state can be deduced from measurements of , a condition that is satisfied only if null( ) = {0}, i.e. if is of full column rank. This is akin to the observability condition for dynamical systems, specialized to the present static case. For the simplistic approach, is a 1 × 2 matrix that cannot satisfy this observability condition. After having illustrated the ill-posedness of the simplistic method, the power and wind-sensing approaches are compared. In both cases, the problem is now well-posed: for the power method, only wake speed is corrected based on measured power, while for the wind-sensing method the presence of the wake detector allows for the separation of the effects caused by wake speed from those caused by position.
To better understand the characteristic of the methods, artificial errors were imposed on the wind farm model. An error in wake recovery and expansion is simulated by changing the modeled longitudinal distance between the turbines with respect to the one of the experiments. In addition, to simulate an error in the modeled wake position, the lateral distance is also varied.
For nine combinations of modeling errors, Fig. 6 reports the model-predicted power together with the experimentally measured one. Independently of the modeling error, it appears that power is always well predicted. The SE wind speeds at the downwind turbine are shown in Fig. 7 . Solid lines with markers represent experimental measurements, dash-dotted lines the power method and solid lines without markers the wind-sensing method flow speeds. The windsensing method provides predictions that are very close to the experimental measurements, independently of the modeling error. In fact, both wake speed and wake position can be corrected independently by this approach. On the other hand, the power method only corrects wake speed. Therefore, it provides good results only in the case of model errors in the longitudinal displacement (middle column of the subplots). However, as soon as there is also an error in the wake position, flow velocities do not match anymore. These discrepancies may translate into significant deficiencies when it comes to utilizing the wind farm model for control purposes. To illustrate this point, Fig. 8 shows, for one of the nine cases considered above, the maximum possible wind farm power predicted by the model by yawing the upwind turbine to its optimal position. In the experiment, the optimal position is approximatively equal to 30 deg, which are reached after 90 sec. Even though the power method is apparently able to match the downwind turbine power during the experiment, this is in reality based on a wrong prediction of the flow within the farm. Hence, the maximum predicted power is highly overestimated. On the other hand, the wind-sensing method, being capable of a more faithful prediction of the actual flow, provides for a realistic estimate of the maximum achievable power throughout the whole test case. This highlights the importance of correctly modeling the flow within the wind farm for control purposes. IV. Conclusions A model-based wind farm control algorithm can only be as good as its underlying model. In a realistic scenario, various sources of uncertainties and model defects limit the predictive capabilities of any wind farm flow model. After having calibrated the model offline, the only remaining way to improve this situation is to correct the predictions of the model online, by using measurements obtained on the plant.
The present paper has considered the problem of modelupdating, in the context of a well-known static engineering wake model. The model can predict the flow speed within the wake, as well as its geometry and spatial location depending on environmental and wind turbine operational parameters.
Three possible implementations of the method have been considered. The first, and possibly the most natural, tries to correct model predictions by using power measurements on the downstream turbine. Unfortunately, but quite obviously, the method was shown to fail because of its inability to distinguish between effects caused by wake speed or position.
The second approach uses power to correct only for wake speed. This avoids the problem being ill-posed, but clearly cannot correct the predictions of the model whenever the wake position is in error. It was shown that, even in the very simple two-wind turbine case considered here, this formulation may lead to significant errors in maximum power predictions.
Finally, a novel method based on a wake detector was proposed. The wake detector is capable of estimating the local wind speeds on the left and right sectors of the rotor disk. Clearly, the two velocities carry information on the actual location of the wake with respect to the affected rotor. This allows one to distinguish between wake speed and location, and results in the correct update of both states of the engineering model.
The present work is to be considered only as a preliminary study, and further investigations are planned. These include studies of observability in the case of only partially impinging wakes, as well as the investigation of more complex wake interference scenarios. The model update formulation will also be exploited for designing wind farm control laws using optimal model-based approaches.
