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Abstract
We analyse type IIA Calabi-Yau orientifolds with background fluxes and D6-branes.
Rewriting the F-term scalar potential as a bilinear in flux-axion polynomials yields a
more efficient description of the Landscape of flux vacua, as they are invariant under
the discrete shift symmetries of the 4d effective theory. In particular, expressing the
extremisation conditions of the scalar potential in terms of such polynomials allows
for a systematic search of vacua. We classify families of N = 0 Minkowski, N = 1
AdS and N = 0 AdS flux vacua, extending previous findings in the literature to the
Calabi-Yau context. We compute the spectrum of flux-induced masses for some of
them and show that they are perturbatively stable, and in particular find a branch
of N = 0 AdS vacua where tachyons are absent. Finally, we extend this Landscape
to the open string sector by including mobile D6-branes and their fluxes.
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1 Introduction
A fundamental question in the context of string compactifications is the characterisation
of the string Landscape, that is the collection of isolated, metastable 4d vacua that are
obtained from string theory. In this regard compactifications with background fluxes [1–5]
have proven to be a remarkably fruitful framework. To great extent, this is because they
provide a simple mechanism for moduli stabilisation that at the same time generates a
discretum of vacua, which allows developing our intuition on how the full string Landscape
may look like.
Within the flux landscape, a very interesting corner is given by (massive) type IIA
flux compactifications, in the sense that one may achieve full moduli stabilisation using
only classical ingredients. Early results on this subject display a non-trivial set of classical
IIA flux vacua to AdS4 [6–24]. Some of these solutions are based on the results of [25],
which combines the classical Ka¨hler potential of Calabi-Yau (CY) orientifolds and the
superpotential induced by RR and NS background p-form fluxes to obtain an effective
F-term potential. In particular, ref. [11] obtains a discretum of N = 1 AdS4 vacua from
such an effective 4d approach. The same strategy was implemented in [13] for the specific
case in which the Calabi-Yau is a six-torus, finding different branches of supersymmetric
and non-supersymmetric AdS4 vacua.
In this paper we extend the general analysis of [11] to find further vacua of the classical
4d potential of [25], which are not necessarily supersymmetric. The motivation to analyse
this particular setup is two-fold: on the one hand, it has been recently shown in [26] that
the type IIA CY flux potential can be expressed as a bilinear on the flux quanta, in which
the dependence of axions and saxions factorises. As such, the extremisation conditions
take a particularly simple form, already exploited in [27,28] in the search for new vacua.
On the other hand, Calabi-Yau orientifolds with fluxes constitute an interesting arena to
test the recent Swampland conjectures involving string compactifications to AdS [29,30],
and in principle they could provide counterexamples to them. In order to properly address
whether or not this is the case, it is important to determine the full set of vacua that
corresponds to this construction.
Needless to say, solving for general vacua of a potential is more involved than restrict-
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ing the search to supersymmetric ones. In the last case, even when the Ka¨hler metrics
for moduli fields are not fully specified, the vanishing conditions for the F-terms allow
rewriting the vacua conditions algebraically, significantly simplifying the analysis. Inter-
estingly, the factorised form of the potential found in [26], which features a number of
flux-axion polynomials invariant under discrete shift symmetries, allows implementing a
similar strategy in the search of more general vacua. Indeed, we find that by imposing
a simple off-shell Ansatz for the derivatives of the potential in terms of the flux-axion
polynomials, the extrema conditions can also be expressed algebraically. By solving them
we find several branches of extrema, one of which corresponds to supersymmetric AdS
vacua, other to the non-supersymmetric Minkowski vacua discussed in [31], and the rest
are different branches of non-supersymmetric AdS solutions. Compared to previous re-
sults in the literature, on the one hand we find a one-to-one correspondence between our
branches of solutions and those found in [13] for isotropic toroidal compactifications. On
the other hand, we find that some of the extrema found in [24] are incompatible with
our results. Our approach also permits to analyse the perturbative stability of these new
AdS solutions, solving for the spectrum of flux-induced masses for the simplest branches
of extrema. In those cases we find some branches where tachyons are absent, and some
others where they are present but satisfy the Breitenlohner-Freedman bound. Finally, our
strategy can be easily generalised to include moduli and fluxes in the open string sector,
providing an even richer landscape of AdS flux vacua.
The rest of the paper is organised as follows. In section 2 we review the setup of
type IIA Calabi-Yau orientifolds with fluxes, the classical F-term potential associated to
them and its bilinear formulation. In section 3 we implement our Ansatz to solve for the
extrema conditions, finding several branches of solutions which are summarised in table
1. In section 4 we analyse the perturbative stability of some of these branches and find
that they can be considered perturbatively stable, see table 2. Section 5 discusses the
validity of these solutions from both a 4d and a 10d viewpoint. Section 6 generalises the
setup to include D6-brane with moduli and the corresponding worldvolume fluxes. We
draw our conclusions in section 7, and relegate some technical details to the appendices.
Appendix A contains some Ka¨hler metric relations used in the main text, while appendix
B performs a detailed analysis of the Hessian for several branches of solutions.
3
2 Type IIA orientifolds with fluxes
Type IIA flux compactifications constitute a very interesting sector of the string landscape,
in the sense that from the classical flux potential one obtains both 4d Minkowski and
AdS vacua, some with all moduli stabilised [1, 2, 5]. In the following we will focus on
(massive) type IIA flux vacua whose internal geometry can be approximated by a Calabi-
Yau orientifold, as assumed in [25] to derive the F-term potential used in [11].1 We then
express the scalar potential in the factorised bilinear form of [26]. As pointed out in there,
the bilinear form of the potential is independent on whether the background geometry is
Calabi-Yau or not and, as it will be clear from the computations in the next section, so
will be the strategy to extract the vacua from it.
2.1 Type IIA on Calabi-Yau orientifolds
Let us consider type IIA string theory compactified on an orientifold of R1,3×M6 withM6
a compact Calabi-Yau three-fold. More precisely, we take the standard orientifold quotient
by Ωp(−)FLR [5,34–36],2 with R an anti-holomorphic Calabi-Yau involution acting on the
Ka¨hler 2-form J and the holomorphic 3-form Ω asR(J) = −J andR(Ω) = Ω, respectively.
In the absence of background fluxes, and neglecting worldsheet and D-brane instanton
effects, dimensional reduction to 4d will yield several massless chiral fields, whose scalar
components can be described as follows [25]. On the one hand, we have the complexified
Ka¨hler moduli T a = ba + ita defined through
Jc ≡ B + i e
φ
2 J = (ba + ita)ωa , a ∈ {1, . . . , h1,1− }, (2.1)
where J is expressed in the Einstein frame and φ represents the ten-dimensional dila-
ton. The 2-form basis `−2s ωa correspond to harmonic representatives of the classes in
1Using such potential to search for vacua is justified a posteriori, by arguing that the flux-induced scale
can be made parametrically smaller than the Kaluza-Klein scale, in the same region where corrections
to the potential can be neglected, see [11] and section 5.1. Therefore, even if in the presence of fluxes
the compactification metric is not Calabi-Yau, it is expected that the fluxless Ka¨hler potential is a good
approximation to capture the 4d dynamics. See also [32,33] for some objections to this approach.
2Here Ωp stands for worldsheet parity and (−)FL for a projection operator counting the number of
spacetime fermions in the left-moving sector.
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H2−(M6,Z) and are dimensionless due to the insertion of the string length `s = 2pi
√
α′.
The kinetic terms for these moduli is encoded in their Ka¨hler potential
KK = −log
(
i
6
Kabc(T a − T¯ a)(T b − T¯ b)(T c − T¯ c)
)
= −log
(
4
3
K
)
, (2.2)
where Kabc = `−6s
∫
M6 ωa ∧ ωb ∧ ωc are the Calabi-Yau triple intersection numbers and
K = Kabctatbtc = 6VolM6 = 34GT is a homogeneous function of degree three on the ta.
On the other hand, the complex structure moduli of the compactification pair up
with the axions arising from RR three-form potential C3 as follows. One first defines the
complexified 3-form Ωc as
Ωc ≡ C3 + iRe (CΩ) , (2.3)
where C ≡ e−φe 12 (Kcs−KT ) is a compensator, with Kcs = − log
(
−i`−6s
∫
M6 Ω ∧ Ω
)
. Then
one takes a symplectic basis (ακ, β
λ) ∈ H3(M6,Z) such that the holomorphic three-form
can be written as Ω = Zκακ−Fλβλ. The orientifold projection decomposes this basis into
R-even (αK , βΛ) ∈ H3+(M6,Z) andR-odd 3-forms (βK , αΛ) ∈ H3−(M6,Z), and eliminates
half of the degrees of freedom of the original complex periods of Ω. Finally, the complex
structure moduli are defined in terms of the R-odd 3-form basis:
NK = ξK + inK = `−3s
∫
M6
Ωc ∧ βK , UΛ = ξΛ + iuΛ = `−3s
∫
M6
Ωc ∧ αΛ. (2.4)
Their kinetic terms are given in terms of the following piece of the Ka¨hler potential:
KQ = −2 log
(
1
4
Re (CZK)Im (CFK)− 1
4
Im (CZΛ)Re (CFΛ)
)
= − log(e−4D), (2.5)
where D is the four-dimensional dilaton defined through eD ≡ eφ√
VolM6
. The periods FK
and FΛ ought to be considered as homogeneous functions of degree one in the periods
ZK and ZΛ, implying that the function GQ = e−KQ/2 is a homogeneous function of degree
two in nK and uΛ. The complex structure moduli (2.4) are redefined in the presence of
D6-brane moduli, and so is the Ka¨hler potential (2.5). For simplicity, we will not consider
this case for now, leaving its discussion to section 6.
2.2 The type IIA flux potential
On top of the above orientifold background one may add RR and NS background fluxes.
One may describe them in terms of the democratic formulation of type IIA supergravity
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[37], in which all RR potentials are grouped in a polyform C = C1 + C3 + C5 + C7 + C9,
and so are their field strengths G = G0 +G2 +G4 +G6 +G8 +G10. The Bianchi identities
for such field strengths read
`2s d(e
B ∧G) = −
∑
α
δ(Πα) ∧ e−Fα , dH = 0 , (2.6)
where we have also included the BI for NS flux H. Here Πα hosts a localised source with
a worldvolume flux Fα, and δ(Πα) is the bump δ-function form with support on Πα and
indices transverse to it. The solution to (2.6) can then be decomposed as
G = e−B ∧ (dA + G) , H = dB +H , (2.7)
where A = C ∧ eB and G is a sum of closed p-forms to be thought as the background
values for the internal RR fluxes. One may now impose Page charge quantisation [38],
1
`2p−1s
∫
pi2p
dA2p−1 +G2p ∈ Z, 1
`2s
∫
pi3
dB +H ∈ Z, (2.8)
where pi2p with p = 1, 2, 3 and pi3 are internal cycles of M6. In the absence of localised
sources such as D-branes, the gauge potentials A are well-defined everywhere and the
cohomology class of G2p, H along M6 capture the internal flux quanta. For orientifold
compactifications the internal p-cycles have to comply with the orientifold projection, such
that the background flux can be characterised by virtue of flux quanta (m,ma, ea, e0).
These are defined as
`sG0 = −m, 1
`s
∫
p˜ia
G2 = m
a,
1
`3s
∫
pia
G4 = −ea, 1
`5s
∫
M6
G6 = e0, (2.9)
with [pia] ∈ H+4 (M6,Z) Poincare´ dual to [`−2s ωa], and [p˜ia] ∈ H−2 (M6,Z) Poincare´ dual to
[`−4s ω˜
a], where `−6s
∫
X6
ωa ∧ ω˜b = δba. The internal RR-fluxes G are known to generate a
perturbative superpotential for the Ka¨hler moduli [39,40]:
`sWT =
1
`5s
∫
M6
G ∧ e−Jc = e0 + eaT a + 1
2
KabcmaT bT c + m
6
KabcT aT bT c . (2.10)
The NS 3-form flux H3 on the other hand threads the R-odd three-cycles (BK , AΛ) ∈
H−3 (M6,Z), which are the de Rham duals to the R-odd three-forms (βK , αΛ) introduced
earlier. Similar as for the RR-fluxes, the quantised Page charge for the NS-flux background
can be expressed in terms of the integer flux quanta (hK , h
Λ):
1
`2s
∫
BK
H = hK ,
1
`2s
∫
AΛ
H = −hΛ , (2.11)
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and generate a linear superpotential for the complex structure moduli
`sWQ =
1
`5s
∫
M6
Ωc ∧H3 = hKNK + hΛUΛ . (2.12)
The combination of RR and NS-fluxes suffices to generate a four-dimensional F-term
scalar potential for the geometric moduli (ta, nK , uΛ) and closed string axions (b
a, ξK , ξΛ),
whose precise shape exhibits a remarkable factorisation into a geometric moduli piece, an
axion piece and a flux piece [26,41]. Namely, we have a bilinear structure of the form
V =
1
κ24
~ρ t Z ~ρ , (2.13)
where the matrix Z only depends on the saxions {t, n, u}, while the vector ~ρ only on the
flux quanta and the axions {b, ξ}. More precisely, the dependence of the flux quanta is
linear, and so one may write `s~ρ = R
′ · ~q, with R′ an axion-dependent rotation matrix
and ~q = (e0, ea,m
a,m, hK , h
Λ)t the vector of flux quanta. In general the entries of ~ρ are
axion polynomials with flux-quanta coefficients that are invariant under the discrete shift
symmetries of the combined superpotential W = WT +WQ. In the case at hand they read
`sρ0 = e0 + eab
a + 1
2
Kabcmabbbc + m6 Kabcbabbbc + hµξµ,
`sρa = ea +Kabcmbbc + m2 Kabcbbbc,
`sρ˜
a = ma +mba,
`sρ˜ = m,
`sρˆµ = hµ ,
(2.14)
where for simplicity we have gathered the NS fluxes as hµ = (hK , h
Λ), and similarly for the
complex structure fields ξµ = (ξK , ξΛ), u
µ = (nK , uΛ). In this basis, the saxion-dependent
matrix Z reads
Z = eK

4
Kab
4
9
K2Kab
1
9
K2 2
3
Kuµ
2
3
Kuν Kµν

, (2.15)
where K = KK + KQ, Kab =
1
4
∂ta∂tbKK , and Kµν =
1
4
∂uµ∂uνKQ, and with upper indices
denote their inverses. As shown in [28], this structure is maintained when including the
effect of curvature α′-corrections. The same is true in the presence of D6-brane moduli,
as discussed in [27] and reviewed in section 6.
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3 Type IIA flux vacua
As already exploited in [27, 28], the bilinear structure of F-term potential (2.13) can be
used to look for vacua in type IIA flux compactifications. In this section we will generalise
this approach and implement a quite general strategy for the search of extrema of V , that
will lead to different branches of solutions for the case of CY orientifold flux backgrounds.
These branches will mostly describe new non-supersymmetric AdS solutions, but they
will also contain the supersymmetric AdS solutions of [11] and the non-supersymmetric
Minkowski solutions of [31]. As we will see, these vacua correspond to the branches of
the toroidal type IIA flux vacua found in [13], but now generalised to the much broader
context of Calabi-Yau geometries. In the next section we will analyse the spectrum of
some of these extrema and see that they are, in fact, classically stable AdS vacua.
3.1 Extrema conditions
Let us start by writing explicitly the different extrema conditions, grouped into the first
order derivatives of the F-term potential (2.13) with respect to the axions {ξµ, ba} and
saxions {uµ, ta} of the compactification. Using the explicit expressions for Z and ~ρ we
find:
Axionic directions
∂V
∂ξµ
∣∣∣∣
vac
= 8eKρ0ρˆµ
∣∣
vac
= 0 (3.1a)
∂V
∂ba
∣∣∣∣
vac
= eK
[
8ρ0ρa +
8
9
K2ρ˜cKcaρ˜+ 2ρcKcdKdlaρ˜l
]
vac
= 0 (3.1b)
Saxionic directions
∂V
∂uµ
∣∣∣∣
vac
= eK
[
e−KV ∂µK +
4
3
Kρ˜ρˆµ + ∂µKκσρˆκρˆσ
]
vac
= 0 (3.2a)
∂V
∂ta
∣∣∣∣
vac
= eK
[
e−KV ∂aK + ∂a
(
4
9
K2ρ˜bρ˜cKbc
)
+ ∂aK
cdρcρd +Kaρ˜
(
2
3
Kρ˜+ 4uµρˆµ
)]
vac
= 0
(3.2b)
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Interestingly, manipulating these condition one may rederive the inequality found in
[42] that in turn prevents the existence of de Sitter vacua. Indeed, using the properties
listed in appendix A it is straightforward to see that, off-shell:
uµ∂uµV +
1
3
ta∂taV = −3V − 8e
K
27
K2ρ˜aρ˜bKab − 8eKρ20 −
4eK
3
Kabρaρb . (3.3)
At each extremum, where ∂V = 0, this equation shows that V |extremum must be negative
or vanishing. In particular at a vacuum V |vac ≤ 0, forbidding any dS vacuum at the
classical level. It would be interesting to see if the above kind of relation is preserved or
violated by the different corrections to the classical approximation, along the lines of [43].
3.2 The Ansatz
Rather than solving the extrema conditions (3.1) and (3.2) by brute force, in the following
we will use the algebraic properties of the axion polynomials ρA to set up an Ansatz to
look for vacua. To describe such Ansatz, we will first convert the vector ~ρ into a different
vector ~γ, of the form
~ρ → ~γ =

γ0
γa
γ˜a
γˆµ
ρ˜

=

ρ0 − ρ˜0
ρa − ρ˜a
ρ˜a − ρ˜˜a
ρˆµ − ρ˜ˆµ
ρ˜

, (3.4)
which can be seen as a (field-dependent) change of basis. The moduli-dependent functions
 are such that ~γ has only one non-vanishing component at the vacuum. Namely we define
them such that ~γ|vac = (0 0 0 0 ρ˜)t. Of course, this does not really constrain what
the ’s may be, because there is an infinite number of functions with the same value at
a single point. However, we will impose an Ansatz that will significantly constrain this
freedom. Indeed, in the following we will look at vacua such that, off-shell,
∂αV = χ
A
αγA (3.5)
where γA = {γ0, γa, γ˜a, γˆµ} runs over all the components of ~γ except ρ˜, and χAα are some
regular functions of the moduli, with the latter indexed by α. Notice that this essentially
implies that the A are also regular functions of the moduli.
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In order to implement this Ansatz, it proves useful to rewrite the potential and the
extrema conditions in terms of the ~γ basis. We have that
V =
1
κ24
~γ t Zˆ~γ, (3.6)
where, unlike the ρA, the elements of ~γ are regular functions that depend on both the
axions and the saxions. The bilinear product now reads
Zˆ = eK

4 0
Kab Kaba
4
9
K2Kab 49K2Kab˜a
Kµν 2
3
Kuν +Kµν ˆµ
0 K
abb
4
9
K2Kab˜b 23Kuµ +Kµν ˆν 19K2 + α

, (3.7)
where
α = 20 +K
abab +
4
9
K2Kab˜a˜b +Kµν ˆµˆν + 4
3
Kuµˆµ . (3.8)
The strategy will now be to extremise V in this basis, in order to obtain the different
expressions for the ’s or, in other words, the functional dependence of γA. To each class
of solutions will correspond a different class of vacua.
Notice that we can split the scalar potential as
V = V1 + V2 = ~γ
t Zˆ1 ~γ + ~γ
t Zˆ2 ~γ , (3.9)
where
Zˆ1 = e
K

4
Kab
4
9
K2Kab
Kµν
0

, (3.10)
and
Zˆ2 = e
K

0 0
0 Kaba
0 4
9
K2Kab˜a
0 2
3
Kuν +Kµν ˆµ
0 K
abb
4
9
K2Kab˜b 23Kuµ +Kµν ˆν 19K2 + α

. (3.11)
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Note also that V1 is positive semidefinite, while V2 is not. Because V1 is quadratic on
quantities that vanish at the vacuum, the extremisation conditions are equivalent to taking
derivatives with respect to V2 only
∂V |vac = 0 ⇐⇒ ∂V2|vac = 0 . (3.12)
In this sense, our Ansatz (3.5) requires something stronger than (3.12). Namely that,
off-shell, ∂V2 is a function which is at least linear in the γA. In the following we will
classify the different classes of solutions that arise from this requirement.
3.3 Branches of vacua
Let us now turn to solve for the extrema conditions (3.1) and (3.2). As we will see,
rewriting them in the form (3.12) makes it easier to classify the different branches of
solutions. Later on we will discuss how such branches reproduce and generalise previous
vacua found in the literature.
Axionic derivatives
Already from the initial expression (2.13), (2.14), (2.15), one can see that V depends
quadratically on ρ0, which is the only quantity that depends on the complex structure
axions ξµ. Moreover, as it depends linearly we have that
∂ξµV = 8e
Kρ0
∂ρ0
∂ξµ
= 8eKρ0ρˆµ , ∂ξµV |vac = 0→ ρ0|vac = 0 . (3.13)
Therefore, in our Ansatz (3.4) one may take 0 ≡ 0, as we will do in the following.
Let us now look at the derivative with respect to the B-field axions:
∂baV2 = ρ˜
2eK
[
8
9
K2Kab˜b + 2KbddKabc˜c
]
+ . . . (3.14)
where we have used that ∂baρb = Kabcρ˜c and ∂ba ρ˜b = ρ˜δba, and the dots stand for terms
linear in the γA. The Ansatz (3.5) has then two possible solutions:
• Branch A1:
˜b = 0 → ρ˜b|vac = 0 . (3.15)
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• Branch A2:
Let us assume that ˜b 6= 0 and multiply (3.14) by ta. Using the relations in appendix
A, one sees that a necessary condition for the bracket in the rhs of (3.14) to vanish
off-shell is
d = −1
4
Kd → ρa|vac =− 1
4
ρ˜Ka . (3.16)
Replacing this result in (3.14) one obtains a 2nd condition:
˜a = Bta → ρ˜a|vac = Bta , (3.17)
with B 6= 0 some regular function of the moduli.
Saxionic derivatives
The saxionic derivatives conditions are, for the complex structure moduli:
∂uσV2 = ρ˜
2eK
[
∂uσK
(K2
9
+ α
)
+ (∂uσK
µν) ˆµˆν +
4
3
Kˆσ
]
+
+ ∂uσ
(
4eK
3
Kρ˜uµ + 2eK ρ˜Kµν ˆν
)
γˆµ + ∂uσ
(
8eK
9
K2ρ˜Kba˜b
)
γ˜a + ∂uσ
(
2eK ρ˜Kaba
)
γb .
(3.18)
Notice that if one contracts (3.18) with uσ and uses that uσ∂uσK
µν = 2Kµν one obtains:
− e
−K
4ρ˜2
uσ∂uσV2 =
1
2
Kµν ˆµˆν +Kuµˆµ +
(
1
9
K2 +Kabab + 4
9
K2Kab˜a˜b
)
+ . . . (3.19)
where the dots stand for terms linear in γA.
Finally, the Ka¨hler saxionic derivative reads:
∂taV2 = e
K ρ˜2
[
∂taK
(K2
9
+ α
)
+
1
9
∂taK2 +
(
∂taK
bc
)
bc +
4
9
∂ta
(K2Kab) ˜a˜b + 4Kauµˆµ]+
∂ta
(
4eK
3
Kρ˜uµ + 2eK ρ˜Kµν ˆν
)
γˆµ + ∂ta
(
8eK
9
K2ρ˜Kbc˜b
)
γ˜c + ∂ta
(
2eK ρ˜Kcbc
)
γb . (3.20)
Proceeding as before, one can contract (3.20) with ta to obtain:
e−K
ρ˜2
ta∂taV2 =
1
3
K2 −Kbcbc + 4
9
K2Kab˜a˜b − 3Kµν ˆµˆν + . . . (3.21)
where again the dots stand for terms linear in the γA and we have used that t
a∂taK
bc =
2Kbc and ta∂ta (K2Kab) = 4K2Kab. Notice that both the first line of (3.18) and of (3.20)
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depend on ρ˜ but not on any other component of ~ρ. As such, they cannot depend on the
γA. Following our strategy, we will then demand them to vanish off-shell, ensuring our
Ansatz (3.5) and therefore that ∂uσV |vac = ∂taV |vac = 0.
To proceed, let us consider the general Ansatz for ˆµ:
ˆµ = AK∂uµK +Kˆpµ with uµˆpµ = 0, (3.22)
where A is some function of the moduli, and the factor of K has been introduced for later
convenience. The term ˆpµ is a ‘primitive’ component of ˆµ. We will first consider the case
where ˆpµ = 0, which we dub:
• Branch S1: ˆpµ = 0
On the one hand the vanishing of (3.19) becomes
4A− 8A2 = 1
9
+K−2Kabab + 4
9
Kab˜
a˜b, (3.23)
which we impose off-shell. On the other hand the vanishing of (3.21) reads
48A2 =
1
3
−K−2Kbcbc + 4
9
Kab˜
a˜b, (3.24)
to be understood also off-shell. Combining these two equations we find
Kab˜
a˜b = −1
2
+ 9A+ 45A2, (3.25)
Kabab
K2 =
1
9
+ 2A− 28A2. (3.26)
For the Branch A1 one finds the following solutions:
A =
1
15
→ a = ± 3
10
Ka ˆµ = K
15
∂µK (3.27)
A = −1
6
→ a = ±i
√
3
4
Ka , (3.28)
the second one being unphysical. For the Branch A2 one finds
A =
1
12
→ B2 = 1
4
→ ˜a = ±1
2
ta ˆµ =
K
12
∂µK (3.29)
A = − 1
84
→ B2 < 0 , (3.30)
again the second solution being unphysical.
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• Branch S2: ˆpµ 6= 0
Finding solutions in this branch is in general more involved, as one needs some more
specific information on the Ka¨hler potential for the dilaton and complex structure
moduli. Things however simplify if one considers a Ka¨hler potential of the form
KQ = −log(2s)− 2log
(
G˜(ui)
)
, (3.31)
where G˜ is a homogeneous function of degree 3/2 on the geometric complex structure
moduli. This kind of Ka¨hler potential was used in [27, 28, 31] to construct N = 0
Minkowski flux vacua. Since in this case the metric for the dilaton and other complex
structure moduli decouple, it is natural to make the following Ansatz
ˆ0 = E0K∂sK = −E0K
s
, ˆi = EK∂uiK = −2EK∂iG˜G˜ , (3.32)
with E, E0 functions of the moduli. Then we may easily derive two equations from
(3.18), namely
∂sV2 = 0 → 8E20K2 −
4
3
E0K2 =
(
1
9
K2 + α
)
, (3.33)
ui∂uiV2 = 0 → 8E2K2 − 4
3
EK2 =
(
1
9
K2 + α
)
. (3.34)
Notice that E, E0 are solutions to the same quadratic equation, so if E 6= E0 then
necessarily
E + E0 =
1
6
. (3.35)
Using this we can rewrite (3.34) as
− 8E2 + 8
3
E = K−2Kabab + 4
9
Kab˜
a˜b. (3.36)
Moreover, from (3.21) and using (3.35) one obtains
48E2 − 4E = −K−2Kbcbc + 4
9
Kab˜
a˜b. (3.37)
To sum up, one finds the equations
Kab˜
a˜b = 9
(
5E2 − 1
6
E
)
, (3.38)
Kabab
K2 = −28E
2 +
10
3
E . (3.39)
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In the following we will analyse the possible solutions for the two axionic branches.
For the Branch A1 one finds the following solutions:
E = 0 → a = 0 , ˆ0 = −K
6s
, ˆi = 0 (3.40)
E =
1
30
→ a = ±
√
6
10
Ka ˆ0 = − 2K
15s
ˆi =
K
30
∂uiK . (3.41)
One can check that (3.40) corresponds to the Minkowski vacua analysed in [27,31].
For the Branch A2 one finds
E =
1
12
→ ˜a = ±1
2
ta, ˆ0 =
K
12
∂u0K, ˆi =
K
12
∂uiK (3.42)
E =
1
28
→ ˜a = ± 1
14
ta ˆ0 = −11K
84s
ˆi =
K
28
∂uiK . (3.43)
Note that (3.42) is in fact a special case of the Branch S1. For all the other solutions
one can express things in terms of the Ansatz (3.22) as
ˆµ =
(
E
2
+
1
24
)
K∂uµK +Kˆpµ , (3.44)
with
ˆp0 =
(
1
8
− 3E
2
)
∂sK , ˆ
p
i =
(
E
2
− 1
24
)
∂uiK . (3.45)
So in total we find two (double) classes of AdS solutions in the Branch S1 and two
(double) classes of AdS solutions in the Branch S2, where in the latter we have
assumed the factorised metric Ansatz (3.31).
Uniqueness of the solutions
Some comments are in order regarding the uniqueness of these solutions. An implicit
assumption of the above discussion is that the Ka¨hler metric KabK is irreducible. If the
metric display a block-diagonal structure, as for instance in toroidal orientifolds, then
more solutions are recovered. Indeed, one can check that in that case the choice of sign
for the a’s in (3.27) and (3.41) can be made independently on each block. Each choice
corresponds in principle to a different solution, as it is related to different signs of the flux
quanta. The election of the signs will not be reflected in the value of the Vvacuum - which
is invariant - but it will affect the F-terms and the spectrum of light modes. Unless stated
differently, in the following we will consider a generic irreducible Ka¨hler metric, for which
the choice of sign must be equal for all a’s.
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3.4 Summary of the vacua and physical properties
Let us recap the previous results and compute some of the properties of these extrema:
General structure
All the solutions found for the vacuum equations satisfy:
ρ0 = 0 , ρˆµ = ρ˜K
(
A∂uµK + ˆ
p
µ
)
, ρ˜a = Bρ˜ta , ρa = Cρ˜Ka , (3.46)
with A,B,C ∈ R. The Branch A1 has B = 0, whereas the Branch A2 has B 6= 0, C =
−1/4. The Branch S1 has ˆpµ = 0 whereas the Branch S2 has ˆpµ 6= 0. It is convenient
to point out that as long as A 6= 0, C 6= 0 - ignoring the complex structure axions for the
moment - there are as many equations as moduli so in principle all the moduli can be fixed.
Regarding the complex structure axions, only the linear combination that appears in the
superpotential (2.12) is fixed. As pointed out in [13], this allows the remaining axions
to participate in the Stu¨ckelberg mechanism present in the presence of space-time-filling
D6-branes, while guaranteeing the gauge invariance of the flux superpotential.
Ka¨hler moduli stabilisation
The structure (3.46) provides several relations between the Ka¨hler moduli and the
axion polynomials of the compactification. In particular, the last two equations involving
ρa and ρ˜
a provide 2h1,1− relations between the quantised zero-, two- and four-form fluxes
and the complexified Ka¨hler moduli. By using (2.14) one may derive an explicit relation
between the geometric Ka¨hler moduli and the quantised fluxes. Namely we have that
eˆa ≡ ea − 1
2
Kabcmamb
m
= `sρ˜Ka
(
C − 1
2
B2
)
, (3.47)
where we have defined a shifted four-form flux eˆa analogous to the one in [11], invariant
under discrete shifts involving Ka¨hler axions and fluxes. It follows from this relation that
whenever B2 = 2C one needs to impose eˆa = 0 in order to have a sensible solution for
the extrema conditions, and that then the individual Ka¨hler moduli are not stabilised.
One can check that this is the case for the branch (3.40), corresponding to the non-
supersymmetric Minkowski solutions analysed in [31], see also [27, 28]. As pointed out
in there, for Minkowski vacua the constraint on the fluxes eˆa = 0 is lifted once that α
′
corrections for the Ka¨hler sector are taken into account.
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Vacuum energy
Using the expressions (3.3) and (3.46) it is straightforward to see that the vacuum
energy has the following general expression:
Λ = V |vac = −
(
2
27
B2 +
16
27
C2
)
eK
κ24
K2ρ˜2 . (3.48)
F-terms
Using (3.46) and the expression for the F-terms derived in [27] one can directly compute
them for each of the above extrema
FTa = ρ˜Ka
(
−C
2
− 1
4
+ 6A
)
+ iKaρ˜B
4
, (3.49)
FUµ = ρ˜K∂uµK
(
C
2
− 1
12
− A+ iB
4
)
+Kρ˜ˆpµ . (3.50)
Summary
Finally, we gather all the above results in table 1:
Branch A B C κ24Λ FTa FUµ
A1-S1 1
15
0 3
10
−4eK
75
K2ρ˜2 0 0
A1-S1 1
15
0 − 3
10
−4eK
75
K2ρ˜2 3ρ˜
10
Ka −3Kρ˜10 ∂uµK
A1-S2 7
120
0 ±
√
6
10
−8eK
225
K2ρ˜2 (−C
2
+ 1
10
)
ρ˜Ka
FS =
(− 1
15
+ C
2
)Kρ˜∂sK
FU i =
(−1
6
+ C
2
)Kρ˜∂uiK
A1-S2 1
24
0 0 0 0 FS = 0, FU i = −Kρ˜6 ∂uiK
A2-S1 1
12
±1
2
−1
4
− eK
18
K2ρ˜2 (3
8
+ iB
4
)
ρ˜Ka
(− 7
24
+ i
4
B
)Kρ˜∂uµK
A2-S2 5
84
± 1
14
−1
4
−11eK
294
K2ρ˜2 13
56
ρ˜Ka
FS =
(−11
56
+ iB
4
)Kρ˜∂sK
FU i =
(− 7
24
+ iB
4
)Kρ˜∂uiK
Table 1: Different branches of solutions with the corresponding vacuum energy and F-terms. The solutions
in the branch S2 assume the Ka¨hler potential (3.31).
As already mentioned, when the structure of the metric in the Ka¨hler sector is block
diagonal, this allows to choose the sign of C independently in each block and therefore
the corresponding value of the F-term. In particular, in the Branch A1-S1 one can then
break SUSY independently in each of the block-diagonal sectors.
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3.5 Relation to previous results
As a cross-check of formalism and the solutions discussed so far, let us compare them
with some of the existing results in the literature. We will analyse three different papers,
presenting their main results schematically. We refer the reader to the original papers for
further details.
1. Comparison with DGKT [11]
This paper analyses the general conditions for N = 1 Calabi-Yau orientifold vacua,
which are then applied to the particular orbifold background ⊗3j=1T 2j /Z23. At the
general level, one can easily map our conditions for the A1-S1 SUSY branch with
the equations of section 4 of [11]. For instance, the condition
ρ˜a = 0→ ba = −m
a
m
, (3.51)
is equivalent3 to (4.33) in [11]. This implies that
ρa =
3
10
ρ˜Ka −→ eˆa = 3
10
mKabctbtc, (3.52)
which is equivalent to (4.36) in [11]. Regarding the dilaton/complex structure sector,
on the one hand one can see that the equations (4.24) and (4.25) in [11] are equivalent
to (3.37) of [27] and to the second condition in (3.27). On the other hand, one can
check that the eq.(4.26) of [11] that fixes one linear combination of axions ξ is
equivalent to ρ0 = 0.
The same statements hold when applying the above to the specific background
⊗3j=1T 2j /Z23. Before the inclusion of fluxes, the moduli space of this compactification
consists of the axio-dilaton and 12 complexified Ka¨hler moduli: 3 of them inherited
form the toroidal geometry, and 9 associated with the blow-ups of the orbifold
singular points. Since there are no complex structure moduli, the only necessary
inputs to solve our equations are the intersection numbers, given by:
Kijk = κ ⇐⇒ i 6= j 6= k , KAAA = β , (3.53)
3There are some signs differences which arise form the different conventions in the flux quanta definitions.
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where i, j... label the toroidal Ka¨hler moduli and A,B... the blow-up modes. Ap-
plying (3.51) and (3.52) to this model one finds
ρ˜i =
3
10
ρ˜Ki → ti =
√
5eˆj eˆk
3mκeˆi
, ρ˜A =
3
10
ρ˜KA → tA =
√
10eˆA
3βm
, (3.54)
with eˆi = ei − κmjmkm , eˆA = eA − β
e2A
2m
, which is equivalent to (5.5) and (5.8)
in [11]. One can equally recover eqs.(5.10) and (5.12) from applying the conditions
of the A1-S1 SUSY branch. Therefore our results reproduce the analysis in [11],
as expected.
2. Comparison with NT [24]
This paper considers the same orbifold background as [11], but searches for non-
supersymmetric vacua as well. By approximating the potential to its leading terms
in certain flux quotients, more solutions to the extremisation equations are found,
which are labelled as {Case 1), . . . , Case 8)}. Case 1) stands for the supersymmetric
solutions already found in [11]. Case 2) is related to Case 1) by an overall sign flip in
all the RR four-form fluxes, that is by an overall sign flip in the ρa or equivalently in
the a. Therefore, Case 1) and 2) correspond to the two components of the branch
A1-S1 in table 1. Finally, Cases 3), . . . , 8) are obtained by partial sign flips in the
four-form fluxes corresponding to the toroidal and blow-up two-cycles, and some of
these cases are identified as classically stable vacua while others are not.
However, one can check that once that the blow-up moduli are introduced the metric
in the Ka¨hler sector is irreducible. Therefore, from the viewpoint of our analysis,
none of the cases 3), . . . , 8) would be actual extrema of the scalar potential. This
can be seen for instance by means of the equation (3.26): performing partial sign
flips in the a’s will change the LHS for an irreducible Ka¨hler metric, while the RHS
remains invariant. The fact that the analysis in [24] identifies these cases as extrema
is presumably due to the approximations made in the potential, which effectively
removes the kinetic mixing between the different Ka¨hler modes.
3. Comparison with CFI [13]
In this case the CY orientifold is given by ⊗3j=1T 2j /Ωp (−1)FL σ, so there are three
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complexified Ka¨hler moduli, three complex structure moduli and the axio-dilaton.
To find different branches of vacua the simplification T1 = T2 = T3 = T is imposed
in the Ka¨hler sector. The relevant data to apply our results are:
Kijk = 1 ⇐⇒ i 6= j 6= k , KQ ∼ − log (u0u1u2u3) , (3.55)
where we are using i, j... to label the Ka¨hler moduli and µ, ν... to label the complex
structure moduli (U i) and the axio-dilaton (U0). The two branches A1 and A2
become:
ρ˜b|vac = 0→ b = −c2
ρ˜
, ρa|vac =− 1
4
ρ˜Ka → b = −c2 ±
√
Γ− ρ˜2t2/2
ρ˜
, (3.56)
respectively. Here, as in [13], we have dropped the indices in the Ka¨hler sector,
renamed ma = c2, ea = c1 and defined Γ = c
2
2 − mc1. Notice that these are
precisely the two branches found in eq.(4.23) of [13], up to some sign due to different
conventions in defining flux quanta. Inside each branch, we have distinguished
between the subbranches S1 and S2 that read:
ˆpµ = 0→ ρˆkuk = ρˆ0u0 , E + E0 =
1
6
→ ρˆkuk = ρ˜t3 − ρˆ0u0 , (3.57)
which are precisely the two sub-branches in eq.(4.24) of [13]. Once that we have
matched the branches, is direct to see that, in the vacuum:
• Branch A1-S1
ρˆµ =
K
15
∂uµK → ρˆµuµ = −2
5
ρ˜t3 , ρa = ±3ρ˜
10
Ka → t2ρ˜2 = ∓5
3
Γ , (3.58)
equivalent to (4.25) in [13].
• Branch A1-S2
ρˆi =
K
30
∂uiK → ρˆ0u0 = −4
5
ρ˜t3 , ρa = ±
√
6ρ˜
10
Ka → t2ρ˜2 = ∓ 5√
6
Γ , (3.59)
equivalent to (4.26) in [13].
• Branch A2-S1
ρˆµ =
K
12
∂uµK → ρˆµuµ = −1
2
ρ˜t3 , ρ˜a = ± ρ˜t
a
2
→ t2ρ˜2 = 4
3
Γ , (3.60)
equivalent to (4.27)-(I) in [13].
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• Branch A2-S2
ρˆi =
K
28
∂uiK → ρˆ0u0 = −11
14
ρ˜t3 , ρ˜a = ± ρ˜t
a
14
→ t2ρ˜2 = 196
99
Γ , (3.61)
equivalent to (4.27)-(II) in [13].
4 Stability of the solutions
Given the above families of extrema of the flux-induced potential, a natural question is
which ones are actual vacua. In the following we would like to analyse this question at the
classical level, by computing the spectrum of flux-induced masses on the former moduli
fields. In particular, we will check whether the non-supersymmetric AdS extrema have
any tachyonic direction with a mass below the BF found [44]. For simplicity, we will
do this computation focusing only on the A1-S1 and A2-S1 branches, leaving the S2
branch for further work.
4.1 The Hessian
By construction, we have a potential whose first derivatives are of the form
∂αV = χ
A
αγA , (4.1)
with χAa some regular functions of the saxions and the ρ’s. Therefore we have that
∂α∂βV |vac = χAα∂βγA , (4.2)
where we have imposed our extremisation conditions γA = 0. In fact, since V1 is quadratic
in the ~γ, ∂2V1|vac must be quadratic in ∂~γ. Indeed, one easily sees that
∂α∂βV1|vac = 2
(
∂α~γ
t
)
Zˆ1 (∂β~γ) (4.3)
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where α = {ξµ, bd, uδ, td}, Zˆ1 is defined as in (3.10) and we have defined
~γ t =
(
ρ0 γa γ˜
a γˆν ρ˜
)
, (4.4)
∂ξµ~γ
t =
(
hµ 0 0 0 0
)
,
∂bc~γ
t =
(
ρc Kacdρ˜d δac ρ˜ 0 0
)
,
∂uα~γ
t =
(
0 0 0 −ρ˜AK∂α∂νK − ρ˜K∂αˆpν 0
)
,
∂tc~γ
t =
(
0 −2ρ˜CKac −ρ˜Bδac −3ρ˜AKc∂νK 0
)
.
Notice that (4.3) is a product of two vectors with a positive definite metric. Therefore it
corresponds to a positive definite Hessian, in agreement with the fact that V1 is a sum of
squares. The matrix of second derivatives of V2 yields, by direct computation,
∂α∂βV2|vac = 2 ~ηαtZˆ1∂β~γ = 2∂α~γ tZˆ1 ~ηβ (4.5)
where we have defined
~η tξµ =
(
0 0 0 0 0
)
, (4.6)
~η tbd = ρ˜
(
0 0 3CK K
bcKcd 0 0
)
,
~η tuα =ρ˜
(
0 C∂αKKa B∂αKta
(
2
3
− 4A) K
4
(∂α∂µK − ∂µK∂αK) + e−KKρ˜Kβµ∂α
(
eKKγβ ˆpγ
)
0
)
,
~η ttd =ρ˜
(
0 4CK
3
Kbd
3B
2KK
bcKcd K∂td ˆpµ 0
)
.
Unlike (4.3), the term (4.5) is in general not definite, and may yield tachyonic directions.
Putting both results together we find that the matrix of second derivatives is given by
∂α∂βV |vac = 2
(
∂α~γ
t
)
Zˆ1 (∂β~γ + ~ηβ) (4.7)
which can also be written as:
∂α∂βV |vac =
(
∂α ~γr
t + ~ηα
t
)
Zˆ1 (∂β ~γr + ~ηβ) +
(
∂α ~γr
t
)
Zˆ1 (∂β ~γr)− ~ηαtZˆ1 ~ηβ . (4.8)
4.2 Flux-induced masses and perturbative stability
The explicit form of the Hessian for the different branches A1-S1 and A2-S1 is given in
Appendix B, where the computation of its physical eigenvalues along tachyonic directions
is also performed. The relevant results for classical stability are summarised in table 2:
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Branch Tachyons Physical eigenvalues Massless modes
A2-S1 0 - 2N
A1-S1, SUSY N m2tach =
8
9
m2BF N
A1-S1, Non-SUSY N + 1 m2tach =
8
9
m2BF N
Table 2: Massless and tachyonic modes for the extrema in the branch S1. Here N stands for the number
of complex structure moduli. The extra zero modes in the branch A2-S1 are discussed in appendix B.3.
Let us highlight some of the features resulting from this analysis:
- Each vacuum has at least N zero modes, which are the complex structure axions
that do not appear in the superpotential (2.12). As such, they do not appear in the
F-term classical scalar potential, as one can check directly from eqs.(2.13)-(2.15).
Therefore they constitute N flat directions of the classical potential. These unlifted
axions may be eaten by D6-brane gauge bosons via the Stu¨ckelberg mechanism [13].
- As expected from the analysis in [45], there are N tachyons with mass 8
9
|mBF |2 in
supersymmetric vacua. Such modes correspond to the saxionic directions that pair
up with the flat axionic directions into complex fields. That is, they correspond to
the saxions that do not appear in the superpotential (2.12).
- As shown in appendix B.2 the same tachyons are present in the non-supersymmetric
vacua within the branch A1-S1, with the same mass in terms of the BF bound.
Moreover, such non-SUSY vacua contain an extra tachyon which is a combination
of complex and Ka¨hler axionic directions, with exactly the same mass as the rest.
- All these tachyons are absent in the A2-S1 branch of solutions. Indeed, as shown in
appendix B.1, all the solutions of this branch have a positive semidefinite Hessian.
The tachyonic modes of the saxionic sector of the branch A1-S1 are zero modes
in this branch. They are however not flat directions and develop a positive quartic
potential, see appendix B.3 for a detailed discussion. The rest of the spectrum does
not arrange into mass-degenerate complex scalars.
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- A general analysis is more involved for the S2 branches. Following [13], we have
analysed them for the particular case of isotropic toroidal compactifications (i.e.,
where all three complex structure and three Ka¨hler moduli are identified as Ui = U
and Ti = T , respectively). We have found that AdS solutions in this branch contain
tachyons not satisfying the BF bound, and are therefore perturbatively unstable. It
would be interesting to see if this feature is also present for more general solutions
and compactifications within this branch.
5 Validity of the solutions
In the following we analyse the validity of our solutions from two different perspectives.
On the one hand we will analyse the different scales from a 4d viewpoint. On the other
hand we will comment on which 10d backgrounds could correspond to these 4d vacua.
5.1 4d analysis and swampland conjectures
Since the different branches of solutions have been found via a classical potential V , one
should check that they fall in the compactification regime in which the corrections to V
are negligible. More precisely, a necessary condition to trust the above solutions is that
the Ka¨hler moduli are stabilised at sufficiently large values - so that α′ corrections can be
neglected - and the string coupling at small enough values - so that quantum corrections
can also be neglected. In the following we will generalise the 4d validity analysis made
in [11, 13] to our solutions, obtaining similar results. In short, the scaling of the volumes
and couplings with the fluxes follows the same pattern as in these references, which allows
to fall in the required regime for large values of the shifted four-form flux. Indeed, we
have that
`−1s eˆa = ρ˜Ka
(
C − 1
2
B2
)
→ t2
(
C − B
2
2
)
∼ eˆ
m
, (5.1)
ρˆµ = ρ˜KA∂µK → u ∼ t
3mA
h
, (5.2)
where for simplicity we have assumed isotropic fluxes hµ ∼ h, eˆa ∼ eˆ. Since the eˆa are
unconstrained by tadpole equations, in principle we are free to scale them to be as large
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as needed. Assuming that 2C 6= B2, the moduli dependence on this scaling is given by
t ∼ eˆ1/2 , u ∼ eˆ3/2 . (5.3)
In addition we have that
e−4D ∼ u4 ∼ eˆ6 → eD ∼ eˆ−3/2 , eφ =
√
VolM6e
D ∼ t−3/2 ∼ eˆ−3/4 . (5.4)
These are the same scaling relations found in [11] and so, for large eˆ, we are in a regime
of large volume and weak coupling that prevents large corrections. Finally, one can check
that the four-form density scaling is similar to [11] and therefore the corresponding higher
derivative corrections are equally suppressed.
Additionally, one can check the scaling of the different mass scales, following for in-
stance the relations given in [27]:
MKK
MP
∼ gs
V 2/3
∼ t−7/2 ∼ eˆ−7/4 ,
Λ
M2P
∼ eKK2m2 ∼ t
3
u4
∼ t−3 ∼ eˆ−9/2 , (5.5)
RAdSMP ∼ Λ−1/2MP ∼ eˆ9/4 .
We then recover the same scaling as found in [11], and in particular the same parametric
separation between the compactification scale and the AdS radius:
RAdS
RKK
∼ eˆ1/2 , RˆKK ∼ Rˆ7/9AdS −→
MKK
MP
∼ Λˆ7/18 , (5.6)
where Rˆ = RMP and Λˆ = Λ/M
2
P. Lastly, using the results derived in appendix B.2, for
the A1-S1 branch we have:
m2moduli ∼ m2BF ∼ Λ ∼
1
R2AdS
, (5.7)
where m2moduli refers to the canonically normalised mass of the moduli becoming massive.
Regarding the swampland conjectures, the last relation (5.7) satisfies the criterium
suggested in [46] for the lightest scalars. It would be interesting to check if the spectrum
of Stu¨ckelberg masses associated with the zero modes as well as the spectrum of the other
branches still satisfy this relation. In terms of the recent AdS conjectures formulated
in [30], all the AdS vacua found in our analysis satisfy the plain AdS Distance Conjecture,
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while the supersymmetric ones would fail to satisfy its strong version. It was suggested
in [30] that this failure could be related to the lack of knowledge of the full 10d supergravity
background describing such vacua. In fact, to date the absence of a solution to the 10d
equations of motion holds for each of the AdS vacua found in our 4d analysis, and is to
be expected that finding their 10d description is at the same level of difficulty. In the
following we will comment on certain characteristics that such a 10d solution should have.
5.2 Towards a 10d description
Massive type IIA 10d supergravity solutions of the form AdS4 × X6 are relatively well
understood in several instances, like when the internal manifold X6 is endowed with a
SU(3)-structure underlying 4d N = 1 supersymmetry [6, 7, 9]. In that case, the 10d
background supersymmetry equations can be written as [14,47]
dHRe Ω = e
φ ∗6 (G0 −G2 +G4 −G6) + 3Re (w0eiJ) , (5.8a)
dHe
iJ = 2iw¯0Im Ω , (5.8b)
dHIm Ω = 0 , (5.8c)
where φ is constant, dH = d+H∧ and w0 = eiθ/R ∈ C is the constant entering the Killing
equation of an AdS4 of radius R`s. For w0 ∈ iR the solution to the above equations can
be parametrised as
G6 = 0 , H =
2
5
eφG0 Im Ω , G2 = e
−φW2 , G4 =
3
10
G0J ∧ J , (5.9)
where G0 = 5e
−φ Imw0 is a constant and W2 is a real primitive (1, 1)-form, namely a
SU(3) torsion class of Ω [48]. Notice that because of (5.8a) W2 cannot have a harmonic
component. One may now express the RR background fluxes as
G0 = −ρ˜ , G2 = ρ˜a `−2s ωa + α2 , G4 = −ρa `−4s ω˜a + α4 , G6 = ρ0 `−6s
dvolX6
volX6
+ α6 ,
(5.10)
where ωa and ω˜
a are a basis of harmonic two- and four-forms of X6, and α2p are glob-
ally well-defined forms with no harmonic component. We also expand the NS-flux as in
(2.11). One can then see that (5.9) amounts to apply the Ansatz (3.46) with the choice
of constants A,B,C corresponding to the supersymmetric A1-S1 branch, together with
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α2 = e
−φW2 and α4 = α6 = 0. Even if a W2 6= 0 signals that the metric on X6 is not
Calabi-Yau, supersymmetry requires that W2 has no harmonic component, just as in type
IIA compactifications to 4d Minkowski [49]. As such, its presence can be considered as
a deformation of the Calabi-Yau metric similar to a warp factor, rather than a discrete
deformation or genuine geometric flux carrying topological information, see e.g. [50, 51].
Despite these suggestive features, one can see that the (5.8) is too simple to describe
an actual 10d background corresponding to a type IIA compactification with fluxes, O6-
planes and D6-branes. First, it features a constant dilaton and warp factor, which are in
tension with the backreaction of such localised sources. Second, it implies that Ω∧G2 ≡ 0,
which is never true in the vicinity of a D6-brane or O6-plane. Finally, it is incompatible
with the Bianchi identity for G2. This reads
dG2 +HG0 = −
∑
a
δ(Πa) → dW2 = −eφ
[
G0H +
∑
a
δ(Πa)
]
, (5.11)
where δ(Πa) are bump functions localised on the three-cycles Πa wrapped by the D6-
branes and O6-planes, and include their relative charge. As usual, RR tadpole cancellation
amounts to require that the quantity in brackets vanishes in cohomology, so that G2 =
e−φW2 can be globally well-defined. However, (5.11) together with Ω ∧ G2 ≡ 0 implies
a flux density |G4|2 which is negative in the bulk and singular on top of any localised
source. A proposal to circumvent these problems is to modify the Bianchi identity (5.11)
by replacing the localised sources with smeared ones [52], so that one can take G2 ≡ 0.
Instead of modifying the Bianchi identity, one may try embed the above solution into
a type IIA AdS4 compactification based on a background with SU(3)× SU(3) structure,
which is compatible with non-trivial dilaton and warp factor [19, 21,22]. In the language
of [14, 47] in this more general case the supersymmetry equations (5.8) are replaced by
dH
(
e4A−φRe Ψ1
)
= e4A ∗6 (G0 −G2 +G4 −G6) + 3e3A−φRe (w0Ψ2) , (5.12a)
dH
[
Im
(
w0e
3A−φΨ2
)]
= 2|w0|2e2A−φIm Ψ1 , (5.12b)
dH
(
e2A−φIm Ψ1
)
= 0 , (5.12c)
where Ψ1 and Ψ2 are odd and even polyforms, respectively, replacing Ω and e
iJ . Again,
one may plug the expression for the fluxes (5.10) and solve for the above equations.
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The polyforms Ψ1, Ψ2 will have a more involved profile than in their SU(3)-structure
counterparts, but if w0 ∈ iR and their harmonic components are the same as before, so will
be the harmonic components of the background fluxes. That is, one would be recovering a
flux background whose projection into harmonic forms reproduces the 4d supersymmetric
solution of the A1-S1 branch. In that case, because the rest of the background would
be encoded in non-harmonic p-forms, it could be considered as a deformation of the
naive Calabi-Yau geometry, which one would expect to asymptotically recover in the
dilute flux limit. Thus, it would be interesting to see if the background (5.12) with these
characteristics can be made compatible with the actual Bianchi identity (5.11). If that is
the case, one may also attempt to provide the 10d description of the non-supersymmetric
AdS vacua of section 3, perhaps by identifying them with the AdS backgrounds in [19].
6 Including mobile D6-branes
As in [53–55] we may generalise the above setup by considering type IIA orientifold
compactifications where D6-branes have deformation and Wilson line moduli. In order
to preserve supersymmetry such D6-branes must wrap special Lagrangian three-cycles
Πα ⊂ M6 with vanishing worldvolume flux [56, 57]. Then the open string moduli space
is characterised by b1(Πα) complex moduli [58,59]. These are defined as [26,27]
Φiα = T
af iα a − θiα = θˆiα + i φiα , (6.1)
where i runs over the integer harmonic one-forms ζi of Πα, θ
i
α is the Wilson line corre-
sponding to each of them and f iα a is a function of the corresponding geometric deformation
of Πα defined in terms of a chain integral. We refer the reader to [26, 27, 55] for further
details on these definitions.
For each harmonic one-form ζi ∈ H1(Πα,Z) there is a two-form ηi ∈ H2(Πα,Z) along
with a worldvolume flux F = nαF i that can be turned on. This enters the D6-brane DBI
action and therefore the scalar potential in the combination nαF i − 12gµiαhµ, where gµiα is
also defined in terms of a chain integral [26, 27, 55]. As such the presence of such fluxes
generates a potential, captured by the superpotential
`sWD6 = Φ
i
α(n
α
F i − nαa iT a) + `sW0 , (6.2)
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where
nαa i =
1
`3s
∫
Πα
ωa ∧ ζi ∈ Z (6.3)
are non-vanishing whenever the two-cycles of Πα are non-trivial in H2(M6,Z). Indeed,
as pointed out in [49] in this case the open string moduli develop a potential due to the
D6-brane backreaction on a compact space.
An important effect to take into account is the field redefinition of the closed string
moduli in the dilaton-complex structure sector in the presence of open string moduli. We
have that the new variables read [26,27]
Uµ = Uµ? +
1
2
∑
α
(
gµiαθ
i
α − T aHµaα
)
, (6.4)
where Uµ? = (N
K
? , UΛ ?) stand for the complex structure moduli in the absence of mobile
D6-branes, namely (2.4), and Uµ = (NK , UΛ) are the redefined 4d variables. Finally H
µ
aα
are functions of the saxions defined in terms of f iα a and g
µ
iα [26]. Notice that (2.5) is a
function of uµ? , which is to be written in terms of the new 4d variables by means of (6.4).
A similar statement holds for the scalar potential, which still has the form (2.13) but
now with
Z =

4 0 0 0 0 0 0
0 Kab 0 0 0 0 0
0 0 4
9
K2Kab 0 0 0 0
0 0 0 Gij 0 0 0
0 0 0 0 tatbGij 0 0
0 0 0 0 0 Kµν 2
3
Kuµ?
0 0 0 0 0 2
3
Kuν? K
2
9

, ~ρ =

ρ′0
ρ′a
ρ˜′ a
ρ′i
ρa i
ρˆµ
ρ˜

, (6.5)
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where
ρ′0 = ρ0 + θˆ
iρi ,
ρ′a = ρa − θˆiρai + f iaρi −
1
2
Hµa ρˆµ ,
ρ˜′a = ρ˜a − (Kabφi +Kactbf ic) ρbi , (6.6)
ρ′i = `
−1
s (ni − banai)︸ ︷︷ ︸
ρi
−1
2
gµi ρˆµ = ρi −
1
2
gµi ρˆµ ,
ρai = `
−1
s nai .
A few comments are in order. To simplify the notation we have absorbed the D6-brane
index α into the open string moduli index i. Here ρ0 is defined as in (2.14) but now in
terms of the redefined RR axion ξµ = ξµ? − 12baHµa + 12gµi θi. Finally, notice that the ρ’s
defined in (6.6) not only depend on fluxes and axions, but also on some saxions, differently
from those defined in [26]. This is just as well for the purpose of this analysis, as we are
going to combine them right away in terms of saxion-dependent polynomials γA. Indeed,
applying the strategy of section 3.2 we define
~γ′ =

γ′0
γ′a
γ˜′a
γ′i
taρai
γˆµ
ρ˜

=

ρ′0
ρ′a − ρ˜a
ρ˜′a − ρ˜˜a
ρ′i
taρai
ρˆµ − ρ˜ˆµ
ρ˜

, (6.7)
where we are not relabelling taρai in order to not to overload the notation and, as before,
we assume that each of the terms of this vector vanishes in the vacuum, except ρ˜. The
potential can again be split in two terms
V ′ = eK
[
4
9
K2γ˜′aγ˜′bKab + 4γ′20 +Kabγ′aγ′b +Kµν γˆµγˆν +Gij
(
γ′iγ
′
j + t
aρait
bρbj
)]
︸ ︷︷ ︸
V ′1
+
+ eK
[
4
3
Kρ˜uµ? γˆµ +
8
9
K2ρ˜Kbaγ˜′a˜b + 2ρ˜Kabaγ′b + 2ρ˜Kµνγµˆν + ρ˜2
(
α +
K2
9
)]
︸ ︷︷ ︸
V ′2
, (6.8)
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where α = Kabab +
4
9
K2Kba˜b˜a +Kµν ˆν ˆν + 43Kuµ? ˆν and
˜a = Bta , a = CKa , ˆµ = AK∂µK +K˜pν . (6.9)
Again, as V1 is quadratic in the γ
′
A = {γ′0, γ′a, γ˜′a, γ′i, taρai, γˆµ}, the extremisation con-
ditions only depend on V2. As before, one can take derivatives of V2 along axionic and
saxionic directions, and impose an Ansatz of the form (3.5). The discussion parallels to
a large extent the one in section 3.3, so we will provide fewer details of the derivation.
Axionic sector
∂ξµV
′
2 = 8e
Kγ′0ρˆµ ,
∂θˆiV
′
2 = −
8KeK
3
Cρ˜
(
tbρb i
)
, (6.10)
∂baV
′
2 = e
K 2
3
Kρ˜ [KaBρ˜+ 4Ctb (Kabcρ˜′c + f iaρb i)] = eK 83Kρ˜Kac
(
Cγ˜′c +B
(
C +
1
4
)
tcρ˜
)
.
The last expression is linear on γ˜′a for either B = 0 (branch A1) or C = −1
4
(branch A2).
Saxionic sector
∂uαV
′
2 =
(
1
3
− 2A
)
4KeK ρ˜ (uµ∂αK + δµα) γˆµ + ∂αK
(
2BeK
3
Kρ˜Kb
)
γ˜′b (6.11)
+ ∂αK
(
8C
3
eK ρ˜Ktb
)
γ′b + 2Kρ˜∂α
(
eKKµν ˜pν
)
γˆµ
+ ρ˜2eK
[
∂uσK
(K2
9
+ α
)
+ (∂uσK
µν) ˆµˆν +
4
3
Kˆσ
]
,
∂taV
′
2 =
(Hαa − f iagαi ) ∂uαV2
2
+
(
4BeK
3
Kρ˜Kab
)
γ˜′b +
(
8C
3
eK ρ˜K
)
γ′a (6.12)
+
(
2eK ρ˜KKµν∂ta ˜pµ
)
γˆµ − 4e
K
3
Kρ˜f ia
(
2Cρ′i −Btdρdi
)
+ eK ρ˜2
[
∂taK
(K2
9
+ α
)
+
1
9
∂taK2 +
(
∂taK
bc
)
bc +
4
9
∂ta
(K2Kab) ˜a˜b + 4Kauµˆµ] ,
∂φiV
′
2 =
gµi ∂uµV2
2
+
4eK
3
Kρ˜ (2Cρ′i −Btbρbi) . (6.13)
One can see that the conditions for ∂V to be linear on the γ′A are exactly the same as
in the case without mobile D6-branes with the extra conditions {γ′i = ρ′i = 0, taρai = 0}.
Therefore, the same branches of vacua are recovered replacing the previous γ’s by the new
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ones. Notice that one of these branches corresponds to non-supersymmetric Minkowski
vacua with D6-branes and that the conditions (3.5) precisely reproduce those of the vacua
found in [27]. In general, we expect that the vacua of section 4 remain perturbatively
stable in the presence of mobile D6-branes, generalising the results of [27] to AdS vacua.
A detailed analysis of the Hessian, whose expression is given in appendix B.4, is however
left for future work.
7 Conclusions
In this paper we have performed a general search for vacua of the classical type IIA
flux potential in generic Calabi-Yau orientifold compactifications. Our analysis extends
the one made in [11] in the sense that we allow for non-supersymmetric vacua as well,
the only requirement being the Ansatz of section 3.2. Implementing it we find several
branches of vacua, including the supersymmetric AdS branch of [11], a Minkowski N =
0 branch mirror to type IIB with three-form fluxes [31] and several new branches of
non-supersymmetric AdS vacua. Remarkably, when restricted to the isotropic torus,
these branches reduce to precisely the ones found in [13]. In this sense, our results can
also be seen as an extension of the AdS type IIA flux landscape familiar from toroidal
compactifications to the plethora of Calabi-Yau geometries.
The technical ingredient behind this progress is essentially the bilinear form of the
flux potential developed in [26, 41, 55]. This expression for V conveniently factorises the
saxionic and axionic degrees of freedom of the compactification, and arranges the latter
in flux-axion polynomials ρA invariant under discrete shift symmetries. This permits a
more economic and organised description of the extrema conditions and their solutions,
which arrange themselves into branches parametrised by real constants A,B,C - see table
1. Moreover, it also allows incorporating into the analysis the light degrees of freedom
of mobile D6-branes, together with their worldvolume fluxes. As a result one is able to
extend the above landscape of solutions to the open string sector, in the spirit of [60].
Given these branches of critical points of the potential, the next step is to verify
if they correspond to (possibly metastable) vacua. We have performed the analysis of
the classical stability for the simplest branches of solutions, namely the Branch S1 of
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section 3.3, where the homogeneity properties of the Ka¨hler potential allow to compute
the mass spectrum of the would-be moduli. We have compared such masses with the
Breitenlohner-Freedman bound, finding that i) the Branch A1-S1 develops tachyons
satisfying the bound and ii) the Branch A2-S1 is absent of any tachyons. Therefore,
this set of extrema already constitute a Landscape of AdS flux vacua. It would remain to
analyse the non-perturbative stability of this collection of vacua, which could represent an
interesting playground to test the recent conjecture [29] on N = 0 AdS compactifications.
Our results can be applied and generalised in different directions. For instance, they
could be extended to include non-Calabi-Yau geometries, like SU(3) compactifications
with metric fluxes. Indeed, such compactifications can also be described by an effective
scalar potential bilinear in the fluxes [12,13,18] so in principle our strategy should apply
to them as well. In fact, such bilinear structure arises as well in any supersymmetric
effective field theory based on three-forms, like the ones recently developed in [61–63]. One
could combine our results with the said formalism to have a (partial) EFT description of
the landscape of AdS flux vacua, together with membrane-mediated transitions between
them. In this context, one may analyse the phenomenological properties of this landscape
of vacua as an ensemble [64]. For instance, given the F-terms for each of these vacua, one
could extend the analysis of [27] to compute the spectrum of supersymmetry-breaking
soft terms induced on the open string sector, and then analyse its statistical distribution.
For each of these developments, a crucial step is to establish the perturbative stability
of the extrema of the potential. In this sense, it would be interesting to extend the results
of Appendix B to other branches not analysed in there, including solutions with mobile
D6-branes. The same type of analysis could also be carried out for further examples of
classical AdS vacua, like those involving metric fluxes. Some of these have the advantage
that their 10d description is well understood, so analysing them with the formalism used
here for Calabi-Yau orientifolds may help to better understand the 10d description of the
latter. In general, we expect that a global understanding of type IIA flux vacua from a
4d perspective will shed light on their microscopic description, helping to comprehend the
ensemble of type IIA flux compactifications and eventually the string Landscape.
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A Some useful relations
As reviewed in section 2, type IIA compactifications on Calabi-Yau orientifolds come with
moduli spaces parameterised by Ka¨hler moduli and complex structure moduli. These
moduli spaces are endowed with a Ka¨hler geometry with the Ka¨hler metric being propor-
tional to the second derivative of the Ka¨hler potential:
K = KT +KQ = − log(GTG2Q) = − log(G) −→ KAB =
1
4
∂A∂BK , (A.1)
where, following our notation, A = {ta, uα}, GT = 43K is a homogeneous function of
degree three on the ta and G2Q is a homogeneous function of degree four on the uα. These
properties, along with the fact that Kaµ = 0, allow to compute some useful relations
regarding the Ka¨hler potential and the Ka¨hler metric. Let us start by noting that:
ta∂taG = 3G , uµ∂uµG = 4G . (A.2)
It will be convenient to write the explicit form of the metric in each sector:
Kab =
3
2K
(
3KaKb
2K −Kab
)
, Kµν =
1
4
(
∂µG∂νG
G2
− ∂µ∂νG
G
)
, (A.3)
with Kab = Kabctc, Ka = Kabctbtc, and G = G2Q. Then, it is straightforward to check that:
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• uµ∂µK = −4,
• Kµν∂µK = −4uν ,
• Kµν∂µK∂νK = 16,
• ∂αKµν∂µK = −8δνα,
• Kµν∂α∂µK∂νK = 4∂αK,
• ∂α∂βKµν∂µK∂νK = 8∂α∂βK,
• uα∂αKµν = −2Kµν ,
• uα∂αKµν = 2Kµν ,
• uµ∂µ∂αK = −∂αK;
and:
• KabKaKb = 43K2,
• KcdKd = tc,
• KcdKd = 43Ktc,
• KbdKab = − 14K
(
6δda − 9t
dKa
K
)
,
• tcKca = 34 KaK ,
• KcdKda = K
(−2
3
δca +
2tcKa
K
)
,
• ta∂aKbc = −2Kbc,
• ta∂aKbc = 2Kbc,
• ∂aKcbKc = −δba,
• ∂aKbcKb = 83Kδca;
where implicitly we have defined ∂α ≡ ∂uα , ∂a ≡ ∂ta , KµνKµη = δνη , KabKbc = δac and
KabKbc = δac .
B Analysis of the Hessian
In this appendix we analyse the properties of the matrix of second derivatives of the
potential, or Hessian. As discussed in section 4.1, due to our Ansatz (3.5) the Hessian
can be written as
Hαβ = ∂α∂βV |vac = 2
(
∂α~γ
t
)
Zˆ1 (∂β~γ + ~ηβ) . (B.1)
For the solutions in table 1 within the branches A1-S1 and A2-S1 (or equivalently for
the solutions of the form (3.46) with ˆpµ = 0) one can write and explicit expression for
H in terms of the parameters A,B,C ∈ R. Ordering the derivatives as (∂ξµ , ∂ba , ∂uα , ∂ta)
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one finds that:
(
∂α ~γr
t
)
Zˆ1 (∂β ~γr) =
eK

4A2K2ρ˜2∂νK∂µK 4ACKρ˜2∂νKKa 0 0
4ACKρ˜2∂µKKb −C21KKab + C22KaKb 0 B (C3KKab − C4KaKb)
0 0 C25K2Kαβ 3C
2
5
4
K∂αKKb
0 B (C3KKab − C4KaKb) 3C
2
5
4
K∂αKKa −C26KKab + C27KaKb

,
(B.2)
with
C21 =
2ρ˜2
3
(
1 +B2
)
, C22 = ρ˜
2
(
1 + 2B2 + 4C2
)
,
C3 =
2
3
ρ˜2 (1 + 2C) , C4 = ρ˜
2 (1 + 4C) ,
C25 = 16A
2ρ˜2, C26 =
2
3
ρ˜2
(
B2 + 4C2
)
,
C27 = ρ˜
2
(
B2 + 8C2 + 144A2
)
; (B.3)
and that
(
∂α ~γr
t
)
Zˆ1 ~ηβ = e
K

0 0 0 0
0 σ1Kab 0 −Bσ1Kab
0 0 Aσ2K (∂αK∂βK − 4Kαβ) 0
0 −Bσ1Kab 0 − (Bσ3 + 2Cσ1)Kab

,
(B.4)
with σ1 =
4CK
3
ρ˜2, σ2 =
(
1
3
− 2A) 2Kρ˜2 and σ3 = 2B3 Kρ˜2.
Already from this expression one can see that modes of the form
(Ξµ, 0, 0, 0) such that Ξµ∂µK|vac = 0 , (B.5)
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are zero modes of the Hessian. Since in the branch S1 ∂µK|vac ∝ hµ, such zero modes
correspond to axionic modes of the the complex structure moduli that do not appear in
the superpotential (2.12). In fact, one can easily see that such directions do not appear
in (2.13), and therefore are flat directions of the potential.
In the following we will analyse further specific properties of H for the branches A1-S1
and A2-S1. For the former we will compute the mass spectrum for canonically normalised
fields, finding that all tachyons satisfy the BF bound. For the latter we will directly show
that H is positive semidefinite, and therefore it contains no tachyons. Instead of tachyons,
we will see that it contains additional zero modes compared to the other branches, in such
a way that massless modes arrange into complex scalars.
B.1 Branch A2-S1
Let us first consider the Hessian in the branch A2-S1 and, as stated above, show that it
is positive semidefinite. By Sylverster’s law of inertia, for showing that one may consider
H in any basis, without the need to express it in the basis of canonically normalised fields.
Consider the expression (B.1), which in the case at hand reads:
H|A2−S1 = eK ρ˜2

1
18
K2∂νK∂µK −16K∂νKKa 0 0
−1
6
K∂νKKa −73KKab + 72KaKb 0 4B3 KKab
0 0 1
18
K2∂αK∂βK 16K∂αKKb
0 4B
3
KKab 16K∂αKKb −43KKab + 72KaKb

,
(B.6)
with B = ±1/2.
Now, any (real) positive semidefinite matrix is a n×n symmetric matrix M such that,
for all non-zero x in Rn satisfies xTMx ≥ 0. If one decomposes it as M = ∑iMi, and
ech of the components satisfy
xTMix ≥ 0 (B.7)
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then it is straigtforard to see that
xTMix ≥ 0 −→ xTMx = xT
∑
i
Mix ≥ 0 , (B.8)
which proves that M is positive semidefinite.
In the following we will use this property to show that (B.6) is positive semidefinite.
We first decompose (B.6) as
H|A2−S1 = eK ρ˜2 (X + Y + Z) , (B.9)
where
X =

1
18
K2∂νK∂µK −16K∂νKKa 0 0
−1
6
K∂νKKa 12KaKb 0 0
0 0 0 0
0 0 0 0

,Y =

0 0 0 0
0 0 0 0
0 0 1
18
K2∂αK∂βK 16K∂αKKb
0 0 1
6
K∂αKKb 12KaKb

,
and
Z =

0 0 0 0
0 −7
3
KKab + 3KaKb 0 4B3 KKab
0 0 0 0
0 4B
3
KKab 0 −43KKab + 3KaKb

.
We need to prove that each of these three matrices is positive semidefinite. Starting with
X, one can see that the non-trivial block can be decomposed as the following product
1
18
K2∂νK∂µK −16K∂µKKb
−1
6
K∂νKKa 12KaKb
 =

√
2
12
K∂µK 0
−
√
2
4
Ka 0


4 0
0 Kab


√
2
12
K∂νK −
√
2
4
Kb
0 0
 .
(B.10)
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That is, it can be written as a Gramian matrix, which implies its positive-semidefiniteness.
The same statement applies to the non-trivial block of the matrix Y, which reads
1
18
K2∂νK∂µK 16K∂µKKb
1
6
K∂νKKa 12KaKb
 =

√
2
12
K∂µK 0
√
2
4
Ka 0


4 0
0 Kab


√
2
12
K∂νK
√
2
4
Kb
0 0
 .
(B.11)
Things are slightly more involved for the non-trivial block of the matrix Z. This reads
−7
3
KKab + 3KaKb ±23KKab
±2
3
KKab −43KKab + 3KaKb
 , (B.12)
where we have considered for both choices of sign in B = ±1/2. In this case one can
rewrite (B.12) as:
2
3
(KaKb −KKab)

1 ∓1
∓1 1
+

−5
3
KKab + 73KaKb ±23KaKb
±2
3
KaKb −23KKab + 73KaKb
 . (B.13)
The first matrix is a tensor product of two positive semidefinite matrices. The second one
satisfies:
(
qb pb
)
−5
3
KKab + 73KaKb ±23KaKb
±2
3
KaKb −23KKab + 73KaKb

qa
pa

= −5
3
KKabqaqb + 7
3
KaKbqaqb ± 4
3
KaKbqapb − 2
3
KKabpapb + 7
3
KaKbpapb
=
2
3
KaKb (qa ± pa)
(
qb ± pb)+ 5
3
(KaKb −KKab) qaqb + 2
3
(KaKb −KKab) papb +KaKbpapb ≥ 0
(B.14)
where we have used that all the metrics involved are positive semidefinite. Therefore Z
is also positive semidefinite.
Notice that the Hessian matrix (B.6) has further zero modes beyond the ones corre-
sponding to the flat directions (B.5). These are of the form
(0, 0, Ξµ, 0) such that Ξµ∂µK|vac = 0 , (B.15)
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and are nothing but the complex structure saxions that pair up with the axionic flat
directions into complex scalar field. This time, as these fields appear in the potential via
(2.15), they will not be flat directions of the potential. One can check that they develop
a quartic potential, as discussed in section B.3 below.
B.2 Branch A1-S1
In this branch the Hessian (B.1) takes a block-diagonal form, namely
H|A1−S1 = eK ρ˜2
A 0
0 S
 , (B.16)
where
A =

8
225
K2∂νK∂µK 8C15K∂νKKa
8C
15
K∂νKKa
(−4
3
+ 8C
3
)KKab + 6825KaKb
 , (B.17)
S =

K2 ( 4
75
∂αK∂βK − 16225Kαβ
)
8
75
K∂αKKb
8
75
K∂αKKb −2425KKab + 6825KaKb
 , (B.18)
with C = ±3/10. Therefore, one can analyse the spectrum of axions or saxions separately.
Axionic sector
Let us first analyse the axionic sector. One can rewrite A as:
A =

√
2
15
K∂µK 0
C
√
2Ka 0


4 0
0 Kab


√
2
15
K∂νK C
√
2Kb
0 0
+
+

0 0
0
(
4
3
− 8C
3
)
(KaKb −KKab) +
(
2+8C
3
)KaKb
 , (B.19)
so for C = 3
10
(i.e., the supersymmetric branch) the matrix A (B.19) is a sum of positive
semidefinite matrices, whereas for C = − 3
10
the second one is not positive semidefinite.
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In order to compute the physical mass spectrum we need to express the Hessian in
a basis of canonically normalised fields. For this, notice that the Ka¨hler metrics for the
Ka¨hler and complex structure fields can be decomposed as:
Kab =
3
2K
(
3KaKb
2K −Kab
)
=
3
4
KaKb
K2 +
3
2K
(KaKb
K −Kab
)
= KNPab +K
P
ab , (B.20)
Kµν =
1
16
∂µG∂νG
G2
+
1
4
(
3
4
∂µG∂νG
G2
− ∂µ∂νG
G
)
= KNPµν +K
P
µν , (B.21)
with G = G2T , as defined below (2.5). Here KPab and KNPab stand for the primitive and
non-primitive factors of the Ka¨hler moduli metric, which act on orthogonal subspaces of
dimension h1,1− − 1 and 1. A similar decomposition holds for the metric of the dilaton-
complex structure sector, now acting on spaces of dimension N and 1, with N the number
of complex structure moduli. In terms of this decomposition, the matrix A in the non-
SUSY branch C = − 3
10
reads
A =

128
225
K2KNPµν − 425K∂νKKa
− 4
25
K∂νKKa 6445K2KPab + 176225K2KNPab
 . (B.22)
Now, the effective Lagrangian describing the axion spectrum will be of the form
L ⊃ (∂ξµ ∂ba)
Kµν |vac 0
0 Kab|vac
∂ξν
∂bb
+ 1
2
(ξν ba)
[
eK ρ˜2A
]
vac
ξν
bb
 , (B.23)
with A given by (B.22) in the non-supersymmetric case. One can now define a basis of
canonically normalised fields by performing the change of basis
(ξµ ba) −→ (ξˆ bˆ ξµˆ baˆ) , (B.24)
where bˆ is the vector along the subspace corresponding to KNPab |vac, with unit norm, and
similarly for ξˆ with KNPµν |vac. Finally, ξµˆ with µˆ = 1, . . . , N and baˆ with aˆ = 1, . . . h1,1− − 1
correspond to vectors of unit norm with respect to KPµν |vac and KPab|vac, respectively. One
can see that in this new basis A has the form
Aˆ =
16
5

8
45
2
5
√
3
2
5
√
3
11
45
0
4
9
K
2 , (B.25)
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and so the Hessian eigenvalues in the canonically normalised basis are
eKK2ρ˜2 8
45
{
−1
5
, 4 , 0 , 4
}
. (B.26)
Finally, one must compare such masses with the BF bound
|mBF|2 = −3
4
Vvac = e
KK2ρ˜2
25
. (B.27)
In term of it one finds that the spectrum reads
m2 =
{
−8
9
,
160
9
, 0 ,
160
9
}
|mBF|2 , (B.28)
and so the tachyon in this sector does not induce an instability.
For completeness, let us finish this section by computing also the spectrum for the
SUSY case. Proceeding exactly as before but taking C = 3
10
it is straightforward to
obtain the following eigenvalues for the canonically normalised Hessian:
eKK2ρ˜2 8
45
{
44
5
, 1 , 0 , 1
}
, (B.29)
or in terms of the BF bound:
m2 =
{
352
9
,
40
9
, 0 ,
40
9
}
|mBF|2 . (B.30)
Saxionic sector
Let us now analyse the spectrum in the saxionic sector. Notice that this time the matrix
(B.18) is independent of the sign of C, and so the tachyonic directions that one may find
will be common to the supersymmetric and non-supersymmetric branches of the kind
A1-S1. Since the supersymmetric branch should not contain any classical instability,
neither should there be one for its non-supersymmetric counterpart. Let us nevertheless
confirm this expectation explicitly.
As before we first rewrite (B.18) as
S =

176
225
K2KNPµν − 16225K2KPµν 875K∂αKKb
8
75
K∂αKKb 4875K2KPab + 17675 K2KNPab
 . (B.31)
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Then we perform a change of basis for the saxions
(uµ ta) −→ (uˆ tˆ uµˆ taˆ) , (B.32)
with analogous definitions as in (B.24). In this basis the matrix S reads
Sˆ =
16
75

11
3
− 4√
3
− 4√
3
11
−1
3
3
K
2 , (B.33)
and so the Hessian eigenvalues in the canonically normalised basis are
eKK2ρ˜2 8
75
{
3 ,
35
3
, −1
3
, 3
}
, (B.34)
where now the tachyonic eigenvalue has a degeneracy of N , as it corresponds to the
‘primitive’ complex structure saxions uµˆ. Comparing with the BF bound one finds
m2 =
{
8 ,
280
9
, −8
9
, 8
}
|mBF|2 . (B.35)
As expected, the tachyonic directions in this sector do not induce a classical instability.
B.3 Complex structure saxions
In the superpotential (2.12) only one linear combination of dilaton and complex structure
moduli appear. As a direct consequence we have N axionic flat directions of the potential,
where N is the number of complex structure moduli. In the following we would like
to analyse the potential that it is induced for their saxionic partners. This question is
particularly relevant for the branch A2-S1 of vacua, where such saxionic modes are found
to be massless.
Let us consider the linear combinations of complex structure and dilaton moduli U i =
ξi + iui not appearing in the superpotential (2.12). Then, one can check that they satisfy
the property
[∂uiK]vac = 0 . (B.36)
Using this it is straightforward to see that at the vacuum
∂uiV |vac =
[
eK
(
∂uiKV˜ + e
K∂uiV˜
)]
vac
= 0 , (B.37)
∂ui∂ujV |vac =
[
eK
(
∂ui∂ujKV˜ + ∂ui∂uj V˜
)]
vac
= A [eK∂ui∂ujK]vac , (B.38)
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where we have defined V˜ = e−KV and
A =
(
8A2 − 2B
2
27
− 16C
2
27
)
. (B.39)
Replacing the values for the constants A,B,C for the different branches in the second
equation, one recovers the corresponding sector of the Hessian. In particular, one can
check that (B.39) vanishes for the branch A2-S1, as expected.
One may then proceed and compute further derivatives of the potential at the vacuum:
∂ui∂uj∂ulV |vac =
[
eK
(
∂ui∂uj∂ulKV˜ + ∂ul∂ui∂uj V˜
)]
vac
= A [eK∂ui∂ul∂ujK]vac ,
(B.40)
∂ui∂uj∂ul∂umV |vac = 128A2
[
eK (KujulKuium +KujumKuiul +KulumKuiuj)
]
vac
+ . . .
(B.41)
where the dots stand for terms proportional to A. As the term in brackets is a product
of kinetic terms, in the case A = 0 we obtain a non-vanishing, positive quartic coupling.
This completes the proof that the branch A2-S1 features a positive semidefinite potential
in the vicinity of the vacuum.
B.4 Adding mobile D6-branes
In the presence of mobile D6-branes and for each extremum found in section 6, one can
show that the formalism developed in section 4.1 is still valid. The matrix of second
derivatives takes the form:
∂α∂βV
′|vac = ∂α∂β (V ′1 + V ′2)|vac = 2
(
∂α~γ′
t
)
Zˆ′1
(
∂β ~γ′ + ~η′β
)
,
with the correspondent redefinition of {Zˆ′1, ∂α~γ′, η′β} incorporating the open string moduli
and {V ′1 , V ′2} introduced in (6.8). The matrix Zˆ′1 is defined, analogously to (3.9), such
that V ′1 = ~γ
t′Zˆ′1~γ
′ is quadratic on quantities that vanish in the vacuum. Looking at (6.8)
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it is straightforward to see that:
Zˆ′1 =

4 0 0 0 0 0
0 Kab 0 0 0 0
0 0 4
9
K2Kab 0 0 0
0 0 0 Kµν 0 0
0 0 0 0 Gij 0
0 0 0 0 0 Gij

. (B.42)
Regarding the new ∂α~γ
′’s its explicit expression can be computed directly from (6.7):
∂ξµ~γ
t =
(
hµ, 0, 0, 0, 0, 0
)
,
∂bc~γ
t =
(
ρc − θˆiρci, Kacdρ˜d − f iaρc i, δac ρ˜, 0, −ρc i, 0
)
,
∂θˆi~γ
t =
(
ρi, −ρai, 0, 0, 0, 0
)
,
∂uα~γ
t =
(
0, 0, 0, −ρ˜AK∂α∂νK − ρ˜K∂α˜pν , 0, 0
)
,
∂tc~γ
t =
(
0, −2ρ˜CKac, −ρ˜Bδac , −3ρ˜AKc∂νK − 3ρ˜Kc˜pµ, 0, 0
)
+
+
(
0, ∂tc
(
f iaρi − 12Hµa ρˆµ
)
, −∂tc
(Kabφi +Kadtbf id) ρbi, −12∂tcgµi ρˆµ, ρci) ,
∂φi~γ
t =
(
0, ∂φi
(
f jaρj − 12Hµa ρˆµ
)
, −Kabρbi −Kadtb∂φif jdρbj, 0
)
. (B.43)
Finally, the η′α’s are obatined by direct computation rewriting the second derivatives of
V ′2 as:
∂α∂βV
′
2 |vac = 2 ~η′α
t
Zˆ′1∂β ~γ′ = 2∂α~γ′
t
Zˆ′1 ~η′β . (B.44)
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The result is:
~ηξµ
t =
(
0, 0, 0, 0, 0, 0
)
,
~ηbd
t =ρ˜
(
0, 0, 3CK K
bcKcd, 0, 0, −4C3 KfkcGkj
)
,
~ηθˆi
t =ρ˜
(
0, 0, 0, 0, 0, −4C
3
KGij
δii
)
,
~ηuα
t =ρ˜
(
0, C∂αKKa, B∂αKta,
(
2
3
− 4A)K (Kαµ − 14∂µK∂αK) , 0, 0)+
+ ρ˜
(
0, 0, 0, e−KKρ˜Kβµ∂α
(
eKKγβ ˜pγ
)
, 0, 0
)
,
~ηtd
t =ρ˜
(
0, 4CK
3
Kbd,
3B
2KK
bcKcd, K∂td ˜pµ, −4C3 K2fkcGkj, 2B3 K2fkcGkj
)
+
(Hαd − f idgαi )
4
~ηuα
t ,
~ηφi
t =ρ˜
(
0, 0, 0, 0, 4C
3
K2Gij
δii
, −2B
3
K2Gij
δii
)
+
1
4
gαi ηuα
t . (B.45)
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