Estimating the generator of a continuous-time Markov jump process based on incomplete data is a problem which arises in various applications ranging from machine learning to molecular dynamics. Several methods have been devised for this purpose: a quadratic programming approach (cf. . Some of these methods, however, seem to be known only in a particular research community, and have later been reinvented in a different context. The purpose of this paper is to compile a catalogue of existing approaches, to compare the strengths and weaknesses, and to test their performance in a series of numerical examples. These examples include carefully chosen model problems and an application to a time series from molecular dynamics.
Introduction
Let {X(t), t P 0} be a continuous-time Markov jump process on a finite state space S @ {1, . . ., d}. Only time-homogeneous Markov processes will be considered, i.e. we assume that PðX ðt þ sÞ ¼ jjX ðtÞ ¼ iÞ ¼ PðX ðsÞ ¼ jjX ð0Þ ¼ iÞ for all states i, j 2 S and all t,s P 0. The transition matrix of {X(t), t P 0} is the time-dependent matrix P ðtÞ ¼ ðp ij ðtÞÞ i;j 2 R dÂd ; p ij ðtÞ ¼ PðX ðtÞ ¼ jjX ð0Þ ¼ iÞ containing the transition probabilities p ij (t). If the limit L ¼ lim t!0 P ðtÞ À Id t exists, then the transition matrix can be expressed as the matrix exponential
and L is called the infinitesimal generator of the Markov process fX ðtÞ; t P 0g. A matrix L 2 R dÂd generates a continuous-time Markov process if and only if all off-diagonal entries are nonnegative and the sum over each row equals zero. The set of generators will be denoted by
In this article, we consider the problem of how to determine the generator if only a finite sampling Y = {y 0 = X(t 0 ), . . ., y N = X(t N )} of a process at discrete times t 0 , t 1 , . . ., t N is available. Several difficulties must be taken into account. First, from a finite number of samples it is impossible to tell if the underlying process is actually Markovian. Second, it is not clear if the observed data originates indeed from discrete samples of a continuous-time Markov chain with some generator L, or rather from a discrete-time Markov chain which cannot be embedded into a time-continuous counterpart. In the latter case, a generator does not exist because the transition matrix of the discrete chain does not belong to the set
there is a L 2 G such that P ¼ expðLÞg:
It is well-known that P is a subset of all stochastic matrices, but the so-called embedding problem, i.e. the question what characterizes the elements of P, is widely open for d > 3 (cf. [1, 2] and references therein). A third difficulty is the fact that the matrix exponential function is not injective if the eigenvalues of the generator are complex. Hence, some matrices P 2 P can be represented as P ¼ expðLÞ ¼ expðLÞ with two different generators L 6 ¼ L. And finally, the question whether the time points t n of the observations are equidistant plays an important role. In case of a constant time lag s = t n+1 À t n an estimate of the transition matrix P(s) is available by counting the number of transitions between each pair of states, but in case of variable time lags the sampled data is typically not sufficient for reasonable approximations of the transition matrix. Due to these problems the above question has to be modified: how can we find the generator that ''agrees best'' with a finite observation Y = {y 0 = X(t 0 ), . . ., y N = X(t N )} of a process? Several methods have been proposed for this purpose [2, 19, 18, 3, 1] , but since the problem has been investigated in the context of rather different applications, some of these papers apparently remained unknown outside the corresponding research community or were at least not cited. Some methods have later been reinvented, such as the expectation-maximization algorithm introduced in [19] in 1996 and later by [1] in 2005. This may partly be due to the fact that even the terminology varies largely form paper to paper -for example, the generator is often called (transition) rate matrix (cf. [18] ), substitution matrix (cf. [20] ), intensity matrix (cf. [1] ), or ''matrix of transition intensities'' (cf. [17] ).
In this article, we present a concise -but not necessarily complete -review of approaches to generator estimation. We explain how each method works, discuss their pros and cons, evaluate their performance by numerical examples, and explain in which sense the ''agreement'' of the approximative generator with the data has to be understood in each case. In Section 2, we briefly sketch the resolvent method advocated, e.g., in [3] .
However, since the output of this method is in general not a generator matrix, it will later be excluded from the comparison. Section 3 resumes the quadratic programming approach introduced in [2] . In Section 4, we discuss several methods for the computation of maximum likelihood estimators and the expectation-maximization algorithms proposed, e.g., in [19, 17, 18, 1] . Furthermore, we derive a version of the EM-algorithm which is adapted to the reversible case. Numerical examples are presented in Section 5. The performance of the methods is illustrated by carefully chosen model problems and by an application to a large system arising from molecular dynamics. In the last section, we discuss and summarize the numerical results and give an outlook on a generalization of an enhanced expectation-maximization method to the case of varying time lags.
Resolvent method
For any generator L 2 G the parameter-dependent matrix
is called the resolvent of L. The inverse exists for all a > 0 since the real parts of the eigenvalues of a generator L 2 G are non-positive. An alternative formula representing the resolvent in terms of the transition matrix P(t) = exp(tL) is given by the Laplace transform
The existence of the integral is due to the fact that iP(t)i = 1 for all t P 0, and the equivalence of (3) and (2) follows from
The main idea of the resolvent method is to approximate the resolvent using its integral representation (3) and then to estimate the underlying generator via the identity
Computing the integral in (3), however, requires an approximation of the transition matrix P(t). Suppose that the process X(t) has been observed at equidistant time points t n = ns with some fixed time lag s > 0 and n = 0,. . ., N. Let 
In the approach of [5, 3] these estimates are used to approximate P(t) in the interval [t n ,t n+1 ] by linear interpolation: 
Since all integrals in (7) can be solved analytically, this yields an approximation e RðaÞ % RðaÞ to the resolvent. If e RðaÞ is invertible, then Eq. (4) yields an estimate e L ðaÞ ¼ aId À e R À1 ðaÞ for the generator. Of course, the estimate depends on the particular choice of a, but the optimal value of a can be determined by a maximum likelihood approach; see [5, 3] for details.
It can easily be shown that for any a the entriesl ðaÞ ii of the estimated generator e L ðaÞ satisfy the conditioñ l
However, e L ðaÞ is in general not a generator in the sense of (1), because e L ðaÞ can contain negative or even complex off-diagonal elements. This happens if some of the estimated transition matrices e P ðnÞ do not belong to the set P. In [3] , this obstacle did not appear because the resolvent method was applied to problems where the transition matrices could assumed to be calibrated (i.e. close to identity in some sense). In a general situation, however, the fact that e L ðaÞ 6 2 G is a severe drawback of the resolvent method.
Quadratic optimization method
In contrast to the resolvent method, the approach introduced by Crommelin and Vanden-Eijnden [2] yields an estimate that does belong to the set G: As in the previous chapter, first an approximative transition matrix e P ð1Þ % P ðt 1 Þ ¼ P ðsÞ is computed by Eq. (6). Now suppose an eigendecomposition
with a diagonal matrix K = diag(k 1 , . . ., k d ) containing the eigenvalues exists, and that k k 6 ¼ 0 for all k. (Note that U À1 can be obtained without explicit matrix inversion since its rows are the left eigenvectors of e P ð1Þ .) Then, the matrix
can be defined, and the approximative transition matrix can be expressed in terms of the matrix exponential expðs e LÞ ¼ expðU logðKÞU
In spite of this relation, e L cannot be considered as a reasonable estimate for the generator because e L 6 2 G in many cases. In order to find an estimate with the correct structural properties, Crommelin and Vanden-Eijnden propose to compute the generator e L 2 G which agrees best with the eigendecomposition (9). This is motivated by the fact that many properties of a continuous-time Markov chain (such as, e.g., its stationary distribution) depend strongly on the eigenvalues and eigenvectors of its generator. Therefore, in [2] the generator is estimated by solving the quadratic minimization problem
where U k denotes the kth column of U, U
À1
k is the kth row of U À1 , and
are weights with suitably chosen coefficients a k , b k , c k . The problem (10) can be solved with a standard quadratic optimizer such as the Matlab quadprog command after reformulating (10) as
with a tensor H 2 R dÂdÂdÂd and a matrix F 2 R dÂd ; see [2] for details. If d is so large that the tensor H cannot be stored, the problem (10) can still be solved with quadprog, but this requires a function for the evaluation of Hv for arbitrary v without composing H explicitly.
The maximum likelihood method
In this section, we explain in detail the maximum likelihood method introduced in [19] and elaborated further in [1] . The idea behind the maximum likelihood estimation (MLE) method is to find a generator e L such that it maximizes the discrete likelihood of the given time series.
Continuous and discrete likelihood functions
The basis objects in the MLE-method is the continuous and discrete likelihood function. Suppose that the 
By definition, the maximum likelihood estimator (MLE) e L maximizes the likelihood function (11) . Exploiting the monotonicity of the log-function, e L is also the maximizer of
i.e. e L is the null of the partial derivatives of log L c ðLÞ with respect to l ij and the Hessian matrix of log L c ðLÞ evaluated at e L is negative definite. A short calculation shows
and
vðði; jÞ ¼ ðk; lÞÞ:
In the case where the process has only been observed at discrete time points 0 = t 0 < t 1 < . . . < t N = T the discrete log-likelihood function L d of a time series Y = {y 0 = X(t 0 ), . . ., y N = X(t N )} is given in terms of the transition matrix P(t) = exp(tL)
where s k = t k+1 À t k is the time lag between two consecutive observations and p y k ;y kþ1 ðs k Þ is the probability that the process makes a transition from state y k to the state y k+1 in time s k . The discrete likelihood function (14) simplifies further under the assumption that the time lags s k = s are constant for s > 0,
where c ij ¼ c
ij is the frequency of transitions from state i to state j in the discrete time Markov chain Y = {y 0 , . . ., y N } (compare (5)). Even for this simplified case, the derivative of (15) with respect to the entries of L
has such a complicated form that the null cannot be found analytically. Hence no analytical expression for the MLE with respect to L is available.
Likelihood approach revisited
In the likelihood approach, a generator e L for a given time series is determined such that e L maximizes the discrete likelihood function (14) for the time series. As pointed out in the previous section the discrete likelihood function L d does not permit an analytical maximum likelihood estimator. On the other hand, the MLE (13) for a continuous time observation can be obtained analytically but for an incomplete observation the information between two consecutive observations is hidden and, hence, the observables R i (T) and N ij (T) are unknown. In this situation the expectation-maximization algorithm (EM-algorithm) is a natural choice because it allows iteratively to approximate a local maximum of L d by computing the expectation values of R i (T) and N ij (T) given the data and a generator guess. To be more precise, an iteration in the EM-algorithm consists of an expectation step (E-step) and a maximization step (M-step). In the E-step, the conditional expectations of the unknown parts in (11) with respect to the given data and a current guess e L of the MLE are computed, i.e. E e L ½R i ðT ÞjY and E e L ½N ij ðT ÞjY . In the maximization step, a new ''guess'' of a MLE is constructed via the maximizer (13) by replacing again the unobserved parts by their respective conditional expectations.
To formalize things, define the conditional log-likelihood function
where E e L denotes the conditional expectation with respect to a generator e L. Then, the EM-algorithm basically works as presented in Algorithm 1.
Algorithm 1 General EM-algorithm
Input: Time series
Compute the function GðL; e LÞ.
e L ¼ arg max L GðL; e LÞ (4) Go to Step (2) .
. . . be a sequence of generators obtained via the EM-algorithm. Dempster, Laird, and Rubin proved in [6] that an increase in G implies an increase in the discrete likelihood function
For our particular likelihood function (11) we obtain
and, consequently, the maximizer of (17) is given bỹ
The non-trivial task which remains is to evaluate the conditional expectations E L 0 ½N ij ðT ÞjY and E L 0 ½R i ðT ÞjY , respectively. The first step towards their computation is the observation that by the Markov property, the homogeneity of the Markov jump process and a constant time lag s the conditional expectations in (17) can be expressed as sums
Next, the conditional expectations in the right hand sides in (19) can be decomposed further by using the identities
Finally, the authors in [19, 1] realized that the auxiliary functions defined by 
where e i and e j are the i-th and j-th unit vectors. To summarize, the computation of the function GðL; e LÞ in the E-step reduces to solving the systems of ODEs given in (22). Solving these ODEs numerically, however, causes prohibitive computational costs when the number of states of the system is large. Another option is to approximate the matrix-exponentials which are involved in the analytic solutions of (22)
via the so-called uniformization method [7] . Choose a = max i=1,. . .,d { À l ii }, and define B = I + a À1 L. Then, e.g., M i ðtÞ ¼ ðM i kl ðtÞÞ k;l2S is given by
with e T i denoting the transpose of the unit vector e i . However, this expansion is fairly time consuming and for high dimensional matrices intractable. Moreover, the infinite sum has to be cut off at a finite n which entails inaccuracies. In the next subsection, we show how the left hand sides in (20) can be computed in an more efficient way. To end this subsection we finally state the resulting EM-algorithm 2 due to [19, 1] .
Algorithm 2 MLE-method according to [19, 1] Input: Time series 
Go to Step (2).
Enhanced computation of the maximum likelihood estimator
It was shown in [4] that the conditional expectations E L ½N ij ðtÞjX ðtÞ ¼ l; X ð0Þ ¼ k and E L ½R i ðtÞjX ðtÞ ¼ l; X ð0Þ ¼ k can analytically be expressed in terms of the generator L. Recalling the notation of the transition matrix P(s) = exp(sL), the following identities have been proved
In [18] , the Holmes and Rubin derived explicit formulas for the integrals in (24) by using the eigendecomposition
of the generator L. Here, the columns of the matrix U consist of all eigenvectors to the corresponding eigenvalues of L in the diagonal matrix
Consequently, the expression of the transition matrix P(t) simplifies to
and we finally end up with a closed form expression of the integrals in (24), that is
where the symmetric matrix W(t) = (W pq (t)) p,q2S is defined as
In many cases, computing the conditional expectations explicitly via the eigendecomposition leads to a considerable speed-up of the method. Therefore, this alternative will be referred to as the enhanced MLE-method. For the convenience of the reader, this method is summarized in Algorithm 3. In a single iteration step, d 2 conditional expectations have to be computed where each one is decomposed into d 2 conditional expectations. Hence, the computational cost of a single iteration step in the Algorithms 2 and 3 is Oðd 4 Á T E Þ where T E denotes the computational cost to compute a single conditional expectation in the E-Step. In many applications, the frequency matrix C is sparse, i.e., if jCj = j{c ij : c ij > 0, i,j 2 S}j denotes the number of positive entries in C then jCj ( d 2 . In this case the computational cost in both algorithms for a single iteration reduces to OðjCj 2 Á T E Þ. The numerical considerations in [1] lead to a total computational cost per iteration in Algorithm 2 of at least Oðd 6 Þ. According to the closed form expressions for the expectations (26), the computational cost of a single iteration in the enhanced MLE-method (Algorithm 3) is Oðd 5 Þ which is achieved by a simultaneously computation of the unknowns via matrix multiplication. For example, define for a fixed i 2 S the ma-
denote the i th row of the matrix U À1 and U i the i th column of U. Then M i can be computed by
where A * B is the Hadamard (entrywise) product of two matrices A and B.
Algorithm 3 Enhanced MLE-method
Step (2).
Reversible case
In the reversible case the homogeneous Markov jump process, given by its generator L, admits an unique stationary distribution p = (p i ) i2S and, moreover, detailed balance holds:
This has two important consequences for the EM-algorithm. The first one is that detailed balance guarantees a special representation of L which improves the stability and accuracy of the EM-algorithm. Furthermore, one has to take into account that the M-step in general does not preserve the reversibility. To understand the first issue, notice that L can be written as
with a symmetric matrix S which can be decomposed as
where k 1 ; . . . ; k d 2 R are the eigenvalues of S and V is an orthogonal matrix, i.e. VV T = I. Combining things, we end up with [4] 
Consequently, the integrals in (24) reduce to [18] 
where W is defined in (27). Next, we turn our attention to the problem of the non-preservation of the reversibility in the M-Step. The first idea could be to exploit the fact that detailed balance implies the bisection of the unknowns because l ji is determined by p i , p j and l ij . Then one could proceed as follows: firstly, compute the MLE e L via the EM-algorithm as usual and then define a reversible generator e L R ¼ ðl
( This would work in principle but it does not guarantee that the resulting generator e L R is the MLE subject to the space of reversible generators. As a remedy, we include the restriction to that space explicitly in the loglikelihood function (17) via Lagrange multiplier:
Performing the usual steps, we end up with the MLE e L R , given bỹ
where the Lagrange multiplier can be determined by
Combining both issues leads to Algorithm 4.
Algorithm 4
and 
Scaling
We prove that the maximizer (18) in the (enhanced) MLE-method respects the time invariance of the semigroup P(t) = exp(tL). Consequently, we can estimate a generator e Lðs 0 Þ with respect to s 0 = 1 and regain the original generator by e LðsÞ ¼ e Lð1Þ=s. Lemma 1. Let e LðsÞ be the MLE with respect to the time lag s and e Lð1Þ with respect to s 0 = 1. Then for both cases the general and the reversible case the following relation holds: 
¼ l; X ð0Þ ¼ k which proves (31). In the reversible case the same reasoning shows that the Lagrange multipliers scale linearly with s and therefore (31) also holds. h
Enhanced MLE-method vs. MLE-method
The eigendecomposition approach has several advantages compared to the numerical considerations proposed in [1] . Let d be the dimension of the discrete state space. As explained in Section 4.2, the computational cost is reduced to Oðd 5 Þ thanks to the closed form expression (26). Moreover, there is no longer an explicit dependency on the length of the time series. The second advantage is the exact computation of the conditional expectations involved in the E-step of the EM-algorithm. The steps which introduce numerical errors are the eigendecomposition and the computation of U À1 . As before, the explicit inversion of U can be avoided by considering the left eigenvectors of e L. We are aware that the eigendecomposition of non-symmetric matrices can be ill-conditioned, but any reliable numerical solver should indicate this. Nevertheless, the computational cost of both steps ðOðd 3 ÞÞ and their numerical stability are superior compared to any numerical approximation scheme for solving the ODEs in (22).
Numerical examples

Preparatory considerations
In order to compare the performance of the quadratic programming approach (QP) and the maximum likelihood method (MLE), these approaches are now applied to a series of model problems. A comparison with the resolvent method is omitted because, as we have seen above, this method does not respect the generator constraints and produces invalid estimates e L 6 2 G when no generator exists. A rather straightforward test would proceed as follows:
(1) Choose an arbitrary generator L 2 G and a time lag s. Although such a test seems to be somewhat reasonable, we will not use this procedure. The reason for our refusal is the fact that the time series produced in step 3 is just a single realization. Hence, the result of this test is random, too, and applying the test several times to the methods yields different results even though the input L remains unchanged. In fact, both methods are affected by the sampling error
(Here and below, i AE i denotes the matrix 2-norm.) Roughly speaking, the sampling error indicates how well the frequency matrix of a time series ''represents'' the underlying transition matrix. In the limit N ! 1 one may expect the sampling error to vanish, but for a finite number of observations the deviation can be considerable.
Since the outcome of a numerical method cannot be better than the input data, the error of both methods are bounded from below by the sampling error. Therefore, our numerical experiments are designed in a different way:
(1) (a) Choose a generator L 2 G and a time lag s and compute the corresponding transition matrix P(s) = exp(sL), or (b) choose a transition matrix P. This allows to test the performance of the methods in situations where no underlying generator exists. In this case, the time lag does not matter, and we can set s = 1. (2) Define a virtual frequency matrix by multiplying each row of the transition matrix P(s) with the corresponding entry of the stationary distribution p = (p i ),i 2 S and the length N of the (virtual) time series:
This is the frequency matrix which, up to rounding errors, reflects the underlying transition matrix in an optimal way. (3) Based on the virtual frequency matrix, define the virtual transition matrix
and compute an estimate e L % L for the generator. The advantage of this approach to numerical experiments is illustrated by a simple example in Appendix A, cf. Section A.2.
Of course, the choice of the initial value L 0 for the MLE-method is crucial for the convergence. If the matrix logarithm of b P virt exists, then a good initial value L 0 can easily be obtained by taking the absolute values of the off-diagonal entries of logð b P virt Þ=s and setting the diagonal entries to the corresponding negative row sums, respectively.
Transition matrix with underlying generator
In a first example we follow variant (a) of step 1 and consider the generator 
Based on the exact transition matrix P(s) with s = 0.2, we computed the virtual transition matrix b P virt ; N ¼ 10 10 via (34) and estimated the generator with both methods. The enhanced MLE-method (3) stopped after 1132 iteration steps because the increment-based stopping criterion k e L k À e L kÀ1 k 6 tol with tol = 10 À7 had been met. Fig. 1 shows the error of e L MLE with respect to L (35) as a function of the iteration steps.
Obviously, the convergence of the enhanced MLE-method is very slow. In contrast to the MLE-method, the QP-method converged after only a few iteration steps. In Table 1 , the errors of both approaches are compared. The QP-approach approximates the original generator clearly better than the enhanced MLE-method. This is, however, not surprising because it has to be taken into account that the QP-approach approximates the eigendecomposition of b P virt and for the length N = 10 10 of a virtual time series the difference between the exact and the virtual transition matrix is only kP ð0:2Þ À b P virt k ¼ 1:39 Á 10 À9 . Next, we investigate the influence of the sampling error on both estimation methods. Instead of considering realizations of the Markov jump process, we compute estimations of L for a number of virtual time series of increasing length N. Fig. 2 shows the resulting errors of e L MLE and e L QP with respect to the generator L (35) as a function of the length N of the virtual time series. It reveals that for a time series of a realistic length (N 6 10 7 ), the errors of e L QP and e L MLE are almost identical. The fact that the error of the MLE-method remains larger than 10
À5 regardless of N is due to the chosen stopping criterion.
Transition matrix without underlying generator
In contrast to the first case both estimation procedures are now applied to a transition matrix which does not possess a generator: 
One can immediately verify via Theorem 2 cited in the Appendix that (36) cannot be generated since, e.g, the state 6 is accessible from state 2 via state 1 but p 2,6 = 0. As Table 2 shows, the errors of the estimated transition matrices expðs e LÞ are of the same order of magnitude and are larger than in the first example due to the additional difficulty that no generator exists. The error kP À expð e L MLE Þk as a function of the first 10 iteration steps is shown in the upper panel of Fig. 3 . Surprisingly, the best accuracy is obtained after only one iteration, but the following iterations increase the error again. The reason for this behavior is the fact that the MLE-method aims to maximizing the likelihood instead of minimizing the error, and the graph of the discrete log-likelihood, depicted in the lower panel of Fig. 3 , clearly shows that the maximum likelihood was not attained after the first iteration.
In contrast to the first example, Fig. 4 shows that here increasing the length of the virtual time series does not improve the estimation significantly in both methods.
Transition matrix with exact generator under perturbation
In the next example, we consider again the transition matrix P(s) with s = 0.2 which is generated by the generator (35) given in the first example. In order to investigate the impact of perturbations due to, e.g., sampling from a time series, we estimate a generator based on a perturbed transition matrix
where is the perturbation matrix Table 2 Approximation errors of expð e L QP Þ and expð e L MLE Þ with respect to the given transition matrix (36) and the transition matrix b P virt constructed via (34) kP À expðs e LÞk k b P virt À expðs e LÞk The upper panel of Fig. 5 shows the deviation of the estimated generators from the unperturbed generator as a function of the perturbation factor k. The QP-method performs slightly better but both errors kL À e L QP k and kL À e L MLE k are of the same order of magnitude. Furthermore, the errors scale linearly with the perturbation factor k. This observation is plausible since for small perturbations the logarithm log(P + ) can be approximated by logðP Þ þ OðÞ. The lower panel of Fig. 5 illustrates the behavior of the errors of the estimated transition matrices expðs e L QP Þ and expðs e L MLE Þ, respectively. A similar reasoning as above explains the linear scaling. Finally, we consider the error of the estimated transition matrices expðs e L QP Þ and expðs e L MLE Þ with respect to the perturbed transition matrix P (s) = exp(sL) + k, depicted in Fig. 6 . Notice that the error kP ðsÞ À expðs e LÞk is bounded from above, namely kP ðsÞ À expðs e LÞk 6 k expðsLÞ À expðs e LÞk þ kkk:
Indeed, Fig. 6 shows that both errors obey that bound. For the perturbation factors up to k = 8, the matrix logarithm of P is still a generator whereas for k = 9,. . ., 19 the perturbation is apparently high enough to destroy the generator structure of the matrix logarithm of P . However, the accuracy of both methods is again of the same order of magnitude. 
Application to a time series from molecular dynamics
In the last example, we apply both methods to a time series of two torsion angles extracted from a numerical simulation of a trialanine dipeptide analogue. The ball-and-stick representation of this molecule together with the two considered torsion angles U and W is shown in the upper panel of Fig. 7 . The considered time series was generated in vacuum at a temperature of 750 K using the Hybrid Monte Carlo method [8] with 544.500 steps and with the GROMACS force field [9, 10] . The integration of the subtrajectories of the Monte Carlo proposal step were realized with 100 1-fs time steps of the Verlet integration scheme which results in the time lag s = 10
À13
. We are interested in identifying conformations of the trialanine molecule. A conformation of a molecule is understood as a mean geometric structure of the molecule which is conserved on a large time scale compared to the fastest molecular motions. From the dynamical point of view, a conformation typically persists for a long time (again compared to the fastest molecular motions) such that the associated subset of configurations is metastable. The lower panel of Fig. 7 shows the projection of the time series onto the torsion angles U and W which reveals the metastable behavior. The Ramachandran plot of the time series, given in the upper panel of Fig. 8 , illustrates the dependency among both torsion angles and indicates that the trialanine molecule attains three different conformations.
The metastability analysis via the transfer operator approach is based on a box-discretization of the torsion angle space. Identifying each element of the given time series with the box by which it is covered, we built up a discrete transition matrix P by counting the transitions between the boxes. The enhanced properties of the transition matrix P, namely the almost constant levels in the dominant eigenvectors of P, allows to identify conformations via Perron cluster cluster analysis (PCCA) [11, 12] .
To gain further insight into the dynamics of a molecule, the transitions between its conformations and the corresponding rates have to be considered. A recently developed framework, the Transition Path Theory (TPT), provides a statistical theory to describe transitions in Markov processes [13, 14] and allows to compute, e.g., transitions rates between conformations. The basic object in TPT is the committor function q AB with respect to two disjoint subsets A and B of the state space. Let i 2 S denote a state, then q AB (i) is the probability to go rather to B than to A conditioned on the process has started in i. For a Markov jump process, it is shown in [15] that the committor q AB (i),i 2 S satisfies ðLq AB ÞðiÞ ¼ 0; i 2 S n ðA [ BÞ;
q AB ðiÞ ¼ 0; i 2 A; q AB ðiÞ ¼ 1; i 2 B;
where L is the generator of the Markov jump process. We discretized the two-dimensional torsion angle space into 9 · 9 boxes and estimated a generator with respect to the transition matrix b P (compare (6)) with both methods on the resulting discrete state space with 54 states (i.e. 54 discretization boxes were visited by the time series). Moreover, instead of using the time lag s = 10 À13 , we performed the estimations with respect to s = 1 and scaled the resulting generators e L QP and e L MLE afterwards (compare Section 4.5). The QP-method took 4000 iteration steps until it converged whereas the stopping criterion k e L kþ1 À e L k k < 10 À3 of the enhanced MLE-method was satisfied after 1135 iterations. Although the MLE-method is not designed to approximate the spectral properties of the transition matrix b P , one can clearly see in Table 3 that it reproduced the spectral gap which indicates the number of metastable sets. Furthermore, the three eigenvectors corresponding to the three largest eigenvalues of e L MLE allowed a reasonably decomposition of the state space into three metastable sets via PCCA, as depicted in the lower panel of Fig. 8 .
We end this example by showing that the enhanced MLE-method can even estimate a generator for a state space with more than 200 states. We considered a 20 · 20 box discretization of the torsion angle space which results in a state space of 219 visited boxes. In Table 4 we compare again the four largest eigenvalues of the transition matrix b P with those of e P ¼ expðs e L MLE Þ. The spectral gap as well as the eigenvalues are well reproduced. The resulting decomposition of the state space via PCCA is shown in the lower panel of Fig. 9 . For sake of visualization, we illustrate in the upper panel of Fig. 10 the Gibbs-energy, Àlogp, where p = (p i ),i 2 S is the stationary distribution of the Markov jump process computed via p T L MLE = 0. The lower panel shows a decomposition of the torsion angles space into the two sets {i 2 S:q AB (i) 6 0.5} (depicted by the light grey boxes) and {i 2 S:q AB (i) > 0.5} (the dark boxes) where q AB is the committor function computed via (37). The set A was defined as the box in which the stationary distribution restricted on the lower conformation attains its maximum. The set B was chosen analogously with respect to the upper conformation. As one can see, the committor sharply separates the lower conformation from the upper conformations. Results for an equidistant discretization of the torsion angle space into 9 · 9 boxes. Table 3 The first four largest eigenvalues of the transition matrix b P and the transition matrices computed from the estimated generator e L QP and The gap between the third and fourth eigenvalue suggests a decomposition of the torsion angle space into three metastable sets. Results for a 9 · 9 box-discretization. Table 4 The four largest eigenvalues of the transition matrixP ðsÞ and the transition matrices computed from the estimated generator e L MLE Results for an equidistant 20 · 20 box-discretization of the torsion angle space.
Discussion and summary
To sum up, we discuss the pros and cons of the QP-method and the enhanced MLE-method. Concerning the accuracy of the estimates, the extensive numerical tests presented in the previous section did not reveal any decisive difference between both approaches. Only in case of an extremely long time series produced by a transition matrix with underlying generator, the QP-method produced significantly better results than the MLEmethod. This case, however, can be considered as somewhat artificial because a time series with such a huge number of observations is rarely available in real-life applications. In the other tests examples, the QP-method still produced slightly better results than the MLE-method, but the difference was almost negligible. In the trialanine example, the leading eigenvalues of the generator where slightly better estimated by the MLEmethod than by the QP-method, but this could possibly be changed by increasing the corresponding weights a k , b k , and c k in the functional (10) .
The similar error behavior of the two methods could possibly be explained by the fact that both methods are affected by the sampling error, i.e., by the error inherent in the finite and noisy time-series data or the frequency matrix, respectively. We suppose that the sampling error is the limiting factor of both approaches.
From the view point of convergence, the QP-methods is superior because due to the quadratic objective function, it converges to an unique maximum, whereas the (enhanced) MLE-method may only converge to a local rather than global maximum. Furthermore, the convergence rate of the (enhanced) MLE-method is very slow, but we have observed that a sufficient accuracy was already attained after few iterations. However, each step in the iteration in both techniques involves very different operations (a full eigendecomposition in one case, a quadratic programming step in the other), hence the cost of each of these steps is very different as well. In the scope of this article, we have restricted ourselves to equidistant observation times. We remark that the QP-method in the presented form cannot simply be applied to time series with varying time lags, because in this situation the required transition matrix estimate is not available. The enhanced MLE-method, however, allows the efficient treatment of the case of non-equidistant observation times t k by two slight modifications. Let {s 1 , . . . s r },r > 1 be the set of the different observation time lags with respect to the data Y and denote by C(s s ),s = 1,. . ., r the associated frequency matrices which provide the number of transitions between states with respect to the time lag s s , respectively. Then the conditional expectations in (17) can again be expressed as sums, e.g.,
c kl ðs s ÞE L 0 ½R i ðs s ÞjX ðs s Þ ¼ l; X ð0Þ ¼ k:
Finally, the exact computation of the conditional expectations with respect to the different time lags requires the additional computation of the matrices W(s 1 ), . . ., W(s r ) (cf. (24)) which only has to be performed once in each EM-iteration step. That approach will be presented in a forthcoming paper. 
