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Abstract
We study the formation of generic singularities of mean curvature flow by combining the
different approaches, specifically the methods in studying blowup of nonlinear heat equations,
the techniques used by the author and the collaborators for mean curvature flow, and these
invented by Colding and Minicozzi. We study the solution in a neighborhood of the blowup
point, in some generic regimes, we find the key parameters take favorable signs and have
sharp decay rates. We provide the remainder estimates in different norms.
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1 Introduction
Here we study mean curvature flow for a n−dimensional hypersurface embedded in Rn+1:
∂txt = −Hn, (1.1)
2
where H is the mean curvature, n is the normal vector at point x in the surface.
We are interested in the dynamics of neckpinch of the rescaled mean curvature flow with
generic blowup. Namely suppose that the surface forms a generic singularity at time T and
at location 0, then by rescaling
xt → xt√
T − t , τ := | ln(T − t)|, (1.2)
it was proved recently by Colding and Minicozzi [7] that as τ →∞, the rescaled hypersurface
Στ will converge to a cylinder, R
k×Sn−k√
2(n−k), k = 0, · · · , n−1, where S
n−k√
2(n−k) is the n−k-
dimensional sphere with radius
√
2(n− k). In the present paper we study the asymptotic of
the evolution.
There exists an extensive literature in studying the dynamics of neckpinch. In [22]
Huisken studied the convex hypersurface. For nonconvex ones, Huisken invented, in [23], an
energy functional, which is defined as, for rescaled mean curvature flow,
F (Στ ) = (4π)
−n
2
∫
Στ
e−
|ω|2
4 dµ, (1.3)
where µ being the area element on the surface Στ . It played an important role in many of
the known results. Colding and Minicozzi, in [7], proved the uniqueness of limit cylinder, for
generic singularities of rescaled mean curvature flow.
In [14, 15, 16, 8] Knopf, Sigal, the author, together with the other collaborators, applied
new techniques, namely modulational equations, application of propagator estimates, and
the technique of finding optimal coordinates to study the blowup of nonlinear heat equations,
and neckpinch for mean curvature flow, where the energy functional (1.3) did not play any
role. By the new techniques, in [14] we obtained some detailed estimates, for a limited class
of generic initial surfaces. In this aspect, the set of considered initial surfaces in [7] is much
larger.
In the present papers we make some progress in unifying the different approaches. We
choose to study the regimes where the limit cylinder is R3 × S1√
2
. However we expect our
arguments will work for all of the other cases Rk × Sn−k√
2(n−k), k = 0, · · · , n− 1. For n = 4,
i.e. four dimensional hypersurfaces, Huisken and Sinestrari in [24] studied the cases where
the limit cylinders are Sk × R4−k, with k = 4, 3. See also the works of Hamilton in [20] for
Ricci flow. In [1], Altschuler, Angenent and Giga studied the flow through singularities for
surfaces of rotation. For the other related works, see [27, 3].
We manage to prove that the 3 × 3 symmetric matrix B, to be defined in (3.19) below,
is positive definite in some generic regimes, and is close to be semi-positive definite in the
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others. To prove this we limit our consideration to the part of the rescaled hyper-surface
inside the ball B10
√
ln τ (0). This is sufficiently large to allow us to achieve the results. By
the same techniques, we can consider a much larger region, for example Στ ∩BM√ln τ (0) for
any M > 0. But here we can not consider the part as large as what inside of B
ce
1
2 τ
(0) for
some c > 0, which corresponds to the surface of mean curvature flow inside of Bc(0), since,
among the difficulties, the function Va,B, to be defined in (3.19) below, is not well defined in
such a large region without knowing B is sufficiently close to be semi-positive definite. This
will be addressed in subsequent papers.
Technically, we use two types of norms ‖〈y〉−k · ‖∞, k = 1, 2, 3, and ‖e− 18 |y|2 · ‖2. The
chosen L2 space with the norm ‖e− 18 |y|2 · ‖2 is very convenient for us to apply the known
estimates and methods, since it was used in [7] for mean curvature flow and for the study of
Type I blowup of nonlinear heat equations, see e.g. [17, 19, 18, 21, 12, 26, 13],
∂tu(x, t) = ∆u(x, t) + u
p(x, t), for p > 1. (1.4)
Moreover the norm ‖e− 18 |y|2 · ‖2 is very effective in controlling the terms produced by the
cutoff function χR, which is to be defined in (3.22) below. For example, since the derivative
of the cutoff function, for example ∇yχR, is supported on the set |y| ≥ R, it is easy to see
that ‖e− 18 |y|2∇yχR‖2 ≤ e− 110R2 which rapidly decays to 0 as R →∞. The norm ‖〈y〉−k · ‖∞,
k = 1, 2, 3, are used to find pointwise estimates.
Some of the ideas are based on the central manifold method used in studying Type
I (generic) blowup of nonlinear heat equations, see [17, 19, 21, 12, 26]. The methods in
Filippas and Liu [13] are especially helpful for us.
The paper is organized as follows: the main theorem will be stated in Section 2. In
Section 3 we decompose the graph function v into different parts, and find the governing
equations. The main theorem will be proved in Section 4. In Sections 5-13 we estimate the
different components of v, in various norms in detail.
In the present paper, the notation A . B signifies that there exists a universal constant
C such that A ≤ CB. The weighted L∞ norm ‖〈y〉−kf‖∞ stands for ‖(1 + |y|2)− k2 f‖∞.
2 Main Theorem
As defined in [6], λ(Σ) is the supremum of the Gaussian surface areas of hypersurface Σ over
all centers and scales. Under the condition that there exists a constant λ0 > 0 such that for
any τ > 0,
λ(Στ ) ≤ λ0, (2.1)
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it was proved in [6, 5] the only possible singularities are cylinders. Then it was proved in [7]
the limit cylinder is unique.
Based on this, we suppose that the blowup point is the origin and the blowup time is
T > 0, and suppose that the limit cylinder is R3 × S1√
2
with S1√
2
being the 1-dimensional
torus with radius
√
2, parameterized by, for y := (y1, y2, y3)
T ∈ R3,
 y√2cosθ√
2sinθ

 . (2.2)
Before stating the main result, we define a function R : [τ0,∞)→ R+ as
R(τ) :=
√
26
5
ln τ + 100 ln(1 + τ − τ0), (2.3)
where τ0 > 0 is a sufficiently large constant to be chosen later.
The result is the following:
Theorem 2.1. Suppose the condition (2.1) holds, the blowup point is the origin, and the
limit cylinder is the one parametrized by (2.2).
Then there exists a large time τ0 such that for τ ≥ τ0 and for |y| ≤ R(τ), the rescaled
mean curvature flow is parametrized by
√
T − t

 yv(y, θ, τ)cosθ
v(y, θ, τ)sinθ

 , (2.4)
and one of the two following results holds, for some C > 0,
(1) for some l ∈ {1, 2, 3}, up to a rotation y → Ry, one has that, for |y| ≤ R(τ),
v(y, θ, τ) =
√
2 + 1
τ
∑l
k=1 y
2
k
2a(τ)
+ η(y, σ, τ), (2.5)
where a satisfies the estimate
|a(τ)− 1
2
| ≤ Cτ−1, (2.6)
and η satisfies the estimates
‖e− 18 |y|21Rη(·, τ)‖2 ≤ Cτ−2, (2.7)
5
and
‖〈y〉−m1R∂lθ∇kyη(·, τ)‖∞ ≤ C(lnτ)−m−1, m+ |k|+ l = 3, m ≥ 1; (2.8)
(2) the solution converges to
√
2 with the rate,
‖e− 18 |y|21R
(
v(·, τ)−
√
2
)
‖2 ≤ Cτ−3, (2.9)
and (2.8) holds.
Here 1R is the Heaviside function defined as
1R(y) :=
[
1 if |y| ≤ R,
0 otherwise.
(2.10)
The theorem will be proved in Section 4.
3 the Effective Equations
Recall that we assume the blowup point is the origin, and assume the limit cylinder is
 y√2cosθ√
2sinθ

 , (3.1)
with θ ∈ [0, 2π). Then for t sufficiently close to the blowup time T , a possibly shrinking part
of the surface, in a neighborhood of the origin, can be parametrized as,
 xu(x, θ, t)cosθ
u(x, θ, t)sinθ

 , (3.2)
where x ∈ R3, u is a positive function, period in θ, defined in the set |x| ≤ c(t) for some
c(t) > 0.
The function u satisfies the parabolic differential equation, by the mean curvature equa-
6
tion (1.1) and the results in [11],
∂tu =
1
1 + |∇xu|2 + (∂θuu )2
3∑
k=1
[1 + |∇xu|2 − (∂xku)2 + (
∂θu
u
)2]∂2xku
+ u−2
1 + |∇xu|2
1 + |∇xu|2 + (∂θuu )2
∂2θu+ u
−2 2∂θu
1 + |∇xu|2 + (∂θuu )2
3∑
l=1
∂xlu∂xl∂θu
+
1
1 + |∇xu|2 + (∂θuu )2
(∂θu)
2
u3
−
∑
i 6=j
∂xiu∂xju
1 + |∇xu|2 + (∂θuu )2
∂xi∂xju−
1
u
.
(3.3)
Rescaling the surface by defining a new function v
u(x, θ, t) =
√
T − t v(y, θ, τ) (3.4)
here y and τ are the rescaled spatial and time variables defined as
y :=
x√
T − t , τ := −ln(T − t). (3.5)
From (3.3) we derive an equation for the function v,
∂τv = ∆yv + v
−2∂2θv −
1
2
y · ∇yv + 1
2
v − 1
v
+N1(v) (3.6)
with N1(v) defined as
N1(v) :=−
∑3
k=1(∂ykv)
2∂2ykv
1 + |∇yv|2 + (∂θvv )2
− v−2 (v
−1∂θv)2∂2θv
1 + |∇yv|2 + (∂θvv )2
+ v−2
2∂θv
1 + |∇yv|2 + (∂θvv )2
3∑
l=1
∂ylv∂yl∂θv
+
1
1 + |∇yv|2 + (∂θvv )2
(∂θv)
2
v3
−
∑
i 6=j
∂yiv∂yjv
1 + |∇yv|2 + (∂θvv )2
∂yi∂yjv.
(3.7)
Next we control v in a neighborhood of 0, based on the results in [7].
Define two functions R0, R1 : R
+ → R+ by the following identities:
e
1
8
R20(τ) = τ
18
25 , or equivalently, R0(τ) :=
12
5
√
ln τ . (3.8)
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and
e
1
8
R21(τ) = τ
7
10 , or equivalently, R1(τ) :=
√
28
5
√
ln τ . (3.9)
Obviously R1 < R0.
Lemma 3.1. There exists a constant M such that if τ ≥M , then the following results hold.
For |y| ≤ R0(τ), v satisfies the estimate
|v −
√
2|, |∇yv|, |∂θv| ≤ τ− 1825 e 18 |y|2, (3.10)
and there exists a constant C such that for any k ∈ (Z+)3 and l ∈ Z+ satisfying 2 ≤ |k|+ l ≤
10,
|∂lθ∇kyv| ≤ C. (3.11)
For |y| ≤ R1(τ) there exists a constant α > 0
‖(v(·, τ)−
√
2)1R1‖∞,
∑
|k|+l=1,2,3,4
‖1R1∇ky∂lθv(·, τ)‖∞ ≤ τ−α. (3.12)
Here 1R1 is the Heaviside function taking value 1 when |y| ≤ R1(τ), and 0 otherwise.
The lemma will be proved in Section C.
In what follows we expand the controlled region from |y| ≤ R0(τ) to |y| ≤ R(τ) with
R(τ) defined in (2.3), and obtain detailed estimates, by applying a bootstrap argument.
To start the bootstrap argument, we assume that in a time interval [τ0, τ1], with τ0 being
sufficiently large and being the same τ0 in the definition of R(τ), v satisfies the conditions
that, for τ ∈ [τ0, τ1] and |y| ≤ (1 + ǫ)R(τ) with ǫ being a positive constant,
|v(y, θ, τ)−
√
2|, |∂lθ∇kyv(y, θ, τ)| ≤ 1, |k|+ l = 1, 2, 3, 4. (3.13)
Based on Lemma 3.1 we have the following results:
Theorem 3.2. Suppose the conditions in (3.13) hold, then in the same time interval and
spatial region there exist unique parameters a, α1 and α2, a 3× 3 symmetric real matrix B,
and 3−dimensional vectors ~βk, k = 1, 2, 3, such that v can be decomposed as
v(y, θ, τ) =Va(τ),B(τ)(y) + ~β1(τ) · y + ~β2(τ) · ycosθ + ~β3(τ) · ysinθ + α1(τ)cosθ + α2(τ)sinθ
+ w(y, θ, τ),
(3.14)
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and e−
1
8
|y|2χRw is orthogonal to the following 18 functions
e−
1
8
|y|2wχR ⊥ e− 18 |y|2, e− 18 |y|2cosθ, e− 18 |y|2sinθ,
e−
1
8
|y|2yk, e−
1
8
|y|2(
1
2
y2k − 1), e−
1
8
|y|2ykcosθ, e−
1
8
|y|2yksinθ, k = 1, 2, 3,
e−
1
8
|y|2ymyn, m 6= n, m, n = 1, 2, 3.
(3.15)
Here Va,B and χR are two functions to be defined below.
Moreover they satisfy the estimates
|a− 1
2
|, |B|, |~βk|, |αl| ≤ τ− 35 , k = 1, 2, 3, l = 1, 2, (3.16)
‖e− 18 |y|2χRw‖2, ‖e− 18 |y|2∇yχRw‖2, ‖e− 18 |y|2∂θχRw‖2 ≤ τ− 35 , (3.17)
and
‖e− 18 |y|2∂2θχRw‖2, ‖e−
1
8
|y|2∂θ∇yχRw‖2,
∑
|k|=2
‖e− 18 |y|2∇kyχRw‖2 . τ−
3
10 . (3.18)
The theorem 3.2 will be proved in Section A.
The function Va(τ),B(τ)(y) in the theorem is defined as
Va(τ),B(τ)(y) :=
√
2 + yTB(τ)y
2a(τ)
, (3.19)
and B is a 3× 3 symmetric real matrix, and a is a scalar.
To define the cutoff function χR, we start with defining a smooth, spherically symmetric
cutoff function χ satisfying
χ(z) = χ(|z|) =
[
1, if |z| ≤ 1,
0, if |z| ≥ 1 + ǫ. (3.20)
We require it is a function decreasing in |z|, and there exist constants Mk = Mk(ǫ), k =
0, 1, · · · , 5, such that for any z satisfying 0 ≤ 1 + ǫ− |z| ≪ 1, χ satisfies the estimate
dk
d|z|kχ(|z|) =10Mk(|z| − 1− ǫ)
20−k +O((|z| − 1− ǫ)21−k), k = 0, 1, 2, 3, 4. (3.21)
Such a function is easy to construct, we skip the details here.
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Now we define the cutoff function χR as
χR(y) := χ(
y
R
). (3.22)
Next we explain the ideas in the decomposition of v in (3.14) in the above theorem.
As analyzed in [16],
√
2 + yTB(τ)y is the solution to the equation
−1
2
y · ∇yv + 1
2
v − 1
v
= 0. (3.23)
This equation is believed to be the “main part” of the equation (3.6). By technical reason
we parametrize Va,B as the “main part” of v.
Before explaining the reason for imposing the orthogonality conditions in (3.15), we derive
an equation for χRw.
Plug the decomposition of v in (3.14) into (3.6) to find
∂τw = −Lw + F (B, a) +G(~β1, ~β2, ~β3, α1, α2) +N1(v) +N2(η), (3.24)
where the linear operator L is defined as
L := −∆y + 1
2
y · ∇y − V −2a,B∂2θ −
1
2
− V −2a,B, (3.25)
the nonlinearity N2(η) is defined as
N2(η) :=− v−1 + V −1a,B − V −2a,Bη +
(
v−2 − V −2a,B
)
∂2θη
=− V −2a,Bv−1η2 − v−2V −2a,B(v + Va,B)η∂2θη,
(3.26)
the function η is defined as
η(y, θ, τ) :=~β1(τ) · y + ~β2(τ) · ycosθ + ~β3(τ) · ysinθ + α1(τ)cosθ + α2(τ)sinθ + w(y, θ, τ)
(3.27)
and the function F (B, α) is defined as
F (B, α) :=− y
T (∂τB +B
TB)y
2
√
2a
√
2 + yTBy
+
1√
2a
√
2 + yTBy
[
aτ
a
+ 1− 2a+ b11 + b22 + b22]
+
yTBTBy yTBy
2
√
2a(2 + yTBy)
3
2
+
aτ
(2a)
3
2
yTBy√
2 + yTBy
,
(3.28)
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and G(~β1, ~β2, ~β3, α1, α2) is defined as
G(~β1, ~β2, ~β3, α1, α2) :=− L[~β1 · y + ~β2 · ycosθ + ~β3 · ysinθ + α1cosθ + α2sinθ]
− d
dτ
[~β1 · y + ~β2 · ycosθ + ~β3 · ysinθ + α1cosθ + α2sinθ]
=
[ 2a
2 + yTBy
~β1 − d
dτ
~β1
] · y − d
dτ
~β2 · ycosθ − d
dτ
~β3 · ysinθ
+
[1
2
α1 − d
dτ
α1
]
cosθ +
[1
2
α2 − d
dτ
α2
]
sinθ,
here certain terms cancel each other by that d
2
dθ2
cosθ + cosθ = 0 and d
2
dθ2
sinθ + sinθ = 0.
Impose the cutoff function χR on w and find that χRw satisfies the equation
∂τ (χRw) =− L(χRw) + F (B, a)χR +G(~β1, ~β2, ~β3, α1, α2)χR +N1(η)χR +N2(v)χR + µ(w),
(3.29)
here the term µ(w) is defined as
µ(w) :=
1
2
(
y · ∇yχR
)
w +
(
∂τχR
)
w − (∆yχR)w − 2∇yχR · ∇yw. (3.30)
Now we explain the ideas behind imposing the orthogonality conditions (3.15) on χRw.
Since |B|, |a− 1
2
| ≪ 1, the linear operator L is “approximately” L0, defined as
L0 := −∆y + 1
2
y · ∇y − 1
2
∂2θ − 1.
The operator L0 is conjugate to a self-adjoint operator L0,
L0 := e− 18 |y|2L0e 18 |y|2 =
3∑
k=1
[−∂2yk +
1
8
y2k −
1
4
]− 1− 1
2
∂2θ . (3.31)
The first part on the right hand side is a harmonic oscillator, and the spectrum of −∂2θ
is {n2| n = 0, 1, · · · }. The directions corresponding to the positive eigenvalues are easy to
control since, at least on the linear level, they decay exponentially fast in time. The non-
positive eigenvalues and their eigenvectors, which are difficult to control since they represent
non-decaying directions, are
(I) e−
1
8
|y|2 with eigenvalue −1;
(II) e−
1
8
|y|2yk, k = 1, 2, 3, e−
1
8
|y|2cosθ, e−
1
8
|y|2sinθ with eigenvalue −1
2
;
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(III) e−
1
8
|y|2(1
2
y2k−1), e−
1
8
|y|2ykcosθ, e−
1
8
|y|2yksinθ, k = 1, 2, 3, and e−
1
8
|y|2ymyn, m 6= n, m, n =
1, 2, 3, with eigenvalue 0.
By making e−
1
8
|y|2χRw orthogonal to these eigenvectors in (3.15), then at least on a
heuristical level, we expect that e−
1
8
|y|2χRw will decay.
In what follows we estimate the different components in the decomposition of v.
To control various terms produced by the cutoff function χR, we define a constant κ(ǫ)
as
κ(ǫ) :=
5∑
k=1
sup
|z|
∣∣∣ dk
d|z|kχ(|z|)
∣∣∣. (3.32)
To facilitate later discussions, we define two functions H1 and H2.
The function H1 is defined as,
H1(τ) :=|B(τ)|3 + |B(τ)|2|aτ |+ |~β1(τ)|3 +
3∑
k=2
|~βk(τ)|2 +
∑
l=1,2
|αl(τ)|2
+Ψ(τ)
[
|B(τ)|+
3∑
k=1
|~βk(τ)|+
∑
l=1,2
|αl(τ)|
]
+R4(τ)Ψ2(τ),
(3.33)
and H2 is defined to emphasis the θ−dependence components of v,
H2(τ) :=
[ ∑
k=2,3
|~βk(τ)|+
∑
l=1,2
|αl(τ)|
][
|B(τ)|2 +
3∑
k=1
|~βk(τ)|2 +
∑
l=1,2
|αl(τ)|2 +Ψ(τ)
]
+R4(τ)Ψ(τ)
[
‖χRe− 18 |y|2∂2θw(·, τ)‖2 + ‖e−
1
8
|y|2∂θ∇yχRw(·, τ)‖2
]
,
(3.34)
with Ψ(τ) defined as
Ψ(τ) :=
∑
|k|+l=0,1,2
‖e− 18 |y|2∇ky∂lθ(χRw(·, τ))‖2. (3.35)
Recall that the definition of R(τ) depends on τ0 and recall the constant α > 0 from
(3.12), and recall that we limit our consideration to the region |y| ≤ (1 + ǫ)R(τ).
The results are the following:
Theorem 3.3. Suppose that τ0 is sufficiently large such that
κ(ǫ)R
− 1
10
0 (τ0) ≤ 1, τ−α0 R40(τ0) ≤ 1, (3.36)
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and suppose that there exists a sufficiently small constant δ such that for τ ∈ [τ0, τ1], and
|y| ≤ (1 + ǫ)R(τ)
|v(y, θ, τ)− 1
2
|, |∇ky∂lθv(y, θ, τ)| ≤ δ, if |k|+ l = 1, 2, 3, 4. (3.37)
Then there exists a constant c, such that in the same time interval, we have that
| d
dτ
B +BTB| ≤c[H1 + δ˜e− 15R2 ] (3.38)
|
(1
a
d
dτ
− 2
)(
a− 1
2
− 1
2
(b11 + b22 + b33)
)
| ≤c[|B|2 +H1 + δ˜e− 15R2 ], (3.39)
| d
dτ
~β1 − a(1 +O(|B|))~β1| ≤c[H1 + δ˜e− 15R2 ], (3.40)
| d
dτ
~β2|, | d
dτ
~β3| ≤c[H2 + δ˜e− 15R2 ], (3.41)
| d
dτ
α1 − 1
2
α1|, | d
dτ
α2 − 1
2
α2| ≤c[H2 + δ˜e− 15R2 ], (3.42)
the function χRw satisfies the following estimates,[ d
dτ
+
1
4
]
‖χRe− 18 |y|2w‖22 ≤ c
[[|B(t)|+ 3∑
k=1
|~βk(t)|+
∑
l=1,2
|αl|
]4
+ δ˜‖e− 18 |y|2∂2θχRw‖22 + δ˜e−
1
5
R2
]
,
(3.43)
[ d
dτ
+
1
4
]
‖e− 18 |y|2∇y(χRw)‖22 ≤ c
[[|B|+ 3∑
k=1
|~βk|+
∑
l=1,2
|αl|
]4
+ δ˜‖e− 18 |y|2∂2θχRw‖22 + δ˜e−
1
5
R2
]
,
(3.44)
and [ d
dτ
+
1
4
][
‖e− 18 |y|2∂2θχRw‖22 + ‖e−
1
8
|y|2∂θ∇yχRw‖22
]
≤c
[[ 3∑
k=2
|~βk|+
∑
l=1,2
|αl|
]2[|B|+ 3∑
k=1
|~βk|+
∑
l=1,2
|αl|
]2
+ δ˜e−
1
5
R2
]
,
(3.45)
and[ d
dτ
+
1
4
] ∑
|k|=2
‖e− 18 |y|2∇kyχRw‖22
≤c
[[|B|+ 3∑
k=1
|~βk|+
∑
l=1,2
|αl|
]4
+ δ˜
∑
|k|+l=1
‖e− 18 |y|2∇ky∂lθχRw‖22 + δ˜e−
1
5
R2
]
.
(3.46)
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Moreover the estimates in (3.38)-(3.42) and the estimates in (3.16)-(3.18) imply that
| d
dτ
a|, | d
dτ
B|,
3∑
k=1
| d
dτ
~βk|,
∑
l=1,2
| d
dτ
αl| . τ− 1120 . (3.47)
Here δ˜ is a positive constant defined as
δ˜ := δ + τ
− 1
2
0 . (3.48)
The theorem will be proved in subsequent sections.
The equations similar to (3.38)-(3.42) were derived in our previous works [14] and [8, 16,
15]. Here we only derive (3.41) in Section 5, since, to preparing for proving ~β2 and ~β3 decay
rapidly, we need some sharp estimates and observe many cancellations.
(3.43), (3.44) and (3.45) will be proved in Sections 6, 7 and 8 respectively.
The proof of (3.46) is similar and easier than that of (3.45), hence we will skip the proof.
In the next theorem we prove some pointwise estimates on w and its derivatives.
Recall the constants κ(ǫ) and α from (3.32) and (3.12) respectively. The result is the
following:
Theorem 3.4. Suppose that τ0 is a sufficiently large constant, and suppose that (3.37) holds
in the time interval [τ0, τ1] for a sufficiently small δ > 0.
Then in the same time interval we have, for some C > 0,
‖〈y〉−3χRw‖∞ ≤Cδ˜κ(ǫ)R−4(τ),
‖〈y〉−2∇ky∂lθχRw‖∞ ≤Cδ˜κ(ǫ)R−3(τ), |k|+ l = 1,
‖〈y〉−1∂θ∇kyχRw‖∞ ≤Cδ˜κ(ǫ)R−2(τ), |k|+ l = 2.
(3.49)
The theorem will be reformulated in Section 9.
To make Theorems 3.2, 3.3 and 3.4 applicable we need to verify their conditions, namely
the conditions (3.13) and (3.37) and choosing τ0 to be sufficiently large.
To prove (3.13) and (3.37), we need the following results,
Lemma 3.5. Suppose that the graph function v of the rescaled mean curvature flow satisfies
the estimates,
|v(·, τ)−
√
2|, |∇ky∂lθv(·, τ)| ≤ R−
1
2 (τ), |k|+ l = 1, 2. (3.50)
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for |y| ≤ R(τ) and for τ ∈ [τ0, τ1], with τ1 − τ0 ≥ 20.
Then for any δ > 0, one can choose a sufficiently large τ0, and there exist some constant
C, which is independent of δ, and some small κ = κ(δ) > 0 such that at time τ = τ1 + 10κ
and in the region |y| ≤ (1 + 5κ)(R(τ)− C), v satisfies the estimates
|v(·, τ)−
√
2|, |∇ky∂lθv(·, τ)| ≤ δ, |k|+ l = 1, 2, 3, 4. (3.51)
Proof. The main tools are the local smooth extension of mean curvature flow, see [9] and
comparing the rescaled mean curvature flow to the mean curvature flow, which were used in
[7]. See also [2, 28, 25, 5].
By the scaling relation y = e
1
2
τx in (3.5) and the definition of R(τ) in (2.3), we find that
the size of region in x variable (i.e. for mean curvature flow) corresponding to |y| ≤ R(τ), is
shrinking as τ increase.
Now we fix a time τ1 and consider the evolution of mean curvature flow, from time 0,
with Mτ1 being the initial condition. Then in the time interval, [−2, 0] and for |x| ≤ R(τ1),
there exists a function u˜ > 0 such that the mean curvature flow is parametrized by
 xu˜(x, θ, t)cosθ
u˜(x, θ, t)sinθ

 . (3.52)
The new flow is related to the original one in (3.2) by rescaling
u˜(x, θ, t) =
1
λ
u(λx, θ, λ2t+ t1) (3.53)
with λ :=
√
T − t1.
Since the flow in (3.2) blows up at time T and at point 0, the new mean curvature flow
will blowup at time T˜ = 1, at point 0.
The fact that τ1 is sufficiently large makes |T − t1| small. The fact that the controlled
region for mean curvature flow is actually shrinking and the estimates on v(·, τ), τ ≤ τ1,
imply that for t ∈ [−2, 0] and |x| ≤ R(τ1), the function u˜ is uniformly bounded in C2. By the
regularity estimates, there exists an independent constant C1 such that that for t ∈ [−1, 0]
and |x| ≤ R(τ1)−C1, the function u˜ is uniformly bounded in C6. By interpolating between the
estimates of the derivatives of v, there exists a constant R˜(τ1) such that for |x| ≤ R(τ1)−C1
and at time t = 0,
|u˜(·, 0)−
√
2|, |∇kx∂lθu˜(·, 0)| ≤
1
R˜(τ1)
, if |k|+ l = 1, 2, 3, 4, (3.54)
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with R˜(τ1)→∞ as R(τ1)→∞.
To prove the desired (3.51), we choose τ0 to be large enough to make
1
R˜(τ1)
≤ 1
10
δ, recall
that R is an increasing function. By the local smooth extension, there exists a constant
C2 ≥ C1 and a small constant κ = κ(δ) such that for t ≤ 10κ and |x| ≤ R(τ1) − C2, the
following estimates hold
|u˜(·, t)−
√
2|, |∇kx∂lθu˜(·, t)| ≤
1
2
δ, if |k|+ l = 1, 2, 3, 4. (3.55)
Then the desired estimate (3.51), for the rescaled mean curvature flow, follows by choosing
κ to be sufficiently small, and scaling relations, recall that the blowup time for (3.52) is 1.
4 Proof of the Main Theorem 2.1
We start with proving that the conditions (3.13), (3.37) hold in the time interval [τ0, ∞).
And then by choosing τ0 to be sufficiently large, Theorems 3.2, 3.3 and 3.4 become applicable.
In the first step we verify the conditions in the interval [τ0, τ0+ 20]. Here we exploit the
estimates in Lemma 3.1 and that there exists a ǫ0 > 0 such that, for τ ∈ [τ0, τ0 + 20],
R0(τ)
R(τ)
≥ 1 + ǫ0, (4.1)
where, R0, R are defined in (3.8) and (2.3) respectively, and we need τ0 to be sufficiently
large.
Hence, for any small δ > 0, if we choose ǫ ≤ ǫ0 in defining the cutoff function χ and
choose τ0 to be sufficiently large, then in the interval [τ0, τ0 + 20], the conditions (3.13) and
(3.37) hold. After choosing τ0 to be sufficiently large again, we find that Theorems 3.2, 3.3
and 3.4 are applicable in the interval [τ0, τ0 + 20].
In the second step we consider the interval [τ0 + 20,∞), and proceed by induction.
Suppose that the conditions (3.13) and (3.37) hold in the time interval [τ0, τ1], with
τ1 − τ0 ≥ 10. Then we show that there exists an q > 0 such that they hold in [τ0, τ1 + q].
Consequently by induction and continuity, we have it hold in the interval [τ0, ∞).
The main tool is Lemma 3.5. Before applying it we need to verify the condition (3.50).
This indeed holds by the decomposition of v in (3.14), and the decay rate
|B|, |a− 1
2
|,
3∑
k=1
|~βk|,
∑
l=1,2
|αl| ≤ τ− 12
16
in (3.16), and the estimates of χRw derived from Theorem 3.4:
|∇ky∂lθw| . κ(ǫ)R−1 for |y| ≤ R(τ) = O(
√
ln τ), τ ∈ [τ0, τ1], |k|+ l = 0, 1, 2. (4.2)
Now we apply Lemma 3.5. Let δ be small enough to meet the requirements of Theorem
3.3 and 3.4, and let κ = κ(δ) be the constant in Lemma 3.5. We choose τ0 large enough to
to meet the condition in Lemma 3.5 and to make R(τ0) ≥ 2(1+2κ)C2κ , which, together with
R(τ) ≥ R(τ0), makes (1 + 5κ)(R(τ) − C2) ≥ (1 + κ)R(τ), then by Lemma 3.5 we have the
desired condition (3.37) holds, with ǫ chosen to be κ, in [τ0, τ1 + q], for some q > 0. (3.13)
holds also since it is weaker than (3.37).
After proving the estimates in Theorems 3.2, 3.3 and 3.4 hold in [τ0, ∞), in what follows
we apply them to prove the Main Theorem 2.1.
We start with improving the decay rates of the θ−dependent components of v, namely
these of ~β2, ~β3, α1, α2, ‖e− 18 |y|2∂θχRw‖2, ‖e− 18 |y|2∂2θχRw‖2 and ‖e−
1
8
|y|2∂θ∇yχRw‖2.
The result is
Lemma 4.1. There exists a τ1 > 0 such that for any τ ≥ τ1 we have∑
k=2,3
|~βk(τ)|+
∑
l=1,2
|αl(τ)| ≤ τ−5, (4.3)
and
‖e− 18 |y|2∂θχRw‖2, ‖e− 18 |y|2∂2θχRw‖2, ‖e−
1
8
|y|2∂θ∇yχRw‖2 . τ− 112 . (4.4)
Proof. We proceed by a standard inductive process.
The key argument is the following: suppose that there exists a constant τ1 such that for
τ ≥ τ1 one has ∑
k=2,3
|~βk(τ)|+
∑
l=1,2
|αl(τ)| ≤ τ−γ , for some γ ∈ [3
5
, 5], (4.5)
then there exists a τ2 ≥ τ1, such that for τ ≥ τ2, one has better decay rates∑
k=2,3
|~βk(τ)|+
∑
l=1,2
|αl(τ)| ≤ τ−γ− 15 . (4.6)
This obviously implies the desired decay estimate (4.3), by iterating finitely many times,
and to start the process, (4.5) holds for γ = 3
5
by (3.16) in Theorem 3.2.
Next we prove (4.6), by assuming (4.5).
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We start with estimating ‖e− 18 |y|2∂lθ∇kyχRw(·, τ)‖2, |k| + l = 0, 1, 2, l ≥ 1. We rewrite
(3.45), using that ‖e− 18 |y|2∂θχRw‖2 ≤ ‖e− 18 |y|2∂2θχRw‖2, and using the estimates of the scalars
in (3.16), and the estimates on χRw and its derivatives in (3.17) and (3.18) to obtain,∑
|k|+l=2, l≥1
‖e− 18 |y|2∂lθ∇kyχRw(·, τ)‖22
≤C
[
e−
1
4
(τ−τ0)τ
− 3
5
0 +
∫ τ
τ0
e−
1
4
(τ−σ)
[ 3∑
k=2
|~βk(σ)|+
∑
l=1,2
|αl(σ)|
]2
σ−
6
5 dσ +
∫ τ
τ0
e−
1
4
(τ−σ)e−
1
5
R2(σ) dσ
]
=C
[
M1 +M2 +M3
]
,
(4.7)
where Mk, k = 1, 2, 3, is defined as
M1 := e
− 1
4
(τ−τ0)τ
− 3
5
0 + e
− 1
4
(τ−τ1)
∫ τ1
τ0
e−
1
4
(τ1−σ)
[ 3∑
k=2
|~βk(σ)|+
∑
l=1,2
|αl(σ)|
]2
σ−
6
5 dσ,
M2 :=
∫ τ
τ1
e−
1
4
(τ−σ)
[ 3∑
k=2
|~βk(σ)|+
∑
l=1,2
|αl(σ)|
]2
σ−
6
5 dσ,
and
M3 :=
∫ τ
τ0
e−
1
4
(τ−σ)e−
1
5
R2(σ) dσ.
Here we decomposed the second term in the first step into two by dividing the integration
interval [τ0, τ ] = [τ0, τ1] ∪ [τ1, τ ].
M1 decays exponentially fast, hence there exists a τ2 such that, for any τ ≥ τ2,
M1 ≤ τ−12.
For M2, apply the estimate in (4.5) and L’Hoˆpital’s rule to obtain that, for any τ ≥ τ1,
M2 .
∫ τ
τ1
e−
1
4
(τ−σ)σ−
6
5
−2γ dσ . τ−
6
5
−2γ.
For M3, by the fast decay of e
− 1
5
R2(τ) and L’Hoˆpital’s rule, there exists a τ2 such that,
for any τ ≥ τ2,
M3 ≤ τ−12.
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Consequently, for τ ≥ τ2, with τ2 sufficiently large,∑
|k|+l=1,2, l≥1
‖e− 18 |y|2∂lθ∇kyχRw(·, τ)‖22 . τ−
6
5
−2γ + τ−12,
after taking square root,∑
|k|+l=1,2, l≥1
‖e− 18 |y|2∂lθ∇kyχRw(·, τ)‖2 . τ−
3
5
−γ + τ−6. (4.8)
Similarly, use (3.16)-(3.18) and (4.8) to find that if τ2 is large enough, then for τ ≥ τ2,∑
|k|+l=0,1,2,
‖e− 18 |y|2∂lθ∇kyχRw(·, τ)‖2 . τ−
6
5 . (4.9)
These together with (3.16) and (4.5), imply that, for τ ≥ τ2,
H2(τ) . R
4(τ)τ−γ−
9
5 ≤ τ−γ− 1310 , (4.10)
where, we used that R(τ) ≤ 20√ln τ and recall the definition of H2 in (3.34).
We rewrite the equation for ~βk, k = 2, 3, in (3.41) as, using that ~βk(∞) = 0, k = 2, 3,
|~βk(τ)| .
∫ ∞
τ
[H2(σ) + e
− 1
5
R2(σ)] dσ. (4.11)
Apply the estimate in (4.10) to have the desired estimate, for τ ≥ τ2 ≥ τ1
|~βk(τ)| ≤ 1
4
τ−
1
5
−γ, k = 2, 3, (4.12)
By the equations for α1, α2 in (3.42) for αl, l = 1, 2 we have
|αl(τ)| .
∫ ∞
τ
e
1
2
(τ−σ)[H2(σ) + e−
1
5
R2(σ)] dσ ≤ 1
4
τ−
1
5
−γ. (4.13)
These two estimates above imply the desired (4.6), complete the induction.
We prove (4.4) by assigning γ = 5 in (4.8).
Next we improve the decay estimates for the matrix B, the parameters a− 1
2
, the vector
~β1 and these for ‖e− 18 |y|2∇kyχRw(·, τ)‖2, |k| = 0, 1, 2.
19
The ideas are based on the arguments in [17, 19, 21, 12, 26], and in particular [13], where
the blowup of nonlinear heat equation is studied. The present problem is actually made
easier by the estimates in Theorem 3.2, derived from [7].
In what follows we improve the decay estimates, by induction.
Suppose that, for some σ ≥ 1
10
and C(σ) <∞ we have, for τ ≥ τ1,
|B|, |a− 1
2
|, |~β1|, ‖e− 18 |y|2χRw(·, τ)‖2, ‖e− 18 |y|2∇yχRw(·, τ)‖2 ≤ C(σ)τ− 12−σ. (4.14)
We consider the three different regimes for the decay rate in (4.14): σ < 1
2
, σ = 1
2
and
σ > 1
2
.
(1) If σ < 1
2
, then we will improve the estimates to σ = 1
2
, i.e. the decay rate is at least
τ−1.
(2) σ = 1
2
, which makes |B| ≤ Cτ−1, for some C > 0. This is one of the generic regime and
we will prove that the 3× 3 symmetric matrix B is almost semi-positive definite.
(3) If σ > 1
2
, then we will improve the estimates to σ = 5
2
.
For σ = 1
10
, the estimates hold with C(σ) = 1 by Theorem 3.2. Hence we can start with
the induction with σ = 1
10
.
In what follows we improve the decay estimates in (4.14).
By reasoning as in the proof of Lemma 4.1, and also using its results, we find that there
exists some Q≫ 1, such that if τ ≥ Q then∑
|k|=0,1,2
‖e− 18 |y|2∇kyχRw(·, τ)‖2 . τ−1−2σ + τ−5, (4.15)
| d
dτ
B +BTB|, |~β1| . τ− 32−3σ + τ−5, (4.16)
|aτ |, |a− 1
2
− 1
2
(b11 + b22 + b33)| . τ−1−2σ + τ−5. (4.17)
In the next, we consider two different regimes and claim the following results:
(1) If 3
2
+ 3σ ≤ 11
5
, then for sufficiently large τ we have
|B| . τ− 1320− 32σ. (4.18)
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Obviously here 13
20
+ 3
2
σ ≤ 1.
This together with the estimates in (4.15)-(4.17) improves the estimates in (4.14) by
increasing the decay rate from τ−
1
2
−σ to τ−
1
2
−σ˜ with σ˜ = 3
20
+ 3
2
σ. Then we go through
the same process again, until the condition in Item [(2)] below is satisfied.
(2) If 3
2
+ 3σ = 11
5
+ ǫ0 for some ǫ0 > 0, then we have two possibilities:
(A) |B| ≤ Cτ−1 and the estimates in (4.15)-(4.17) hold with σ = 1
2
. And up to a unitary
transformation, as τ →∞,
B = τ−1

 b1 0 00 b2 0
0 0 b3

+O(τ−2), (4.19)
where bk, k = 1, 2, 3, taking values either 0 or 1.
(B) |B| decays faster than τ−1, or
|B| ≤ τ− 1320− 32σ− 12 ǫ0. (4.20)
Then the estimates in (4.15)-(4.17) hold with σ = 5
2
, and
|B| . τ−3. (4.21)
Since more difficult cases have been studied in [17, 19, 21, 12, 26], and in particular [13],
we only sketch the main ideas in the proof of Item [(1)]. All the arguments, except (4.21) in
Item [(2)], will be proved similarly. To prove (4.21), we rewrite (3.38) as
|B| ≤
∫ ∞
τ
|B|2(s) ds+ c
∫ ∞
τ
H1(s) + δ˜e
− 1
5
R2(s) ds. (4.22)
Then use that |B| decays faster than τ−1 to improve the decay estimate, inductively.
Now we prove Item [(1)]. Suppose b(τ) is the eigenvalue of B(τ) with the largest absolute
value. Then there exists a constant c such that the following estimate holds, up to a near
identity transformation, ∣∣∣∂τ b(τ) + b2(τ)∣∣∣ ≤ cτ− 32−3σ. (4.23)
Now we consider two possibilities.
The first possibility is that |b(τ1)| ≤ 2τ−
13
20
− 3
2
σ
1 for some τ1 sufficiently large. Here we
claim for any τ ≥ τ1,
|b(τ)| ≤ 2τ− 1320− 32σ, (4.24)
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which implies the desired (4.18).
To prove (4.24), suppose there exists a τ2 ≥ τ1 such that
|b(τ2)| = 2τ−
13
20
−σ
2 . (4.25)
Then there exists a non-empty interval [τ2, τ3] in which |b(τ)| ≥ τ− 1320− 32σ. In this interval,
using τ
− 32−3σ
b2
≪ 1, we rewrite (4.23) as,
∂τb+ b
2(1 + o(1)) = 0. (4.26)
Here if b(τ2) < 0, then |b| will grow and blowup in finite time, make [τ2, τ3] sufficiently
large in the process. This contradicts to the fact that limτ→∞ |b(τ)| = 0. Hence the only
possibility is b(τ2) > 0, we solve (4.26) to find that, for τ ∈ [τ2, τ3],
b(τ) =
1
1
b(τ2)
+ (τ − τ2)(1 + o(1))
≤ 2τ− 1320− 32σ, (4.27)
which confirms the desired (4.24). Here we used the identity in (4.25) and that 13
20
+ 3
2
σ ≤ 1.
The second possibility is that, for any M there exists a τ1 ≥ M such that |b(τ1)| >
2τ
− 13
20
− 3
2
σ
1 . We exclude this by arguments very similar to (4.25)-(4.27), hence skip the details
here.
The results in Lemma 4.1 and Item [(2)] above, and these in Theorem 3.4 imply Main
Theorem 2.1.
5 Derivation of (3.41)
We only derive the equation for ~β2, that for ~β3 can be derived identically.
Take inner product of the equation of ∂τ (χRw) in (3.29) and e
− 1
4
|y|2ycosθ to find that
〈∂τ (χRw), e− 14 |y|2ycosθ〉 =〈−L(χRw), e− 14 |y|2ycosθ〉+ 〈GχR, e− 14 |y|2ycosθ〉
+ 〈(N1 +N2)χR, e− 14 |y|2ycosθ〉+ 〈µ(w), e− 14 |y|2ycosθ〉,
(5.1)
where we used the identity 〈FχR, e− 14 |y|2ycosθ〉 = 0, since F is independent of θ.
We start with simplifying the problem by using one of the orthogonality conditions
imposed on χRw in (3.15), specifically
〈χRw, e− 14 |y|2ycosθ〉 = 0 (5.2)
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to cancel many terms.
For the term on the left hand side, (5.2) makes
〈∂τ (χRw), e− 14 |y|2ycosθ〉 = 0. (5.3)
For the first term on the right hand side, we have the identity
〈−L(χRw), e− 14 |y|2ycosθ〉 = 0. (5.4)
based on the three facts: (1) the simple fact ∂2θcosθ = −cosθ implies that
〈χR(V −2a,B∂2θw + V −2a,Bw), e−
1
8
|y|2ycosθ〉 = 0,
(2) that e−
1
4
|y|2y is an eigenvector of (−∆+ 1
2
y · ∇y)∗ and (3) χRw ⊥ e− 14 |y|2ycosθ.
By the consideration of parity, all, except the ~β2−terms in 〈GχR, e− 14 |y|2ycosθ〉 vanish.
Compute directly and use that
∫ 2π
0
cos2θ dθ = 1
2
to obtain
〈GχR, e− 14 |y|2ycosθ〉 = −1
6
∫
R3
χR(y)|y|2e− 14 |y|2 dy d
dτ
~β2,
Since R≫ 1, ∫
R3
χR(y)|y|2e− 14 |y|2 dy =
∫
R3
|y|2e− 14 |y|2 dy(1 + o(1)).
For the last term on the right hand side of (5.1), we have
|〈µ(w), e− 14 |y|2ycosθ〉| . e− 15R2(τ)δ˜, (5.5)
where the factor δ˜ is from,
|∂ky∂lθw| ≤ δ + τ−
1
2 ≤ δ˜, when |y| ≤ (1 + ǫ)R(τ) = O(
√
ln τ), |k|+ l = 0, 1, 2, 3, 4, (5.6)
which is implied by the decomposition of v in (3.14), the estimates on the scalars in (3.16)
and the condition in (3.37), and the factor e−
1
5
R2(τ) is from that the functions in µ(w) are
supported by the set |y| ∈ [R, (1 + ǫ)R], and the fast decay of the function e− 14 |y|2:∫
|y|≥R
e−
1
4
|y|2|y| dy3 ≤ e− 15R2 . (5.7)
Collect the estimates and rewrite the equation (5.1) as
| d
dτ
~β2| . |〈(N1 +N2)χR, e− 14 |y|2ycosθ〉|+ e− 15R2(τ)δ˜. (5.8)
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For the terms on the right hand side, we claim that,
|〈(N1 +N2)χR, e− 14 |y|2ycosθ〉| . H2 + e− 15R2(τ)δ˜2, (5.9)
where, recall that H2 is defined in (3.34).
These imply the desire estimate for ~β2 in (3.41).
What is left is to prove (5.9).
To illustrate the idea we only study the four terms, Fk, k = 1, 2, 3, 4. F1 is defined in
terms of N2,
F1 := 〈χRN2(η), e− 14 |y|2ycosθ〉 (5.10)
Fk, k = 2, 3, 4, are parts of 〈χRN1, e− 14 |y|2ycosθ〉, specifically,
F2 := 〈χR (∂y1v)
2
1 + |∇yv|2 + v−2(∂θv)2∂
2
y1
v, e−
1
4
|y|2ycosθ〉, (5.11)
F3 := 〈χRv−2 (v
−1∂θv)2∂2θv
1 + |∇yv|2 + (∂θvv )2
, e−
1
4
|y|2ycosθ〉, (5.12)
F4 := 〈χR 1
1 + |∇yv|2 + (∂θvv )2
(∂θv)
2
v3
, e−
1
4
|y|2ycosθ〉. (5.13)
The reason for choosing these last three terms, instead of the other ones related to N1, is
that in F2,
(∂y1v)
2
1+|∇yv|2+v−2(∂θv)2 ∂
2
y1
v does not have a factor being θ−derivative of v, which is
rapidly decaying, while the terms in F3 and F4 have at least two such factors. The other
terms can be estimated similarly.
For F1, we start with showing that certain terms cancel each other. By definition
N2(η) = −(v−1 − V −1a,B + V −2a,Bη) + (v−2 − V −2a,B)∂2θη.
By taking inner product with e−
1
4
|y|2ycosθ, the θ−independent function V −1a,B does not con-
tribute. Integrate by parts, twice, using the identity
∂2θcosθ = −cosθ, (5.14)
and the fact ∂θv = ∂θη to have
〈χRV −2a,Bη, e−
1
4
|y|2ycosθ〉 =− 〈χRV −2a,B∂2θη, e−
1
4
|y|2ycosθ〉,
〈χRv−1, e− 14 |y|2ycosθ〉 =〈χRv−2∂2θη, e−
1
4
|y|2ycosθ〉 − 2〈v−3(∂θη)2, e− 14 |y|2ycosθ〉.
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This transforms F1 into a simpler form
F1 = 2〈v−3(∂θη)2χR, e− 14 |y|2ycosθ〉. (5.15)
Decompose η as in (3.27) and insert the identity 1 = χR + (1− χR) before w to find
∂θη =∂θ
[
~β2 · ycosθ + ~β3 · ysinθ + α1cosθ + α2sinθ
]
+ ∂θχRw + ∂θ(1− χR)w (5.16)
Plug this into the definition of F1 to find
F1 =2〈v−3
[
∂θ
[
~β2 · ycosθ + ~β3 · ysinθ + α1cosθ + α2sinθ
]]2
χR, e
− 1
4
|y|2ycosθ〉
+ 4〈v−3∂θ
[
~β2 · ycosθ + ~β3 · ysinθ + α1cosθ + α2sinθ
]
χR∂θχRw, e
− 1
4
|y|2ycosθ〉
+ 2〈v−3(∂θχRw)2 χR, e− 14 |y|2ycosθ〉+O(δ˜e− 15R2)
=F11 + F12 + F13 +O(δ˜2e− 15R2), (5.17)
where F1,k, k = 1, 2, 3, are naturally defined and O(δ˜e− 15R2) is used to control all the terms
having a factor being (1 − χR)w and its derivatives, which is supported by the set |y| ≥ R,
for example, we bound the term 〈v−3χR ∂θχRw ∂θ(1− χR)w, e− 14 |y|2ycosθ〉〉 by∣∣∣〈v−3χR ∂θχRw ∂θ(1− χR)w, e− 14 |y|2ycosθ〉∣∣∣ . δ˜2
∫
|y|≥R
e−
1
4
|y|2|y| dy3 . δ˜2e− 15R2 , (5.18)
where we applied the estimates in (5.6) to have
|∂θχRw ∂θ(1− χR)w| . δ˜2.
To estimate F12 and F13, we compute directly to obtain,
|F12| . ‖e− 18 |y|2χR∂θw‖2
[ ∑
k=2,3
|~βk|+
∑
l=1,2
|αl|
]
, (5.19)
|F13| . 〈(∂θw)2 χ2R, e−
1
4
|y|2 |y|〉 . R ‖e− 18 |y|2χR∂θw‖22. (5.20)
For F11 the simple facts∫ 2π
0
cos3θ dθ =
∫ 2π
0
sin2θcosθ dθ =
∫ 2π
0
sinθcos2θ dθ = 0
make
〈
[
∂θ
[
~β2 · ycosθ + ~β3 · ysinθ + α1cosθ + α2sinθ
]]2
, cosθ〉θ = 0. (5.21)
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Here and in the rest of the paper 〈·, ·〉θ signifies the inner product in θ-variable.
(5.21) together with the definition of F11 forces the θ−dependent part of v to contribute.
Integrate by parts to find the three identities
〈v−3sin2θ, cosθ〉θ = −1
3
〈∂θv−3, sin3θ〉θ, 〈v−3sinθcosθ, cosθ〉θ = 1
3
〈∂θv−3, cos3θ〉θ,
〈v−3cos2θ, cosθ〉θ =〈∂θv−3, sinθ〉θ + 1
3
〈∂θv−3, sin3θ〉θ.
Plug this into the definition of F11, decompose v as in (3.14), and insert 1 = χR + (1− χR)
and compute directly to find
|F11| .
[ ∑
k=2,3
|~βk|+
∑
l=1,2
|αl|
]2 〈|∂θv−3| χR, e− 14 |y|2(1 + |y|)3〉
.
[ ∑
k=2,3
|~βk|+
∑
l=1,2
|αl|
]3
+
[ ∑
k=2,3
|~βk|+
∑
l=1,2
|αl|
]2
‖e− 18 |y|2χR∂θw‖2.
(5.22)
Collect the estimates above to have the desired estimate
|F1| .
[ ∑
k=2,3
|~βk|+
∑
l=1,2
|αl|
]3
+R‖e− 18 |y|2χR∂θw‖22 + δ˜2e−
1
5
R2 . (5.23)
For the term F4, we use the identity ∂θv = ∂θη and use the decomposition of η to have
F4 =〈χR 1
1 + |∇yv|2 + (∂θvv )2
(∂θη)
2
v3
, e−
1
4
|y|2ycosθ〉
=〈χR (∂θη)
2
v3
, e−
1
4
|y|2ycosθ〉 − 〈χR
|∇yv|2 + (∂θvv )2
1 + |∇yv|2 + (∂θvv )2
(∂θη)
2
v3
, e−
1
4
|y|2ycosθ〉. (5.24)
The first term on the right hand side is exactly 1
2
F1, which was estimated in (5.23).
For the second term the contributions from |∇yv|2 and (∂θvv )2 makes
|F4| .
[ ∑
k=2,3
|~βk|+
∑
l=1,2
|αl|
]2 [ ∑
k=2,3
|~βk|+
∑
l=1,2
|αl|+ |B|
]
+R‖e− 18 |y|2χR∂θw‖22 + δ˜2e−
1
5
R2 ,
(5.25)
which is the desired result.
Next we analyze F2.
We start with casting the expression into a convenient form. The idea is to use the pres-
ence of the integration factor cosθ to force the θ−dependent component of v to contribute.
This is necessary since its θ-dependent part decays rapidly.
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To implement the ideas, we integrate by parts in θ to have,
F2 =− 〈χR∂θ
[ (∂y1v)2
1 + |∇yv|2 + v−2(∂θv)2∂
2
y1
v
]
, e−
1
4
|y|2ysinθ〉 (5.26)
=− 〈χR (∂y1v)
2
1 + |∇yv|2 + v−2(∂θv)2∂
2
y1
∂θv, e
− 1
4
|y|2ysinθ〉
− 〈χR
[
∂θ
(∂y1v)
2
1 + |∇yv|2 + v−2(∂θv)2
]
∂2y1v, e
− 1
4
|y|2ysinθ〉
In what follows we exploit, to the full extent, the presence of the θ−derivative of v.
By the decomposition of v in (3.14),
∂2y1∂θv = ∂
2
y1
∂θw, ∂
2
y1
v = ∂2y1Va,B + ∂
2
y1
w,
and thus
F2 =− 〈χR (∂y1v)
2
1 + |∇yv|2 + v−2(∂θv)2∂
2
y1
∂θw, e
− 1
4
|y|2ysinθ〉
− 〈χR
[
∂θ
(∂y1v)
2
1 + |∇yv|2 + v−2(∂θv)2
]
∂2y1Va,B, e
− 1
4
|y|2ysinθ〉
− 〈χR
[
∂θ
(∂y1v)
2
1 + |∇yv|2 + v−2(∂θv)2
]
∂2y1w, e
− 1
4
|y|2ysinθ〉
=F21 + F22 + F23 (5.27)
where F21, F22 and F23 are naturally defined.
We start with analyzing F22. Compute directly to have
|F22| .|B|〈χR
[
|∂y1v||∂y1∂θv|+ |∂θv||∂2θv|+ |∂θv|2
]
, e−
1
4
|y|2|y|〉
where we used the estimates, when |y| ≤ (1 + ǫ)R = O(√ln τ), |∂θv| ≪ 1 of (3.37), and
|∂2y1Va,B| . |B|+ |B|2|y|2 ≤ 2|B|, (5.28)
which is in turn implied by that |a− 1
2
|, |B| ≤ τ− 35 in (3.16).
The slowest decaying term is 〈χR|∂y1v||∂y1∂θv|, e−
1
4
|y|2|y|〉 since the other two have two
factors being θ−derivatives of v. Decompose v as in (3.14), and then insert 1 = χR+(1−χR)
27
before w to have
|∂y1v| |∂y1∂θv| ≤
[
|B||y|+
3∑
k=1
|~βk|+ |∂y1χRw|+ |∂y1(1− χR)w|
]
×
[ ∑
k=2,3
|~βk|+ |∂y1∂θχRw|+ |∂y1∂θ(1− χR)w|
]
, (5.29)
where we used that
|∂y1Va,B| . |B||y| for |y| ≤ (1 + ǫ)R = O(ln τ), (5.30)
which, in turn, is implied by that |B|, |a− 1
2
| ≤ τ− 35 of (3.16). Compute directly to have
〈χR|∂y1v||∂y1∂θv|, e−
1
4
|y|2 |y|〉 .
∑
k=2,3
|~βk|
[
|B|+
3∑
k=1
|~βk|+ ‖e− 18 |y|2∂y1χRw‖2
]
+ ‖e− 18 |y|2∂θ∂y1χRw‖2
[
|B|+
3∑
k=1
|~βk|+R2‖e− 18 |y|2∂y1χRw‖2
]
+ δ˜e−
1
5
R2 ,
and hence, recall that H2 is defined in (3.34),
F22 .H2 + δ˜e
− 1
5
R2 . (5.31)
Now we turn to estimating F21. We claim that it satisfies the estimate
|F21| .‖e− 18 |y|2∂y1∂θχRw‖2
[
|B|2 +
3∑
k=1
|~βk|2 + δ˜R2
∑
k=1,2
‖e− 18 |y|2∂ky1χRw‖2
]
+ δ˜2e−
1
5
R2 . (5.32)
The key step is, to avoid estimating ‖e− 18 |y|2χR∂2y1∂θw‖, we integrate by parts in y1 to
find,
F21 =〈∂y1∂θw, ∂y1
[
χR
(∂y1v)
2
1 + |∇yv|2 + v−2(∂θv)2 e
− 1
4
|y|2ycosθ
]
〉. (5.33)
What is left is tedious, but routine: we decompose v as in (3.14), then insert 1 =
χR + (1− χR) before w to find the desired estimate. We choose to skip the details here.
For F23, use methods similar to these above to find
|F23| .‖e− 18 |y|2∂2y1χRw‖2
[
|B|+
3∑
k=1
|~βk|+
∑
l=1,2
|αl|
][ 3∑
k=2
|~βk|+
∑
l=1,2
|αl|
]
+ δ˜‖e− 18 |y|2∂2y1χRw‖2
[
‖e− 18 |y|2∇y∂θχRw‖2 + ‖e− 18 |y|2∂2θχRw‖2
]
+ δ˜2e−
1
5
R2 .
(5.34)
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These together with the estimates for F1k, k = 1, 2, 3 implies the desired estimate
|F2| . H2 + δ˜e− 15R2 . (5.35)
Next we estimate F3, which is considerably easier than estimating F2, where, in order to
create a θ−derivative of v, we integrated by parts in θ in (5.26). F3 has at least two factors
being the θ−derivatives of v. Compute directly to have
|F3| . 〈χR(∂θv)2|∂2θv|, e−
1
4
|y|2|y|〉. (5.36)
What left is to use the decomposition of v and insert 1 = χR+(1−χR) to prove the desired
results
|F3| .
[ ∑
k=2,3
|~βk|+
∑
l=1,2
|αl|
]3
+ δ˜R‖e− 18 |y|2∂2θχ3,Rw‖22 + δ˜2e−
1
5
R2 , (5.37)
here we use that, for any smooth function g, ‖∂θg‖2 ≤ ‖∂2θg‖2.
6 Proof of (3.43)
We use the equation for χRw in (3.29) to derive
d
dτ
〈e− 18 |y|2wχR, e− 18 |y|2wχR〉
=− 2〈e− 18 |y|2wχR, L˜e− 18 |y|2wχR〉+ 2〈e− 18 |y|2wχR, e− 18 |y|2FχR〉+ 2〈e− 18 |y|2wχR, e− 18 |y|2GχR〉
+ 2〈e− 18 |y|2wχR, e− 18 |y|2N1(v)χR〉+ 2〈e− 18 |y|2wχR, e− 18 |y|2N2(η)χR〉+Hχ
=
5∑
k=1
Dk +Hχ, (6.1)
here the linear operator L˜ is defined as
L˜ := −∆y + 1
16
|y|2 − 3
4
− V −2a,B∂2θ −
1
2
− V −2a,B = e−
1
8
|y|2Le
1
8
|y|2 , (6.2)
and the term Dk, k = 1, 2, · · · , 5, are naturally defined, and the term Hχ is defined as
Hχ :=2〈e− 18 |y|2wχR, e− 18 |y|2(∂τχR)w〉 − 2〈e− 18 |y|2wχR, e− 18 |y|2(∆χR)w〉
− 4〈e− 18 |y|2wχR, e− 18 |y|2∇yχR · ∇yw〉+ 2〈e− 18 |y|2wχR, e− 18 |y|2y · ∇yχRw〉.
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It is relatively easy to estimate Hχ, using that the support of the derivatives of the cutoff
function χR is |y| ∈ [R, (1 + ǫ)R]. Reasoning as in (5.18), we obtain
|Hχ| . e− 15R2 δ˜2. (6.3)
For the term D1 in (6.1), we integrate by parts in y and θ variables to obtain
D1 ≤− 2‖∇y(e− 18 |y|2wχR)‖22 −
1
8
‖ye− 18 |y|2wχR‖22 − (1− τ−
1
2 )‖∂θ(e− 18 |y|2wχR)‖22
+ [
7
2
+ τ−
1
2 ]‖e− 18 |y|2wχR‖22,
(6.4)
where we used (3.16) to find that, for |y| ≤ (1 + ǫ)R(τ) = O(√lnτ ) and τ ≫ 1,
|V −2a,B −
1
2
| ≤ |a− 1
2
|+ |yTBy| ≤ τ− 12 .
On the other hand, since e−
1
8
|y|2wχR is orthogonal to all the eigenvectors with eigenvalues
0, 1
2
, 1, of the linear operator −∆y + 18 |y|2 − 34 − 12∂2θ , we have
〈e− 18 |y|2wχR, (−∆y + 1
8
|y|2 − 3
4
− 1− 1
2
∂2θ )e
− 1
8
|y|2wχR〉 ≥ 1
2
‖e− 18 |y|2wχR‖22. (6.5)
This together with the fact |V −2a,B − 12 | ≤ τ−
1
2 for |y| ≤ (1 + ǫ)R implies that
D1 ≤ −(1− τ− 12 )‖e− 18 |y|2wχR‖22. (6.6)
We divide D1 into D1 =
9
10
D1 +
1
10
D1, apply (6.6) on the
9
10
D1 part, and apply (6.4) on
1
10
D1 to have
D1 ≤− 1
10
[
‖∇y(e− 18 |y|2wχR)‖22 +
1
8
‖ye− 18 |y|2wχR‖22 +
1
2
‖∂θ(e− 18 |y|2wχR)‖22
]
− 1
2
‖e− 18 |y|2wχR‖2.
(6.7)
The negative part − 1
10
[
‖∇y(e− 18 |y|2wχR)‖22+ 18‖ye−
1
8
|y|2wχR‖22+ 12‖∂θ(e−
1
8
|y|2wχR)‖22
]
will
be used to remove certain positive terms produced in estimating |Dk|, k = 2, 3, 4, 5 below.
For D2, we claim that for some C > 0,
|D2| ≤ 1
20
‖e− 18 |y|2wχR‖22 + C
[
H21 (τ) + |B|6 + |aτ |2|B|4
]
+ δ˜e−
1
5
R2 . (6.8)
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To prove this we use the orthogonality conditions imposed on e−
1
8
|y|2wχR to see many
cancellations. For example, for the first term in the definition of F (B, a) in (3.28), compute
directly to obtain that
Υ :=|〈e− 18 |y|2wχR, e− 18 |y|2χR y
T (∂τB +B
TB)y
2
√
2a
√
2 + yTBy
〉|
.|〈e− 18 |y|2wχR, e− 18 |y|2 y
T (∂τB +B
TB)y
2
√
2a
√
2 + yTBy
〉|+ δ˜e− 15R2
.〈e− 18 |y|2wχR, e− 18 |y|2yT (∂τB +BTB)y
[ 1
2
√
2a
√
2 + yTBy
− 1
2
√
2a
√
2
]
〉+ δ˜e− 15R2
.‖e− 18 |y|2wχR‖2|B|
[
H1 + |B|2 + |aτ ||B|
]
+ δ˜e−
1
5
R2
(6.9)
where in the second step we use the estimate
|〈e− 18 |y|2wχR, e− 18 |y|2(χR − 1)y
T (∂τB +B
TB)y
2
√
2a
√
2 + yTBy
〉| . δ˜e− 15R2 (6.10)
since the integrand is supported by the set |y| ∈ [R, (1+ ǫ)R], in the third step we observed
〈e− 18 |y|2wχR, e− 18 |y|2 y
T (∂τB +B
TB)y
2
√
2a
√
2
〉 = 0
by the orthogonality conditions imposed on e−
1
8
|y|2wχR, and in the last step we use the
estimate | d
dτ
B +BTB| . H1 + δ˜e− 15R2 in (3.38).
After estimating similarly the other terms in D2, we find
|D2| .‖e− 18 |y|2wχR‖2|B|
[
H1 + |B|2 + |aτ ||B|
]
+ δ˜e−
1
5
R2 , (6.11)
Apply Schwartz inequality to obtain the desired (6.8).
For D3, the imposed orthogonality conditions remove most of the terms,
|D3| = |〈e− 18 |y|2wχR, e− 18 |y|2[ 2a
2 + yTBy
− a]~β1 · y〉| . |~β1| |B| ‖e− 18 |y|2wχR‖2,
hence, for some C > 0,
|D3| ≤ 1
20
‖e− 18 |y|2wχR‖22 + C|~β1|2|B|2. (6.12)
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For D4, we use the estimate |∇ky∂lθv| ≤ δ ≪ 1 for |y| ≤ (1 + ǫ)R and 1 ≤ |k| + l ≤ 4 in
(3.37) to find
|N1| . |∇yv|2 + |∂θv|2. (6.13)
This makes
|D4| .〈|e− 18 |y|2wχR|, e− 18 |y|2χR|∇yv|2〉+ 〈|e− 18 |y|2wχR|, e− 18 |y|2χR|∂θv|2〉. (6.14)
Decompose v as in (3.14), and insert 1 = χR + (1− χR) before w, and compute directly
to obtain the desired result: for some constant C > 0,
|D4| ≤Cδ˜
[
‖∇y(e− 18 |y|2wχ)‖22 + ‖ye−
1
8
|y|2wχ‖22 + ‖∂θ(e−
1
8
|y|2wχ)‖22
]
+
1
20
‖e− 18 |y|2wχ‖22
+ C
[
|B|+
3∑
k=1
|~βk|+
∑
l=1,2
|αl|
]4
+ δ˜e−
1
5
R2 ,
(6.15)
For D5, we claim that
|D5| ≤Cδ˜‖∂θ(e− 18 |y|2wχR)‖22 +
1
20
‖e− 18 |y|2wχR‖22 + C
[
|B|+
3∑
k=1
|~βk|+
∑
l=1,2
|αl|
]4
+ δ˜e−
1
5
R2 .
(6.16)
Suppose the claim holds, we collect the estimates above and use the negative parts of D1
to remove various terms in |Dk|, k = 2, 3, 4, 5, to find the desired results (3.43).
Next we prove (6.16). By the definition of N2(η) in (3.26)
D5 = 2〈e− 18 |y|2wχR, e− 18 |y|2V −2a,Bv−1η2χR〉+ 2〈e−
1
8
|y|2wχR, e−
1
8
|y|2v−2V −2a,B(v + Va,B)η∂
2
θηχR〉
=: D51 +D52,
with D51 and D52 naturally defined.
For D51, decompose η as in (3.27), and apply the same techniques as before to have
|D51| . ‖e− 18 |y|2wχR‖2
[ 3∑
k=1
|~βk|2 +
∑
l=1,2
|αl|2
]
+ δ˜‖e− 18 |y|2wχR‖22 + δ˜e−
1
5
R2 . (6.17)
For D52, we integrate by parts in θ to have
D52 =− 2〈∂θe− 18 |y|2wχR, e− 18 |y|2v−2V −2a,B(v + Va,B)η∂θηχR〉
− 2〈e− 18 |y|2wχR, e− 18 |y|2V −2a,B
(
∂θv
−2(v + Va,B)η
)
∂θηχR〉.
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This together with the fact ∂θv = ∂θη and |∂θv| ≤ δ ≪ 1 implies that
|D52| . 〈|∂θe− 18 |y|2χRw|, e− 18 |y|2 |η| |∂θη|χR〉+ 〈|e− 18 |y|2χRw|, e− 18 |y|2 |∂θη|2χR〉 (6.18)
What is left is to decompose v, and use the fact |w|, |∂2θw| . δ˜, for |y| ≤ (1 + ǫ)R, to
have the desired result. We choose to skip the details here.
7 Proof of (3.44)
To simplify the notations we only estimate ‖e− 18 |y|2∂y2(χRw)‖2. The others in ‖e−
1
8
|y|2∇y(χRw)‖2
can be controlled identically.
Since the general procedure is identical to the previous section, we only sketch the proof.
Take the derivative ∂y2 on the equation for w in (3.29), and observe that for any function
g,
1
2
∂y2y · ∇yg =
1
2
∂y2g +
1
2
y · ∇y∂y2g,
to obtain
∂τ∂y2χRw = −(L+
1
2
)∂y2χRw + ∂y2χR
(
F +G +N1 +N2
)
+ Λ(χRw) + ∂y2µ(w), (7.1)
where Λ(χRw) is produced in changing the sequence of ∂y2 and L,
Λ(χRw) := L∂y2χRw − ∂y2LχRw +
1
2
∂y2χRw = −(∂y2V −2a,B)∂2θχRw − (∂y2V −2a,B)χRw. (7.2)
Compute directly to obtain
∂τ 〈e− 18 |y|2∂y2χRw, e−
1
8
|y|2∂y2χRw〉
=− 2〈e− 18 |y|2∂y2χRw, (L˜+
1
2
) e−
1
8
|y|2∂y2χRw〉+ 2〈e−
1
8
|y|2∂y2χRw, e
− 1
8
|y|2∂y2
(
χR(F +G)
)〉
+ 2〈e− 18 |y|2∂y2χRw, e−
1
8
|y|2∂y2
(
χRN1
)〉+ 2〈e− 18 |y|2∂y2χRw, e− 18 |y|2∂y2(χRN2)〉
+ 2〈e− 18 |y|2∂y2χRw, e−
1
8
|y|2Λ(χRw)〉+ 2〈e− 18 |y|2∂y2χRw, e−
1
8
|y|2∂y2µ(w)〉
=
6∑
k=1
Ψk,
(7.3)
where the linear operator L˜ is defined in (6.2), and Ψk, k = 1, 2, · · · , 6, naturally defined.
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For Ψ1, we observe that the orthogonality conditions imposed on χRw imply that
e−
1
8
|y|2∂y2(χRw) ⊥ e−
1
8
|y|2, e−
1
8
|y|2cosθ, e−
1
8
|y|2sinθ,
e−
1
8
|y|2ykcosθ, e
− 1
8
|y|2yksinθ, e
− 1
8
|y|2yk, k = 1, 2, 3.
(7.4)
Similar to obtaining (6.7),
Ψ1 ≤− 1
10
[
‖∇ye− 18 |y|2∂y2χRw‖22 +
1
8
‖ye− 18 |y|2∂y2χRw‖22 +
1
2
‖e− 18 |y|2∂y2∂θχRw‖22
]
− 1
2
‖e− 18 |y|2∂y2χRw‖22.
(7.5)
For Ψ2, we compute directly and use (3.38)-(3.42) to obtain, for some C > 0,
|Ψ2| ≤ 1
20
‖e− 18 |y|2∂y2χRw‖22 + C
[
|B|3 + |aτ ||B|2 + |B||~β1|
]2
+ Cδ˜e−
1
5
R2 . (7.6)
For Ψ3, we integrate by parts in y2 and then use
|N1| . |∇yv|2 + |∂θv|2 (7.7)
to find
|Ψ3| .〈|∂y2e−
1
8
|y|2∂y2χRw|, χRe−
1
8
|y|2
[
|∇yv|2 + |∂θv|2
]
〉
+ 〈|y2||e− 18 |y|2∂y2χRw|, χRe−
1
8
|y|2
[
|∇yv|2 + |∂θv|2
]
〉.
(7.8)
What is left is routine: decompose v as in (3.14), insert 1 = χR + (1 − χR) before w, and
use that |∇yw|, |∂θw| . δ˜ for |y| ≤ (1 + ǫ)R in (5.6), and then apply Schwartz inequality to
find, for some C > 0,
|Ψ3| ≤Cδ˜
[
‖∇ye− 18 |y|2∂y2χRw‖22 + ‖e−
1
8
|y|2y2∇yχRw‖22 + ‖e−
1
8
|y|2∂θχRw‖22 + ‖e−
1
8
|y|2∇yχRw‖22
]
+ C
[
|B|+
3∑
k=1
|~βk|+
∑
l=1,2
|αl|
]4
+ Cδ˜e−
1
5
R2 .
(7.9)
To estimate Ψ4, we integrate by parts in y2, and then use the estimate
|N2| . |η||∂2θη|+ η2 (7.10)
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to find
|Ψ4| .〈|∂y2e−
1
8
|y|2∂y2χRw|, χRe−
1
8
|y|2
[
|η||∂2θη|+ η2
]
〉
+ 〈|y2||e− 18 |y|2∂y2χRw|, χRe−
1
8
|y|2
[
|η||∂2θη|+ η2
]
〉.
(7.11)
After going through the process as before, we find, for some C > 0,
Ψ4 ≤Cδ˜
[
‖∇ye− 18 |y|2∂y2χRw‖22 + ‖e−
1
8
|y|2y2∇yχRw‖22 + ‖e−
1
8
|y|2∂2θχRw‖22 + ‖e−
1
8
|y|2χRw‖22
]
+ C
[
|B|+
3∑
k=1
|~βk|+
∑
l=1,2
|αl|
]4
+ δ˜e−
1
5
R2 .
(7.12)
For Ψ5, to avoid involving ‖e− 18 |y|2∂2θχRw‖2, we integrate by parts in θ in the first term
to have
Ψ5 =2〈e− 18 |y|2∂y2∂θχRw, e−
1
8
|y|2(∂y2V
−2
a,B)∂θχRw〉 − 2〈e−
1
8
|y|2∂y2χRw, e
− 1
8
|y|2(∂y2V
−2
a,B)χRw〉.
(7.13)
This together with the estimate, |∇yV −2a,B| . |B||y| ≤ τ−
1
2 ≤ δ˜ for |y| ≤ (1 + ǫ)R, implies
that, for some C > 0,
|Ψ5| ≤ Cδ˜
[
‖e− 18 |y|2∂y2∂θχRw‖22 + ‖e−
1
8
|y|2∂θχRw‖22 + δ˜‖e−
1
8
|y|2∂y2χRw‖22 + ‖e−
1
8
|y|2χRw‖22
]
.
(7.14)
It is easy to control Ψ6, since all the terms are supported by the set |y| ∈ [R, (1 + ǫ)R],
|Ψ6| . δ˜e− 15R2 . (7.15)
Collecting the estimates above, we obtain the desired results.
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8 Proof of (3.45)
We claim that the following two estimates hold:[ d
dτ
+
3
10
]
‖e− 18 |y|2∂2θχRw‖22
≤Cδ˜
3∑
k=1
[
‖ye− 18 |y|2∂θ∂ykχRw‖22 + ‖∇ye−
1
8
|y|2∂θ∂ykχRw‖22
]
+ Cδ˜‖e− 18 |y|2∂θ∇yχRw‖22
+ C
[ 3∑
k=2
|~βk|+
∑
l=1,2
|αl|
]2[
|B|+
3∑
k=1
|~βk|+
∑
l=1,2
|αl|
]2
+ δ˜‖e− 18 |y|2∂θχRw‖22 + δ˜e−
1
5
R2 ,
(8.1)
and [ d
dτ
+
3
10
]
‖e− 18 |y|2∂θ∇yχRw‖22
≤− 1
20
3∑
k=1
[ 1
16
‖ye− 18 |y|2∂θ∂ykχRw‖22 + ‖∇ye−
1
8
|y|2∂θ∂ykχRw‖22
]
+ C
[ 3∑
k=2
|~βk|+
∑
l=1,2
|αl|
]2[
|B|+
3∑
k=1
|~βk|+
∑
l=1,2
|αl|
]2
+ δ˜‖e− 18 |y|2∂θχRw‖22 + δ˜e−
1
5
R2 .
(8.2)
Suppose the claims hold, then these two estimates imply the desired (3.45), by us-
ing the positive term 1
20
‖e− 18 |y|2∂θ∇yχRw‖22 on the left hand side and the negative term
− 1
20
3∑
k=1
[ 1
16
‖ye− 18 |y|2∂θ∂ykχRw‖22+ ‖∇ye−
1
8
|y|2∂θ∂ykχRw‖22
]
on the right hand side in (8.2) to
cancel the corresponding terms in (8.1). This together with the fact that ‖e− 18 |y|2∂θχRw‖2 ≤
‖e− 18 |y|2∂2θχRw‖2 implies the desired estimate.
In what follows we prove (8.1) and (8.2).
8.1 Proof of (8.1)
We derive an equation for χR∂
2
θw by taking ∂
2
θ on both sides of (3.29) to find
∂τχR∂
2
θw = −L∂2θχRw + ∂2θχRG+ ∂2θχR[N1 +N2 + µ(w)], (8.3)
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where we used the fact ∂2θF = 0 since F is θ−independent. This directly implies that
∂τ 〈χRe− 18 |y|2∂2θw, χRe−
1
8
|y|2∂2θw〉
=− 2〈χRe− 18 |y|2∂2θw, L˜ χRe−
1
8
|y|2∂2θw〉+ 2〈χRe−
1
8
|y|2∂2θw, e
− 1
8
|y|2∂2θχRG〉
+ 2〈χRe− 18 |y|2∂2θw, e−
1
8
|y|2∂2θχRN1〉+ 2〈χRe−
1
8
|y|2∂2θw, e
− 1
8
|y|2∂2θχRN2〉
+ 2〈χRe− 18 |y|2∂2θw, e−
1
8
|y|2∂2θ χ˜(w)〉
=
5∑
k=1
Ψk,
(8.4)
where L˜ is defined in (6.2), Ψk, k = 1, 2, 3, 4, 5, are naturally defined.
To estimate Ψ1, the orthogonality conditions imposed on e
− 1
8
|y|2χRw imply that
e−
1
8
|y|2∂2θχRw ⊥ e−
1
8
|y|2 , e−
1
8
|y|2cosθ, e−
1
8
|y|2sinθ, e−
1
8
|y|2yk,
e−
1
8
|y|2(
1
2
y2k − 1), e−
1
8
|y|2ykcosθ, e−
1
8
|y|2yksinθ, k = 1, 2, 3,
e−
1
8
|y|2ymyn, m 6= n, m, n = 1, 2, 3.
(8.5)
Similar to obtaining (6.7)
Ψ1 ≤− 1
10
[
‖∇ye− 18 |y|2∂2θχRw‖22 +
1
16
‖ye− 18 |y|2∂2θχRw‖+
1
2
‖e− 18 |y|2∂3θχRw‖22
]
− 1
2
‖χRe− 18 |y|2∂2θw‖22.
(8.6)
The term Ψ2 takes a new form, and satisfies the estimate
|Ψ2| =2
∣∣∣〈χRe− 18 |y|2∂2θw, e− 18 |y|2∂2θ (χR − 1)G〉∣∣∣ ≤ δ˜e− 15R2 , (8.7)
where in the first step we used the identity
〈χRe− 18 |y|2∂2θw, e−
1
8
|y|2∂2θG〉 = 0,
resulted by that the θ−derivative removes the θ−independent part from G, and then the
orthogonality conditions in (8.5) removes the remaining part, in the second step we used the
presence of 1− χR and the estimates on the parameters defining G, see (3.16).
To estimate Ψ3, we integrate by parts in θ to have
Ψ3 = −2〈χRe− 18 |y|2∂3θw, e−
1
8
|y|2∂θχRN1〉.
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Compute directly to obtain
|∂θN1| .
[
|∇yv|+ |∂θv|
][
|∇y∂θv|+ |∂2θv|
]
+ |∇yv|
∑
|k|=2
|∇ky∂θv|. (8.8)
As before, decompose v as in (3.14), and insert 1 = χR + (1 − χR) before w, and then
apply Schwartz inequality, to find, for some C > 0,
|Ψ3| ≤Cδ˜
3∑
k=1
[
‖ye− 18 |y|2∂θ∂ykχRw‖22 + ‖∇ye−
1
8
|y|2∂θ∂ykχRw‖22
]
+ Cδ˜‖e− 18 |y|2∂θ∇yχRw‖22
+ Cδ˜
[
‖e− 18 |y|2∂3θχRw‖22 + ‖ye−
1
8
|y|2∂2θχRw‖22 + ‖∇ye−
1
8
|y|2∂3θχRw‖22
]
+ C
[ 3∑
k=2
|~βk|+
∑
l=1,2
|αl|
]2[
|B|+
3∑
k=1
|~βk|+
∑
l=1,2
|αl|
]2
+ δ˜‖e− 18 |y|2∂θχRw‖22 + δ˜e−
1
5
R2 .
(8.9)
For Ψ4 we integrate by parts in θ to find
Ψ4 = −2〈χRe− 18 |y|2∂3θw, e−
1
8
|y|2∂θχRN2〉.
Then compute directly to find, by |η| ≤ δ for |y| ≤ (1 + ǫ)R and ∂θv = ∂θη,
|∂θN2| . |∂3θη||η|+ |∂2θη||∂θη|+ |∂θη||η|. (8.10)
By the method used previously, we find, for some C > 0,
|Ψ4| ≤ 1
40
3∑
k=1
‖χRe− 18 |y|2∂kθw‖22 + C
[
|B|2 +
3∑
k=1
|βk|2 +
∑
l=1,2
|αl|2
][ 3∑
k=2
|βk|2 +
∑
l=1,2
|αl|2
]
+ Cδ˜e−
1
5
R2 .
(8.11)
For Ψ5, the integrand is supported by the set |y| ≥ R, hence
|Ψ5| . δ˜e− 15R2 . (8.12)
Collecting the estimates above, we complete the proof of (8.1).
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8.2 Proof of (8.2)
To make the notation simpler, we only estimate ‖e− 18 |y|2∂θ∂y2χRw‖22, the other terms in
‖e− 18 |y|2∂θ∇yχRw‖22 can be controlled identically.
We derive an equation for ∂θ∂y2χRw by taking a θ−derivative on both sides of (7.1)
∂τ∂θ∂y2χRw =− (L+
1
2
)∂θ∂y2χRw + ∂θ∂y2χRG + ∂θ∂y2
[
χRN1 + χRN2 + µ(w)
]
+ ∂θΛ(χRw),
(8.13)
where we used the fact that ∂θF = 0, since F is independent of θ.
By this we derive
∂τ 〈e− 18 |y|2∂θ∂y2χRw, e−
1
8
|y|2∂θ∂y2χRw〉
=− 2〈e− 18 |y|2∂θ∂y2χRw, (L˜+
1
2
)e−
1
8
|y|2∂θ∂y2χRw〉+ 2〈e−
1
8
|y|2∂θ∂y2χRw, e
− 1
8
|y|2∂θ∂y2χRG〉
+ 2〈e− 18 |y|2∂θ∂y2χRw, e−
1
8
|y|2∂θ∂y2χR(N1 +N2)〉+ 2〈e−
1
8
|y|2∂θ∂y2χRw, e
− 1
8
|y|2∂θ∂y2µ(w)〉
+ 2〈e− 18 |y|2∂θ∂y2χRw, e−
1
8
|y|2∂θΛ(χRw)〉
=
5∑
k=1
Πk
(8.14)
where Πk, k = 1, 2, · · · , 5 are naturally defined.
For the first term, since the function e−
1
8
|y|2∂θ∇yχRw is orthogonal to the following func-
tions:
e−
1
8
|y|2∂θ∇yχRw ⊥e− 18 |y|2, e− 18 |y|2cosθ, e− 18 |y|2sinθ,
e−
1
8
|y|2yk, e
− 1
8
|y|2ykcosθ, e
− 1
8
|y|2yksinθ, k = 1, 2, 3,
(8.15)
we derive, as in obtaining (6.7),
Π1 ≤− 1
10
[
‖∇ye− 18 |y|2∂θ∂y2χRw‖22 +
1
16
‖ye− 18 |y|2∂θ∂y2χRw‖+
1
2
‖e− 18 |y|2∂2θ∂y2χRw‖22
]
− 1
2
‖χRe− 18 |y|2∂θ∂y2w‖22.
(8.16)
For Π2, by arguing as in (8.7), we obtain
|Π2| = 2
∣∣∣〈e− 18 |y|2∂θ∂y2χRw, e− 18 |y|2∂θ∂y2(χR − 1)G〉∣∣∣ ≤ δ˜e− 15R2 . (8.17)
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For Π3, we integrate by parts in θ to have
Π3 = −2〈∂y2e−
1
4
|y|2∂θ∂y2χRw, ∂θχR(N1 +N2)〉, (8.18)
and hence
|Π3| . 〈|y2||e− 18 |y|2∂θ∂y2χRw|+ |∂y2e−
1
8
|y|2∂θ∂y2χRw|, e−
1
8
|y|2χR|∂θ(N1 +N2)|〉.
Apply the estimates of ∂θNk, k = 1, 2, in (8.8) and (8.10) to find, for some C > 0,
|Π3| ≤ 1
80
[
‖y2e− 18 |y|2∂θ∂y2χRw‖22 + ‖∂y2e−
1
8
|y|2∂θ∂y2χRw‖22 +
3∑
k=1
‖χRe− 18 |y|2∂kθw‖22
]
+ C
[
|B|2 +
3∑
k=1
|βk|2 +
∑
l=1,2
|αl|2
][ 3∑
k=2
|βk|2 +
∑
l=1,2
|αl|2
]
+ Cδ˜e−
1
5
R2 .
(8.19)
Since the terms in µ(w) are supported on the set |y| ≥ R, we compute directly to have
|Π4| . δ˜e− 15R2 . (8.20)
For Π5, we use the definition of Λ in (7.2), and the fact |∇yVa,B| . τ− 35 |y| ≤ δ˜ for
|y| ≤ (1 + ǫ)R, to obtain, for some C > 0,
|Π5| ≤ Cδ˜
[
‖e− 18 |y|2∂θ∂y2χRw‖22 +
∑
k=1,2
‖e− 18 |y|2∂kθχRw‖22
]
. (8.21)
Collecting the estimates above, and estimating the other terms in
‖e− 18 |y|2∂θ∇yχRw‖22 =
3∑
k=1
‖e− 18 |y|2∂θ∂ykχRw‖22
by identical methods, we complete the proof of (8.2).
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9 Proof of Theorem 3.4
We start with reformulating Theorem 3.4. Define controlling functionsMk, k = 1, 2, 3, 4, as
M1(τ) := max
τ0≤s≤τ
R4(s)‖〈y〉−3χR(s)w(·, s)‖∞,
M2(τ) := max
τ0≤s≤τ
R3(s)‖〈y〉−2∇yχR(s)w(·, s)‖∞,
M3(τ) := max
τ0≤s≤τ
R3(s)‖〈y〉−2∂θχR(s)w(·, s)‖∞,
M4(τ) := max
τ0≤s≤τ
R2(s)
∑
|k|+l=2
‖〈y〉−1∇ky∂lθχR(s)w(·, s)‖∞.
(9.1)
The result is the following:
Proposition 9.1. Under the conditions in Theorem 3.4, there exists a constant C > 0 such
that for any τ ∈ [τ0, τ1],
M1(τ) ≤C
[
δ˜κ(ǫ) + 1 +
(
δ˜ +R−
1
4 (τ0)
) 3∑
k=1
Mk + δ˜R−1(τ0)
3∑
k=1
M2k
]
, (9.2)
M2(τ) ≤C
[
δ˜κ(ǫ) + 1 +
(
δ˜ +R−
1
4 (τ0)
) 3∑
k=1
Mk(τ)
]
, (9.3)
M3(τ) ≤C
[
δ˜κ(ǫ) + 1 +
(
δ˜ +R−
1
4 (τ0)
) 3∑
k=1
Mk(τ)
]
, (9.4)
M4(τ) ≤C
[
δ˜κ(ǫ) + 1 +M3(τ) +
(
δ˜ +R−
1
4 (τ0)
) 4∑
k=1
Mk(τ)
]
. (9.5)
(9.2), (9.3), (9.4) and (9.5) will be proved in Sections 10, 11, 12 and 13 respectively.
Recall the constants δ˜ and κ(ǫ) are defined in (3.48) and (3.32).
Now we are ready to prove Theorem 3.4, assuming Proposition 9.1.
We rewrite (9.2)-(9.4) as
M(τ) ≤ 3C
[
δ˜κ(ǫ) + 1
]
+ 3C
(
δ˜ +R−
1
4 (τ0)
)M(τ) + Cδ˜R−1(τ0)M2(τ), (9.6)
where the function M is defined as M(τ) :=∑3k=1Mk(τ).
The estimates on v − √2 and its derivatives in (3.12), the decomposition of v in (3.14)
and the estimates on the scalars in (3.16) imply that if we choose a sufficiently large τ0 to
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make τ−α0 R
4(τ0)≪ 1, then we have∑
m+|k|+l=3
‖〈y〉−m∇ky∂lθχRw(·, τ0)‖∞ ≪ R−4(τ0), (9.7)
and hence
M(τ0) ≤ 1. (9.8)
Moreover by choosing τ0 to be sufficiently large to make κ(ǫ)R
− 1
10 (τ0) ≤ 1, (9.8) and that
δ˜ +R−
1
4 (τ0)≪ 1 imply that, for τ ∈ [τ0, τ1],
M(τ) ≤ 4C
[
δ˜κ(ǫ) + 1
]
. (9.9)
Plug this into (9.5) to find
M4(τ) ≤ 10C
[
δ˜κ(ǫ) + 1
]
. (9.10)
These, together with the definitions of Mk, k = 1, 2, 3, 4, imply the desired result.

10 Proof of (9.2)
We rewrite the equation for χRw in (3.29) as
∂τχRw =− L1(χRw) + µ(w) + (V −2a,B −
1
2
)(∂2θχRw + χRw) +
(
F +G+N1(η) +N2(v)
)
χR
(10.1)
where, recall the definition of µ(w) in (3.30), and the operator L1 is defined as
L1 := −∆y + 1
2
y · ∇y − 1
2
∂2θ − 1. (10.2)
Now we present the main difficulties, and the ideas of circumventing it.
The main difficulty is caused by the presence of µ(w), which we divide into two parts:
µ(w) =
1
2
(y · ∇yχR)w + Γ(w) (10.3)
42
with Γ(w) defined as
Γ(w) := (∂τχR)w − (∆yχR)w − 2∇yχR · ∇yw.
The term Γ(w) is small since the fact χR(y) = χ(
y
R
) makes ∇yχR and ∆χR small. This
together with that |w|, |∇yw| ≤ δ˜ for |y| ≤ (1 + ǫ)R implies
‖〈y〉−3Γ(w)‖∞ . δ˜κ(ǫ)R−4, (10.4)
where, recall the definition of κ(ǫ) from (3.32).
It is more involved to process 1
2
(y·∇yχR)w, caused by two facts: (1) the function 12y·∇yχR
is of order one, in L∞ norm, since the definition χR(y) = χ(
y
R
) makes
sup
y
|1
2
y · ∇yχR(y)| = sup
x
|1
2
x · ∇xχ(x)|, (10.5)
(2) the mapping χRw → 12(y · ∇yχR)w = 12 y·∇yχRχR χRw is unbounded since |
y·∇yχR
χR
| → ∞ as
|y| → (1 + ǫ)R.
To overcome the first difficulty, we observe, by the requirement χ(z) = χ(|z|) being a
decreasing function for |z| (see (3.20)), that 1
2
y · ∇yχR has a favorable non-positive sign.
For the second difficulty, the strategy is to absorb “most” of it into the linear operator.
For that purpose, we define a new non-negative smooth cutoff function χ˜R(y) such that
χ˜R(y) =
[
1, if |y| ≤ R(1 + ǫ− R− 14 ),
0, if |y| ≥ R(1 + ǫ− 2R− 14 ) (10.6)
and it satisfies the estimate
|∇kyχ˜R(y)| . R−
3
4
|k|, |k| = 1, 2. (10.7)
Such a function is easy to construct, hence we skip the details.
Then we decompose 1
2
(y · ∇yχR)w into two parts
1
2
(y · ∇yχR)w = 1
2
(y · ∇yχR)χ˜R
χR
χRw +
1
2
(y · ∇yχR)(1− χ˜R)w. (10.8)
The following three observations will be used in later development:
(A) The first part in (10.8) is a bounded (but not uniformly bounded) multiplication oper-
ator since, for some c(ǫ) > 0, ∣∣∣y · ∇yχR χ˜R
χR
∣∣∣ ≤ c(ǫ)R 14 . (10.9)
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(B) If R is sufficiently large, then the second part is small,
‖∇ky
(
y · ∇yχR)(1− χ˜R)w
)‖∞ ≤ δ˜R−5, |k| = 0, 1, 2, (10.10)
where we used using that | d
d|z|χ(|z|)| → 0 rapidly as |z| → 1 + ǫ, see (3.21),∣∣∣∇ky(y · ∇yχR)(1− χ˜R))∣∣∣ ≤ R−5, (10.11)
and |∇kw| . δ˜, |k| = 0, 1, 2 proved in (5.6).
(C) If R is sufficiently large, then by the properties of χ in (3.21), we have that∣∣∣∇ky[y · ∇yχR χ˜RχR
]∣∣∣ ≤ R− 14 , |k| = 1, 2. (10.12)
Returning to the equation for χRw in (10.1), we move the first part in (10.8) into the
linear operator and leave the second to the remainder, and hence find
∂τ (χRw) =− L2(χRw) + Ψ(w) + χR(F +G+N1 +N2), (10.13)
with the linear operator L2 defined as
L2 := L1 − χ˜R y · ∇yχR
χR
= L1 + | χ˜R y · ∇yχR
χR
|, (10.14)
and Ψ is a linear operator defined as
Ψ(w) :=(
1
2
y · ∇yχR) (1− χ˜R)w + (∂τχR)w − (∆yχR)w − 2∇yχR · ∇yw
+ (V −2a,B −
1
2
)∂2θwχR + (V
−2
a,B −
1
2
)χRw.
(10.15)
Observing the operator e−
1
8
|y|2L2e
1
8
|y|2 , mapping L2 space into itself, is self-adjoint, we
transform the equation accordingly
∂τ (e
− 1
8
|y|2χRw) =− L(e− 18 |y|2χRw) + e− 18 |y|2
[
χR(F +G+N1 +N2) + Ψ(w)
]
, (10.16)
with the linear operator L defined as
L := e− 18 |y|2L2e 18 |y|2 = −∆y + 1
16
|y|2 − 3
4
− 1
2
∂2θ − 1 + |
χ˜R y · ∇yχR
χR
|. (10.17)
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Recall the orthogonality conditions imposed on e−
1
8
|y|2χRw in (3.15). Define the orthog-
onal projection onto the L2 subspace orthogonal to these 18 functions by P18, which makes
P18e
− 1
8
|y|2χRw = e−
1
8
|y|2χRw. (10.18)
Apply the operator P18 on both sides, and then apply Duhamel’s principle to have
e−
1
8
|y|2χRw =U1(τ, τ0)e−
1
8
|y|2χRw(τ0) +
∫ τ
τ0
U1(τ, s)P18e
− 1
8
|y|2χR(F +G+N1 +N2)(s) ds
+
∫ τ
τ0
U1(τ, s)P18e
− 1
8
|y|2Ψ(w)(s) ds,
(10.19)
where U1(σ1, σ2) is the propagator generated by the linear operator −P18LP18 from σ2 to σ1,
with σ1 ≥ σ2.
The propagator satisfies the following estimate:
Lemma 10.1. There exists a constant C, such that for any function g and for any times
σ1 ≥ σ2 ≥ τ0, we have that
‖〈y〉−3e 18 |y|2U1(σ1, σ2)P18g‖∞ ≤ Ce− 25 (σ1−σ2)‖〈y〉−3e 18 |y|2g‖∞. (10.20)
The lemma will be proved in Appendix B.
Apply the propagator estimate to (10.19) to find
‖〈y〉−3χRw(·, τ)‖∞ .e− 25 (τ−τ0)‖〈y〉−3χRw(·, τ0)‖∞
+
∫ τ
τ0
e−
2
5
(τ−s)‖〈y〉−3(F +G+N1 +N2)(s)‖∞ ds
+
∫ τ
τ0
e−
2
5
(τ−s)‖〈y〉−3Ψ(w)(s)‖∞ ds.
(10.21)
The terms on the right hand side satisfy the following results:
Proposition 10.2.
‖〈y〉−3Ψ(w)‖∞ .κ(ǫ)δ˜R−4 + τ− 12 , (10.22)
‖〈y〉−3χR(F +G)‖∞ .τ− 12 , (10.23)
‖〈y〉−3χRN1‖∞ .δ˜κ(ǫ)R−4 + δ˜R−4(M2 +M3) +R−5(M22 +M23), (10.24)
‖〈y〉−3χRN2‖∞ .τ− 12 + δ˜R−4M1. (10.25)
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The proposition will be proved in Subsection 10.1. Here κ(ǫ) is defined in (3.32).
We continue to study (10.21). Apply the estimates in Proposition 10.2 and the estimate
‖〈y〉−3χRw(·, τ0)‖∞ ≤ τ−α0 from (3.12) to obtain
‖〈y〉−3χRw(·, τ)‖∞ .e− 25 (τ−τ0)τ−α0 + τ−
1
2 + δ˜R−4
(
κ(ǫ) +
3∑
k=1
Mk
)
+R−5
∑
l=2,3
M2l , (10.26)
here we use three facts: (1) Mk, k = 1, 2, 3, 4, are increasing functions, (2) for any k > 0,
there exists a constant Ck such that∫ τ
τ0
e−
2
5
(τ−s)R−k(s) ds ≤ CkR−k(τ), (10.27)
and (3) ∫ τ
τ0
e−
2
5
(τ−s)s−
1
2 ds . τ−
1
2 . (10.28)
The two latter estimates will be proved shortly.
Return to (10.26). We choose τ0 to be sufficiently large to make τ
−α
0 R
4(τ0) ≤ 1 and
τ−
1
2 ≤ R−4(τ) = O(√ln τ) for τ ≥ τ0. Thus
‖〈y〉−3χRw(·, τ)‖∞ ≤ R−4(τ) + δ˜R−4
(
κ(ǫ) +
3∑
k=1
Mk
)
+R−5
∑
l=2,3
M2l . (10.29)
This together with the definition of M1 implies the desired estimate (9.2).
What is left is to prove (10.27) and (10.28).
To prove (10.27), we observe that, the function R−k(τ) is “equivalent” to the function
min{R−k(τ0),
(
ln(2 + τ − τ0)
)−k}, in the sense that there exists a constant C such that
1
C
≤ R
−k(τ)
min{R−k(τ0),
(
ln(2 + τ − τ0)
)−k} ≤ C. (10.30)
Compute directly to obtain ∫ τ
τ0
e−
2
5
(τ−s)R−k(τ0)ds . R−k(τ0), (10.31)
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and apply L′Hospital’s rule to obtain, for some Ck > 0,∫ τ
τ0
e−
2
5
(τ−s)
(
ln(2 + s− τ0)
)−k
ds ≤ Ck
(
ln(2 + τ − τ0)
)−k
. (10.32)
We take the minimum of these two estimates, use it together with (10.30), to obtain the
desired estimate (10.27).
The estimate (10.28) will be proved similarly, hence we skip the details here.

10.1 Proof of Proposition 10.2
Proof. To prove (10.22), by that |∂lθ∂kyw| ≤ δ˜ for |y| ≤ (1 + ǫ)R, |k|+ l ≤ 2 in (5.6),
‖〈y〉−3Ψ(w)‖∞ .δ˜
[
‖〈y〉−3(1
2
y · ∇yχR) (1− χ˜R)‖∞ + ‖∂τχR‖∞ + ‖〈y〉−3∆yχR‖∞
+ ‖〈y〉−3∇yχR‖∞ + ‖1|y|≤(1+ǫ)R(V −2a,B −
1
2
)‖∞
]
.
(10.33)
For the first term we apply (10.10) and use that it is supported by the set |y| ≥ R; for the
second, third and fourth terms, since every term is a derivative of χR, we use the estimate
〈y〉−3|∇kyχR| ≤ κ(ǫ)R−3−|k|, |k| = 1, 2; (10.34)
and for the last one we use (3.16) to find
|V −2a,B −
1
2
| ≤ |B||y|2 + |a− 1
2
| . τ− 12 for |y| ≤ (1 + ǫ)R.
These imply the desired result,
‖〈y〉−3Ψ(w)‖∞ . δ˜κ(ǫ)R−4 + τ− 12 . (10.35)
It is easy to prove (10.23), by the estimates on the scalar functions in (3.16) and (3.47).
For (10.24), we use that |∂lθ∇kyv| ≤ δ for |y| ≤ (1+ ǫ)R, |k|+ l = 1, 2, in (3.37), to obtain
χR|N1| . χR|∇yv|2 + χR|∂θv|2. (10.36)
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Decompose v as in (3.14) and apply (3.16) to obtain, for |y| ≤ (1 + ǫ)R = O(√ln τ),
|∇yv|2 ≤ [|∇yVa,B|+
3∑
k=1
|~βk|+ |∇yw|]2 ≤ 2τ− 12 + 2|∇yw|2.
Collect the estimates above to find
‖〈y〉−3χR(∇yv)2‖∞ .τ− 12 + ‖〈y〉−3χR|∇yw|2‖∞. (10.37)
For the last term, we change the sequence of χR and ∇y to have
‖〈y〉−3χR|∇yw|2‖∞
≤‖〈y〉−2∇yχRw‖∞‖〈y〉−11(1+ǫ)∇yw‖∞ + ‖〈y〉−3(∇yχR)‖∞‖1(1+ǫ)w∇yw‖∞
≤‖〈y〉−2∇yχRw‖∞
[
‖〈y〉−1∇yχRw‖∞ + ‖〈y〉−11(1+ǫ)∇y(1− χR)w‖∞
]
+ δ˜2κ(ǫ)R−4
.‖〈y〉−2∇yχRw‖∞
[
R‖〈y〉−2∇yχRw‖∞ + δ˜R−1
]
+ δ˜κ(ǫ)R−4,
where we used the facts that 1(1+ǫ)R(1 − χR) and ∇yχR are supported by the set |y| ∈
[R, (1 + ǫ)R], and that |∇yw|, |w| ≤ δ˜ when |y| ≤ (1 + ǫ)R by (5.6). Here 1(1+ǫ)R is the
Heaviside function defined as
1(1+ǫ)R(y) :=
[
1 |y| ≤ (1 + ǫ)R
0 otherwise
(10.38)
Collect the estimates above to find
‖〈y〉−3χR(∇yv)2‖∞ .δ˜κ(ǫ)R−4 + τ− 12 + δ˜R−1‖〈y〉−2∇yχRw‖∞ +R‖〈y〉−2∇yχRw‖2∞
.δ˜κ(ǫ)R−4 + τ−
1
2 + δ˜R−4M2 +R−5M22. (10.39)
It is easier to estimate ‖〈y〉−3χR(∂θv)2‖∞ since ∂θ and χR commute,
‖〈y〉−3χR(∂θv)2‖∞ . δ˜κ(ǫ)R−4 + τ− 12 + δ˜R−4M3 +R−5M23. (10.40)
These two above estimates together with (10.36) imply the desired (10.24).
Next we prove (10.25). The definition of N2(η) in (3.26) makes
‖〈y〉−3χRN2(η)‖∞ . ‖〈y〉−3χRη2‖∞ + ‖〈y〉−3χRη∂2θη‖∞ . τ−
1
2 + δ˜‖〈y〉−3χRw‖∞, (10.41)
where we used |η|, |∂2θη| . δ˜ implied by the decomposition of η in (3.27), that v = Va,B + η,
and the facts |v −√2| ≤ δ in (3.37), |B|, |a− 1
2
| ≤ τ− 12 in (3.16) for |y| ≤ (1 + ǫ)R.
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This together with the definition of M1 implies the desired result
‖〈y〉−3χRN2(η)‖∞ . τ− 12 + δ˜R−4M1. (10.42)
11 Proof of (9.3)
We derive an equation for ∇yχRw by taking a derivative ∇y on the both sides of (10.13),
∂τ∇yχRw =− (L2 + 1
2
)∇yχRw +∇yχR(F +G+N1 +N2) + Ψ˜(w) (11.1)
where we use the identity that, for any function g,
∇y(1
2
y · ∇y)g = (1
2
y · ∇y + 1
2
)∇yg (11.2)
and the term Ψ˜(w) is defined as
Ψ˜(w) := ∇yΨ(w) + (∇y χ˜R y∇yχR
χR
)χRw.
Hence the function e−
1
8
|y|2∇yχRw satisfies the equation
∂τe
− 1
8
|y|2∇yχRw =− (L+ 1
2
)e−
1
8
|y|2∇yχRw + e− 18 |y|2∇yχR(F +G+N1 +N2) + e− 18 |y|2Ψ˜(w)
(11.3)
with L being the linear operator defined in (10.16).
The orthogonality conditions imposed on χRw in (3.15) imply
e−
1
8
|y|2∇yχRw ⊥ e− 18 |y|2, e− 18 |y|2cosθ, e− 18 |y|2sinθ, e− 18 |y|2yk, k = 1, 2, 3. (11.4)
Denote the orthogonal projection onto the subspace orthogonal to these six functions by P6,
which makes
P6e
− 1
8
|y|2∇yχRw = e− 18 |y|2∇yχRw. (11.5)
Apply P6 on the both sides of the equation, and then apply Duhamel’s principle to obtain
e−
1
8
|y|2∇yχRw(τ) =U2(τ, τ0)e− 18 |y|2∇yχRw(τ0) +
∫ τ
τ0
U2(τ, s)P6e
− 1
8
|y|2Ψ˜(w)(s) ds
+
∫ τ
τ0
U2(τ, s)P6e
− 1
8
|y|2∇yχR(F +G+N1 +N2)(s) ds,
(11.6)
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where U2(τ, σ), τ ≥ σ ≥ 0, is the propagator generated by the linear operator −P6(L+ 12)P6.
The propagator satisfies the following estimate
Lemma 11.1. For any function g and σ1 ≥ σ2 > 0
‖〈y〉−2e 18 |y|2U2(σ1, σ2)P6g‖∞ . e− 25 (σ1−σ2)‖〈y〉−2e 18 |y|2g‖∞. (11.7)
The lemma will be proved in Section B.
Returning to (11.6), we apply Lemma 11.1 to obtain
‖〈y〉−2∇yχRw(·, τ)‖∞ .e− 25 (τ−τ0)‖〈y〉−2∇yχRw(·, τ0)‖∞ +
∫ τ
τ0
e−
2
5
(τ−s)‖〈y〉−2Ψ˜(w)(s)‖∞ ds
+
∫ τ
τ0
e−
2
5
(τ−s)‖〈y〉−2∇yχR(F +G+N1 +N2)(s)‖∞ ds.
(11.8)
In the next proposition we estimate the terms on the right hand side. To avoid processing
similar terms in (12.6) below, we state and prove some general results.
Proposition 11.2. For |k|+ l = 1, we have the following results
‖〈y〉−2∂lθ∇kyχR(F +G)‖∞ ≤τ−
1
2 , (11.9)
‖〈y〉−2∂lθ∇kyχRN1‖∞ .τ−
1
2 + δ˜κ(ǫ)R−3 + δ˜R−3[M2 +M3], (11.10)
‖〈y〉−2∂lθ∇kyχRN2‖∞ .τ−
1
2 + δ˜R−3[M1 +M2], (11.11)
‖〈y〉−2Ψ˜(w)‖∞ .δ˜κ(ǫ)R−3 + τ− 12 +R− 134 M1. (11.12)
The proposition will be proved in subsection 11.1.
Suppose the proposition holds, then we prove the desired result (9.3) by going through
the same procedure as in (10.26)-(10.29) in the previous section. Here we choose to skip the
details.
11.1 Proof of Proposition 11.2
Proof. Each of (11.9)-(11.11) contains two estimates. In what following we only estimate
their second ones, it is slightly easier to prove the first since ∂θ and χR commute.
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It is easy to prove (11.9), by the estimates on the scalar functions in (3.16) and (3.47).
To prove (11.10), we use the estimates |∇ky∂lθv| ≤ δ for |y| ≤ (1+ ǫ)R and |k|+ l = 1, 2, 3,
from (3.37), to obtain
|∇yχRN1| =|∇yχR| |N1|+ |χR∇yN1| . δ
[
|(∇yχR)|+ χR|∇yv|+ χR|∂θv|
]
. (11.13)
The first term is easy to control, since the definition χR(y) = χ(
y
R
) and that ∇yχR is
supported by the set |y| ∈ [R, (1 + ǫ)R] imply that
|〈y〉−2∇yχR| ≤ κ(ǫ)R−3, (11.14)
where κ(ǫ) is defined in (3.32).
For the second and third terms, we decompose v as in (3.14) and use (3.16) to find that
‖χR〈y〉−2∇yv‖∞, ‖χR〈y〉−2∂θv‖∞ . τ− 35 + δ˜κ(ǫ)R−3 + ‖〈y〉−2∇yχRw‖∞ + ‖〈y〉−2∂θχRw‖∞,
(11.15)
where δ˜κ(ǫ)R−3 was used to bound the term 〈y〉−2(∇yχR)w, produced in changing the se-
quence of χR and ∇y.
Collecting the estimates above and using the definitions ofM2 andM3 we complete the
proof of (11.10).
Next we prove (11.11).
Use the facts that |∂2θv|, |∂2θ∇yv|, |η| . δ˜, when |y| ≤ (1 + ǫ)R, to obtain
|∇yχRN2| ≤δ
[|∇y(χRη)|+ χR|η|] . δ[τ− 12 + |∇yχRw|+ |χRw|]. (11.16)
Compute directly to have the desired result
‖〈y〉−2∇yχ3,RN2‖∞ . δ[τ− 12 +R−3(M1 +M2)]. (11.17)
Lastly we prove (11.12). By the definition of Ψ˜(w) we have that
‖〈y〉−2Ψ˜(w)‖∞ ≤ ‖〈y〉−2∇yΨ(w)‖∞ + sup
y
∣∣∣∇y χ˜Ry · ∇yχR
χR
∣∣∣ ‖〈y〉−2χRw‖∞. (11.18)
For the second term, we use the estimate |∇y χ˜Ry·∇yχRχR | ≤ R−
1
4 in (10.12) and the fact
‖〈y〉−2χRw‖∞ ≤ 2R‖〈y〉−3χRw‖∞ to obtain
sup
y
|∇y χ˜Ry · ∇yχR
χR
| ‖〈y〉−2χRw‖∞ . R− 134 M1. (11.19)
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For the first term, the definition of Ψ(w) in (10.15) and the facts |∇ky∂lθw| . δ˜, |k|+ l ≤ 3,
and |V −2a,B − 12 |, |∇yVa,B| ≤ τ−
1
2 for |y| ≤ (1 + ǫ)R = O(√ln τ ) imply
|∇yΨ(w)| . δ˜τ− 12 + δ˜
∑
|k|=0,1
[∣∣∣∇ky[y · ∇yχR(1− χ˜R)]∣∣∣+ ∣∣∣∇ky∂τχR∣∣∣
]
+ δ˜
∑
|k|=1,2,3
∣∣∣∇kyχR∣∣∣.
(11.20)
By the definitions χR(y) = χ(
|y|
R
) and χ˜R, and the properties in (3.21), we have that
‖〈y〉−2∇yΨ(w)‖∞ . δ˜κ(ǫ)R−3 + δ˜τ− 12 . (11.21)
Collecting the estimates above, we obtain the desired results (11.12).
12 Proof of (9.4)
Take a θ−derivative on both sides of (10.16) to have
∂τe
− 1
8
|y|2∂θχRw =− Le− 18 |y|2∂θχRw + e− 18 |y|2∂θ
[
χR(F +G+N1 +N2) + Ψ(w)
]
. (12.1)
By the orthogonality conditions imposed on χRw, we have that ∂θχRw satisfies the same
orthogonality conditions, i.e.
e−
1
8
|y|2∂θwχR ⊥ e− 18 |y|2, e− 18 |y|2cosθ, e− 18 |y|2sinθ,
e−
1
8
|y|2yk, e−
1
8
|y|2(
1
2
y2k − 1), e−
1
8
|y|2ykcosθ, e−
1
8
|y|2yksinθ, k = 1, 2, 3,
e−
1
8
|y|2ymyn, m 6= n, m, n = 1, 2, 3,
(12.2)
this makes, by the definition of P18 in (10.18),
P18e
− 1
8
|y|2∂θwχR = e−
1
8
|y|2∂θwχR. (12.3)
Apply Duhamel’s principle to obtain
e−
1
8
|y|2∂θχRw(·, τ) =U1(τ, τ0)e− 18 |y|2∂θχRw(·, τ0)
+
∫ τ
τ0
U1(τ, s)P18e
− 1
8
|y|2∂θ
[
χR(F +G+N1 +N2) + Ψ(w)
]
(s) ds,
(12.4)
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where U1(σ1, σ2), defined in (10.19), is the propagator generated by the linear operator
−P18LP18.
The propagator satisfies the following estimate:
Lemma 12.1.
‖〈y〉−2e 18 |y|2U1(τ, s)P18∂θg‖∞ . e− 25 (τ−s)‖〈y〉−2e 18 |y|2∂θg‖∞ (12.5)
The lemma will be proved in Section B.
Apply the estimate to have
‖〈y〉−2∂θχRw(·, τ)‖∞ .e− 25 (τ−τ0)‖〈y〉−2∂θχRw(·, τ0)‖∞
+
∫ τ
τ0
e−
2
5
(τ−s)‖〈y〉−2∂θ
[
χR(F +G+N1 +N2) + Ψ(w)
]
(s)‖∞ ds.
(12.6)
The term ‖〈y〉−2∂θχR(F+G+N1+N2)‖∞ was estimated in Proposition 11.2. We estimate
‖〈y〉−2∂θΨ(w)‖∞ in the following proposition.
Proposition 12.2.
‖〈y〉−2∂θΨ(w)‖∞ .δ˜κ(ǫ)R−3 + τ− 12 . (12.7)
Proof. By the definition of Ψ(w), we have that ∂θΨ(w) = Ψ(∂θw).What is left is very similar
to estimating ‖〈y〉−3Ψ(w)‖∞ in (10.22), hence we omit the details.
What is left is to prove the desired result (9.4) by going through the same procedure as
in (10.26)-(10.29) in the previous section. Here we choose to skip the details.
13 Proof of (9.5)
For the terms in
∑
|k|+l=2 ‖〈y〉−1∇ky∂lθχRw‖∞ we have the following estimates:
Proposition 13.1.
sup
τ0≤s≤τ
‖〈y〉−1∂2θχRw(·, s)‖∞ . R−2
[
δ˜κ(ǫ) + 1 +M3(τ) +
(
δ˜ +R−
1
4 (τ0)
) 4∑
k=2
Mk(τ)
]
, (13.1)
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and
sup
τ0≤s≤τ
∑
(|k|,l)=(2,0), (1,1)
‖〈y〉−1∇kyχRw(·, s)‖∞ . R−2
[
δ˜κ(ǫ) + 1 +
(
δ˜ +R−
1
4 (τ0)
) 4∑
k=2
Mk(τ)
]
.
(13.2)
(13.1) and (13.2) will be proved in subsequent subsections.
These two estimates obviously imply the desired (9.5).
13.1 Proof of (13.1)
Here a minor difficulty arises from that the chosen norm is ‖〈y〉−1 · ‖∞. If we proceed as in
Section 12, where we estimated ∂θχRw, then the stronger norm ‖〈y〉−2 ·‖∞ has to be adopted
to make the propagator estimate applicable.
To circumvent the difficulty, we make a transformation.
Define two functions w±1 as
w±1(y, τ) :=
1
2π
∫ 2π
0
e∓iθ∂2θw(y, θ, τ) dθ = −
1
2π
∫ 2π
0
e∓iθw(y, θ, τ) dθ. (13.3)
By the estimate
‖〈y〉−1χRw±1‖∞ ≤ ‖〈y〉−1χR∂θw(·, τ)‖∞ ≤ 2R‖〈y〉−2χR∂θw(·, τ)‖∞ (13.4)
and that we estimated ‖〈y〉−2χR∂θw(·, τ)‖∞ in the previous section, we find that to estimate
‖〈y〉−1∂2θχRw‖∞ it suffices to estimate ‖〈y〉−1Γ(χR∂2θw)‖∞, Γ is the operator defined as
Γ(g) :=
∑
n 6=−1,0,1
einθgn = g − 1
2π
∑
n=−1,0,1
einx〈g, einx〉θ, (13.5)
for any function g of the form
g(y, θ) =
∞∑
n=−∞
einθgn(y).
To derive an equation for Γ(∂2θχRw), we take two θ−derivatives and then apply the
operator Γ on both sides of (10.16),
∂τΓ(e
− 1
8
|y|2∂2θχRw) =−LΓ(e−
1
8
|y|2∂2θχRw) + Γ
(
e−
1
8
|y|2∂2θ
[
χR(F +G+N1 +N2) + Ψ(w)
])
.
(13.6)
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Apply Duhamel’s principle to obtain,
e−
1
8
|y|2Γ
(
χR∂
2
θw(·, τ)
)
=U3(τ, τ0)e
− 1
8
|y|2Γ
(
χR∂
2
θw(·, τ0)
)
+
∫ τ
τ0
U3(τ, σ)e
− 1
8
|y|2Γ
(
∂2θ
[
χR(F +G +N1 +N2) + Ψ(w)
]
(σ)
)
dσ,
(13.7)
where U3(τ, σ) is the propagator generated by −L from σ to τ.
The propagator satisfies the following estimate:
Lemma 13.2. For any function g satisfying the conditions
〈g, einθ〉 ≡ 0, n = −1, 0, 1
we have that
‖〈y〉−1e 18 |y|2U3(τ, σ)g‖∞ . e− 25 (τ−σ)‖〈y〉−1e 18 |y|2g‖∞. (13.8)
The lemma will be proved in Appendix B.
Apply the estimate (13.8) to (13.7) to obtain
‖〈y〉−1Γ(χR∂2θw(·, τ))‖∞ . e−
2
5
(τ−τ0)‖〈y〉−1χR∂2θw(·, τ0)‖∞
+
∫ τ
τ0
e−
2
5
(τ−s) ‖〈y〉−1∂2θ
[
χR(F +G+N1 +N2) + Ψ(w)
]
(σ)‖∞ dσ,
(13.9)
here we used that, by the definition of Γ, for any function g,
‖〈y〉−1Γ(g)‖∞ . ‖〈y〉−1g‖∞.
Next we estimate the terms on the right hand side. What to be considered below is more
than what is needed here, the extras will be applied to control the terms in (13.22) below.
Proposition 13.3. For any k ∈ (Z+∪{0})3 and l ∈ Z+∪{0} satisfying |k|+ l = 2, we have
‖〈y〉−1∂lθ∇kyχR(F +G)‖∞ ≤τ−
1
2 , (13.10)
‖〈y〉−1∂lθ∇kyχRN1‖∞ .δ˜κ(ǫ)R−2 + τ−
1
2 + δ˜R−2
(M2 +M3 +M4), (13.11)
‖〈y〉−1∂lθ∇kyχRN2‖∞ .δ˜R−2
(M1 +M2 +M3 +M4), (13.12)
‖〈y〉−1∂2θΨ(w)‖∞ .δ˜κ(ǫ)R−2 + τ−
1
2 . (13.13)
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The proposition will be proved in subsection 13.1.1.
Returning to (13.9), we apply the estimates above and go through the same procedure
as in (10.26)-(10.29) to obtain
‖〈y〉−1Γ(χR∂2θw(·, τ))‖∞ . R−2[1 + δ˜κ(ǫ) + δ˜
4∑
k=1
Mk]. (13.14)
By the definition of the operator Γ,
‖〈y〉−1χR∂2θw(·, τ)‖∞ −
1
π
‖〈y〉−1∂θχRw(·, τ)‖∞ ≤ ‖〈y〉−1Γ(χR∂2θw(·, τ))‖∞ (13.15)
These together with the observation ‖〈y〉−1∂θχRw(·, τ)‖∞ ≤ R‖〈y〉−2∂θχRw(·, τ)‖∞ and the
definition of M3 imply the desired (13.1).
13.1.1 Proof of Proposition 13.3
Proof. It is easy to prove (13.10), by applying the estimates in (3.16) and (3.47),
‖〈y〉−1∂lθ∇ky
[
χR(F +G)
]
‖∞ . τ− 12 . (13.16)
For (13.11), since |∇my ∂nθ v| ≤ δ for |m| + n = 1, 2, 3, 4 and |y| ≤ (1 + ǫ)R by (3.37), we
have that, for |k|+ l = 2,
|χR∇ky∂lθN1| .δχR
∑
|m|+n=1,2
|∇my ∂nθ v|
≤δ
∑
|m|+n=1,2
[
|∇my ∂nθ χRv|+ |(∇my ∂nθ χR − χR∇my ∂nθ )v|
]
,
(13.17)
where in the second step, we change the sequence of χR and ∇my ∂nθ .
This together with the decomposition of v in (3.14) and that ‖〈y〉−1∂lθ∇kyχRw‖∞ ≤
2R‖〈y〉−2∂lθ∇kyχRw‖∞ implies the desired result.
(13.12) will be proved similarly, hence we skip the details here.
To prove (13.13), the definition of Ψ implies ∂2θΨ(w) = Ψ(∂
2
θw). What is left is very
similar to estimating ‖〈y〉−3Ψ(w)‖∞ in (10.22), hence we omit the details.
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13.2 Proof of (13.2)
To simplify the notation we only consider the term ∂y1∂y2χRw, the other terms can be treated
similarly.
Similar to the equation for ∇yχRw in (11.1),
∂τe
− 1
8
|y|2∂y1∂y2χRw =− (L+ 1)e−
1
8
|y|2∂y1∂y2χRw
+ e−
1
8
|y|2∂y1∂y2χR(F +G+N1 +N2) + e
− 1
8
|y|2Φ(w)
(13.18)
where the term Φ(w) is defined as
Φ(w) := ∂y1∂y2Ψ(w) + ∂y1
[
(∂y2
χ˜R y∇yχR
χR
)χRw
]
+ (∂y2
χ˜R y∇yχR
χR
)(∂y2χRw),
recall that Ψ(w) is defined in (10.15), and we used the commutation relation in (11.2) twice.
The orthogonality conditions imposed on e−
1
8
|y|2χRw imply that
e−
1
8
|y|2∂y1∂y2χRw ⊥ e−
1
8
|y|2. (13.19)
We denote by P1 the orthogonal projection onto the subspace orthogonal to e
− 1
8
|y|2.
Apply P1 on both sides of (13.18) and then use Duhamel’s principle to find
e−
1
8
|y|2∂y1∂y2χRw(·, τ) = U4(τ, τ0)e−
1
8
|y|2∂y1∂y2χRw(·, τ0)
+
∫ τ
τ0
U4(τ, σ)P1e
− 1
8
|y|2
[
∂y1∂y2χR(F +G+N1 +N2) + Φ(w)
]
(σ) dσ,
(13.20)
where U4(τ, σ) is the propagator generated by the linear operator −P1(L+1)P1 from σ to τ.
The propagator satisfies the following estimate,
Lemma 13.4. For any function g, and τ ≥ σ,
‖〈y〉−1e 18 |y|2U4(τ, σ)P1g‖∞ . e− 25 (τ−σ)‖〈y〉−1e 18 |y|2g‖∞. (13.21)
This lemma will be proved in Section B.
Apply (13.21) to (13.20) to obtain
‖〈y〉−1∂y1∂y2χRw(·, τ)‖∞ . e−
2
5
(τ−τ0)‖〈y〉−1∂y1∂y2χRw(·, τ0)‖∞
+
∫ τ
τ0
e−
2
5
(τ−σ)‖〈y〉−1
[
∂y1∂y2χR(F +G+N1 +N2) + Φ(w)
]
(σ)‖∞ dσ.
(13.22)
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For the terms on the right hand side, ‖〈y〉−1
[
∂y1∂y2χR(F+G+N1+N2)
]
‖∞ was estimated
in Proposition 13.3.
What is left is to estimate ‖〈y〉−1Φ(w)(σ)‖∞, we compute directly, using ‖∇ky χ˜R y·∇yχRχR ‖∞ ≤
R−
1
4 , |k| = 1, 2, in (10.12), to find
‖〈y〉−1Φ(w)(σ)‖∞ .‖〈y〉−1∂y1∂y2Ψ(w)‖∞ +R−
1
4
[
‖〈y〉−1∇yχRw‖∞ + ‖〈y〉−1χRw‖∞
]
.
(13.23)
Use techniques similar to that used in the proof of (10.22) to find
‖〈y〉−1∂y1∂y2Ψ(w)‖∞ . δ˜κ(ǫ)R−2 + τ−
1
2 .
These together with the observations
‖〈y〉−1χRw‖∞ . R2‖〈y〉−3χRw‖∞, ‖〈y〉−1∇yχRw‖∞ . R‖〈y〉−2∇yχRw‖∞
imply the desired estimate
‖〈y〉−1Φ(w)(σ)‖∞ . δ˜κ(ǫ)R−2 + τ− 12 +R− 54
(M1 +M2). (13.24)
What is left is to go through the same procedure as in (10.26)-(10.29) to obtain the
desired result (13.2), we skip the details here.
A Proof of Theorem 3.2
To prove the existence and uniqueness of the parameters a, αl, l = 1, 2, the vectors βk, k =
1, 2, 3, and the matrix B in (3.14) to make the remainder w satisfies the orthogonality
conditions in (3.15), it suffices to make
Γ(y, θ, τ) ⊥e− 18 |y|2, e− 18 |y|2cosθ, e− 18 |y|2sinθ, e− 18 |y|2yk, k = 1, 2, 3,
e−
1
8
|y|2(
1
2
y2k − 1), e−
1
8
|y|2ykcosθ, e
− 1
8
|y|2yksinθ, k = 1, 2, 3,
e−
1
8
|y|2ymyn, m 6= n, m, n = 1, 2, 3,
(A.1)
where Γ(y, θ, τ) is defined as
Γ(y, θ, τ) :=χR
[
v(y, θ, τ)−
√
2− [Va(τ),B(τ)(y)−√2]− ~β1(τ) · y − ~β2(τ) · ycosθ
− ~β3(τ) · ysinθ − α1(τ)cosθ − α2(τ)sinθ
]
.
(A.2)
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To verify the conditions that the Fixed Point Theorem is applicable, we make two obser-
vations.
The first one is that, from the 18−dimensional vector defined by taking inner products of
Γ and each of the 18 functions listed in (A.1), the 18×18 matrix obtained by taking gradients
on the vector by the 18 parameters, which are from a− 1
2
, the symmetric 3×3 matrix B, and
the 3−dimensional vectors ~βk, k = 1, 2, 3 and α1 and α2, is uniformly invertible, provided
that these parameters are sufficiently small.
The second key observation is that, the estimates in Lemma 3.1 directly imply
〈χR
∣∣v(·, τ)−√2∣∣, e− 14 |y|2(1 + |y|2)〉 ≤ τ− 1320R40(τ), (A.3)
where R0 = O(
√
lnτ ) was defined in (3.8).
To see this, we divide the integration region into two parts
〈χR
∣∣v(·, τ)−√2∣∣, e− 14 |y|2(1 + |y|2)〉 = Q1 +Q2 (A.4)
where Q1 and Q2 are defined as
Q1 := 〈χR1|y|≤R0(τ)
∣∣v(·, τ)−√2∣∣, e− 14 |y|2(1 + |y|2)〉,
and
Q2 := 〈χR1|y|>R0(τ)
∣∣v(·, τ)−√2∣∣, e− 14 |y|2(1 + |y|2)〉,
and 1|y|≤R0(τ) is the Heaviside function taking value 1 for |y| ≤ R0(τ), and 0 otherwise,
1|y|>R0(τ) is defined as 1− 1|y|≤R0(τ).
For Q1, the estimate on |v(·, τ)−
√
2| in (3.10) implies that
Q1 ≤ τ− 1320 . (A.5)
For Q2, where the integration takes place in the region |y| ≥ R0(τ), we use the rapid decay
of e−
1
4
|y|2 and that |v(·, τ)−√2| ≤ 1 to have
Q2 ≤ τ− 1320R40(τ). (A.6)
These two estimates obviously imply the desired estimate in (A.3).
What is left is to apply the Fixed Point Theorem to show the existence and uniqueness
of the parameters, by limiting the consideration to the subset of standard Banach space
|a(τ)− 1
2
|, |B|,
3∑
k=1
|~βk(τ)|,
∑
l=1,2
|αl(τ)| ≤ τ− 3150 . (A.7)
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The proof is straightforward, hence we choose to skip the details.
Next we prove (3.17) and (3.18).
To prove the first estimates in (3.17) we have
‖e− 18 |y|2χRw‖2 ≤ ‖e− 18 |y|2χR1|y|≤R0w‖2 + ‖e−
1
8
|y|2χR1|y|>R0w‖2, (A.8)
for the first term, the estimate in (3.10), the decomposition of v and the estimation on the
scalars in (A.7) make,
‖e− 18 |y|2χR1|y|≤R0w‖2 ≤
1
2
τ−
3
5 (A.9)
provided that τ is large enough; for the second term, we use that |w| . 1 for |y| ≤ (1 + ǫ)R
and the definition of R0(τ) in (3.8) to find
‖e− 18 |y|2χR1|y|>R0w‖2 . ‖e−
1
8
|y|21|y|>R0‖2 ≤
1
2
τ−
3
5 . (A.10)
These two estimates obviously imply the desired
‖e− 18 |y|2χRw‖2 ≤ τ− 35 . (A.11)
The other two estimates in (3.17) can be obtained similarly.
To prove (3.18), we start with estimating ‖e− 18 |y|2∂2y1χRw‖2. Integrate by parts in y1 to
obtain
‖e− 18 |y|2∂2y1χRw‖22 =− 〈∂y1e−
1
4
|y|2∂2y1χRw, ∂y1χRw〉
=
1
2
〈y1e− 14 |y|2∂2y1χRw, ∂y1χRw〉 − 〈e−
1
4
|y|2∂3y1χRw, ∂y1χRw〉.
This together with the fact |∂ky1w| ≤ 1 for |y| ≤ (1 + ǫ)R and k ≤ 3, the fact ‖(∂kyχR)(1 +
|y1|)e− 18 |y|2‖2 ≪ 1, and the estimates in (3.17), implies the desired estimate
‖e− 18 |y|2∂2y1χRw‖2 . ‖e−
1
8
|y|2∂y1χRw‖
1
2
2 . τ
− 3
10 . (A.12)
The other estimates in (3.18) can be obtained similarly.
B Proof of Lemmata 10.1, 11.1, 12.1, 13.2 and 13.4
The present situation is very similar to what was considered in [4] and [8] for the blowup
problem of one-dimensional nonlinear heat equation [8], [16, 15, 14] for mean curvature flow,
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and [10] for multidimensional nonlinear heat equations, where the linear operator was of the
form, for n-dimensional nonlinear heat equation,
LW = −∆+ 1
16
|y|2 − n
4
− 1− 1
2
∂2θ +W, (B.1)
where W takes the form
W :=
yTB(τ)y
2(n− 1) + yTB(τ)y ,
with B(τ) = O( 1
τ
) being a positive definite n × n matrix. In the present situation, with
n = 3, the linear operator, defined in (10.13), takes the form
LV = −∆+ 1
16
|y|2 − 3
4
− 1− 1
2
∂2θ + V, (B.2)
where V is defined as
V := | χ˜R y · ∇yχR
χR
|.
Recall that V is a bounded function, but the bound is not uniform.
The similarities between V and W are that they are both (favorably) nonnegative, and
(favorably) slowing varying in variable y, namely ‖∇yV ‖∞, ‖∇yW‖∞ → 0 as τ →∞.
In what follows we focus on showing that the adverse effect caused by V is negligible since
the support of the function V is sufficiently far from the origin and that V grows modestly,
see the estimates in (B.21)-(B.22) below.
We start with simplifying the problem.
Let g : R3 × T→ C be a function satisfying the orthogonality conditions
e−
1
8
|y|2g ⊥ e− 18 |y|2, e− 18 |y|2(1
2
y2k − 1), e−
1
8
|y|2ykcosθ, e−
1
8
|y|2yksinθ, e−
1
8
|y|2yk, k = 1, 2, 3,
e−
1
8
|y|2cosθ, e−
1
8
|y|2sinθ, e−
1
8
|y|2ymyn, m 6= n, m, n = 1, 2, 3.
(B.3)
Fourier-expand the function g in θ−variable to have
g(y, θ) =
∞∑
n=−∞
einθgn(y) (B.4)
with gn defined as
gn(y) :=
1
2π
〈g(y, ·), einθ〉θ. (B.5)
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By the orthogonality conditions imposed on e−
1
8
|y|2g, g0 satisfies the conditions,
e−
1
8
|y|2g0 ⊥ e− 18 |y|2, yke− 18 |y|2, e− 18 |y|2(1
2
y2k − 1), k = 1, 2, 3,
e−
1
8
|y|2ymyn, m 6= n, m, n = 1, 2, 3,
(B.6)
and g−1, g1 satisfy the conditions,
e−
1
8
|y|2g−1, e−
1
8
|y|2g1 ⊥ e− 18 |y|2 , yke− 18 |y|2, k = 1, 2, 3, (B.7)
and there are no imposed orthogonality conditions on gk, |k| ≥ 2.
Accordingly we define P˜10 to be the orthogonal projection onto the subspace orthogonal
to these 10 functions listed in (B.6), which makes
P˜10e
− 1
8
|y|2g0 = e−
1
8
|y|2g0, (B.8)
and define P˜4 as the orthogonal projection onto the subspace orthogonal to these 4 functions
listed in (B.7), which makes
P˜4e
− 1
8
|y|2g±1 = e−
1
8
|y|2g±1. (B.9)
By this we have
U1(τ, σ)P18g =e
(τ−σ)U˜1(τ, σ)P˜10g0(y) + e
1
2
(τ−σ) ∑
n=−1,1
einθU˜2(τ, σ)P˜4gn(y)
+
∞∑
n=−∞, n 6=0,−1,1
einθe−
n2−2
2
(τ−σ)U˜3(τ, σ)gn(y),
(B.10)
where U˜1(τ, σ) is generated by the linear operator −P˜10L1P˜10, and U˜2(τ, σ) is generated by
−P˜4L1P˜4 and U˜3 is generated by −L1, and the linear operator L1 is defined as
L1 :=−∆+ 1
16
|y|2 − 3
4
− 1 + V. (B.11)
We have the following estimates
Theorem B.1. There exists a constant C such that, for any function g : R3 → C,
‖〈y〉−3e 18 |y|2U˜1(τ, σ)P˜10g‖∞ ≤ Ce− 75 (τ−σ)‖〈y〉−3e 18 |y|2g‖∞, (B.12)
‖〈y〉−ke 18 |y|2U˜2(τ, σ)P˜4g‖∞ ≤ Ce− 910 (τ−σ)‖〈y〉−ke 18 |y|2g‖∞, k = 2, 3, (B.13)
and
‖〈y〉−ke 18 |y|2U˜3(τ, σ)g‖∞ ≤ Ceτ−σ‖〈y〉−ke 18 |y|2g‖∞, k = 0, 1, 2, 3. (B.14)
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Proof. We start with proving (B.14).
Use the path integral technique, see [4, 8], to have, for any function g,
U˜3(τ, σ)g(y) =
∫
R3
Kτ−σ(y, z)〈e−V 〉(y, z)g(z) dz. (B.15)
where the function 〈e−V 〉(y, z) is defined in terms of path integral
〈e−V 〉(y, z) :=
∫
e−
∫ τ
σ
V (ω0(s)+ω(s),s) dsdµ(ω),
and Kτ−σ(y, z) is defined as the integral kernel of the operator e−(τ−σ)L0 given by Mehler’s
formula, and dµ(ω) is a probability measure on the continuous paths ω : [σ, τ ] → R3 with
ω(σ) = ω(τ) = 0, and ω0(s) is the path defined as
ω0(s) = e
1
2
(τ−s) e
σ − es
eσ − eτ y + e
1
2
(σ−s) e
τ − es
eτ − eσ z.
Here L0 is defined as
L0 := −∆+ 1
16
|y|2 − 3
4
− 1 (B.16)
The fact that V is nonnegative makes
|U˜3(τ, σ)g| ≤ e−(τ−σ)L0 |g|. (B.17)
This directly implies the desired (B.14), see e.g. [8],
‖〈y〉−ke 18 |y|2U˜3(τ, σ)g‖∞ . ‖〈y〉−ke 18 |y|2g‖∞, k = 0, 1, 2, 3. (B.18)
Next we sketch a proof for (B.12). Denote
g(y, τ) := U˜1(τ, σ)P˜10g = P˜10U˜1(τ, σ)P˜10g,
then g(y, τ) is the solution to the equation
∂τg(y, τ) =L1g(y, τ) = −(L0V )g(y, τ) + (1− P˜10)V g(y, τ),
g(y, σ) =P˜10g(y)
(B.19)
here we used that P˜10 commutes with L0.
Apply Duhamel’s principle to have
g(y, τ) = U˜3(τ, σ)P˜10g(y) +
∫ τ
σ
U˜3(τ, s)(1− P˜10)V g(y, s) ds, (B.20)
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where U˜3(τ, s) is the propagator generated by −L0 − V from time s to τ.
For the second term the key observation is that, the estimate |V | ≤ c(ǫ)R 14 and the fact
V is supported by the set |y| ≥ R, with R being sufficiently large, imply,
‖〈y〉−3e 18 |y|2(1− P˜10)V (·, τ)g‖∞ ≤ e− 15R2(τ)‖〈y〉−3e 18 |y|2g‖∞. (B.21)
To see this, we consider one in the 10 terms produced by 1 − P˜10, namely the projection,
denote by P , onto the subspace {(1
2
y21 − 1)e−
1
8
|y|2}, which takes the form
〈y〉−3e 18 |y|2PV (·, τ)g = 1∫
R3
(1
2
y21 − 1)2e−
1
4
|y|2 dy
〈y〉−3(1
2
y21 − 1)
〈
V (·, τ)g, (1
2
y21 − 1)e−
1
4
|y|2
〉
.
(B.21) follows from that V is supported on the set |y| ≥ R and |V | . R 14 .
Apply (B.21) and (B.14) to control the second term on the right hand side of (B.20)
‖〈y〉−3e 18 |y|2
∫ τ
σ
U˜3(τ, s)(P˜10 − 1)V g(y, s) ds‖∞ .
∫ τ
σ
eτ−se−
1
5
R2(s) ‖〈y〉−3e 18 |y|2g(·, s)‖∞ds.
(B.22)
Observe that even though eτ−s grows rapidly, the smallness of e−
1
5
R2(s) will offset the growth
if |τ − σ| ≤ R(σ). Recall that R≫ 1.
What is left is identical to the analysis in [8, 10], and we only state the procedure and
results.
For the first term on the right hand side of (B.20), we use the expression in (B.15) and
use the facts e−
1
4
|y|2P˜10g ⊥ 1, yk, ykyl, k, l = 1, 2, 3, to integrate by parts, at most three
times, and use that |∇yV | ≤ R− 14 , to derive the decay estimate. Here we skip the tedious
calculation, and only state the result: there exists a constant C satisfying C →∞ as R→∞,
such that if |τ − σ| ≤ C, then we have that
‖〈y〉−3e 18 |y|2U˜3(τ, σ)P˜10g‖∞ . e− 1920 (τ−σ)‖〈y〉−3e 18 |y|2g‖∞. (B.23)
This together with (B.22) implies that there exists a constant C1, with C1 → ∞ as
R→∞, such that if |τ − σ| ≤ C1, then the solution to (B.19) satisfies the estimate
‖〈y〉−3e 18 |y|2g(·, τ)‖∞ . e− 1920 (τ−σ)‖〈y〉−3e 18 |y|2P˜10g‖∞. (B.24)
This completes the proof of (B.12) when |τ − σ| ≤ C1.
For general cases we divide the interval [σ, τ ] into finitely many subintervals, with
lengthen equal or less than C1, apply (B.24) on each interval, and finally find the desired
estimate (B.12) by putting them together.
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The proof of (B.13) is similar, hence we choose the skip the details.
Now we are ready to prove Lemma 10.1.
Returning to (B.10), since
∑
|n|≥3 e
−n2−4
2
(τ−σ) <∞ for any τ − σ ≥ 1, we have
‖〈y〉−3e 18 |y|2U1(τ, σ)P18g‖∞
.e−
2
5
(τ−σ) ∑
|n|≤2
‖〈y〉−3e 18 |y|2gn‖∞ + e− 12 (τ−σ)
∑
|n|≥3
e−
n2−4
2
(τ−σ)‖〈y〉−3e 18 |y|2gn‖∞
.e−
2
5
(τ−σ)‖〈y〉−3e 18 |y|2g‖∞,
(B.25)
where in the last step we used the relation between gn and g in (B.5) to find,
‖〈y〉−3e 18 |y|2gn‖L∞(R3) ≤ ‖〈y〉−3e 18 |y|2g‖L∞(R3×T). (B.26)
For τ − σ ∈ [0, 1) we obtain the desired result by reformulating as in (B.19) and (B.20).
Then use the fact U˜3(σ1, σ2) is a bounded operator and the operator (1− P18)V is small in
the chosen normed space to obtain the desired estimate. We choose to skip the detials.
The proofs of Lemmata 11.1, 12.1, 13.2 and 13.4 are similar, hence we choose to skip the
details.
C Proof of Lemma 3.1
We start with recalling some definitions from [7].
The shrinker scale Rs : [0,∞)→ R+ is a scalar function defined by the identity
e−
1
2
R2s(τ) = F (Στ−1)− F (Στ+1) =
∫ τ+1
τ−1
|∇ΣsF |2 ds, (C.1)
where F (Στ ), for the rescaled surface Στ at time τ, is defined as
F (Στ ) := (4π)
−2
∫
Στ
e−
|x|2
4 dµ, (C.2)
and |∇ΣτF |2 is defined as
|∇ΣτF |2 :=
∫
Στ
φ2e−
|x|2
4 dµ, (C.3)
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with φ := H − 〈x, n〉
2
. Recall that the scalar function F (Στ ) is defined in (1.3).
It was proved that, in the coordinate constructed for time τ , inside the ball BRs(0), the
surface takes the form, up to a tilt of axis,
Στ =

 yv(y, θ, τ)cosθ
v(y, θ, τ)sinθ

 . (C.4)
For Στ∩BRs(0) or equivalently |y|2+|v|2 ≤ R2s , the graph function v satisfies the following
estimates: there exists a small ǫ > 0 and a large integer l such that, for some Cl > 0,
|v −
√
2|C2,α ≤ ǫ0,
∑
|k|+m≤l
|∇ky∂mθ v| ≤ Cl. (C.5)
Moreover, by choosing ǫ in (6.10) and (6.11) of [7] to be 1
3−ǫ0 with ǫ0 be an arbitrarily small
positive constant, which is allowed by Theorem 6.1 of [7], and by applying Lemma 6.9 of [7],
we have that there exists a Cǫ0 such that if l in (C.5) is large enough, then
F (Στ−1)− F (Στ+1) ≤ F (Στ−1)− F (C) ≤ Cǫ0τ−3+ǫ0. (C.6)
Here F (C) is a constant defined as F (C) = limτ→∞ F (Στ ) and recall that F (Στ ) is monoton-
ically decreasing.
(C.6) and (C.1) imply that the shrinker scale Rs(τ) satisfies the estimate
e
1
2
R2s(τ) ≥ Cǫ0τ 3−ǫ0, equivalently, Rs ≥
√
2[lnCǫ0 + (3− ǫ0) ln τ ]
1
2 . (C.7)
Later we need an estimate of ‖φ‖L1(BRs ), defined as
‖φ‖L1(BRs ) :=
∫
Στ∩BRs
|φ|e− |x|
2
4 dµ. (C.8)
By the estimate (5.33) in [7], with β chosen to be β = 0.5, there exists a constant C1 > 0
such that
|∇ΣτF |2BRs :=
∫
Στ∩BRs
φ2e−
|x|2
4 dµ ≤ C1
[
F (Στ−1)− F (Στ+1)
]
. (C.9)
After applying Schwartz inequality and then (C.6), we find, for some C2, C3 > 0,
‖φ‖L1(BRs ) ≤ C2
[
F (Στ−1)− F (Στ+1)
] 1
2 ≤ C3τ−
3−ǫ0
2 . (C.10)
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Next we derive pointwise estimates for the graph function v and its derivatives.
To facilitate later discussions, we define a scalar function R as
R := min{Rs,
√
6
√
ln τ}. (C.11)
By (2.51) of [7] with n = 4, k = 1, in the region |y|2 + |v|2 ≤ r2 − 3 which is equivalent
to Στ ∩ B√r2−3(0), we have that if r ≤ R− 2, then
|v(y, θ, τ)−
√
2|,
∑
|m|+l=1
|∇my ∂lθv(y, θ, τ)| ≤ Cλ0,l,ClR13
[
e−dl,4
(R−1)2
8 + ‖φ‖
dl,4
2
L1(BR)
]
e
1
8
r2 . (C.12)
here dl,4 satisfies that dl,4 ≤ 1 and dl,4 → 1 as l →∞, with l defined in (C.5), where, recall
the definition of λ0 in (2.1).
By fixing |y|2 + |v|2 = r2 − 3 with r ≤ R− 2, we find,
|v(y, θ, τ)−
√
2|,
∑
|m|+l=1
|∇my ∂lθv(y, θ, τ)| ≤ Cλ0,l,ClR13
[
e−dl,4
(R−1)2
8 + ‖φ‖
dl,4
2
L1(BR)
]
e
1
8
(|y|2+|v|2+3).
(C.13)
The facts |v −√2| is small in (C.5) and R≫ 1 imply that, for |y| ≤ R− 3, there exists
a new constant C˜λ0,l,Cl such that
|v(y, θ, τ)−
√
2|,
∑
|m|+l=1
|∇my ∂lθv(y, θ, τ)| ≤ C˜λ0,l,ClR13
[
e−dl,4
(R−1)2
8 + ‖φ‖
dl,4
2
L1(BR)
]
e
1
8
|y|2.
(C.14)
Recall that the estimates above hold in the coordinate constructed for time τ. In what
follows we find the pointwise estimate, in the limit coordinate.
It was proved in [7] that the sequence of coordinates converge. We adapt their arguments
to show that the converging rate is τ−
3
4
−σ, for some σ > 0. This is implied by applying Lemma
A.48 of [7] and the estimate ∫ ∞
τ
‖φ(·, s)‖1 ds . τ− 34−σ. (C.15)
This will be proved in subsection C.1.
Suppose (C.15) holds. Denote the graph function, in the coordinate for τ =∞, by v˜(·, τ).
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Compute directly to find that, for |y| ≤ R− 3 = O(√ln τ),
|v˜(y, θ, τ)−
√
2|,
∑
|m|+l=1
|∇my ∂lθ v˜(y, θ, τ)| ≤ C˜λ0,l,ClR13
[
e−dl,4
(R−1)2
8 + τ−
3
4 + ‖φ‖
dl,4
2
L1(BR)
]
e
1
8
|y|2.
(C.16)
Now we make l large enough so that d4,l is sufficiently close to 1. This together with the
definition of R in (C.11) and the estimates in (C.7) and (C.10) implies that for any ǫ1 > 0,
there exists a constant Cǫ1 such that
e−dl,4
(R−1)2
8 + ‖φ‖
dl,4
2
L1(BR)
≤ e−dl,4 (R−1)
2
8 + ‖φ‖
dl,4
2
L1(BRs )
≤ Cǫ1τ−
3
4
+ǫ1 . (C.17)
Hence, if τ is large enough, then
C˜λ0,l,ClR
13
[
e−dl,4
(R−1)2
8 + τ−
3
4 + ‖φ‖
dl,4
2
L1(BR)
]
≤ τ− 1825 , (C.18)
here we use the obvious fact 18
25
< 3
4
and R = O(√ln τ )
This directly implies (3.10): Since R − 3 − 12
5
√
ln τ ≫ 1, the estimates in (C.16) and
(C.18) hold for |y| ≤ 12
5
√
ln τ . Hence,
|v˜(y, θ, τ)−
√
2|, |∇yv˜(y, θ, τ)|, |∂θv˜(y, θ, τ)| ≤ τ− 1825 e 18 |y|2 , (C.19)
which is the desired estimate.
The estimates in (3.11) are implied by (C.5) and the convergence rate of the coordinate
systems, and the fact we only consider the region |y| ≤ R0(τ).
Since
τ−
18
25 e
1
8
|y|2 ≤ τ− 150 , for |y| ≤ R1(τ)
we prove the desired estimates for |v˜ −√2| and ∂lθ∇ky v˜, |k|+ l = 1 in (3.12).
For |k| + l = 2, 3, 4, we interpolate between the decay estimates of ∂mθ ∇ky v˜, |k| + l = 1,
and the estimates of ∂mθ ∇ky v˜, |k|+ l = 5, which is bounded by (3.11).
C.1 Proof of (C.15)
Note that the estimate
∫∞
0
‖φ(·, s)‖1 ds <∞ was proved in [7], to prove the convergence of
the sequence of coordinate systems. Presently we need a convergence rate, and will prove it
by slightly refining their arguments.
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To prove (C.15), we apply Schwartz’s inequality and use that F (Στ ) > 0 is decreasing to
find, as (6.23) in [7],∫ ∞
τ
‖φ(·, s)‖1 ds ≤
√
F (Στ )
∞∑
j=0
[
F (Στ+j)− F (Στ+j+1)
] 1
2
(C.20)
Then, apply Ho¨lder’s inequality to find, for any p ∈ (1, 2],
[ ∞∑
j=0
[
F (Στ+j)− F (Στ+j+1)
] 1
2
]2
≤
[ ∞∑
j=0
(F (Στ+j)− F (Στ+j+1))(j + 1)p
][ ∞∑
j=0
(j + 1)−p
]
,
(C.21)
the second factor is bounded since p > 1, and for the first one we have
∞∑
j=0
(F (Στ+j)− F (Στ+j+1))(j + 1)p =F (Στ )− F (C)
+
∞∑
j=0
[(j + 2)p − (j + 1)p][F (Στ+j+1)− F (C)].
This together with (C.6), and the estimate, for some Cp > 0,
(j + 2)p − (j + 1)p ≤ Cpjp−1 ≤ Cp(j + τ)p−1
implies, for some Cp,ǫ0 > 0
∞∑
j=0
[(j + 2)p − (j + 1)p][F (Στ+j+1)− F (C)] ≤ Cp,ǫ0τ−3+p+ǫ0 . (C.22)
Returning to (C.21), we find, for some C˜p,ǫ0 > 0,
∞∑
j=0
[
F (Στ+j)− F (Στ+j+1)
] 1
2 ≤ C˜p,ǫ0τ−
3−p−ǫ0
2 . (C.23)
The desired (C.15) follows by the estimate above with a p close enough to 1, and (C.20).
References
[1] S. Altschuler, S. B. Angenent, and Y. Giga. Mean curvature flow through singularities
for surfaces of rotation. J. Geom. Anal., 5(3):293–358, 1995.
69
[2] K. A. Brakke. The motion of a surface by its mean curvature, volume 20 ofMathematical
Notes. Princeton University Press, Princeton, N.J., 1978.
[3] S. Brendle and G. Huisken. Mean curvature flow with surgery of mean convex surfaces
in R3. Invent. Math., 203(2):615–654, 2016.
[4] J. Bricmont and A. Kupiainen. Universality in blow-up for nonlinear heat equations.
Nonlinearity, 7(2):539–575, 1994.
[5] T. H. Colding, T. Ilmanen, and W. P. Minicozzi, II. Rigidity of generic singularities of
mean curvature flow. Publ. Math. Inst. Hautes E´tudes Sci., 121:363–382, 2015.
[6] T. H. Colding and W. P. Minicozzi, II. Generic mean curvature flow I: generic singular-
ities. Ann. of Math. (2), 175(2):755–833, 2012.
[7] T. H. Colding and W. P. Minicozzi, II. Uniqueness of blowups and  lojasiewicz inequal-
ities. Ann. of Math. (2), 182(1):221–285, 2015.
[8] S. Dejak, Z. Gang, I. M. Sigal, and S. Wang. Blow-up in nonlinear heat equations. Adv.
in Appl. Math., 40(4):433–481, 2008.
[9] K. Ecker. Regularity theory for mean curvature flow. Progress in Nonlinear Differential
Equations and their Applications, 57. Birkha¨user Boston, Inc., Boston, MA, 2004.
[10] D. Egli, Z. Gang, W. Kong, and I. M. Sigal. On blowup in nonlinear heat equations.
arXiv:1111.7208.
[11] L. C. Evans and J. Spruck. Motion of level sets by mean curvature. I. J. Differential
Geom., 33(3):635–681, 1991.
[12] S. Filippas and R. V. Kohn. Refined asymptotics for the blowup of ut − ∆u = up.
Comm. Pure Appl. Math., 45(7):821–869, 1992.
[13] S. Filippas and W. X. Liu. On the blowup of multidimensional semilinear heat equations.
Ann. Inst. H. Poincare´ Anal. Non Line´aire, 10(3):313–344, 1993.
[14] Z. Gang and D. Knopf. Universality in mean curvature flow neckpinches. Duke Math.
J., 164(12):2341–2406, 2015.
[15] Z. Gang, D. Knopf, and I. M. Sigal. Neckpinch dynamics for asymmetric surfaces
evolving by mean curvature flow. to appear in Memoirs of American Mathematical
Society.
[16] Z. Gang and I. M. Sigal. Neck pinching dynamics under mean curvature flow. J. Geom.
Anal., 19(1):36–80, 2009.
70
[17] Y. Giga and R. V. Kohn. Asymptotically self-similar blow-up of semilinear heat equa-
tions. Comm. Pure Appl. Math., 38(3):297–319, 1985.
[18] Y. Giga and R. V. Kohn. Characterizing blowup using similarity variables. Indiana
Univ. Math. J., 36(1):1–40, 1987.
[19] Y. Giga and R. V. Kohn. Nondegeneracy of blowup for semilinear heat equations.
Comm. Pure Appl. Math., 42(6):845–884, 1989.
[20] R. S. Hamilton. Four-manifolds with positive isotropic curvature. Comm. Anal. Geom.,
5(1):1–92, 1997.
[21] M. A. Herrero and J. J. L. Vela´zquez. Blow-up behaviour of one-dimensional semilinear
parabolic equations. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 10(2):131–189, 1993.
[22] G. Huisken. Flow by mean curvature of convex surfaces into spheres. J. Differential
Geom., 20(1):237–266, 1984.
[23] G. Huisken. Asymptotic behavior for singularities of the mean curvature flow. J. Dif-
ferential Geom., 31(1):285–299, 1990.
[24] G. Huisken and C. Sinestrari. Mean curvature flow with surgeries of two-convex hyper-
surfaces. Invent. Math., 175(1):137–221, 2009.
[25] T. Ilmanen. Elliptic regularization and partial regularity for motion by mean curvature.
Mem. Amer. Math. Soc., 108(520):x+90, 1994.
[26] F. Merle and H. Zaag. Stability of the blow-up profile for equations of the type ut =
∆u+ |u|p−1u. Duke Math. J., 86(1):143–195, 1997.
[27] N. Sesum. Rate of convergence of the mean curvature flow. Comm. Pure Appl. Math.,
61(4):464–485, 2008.
[28] B. White. A local regularity theorem for mean curvature flow. Ann. of Math. (2),
161(3):1487–1519, 2005.
71
