By data analysis the ordinary di erential equation for the description of an experimental electric resonance circuit with nonlinear capacitor is derived. Triglycine sulfate (TGS) was used as nonlinear dielectric material. This is the most thoroughly investigated ferroelectric with a second order phase transition. Its static dielectric small signal behaviour is well described in the framework of the Landau theory, yielding a Du ng-type ODE as a model equation of the circuit. Data analysis allows to check carefully the validity of this model and to determine required corrections of this simpli ed equation.
Lead paragraph
A di erential equation as a model for the dynamics of a nonlinear series resonant circuit is constructed by data analysis. For the given system physical considerations yield only an approximate simpli ed model (the Du ng equation), whose agreement and disagreement with the experimental situation is analysed. Systematic deviations between the experimental data and predictions based on the model equation call for signi cant modi cations. Using the data such a modi ed equation is constructed, its validity is veri ed, and its properties are discussed in view of the physics of the nonlinearity, a ferroelectric capacitance. This article lays the foundation for a more exhaustive analysis of non-equilibrium properties of the ferroelectric for which the theoretical situation is yet unclear.
Introduction
Ferroelectric materials are characterized by the existence of two or more orientational states of spontaneous polarization in the absence of an electric eld. The ferroelectric may be shifted from one to another of these states by an electric eld 1, 2] . One of the most thoroughly investigated ferroelectrics is triglycine sulfate (TGS). At the temperature of T c = 322K it exhibits a second order phase transition. Below T c TGS has two equivalent states of spontaneous polarization, related to each other by re ection symmetry. The existence of these two states can be explained qualitatively in the framework of the Landau theory of phase transitions 3] by the existence of a double-well potential.
The equilibrium state of a ferroelectric without electric eld in this temperature region is a multidomain state. Switching of the domains between these states due to an applied external electric eld is accompanied by a hysteresis. When using TGS in its ferroelectric state as dielectric in a capacitor of a series resonance circuit, the strong nonlinearities of the switching process lead to all kinds of complex dynamical behaviour like bifurcations and deterministic chaos in this system. Following the arguments of the Landau theory it has been attempted to describe the nonlinear series resonance circuit by a Du ng equation with double-well potential 4]. A comparison of the experimentally observed phase portraits of a period doubling cascade with the numerically simulated ones revealed that the behaviour of the resonance circuit can be qualitatively well understood by means of an e ective quartic double-well potential with coe cients determined heuristically from the experimentally observed hysteresis loop. These coe cients di er considerably from the linear and nonlinear dielectric coe cients determined by measurement of the shift of the resonance frequency in the same circuit, if the TGS-crystal is in the paraelectric state or if domain switching is avoided by very small amplitudes of the driving voltage or by applying a DC eld to stabilize a monodomain state 5] . This leads to the conclusion that domain switching is the underlying physical process for both the hysteresis of the pure TGS-crystal itself and the experimentally observed bifurcation cascades and chaotic attractors of the series resonance circuit with a TGS-capacitor in the ferroelectric phase. It has never been possible to observe bifurcations and chaotic behaviour in the same circuit containing paraelectric TGS, which is well described in the framework of the Landau theory. In summary, it is obvious that the Landau theory is not capable to describe the switching process correctly 1, 2], because switching is a nonequilibrium process strongly in uenced by the properties of the real ferroelectric crystal with defects and their interactions with the domain walls.
So it has to be looked for a way to re ne the model of the nonlinear series resonance circuit. In the current paper we investigate experimentally observed chaotic time series of the nonlinear resonance circuit. Our analysis allows to determine required corrections in the model equation. Dynamical e ects of the relaxation during repolarization of the ferroelectric not contained in the Landau theory lead to a modi ed e ective potential and to nontrivial damping terms. After a description of the experiment and its relation to the Du ng equation in the next section, the main part of this paper is devoted to the analysis of time series data, nally leading to a model equation derived from the experimental data.
The experiment and the Du ng equation
The nonlinear series resonance circuit consists of a linear inductance L and a nonlinear capacitance C NL , which is a ferroelectric TGS-crystal. The TGS-sample is bar-shaped with the thickness along the ferroelectric axis and the electroded surfaces normal to this axis (Fig.1) . The linear capacitance C and the resistance R have been introduced to derive the signals proportional to the charge Q at the ferroelectric capacitance C NL and the resonator current I, respectively. Realizing the relation R 1=!C 1=!C NL the voltage drops in C and R are small compared to the ones in the ferroelectric and the inductance L. Furthermore, the in uence of the oscilloscope on the circuit is minimized. Using Kirchho 's law one derives the following di erential equation in the dielectric displacement D:
where D is the dielectric displacement along the ferroelectric axis, a and A represent the thickness and the surface of the electrodes of the ferroelectric capacitor respectively. So the charge at the capacitor is related to the displacement by Q = AD. The resonator current may be calculated by I = A _ D. R V represents the losses of the circuit. In the case of paraelectric TGS or if switching of the ferroelectric TGS is avoided, it may be possible to approximate these losses by a function R V (T), but in the case of switching it has to be assumed a more complicated function R V (T; D; _ D). According to the Landau theory for second order phase transitions the thermodynamic equilibrium state of the ferroelectric TGS may be characterized by a symmetric thermodynamic potential (the Gibbs free energy G 1 (T; D)): 
The dots in Eq. (2)- (4) indicate that one expects higher order terms in both the thermodynamic potential (even ones) and the nonlinear eld dependence (odd ones). These terms are often neglected in the Landau theory of second order phase transitions for simplicity 3]. So Eq. (4) is the simplest approach to describe the behaviour of the nonlinear resonance circuit with a switching ferroelectric TGS-capacitor. The Du ng equation is well studied in the literature on nonlinear dynamical systems and is known to exhibit all kinds of complex dynamical behaviour 6].
In the following sections we will use experimental chaotic time series to x the coefcients in Eq.(4) and more general ODEs and will compare the accuracy of the models thus obtained. It will turn out that we can determine corrections of the simpli ed Eq.(4), which give valuable hints to the not yet completely understood e ects of the nonequilibrium dynamics of the domain switching in the ferroelectric.
Experimental observations
For many values of the experimentally adjustable parameters U, ! e , L, and temperature T the circuit was operated and the results were studied, e.g. by means of the phase portrait _ D versus D, and stroboscopic views 7] . The most relevant result of these investigations with respect to the present study is that through the observation of several types of bifurcations, among them period doubling and inverse period doubling, symmetry breaking bifurcations, and transitions to chaos, there is good evidence that a low-dimensional system like Eq.(4) is su cient to describe the experimental situation, and moreover that the symmetry properties of Eq.(4) are ful lled by the experimental data. In this paper we study the motion on chaotic attractors for two di erent parameter sets. The more interesting one in view of the task of modeling is the one later called data set A, shown in Fig.2 (for details about Fig.2 see below) , which violates these symmetry properties. However, this attractor arises after a symmetry breaking pitchfork bifurcation and coexists with its mirror image, much alike as it is observed in the Du ng equation. In the experiment, the mirror images of all asymmetric attractors in fact were found and are stable. Usually one can switch from an attractor to its mirror image by a short perturbation of the system under xed parameters, e.g. by employing a small DC eld. This spontaneous dynamical symmetry breaking must not be confused with some slight violation of the symmetry of the model equation revealed by the quantitative analysis presented below, which is probably due to small anisotropies in the defect structure of the dielectric probe. In view of the expected domain dynamics in the ferroelectric material we want to stress that all experimental results are well reproducable even when in between two experiments the probe was heated above T c .
In this paper we consider time series of measurements proportional to the dielectric displacement D. All measurements reported here are either given in arbitrary units as they come from the 12 bit AD-converter, or they are normalized to the interval -1:1]. The conversion into physical units will be used only in order to compare tted parameters with experimentally known values.
Our analysis focusses on two data sets (called A and B in the following) of length 256 000 each, recorded with a sampling rate of 100kHz, which corresponds to about 25 observations per cycle. The experimental parameters are summarized in Table 1 . Both parameter sets are in the chaotic regime and correspond to temperatures below T c . In the following we describe the quantitative analysis of the observed data by means of data set A data set B inductivity L 100mH 100 mH temperature T 294. phase space methods, in particular the construction of a di erential equation.
Data analysis
Nonlinear time series analysis allows to determine characteristic quantities of chaotic motion such as attractor dimension, dynamical entropies and Lyapunov exponents from observed data (for a review see e.g. 8, 9] ). Due to their invariance under a smooth change of variables, one can compute them for the scalar time series fD n g, ). This is the mathematically rigorous reconstruction of a state space by the delay embedding method 10, 11], provided that m is su ciently large. If the correct model is of the type of Eq.(4), the phase space is three dimensional. Therefore we need an at least three dimensional embedding of the data, but generically, due to nonlinearities, m has to be larger than 2D f , twice the fractal dimension of the attractor. Assuming strong damping and thus an attractor of dimension less than 2.5, we are assured that m = 5 yields an embedding, but in fact, as the analysis will show, due to the properties of our observable m = 4 is su cient.
For absolutely noise free and in nitely many data the lag is arbitrary (and thus unlike m not part of the theorems 10, 11]), but in practice it should be chosen reasonably. Due to the strong in uence of the driving voltage in our data a value serves well, when the time delay t between the elements ofD n is of the order of one quarter of the period of the driving force. Since the chaotic response of the system acts on a shorter time scale, we nally work with a delay of = 2 to 4. The attractor of data set A in this space is shown in Fig.2 . A physically more intuitive state space follows from a simple linear transformation of these state vectors, namely the space spanned by D n and its numerically computed temporal derivatives. In this space, as well as in the delay embedding space, one considers the system as autonomous. This is possible since the sinusoidal driving can be interpreted itself as an autonomous harmonic oscillator. Of course, the phase space of the physical model, Eq.(4) can be reconstructed as well and will be used in the next section.
The measured data represent a time continuous dynamical system, a ow. The technique of Poincar e's surface of section can be applied to them to derive map-like data. Map data have the advantage that they do not contain the marginally stable direction tangent to the trajectory and therefore have enhanced chaotic properties with reduced dimensionality, so that Lyapunov exponents and dimensions usually can be determined more accurately.
The main result of the analysis of the embedded ow and map data is that down to scales of 1/250 of the amplitude of the signal we observe low-dimensional motion on an slightly more than two dimensional attractor. The only positive Lyapunov exponent determined by the method described in 12] is the maximal one. The second exponent is identical to zero through the fact that the system has a continuous time evolution 14], and the third one is negative due to damping. Since the contracting direction is almost empty, its value cannot be determined with reasonable accuracy. The additional Lyapunov exponent in the 4-dimensional delay embedding space is spurious.
Noise as a stochastic process by de nition has an in nite dimension and an in nite Lyapunov exponent (if it is de ned by the divergence on the in nitesimal scales). Thus the noise level can be seen in the estimate of the correlation dimension 13], Fig.3 , through the violation of the scaling behaviour on the small scales 15]. We estimate it to be below 1%, and the discretization noise would be non-negligible if instead of the 12 bit AD converter an 8 bit AD converter were used. All results are summarized in Table 1. 5 Reconstruction of the dynamics
Map in delay embedding space
The main goal of this paper is to reconstruct the equations of motion. The most direct way, which involves no pre-processing of the data, is to construct a map F in the delay embedding space, F : D n+1 = F(D n ). After having chosen an ansatz F p for the unknown scalar function, the parameters fpg are determined by the minimization of the one-step prediction error,
with respect to the parameters fpg. In agreement with the data analysis above, we can determine an autonomous model in an (m=4)-dimensional delay embedding space. If we approximate the function F p by multivariate polynomials in m = 4 dimensions, we nd a reasonable model for degree 9. Polynomials of smaller degrees lead to considerably larger one-step prediction errors, and polynomials of higher degrees do not yield signi cant improvements, but instead fail in our most strict test for model veri cation (see Sec.6): under iteration they are unstable and thus do not possess an attractor which is compatible with the experimental observations. Moreover, a tendency towards over tting can be observed by a smaller in-sample error than out-of-sample error. The polynomial of degree 9, however, creates, under iteration, an attractor which is extremely similar to the experimental data shown in Fig.2 , so that we conclude that the unknown dynamics can be accurately modeled in the described way.
Non-autonomous map
Since the system is periodically driven, it is reasonable to construct a non-autonomous model, for which 2 space dimensions should be su cient. To do so, we have to know the period of the driving force with very high accuracy. We use typically 40000 data items for a t of the dynamics, covering about 1600 periods e of the driving force. We have thus to require an accuracy in the knowledge of e in units of the sampling interval which guarantees the phase coherence over this time span. If we accept a phase shift between the true phase and the computed phase of 2 10 , we need a relative accuracy of e of 6 10 ?5 . This can in fact be achieved by data analysis. Starting from an estimate of e , obtained either by visual inspection or by computation of the auto-correlation function or power spectrum, the ne-tuning of e is done by a direct minimization of the one-step-prediction error with respect to e in the t of the dynamics.
The minimization problem for the t of the non-autonomous dynamics in a twodimensional embedding space reads The fact that the phase relation between the driving voltage and the data is unknown is taken into account by the sine and cosine term with adjustable amplitude. If we choose for F p a bivariate polynomial which is linear in its parameters, solving the minimization problem for xed e means to invert a matrix, which is numerically very fast and can be repeated for many trial values of e . We compute the in-sample error on the training set of 20000 data points and compare it to the out-of-sample error on the test set of the next 20000 data points. The dependence of these two errors on for F p being a bivariate polynomial of degree 11 is shown in Fig.4 . When comes close to the true value e , the in-sample error decays. At the same time the out-of-sample error grows, since the phase relation and thus A and B are adjusted by the t such that there is optimal agreement in the center of the training sequence, leading to an almost anti-phase in the test sequence, when 20000(2 = ?2 = e ) = =2.
Only when is adjusted even better, also the out-of-sample error decays. This yields a very narrow minimum, which becomes the narrower the longer the segments of the time series used for this analysis. It is that deep only due to the extremely low noise level of the data. Normalized to the variance of the data, the prediction error is about 1.2-1.5%, depending on the order of the polynomial. Polynomials of order lower than 9 yield larger errors, and polynomials of order higher than 15 lead to unstable results with exploding coe cients.
For data set A we nd that the period of the driving voltage is 25.44528 samples, and 24.8139 samples for data set B. This is in perfect agreement with the values computed from the experimental setup, sampling rate 100 kHz and the driving frequencies as in table 1.
Di erential equation
The delay embedding space is a space without physical meaning. Nevertheless, from the ts in these spaces we have received very important information: In the nonautonomous case, the data can be modeled with high accuracy in a two dimensional space. This con rms the deterministic nature and shows that there are at most two degrees of freedom. Moreover, we have obtained an excellent estimate of the period of the driving voltage, e . With this knowledge we can approach the more interesting task, the construction of a second order ODE for this dynamics. 
In these estimates, no attempt was made to suppress noise. If the data are contaminated by white noise, the relative noise level of the derivatives is much larger than the one of the signal, depending on the order of the approximation and of the sampling rate. A recent attempt to minimize noise in derivative estimates is presented in 16]. Employing the laws of error propagation, we nd that for our data, where both the rst and the second derivative have a dynamical range of about half the range of the data themselves, the relative error of the sixth order approximation of _ D would be magni ed by a factor 2 and of D by a factor 7 in comparison to the D itself. In practice we nd a smaller error magni cation, which might give a hint that the noise is slightly correlated. Generally, the numerical estimation of temporal derivatives has to cope with the problem that a rough sampling rate yields systematic errors, and that a high sampling rate yields an enhancement of white noise. Since our data are su ciently noise free, we do not employ sophisticated methods for optimal estimates, but just use the 6-th order approximations throughout the paper.
To determine the ODE-models, we have to solve the following minimization problem for the quadruples (D n ; _ D n ; D n ; n) 
where F(D n ; _ D n ) is a bivariate polynomial, with respect to the coe cients in F and A and B. Having determined the optimal parameters for a given polynomial F, F together with the driving term allows for a prediction of the measured second derivative up to some error. We will measure this error in percent in the root mean square sense, (Fig.5) , so that this approach is obviously not capable of a full description of the dynamics. On the other hand, essential features of the second derivative are captured, and a numerical integration of the ODE with the parameters obtained by the t yields an attractor which is in reasonable agreement with the experimental observations with essentially the same topological features (Fig.6 ). When translating the parameters obtained from the ts of data set A into physical units, we nd for the peak amplitude of the driving voltage U 0; t = 17 0:05V, and for the linear resistivity R t = 100 10 , where we have to make use of the scaling factors of the AD-converter and of the value of the inductivity L, and where the errors re ect the uncertainty when changing the order of the polynomial between 5 and 9. Thus the numerical value for the driving amplitude is in good agreement with the experimental value, whereas the linear damping term is by far larger than the DC resistivity of the circuit without C NL . Thus there have to be losses also in the capacitor.
The resulting function for E NL (D) is shown in Fig.7 . The whole interval of the D-axis for which this function is shown is sampled by the data, i.e. in this range E NL (D) is xed by the t. In contrast to that, its continuation outside this interval is undetermined since it does not enter in the minimization problem Eq. (8) . Thus the negative slope of E NL (D) for D 2 20000; 22500] is part of the result. In violation of the physical considerations presented before, this function is not antisymmetric. It will turn out that this is a consequence of the fact that the ODE used here is only an approximation of a more complicated equation which ful lls the symmetry properties, but where E NL is a function of both D and _ D. If we admit only a third order polynomial for E NL (D), the relative error is about 33%, and the attractor of this model ODE di ers much stronger from the experimental attractor. We show this function E NL (D) as a dashed line in Fig.7 .
The systematic errors re ected by Fig.5 , the broken symmetry of the function E NL (D), and the failure of the estimation of the DC resistivity con rm that our model approach is over-simpli ed and thus not su ciently general to describe the circuit. If the unknown optimal model is a given function in the in nite dimensional function space, then, by the approaches used so far, it is projected onto an unsuitable nite dimensional subspace, thus leading to a loss of e.g. the symmetry properties.
Due to the lack of a physically motivated more general model, e.g. explicitly taking into account the domain dynamics, we can include extra terms on a trial basis. We thus include in the ODE a complete bivariate polynomial with terms up to power k in D and l in _ D, including all mixed terms:
In Fig.8 we show the relative error of the predicted second derivative after tting the parameters ij and A, B, in dependence on the order of the polynomial. Figure 8 not only shows that one can obtain increasingly better results with higher and higher order polynomials, but implicitly also proves a convergence of the approximated function:
The sum of the remaining errors of any two model-ODEs imposes an upper bound on the deviations between these model functions on the data. Of course, everywhere in the D ? _ D-plane where no data are, any two models may be very di erent. For high order of the polynomial, the error saturates at about 3.5%. In Fig.9 we show the individual errors of P 15;7 . There are obviously still some slight systematic deviations. A careful analysis reveals that this might be due to small systematic errors in the estimate of the second derivative, which result in the e ect that D n ? A cos( 2 n e ) ? B sin( 2 n e ) are, in certain regions, not located on a unique surface. Thus the remaining systematic errors in Fig.9 cannot be reduced by an even more general function. An alternative explanation could be slight anharmonicities of the driving sinusoidal voltage, but we did not nd any support for this hypothesis in the data, and it is excluded by the speci cation of the signal generator used in the experiment.
In the end we will discuss graphical presentations of the tted functions over the D-_ D-plane. Let us again recall that the ODE, although given as a globally de ned polynomial, can be expected to describe the dynamics only in those parts of the phase space where the data are located, and is meaningless outside these regions. This is the reason why we perform this analysis for chaotic attractors and not for limit cycles. Still, there are disturbing \holes" in the attractor. For data set A, we can ll them with a trick. Although we usually speak about time series data, the sum P n in Eq.(8) in principle can cover independent quadruples ( D n ; _ D n ; D n ; n ) at arbitrary times n, where n denotes the phase of the driving term. Strictly speaking, since a least squares minimization is derived from a maximum likelihood principle under the assumption of independent observations, di erent quadruples even should be uncorrelated. So we can combine time series of observations of motion on coexisting attractors (provided we have reconstructed the phase of the driving term). Since the mirror image of the attractor is also an attractor of the system for identical parameters, we can add such a time series. Instead, if we assume that the symmetry properties are ful lled exactly, we also can either use the numerically constructed mirror image of the single given time series or we can exclude all terms from the ODE which do not ful l the symmetry properties. Since the parameters underlying data set A are such that the two attractors almost merge due to a crisis, the mirror image of the attractor lls most of its holes, and this allows to x the dynamical equations by observed data in a maximally large region in phase space. Presumably due to imperfectness of the capacitor, the symmetry properties are slightly violated, and performing the minimization on the symmetrised data set leads to a model whose average error is about 5%. The attractor of data set B is symmetric itself, so that its mirror image does not yield new information.
Our optimal model ODE cannot be easily interpreted term by term, as it was possible for the Du ng equation. Since the inductivity is known to be linear in very good approximation and its losses purely ohmian, all nonlinear terms in the ODE represent properties of the ferroelectric capacitor, more precisely, of the function E NL (D; _ D). In order to get a better intuition, we can make use of the (slightly violated) symmetry properties of the ODE: We can divide the terms of the polynomial F (which (Fig.11) is almost linear for small values of jDj, but becomes more complicated for large jDj and j _ Dj, also partly changing its sign. Even without explicitly imposing the symmetry properties on data set A we nd, with this general ansatz, only extremely weak violations of the expected anti-symmetry, which is also proven by the quoted increase of the error from 3.5% to about 5%. 6 Model veri cation A crucial and yet only partly solved problem is model veri cation. The one step prediction error is a local quantity, whereas we require from a good model that it can reproduce global properties of the experimental data such as Lyapunov exponents, attractor dimension, attractor geometry and the invariant measure on it. When solving the minimization problem, Eq. (5) or Eq. (8), respectively, one can check whether the remaining errors are pure noise. The minimal requirement for this is that they are not correlated with the data. If they are, as for the Du ng model, one can assume that the model is invalid, since deterministic structure remains unresolved. This dilemma of using local minimization schemes for problems where global properties should be reproduced was solved for maps by the introduction of multi-step errors, which leads to models which possess by construction some shadowing properties 17]. For ODEs this method has not yet been implemented.
A stronger requirement which is more general and can only be ful lled if there are no systematic errors is the following: When iterating or integrating the model equation one should nd an attractor which looks as similar as possible to the experimental attractor. The details of the attractor geometry are very sensitive to modi cations of the dynamics, much more than ergodic averages like dimension and Lyapunov exponents. Experience shows that very slight changes of model parameters yield visibly di erent attractor geometries (and thus invariant measures) under iteration/integration of the equations of motion. In many cases we do nd reasonably good prediction errors, but nevertheless have to consider the model as unappropriate, since under integration we either create stable periodic orbits or observe an escape of the trajectory to in nity. Only if the iteration of the model equation yields the same attractor as it was observed in the experiment, we can assume that it is a reasonable model.
We show such a comparison for our best t of the di erential equation, obtained from a bivariate polynomial of degree 15 in D and order 7 in _ D in Fig.12 . The obvious problem is that this test is purely qualitative. A potential way to quantify the di erence between two invariant measures, the observed one and the one created by the model, is described in 18]. In the current paper we can restrict ourselves to visual inspection due to the low dimension of the attractor.
There are no a priori arguments for the choice of the optimal ansatz: The more complicated the model is the more exible it is and thus can yield a better approximation of the true dynamics (which thus yields smaller errors), but it contains more parameters, and in particular, as a polynomial it contains a higher instability: outside the interval -1:1] the high powers give extremely large contributions. Since for numerical ease we normalize the input data to the interval -1:1], this means that if under iteration of F the trajectory leaves this interval only slightly, it has a high probability to escape to in nity. To summarize, we just scan an interval of orders k and l and create the attractors of the models thus obtained. On this basis we decide that the polynomial (15,7) is optimal, whose properties were discussed at the end of the last section.
Conclusions
In the analysis of the current experiment containing a ferroelectric capacitor, we were able to construct an ODE of second order by mere data analysis which is able to reproduce the observed chaotic oscillations and the reconstructed attractor up to very high accuracy. Several conclusions can be drawn: First, the studied experimental setup shows a dynamical behaviour which can be fully described by a driven system with two degrees of freedom. Second, we can determine the force in a di erential equation as a function of D and _ D in di erent approximations. The Landau theory suggests a Du ng type equation. Fitting its parameters yields an ODE which possesses an attractor with many features of the experimental one, but this model leaves about 25% of the measured second derivative unexplained. Only a general function of D and _ D is able to describe the data with reasonable accuracy. The nontrivial coupling of D and _ D re ects the relevance of dynamical e ects in the ferroelectric medium, presumably related to domain dynamics. We can separate the terms of the optimal model ODE in a damping term (proportional to odd powers in _ D) and in force terms. The latter can be formally integrated in D and yield a kind of _ D{dependent potential. The barrier between the two wells of this e ective potential almost disappears. Further studies will be devoted to a systematic investigation of the frequency and temperature dependence of these results.
As discussed in the introduction, there exist many experimental hints and common agreement that the ferroelectric contains many independent domains of sizes of some m. There are two strong indications that for the chosen parameter values of this experiment these domains exhibit some kind of collective behaviour: After heating the probe to above T c the dynamical phenomena can be reproduced with high accuracy, although one has to expect that the domain structure has changed. This indicates that they contribute in a statistical sense. Second, our present study shows that only one macroscopic variable together with its temporal derivative is active. This means that all degrees of freedom inside the ferroelectric cooperate. There are experimental indications that in other parameter ranges not discussed here this is not the case. Ongoing studies will focus on the problem of how additional degrees of freedom enter the dynamics.
