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Abstract
In this research, we investigate Gauss compounding of time-variant (nonautonomous) symmetric
weighted arithmetic means. We establish the existence of the compounded mean under an easy-to-apply
criterion. Also, we investigate the properties that are enjoyed by the compounded mean.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and problem formulation
Let p be a positive integer greater than or equal to 2 and let D ⊆Rp . Following Borwein and
Borwein in [2, pp. 266–269], a function M :D → D is called a mean if it satisfies the internality
property, i.e.,
min{x1, . . . , xp}M(x1, . . . , xp)max{x1, . . . , xp}, (x1, . . . , xp) ∈ D.
Furthermore, a mean is called
• homogeneous if M(λx1, . . . , λxp) = λM(x1, . . . , xp),
• invariant under equal increments if M(x1 + t, . . . , xp + t) = M(x1, . . . , xp) + t ,
• strict if
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⇒ min{x1, . . . , xp} < M(x1, . . . , xp) < max{x1, . . . , xp},
and
• symmetric if it is invariant under every permutation of (x1, . . . , xp).
No doubt, the arithmetic mean A defined by
A(x1, . . . , xp) =
∑p
j=1 xj
p
and the weighted arithmetic mean W defined by
W(x1, . . . , xp) =
p∑
j=1
wjxj , wj  0,
p∑
j=1
wj = 1,
are by far the most commonly used means in practice. However, there is a sizeable account of
other means that are used and available in the literature. In this regard, we refer the reader to
[1–4], and the references cited therein. Moreover, the arithmetic mean is continuous and enjoys
all four properties mentioned above. Although the weighted arithmetic mean is continuous, ho-
mogeneous, and invariant under equal increments, it is, in general, not symmetric. Furthermore,
the positivity of the weights wj ’s is needed for W to be strict.
The present work is illustrated by the following scenario. A group of p statisticians were
given p values x1, . . . , xp arranged in an ascending order. Each statistician was asked to produce
the weighted arithmetic average of these values using his own weights. The averages were then
arranged in an ascending order and given back to the same statisticians to produce the weighted
average of the new values. This process was repeated again and again. One wonders about the
ultimate value(s) that can be obtained by this iterative process from each statistician!
Let y1(0) = x1, . . . , yp(0) = xp , Wi(n, t1, . . . , tp) = ∑pj=1 wij (n)tj be the weighted arith-
metic mean used by statistician i in the nth iterate, and define the iterative process
y1(n + 1) = S1
(
n,y1(n), . . . , yp(n)
)= W1(n,O(y1(n), . . . , yp(n))),
...
yp(n + 1) = Sp
(
n,y1(n), . . . , yp(n)
)= Wp(n,O(y1(n), . . . , yp(n))),
where O is the sorting operator that arranges (y1(n), . . . , yp(n)) in ascending order. The explicit
presence of n accounts for the freedom of choice of the weights at the nth iterate.
Although this story may sound imaginative, one may interpret the above iterative process as a
discrete dynamical system generated by weighted arithmetic means and the explicit dependence
on time n accounts for environmental fluctuations or seasonal changes. In any case, when yi ’s
converge to a common limit, we shall denote it by
⊗p
i=1 Si .
In Section 2, we establish the existence of
⊗p
i=1 Si under a fairly easy-to-apply criterion
whose properties will be investigated in Section 3. We close up in Section 4 by posing some
open problems that, hopefully, will stimulate further research.
2. Existence of the compounding mean
Our main result in this section is stated in the following theorem.
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⊗p
i=1 Si exists.
Proof. First, let
Z = {1, . . . , p},
an = min
i∈Z yi(n) = ykn(n) for some kn ∈ Z,
bn = max
i∈Z yi(n) = yn(n) for some n ∈ Z,
In =
{
i ∈ Z: yi(n) = an
}
,
Jn =
{
i ∈ Z: yi(n) = bn
}
, and
Kn = Z \ (In ∪ Jn).
Now, we have
bn+1 = yn+1(n + 1) =
p∑
j=1
wn+1j (n)yj (n)
(
p∑
j=1
wn+1j (n)
)
bn = bn, n = 0,1, . . . ,
and
an+1 = ykn+1(n + 1) =
p∑
j=1
wkn+1j (n)yj (n)
(
p∑
j=1
wkn+1j (n)
)
an = an, n = 0,1, . . . .
Thus {bn}∞n=0 is a bounded decreasing sequence whereas {an}∞n=0 is a bounded increasing se-
quence. By Monotone Convergence Theorem both sequences converge, say
lim
n→∞an = a  b = limn→∞bn.
To complete the proof, we need to show that a = b. If not, i.e., b − a > 0, then
an+1 = ykn+1(n + 1) =
p∑
j=1
wkn+1j (n)yj (n)
=
(∑
j∈In
wkn+1j (n)
)
an +
(∑
j∈Jn
wkn+1j (n)
)
bn +
( ∑
j∈Kn
wkn+1j (n)yj (n)
)

( ∑
j∈In∪Kn
wkn+1j (n)
)
an +
(∑
j∈Jn
wkn+1j (n)
)
bn
= an +
(∑
j∈Jn
wkn+1j (n)
)
(bn − an) an + c(bn − an),
where c = infn mini,j wij (n) > 0. Therefore,
a  a + c(b − a)
which is a contradiction. 
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Observe that when
⊗p
i=1 Si exists, it is a function, say μ(x1, . . . , xp) that satisfies the inter-
nality property and thus it is a mean. In fact it enjoys several interesting properties summarized
in the following theorem.
Theorem 3.1. Suppose that infn mini,j wij (n) > 0. Then the mean μ(x1, . . . , xp) is continuous,
homogeneous, invariant under equal increments, strict and symmetric.
Being homogeneous, invariant under equal increments, strict and symmetric can be easily
verified. To establish continuity, we need the following lemma which is important in its own
right.
Lemma 3.1. Let U = {x = (x1, . . . , xp)T : x1  · · ·  xp}. If x,x′ ∈ U and P , Q are two per-
mutation matrices, then
‖x′ − x‖∞  ‖Qx′ − Px‖∞.
Proof. First, since
‖Qx′ − Px‖∞ =
∥∥Q(x ′ − Q−1Px)∥∥∞ = ‖x′ − Q−1Px‖∞,
and Q−1 and Q−1P are permutation matrices, we may take Q the identity matrix.
Now, choose an index  such that ‖x′ −x‖∞ = |x′−x| and assume that x′  x. Let π :Z →
Z be the permutation of indices function corresponding to the permutation matrix P , i.e., Px =
(xπ(i)). On the one hand, if π() , then
‖x′ − Px‖∞ 
∣∣x′π() − x∣∣= x′π() − x  x′ − x = ‖x′ − x‖∞.
On the other hand, if π() < , then there exists an index i <  such that π(i) . In this case,
we have
‖x′ − Px‖∞ 
∣∣x′π(i) − xi∣∣= x′π(i) − xi  x′ − x = ‖x′ − x‖∞.
This completes the proof. 
Proof of Theorem 3.1. First observe that the iteration process under study can be written in the
matrix form:
y(n + 1) = W(n)O(y(n)), n = 0,1,2,3, . . . , y(0) = x,
where
y(n) = (y1(n), . . . , yp(n))T , W(n) = [wij (n)] ∈Rp×p+ .
Now, let ε > 0. With the understanding that e = (1, . . . ,1)T , if y′(n) are the iterates converg-
ing to μ(x′)e, and y(n) are the iterates converging to μ(x)e, then there exists a positive integer
N such that for all nN , we have∥∥y(n + 1) − μ(x)e∥∥∞ < ε3 and
∥∥y′(n + 1) − μ(x′)e∥∥∞ < ε3 .
Since the maximum row-sum matrix norm ‖W(n)‖∞ = max1ip∑pj=1 wij (n) = 1, by
Lemma 3.1 with Pn and Qn appropriate permutation matrices, we have
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
∥∥Qny′(n) − Pny(n)∥∥∞

∥∥y′(n) − y(n)∥∥∞
for all n 0. Thus, inductively,∥∥y′(n) − y(n)∥∥∞  ∥∥y′(0) − y(0)∥∥∞  ‖x′ − x‖∞.
Now, choose 0 < δ  ε/3. If ‖x′ − x‖ < δ, then∣∣μ(x′) − μ(x)∣∣
= ∥∥μ(x′)e − μ(x)e∥∥∞

∥∥μ(x′)e − y′(n + 1)∥∥∞ + ∥∥y′(n + 1) − y(n + 1)∥∥∞ + ∥∥y(n + 1) − μ(x)e∥∥∞
<
ε
3
+ ε
3
+ ε
3
= ε
whenever nN . Hence, μ is continuous. 
4. Computing the compounding mean
Theorem 2.1 establishes the existence of the compounding mean μ and Theorem 3.1 investi-
gates the properties enjoyed by μ. In this section, we proceed further and develop a methodology
to compute μ.
To this end, without loss of generality, assume that x1  x2  · · · xp . If μ exists and W(n) =
W(0), i.e., W(n) are independent of n, then μ satisfies the following functional equation:
μ
(
W(0)x
)= μ(x).
Substituting
μ(x1, . . . , xp) =
p∑
i=1
λixi, λi  0 and
p∑
i=1
λi = 1,
we reach the conclusion that λ = (λ1, . . . , λp)T satisfies[
W(0)
]T
λ = λ,
i.e., λ is a normalized nonnegative eigenvector associated with 1, if there is any. But the existence
of such an eigenvector is assured by the celebrated Perron’s theorem [5, p. 503].
For the sake of illustration, consider p = 2 and take
W(0) =
(
α 1 − α
β 1 − β
)
, 0 < α,β < 1.
Then λ = (λ1, λ2)T satisfies(
α β
1 − α 1 − β
)(
λ1
λ2
)
=
(
λ1
λ2
)
with
λ1 + λ2 = 1 and λ1, λ2  0.
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λ1 = β1 + β − α and λ2 =
1 − α
1 + β − α .
5. Conclusion
Compounding symmetric arithmetic mean was the main theme of this article. Existence of the
compounded mean was established by imposing conditions on the positivity of the weights wij ’s.
We believe that a weaker condition is also possible. Furthermore, it would be interesting to
investigate the comparability of μ and the arithmetic mean A.
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