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Abstract
Performing facial recognition between Near Infrared
(NIR) and visible-light (VIS) images has been established
as a common method of countering illumination variation
problems in face recognition. In this paper we present a
new database to enable the evaluation of cross-spectral face
recognition. A series of preprocessing algorithms, followed
by Local Binary Pattern Histogram (LBPH) representation
and combinations with Linear Discriminant Analysis (LDA)
are used for recognition. These experiments are conducted
on both NIR→VIS and the less common VIS→NIR proto-
cols, with permutations of uni-modal training sets. 12 indi-
vidual baseline algorithms are presented. In addition, the
best peforming fusion approaches involving a subset of 12
algorithms are also described.
1. Introduction
Traditional face recognition systems have been quite
successful in solving problems in restricted scenarios,
where the images for use are captured in controlled con-
ditions. However, it is of greater interest, especially in
the context of security applications, to investigate situations
where face images are obtained in a variety of conditions.
One manifest disadvantage of face recognition systems
in the visible light (VIS) spectrum is that of illumination
variation[1]. The varying energy distribution and direction-
ality of a light source, coupled with the 3D structure of the
human face can lead to differences in shading and shadows.
Such conditions result in rather extensive variations even
between images of the same subject. The problem becomes
particularly serious when the intra-subject differences ex-
ceed inter-subject variations.
The use of Near Infrared (NIR), usually described as
lying in the 800 - 1000 nm range, in face-recognition to
counter illumination variation has become well-established
[23, 7, 22, 9]. The advantages over facial images recorded
in the visible light spectrum are that indirect illumination
can be largely eliminated. This is due to the fact that when
capturing images in the NIR spectrum, it is very unlikely
that there are multiple sources of NIR illumination present.
However, uni-modal face recognition systems (VIS only
or NIR only) assume that both the gallery and probe set are
captured in the same spectrum. For a truly robust automated
face recognition system, it is highly desirable to success-
fully identify a human subject regardless of the spectrum
the image is captured in.
As a result, cross-spectral face biometrics has recently
gained a lot of attention. Unfortunately, the experiments
conducted on most of the proposed systems are not fully
representative because they are either running in closed-set
experiments or involving small datasets with customised
protocols. The most challenging aspect of cross-spectral
matching is the lack of an open database with standard po-
tocols for system evalation.
In this paper, we introduce a database for NIR-VIS face
recognition, and also specify the standard protocols to en-
able systematic evaluation. A series of benchmark algo-
rithms to establish a baseline performance for NIR-VIS face
recognition systems is also presented.
The contributions of this paper are two-fold. Firstly, a
database with a standard protocol for the research commu-
nity to facilitate a fair evaluation of cross-spectral macthing
systems is provided. In addition, evaluation results for a
series of benchmark systems is presented which provide a
useful insight into the merits of various face matchers and
fusion methods.
2. Literature Review
A major issue with matching NIR-VIS is due to the
variation in the optical properties of human skin across
spectra[3][16][11]. There have been various approaches to
tackle the difference between spectra. Most problems ap-
proach this situation with the gallery set comprising of VIS
images, and the probe set consisting of NIR images.
A common approach is to use inter-spectral image pairs
to learn a subspace projection for recognition. Lin et al.
[10] propose the Common Discriminant Feature Extraction
(CDFE) model, which is used to project NIR and VIS im-
ages into a common space for classification. On the other
hand, in [21], the gallery and probe image pairs are first pro-
jected into their respective, separate PCA/LDA subspaces.
These subspace projections are then used to train a Canon-
ical Correlation Analysis (CCA) model and recognition is
performed on these CCA vectors.
Overfitting is a potential shortcoming of this approach,
since any enrolled subjects not in the training set will de-
grade the system performance in the testing stage. In an
attempt to address this problem encountered by [21], the
PCA/LDA models in [8, 6] are learned using a training set
comprising both NIR and VIS images.
In addition to subspace models, one can also apply im-
age processing techniques on cross-spectral images. These
methods attempt to extract canonical information from the
face pairs, such that their intrinsic feature similarity is en-
hanced while simultaneously reducing the inter-spectral dif-
ferences. In [8, 20], the authors peform Difference of Gaus-
sian (DoG) or Laplacian of Gaussian (LoG) filtering on the
NIR images prior to feature extraction. In general, the pre-
processing and subspace projection methods are combined
to create a hybrid solution to the cross-spectral face match-
ing problem.
In a novel approach to the problem, NIR images are used
to synthesize a corresponding VIS image. These synthe-
sized VIS images are then matched against a gallery set for
recognition, as seen in [2, 18]. One of the benefits of this
approach is to facilitate recognition for a human observer.
A summary of existing approaches is seen in Table 1
Preprocessing Feature Extraction Matching Reference
DoG MBLBP (H) LDA (Using NIR+VIS) [8]
DoG Raw LDA(NIR)/(VIS) + CCA(NIR+VIS) [8, 21]
DoG Raw PCA(NIR)/(VIS) + CCA(NIR+VIS) [8, 21]
None Raw CDFE (Using NIR+VIS) [8, 10]
None Raw LDA (NIR+VIS) [6]
None Raw PCA (NIR+VIS) [6]
None LGBP, G WLD, P LBP KL distance [12]
LoG + Binarisation Binary img Regional Hamming Distance [20]
None LBPH, HoG Random subspace (ED) OR SRC [5]
Table 1. A summary of the state of the art techniques detailing pre-
processing, feature extraction and synthesis approaches to Cross
Spectral Face Recognition in the NIR-VIS domain
When comparing the performance of these algorithms,
it is difficult to fairly evaluate them, since the experiments
are conducted in different datasets and protocols. Although
attempts have been made to establish a baseline method for
each experiment, the parameters for these baseline methods
have not been standardised.
Total Subjects Vis Images Nir Images Database Systems
202 2095 3002 HFB [6] [18, 21, 8, 5]
48 192 192 TINDERS [19] [12]
50 100 300 Custom [2]
Table 2. Summary of Heterogeneous Face Image Databases (NIR-
VIS)
2.1. Motivation
Referring to Table 2, the TINDERS dataset and the Cus-
tom dataset in [2] contain frontal face images with at most
500 samples. The HFB dataset on the other hand, contains
slightly deviated face images in both modalities. In addi-
tion, a subset of the VIS images contain non-uniform illu-
mination sources.
Table 2 clearly shows that the evaluation of various sys-
tems is carried out on specific databases, thereby limiting
the scope of experimental comparison. For instance, the
evaluation of [12] cannot be directly compared with the
other systems. It would be beneficial if a database, for
example - HFB, was used to establish benchmark perfor-
mance of all heterogenous NIR-VIS algorithms. However,
the systems that have already been evaluated on the HFB
database do not share common experimental protocols. In
addition, not all the experiments are conducted on the com-
plete database. All these factors make system performance
difficult to compare directly.
In this paper, we not only introduce a database for NIR-
VIS face recognition but we also define a protocol which
will allow for effective evaluation of subsequent systems.
3. Database
The aim of this database is to provide an open platform
for systematic evaluation of Cross Spectral Face matching.
To this end a comprehensive set of NIR-VIS facial image
pairs at a series of deviated poses defined by pitch and yaw
angles were captured.
The data acquisition rig consisted of a series of vertical
pillars set up around a central turntable as seen in Figure 1.
Each pillar contained a series of immediately adjacent NIR-
VIS cameras at several different heights. The subject was
positioned in the centre of the rig, and the turntable rotated
by increments of approximately 10 degrees. The intention
was to capture a comprehensive series of NIR-VIS facial
image pairs at a series of deviated poses (including frontal)
in terms of both pitch and yaw. The data was captured in
the following manner:
• For each turntable angle starting at -70 degrees and
ending at +60 degrees:
• For each camera starting with C1 and ending with C7:
• Grab image with the current infrared camera.
• Grab image with the current visual camera.
• Increment turnable angle with 10 degrees.
Figure 1. Database capture set up, showing the different heights of
the cameras. For each C1 -C7, a pair of adjacent NIR-VIS cameras
were fitted.
Attempts were made while collecting the dataset to con-
stitute a realistic sampling across e.g. age, gender and eth-
nic origin (at least 20% of non-European origin). Most
importantly, the dataset was to include subjects with dark
skin since visual face recognition systems have had prob-
lems with dark skin in the past, and it is unknown how the
performance of infrared systems will be affected. Figure 2
shows a sample of the various subjects in the database, from
a variety of ethnic backgrounds.
The complete dataset consists of 430 subjects in total,
over multiple sessions. For the purposes of the experiments
described in this paper, a subset of images was used with
the pitch varying from -10/0/+10 and the yaw set to a frontal
Figure 2. Images from the dataset with the pose-reflection (-
10/0/+10) for both VIS (left) and NIR (right)
Figure 3. Dataset format
height as seen in Figure 3.
Figure 4 shows the distribution of the dataset with re-
spect to samples:subjects. Some subjects have more than 2
samples/pose, which is down to recalibration of the rig at
different capture sessions. In total there were 2103 NIR im-
ages and 2086 VIS images, with each subject containing at
least 1 set of 3 poses (-10/0/+10).
Figure 4. Database image population
Protocol: The dataset was split into training and testing
subsets. To establish the training sets, the number of sub-
jects with 6 or more images were identified and only 3 of
those images were assigned for training. This was to enable
some degree of overlap between training and test images. It
should be noted that the NIR and VIS training sets contain
a few dissimilar subjects:
• Vtrn the training set of 175 VIS subjects each with
image poses(-10/0/+10) - 525 images .
• Ntrn the training set of 186 NIR images each with
image poses (-10/0/+10) - 558 images.
• Vtst the test set of 1545 VIS images
• Ntst the test set of 1563 NIR images
Table 3 outlines the protocols used for evaluation on this
database. Configurations Ia and IIa, where the probe im-
ages from the NIR domain are matched against VIS gallery
images, is the most commonly evaluated scenario in cross-
spectral matching.(e.g Immigration checkpoints, driving li-
cense checks etc.) Configuration Ib and IIb are specified
for situations where it may be desirable to use a VIS probe
image against a gallery of NIR images (e.g. comparing
surveillance footage from a VIS source against an NIR
gallery of images).
Configuration Probe Gallery Training Testing
Ia NIR VIS Vtrn Vtst +Ntst
Ib VIS NIR Ntrn Vtst +Ntst
IIa NIR VIS Vtrn +Ntrn Vtst +Ntst
IIb NIR VIS Vtrn +Ntrn Vtst +Ntst
Table 3. Protocol for the dataset
Configuration I specifies that any features are projected
using the model learned on a single modality. This scenario
can be used to test the robustness of the system in cases
where it is not easy to acquire data to train the subspace
projection models for both modalities. This scenario has
not been extensively evaluated to date.
Configuration II, on the other hand specifies that images
from both modalities are used to train the projection models.
This enables testing of existing cross spectral algorithms
which require the presence of both modalities to train the
subspace projection models (like CCA).
4. Experimental Methodology
The face recognition system used in this paper is com-
posed of 3 main stages- Photometric Normalisation, Feature
Extraction and Classification.
4.1. Photometric Normalisation:
Photometric normalisation can play an important role in
cross-spectral face recognition systems. The aim of this
stage is to extract canonical information for each cross-
spectral image pair, while still retaining intrinsic features
so that the inter-subject variation is not diminished. In this
paper, 3 such preprocessing techniques are used.
Sequential Chain Preprocessing (SQ): consists of a se-
ries of photometric preprocessing algorithms outlined by
[15]. The data is preprocessed using the following chain
of algorithms:
• Gamma correction: This algorithm enhances the lo-
cal dynamic range of the image in darker sections,
while compressing it in bright regions and at high-
lights.
• Difference of Gaussian Filtering: Essentially a band-
pass filter, DoG filtering removes non-essential shad-
ing from face images while still retaining the broader,
more distinguishable features.
• Contrast Equalisation: Global rescaling of the image
intensity values to ensure that there are no ‘extreme’
values
Single Scale Retinex (SSR): In [4], the image intensity
value Img is the product between illumination L and re-
flectance R where the illumination component is estimi-
naed as a blurred original image. Therefore, the reflectance
image can be estimated by substracting the original image
to the estimated illumination, Lˆ ,in their logarithm domains.
Mathematically, SSR is described as following
R(x, y) = log(Img(x, y))− log(Lˆ(x, y))
| Lˆ(x, y) = Img(x, y)⊗G(x, y)
(1)
where G is an isotropic Gaussian filter.
Self Quoitent Image(SQI): The SQI [17] have been pro-
posed for synthesizing an illumination normalised image
from a face image. The SQI is defined by Img and a
smoothed image S as
Q(x, y) =
Img(x, y)
S(x, y)
=
Img(x, y)
Img(x, y)⊗ F (x, y) (2)
where F is anisotropic weighted Gaussian filter.
In this work, the IN face toolbox [14] is used to preform
SSR and SQI methods. Figure 5 shows the results of differ-
ent preprocessing algorithms applied.
Figure 5. Image preprocessing techniques on VIS (top) and NIR
(bottom). From left to right: Raw→ SQ→ SQI→ SSR
4.2. Feature Extraction
Local Binary Patterns: The LBP operator [13], shown in
Equation 3, extracts information which is invariant to local
monotonic gray-scale variations of the image. During the
LBP operation, the value of current pixel, fc, is applied as a
threshold to each of the neighbours, fp(p = 0, .P−1) to ob-
tain a binary number. A local binary pattern is obtained by
first concatenating these binary numbers and then convert-
ing the sequence into the decimal number. Using circular
neighbourhoods and linearly interpolating the pixel values
allows the choice of any radius, R, and number of pixels in
the neighbourhood, P, to form an operator.
LBPP,R(x) =
P−1∑
p=0
s(fp−fc)2P | s(v) =
{
1 v ≥ 0
0 v < 0
(3)
In this work, uniform LBP, LBPu2P,R, is used. Superscript
u2 indicates that the definition relates to uniform patterns
with a U value of at most 2. If U(x) is smaller than 2, the
current pixel will be labelled by an index function, I(z).
Otherwise, it will assigned value (P − 1)P + 2. The index
function, I(z), containing (P − 1)P + 2 indices, is used to
assign a particular index to each of the uniform patterns.
The resulting Pattern image is divided into non-
overlapping sub-regions, M0, M1,..MJ−1. The regional
pattern histogram for each scale is computed as (4)
hj(i) =
∑
x∈Mj
E(Q(x) = i)
| i ∈ [0, L− 1], j ∈ [0, J − 1],
E(v) =
{
1 when v is true
0 otherwise
(4)
E(v) is a Boolean indicator. The set of histograms com-
puted for each region Mj provides regional information
while L is the number of histogram bins. The classifier can
directly be applied on these histograms to measure simi-
larity of an image pair. On the other hand, a disiminative
regional histogram can be computed by projecting the his-
togram into a linear discriminant analysis(LDA) space, as
discussed in the next section.
4.3. Dimensionality Reduction
In order to reduce the feature dimensions and extract
the disciminative information, LDA, maximising the be-
tween scatter while minimising within-scatter, is applied
on the raw image space and the regional LBP histogram.
A discriminative regional histogram, djlbp ,can be obtained
by projecting on the space of linear discriminant analy-
sis(LDA). i.e., djlbp = (W
j
lda)
Thj , while the discrimina-
tive image feature, d, is obtained by projecting the raw im-
age feature, f ,into LDA space using the transformation ma-
trix,Wlda. The transformation matrix,Wlda, is determined
using training samples according to the specified protocol.
4.4. Classification system
In this experiment, a nearest neighbor classifer is used
with two type of distance measures.
Chi-squared Histogram Distance (χ2) In order to mea-
sure the similarity between two input LBP histograms re-
sulting from a probe and an enrolled gallery image, a sim-
ple, direct measure Simχ2(G, I) based on Chi-squared dis-
tance between the histograms (with bin index i) of two input
videos G and I is adopted.
Simχ(G, I) = −
∑
j
∑
i
(hjG(i)− hjI(i))2
hjG(i) + h
j
I(i)
(5)
Normalised Correlation (NC) Normalised correlation is
applied in the LDA feature space to measure the similarity
between an image pair.
SimLDA(G, I) =
(dG)
TdI
‖dG‖‖dI‖ (6)
The similarity score for the LBP approach is computed by
summing the results of regional normalised correlation.
4.5. Fusion
In this work, a logistic regression model, g, is used to
fuse the scores from different systems to improve the accu-
racy.
Simlog(G, I) =
1
1 + exp−z(v,β)
= g(v, β)
| v = [Sim0(G, I), Sim1(G, I), · · · , SimN−1(G, I)]T ,
z(w, β) = β0 + β1w0 + · · ·+ βN−1wN−1
(7)
where N is the total number of individual face system in-
volved in fusion. To construct the model, two types of
samples, called matching and non-matching sets are ex-
tracted from the training samples based on Configuration
II for training. The matching set, VC = viNCi contains the
similarity scores samples of the same subject in VIS and
NIR spectra and the non-matching,VI = viNIi , contains
the scores samples for different subjects in VIS and NIR
spectra. NC is the total number of image pairs of the same
subject in both spectra and NI is the total number of image
pairs for the different subjects in both spectra. To evaluate
the performance of logistic regression model, the statisical
toolbox of MATLAB is used.
4.6. Baseline Experiments
In this paper, the face images were geometrically nor-
malised to a 142×120 resolution using manually annotated
eye locations. These normalised face images were then put
through the benchmark system. For the uniform LBPH-
based systems, the LBP images were divided into 7×7 non-
overlapping regions to compute the local region histograms.
Table 4 shows the list of Configuration Ia,b. As can be seen,
12 experiments conducted according to the system are eval-
uated.
Preprocessing Feature Classification Protocol
SQ Image space LDA+NC Ia, Ib
SSR Image space LDA+NC Ia, Ib
SQI Image space LDA+NC Ia, Ib
Raw Image space LDA+NC Ia, Ib
SQ Uniform LBPH Chi-Squared Ia, Ib
SSR Uniform LBPH Chi-Squared Ia, Ib
SQI Uniform LBPH Chi-Squared Ia, Ib
Raw Uniform LBPH Chi-Squared Ia, Ib
SQ Uniform LBPH LDA+NC Ia, Ib
SQI Uniform LBPH LDA+NC Ia, Ib
SSR Uniform LBPH LDA+NC Ia, Ib
Raw Uniform LBPH LDA+NC Ia, Ib
Table 4. Summary of Algorithms used in Configuration I
Configuration II is used to perform fusion based experi-
ments, investigating any potential improvements in the sys-
tem. With the 12 proposed systems, it is possible to ob-
tain 4095×2 different fusion combinations for configura-
tions IIa and IIb.
5. Results and Discussion
5.1. Configuration I
Figure 6 shows the Rank 1 recognition rates for experi-
ments conducted using configuration I. A dramatic loss in
performance is seen for the raw (no preprocessing) image
LDA system. This is not surprising, since the LDA projec-
tion models have been trained on one of the spectra only.
This confirms the presence of an overfitting problem when
the spectral composition of the images are varying to such
a degree, and the necessity of an appropriate preprocessing.
Comparing the systems which incorporate preprocess-
ing, SQ is the best of the photometric normalisations used
in this paper. This further confirms the findings in Table
1, regarding the benefits of using DoG or LoG filters as a
preprocessing method. This can be attributed to the canoni-
cal manner in which SQ extracts the intrinsic features of the
inter-modal image pairs.
When comparing the performance of Image space and
LBPH features, the latter is seen to perform better in all
cases. The reason is that the local structures for both spectra
are not dissimilar. LBPH features are essentially rasterised
representations of the local structure, while the image space
does not capture this information.
(a) Configuration Ia: NIR probe/VIS gallery
(b) Configuration Ib: VIS probe/NIR gallery
Figure 6. Rank 1 recognition rates for Configuration I
The combination of SQ+LBPH-based systems gives the
best performance for both configurations Ia,b. The benefits
of the SQ preprocessing are highlighted again, and it can
be concluded that the combination of both LBPH and SQ
independently enhance the matching process.
Surprisingly, projecting the LBPH features into LDA
subspace does not show a significant benefit when com-
pared with LBPH-only system. Also, the LBPH-based sys-
tems without SQ preprocessing fail to exhibit any marked
improvement in performance.
From Figure 7, it is seen that the performance of Ia is
better than Ib for all supervised learning methods (LDA).
This highlights the importance of testing in both scenarios
in order to obtain a true measure of system robustness.
5.2. Configuration II
Rank 1 recognition rates evaluating baseline experiments
on configuration IIa,b are seen in Figure 8, and is similar
to protocols used in previous approaches to cross-spectral
matching. Also included for comparison, is the best per-
forming combination of fused algorithms (details of which
are presented later on this section)
Figure 7. Analysis of Supervised and Unsupervised methods for
Configuration Ia and Ib
From Figure 8, it is immediately apparent that the use
of CCA significantly diminishes recognition performance,
when compared with the LDA classification. To investigate
this, experiments on IIa,b, using the training data for verifi-
(a) Configuration IIa: NIR probe/VIS gallery
(b) Configuration IIb: VIS probe/NIR gallery
Figure 8. Rank 1 recognition rates for Configuration IIa,b. NC
score-matching was used for all the algorithms described
cation were conducted (see Table 5).
If the system performance on training and test data is
compared, it is clear that overfitting has a notable effect on
the CCA-based systems. Although the LDA systems also
display a drop in performance (about 10%), the use of CCA
on untrained subjects has a much more detrimental effect
on the system. The negative effect of untrained subjects on
CCA is briefly alluded to in [8], and can be quantitatively
confirmed here.
Configuration Preprocessing LDA LDA+CCA
Raw 76.34 70.76
SQ 91.94 76.04
IIa SQI 91.04 74.85
SSR 87.10 75.83
Raw 85.90 69.98
SQ 97.71 76.02
IIb SQI 97.71 75.44
SSR 93.90 75.63
Table 5. Rank 1 Recognition rates conducted on Configuration II
using training data
Fusion experiments were also conducted using Configu-
ration II, where combinations of algorithms were used for
evaluation, ranging from a single algorithm to 12 combined
systems. Figure 9 shows the best performance in each cate-
gory. It can be seen that a fusion system is the most promis-
ing in this cross spectral environment. However, when fus-
ing more than 6 systems, the performance is seen to plateau
with a downward trend as the complexity of the combina-
tions increases.
There are 10 of 4095 different fusion combinations using
IIa which reach a system-wide best performance of 87.9%.
These 10 fused systems are defined combinations of 5-8 in-
dividual algorithms. Using IIb, there are 4 of 4095 combi-
nations performing at 89.57%. These 4 systems are defined
by the combination of 6-7 algorithms.
Each of the highest performing combinations include all
the SQ systems, underlining its importance in the process.
In addition, it is seen that once again IIb outperforms IIa.
This further highlights the importance of evaluating the sys-
tems in both a and b configurations.
6. Conclusion
In this paper, we introduced a database for NIR-VIS face
recognition, describing standard protocols, Ia,b and IIa,b,
which will enable the evaluation of both NIR→ VIS and
VIS→NIR face matching. The database consists of 430
subjects, each with pose deviations of (-10/0/+10) degrees
in both VIS and NIR images, and 4189 images in total. Ev-
ery attempt was made while collecting the data to incorpo-
rate subjects from a variety of ethnicities, genders and age.
Figure 9. Rank 1 Recognition Rates for Configuration IIa and IIb
A series of benchmark experiments to establish a
baseline performance are also presented. It was shown that
SQ preprocessing is notably beneficial in cross-spectral
matching. In both configurations, there is a variability in
system performance, with VIS→NIR frequently outper-
forming NIR→ VIS. Finally, the effects of overfitting on
cross-spectral face matching were shown, with demonstrat-
ing the vulnerability of CCA to such effects.
Dataset Acquisition: Please email c.chan@surrey.ac.uk,
with the subject heading ’Cross Spectral Dataset’
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