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Abstract—A novel unsupervised machine learning approach
for analyzing time-series data is applied to the topic of pho-
tovoltaic (PV) system degradation rate estimation, sometimes
referred to as energy-yield degradation analysis. This approach
only requires a measured power signal as an input—no irra-
diance data, temperature data, or system configuration infor-
mation. We present results on a data set that was previously
analyzed and presented by NREL using RdTools, validating the
accuracy of the new approach and showing increased robustness
to data anomalies while reducing the data requirements to carry
out the analysis.
Index Terms—photovoltaic systems, distributed power gener-
ation, computer aided analysis, data analysis, statistical learning.
I. INTRODUCTION
A large amount of research has been published on methods
for estimating PV module and system degradation rates (for
an overview, see [1]). This work focuses on the estimation
of system-level degradation from historical time-series power
data. Recent advances in this area include the year-on-year
(YOY) estimation method [2], using clear sky models for
robustness to irradiance sensor issues [3], and the develop-
ment of RdTools to standardize and automate the process
of estimating system degradation rates from historical time-
series data [4].
Typically, the process for estimating the degradation rate of
PV systems requires three steps: normalization, filtering, and
data analysis. A standard implementation of this process is de-
scribed in detail in [3]. The normalization process requires the
use of a physical model to estimate the expected power output
of the system. The model can be based on a simple perfor-
mance ratio calculation or a detailed DC performance model
(such as the Sandia Array Performance Model [5]). Even
with the standardization provided by RdTools, there are
many decisions that must be made by an analyst attempting
to implement this process: what performance model to use,
what source of irradiance data to use (on-site measurements,
satellite-based measurements, a clear sky model, etc.), how
to estimate plane-of-array irradiance from available data, and
how to estimate the cell temperature of the system, to name
a few. In addition, all methods also require knowledge of
the system configuration including some combination of site
location, mounting configuration (tilt and azimuth, if fixed-
tilt), and module technology. This general approach works
very well for analyzing utility-scale PV systems, which tend
to be well characterized, data rich, and of sufficient size to
justify hand-cleaning of data and hand-tuning of models.
Unfortunately, many real-world data sets of distributed
rooftop PV systems lack correlated irradiance and meteoro-
logical data and system configuration parameters. Addition-
ally, analysis of distributed rooftop systems must be done
at a scale that precludes any hand-cleaning or tuning on a
site-by-site basis. In light of this, we present an alternative
method for estimating the bulk degradation of PV systems that
requires no additional information, data, or models. Based on
a method for estimating clear sky system power directly from
power data (presented at WCPEC-7/PVSC-45 [6]), this novel
approach utilizes recent results from the area of optimization
and unsupervised machine learning, implementing a domain-
specific form of generalized low rank models (GLRM) [7].
We refer to the clear sky estimation methodology as Statistical
Clear Sky Fitting (SCSF). Building on this approach, we
develop a method for estimating YOY system degradation
as part of the GLRM fitting procedure.
This paper presents three topics: the methodology of in-
cluding a degradation rate estimation in the model fitting
procedure, a discussion on model tuning parameters and
their impact on degradation estimation, and a fleet-scale
application of SCSF. We apply SCSF to a data set of over
500 PV systems in the United States, which was previously
analyzed using RdTools [8]. We present a comparison
between the model-less SCSF approach and the RdTools-
based approach. We find that the model-less approach agrees
very well with RdTools on average over all sites, while
having a lower variance around that average and being more
resilient to common data errors.The algorithm is available
as open-source software here: https://github.com/slacgismo/
StatisticalClearSky.
II. METHODOLOGY
A. Background on SCSF
For PV researchers and professionals, SCSF can be thought
of as an abstract function that takes in measured power data
and returns an estimate of the clear sky power output of the
system, as shown in Figure 1. As described in Section II-B,
the previously presented methodology has been extended to
include estimation of YOY system degradation.
SCSF is comprised of two parts: (1) a mathematical model
of PV power data over time and (2) an algorithm for optimally
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Fig. 1. Functional diagram of the Statistical Clear Sky Fitting (SCSF)
procedure. The tuning parameters are described in Section II-C.
fitting this model to observed data [6]. This approach exploits
approximate periodicity in the PV power signal on daily and
yearly time-scales to help separate the clear sky behavior
of the system from all other dynamics. At a high level,
the procedure involves forming the time-series data into a
matrix and then finding a low-rank approximation of that
matrix [7]. Fitting the model requires solving a non-convex
optimization problem (called the “SCSF Problem”), and the
algorithm presented in [6] provides an effective heuristic
that approximately solves the problem by solving a series
of convex optimization problems, given a reasonable starting
point.
B. Estimation of Degradation
We expect the shape of the clear sky signal to repeat year-
over-year, but we expect and do observe that the energy output
reduces over time. In other words, a degradation signal is
present in the power data. This means that fitting a clear sky
model to multi-year data sets requires relaxing exact yearly
periodicity so that the energy content changes over time.
Estimating this degradation, however, is mathematically
difficult due to the non-convex nature of YOY degradation. As
stated previous, the SCSF Problem is non-convex; however,
it has a particular structure known as biconvexity [9]. This
structure is what allows for the algorithm based on solving a
series of convex optimization problems. Naively introducing
a YOY degradation constraint on the problem would break
the biconvexity of the problem. In this section, we describe
how the non-convexity arises and how the issue is solved
mathematically.
Let di be the total estimated clear sky energy produced
by the system on day i in the data set, and let T be the
total number of days in the data set. Enforcing strict yearly
periodicity in clear sky daily energy would mean including
the following equality constraint to the optimization problem:
di+365 − di = 0, for i = 1 . . . T − 365, (1)
where each di is a decision variable. This is a linear con-
straint, so if the original subproblems were convex, the new
problem with this constraint added would also yield convex
subproblems. The most natural way to introduce degradation
to the problem (removing strict year-over-year periodicity)
would be to introduce an additional decision variable, β:
di+365 − di = β, for i = 1 . . . T − 365, (2)
which allows pairs of days a year apart from each other
to differ in daily energy. All pairs of days must differ by
the same value, which is found by solving the optimization
problem. This relaxation is still a linear constraint. However,
YOY degradation is not defined in terms of the difference in
energy output but in terms of the percent change in energy
output. In other words, we would actually like to introduce
the following constraint to the problem:
di+365 − di
di
= β, for i = 1 . . . T − 365. (3)
This equation contains a ratio of problem variables and is
therefore not convex. If we were to naively add this constraint
to the SCSF Problem, we would break the biconvex structure.
We overcome this difficulty by exploiting the fact that we are
using an iterative algorithm to solve the problem. We use
bootstrapping to linearize Equation 3 as follows: Let d(j) ∈
RT be the estimate of the clear sky energy output for all
days after iteration j of the algorithm, and d(j)i ∈ R is the
estimate of day i after iteration j. So, the bootstrap-linearized
constraint at iteration j becomes
d
(j)
i+365 − d(j)i
d
(j−1)
i
= β, for i = 1 . . . T − 365. (4)
The denominator is the estimate from the previous iteration
and is not a problem variable during this iteration. Equation 4
is a linear constraint in d(j)i and β, so the convexity of the
problem is maintained. In the limit k → ∞, d(j)i = d(j−1)i ,
so this β converges to the YOY degradation rate in the clear
sky response of the system.
C. Tuning parameters
The SCSF problem contains four tuning parameters that
control the fit and behavior of the model, as summarized in
Table I. The functional form of SCSF is therefore:
pˆclear sky = f(pmeasured; k, τ, µL, µR). (5)
It is necessary to correctly set the four model parameters for
the function to generate reasonable and useful estimates of
clear sky power. The recommended values given in Table I
are based on the parameter sensitivity study presented in
Section III-B.
TABLE I
SUMMARY OF SCSF TUNING PARAMETERS
Param. Description Value
k Rank of the matrix factorization 6
τ Approximate quantile of the data to be fit 0.85
µL Weight of the smoothing term on the left matrix 500
µR Weight of the smoothing term on the right matrix 1000
III. RESULTS
The algorithm is applied to a data set of 573 residential
PV systems. This data was previously compiled by NREL for
an analysis [8] that used RdTools to normalize, filter, and
analyze the data. For that work, 387 of the 573 systems were
selected in a data down-selection process that removed sites
with less than two years of data. The NREL study used hourly
satellite data for normalization, a major source of uncertainty
in the analysis. In Sections III-A and III-B, we reference a
Fig. 2. Top: measured time-series data for ES1, viewed as a heatmap.
Bottom: estimated clear sky response (with degradation).
Fig. 3. Comparison of summed daily energy, calculated from the observed
power signal and from the two estimates of the clear sky response. The same
set of parameter values is used for both model implementations. The orange
dots indicate roughly clear days in the data set. Note that the summed daily
energy in the clear sky models creates an approximate upper envelope fit of
the measured data.
number of specific but anonymized systems from this data
set to illustrate important results. Section III-C presents the
analysis on the entire data set.
A. Fitting the degradation rate
We illustrate the need to fit a degradation rate in the SCSF
model by examining Example System 1 (ES1). The power
Fig. 4. Comparison of the residuals of the SCSF model with a degradation
term and without. A simple linear fit is shown for both. The residuals of
the fit without a degradation term have a strong dependence on day number,
indicating that the model is missing a time-dependent term.
production data and its SCSF baseline are shown in Figure 2.
This example was chosen for its relatively large degradation
rate to emphasize the necessity of including degradation in
the SCSF model. ES1 has a degradation rate between −2.4%
and −5.6% according to the RdTools analysis. The SCSF
analysis yields a degradation rate of −2.6%. Figure 3 shows
a comparison of the measured daily energy from ES1 to
the estimated clear sky daily energy with and without fitting
a degradation rate. The model with the degradation rate is
observed to more closely follow the upper envelope of the
measured daily energy trend. Figure 4 shows the residuals
for the SCSF model with and without a degradation term.
Residuals are calcuated as the actually daily energy minus
the estimated clear sky daily energy, on approximately clear
days only (orange dots in Figure 3). The residuals for the
model without a degradation term show a strong dependence
on day number, showing that the model is missing a time-
dependent factor.
B. Tuning parameter sensitivity
We explore the sensitivity of model fitting to the parameters
described in Section II-C by examining Example System 2
(ES2), whose data is shown in Figure 5. This system had a
high degree of uncertainty in the RdTools analysis, likely
due to the large number of cloudy days. The RdTools
TABLE II
SCSF TUNING PARAMETER GRID SEARCH
Param. Low Val. Mid Val. High Val.
k 4 6 8
τ .8 .85 .9
µL 1e2 5e2 1e3
µR 5e2 1e3 5e3
Fig. 5. Measured power data for ES2. This system was subjected to a grid
search sensitivity study across the four tuning parameters.
Fig. 6. The distribution of degradation rates for ES2 from the grid search
study. The red dashed line corresponds to the parameter settings given in
Table I.
degredation estimate for this system is −2.2%, with the 95th
percentile range of −4.5% to +0.4%.
A grid search was performed over the values summarized in
Table II, resulting in 34 = 81 SCSF runs on ES2. The average
solve time for these runs was 8.7 minutes, for a total linear
time of 11.7 hours of computation. This was parallelized
over four processors, so the study took about three hours to
complete.
The distribution of the degradation rates obtained from this
study is presented in Figure 6. The estimation of degradation
is quite stable over these range of values, and the selected
values in Table I correspond to a distinct center peak in
the distribution. We interpret these results to mean that the
degradation rate for ES2 is −1.4% with an uncertainty of
±0.1%.
Qualitatively, we found that setting µL and µR too low
or too high adversely effected the quality of the clear sky
baseline, but did not have a strong effect of the estimated
degradation rate. We also found that the rank parameter, k,
must be sufficiently large such that the model is expressive
enough to capture the dynamics in the clear sky signal. Setting
k to be too large does not impact the model fitting, but simply
adds more variables that must be solved for in the SCSF
Problem. Setting k = 6 was expressive enough for all systems
Fig. 7. The dependence of the estimated degradation rate on each parameter.
The red dashed line corresponds to the degradation rate estimated with the
parameter settings given in Table I.
we observed.
Finally, the sensitivity on τ is more significant and more
subtle. A more detailed sensitivity study, focusing on τ was
performed for 13 sites from the data set. For these sites,
all other parameters were fixed to those given in Table I,
and τ was varied between 0.8 and 0.9 in steps of 0.05 (21
SCSF runs per site). Over this range of τ , SCSF produces
reasonable clear sky baseline estimates, while outside this
range the model ceases to yield reasonable estimates. The
results of this study are summarize in Figure 8. Of the sites
included in this study, 6 sites showed variability over this
range of less than 0.1%, and 12 of the 13 showed variability
of less than 0.25%. Site 09 showed the largest variability,
with a total range of 0.3%.
Interestingly, all 13 sites exhibit one of four behaviors
over this range of τ : (1) monotonic increase, (2) monotonic
decrease, (3) a maximum value at around τ = 0.85, and (4) a
minimal value around τ = 0.85. More formally, we find that
using τ = 0.85 as a normalization point (as in Figure 8)
approximately minimizes the overall variation in the data.
This is illustrated in Figure 9 and provides the argument for
using τ = 0.85 as a default value for fleet-scale analysis.
C. Fleet-scale analysis
The SCSF algorithm was applied “blindly” to the NREL
data set using the parameters summarized in Table I. The
complete data set contains data for 573 unique systems from
across the continental United States. The RdTools approach
rejected 186 sites, while the SCSF methodology rejected 22
sites. Only three sites were rejected by both methods. 368
sites were included in both analyses. Table III summarizes
these results.
Fig. 8. The dependence of the degradation rate on τ across 13 sites. Because
the differences between sites is larger than the variation within a site, the
trends are normalized by subtracting the nominal value, i.e. the degradation
rate at τ = 0.85. All systems show one of the following: monotonic increase,
monotonic decrease, a maximum at τ ≈ 0.85, or a minimum at τ ≈ 0.85.
Fig. 9. The residual variability in the degradation rate estimates, after
norrmalizing to different values of τ . This function has a minimum at
τ ≈ 0.85.
Figure 10 shows the distribution of YOY degradation rates
across all systems in the NREL data set from both the
RdTools approach and the SCSF approach. The median
values of two methods are in very close agreement, validating
that the two methods are measuring the same fundamental
quantity, in expectation. After excluding outliers (bottom
plot), the standard deviation of the SCSF distribution is
1.0% versus 1.4% for RdTools, indicating a reduction in
uncertainty of the fleet-scale analysis. An outlier here is
defined based Tukey’s definition [10]: If the quartiles of the
data set are Q1 for the first quartile and Q3 for the third
quartile, then outliers are points that fall outside the following
interval:
[Q1 − 1.5 · (Q3 −Q1), Q3 + 1.5 · (Q3 −Q1)]
TABLE III
SUMMARY OF SITE SELECTION FOR BOTH METHODS
Unique
Included Sites Excluded Sites Excluded Sites
SCSF 551 22 19
RdTools 387 186 183
Fig. 10. Comparison of YOY system degradation for all systems, as
estimated by RdTools and SCSF. The top plot includes all 368 sites
included in both analysis, and the bottom excludes outliers, defined as 1.5
times the interquartile range (332 sites).
Fig. 11. Comparison of SCSF estimates of degradation to RdTools for
sites included by both methodologies, with outliers removed (332 sites). The
red dashed line is where the two methods agree. Sites that have anomalous,
positive estimates from RdTools but negative estimates from SCSF are
colored orange.
Figure 11 compares the SCSF estimates to the RdTools
estimates. Outliers have been removed, defined as 1.5 times
the interquartile range. On a site-by-site basis, the two meth-
ods can differ on the order of 2%. Each RdTools estimate
should be considered the P50 degradation rate in the context
of an associated confidence interval [8], and 85.6% of the sites
have an SCSF estimate that is within the confidence bounds
for the RdTools approach. There is a significant population
of sites corresponding to positive RdTools estimates and
negative SCSF estimates, colored in orange. Note that there is
not a corresponding population in quadrant 2 (positive SCSF,
negative RdTools). The SCSF analysis resulted in positive
degradation rates for 20 sites, while the RdTools analysis
found positive degradation for 50 sites. For crystalline silicon
based systems, such as those considered here, energy output
of a system is generally not expected to increase over time, so
Fig. 12. Top: measured time-series data for ES3, viewed as a heatmap (note
the abnormal, lower power output in the first year). Middle: estimated clear
sky response (with degradation).
Fig. 13. Comparison of summed daily energy, calculated from the observed
power signal and from the SCSF clear sky estimate. Note that the algorithm
is completely robust to the data anomaly in the first year.
positive “degradation” rates typically indicate an error with
the analysis or a lack of robustness to data anomalies.
An interesting case study for contrasting the SCSF and
RdTools approaches is Example System 3 (ES3). The
measured power and fit clear sky model for this system are
shown in Figure 12. This system shows a different apparent
capacity in the first year than the subsequent four years.
This type of data anomaly is quite common and can be
caused by someone updating a scale factor in the data logger
program or by simply installing more panels (the cause in this
case is unknown). Figure 13 illustrates the robustness of the
SCSF method to this data anomaly. The clear sky estimator
completely ignores the data in the first year, focusing the fit
on the later data. Notably, the RdTools approach estimated
the degradation rate for this system to be +11.8%, whereas
SCSF estimate is approximately zero which appears to be a
more reasonable estimate of YOY degradation for this system.
IV. CONCLUSION
We present an extension to Statistical Clear Sky Fitting [6]
that allows for efficient estimation of system YOY degrada-
tion rate. This approach to estimating degradation requires
no model of the site nor any estimates of irradiance or
weather data. For this reason, it lends itself naturally to
fleet-scale analysis of heterogeneous PV systems, where such
supplementary data may be missing or incorrect.
We show that fitting a periodic data model to measured
PV power data requires the inclusion of a degradation term,
and we demonstrate the sensitivity of that degradation term to
model tuning parameters. The SCSF approach to degradation
estimation is at least as accurate, on average, as the RdTools
approach. In addition, the analysis of this fleet of PV systems
suggests that the SCSF approach yields improved accuracy
by reducing the variance of the degradation rates across all
systems and by reducing the number of systems with non-
negative degradation rates.
The ability to perform model-less estimation of bulk PV
system degradation rates presents a large opportunity for
evaluating the value proposition of fleet-scale collections of
distributed rooftop systems. This algorithm enables degrada-
tion analysis for a broad set of systems where data to supple-
ment the system power signals is unavailable, unreliable, or
expensive to procure. In addition, the SCSF method requires
no engineering time to model the system, merge PV power
and weather data sets, or filter data. The approach is naturally
robust to missing and bad power data, handling common
anomalies such as missing data and changes in apparent
system capacity.
The SCSF algorithm provides not only an estimate of
system degradation but also an estimate of the clear sky
response of the system, which can be thought of as an
optimal baseline capturing the cyclostationarity of the ob-
served time-series power signal. In addition, the biconvex
structure of the SCSF approach lends itself to efficient
computation and scalability. SCSF represents a fundamentally
new way of modeling and understanding PV power data
sets, exploiting signal processing techniques and periodicity
rather than physical models to understand system behav-
ior. The software implementation of SCSF is available at
https://github.com/slacgismo/StatisticalClearSky. Data clean-
ing and preprocessing was automated with software available
at https://github.com/slacgismo/solar-data-tools.
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