We investigate the notion of H-subdifferential and H-normal map of a function u on the Heisenberg group, based on the sub-Riemannian structure of IH. We show that some properties of the subdifferential in the Euclidean setting are inherited. In particular, a characterization of the convexity of a function is given via the nonemptiness of the H-subdifferential ∂ H u(g) at every point g.
Introduction
The notion of subdifferential and normal map for a function defined on Euclidean spaces, or, more generally, in Banach spaces, is a classical concept (see, for instance, [22] , [18] ). The most interesting features concern the properties of the subdifferential arising from convex functions. Indeed, in this case, it enjoys some more interesting properties, among them its uniqueness at a point characterizes the differentiability of the function at the same point.
The notion of normal map has been exploited in order to define the weak solutions to the Monge-Ampère equation det D 2 u = f (see, for instance, [12] and the references therein). In particular, a pointwise estimate for convex functions, the Alexandrov's maximum principle, is of great importance in the theory of weak solutions for the Monge-Ampère equation; its proof relies on a monotonicity property of the normal map of convex functions, and it is based on geometric features of their graphs.
A natural question rises whether similar properties and maximum principle results can be stated in the more general setting of Carnot groups or, more specifically, of the Heisenberg group.
Many papers have been devoted to the study of different types of convexity in Carnot groups. Seemingly, the most interesting and fruitful notion of convexity is the so-called weakly H-convexity (see [6] , [17] ). In [6] , in order to deal with the horizontal version of the Monge-Ampère operator in a Carnot group, the authors worked out a notion of horizontal subgradient and of horizontal normal map of a function u that are strictly related to the definition of weak H-convexity; in the paper, we will refer to weak H-convexity simply as to convexity.
In [14] , the authors investigated a Monge-Ampère type operator on the Heisenberg group, but they followed a different route with respect to the Euclidean framework (see [12] ), expressing their doubts about the existence of a suitable definition of normal map in IH useful to state maximum comparison results.
The aim of this paper is to shed some more light about properties and potential of the normal map of a function in the Heisenberg setting.
In Section 2 we provide the main definitions, while in Section 3 we define the H-subdifferential and the associated H-normal map for a function u : IH → IR, that takes into account the sub-Riemannian structure of the Heisenberg group.
In Section 4 we state some results concerning the H-subdifferential of a convex function on IH; in particular, we show that, for convex functions, the H-subdifferential is nonempty at every point. Moreover, the uniqueness of the H-subdifferential at a point g 0 is equivalent to the existence of Xu(g 0 ).
The main purpose of Section 5 is the investigation of the normal map ∂ H u; in particular, we are interested in those properties of this map that are inherited from the corresponding properties of the map in Euclidean spaces. We show that the image of compact subsets of IH under the map ∂ H u are compact subsets of V 1 . Furthermore, we prove a monotonicity result for the H-normal map of strictly convex, radial functions satisfying an additional assumption.
In Section 6, in order to show how the H-subdifferential of a function u carries much information about the function itself, we suggest a definition of the MongeAmpère measure of u via its H-normal map, and we prove an extension of a wellknown integration result due to Rockafellar.
Basic notions
The Heisenberg group IH = IH 1 is the Lie group given by the underlying manifold IR 3 with the non commutative group law gg ′ = (x, y, t)(x ′ , y ′ , t
The unit element is e = (0, 0, 0), and the inverse of g = (x, y, t) is g −1 = (−x, −y, −t). Left translations and anisotropic dilations are, in this setup, L g 0 (g) = g 0 g and δ λ (x, y, t) = (λx, λy, λ 2 t) .
The differentiable structure on IH is determined by the left invariant vector fields
The vector field T commutes with the vector fields X and Y ; X and Y are called horizontal vector fields. The Lie algebra of IH, h, is the stratified algebra h = IR 3 = V 1 ⊕ V 2 , where V 1 = span {X, Y } , V 2 = span {T } ; ·, · will denote the inner product. Via the exponential map exp we identify the vector αX +βY +γT in h with the point (α, β, γ) in IH; the inverse ξ : IH → h of the exponential map has the unique decomposition ξ = (ξ 1 , ξ 2 ) with ξ i : IH → V i .
The main issue in the analysis of the Heisenberg group is that the classical first and second order differential operators are considered only in terms of horizontal fields.
For a given open subset Ω ⊂ IH, the class Γ k (Ω) represents the Folland-Stein space of functions having continuous derivatives up to order k with respect to the vector fields X and Y ; we denote as usual by C k (Ω) the class of functions having continuous derivatives up to order k with respect to the differential structure of IR 3 . Let us recall that the horizontal gradient of a function
written with respect to the basis {X, Y } of V 1 ; we denote by Xu the element in V 1 defined as follows
The horizontal Hessian of u ∈ Γ 2 (Ω) at g ∈ Ω is the 2 × 2 matrix
while the symmetrized horizontal Hessian is the 2 × 2 symmetric matrix
Given a point g 0 ∈ IH, the horizontal plane H g 0 associated to g 0 is the plane in IH defined by
Notice that, given g ∈ IH g 0 , the set {g 0 δ λ (g −1 0 g), λ ∈ [0, 1]} is the segment in H g 0 joining g 0 with g (i.e., the convex closure, in the Euclidean sense, of the set {g 0 , g}). We call it horizontal segment.
By contrast with Euclidean spaces, where the Euclidean distance is the most natural choice, in the Heisenberg group several distances have been introduced for different purposes. However, all of these distances are homogeneous, namely, they are left invariant and satisfy the relation ρ(δ r g ′ , δ r g) = rρ(g ′ , g) for every g ′ , g ∈ IH, and r > 0. In particular, the Euclidean distance to the origin | · | on h induces a homogeneous pseudo-norm || · || on h and, via the exponential map, on the group IH in the following way: for v ∈ h,
and then define the pseudo-norm on IH by the equation
The distance between g and g ′ is given by ρ(g −1 g ′ ).
Pansu differentiability
Let ρ be any homogeneous distance on IH; to simplify the notation, we denote by ρ(g) the distance ρ(g, e). Let u : IH → IR k . We say that u is Pansu differentiable at g ∈ IH if there exists a G-linear map Du(g) : IH → IR k , i.e., a group homomorphism that satisfies the relation Du(g)(δ r h) = rDu(g)(h) for every h ∈ IH and r > 0, and such that
We call the map Du(g) the Pansu differential of u in g.
The horizontal jacobian J H u(g) of u at g is defined by taking the standard jacobian of the matrix (1); to this concern see [8] . In the particular case k = 1, an easy computation gives us that u is Pansu differentiable at g if
exists for every h ∈ IH. Moreover, if u ∈ Γ 1 (IH), the Pansu differential Du(g) is given by the formula
for every g and h in IH (see [6] ). Let us recall the following relevant definition concerning the degree of regularity of a function. 
A function u ∈ Γ 0,1 (Ω) is said to belong to the class Γ 1,α (Ω) if both Xu and Y u exist in Ω and Xu, Y u ∈ Γ 0,α (Ω).
As usual we say that u is Lipschitz continuous if u ∈ Γ 0,1 ; the symbol Γ 0,1 loc (Ω) denotes the class of locally Lipschitz continuous functions on Ω.
In the fundamental paper [21] , Pansu provides a Rademacher-Stefanov type result in the Carnot group setting; in particular, he proves that the Lipschitz continuous functions are differentiable almost everywhere in the horizontal directions. A further result, due to Danielli, Garofalo and Salsa ( [7] , Th. 2.7), will play a crucial role for some results in the sequel. We state it assuming that the Carnot group is the Heisenberg group. Theorem 2.1 Let Ω be an open subset of IH, and consider u : Ω → IR, with u ∈ Γ 0,1 (Ω). Then there exists a set E ⊂ Ω of Haar measure zero such that the Pansu differential Du(g) and the horizontal gradient Xu(g) exist for every g ∈ Ω \ E, and
Furthermore, Xu ∈ L ∞ (Ω).
Convexity
In the Heisenberg group, and in Carnot groups in general, several definitions of convexity have been introduced and studied for both sets (see [20] , [3] ) and functions (see [6] , [17] ). As a matter of fact, the results obtained in literature suggest that, among them, the most suitable and satisfactory is the notion of weak H-convexity. In the sequel, for the sake of brevity, we will refer to weak H-convexity as to convexity; to avoid misunderstandings, the classical convexity will be called Euclidean convexity.
Definition 2.2 A subset Ω of IH is said to be convex if, for every g ∈ Ω and for every g
for all g ∈ Ω, g ′ ∈ H g ∩ Ω, and λ ∈ [0, 1]. This is equivalent to say that
We say that u is strictly convex if is convex and the equality in (4) holds, whenever g = g ′ , if and only if λ = 0 or λ = 1.
Observe that u is a convex function on Ω if and only if u is Euclidean convex on any horizontal segment. In the sequel, without saying it explicitly, we will assume that the domain of a convex function is an open convex set.
Next theorem (see, for instance, [6] ) provides a useful second order condition for convexity, based on the behaviour of the symmetrized Hessian of u. In [4] the authors provide a characterization of quasi-convex functions in C 2 (IH) involving the symmetrized horizontal Hessian as well.
It is worthwhile to mention the following regularity result about convex functions on IH due to Balogh and Rickly:
H-subdifferential and H-normal map
Let Ω ′ ⊂ IR n be an open set. Let us recall (see [22] ) that for every function f : Ω ′ → IR, the subdifferential of f at a point x 0 is defined as follows:
If ∂f (x 0 ) is not empty, we say that f is subdifferentiable at x 0 . The normal map of f is the set-valued function ∂f :
for every E ⊂ Ω ′ . In [6] a notion of horizontal subdifferential that takes into account the subRiemannian structure of IH is given.
As in the classical context, we say that u is horizontally subdifferentiable (shortly,
In [6] the authors proved the following result:
Proposition 3.1 (see [6] , Proposition 10.6). Let u be a function in Γ 1 (Ω), and
An equivalent notion of H-subdifferentiability
In the Euclidean context another notion of subdifferentiability can be done and we say (see, for instance, [10] and [15] ) that f is subdifferentiable at
as |x − x 0 | → 0. This notion is useful in the study of optimal mass transportation problems together with the notions of c-subdifferentiability, c-convexity and Legendre-Fenchel transform. Recently, these concepts have been investigated in the framework of the Heisenberg group. For instance, in [1] the authors defined c-subdifferentiability and c-convexity for functions on IH; in [5] , taking into account the horizontal structure, the Fenchel transform was introduced for functions on IH, and a characterization of convexity was provided.
Starting from (7), another notion of H-subdifferentiability can be given:
In next Proposition we show that, in the case of convex functions, the two notions of H-subdifferentiability given in Definitions 3.1 and 3.2 are equivalent. Proof: If ∂ H u(g 0 ) = ∅, the u is trivially H-subdifferentiable at g 0 according to Definition 3.1. Assume that there exists p ∈ V 1 such that definition 3.2 is fulfilled at g 0 . Let us prove that p ∈ ∂ H u(g 0 ). By contradiction, let g ′ ∈ H g 0 such that
Define the function U : [0, 1] → IR as follows:
where
At the same time, by the assumption of H-differentiability of u at g 0 ,
Putting together (8) and (10), we get
In the sequel, we prefer to deal with the notion of H-subdifferentiability of Definition 3.1.
The Horizontal normal map
The notion of horizontal normal map associated to the horizontal subdifferential arises naturally:
One of the purposes of this paper is to establish whether the H-normal map can play a suitable role in dealing with the Monge-Ampère measure of a function (see [13] ), or with some maximum or comparison principles for convex functions (see [14] ).
Let us recall that, given a map F : P(Ω) → P(Y), where Ω ⊂ X, the graph of F is defined as the set
A possible extension of the concept of continuity of a function to maps is provided by the notion of closed graph.
Definition 3.4 Let X, Y be topological spaces. A map F : X → P(Y) is said to have closed graph if for every {x n } ⊂ X, x n → x ∈ X, {y n } ⊂ Y, with y n ∈ F(x n ), then y n → y =⇒ y ∈ F(x).
H-subdifferentiability and convex functions
The aim of this section is to investigate some properties of the H-subdifferential and of the H-normal map of convex functions on IH. Our main result is Theorem 4.1, where a convex function is characterized via its H-subdifferentiability on the domain. As a consequence, the uniqueness of the H-subdifferential of a convex function u at a point g is equivalent to the existence of Xu(g).
If u : Ω → IR is convex, then, for every g ∈ Ω, the limit
Let us first state the following useful characterization of H-subdifferentials of a convex function. 
In particular, if u is Pansu differentiable at g and (3) holds, then
Proof: Suppose that p ∈ ∂ H u(g). Hence, for every λ ∈ [0, 1] and v ∈ V 1 , we have
The previous inequality (12) holds if and only if
for every λ ∈ (0, 1] and v ∈ V 1 : hence (11) follows obviously. Conversely, assume that (11) holds. Since u is convex, we have
for every λ ∈ [0, 1] and v ∈ V 1 . By (11) and (12) we get that
Let us suppose now that u is Pansu differentiable at g and (3) holds; then, by (2),
for every h ∈ IH. The convexity of u gives us that
decreases when λ → 0 + , for every fixed g and h ∈ H e . Hence
so that Xu(g) is a H-subdifferential.
In [6] , Danielli, Garofalo and Nhieu proved the following In order to show that the converse holds, we need next result. Indeed, the following Lemma will be crucial also in the proof of Theorem 5.1. Proof: We prove the lemma by contradiction. Assume that g 0 ∈ Ω, and there exist sequences {g n } ⊂ Ω and {p n }, with p n ∈ ∂ H u(g n ), such that
Consequently, there exists g
for a suitable α > 0. From the assumptions, u is continuous. Denote by B(e, r) the set of points g ∈ IH such that ρ(g) < r. Let us consider the balls B(e, r) and B(e, r ′ ) in such a way that
ii) |u(g 0 h) − u(g 0 )| < α/10, for every h ∈ B(e, r);
iii) H g 0 h ∩ L g ′ (B(e, r ′ )) = ∅, for every h ∈ B(e, r).
The reader can easily convince himself that such balls exist using suitable continuity arguments on u and on the displacement of the horizontal planes of points moving close to others. For every h ∈ B(e, r) and h ′ ∈ B(e, r ′ ), i) and ii) imply the following inequality:
Take N such that g n ∈ L g 0 (B(e, r)) for every n ≥ N, and denote by h n the point in B(e, r) such that g n = g 0 h n . Notice that h n → e. Moreover, from the choice of the balls, there exists h ′ n ∈ B(e, r ′ ) such that
Then, taking into account the assumptions and (13), we get
We are now able to prove the following interesting characterization:
where Ω is open and convex. Then u is convex if and only if, for every g ∈ IH, ∂ H u(g) = ∅.
Proof:
The "if" part is the result of Proposition 4.2. From Theorem 2.3 any convex function u belongs to Γ 0,1 loc (Ω); in particular, it is continuous. By contradiction, we assume that there exists g 0 ∈ Ω such that ∂ H u(g 0 ) = ∅. Let us consider a neighborhood B(e, r) of the origin such that u belongs to Γ 0,1 (L g 0 (B(e, r))). From Theorem 2.1, there exists a subset E of L g 0 (B(e, r)) with null measure such that for every g ∈ L g 0 (B(e, r))\E there exists the Pansu differential Du(g) and (3) holds; Proposition 4.1 shows that, for such g, , r) )) (see [6] , Theorem 9.1), there exists k such that ||Xu(g)|| ≤ k, for a.e. g ∈ L g 0 (B(e, r)). Therefore there exists a sequence {g n } in L g 0 (B(e, r) ) \ E such that
for some p ∈ V 1 . Then, since ∂ H u has closed graph (see Lemma 4.1), p ∈ ∂ H u(g 0 ), a contradiction.
As a matter of fact, the uniqueness of the H-subdifferential for a convex function characterizes the H-differentiability. We are able to state the following Theorem 4.2 Let u be a convex function on Ω. Then, Xu(g) exists for some g ∈ Ω if and only if u has a unique H-subgradient at g. Moreover, in both cases, we have that ∂ H u(g) = {Xu(g)}.
Proof: Let u be convex. By Theorem 4.1, there exists p = p 1 X + p 2 Y ∈ ∂ H u(g). By Proposition 4.1, if we put h = (1, 0, 0) ∈ H e , we get
Now, taking h = (−1, 0, 0) ∈ H e , similar computations give
Hence, we have
Similar arguments show that p 2 = Y u(g). Conversely, assume that ∂ H u(g 0 ) = {p}. Let us suppose Ω = IH, for the sake of simplicity. Fix v ∈ V 1 , and consider the linear space
By the convexity of u, the function t → u(g 0 exp(tv)) is Euclidean convex; in particular, the following inequality holds
Assume that w = av, with a < 0. Then
Since the linear functional L v satisfies on L(v) the inequality
by the Hahn-Banach theorem there exists p v ∈ V 1 such that
From Proposition 4.1, p v ∈ ∂ H u(g 0 ), and, by the assumptions, p v = p. In particular, p v is independent on v. Since p, v = u ′ (g 0 ; v), and v is any vector in V 1 , we can conclude that
This implies the existence of Xu(g 0 ), that should be equal to u ′ (g 0 ; X). Similar arguments prove the existence of Y u(g 0 ); in particular, p = Xu(g 0 )X + Y u(g 0 )Y.
The H-normal map
The aim of this section is to investigate some properties of those subsets of V 1 that are images, via the H-normal map, of subsets of Ω. We start by studying the properties of the H-normal map of a single point, i.e. the H-subdifferential.
Then ∂u H (g) is a convex set. Moreover, if u is locally bounded, then ∂u H (g) is compact.
Proof: Take any p 1 , p 2 ∈ ∂ H u(g). For every λ ∈ [0, 1] we have that
is a H-subgradient of u. Let {p k } be a sequence in ∂u H (g). For every k and for every w ∈ V 1 , with ||w|| = 1, we have
In particular for every k with p k = 0, if we put w = p k /||p k ||, then we obtain
Take any λ sufficiently small such that gδ λ (exp(w)) ∈ Ω for every w with ||w|| = 1 : since u is locally bounded, (14) gives us that {p k } in a bounded subset of V 1 . Hence there exists a convergent subsequence {p kn } such that p kn → p. Clearly
for every n and for every g ′ ∈ IH g ∩ Ω. Letting n → ∞, we obtain that p ∈ ∂ H u(g).
The investigation of the images of the H-normal map is actually more awkward. Indeed, if we shift from a point g to another point g ′ , and consider p ∈ ∂ H u(g) and p ′ ∈ ∂ H u(g ′ ), then the H-subdifferentials p and p ′ support the function on the different planes H g and H g ′ .
First of all, it easy to see that, as in the Euclidean case (see [12] ), if K is Euclidean convex, then ∂ H u(K) is not necessary Euclidean convex in V 1 .
To obtain information about ∂u H (Ω), we need some regularity assumptions on u.
Proposition 5.2 Let u : Ω → IR and u ∈ Γ 0,1 (Ω), with Lipschitz constant L. Then ||p|| ≤ L, for every p ∈ ∂u H (Ω); in particular, ∂u H (Ω) is a bounded set.
Proof: Let p ∈ ∂u H (Ω). Then there exists g ∈ Ω such that, for every h ∈ H e e λ > 0, we have
Since u is Lipschitz continuous, there exists
The previous two inequalities give us that
for every h ∈ H e . If we put h = ξ −1
1 (p), we obtain ||p|| 2 ≤ L||p||.
loc (Ω). Then, for every compact set K ⊂ Ω, the set ∂u H (K) is compact.
Proof: By the assumption, for every g ∈ Ω there exists a neighborhood B g such that u ∈ Γ 0,1 (B g ), i.e., there is a constant L g such that
for every g ′′ , g ′ ∈ B g . Let K be any compact subset of Ω; then K ⊂ ∪ N i=1 B g i for a suitable finite set of points {g 1 , g 2 , . . . , g N }.
Take any p ∈ ∂u H (K), and denote by g a point in K such that p ∈ ∂u H (g) ⊂ ∂ H u(B g i ), for some i. Hence, by Proposition 5.2, since u ∈ Γ 0,1 (B g i ) for every i = 1, 2, . . . , N, we have that
Hence ∂u H (K) is bounded.
Let us now consider a sequence {p n } ⊂ ∂u H (K), and assume that p n → p, and denote by g n a point in K such that p n ∈ ∂ H u(g n ). Since K in compact, there exists a subsequence {g n k } such that g n k → g for some g ∈ K. Since the normal map ∂ H u has closed graph (see lemma 4.1), p ∈ ∂ H u(g). Next result follows trivially from Theorems 5.1 and 2.3.
Remark 5.1 Let u be a convex function on Ω. Then, for every compact set K ⊂ Ω, the set ∂u H (K) is compact.
Monotonicity property of the H-normal map
The purpose of this subsection is to investigate whether, as in the Euclidean context, a monotonicity property of this type holds:
Problem 5.1 Let Ω ⊂ IH be open and bounded, and denote by u and v two convex functions such that
We are not able to prove the result in the general case; at the moment, several difficulties rise in the proof. In the sequel we will consider a particular case of the situation described in Problem (5.1); we assume to work with functions u : IH → IR with the following property: u(x, y, t) = U(r, t), for every (x, y, t) where r = x 2 + y 2 . By abuse of language, we will call these functions "radial". We think that the ideas contained in the proof of this special case could be of some interest to deal with the general one.
For every t ∈ IR and R ≥ 0, we will denote by C(t, R) the set
and by D(t, R) the "open" disc in H (0,0,t) defined by
In order to prove our monotonicity result, we need to state the following technical propositions, that explains some geometric features of the normal map of radial functions.
Proposition 5.3 Let u : IH → IR be a radial, convex function in C 1 (IH). Then, for every t ∈ IR and R ≥ 0,
for a suitable R ′ ≥ 0.
Proof: Under the assumptions, for every g ∈ IH the map ∂ H u : IH → V 1 is singlevalued, and ∂ H u(g) = {Xu(g)} (see Theorem 4.2).
For every g = (r cos θ, r sin θ, t) ∈ IH, we have Xu(g) = U r (r, t) cos θ + rU t (r, t) sin θ, Y u(g) = U r (r, t) sin θ − rU t (r, t) cos θ, and ||Xu(g)|| = U 2 r (r, t) + 4r 2 U 2 t (r, t). If θ varies in [0, 2π) we get the thesis.
Proposition 5.4 Let u : IH → IR be a radial, convex function in C 1 (IH). Denote by Ω the (nonempty) sublevel set
and Ω∩H (0,0,t) = D(t, R(t)). By Proposition 5.3 and by the continuity of Xu we easily get the thesis.
We would like to emphasize that, in general, ||Xu(r cos θ, r sin θ, t)|| is not an increasing function of r; this explains why, without further conditions on u, one cannot infer that ∂ H u(∂D(t, R)) = ∂(∂ H u(D(t, R))). The radiusR of ∂ H u(D(t, R)) is given by the expressioñ R(t, R) = sup{||Xu(r cos θ, r sin θ, t)||, 0 ≤ r < R, θ ∈ [0, 2π)}.
IH) be radial, strictly convex functions such that u ≤ v. Denote by Ω the (nonempty) level set
assume that Ω is bounded and
In addition, suppose that the function V defined as V (r, t) = v(x, y, t) satisfies in Ω the assumption
Then,
Proof: Take any point g = (x, y, t), such that g ∈ ∂Ω∩H (0,0,t) . Notice that Xu(g) = 0, since u is strictly convex and Xu(0, 0, t) = 0. Let us consider the function F u g : IR 2 → IR obtained by restricting u to H g and defined as follows: F u g (x, y) = u(x, y, t + 2yx − 2xy). Denote by Ω u g the sublevel set
g (x, y) < 0}, and consider, in particular, its boundary
. This set is not empty, since F u g (x, y) = 0; moreover, from the inequality
the implicit function theorem assures that, at least locally, there exists a unique curve 
Let us prove that s ≤ 1. Consider the functions f u , f v defined in [0, ǫ) for a suitable small ǫ as follows
, we obtain that s ≤ 1. Let us consider the function
, where g = (r cos θ, r sin θ, t). By the assumption (15) , standard computations imply that this is an increasing function; in particular, from Propositions 5.3 and 5.4, H (0,0,t) )).
Moreover, taking into account that (17) holds with s ≤ 1, we get
thereby proving (16) .
Following the idea in [2] , we consider radial functions of the type
where z : IR → IR is assumed to be twice continuously differentiable and positive. Theorem 2.2 and easy computations (see [4] ) show that u is convex on IH if and only
Condition (15) is equivalent to the inequality
Applications
The aim of this section is to show that, like in the Euclidean framework, the Hsubdifferential of a function on the Heisenberg group carries a lot of information about the function itself.
The Monge-Ampère measure and H-normal map
In the Heisenberg group, the Monge-Ampère type operator S ma (see [11] and [14] ) is a fully nonlinear operator on u defined by
In [14] the authors proved the following result:
Theorem 6.1 Given a convex function u ∈ C(Ω), there exists a unique Borel measure µ u such that, when u ∈ C 2 (Ω),
for any Borel set E ⊂ Ω.
We call µ u the Monge-Ampère measure of u.
In the Euclidean context (see [12] ), the Monge-Ampère measure M f associated to a function f is defined via the notion of normal map ∂f of f (see (5) and (6)). In particular, if f ∈ C(Ω ′ ), with Ω ′ open in IR n , the Monge-Ampère measure is the set function
1 dp,
is Lebesgue measurable} and |A| denotes the Lebesgue measure of A. If f is an Euclidean convex function in C 2 (Ω ′ ), we have that
for every Borel set E ′ ⊂ Ω ′ . The proof of (19) (see [12] ) exploits the property that if f is Euclidean convex and C 2 (Ω ′ ), we can identify ∂f with ∇f and ∇f is one-to-one on the set {x ∈ Ω ′ : D 2 f (x) > 0}. Hence every point p ∈ ∂f (E ′ ) is the image of a single point x ∈ E ′ : this is the reason to put the integrand function in (18) equal to 1, for every p ∈ ∂f (Ω ′ ). Our purpose is to suggest a definition (see Theorem 6.3) of the Monge-Ampère measure of u in the Heisenberg context, on the analogy of the Euclidean framework, using the H-normal map ∂ H u of u. We know that if u is a convex function in Γ 1 (Ω), then ∂ H u(g) = {∇ H u(g)}; however, it is unreasonable to require that ∇ H u : Ω → V 1 is a one-to-one map, since Ω ⊂ IH and V 1 is essentially IR 2 . In other words, every point v ∈ ∂ H u(E) is the image of a set of points Σ E v ⊂ E. Therefore we need to replace the weight "1" in integral (18) with a convenient weight. For every p ∈ V 1 , the weight of p will be the 2-dimensional spherical Hausdorff measure of Σ E v . In order to do this, we recall the following coarea formula proved by Magnani in [19] . We refer to [9] for all the relevant definitions about spherical Hausdorff measures. Theorem 6.2 Let F : Ω → IR 2 be a Lipschitz map, where Ω ⊂ IH is a measurable set. Then, for every measurable function z : Ω → [0, ∞], the following formula holds
where dS 2 IH denotes the 2-dimensional spherical Hausdorff measure.
Let u be a convex function in Γ 2 (Ω), and consider the function
Clearly,
Standard computations give us that
If we consider z = 1 and E ⊂ Ω measurable, by the formula (20) we obtain
where, for every v ∈ IR 2 , the set Σ
Taking into account the arguments above, we state the following theorem where a possible definition for a Monge-Ampère measure associated to u is provided. 
where Σ E v is given in (21) and E = {E ⊂ Ω : E and ∂ H u(E) are Lebesgue measurable}. Then i. ν u is non negative and σ-additive;
ii. if u is convex and u ∈ Γ 2 (Ω), then
for every E ∈ E.
We call ν, with an abuse of language, the Monge-Ampère measure associated to u.
Up to now, we are not able to prove that E is a σ-algebra. Indeed, while it is quite trivial that the numerable union of sets in E is still a set in E, it is not clear what happens about the complement of a set in E. Notice that, for every E ∈ E, we have
The main problem is to show that ∂ H u(Ω \ E) ∩ ∂ H u(E) is Lebesgue-measurable; notice that, in the Euclidean framework, this set has null measure. Proof: First of all, let us notice that for every E ∈ E and for every v ∈ V 1 , the set Σ E v is a Borel set; from the Borel regularity of
v } i is a family of disjoint subsets of Ω. We get
Hence, µ u is σ-additive. Clearly, ii. is obvious for previous computations
The Rockafellar function in IH
In the Euclidean framework, as well as in the more general Banach setting, a convex function can be detected using its subdifferential at every point via the Rockafellar function (for a new and recent proof, see [16] ). We are going to prove that a similar integrability property is inherited by convex functions on the Heisenberg group, where the H-subdifferential plays nearly the same role. Indeed, the following result holds:
Theorem 6.4 Let u : IH → IR be a convex function. Then, u(g) = u(g 0 ) + sup
were P = {(g i , p i )} n i=0 : g i+1 ∈ H g i , g n = g, p i ∈ ∂ H u(g i ), n > 0 .
Proof: Since if g = g 0 the result is trivial, we will assume g = g 0 . From Theorem 4.1, ∂ H u(g) = ∅, for every g. By the definition of H-subdifferential, for every sequence {(g i , p i )} n i=0 ⊂ P we have that u(g i+1 ) ≥ u(g i ) + p i , ξ 1 (g i+1 ) − ξ 1 (g i ) ,
for every i, 0 ≤ i ≤ n − 1. Adding both sides of these inequalities, we obtain
Thus, the left-hand side of (22) is greater than or equal to its right-hand side. Since g i+1 ∈ H g i if and only if g i ∈ H g i+1 , from p i+1 ∈ ∂ H u(g i+1 ), we get that u(g i ) ≥ u(g i+1 ) + p i+1 , ξ 1 (g i ) − ξ 1 (g i+1 ) .
for every i, 0 ≤ i ≤ n − 1. Hence, taking into account (23), we obtain:
In order to prove (22), we will show that, for every ǫ > 0, there exists a finite sequence in P such that
Let us consider, first, the case ξ 1 (g 0 ) = ξ 1 (g); this implies that g ∈ H g 0 . Choose g ′ ∈ H g 0 and g ′′ ∈ H g ′ ∩ H g ; from g 0 = g ′ ∈ H g 0 , we have that ξ 1 (g ′ ) = ξ 1 (g) and hence H g ′ ∩ H g = ∅. Take p 0 ∈ ∂u H (g 0 ), p ′ ∈ ∂u H (g ′ ), p ′′ ∈ ∂u H (g ′′ ) and p ∈ ∂u H (g). For every ǫ > 0, denote by N a positive integer such that
We will single out a set of points {p n } ii) we set g N = g ′ and p N = p ′ ;
iii) for i = N + 1, . . . 2N − 1, we pick out g i ∈ [g ′ , g ′′ ] ⊂∈ H g ′ such that ξ 1 (g i ) = (ξ 1 (g ′′ ) − ξ 1 (g ′ ))(i − N)/N + ξ 1 (g ′ );
iv) we set g 2N = g ′′ and p 2N = p ′′ ; v) for i = 2N + 1, . . . 3N − 1, we pick out g i ∈ [g ′′ , g] ⊂∈ H g such that ξ 1 (g i ) = (ξ 1 (g) − ξ 1 (g ′′ ))(i − 2N)/N + ξ 1 (g ′′ );
vi) we set g 3N = g and p 3N = p : vii) for every i, with 1 ≤ i ≤ 3N − 1 and i different from N and 2N, we choose p i ∈ ∂u H (g i ).
Notice that g i+1 ∈ H g i , for every i, 0 ≤ i ≤ 3N − 1. From i)-vii) and (26), we obtain
Hence (25) holds.
If g / ∈ H g 0 and ξ 1 (g) = ξ 1 (g 0 ), we set g ′ = g 0 and choose g ′′ ∈ H g 0 ∩ H g . The proof is similar to the previous case. Finally, if g ∈ H g 0 , we set g ′ = g 0 and g ′′ = g : again, the proof follows the line of the previous case.
