In this paper we study the problem of optimal dividend payment strategy which maximizes the expected discounted sum of dividends to a multidimensional set up of n associated insurance companies where the surplus process follows an n-dimensional compound Poisson process. The general manager of the companies has the possibility at any time to exercise an irreversible switch into another regime; we also take into account an expected discounted value at ruin. This multidimensional dividend problem is a mixed singular control/optimal problem. We prove that the optimal value function is a viscosity solution of the associated HJB equation and that it can be characterized as the smallest viscosity supersolution. The main contribution of the paper is to provide a numerical method to approximate (locally uniformly) the optimal value function by an increasing sequence of sub-optimal value functions of admissible strategies defined in an n-dimensional grid. As a numerical example, we present the optimal time of merger for two insurance companies.
Introduction
In this paper we study the problem of the optimal dividend payment strategy which maximizes the expected discounted sum of dividends, in a multidimensional setup of n associated insurance companies. We assume that the surplus process follows a multidimensional compound Poisson process. The general manager of the companies has the possibility to exercise an irreversible switch into another regime at any time; we also take into account an expected discounted value at ruin, which is due at the first time of ruin of one of the companies, and may depend on the value of the surplus of all the companies both at and before this time of ruin. This ruin value is a generalization to the multidimensional setting of the Gerber-Shiu penalty functions introduced in Gerber and Shiu [17] .
The problem of optimal dividend payments in the one-dimensional case was proposed by de Finetti [12] and it was studied in different model setups. In the compound Poisson risk model, this problem was studied by Gerber [15] using a limit of an associated discrete problem, and by Azcue and Muler [5] using a dynamic programming approach; see also an overview on this problem in Schmidli [24] and in Azcue and Muler [6] . For the limit diffusion approximations, see for example Asmussen and Taksar [2] and for spectrally negative Lévy risk processes see, for instance, Avram, Palmowski and Pistorious [3] and Loeffen [21] .
In the one dimensional case, the final value of the portfolio at ruin is non-positive and it is called a penalty. Let us mention for instance Dickson and Waters [13] , where the shareholders take care of the deficit at ruin; Gerber, Lin and Yang [16] where the penalty is a function depending on the deficit at ruin; Thonhauser and Albrecher [26] where they address the optimal dividend problem with constant penalty. The optimal dividend problem in the spectrally negative Lévy setting was solved by Loeffen and Renaud [22] with an affine penalty function, and by Avram, Palmowski and Pistorius [4] with a general penalty function depending on the deficit at ruin.
The one dimensional dividend problem with the possibility of an irreversible switch was addressed by Ly Vath, Pham and Villeneuve [23] in the Brownian motion setup and by Azcue and Muler [7] in the compound Poisson setting.
The problem of dividend payment in the case of two insurances companies in the compound Poisson risk model was studied by Czarna and Palmowski [11] for a particular dividend strategy of reflecting two-dimensional risk process from the line, and by Albrecher, Azcue and Muler [1] where they study the optimal dividend strategy for two collaborating companies.
In this paper, the multidimensional dividend problem is a mixed singular control/optimal problem. Its associated Hamilton-Jacobi-Bellman equation (HJB) involves a first-order integrodifferential operator, an obstacle operator and n derivative constraints; the integro-differential operator corresponds to the discounted infinitesimal operator of the compound Poisson process, the obstacle is related to the value of the portfolio after switching and the derivative constraints are related to the dividend payments of the companies. We prove that the optimal value function is a viscosity solution of the HJB equation, that it can be characterized as the smallest viscosity supersolution and also that a convergent limit of a family of admissible strategies that is a viscosity solution of the associated HJB equation should be the optimal value function (verification result). These results are natural extensions of the results of [7] to the multidimensional setting.
The way in which the optimal value function solves the HJB equation in the n-dimensional state space suggests the optimal local control: in the closed set where the optimal value function coincides with the obstacle (switch region), an immediate switch should be done; in the interior of the set where the integro-differential operator is zero (non-action region), no dividends are paid; and in the interior of the set in which one or more of the derivative constraints are tight (dividend payment region), the corresponding companies pay a lump sum of dividends. However, it is not clear what the optimal local control is in the free boundaries between the non-action region and the dividend payment region. In the one dimensional case the "free boundaries" are indeed "free points", and it can be seen that the optimal local control at these points is just to pay all the incoming premium as dividends, so the control surplus stays there until the arrival of the next claim. This is the reason why the optimal strategy has a band structure and this free points can be obtained by one-dimensional optimization techniques, see [7] . It is a hard task to obtain the free boundaries in the multidimensional setting and there is no hope of finding a closed-form solution for the optimal value function. The main contribution of this paper is to provide a numerical method to approximate (locally uniformly) the optimal value function by a sequence of sub-optimal value functions of admissible strategies defined in an n-dimensional grid. These sub-optimal value functions solve a discrete version of the HJB equation, and the corresponding sub-optimal strategies are constructed partitioning the grid in switch, non-action and dividend payment regions; so we also obtain numerical approximations of the optimal switch, non-action and dividend payment regions and the free boundaries between them.
For a convergence analysis of a numerical scheme for multidimensional singular control problems in the diffusion setting using Markov chain approximation methods, let us mention Kushner and Martins [20] and Budhiraja and Ross [9] ; see also the book of Kushner and Dupuis [19] for an exhaustive survey. Regarding convergence of numerical schemes using the viscosity solution approach, let us mention for instance Souganidis [25] and Barles and Souganidis [8] , where they propose a numerical scheme for non-singular control problems in the context of the diffusion setting; roughly speaking, they prove that the solutions of the numerical scheme converge to a viscosity solution of the associated HJB equation and then, using a uniqueness argument, they obtain the convergence result. In the numerical method of the present work, there is not uniqueness of viscosity solutions in the HJB equation; nevertheless, we construct numerically an increasing sequence of value functions of a family of admissible strategies whose limit is a viscosity solution of the associated HJB equation; then, using the verification result mentioned above, we deduce that this limit is the optimal value function.
As an application, we present the optimal time of merger (as change of regime at the switch time) for two insurance companies. We show examples where the non-action region could be non-connected even for exponential claim size distributions. For a criteria of merger being an advantage over keeping the two stand-alone companies under barrier strategies see Gerber and Shiu [18] .
The rest of the paper is organized as follows. In Section 2, we introduce the model and derive some basic properties of the optimal value function. In Section 3, we show that the optimal value function is a viscosity solution of the corresponding (HJB) equation; we also characterize it as the smallest viscosity supersolution and give a verification result. In Section 4, we construct a family of admissible strategies at any point in a suitable grid. In Section 5, we show that the discrete scheme convergences locally uniformly by taking a suitable sequence of embedded grids. In Section 6, we present examples of the problem of optimal merger time. Finally, in Section 7, there is an Appendix with the proofs.
We will use the following notation throughout the paper:
Model
Let us consider that the surplus process of n companies, or branches of the same company, follows an n-dimensional compound Poisson process with drift, that means that the uncontrolled process X(t) ∈ R n + can be written as
Here x 0 ∈ R n + is the initial surplus, p = (p 1 , ..., p n ) where p i > 0 is the premium rate of company i, N t is a Poisson process with intensity λ and the downward jumps U k ∈ R n + are i.i.d. vector random vectors with joint multivariate distribution function F . We also assume that F has finite expectation and F (0) = 0. We call τ k the time of arrival of the k-th jump of the process, so N t = max{k : τ k ≤ t}.
We can describe this model in a rigorous way by defining its filtered probability space (Ω, F, (F t ) t≥0 , P ), where Ω = {(τ k , U k ) k≥1 } and F t is the σ-field generated by the set {(τ k , U k ) : τ k ≤ t}. The uncontrolled surplus process X(t) is an F t -adapted càdlàg (right continuous with left limits) stochastic process. Each company pays dividends to the same shareholders, let L(t) = (L 1 (t), ..., L n (t)) be the vector of cumulative amount of dividends paid out up to time t by each company; we say that the dividend payment strategy L(t) is admissible if it is a non decreasing process, càdlàg, adapted with respect to the filtration (F t ) t≥0 and satisfies L(0) ≥ 0 and L(t) ≤ X(t) for any t ≥ 0.
We define the controlled surplus process as
So the time in which the process exits the set R n + is given by
Note that this exit time can only occur at the arrival of a jump of the uncontrolled process, and
) and the size U k0 of the last jump of the uncontrolled process. Denote
the function υ : B → R generalizes the concept of penalty at ruin. It is natural to assume that the penalty function υ(x, α) is non-increasing on x and non-decreasing on α; furthermore, we assume that E F ( υ(0, U 1 ) ) < ∞. The manager of the company also has the possibility at any time 0 ≤ t < τ L to exercise an irreversible switch whose value is associated to a given function f : R n + → R. We assume that the function f is either right continuous and non decreasing or continuous.
Given an initial surplus x ≥ 0, let us denote by Π x the set of all pairs π = (L, τ ) where L is an admissible dividend payment strategy and τ is a switch time. We define (2.5)
for any π ∈ Π x and the optimal value function as
The value c > 0 is a constant discount factor, and a i > 0 are the weights of the dividends paid by the i-th company. The integral in (2.5) is defined as
e −cs a.dL(s). Note that we are allowing to make a lump dividend payment L(τ ) − L(τ − ) at the switch time τ < τ L and also at time zero.
Remark 2.1 (on the multivariate compound Poisson process). The most important cases of multivariate compound Poisson process we are considering in the examples correspond to m independent sources of risk that are coinsured between the n insurance companies with different proportions. More precisely, let us assume that there are m independent (univariate) compound Poisson processes given by
where N and that the i-th company pays a proportion a il of any claim of the l-th compound Poisson process
where
t is a compound Poisson process with intensity λ = m l=1 λ l and multivariate distribution
Without loss of generality, we can assume that the columns a l := (a il ) i=1,..,n of the matrix A are different, because if a l1 = a l2 , we can regard C l1 (t) + C l2 (t) as just one independent source of risk. For instance, in the special case in which the n uncontrolled one-dimensional surplus processes of the companies are independent compound Poisson processes with intensity λ i and claim size distribution F i (x i ) (i = 1, ..., n), A would be the identity matrix and
Remark 2.2 (on the penalty function υ). Consider the multivariate uncontrolled Poisson process (2.1) described in the previous remark. Suppose that the penalty (or reward) function depends on two factors: (1) which of the m independent compound Poisson processes (2.7) make the controlled process exit R n + and (2) the deficit at this exit time. Let a l = (a il ) i=1,..,n be the l-th column of A, then we have that
is the penalty (or reward) when the process X L τ exits R n + due to a jump of C l . If n = m = 1, this definition of penalty function υ includes: (1) the penalty function defined in Gerber and Shiu [17] , taking υ(x, α) = w(x, |x − α|) ≥ 0; (2) the case in which the shareholders take care of the deficit at ruin, taking υ(x, α) = α − x > 0 (Dickson and Waters [13] ); (3) the case in which the insurer earns continuously Λ as long as the company is alive. This is equivalent to consider υ(x, α) = Λ/c (Thonhauser and Albrecher [26] ).
In the multidimensional framework, the function υ could be negative, and so considered as a reward. For example, in the case of two companies with independent compound Poisson processes as in (2.9), we can consider the situation in which if one of the companies goes to ruin, the other survives and continues paying dividends with its own optimal policy. In this case, A is the 2 × 2 identity matrix and
where V i is the optimal dividend payment function of the i-th company. Note that υ(x, α) is non-increasing on x and non-decreasing on α.
Remark 2.3 (on the switch-value function f ).
The switch-value function f (x) can be though as the price in which the shareholders can sell the shares when the controlled current surplus of the n companies is x. It also can be though as the present value of all the dividends paid in the future after a change of regime is decided by the manager (this change of regime could have a cost); for instance, if the manager decides to merge the n companies (that is the n companies put together all their surpluses, pay all the claims and pay dividends until the joined surplus becomes negative). In the case of merger,
where the one-dimensional function V M is the optimal dividend payment function of the merger of all the companies and c M ≥ 0 is the merger cost. So, f is right continuous and non decreasing. The case n = 2, A the 2 × 2 identity matrix, υ as in (2.11) and
corresponds to the problem of optimal time of merger proposed by Gerber and Shiu [18] . The case where no switching is allowed is also included in this work, just consider f small enough (see Remark 2.6).
In the next proposition we give sufficient conditions under which the function V is well defined. We say that a function h : R n + → R satisfies the growth condition GC if (2.14)
h(x)/h 0 (x) is upper bounded in R n + , where
Proposition 2.4. If the functions f and S(x) := sup {α:(x,α)∈B} (−υ(x, α)) satisfy the growth condition GC, then V is well defined, satisfies the growth condition GC and
Remark 2.5. Let us extend the definition of υ to the closure of B as υ(x, α) = inf β≥α,(x,β)∈B υ(x, β).
Since −υ(x, α) is non-decreasing on x and non-increasing on α then
and so the assumption on υ of Proposition 2.4 becomes that max i=1,...n (−υ(x, x i e i )) satisfies the growth condition GC.
Remark 2.6. By Proposition 2.4, taking any switch-value function f < −E F ( υ(0, U 1 ) ), it is never optimal to switch. So, the problem of maximizing the expected cumulative discounted dividend payments until τ L (without the possibility of switching) is a particular case of the problem (2.6).
Remark 2.7. Consider f 1 ≤ f 2 and υ 1 ≥ υ 2 . Let V f1,υ1 and V f2,υ2 be the corresponding optimal value functions, then it is straightforward to see that V f1,υ1 ≤ V f2,υ2 .
Remark 2.8. Since the optimal dividend payment function in the one-dimensional problem has linear growth, see for instance Proposition 1.2 in [6] ; the functions (2.11) and (2.12) satisfy the conditions of Proposition 2.4.
In the next proposition, we show that V is increasing and locally Lipschitz (so it is absolutely continuous).
Proposition 2.9. V is increasing, locally Lipschitz in R n + and satisfies for each
In order to distinguish the jumps of the controlled process due to the jumps of the uncontrolled process from the ones due to lump dividend payments, let us define an auxiliary process which includes the jump of the uncontrolled process occurring at time t but excludes the lump dividend payment occurring at this time as
Note thatX
HJB equation
In this section we show that the optimal value function V defined in (2.6) is a viscosity solution of the corresponding Hamilton-Jacobi-Bellman (HJB) equation; moreover we characterize the optimal value function as the smallest viscosity supersolution with growth condition GC. We also give a verification result for V . These results are a generalization to the multidimensional case of the ones given in Section 3 of [7] for the one dimensional case. The HJB equation of problem (2.6) can be written as
As usual, the operator L is the discounted infinitesimal generator of the uncontrolled surplus process X(t) defined in (2.1); that is, for any continuously differentiable function W :
would suggest that (locally) the optimal dividend strategy consists on paying no dividends as long as the current surplus is in this set. The HJB equation also implies that V is always above f , so f can be interpreted as an obstacle in equation (3.1). Moreover, the condition V xi (x) = a i in an open set means that (locally) the optimal dividend strategy should be the one in which the i-th company pays immediately a lump sum as dividends. We will prove in this section that, under the assumption
the value function V is a viscosity solution of the HJB equation (3.1) . From now on, we assume that this assumption holds. Crandall and Lions [10] introduced the concept of viscosity solutions for first-order HamiltonJacobi equations. It is the standard tool for studying HJB equations, see for instance Fleming and Soner [14] . In the context of using viscosity solutions for the problem of dividend payment optimization in the one-dimensional case, see for instance [6] . 
and a locally Lipschitz function u : R n + → R is a viscosity supersolution of (3.1) at x ∈ R n + if any continuously differentiable function ϕ defined in R n + with ϕ(x) = u(x) such that u − ϕ reaches the minimum at x satisfies
Finally, a locally Lipschitz function u : R n + → R is a viscosity solution of (3.1) if it is both a viscosity subsolution and a viscosity supersolution at any x ∈ R n + . The following lemma states that any viscosity supersolution with the appropriate growth condition is above the value function of a family of admissible strategies. Lemma 3.3. Fix x ∈ R n + , let u be a viscosity supersolution of (3.1) satisfying growth condition (2.14) and take any admissible strategy
There is not natural boundary conditions for the optimal value function V -see for instance Section 1.6 of [6] for a discussion about it in the one dimensional case-so, our characterization result (that is a consequence of the previous lemma) is the following: Theorem 3.4. The optimal value function V can be characterized as the smallest viscosity supersolution of the HJB equation (3.1) satisfying growth condition (2.14).
Also, we obtain immediately the next verification theorem. 
Discrete Scheme
In this section we construct a family of admissible strategies for any point in a suitable grid. We will show in the next section that the value function of these strategies converge to the optimal value function V as the mesh size goes to zero.
Given any approximation parameter δ > 0, we define the grid domain
where p ∈ R n×n is the diagonal matrix with p ii = p i . The idea of the numerical scheme is to find, at each point of the grid G δ , the best local strategy among the ones suggested by the operators of the HJB equation (3.1); these possible local strategies are: none of the companies pay dividends, one of the companies pays a lump sum as dividends, or the manager of the company opts to switch immediately. We modify these local strategies in such a way that the controlled surplus lies in the grid after the arrival of a jump of the uncontrolled process. In order to do that, let us introduce the functions g δ :
which relate the points of the grid with the corresponding indices, as
Note that ρ δ can also be calculated as ρ δ (x) := x · (δ p) −1 , where [.] means the integer part in each coordinate. Given any current surplus g δ (m) ∈ G δ , let τ and U be the arrival time and the size of the next jump of the uncontrolled process. We first define the possible control actions at any point of the grid G δ as follows:
• E 0 : Pay no dividends up to the time δ ∧ τ . In the case that δ < τ , the uncontrolled surplus at time δ is g δ m + 1 ∈ G δ ; and if δ ≥ τ , the uncontrolled surplus at time τ is g δ (m) + τ p − U . If this vector is in R n + , the companies pay immediately the minimum amount of dividends in such a way that the controlled surplus lies in a point of the grid; this end surplus can be written as g δ k , where k = ρ δ (g δ (m) + τ p − U ). The amount paid as dividends is equal to g δ m − k +τ p−U . In the case that the surplus g δ (m)+τ p−U / ∈ R n + at time τ ≤ δ, the process stops.
•
• E s : The manager opts to switch immediately and the process stops.
And the space of controls as
as the set of all the admissible strategies with initial surplus g δ (m) ∈ G δ which can be obtained by a sequence of control actions in E at each point of the grid. Let us describe the strategies π = (L, τ ) ∈ Π δ g δ (m) ; we take, for any ω = (τ j , U j ) j≥1 ∈ Ω, a sequence s = (s k ) k=1,...,k with s k ∈ E and 1 ≤k ≤ ∞, such that the control action s k+1 is applied to the end surplus due to the control action s k . Ifk < ∞, sk should be either E s or E 0 with end surplus outside R n + due to the arrival of a jump. Let t k be the time in which the control action s k is chosen, m k ∈ N n 0 such that g δ (m k ) be the surplus where the control action s k is applied, ∆ k be the time elapsed for the control action s k and x k ∈ R n be the end surplus due to the control action s k .
is the arrival time of the first jump after t k ), there are three possible cases: (1) in the case where τ j k > t k + δ , we have that k <k,
(2) in the case where
Defining ∆L k as the amount of dividends paid by the control action s k , we have
where j k = arg min{j :
δ for all k ≤k , also the times t k for k ≤k have the form
(here we take τ 0 = 0). For the strategy (L, τ ) to be admissible, we need to assume the following condition: If the arrival times and sizes of the claims of two elements in Ω coincide up to time t, then the corresponding sequences of control actions s = (s k ) k=1,...,k must coincide for all k such that t k ≤ t.
The following lemma states that the sequences (t k ) k≥1 does not have an accumulation point.
We define the δ-optimal function v δ as the supremum of the value functions of admissible strategies which are combination of the control actions in E, that is
In the remainder of the section, we will show that the δ-optimal function v δ : N n 0 → R is a solution of a discrete version of the HJB equation (3.1). We also show that v δ can be characterized as the smallest supersolution of this discrete HJB equation. Moreover, we can prove that there exists an optimal admissible strategy for the problem (4.1). This strategy, called the δ-optimal strategy, is stationary in the sense that the control actions depend only on which point of the grid the current surplus lies. The δ-optimal function and strategy will be obtained recursively.
We now introduce some operators related to the control actions in E, these operators will be involved in the discrete version of the HJB equation. Given any family of admissible strategies
Let us consider the admissible strategies with initial surplus g δ (m) ∈ G δ which consists on applying first one of the control actions in E, and afterwards applying the strategy in the family π corresponding to the end surplus (if it is possible); the value functions of these strategies are given by
depending on which control action in E is chosen. Here, (4.4)
We can consider T 0 , T i and T s as operators in the set of functions {W : N n 0 → R}; we also define the operator T as (4.5)
Remark 4.3. The operators T 0 , T i , T s and T are non-decreasing. Also
In the following technical Lemma we show that T 0 (W )(m) can be written as a linear combination of the values of W in G δ plus a constant.
Lemma 4.4. Given a function W : N n 0 → R, we can write
We define the discrete HJB equation as
for m ∈ N n 0 . Analogously to Definition 3.1, we say that a function w : N n 0 → R is a supersolution of (4.6) if T (w) − w ≤ 0, and a function w : N n 0 → R is a subsolution of (4.6) if T (w) − w ≥ 0. The following results are the discrete versions of Propositions 3.2, Lemma 3.3, Theorems 3.4 and 3.5. The discrete version of the growth condition (2.14) is given by Proposition 4.5. The function v δ : N n 0 → R is well defined and it is a solution of (4.6). Moreover, given an initial surplus g δ (m 0 ) ∈ G δ , there exists a δ-optimal strategy π
(g δ (m 0 )); this δ-optimal strategy depends only on the current surplus.
The following lemma is the discrete version of Lemma 3.3. where the lengthk of the corresponding sequence s is upper bounded by l and s l = E s in the case thatk = l.
In the next proposition we use Theorem 4.8 to see that the limit of v Definition 4.11. We use the δ-optimal function v δ :
is the value of the δ-optimal admissible strategy π δ g δ (m0) ∈ Π δ g δ (m0) .
Convergence of the Discrete Scheme
In this section we show the locally uniformly convergence of the discrete scheme by taking a suitable sequence of embedded grids.
In the next lemma, we show that the functions v δ satisfy a δ-locally Lipschitz condition and a relation between v 2δ and v δ which gives a monotonicity condition on the embedded grids.
Lemma 5.1. The functions v δ defined in (4.1) satisfy:
We construct now a family of strategies π δ = (π x ) x∈R n + , where π x ∈ Π x , such that the corresponding value function V δ (x) = V πx (x) extends to R n + the function defined in Definition 4.11. Take the strategy π x ∈ Π x which pays immediately x − g δ ρ δ (x) as dividends and then follows the δ-optimal strategy π
Let us take δ k := δ/2 k for k ≥ 0, in the remainder of the section we will prove that V δ k V locally uniformly as k goes to infinity. Consider the dense set in
Remark 5.2. From the definition above, it is straightforward to see that V (x) is a limit of value functions of admissible strategies in Π x for all x ∈ R n + .
In the next lemma, we find a bound on the variation of V δ k and we show that V is locally Lipschitz in R n + and so it is absolutely continuous.
and also
In the next two propositions we address the convergence of V δ k to V and we prove that V coincides with V . 
Optimal merger time
Let us assume that the uncontrolled joint surplus X(t) = (X 1 (t), X 2 (t)) of two insurance companies with the same shareholders follows the process (2.1). Both branches pay dividends up to the time of their respective ruin τ Li , where τ Li = inf{t :
,but the shareholders has the possibility of merging the two branches at any time τ prior to τ L (as defined in (2.3)); at this time the branches put together all their surplus, pay the claims of both branches and pay dividends until the joined surplus becomes negative, see e.g. Gerber and Shiu [18] . The aim is to find both the dividend payment policy and the merging time which maximize the expected sum of all the discounted dividends paid to the shareholders. This problem corresponds to (2.6) where n = 2, a = (1, 1) , A is the 2 × 2 identity matrix, the function υ is defined as in (2.11) and the the switch-value function f is defined as in (2.13). In the numerical examples, we consider
) with d 1 = 3 and d 2 = 3.5. Note that the above formula for F corresponds to the case in which the surplus processes of the two branches are independent, as we pointed out in (2.9); so the function R(
The parameters of the merger company (that is a one dimension problem) are
In the first example, we consider λ 1 = 2.4, λ 2 = 2, λ = λ 1 + λ 2 , p 1 = 1.08, p 2 = 0.674, c = 0.11, δ = 1/60 and c M = 0. In Figure 1 , we show the δ-optimal strategy: the merger region is in black, the non-action region in white, the dividend payment region for the first company region in dark grey and the dividend payment region for the second company in light grey. Note that the non-action region has two connected components; in the one of the top, the optimal strategy is to withhold dividend payments in order to reach the merger region, and in the white rectangle on the bottom the optimal strategy corresponds to the non-action region of the stand-alone problem (in which the companies never merge). This figure suggests that, as δ → 0, the optimal local control in the boundary between the non-action rectangle and the dividend payment region for the second company region (light grey), should be that the second company pay the incoming premium as dividends while the first company pays no dividends, so the bivariate control surplus stays on the top boundary x 2 = 0.33 of the rectangle and moves rightward at constant speed p 1 to the point (0.33, 1.42), which corresponds to the righ-top corner of the rectangle (until the arrival of the next claim). Analogously, the optimal strategy in the right boundary x 1 = 1.42 of the non action rectangle should be that the first company pay the incoming premium as dividends while the second company pay no dividends, in this case the bivariate control surplus stays on the right boundary of the rectangle and moves upward at constant speed p 2 to the righ-top corner (until the arrival of the next claim). At this corner, both companies pay their incoming premium as dividends and the surplus process remains constant (until the arrival of the next claim). It is more difficult to guess the optimal local control (as δ → 0) in the boundary between the upper connected component of the nonaction region and the dividend payment region for the second company region (light grey). Our conjecture, assuming some regularity on this boundary, is the following: In the upper part of this boundary (up to the furthest point to the right), the second company should pay dividends with some rate in such a way that the bivariate control surplus stays in this part of the boundary (moving downwards), and in the lower part of this boundary, the second company should pay a lump sum in such a way that the bivariant surplus reaches the line x 2 = 0.33.
In the second example, we consider λ 1 = 2.44, λ 2 = 2.22, λ = λ 1 +λ 2 , p 1 = 1.100, p 2 = 0.825, c = 0.1, δ = 1/50 and c M = 0.364. In Figure 2 , we show the δ-optimal strategy; the regions are described with the same colors as before. This figure suggests that, as δ → 0, the optimal local control in the boundary between the non-action region (white) and the dividend payment region for the second company (light grey region), would be (assuming some regularity on the boundary) that the second company pay dividends with some rate in such a way that the bivariate control surplus stays in the boundary: this control surplus would move downward until the bivariate surplus reach the point (1.61, 1.06) in which the light grey, the dark grey and the white regions meet. At this point, both companies should pay the incoming premiums as dividends and the bivariate surplus process remains constant until the arrival of the next claim. Similarly, the optimal local control in the boundary between the non-action region (white) and the dividend payment region for the first company (dark grey region), would be (assuming some regularity on the boundary) that the first company pay dividends with some rate and the control surplus would move leftward until the bivariate surplus reach the point (1.61, 1.06). 
Appendix
This section contains all the proofs. Proof of Proposition 2.4. Take any initial surplus x ≥ 0 and any admissible strategy π = (L, τ ) ∈ Π x , since L i (s) ≤ X i (t) ≤ x i + p i t for i = 1, ..., n, we have (using integration by parts),
for A 1 large enough. Consider the processes z(s) = X L (s) defined in (2.2) and let us call τ = τ L . We get that z(τ ) ≤ x + pt and f satisfies (2.14) in R n + , so
for A 2 large enough. Similarly,
for A 3 large enough. Then V π (and so V ) satisfy the growth condition (2.14) in R n + . Finally, since τ is the first time that the controlled process X L leaves R n + , calling U k0 the jump size at τ , we have z(τ ) = z(τ − )−U k0 ≥ 0−U k0 . Since −υ(x, α) is non-decreasing on x and non-increasing on α, we obtain taking the strategy with no switching and no dividend payment, that
Proof of Proposition 2.9. Given h > 0 and x ∈ R n + , consider for each ε > 0 an admissible strategy π x = L, τ ∈ Π x such that V π (x) ≥ V (x) − ε. Let us define an strategy π ∈ Π x+hei as follows: the i-th company pays immediately h as dividends and then follows the strategy π ∈ Π x . For each ε > 0, we get V (x + he i ) ≥ V π (x + he i ) = V π (x) + a i h ≥ V (x) − ε + a i h, so we obtain the first inequality. Now consider for each ε > 0 and 1 ≤ i ≤ n, a strategy π = (L, τ ) ∈ Π x+hei such that V π (x + he i ) ≥ V (x + he i ) − ε. Take now the following strategy π = ( L, τ ) ∈ Π x starting with surplus x: the i-th company pays no dividends and the other companies pay all the incoming premium as dividends as long as X π t < x + he i ; after the current surplus reaches x + he i , follow strategy π. If τ := min{t : X π t = x + he i }, then τ = τ + τ . We get that p i τ ≥ h and so
where τ 1 is the time of the first jump; so we get the second inequality. Proof of Proposition 3.2.
We omit the proof that V is a viscosity solution in the interior of R n + . This proof is similar to the one of Propositions 3.1 and 3.2 in [1] for the two dimensional case with no switching.
Proof of Lemma 3.3.
We omit the proof of this lemma because it is similar to the one-dimensional version given in Lemma 4.1 of [6] ; the result is obtained by standard convolution arguments using that the function R is continuous.
Proof of Lemma 4.2. Suppose thatk = ∞, calling k l = m.1 + (l − 1)n + 1, there are at least i l ≥ l control actions E 0 in (s 1 , s 2 , ..., s k l ) . Let us consider the non-decreasing sequence (j l ) l defined as j l = max{j :
if not, lim l→∞ j l = ∞ and so
and since lim l→∞ τ j l = lim i→∞ τ i = ∞ a.s., we have the result.
Proof of Lemma 4.4.
Then, we can write
and so from (4.2), we have the result.
Proof of 4.5. By definitions (2.6) and (4.1), we have
) is also the value of function of a strategy in Π ≤ T (v δ )(m). So taking the limit
Finally, since v δ = T (v δ ), we can define for any m ∈ N n 0 , a control action S m ∈ E in the following way:
• and if
is defined inductively as follows: s 1 = S m0 ; assuming that s 1 , s 2 , .., s k−1 are defined and the process does not stop at step k − 1, we define s k = S m k 0 where g δ m k 0 ∈ G δ is the end surplus of s k−1 . Proof of Lemma 4.6. The proof of this lemma is a discrete version of the one of Lemma 3.3.
..,k with s k ∈ E corresponding to π and m k , x k and times t k and ∆ k as defined in Section 4. Let (κ l ) l≥1 be the positions of the sequence s = (s k ) k=1,...,k where s k is either E s or E 0 . If the sequence stops atk = κ l0 < ∞, we define κ l = κ l0 for l ≥ l 0 , t κ l 0 +j = t κ l 0 + ∆ κ l 0 for j ≥ 1; and ifk = ∞ we put l 0 = ∞. Consider the case in which the process goes to ruin at κ l , that is x κ l / ∈ R n + ; then the surplus prior to the ruin is x κ l + U and the penalty paid at ruin is υ(x κ l + U , U ), where U is the last jump of the uncontrolled process. So we define, for l ≥ 1,
If we put H(0) = w(m), κ 0 = 0 and t 0 = 0, we have using (T i (w) − w) i=1,...,n ≤ 0,
and since T 0 (w) − w ≤ 0 and
where z j (t) = g δ (m κj ) + tp. From (7.1) and (7.2), and calling the initial surplus
and w satisfies the growth condition (4.7), and define π g δ (m+ei) ∈ Π δ g δ (m+ei) by applying first the control action E i and then the δ-optimal strategy π δ g δ (m) . The value function of this strategy is a i p i δ + v δ (m), so we obtain the the first inequality of this proposition. Now, take the δ-optimal strategy π
by applying first the control action E 0 and then the δ-optimal strategy π δ g δ (m+1) . Hence, we obtain the second inequality from
(2) In order to avoid any confusion, we put a superindex δ to the control actions in G δ . Note first that given any surplus in R n + , the strategy of paying dividends in such a way that the surplus goes to the nearest smaller point in G 2δ corresponds to go first to the nearest smaller point in G δ and then to apply (possible) a combination of
given by the random sequence s = (s k ) k=1,...,k with s k ∈ E 2δ = {E Proof of Lemma 5.3. Let us first prove that
for any x and y in R n + . Let us assume first that y > x. We have from Lemma 5.1,
Let us call m y = ρ δ k (y) and m x = ρ δ k (x),
Let us consider now x and y in R n + , consider m 0 = ρ δ k (x ∧ y),
Therefore we have (7.3). By definitions (5.1) and (5.2), and since
taking the limit as k goes to infinity, we obtain the first inequality of the Lipschitz inequality. We can write, from (7.3),
taking the limit as k goes to infinity, we obtain the second inequality of the Lipschitz inequality. Proof of 5.4. Consider a compact set K in R n + , x 1 ∈ K and ε > 0. Let us take an upper bound z ∈ R n + of K. We will show first that there exists k 0 large enough and η > 0 small enough such that if x − x 1 1 < η and k ≥ k 1 , then (7.4) V (x) − V δ k (x) < ε.
Indeed, by pointwise convergence at x 1 , there exists k 1 such that V (x 1 ) − V δ k (x 1 ) < ε/3 for k ≥ k 1 ; by Lemma 5.3, there exists η 1 such that if x − x 1 1 < η 1 , then V (x) − V (x 1 ) < ε/3; and also from the same lemma, there exists η 2 and k 2 such that if x − x 1 1 < η 1 , then
(c+λ) /p + 2δ k a.p < ε/3 for k ≥ k 2 . Therefore, taking η := η 1 ∧ η 2 , for k ≥ k 0 := k 1 ∨ k 2 , we obtain (7.4). Finally, we conclude the result taking a finite covering of the compact set K. Proof of 5.5. By Propositions 5.3, 5.5 and Remark 5.2, it is enough to prove that V is a viscosity supersolution of (3.1) in the interior of R n + . Take x 0 in the interior of R n + and a differentiable test function ϕ : R n + → R for viscosity supersolution of (3.1) at x 0 , that is (7.5) V (x) ≥ ϕ(x) and V (x 0 ) = ϕ(x 0 ).
Since G is a dense set in R n + , we obtain by the continuity assumptions on the function f given in Section 2 and (5.2) that f ≤ V in R for all y ≥ x, so it holds that a − ∇ϕ(x 0 ) ≤ 0. In order to prove that L(ϕ)(x 0 ) ≤ 0, consider now for η > 0 small enough, ϕ η (x) = ϕ(x) − η (x − x 0 ) .(x − x 0 ). Given k ≥ 0, let us take
Since V δ k ≤ V , we have from (7.5) , that a Then, the minimum argument in (7.6) is attained at x k ∈ G δ k such that (x k − x 0 ) .(x k − x 0 ) ≤ b k /η. Then, we have x k → x 0 and −a η k → 0 as k goes to infinity. So
Dividing by δ k , taking k to infinity and using the continuity of R, we get L(ϕ η )(x 0 ) ≤ 0. Finally, since ∇ϕ η (x 0 ) = ∇ϕ(x 0 ) and ϕ η ϕ as η 0, we obtain that L(ϕ)(x 0 ) ≤ 0 and the result follows.
