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Abstract In addition to the ongoing development, pre-salt
carbonate reservoir characterization remains a challenge,
primarily due to inherent geological particularities. These
challenges stimulate the use of well-established technolo-
gies, such as artificial intelligence algorithms, for image
classification tasks. Therefore, this work intends to present
an application of deep learning techniques to identify pat-
terns in Brazilian pre-salt carbonate rock microtomographic
images, thus making possible lithological classification.
Four convolutional neural network models were proposed.
The first model includes three convolutional layers followed
by fully connected layers and is used as a base model for
the following proposals. In the next two models, we replace
the max pooling layer with a spatial pyramid pooling and a
global average pooling layer. The last model uses a combi-
nation of spatial pyramid pooling followed by global aver-
age pooling in place of the last pooling layer. All models are
compared using original images, when possible, as well as
resized images. The dataset consists of 6,000 images from
three different classes. The model performances were eval-
uated by each image individually, as well as by the most
frequently predicted class for each sample. According to ac-
curacy, Model 2 trained on resized images achieved the best
results, reaching an average of 75.54% for the first evalua-
tion approach and an average of 81.33% for the second. We
developed a workflow to automate and accelerate the lithol-
ogy classification of Brazilian pre-salt carbonate samples by
categorizing microtomographic images using deep learning
algorithms in a non-destructive way.
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1 Introduction
Carbonate reservoir characterization involves a set of elabo-
rated methods that help to understand the physical and geo-
logical processes that make up the system, comprising geo-
logic, physical, chemical, and mathematical modeling tech-
niques to describe the composition and arrangement of rock
layers, as well as their physical properties [8].
Three main properties are linked and closely related to
reservoir quality and the viability of reservoir development:
porosity, permeability, and lithology [47]. Rock may serve
as a reservoir if it includes void space to store commercial
volumes of hydrocarbons and its porous system is intercon-
nected and able to deliver the hydrocarbons to extraction
wells. Both of those characteristics are linked to the lithol-
ogy of a rock, which determines the exploitation reservoir
feasibility [47]. Accurate discrimination of lithology helps
to reduce the error in the prediction of permeability and hy-
drocarbon volume as well as to understand the depositional
and diagenetic processes, which are also closely correlated
with implications for fluid flow properties [1].
Usually, two-dimensional thin-section images form the
basis of lithology definition [42]. As noticed by Valentín et
al. [47], this procedure is subjective once it depends on the
chosen attributes used for the classification. For instance,
this activity may focus on biological settings or emphasize
petrological characteristics by accounting for the granulom-
etry and mineralogy, for example. Very often, the amount of
information to be taken into account in each case, when an-
alyzing a particular reservoir, depends significantly on sub-
jective intuition rather than on quantitative objective mea-
surements [46].
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According to Ketcham and Carlson [25], data extracted
from a three-dimensional rock model are closely related to
those obtained in a more exhaustive procedure (i.e., thin-
sections) and are effortless and natural to interpret. X-ray
computed tomography (CT) is a popular tool to generate a
three-dimensional models of a sample without destroying it.
This technique was initially used for medical purposes in the
1970s, but in the following years it has been applied to inves-
tigate Earth materials such as those related to petroleum ge-
ology [48,18,52]. Currently, this technique is considered to
be the most practical method to obtain the three-dimensional
inner structure of porous media [51]. Additionally, once the
data are digitized, it is straightforward to use the data to ac-
complish quantitative and qualitative analysis.
In this manner, micro-CT has become a standard tech-
nique in reservoir characterization workflows [27,5,11] be-
cause it allows for a representative description of mi-
crostructure and contributes to the understanding of the
physical phenomena of fluid flow [13,38] and estimation of
mechanical properties [6,28].
In the same fashion as in the digital petrophysics field,
the increasing computational capabilities also enabled the
development of more sophisticated artificial intelligence al-
gorithms, such as deep learning. Those algorithms have been
demonstrating excellent performance in tasks such as auto-
mated quantification of lung cancer radiographic character-
istics [19] and hand bone age assessment for evaluation of
endocrine and metabolic disorders [33], among others, in
the field of medicine. This success has led to a growing in-
terest in using artificial intelligence techniques to automate
some processes and as a decision support system in many
industrial applications, thus allowing the experts to focus on
the most complicated tasks that require human intervention.
In the oil and gas industry, these techniques are useful in
applications from the reservoir exploration stage to produc-
tion when using different data domains, for example, seis-
mic [49,40] and petrophysical data [43,41,36,20].
In the digital petrophysics field, Marmo et al. [37] ap-
plied a multi-layer perceptron neural network to identify car-
bonate textures and recognize their original depositional en-
vironments in 8-bit linear gray-tone digital images of thin-
sections; Cheng and Guo [10] uses deep convolutional neu-
ral network (CNN) to identify sandstone granularity, with
high reliability, in colored images of thin-sections; and de
Lima et al. [34] used transfer learning algorithms to classify
uninterpreted images, such as microfossils, cores, or pet-
rographic photomicrography, along with rock and mineral
hand sample images.
With regard to the micro-CT image context, Bordignon
et al. [7] propose a CNN to characterize the grain size dis-
tributions of porous rocks based only on a synthetic training
dataset; Karimpouli and Tahmasebi [22] applies a CNN to
estimate the P- and S-wave velocities and formation factors,
without time-demanding numerical simulations; Karimpouli
and Tahmasebi [23] also proposed a method based on CNN
to automate porous phase segmentation in a more accurate
and reliable way; Sudakov et al. [45] employed CNN to es-
timate permeability values simulated with pore network ap-
proach; and Alqahtani et al. [3] uses CNN to rapidly esti-
mate porosity, specific surface area, and average pore size.
Several works pursuing lithofacies prediction have also
been using artificial intelligence algorithms to reduce uncer-
tainties in estimating hydrocarbon saturation through well
log data [9,50,24,4,2]. Odi and Nguyen [39] developed a
combined approach to predict geological facies by utilizing
molecular weight, density, and porosity from CT images of
core samples to learn from existing user-defined geological
facies classification.
On a smaller scale, this work aims to identify the lithol-
ogy of rocks by using micro-CT images to establish explo-
ration and development strategies for carbonate reservoirs.
A mechanism to assist the specialist in the lithological clas-
sification of carbonate rock samples using micro-CT im-
ages, thus speeding reservoir evaluation, is shown here.
This work is organized into seven sections. The second
denotes the conventional workflow for lithology identifica-
tion through thin-sections, as well as our proposed method.
The third synthesizes the theory behind CNN and its ap-
plication to image analysis. The fourth section exposes the
available dataset of micro-CT images of carbonate rock
samples, the models used for the lithology classification
task, how those models were trained, and how they were
evaluated. The results are summarized in section five. The
sixth section discusses the obtained results. Finally, in the
last section, conclusions emphasize the positive view of us-
ing micro-CT images for lithologic classification based on
CNN, and ongoing future works and proposals are stated.
2 Conventional and proposed workflows
The standard method for lithology classification is supported
by individual thin-section image analysis, a time-consuming
process that leads to subjective interpretations of rocks. In
Fig. 1a, the usual steps for the lithological definition, start-
ing with sample extraction and posterior thin-section analy-
sis, are shown. The thin-section images are strictly bidimen-
sional, cover a small area and are directly correlated with the
orientation extraction besides being destructive.
In Fig. 1b, the suggested workflow to classify carbon-
ate sample lithologies based on micro-CT images is shown.
X-ray micro-CT is a relatively fast, non-destructive, and in-
expensive technique that can be incorporated into the reser-
voir characterization workflow before any destructive test-
ing, thus producing images that closely correspond to serial
thin-sections through a sample. For more details, a complete
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Fig. 1 a Standard and b proposed methodologies for lithological classification
overview of image acquisition and micro-CT reconstruction
of earth materials can be found in Cnnudde and Boone [12]
and Hanna and Ketcham [16]. The data can be useful for
visualization tasks and quantitative and qualitative charac-
terization of the internal features, delimited by variations in
density and atomic composition. Another advantage of the
recommended procedure is the capability of using a more
representative portion of rock samples.
3 Convolutional neural networks
One of the most used architectures for vision tasks is the
CNN. It was initially proposed by LeCun et al. [32] but had
its popularity increased when used by Krizhevsky et al. [29]
in the IMAGENET contest. The main reasons for its popu-
larity are the superior performance compared with conven-
tional approaches used in image analysis, along with effi-
cient implementation on GPUs.
The core element of this network, in simple form, is the
sequence of three consecutive layers: convolutional, activa-
tion, and pooling layers. This sequence of operations can be
sequentially stacked as many times as desired. This aspect
of the model is usually known as feature extraction. It is ex-
pected that models with more layers will be able to extract
more complex features because the receptive field of the net-
work increases as the input passes forward through each
layer, thus allowing the interpretation of spatial structures
on different scales. After this process, the extracted features
are provided as input for a fully connected network that ac-
complishes the mapping between the features and the de-
sired output. The overall structure of this network is shown
in Fig. 2. Details of these elements are provided below.
1. Convolutional layer
The convolutional layer consists of a set of trainable fil-
ters which have a receptive field that depends on the fil-
ter size. Each filter is convolved across the dimensions
of the input, thus computing the dot product between
the filter parameters and the corresponding input sec-
tion. As a result of this operation, a feature map is ob-
tained. It is important to note that the filter parameters
are shared across all input images, therefore reducing the
total amount of parameters when compared with a fully
connected layer. This operation can be represented as
ol = f ((ol−1 ∗Wl)+bl), (1)
where ol is the output tensor of the lth layer, ol−1 is the
previous layer output or the raw input image when l = 1,
∗ is the convolution operator, Wl is the weights tensor,
bl is the bias vector and f is an activation function. This
operation allows preservation of spatial information and
the analysis of multidimensional structure, which is de-
sirable in computer vision problems to detect textures,
shapes, complex structures, and other spatial features
[15].
The activation function applied after the convolution op-
erator is used to insert linear or nonlinear behavior, as
required, into the model mapping function. Currently,
the rectified linear unit (ReLU) is one of the most com-
monly utilized methods to accomplish this; however,
others such as hyperbolic tangent or sigmoid function
can also be used.
2. Pooling layer
The pooling layer is used to decrease the spatial dimen-
sion of the inputs with the aim of reducing the compu-
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Fig. 2 Example of the combination of convolutional, activation, and pooling layers using a grayscale image as input
tational cost of the model. Additionally, this operation
provides for more robust feature extraction which is in-
variant with respect to small translations [15]. This op-
erator is analogous to the convolutional operator. How-
ever, this layer executes a selection among the elements
of the window without trainable parameters. Two of the
most common functions used for this type of layer are
maximum and mean functions.
3. Fully connected layer
For an image classification problem, it is usually neces-
sary to add a fully connected layer to the neural network
after the convolutional structure to enable class predic-
tions [29,15]. This fully connected layer is added to per-
form the mapping from feature space to domain specific
space. Mathematically, it is possible to define this layer
as
hl = f (hl−1Wl +bl), (2)
where hl is the output vector, hl−1 is a flattened version
of the ol−1 tensor, Wl represents the lth layer weights
tensor, bl is the bias vector of layer l and f is the activa-
tion function.
The simplified version of the CNN model for image clas-
sification, as previously described, can imply some prob-
lems and limitations of the model capabilities with emphasis
on risk of model overfitting. The literature presents different
methods to overcome this problem, ranging from data aug-
mentation to regularization techniques, among others. In the
line of regularization techniques, the dropout layer [44] has
been proposed. This layer is an inexpensive computational
operator that consists of setting a percentage of layer outputs
to zero while training is executed. Dropout training is com-
pared to training an ensemble of models that share the model
parameters. Thus, this layer has demonstrated improvements
of the neural network generalization ability and prevented
model overfitting [29].
Another problem associated with the use of the fully
connected layer directly after the last layer of the feature
extraction phase is the number of parameters. This layer is
accountable for most of the model parameters and, conse-
quently, for most of the computational cost, since each ele-
ment from the input is connected to all neurons in the layer.
This dense connection also limits the input dimension to a
fixed value after model construction, which is undesirable in
some applications. To overcome these problems, the global
average pooling (GAP) layer, consisting of applying an av-
erage pooling operator with the same size of the input, thus
generating a unique value for each feature map, has been
proposed by Lin et al. [35]. This procedure allows the use
of input images with different dimensions, since the output
of the GAP layer corresponds to the number of feature maps
that this layer receives as input.
Adding a GAP layer greatly reduces the number of train-
able parameters. Nevertheless, the average of each feature
map may not be sufficiently representative. Multiscale anal-
ysis may be more representative and achieve better results,
as was conducted in He et al. [17], where the inclusion of a
spatial pyramid pooling (SPP) layer [30] in a CNN is pro-
posed. The SPP consists of applying different pooling op-
erators with filter sizes that depend on the input dimensions
and the number of pyramid levels to be used, as is shown in
Fig. 3.
The number of pyramid levels in the SPP is arbitrary.
With more levels, more splits of the input data will be gen-
erated. In the scenario presented in Fig. 3, three pyramid
levels are used, which split an image in three ways. The
first level applies the pooling on the entire image, the sec-
ond divides it into four parts, applying the pooling to each
part, and, finally, the third level divides the image into six-
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Fig. 3 SPP example with three pyramid levels
teen parts, applying pooling to each one of the parts. In this
case, a 21(1+ 4+ 16)-dimensional vector is generated for
each image or feature map, therefore also allowing the use
of differently sized images as input to the network, since it
generates a vector of the same size for any given input.
In this work, a simplified version of CNN is used as a
base model, which consists of a few CNN structures fol-
lowed by fully connected layers. From this base model, three
variations are tested: adding a SPP layer and/or GAP.
4 Materials and methods
4.1 Dataset
For training and testing the model, 60 plug samples ex-
tracted from a carbonate reservoir located in a Brazilian pre-
salt oilfield were used. The micro-CT images of each sam-
ple were cropped to remove the void area around each rock
sample.
Supported by thin-section photomicrographs, the 60
samples, extracted from the same depth, were classified by
geologists into three categories - grainstones, spherulites,
and stromatolites. This imbalance is due to the reservoir
characteristics at well depth and location. The micro-CT im-
ages and lithological labels correspond to the input-target
pairs for supervised model training.
The image resolution ranged from 26.8 µm to 50.5 µm,
primarily due to sample size and acquisition system ar-
rangement. Given the high resolution of micro-CT images,
which result in almost identical consecutive set images, 100
equally spaced slices from each sample were selected to
avoid using images which were excessively similar. Assum-
ing each plug as homogeneous, all slices from the same sam-
ple received the same lithological label. The dataset is dis-
tributed of 18 grainstones, 18 spherulites, and 24 stromato-
lites samples. Therefore, the dataset was composed of 6,000
images: 1,800, 1,800, and 2,400 for each class, respectively.
This dataset presents some features that may cause mis-
classification problems, such as ambiguity in the definition
of the lithology. Usually, grainstones consist of other lithol-
ogy fragments, which can generate errors in the training
step, for example. Additionally, one can underline details
observed in thin-section images, which cannot be appreci-
ated in micro-CT images due to resolution constraints. Also,
different luminous conditions are produced due to the poly-
chromatic nature of the X-ray beam. At last, image artifacts
can be caused by high-density materials.
To save time and prevent specific impacts on automated
classification, the images were used without any filtering
step or artifact removal, which is quite common in sev-
eral related works. Accordingly, some preprocessing steps
were applied to circumvent the problem of different lumi-
nous conditions and the problem of processing images of
different sizes. Additionally, grayscale images were used to
avoid the need for segmentation computation and possible
associated user-bias.
The preprocessing step consists of scaling each image
according to its mean and standard deviation. In addition to
that, in order to enable the use of a typical CNN model, it
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is necessary to reduce the dimensions of the images to some
value. The technique used for this is known as resizing: this
function applies a bilinear interpolation of pixels to reduce
the image to a specified size. For this purpose, the OPENCV
PYTHON package was used, and the fixed output size was
set to 256×256.
4.2 Models
In this work, a CNN model is used to classify lithology of
micro-CT images of plugs. On top of this base model, a
few modifications were made before the first fully connected
layer, thus resulting in four different topologies, which have
their configurations represented in Table 1.
1. Model 1
The first model tested to solve this classification prob-
lem was a CNN structure directly followed by fully con-
nected layers, with input data restricted to a fixed size.
As shown in Table 1, this model has three sequential
convolutional structures that consist of a convolution
layer with filters of 3×3 followed by ReLU as activation
function and a max-pooling layer. The convolutional op-
erations are performed with padding of 1 and stride of
1, where the first term refers to the addition of a border
on the input and the latter term refers to the number of
pixels skipped by the convolution operator. The convo-
lutional layers have 64, 48 and 32 filters, respectively.
These convolutional structures are followed by a fully
connected layer with activation ReLU and 200 neurons,
a dropout layer with 50% chance to drop connections,
and the output layer.
2. Model 2
The second model replaces the last pooling layer of the
previous model with a SPP layer, thus reducing the num-
ber of parameters and enabling the use of images with
different sizes.
3. Model 3
In this case, a GAP layer is used as an alternative to the
SPP layer, thus allowing reduction of the number of pa-
rameters compared with the two previous models at the
cost of losing multiscale representation when compared
with Model 2.
4. Model 4
Aiming to take advantage of Model 2 and Model 3, mul-
tiscale analysis and parameter reduction, respectively,
Model 4 consists of simultaneously using two opera-
tions, i.e., the SPP layer followed by a GAP layer, as
an alternative to the last pooling layer of Model 1.
The number of trainable parameters of each model is
shown in Table 2, which clarifies one of the main differ-
ences between all topologies used. Model 1 is almost 38
Model 1 Model 2 Model 3 Model 4
Convolutional Layer 3x3 - 64 filters
ReLU
Max Pooling
Convolutional Layer 3x3 - 48 filters
ReLU
Max Pooling
Convolutional Layer 3x3 - 32 filters
ReLU
Max Pooling SPP GAP SPPGAP
Fully Connected Layer - 200 neurons
ReLU
Dropout
Fully Connected Layer - Softmax
Table 1 Model configurations.
times larger than Model 2 and 136 times larger than Models
3 and 4, which means that there is a considerable amount of
parameters to train using the same data.
Model Parameters
Model 1 6,596,595
Model 2 177,395
Model 3 49,395
Model 4 49,395
Table 2 Comparison of the parameters of the models.
4.3 Training
All models used in this work have trainable weights and bi-
ases, which can be represented as a set of matrixes as follows
θ = {W1,W2, ...,WL,b1,b2, ...,bL}, (3)
where L is the number of layers, Wl (l = 1,2, ...,L) denotes
the weights of each layer and bl (l = 1,2, ...,L) their respec-
tive biases.
To achieve the best solution, it is necessary to update
those weights, which is performed by minimizing the loss
between the predicted and real values. For this work, the
cross-entropy loss function was chosen to be used by all
models implemented, which can be formulated as
L(y, yˆ;θ) =− 1
N
C
∑
c
N
∑
n
yc,nlog(yˆc,n(θ)), (4)
where N is the amount of samples, C is the number of
classes, yc,n is the target value of class c of the nth sample
and yˆc,n is the neural network predicted probability of class c
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of the nth sample. The loss function is minimized using the
back-propagation algorithm proposed by Lecun et al. [31]
and optimized using the Adam algorithm [26] with 0.001
learning rate, β0 = 0.9 and β1 = 0.999. When optimizing a
neural network model, it is also necessary to use a criterion
to stop that optimization: thus, the validation set was used
for that purpose.
Moreover, it is worth noticing that due to the imbalance
of classes in the dataset, the gradient weighting technique
was used [15]. The ponderation was inversely proportional
to the occurrence of the classes, in which the lower fre-
quency classes were multiplied by a constant greater than
one in order to increase the gradient value. In the present
case, the value is 1.33, while the higher frequency class had
its gradient multiplied by one. Thus, the gradient applied
to the neural network weights is balanced, given that if this
technique were not used, the trained model would be biased
by the class with the highest occurrence within the dataset.
The infrastructure used for this work was one NVIDIA
TITAN V, granted by NVIDIA, and the models trained
with original images required approximately 90 seconds per
epoch, while those trained on resized images required ap-
proximately 30 seconds.
4.4 Validation statistics
There are many ways to evaluate a machine learning algo-
rithm [21,14]. The selection of the appropriate evaluation
functions depends on the task executed by the model, clas-
sification or regression, and characteristics of the problem,
such as data imbalance. In this work, accuracy, recall, pre-
cision and F1 score were used as validation statistics. Their
definitions are listed below.
1. Accuracy
Accuracy is the measure of how many elements were
correctly classified over all samples.
2. Precision
Precision indicates the amount of samples of one class
correctly predicted over the amount of samples predicted
as that class. Its formulation is given by
Precision(Ci) =
TPi
TPi+FPi
, (5)
where TPi or True Positive is the number of correctly
classified samples of class Ci and FPi is the number of
samples from the other classes which were classified as
classCi. Thus, the denominator represents the amount of
elements predicted as class Ci.
3. Recall
Recall is the amount of correctly predicted samples of
one class over the amount of samples of that class. Its
formulation is given by
Recall(Ci) =
TPi
TPi+FNi
, (6)
where TPi is the number of samples correctly predicted,
FNi is the number of samples of class i that are misclas-
sified, and TPi +FNi is the total number of samples of
class Ci.
4. F1 score
F1 score is a measure that considers both recall and pre-
cision of one class to be calculated. Its formulation is
given by
F1 Score(Ci) = 2× Precisioni×RecalliPrecisioni+Recalli , (7)
where i represents the class. The numerator is the prod-
uct of precision and recall of class Ci, and the denomi-
nator is the sum of precision and recall of class Ci.
4.5 Nested k-folds
The cross-validation method is one of the most popular for
prediction error estimation in machine learning problems
[21,14] through estimation of variance among different test-
ing sample results. This method consists of splitting the
dataset into k subsets of equal or nearly equal sizes, where
each subset is known as a fold and is stratified: that is, each
fold attempts to retain the same class distribution. A model
is then trained with k− 1 folds and tested on the remaining
fold, and this process is repeated k times until all sets have
been used for testing once. Thus, the experiment returns k
estimates of the model classification error.
The nested k-fold method used in this paper consists of
applying this approach by adding a validation set and first
splitting the dataset into k folds, where k−1 folds are used
for training and validation, and the remaining fold for test-
ing: within the training and validation set, one fold is sepa-
rated for validation, with the rest used for training.
A model is then trained using the validation set as the
stopping criterion after the training is completed, another
model is instantiated, and the validation fold is changed.
This process is repeated until all folds have been used for
validation once. In this way, we train k−1 models for each
test set, and then the test set is changed and the process re-
peated, thus training k× (k−1) models in total.
For this work, we used six fixed folds of plugs for nested
cross-validation. Examples of each class of each fold can be
observed in Fig. 4. To avoid adding more bias to the ob-
tained results, the splitting of folds was performed based on
plugs instead of images, given that we assumed the same
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class for all plug images, as stated in a previous section. All
folds had the same class distribution: three spherulites, four
stromatolites, and three grainstones.
Fig. 4 Examples of each lithology class composing each fold
5 Results
The tested scenarios were chosen in order to compare the
differences in the performances of models using original
(Models 2, 3, and 4) and resized (Models 1, 2, 3 and 4)
images. Additionally, we sought to verify whether adding
a SPP and/or GAP layer would improve the performance
of the trained models. There are two different approaches
to evaluate our models’ performance. The first one is to in-
dividually classify each image, while the second takes into
account the most frequent classification of all images of a
given plug. The results are summarized hereafter as tables,
where the values express the mean and the standard devia-
tion of the nested k-fold trained model performance.
5.1 Evaluation per image
Results available in Tables 3 and 4 show the model perfor-
mance when individually evaluating each image of the test
set. The first Tables 3 shows the overall accuracy, while the
Table 4 presents F1 scores.
The models that achieved the best mean accuracy, shown
in Table 3, were trained on resized images and used both
SPP and GAP techniques. However, almost all models are
within the same error bar of one another. This large error
bar probably occurred due to the heterogeneity of carbonate
rocks and the small number of samples available, thus gen-
erating a dependence upon the samples used for model train-
ing. We expect that with more samples, the models could be
more effectively trained for generalization, since we would
therefore employ a more representative dataset.
Image type Model Test (%)
Original Model 2 63.96±10.79
Original Model 3 65.19±12.18
Original Model 4 70.21±11.90
Resized Model 1 61.67±07.29
Resized Model 2 75.54±08.68
Resized Model 3 73.26±09.87
Resized Model 4 76.62±10.50
Table 3 Mean and standard deviation of accuracy over the nested k-
fold results evaluating each image individually.
Analyzing Table 4, the models trained on resized images
exhibited better mean performance for most of the classes.
These models also exhibited better mean performance with
respect to the grainstone class. Using this evaluation ap-
proach, the authors found the best model using resized im-
ages to be Model 2; that choice was made due to smaller
standard deviation and high mean with respect to both accu-
racy and F1 scores.
5.2 Evaluation per plug
Results of the most frequent classes of plug image predic-
tions are shown in Tables 5 and 6. This evaluation approach
is motivated by our purpose to classify the full sample. As-
suming that the plugs are homogeneous, we seek to obtain a
unique label for each plug sample.
Table 5 presents the overall accuracy for each set, where
is possible to verify that the mean accuracy increased for all
models, but the standard deviation increased as well. This
occurred because there are just 10 plugs in each of those sets,
and just one mislabeled plug thus represents 10% accuracy.
For F1 scores, Table 6 shows that most models also ex-
hibited the same behavior of an increase in both mean and
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Image type Model Grainstone (%) Spherulite (%) Stromatolite (%)
Original Model 2 60.73±15.34 59.44±15.57 69.01±12.51
Original Model 3 65.18±15.06 60.90±17.82 66.73±14.62
Original Model 4 68.18±15.98 66.28±17.74 73.59±14.07
Resized Model 1 65.59±10.03 48.44±09.90 65.64±10.95
Resized Model 2 78.51±11.51 71.20±10.77 75.45±12.71
Resized Model 3 77.77±10.30 64.49±17.97 74.68±13.03
Resized Model 4 78.90±11.48 74.97±10.07 74.99±15.19
Table 4 Mean and standard deviation of F1 score over the nested k-fold results evaluating each image individually.
Image type Model Test(%)
Original Model 2 67.33±13.63
Original Model 3 68.00±14.95
Original Model 4 73.67±14.50
Resized Model 1 70.33±15.20
Resized Model 2 81.33±11.06
Resized Model 3 76.33±10.98
Resized Model 4 78.00±14.48
Table 5 Mean and standard deviation of accuracy over the nested k-
fold results evaluating each plug.
standard deviation for each class, which means that on av-
erage the models were able to identify most of each plug
correctly for all classes. The model selected by the authors
based on these results was also Model 2 for resized images,
since it still exhibits high mean and low standard deviation
compared to the other models with respect to both accuracy
and F1 score.
6 Discussion
According to accuracy and F1 score, the best fold of the val-
idation set was selected from Model 2 trained on resized
image for deeper analysis. Table 7 shows the model perfor-
mance when evaluating each image individually, along with
the plug classifications for each set. The sets are divided
as follows: approximately 4/6 of all images comprised the
training set, 1/6 the validation set and the remaining 1/6 the
test set. The class distribution of each set was 3/10 grain-
stones, 4/10 stromatolite and 3/10 spherulite.
Evaluating the results by lithological classes, the clas-
sification of the grainstone class achieved the best results,
besides the feasibility of grainstones can be confused with
other lithologies on account of this lithology being formed
by a large variability of fragments. These fragments are the
base structures of different types of carbonate rocks, for
example stromatolites, and their predominance can lead to
misclassification.
From the entire group of 18 grainstone samples, a to-
tal of 17 were correctly classified with 100% accuracy. The
remaining sample, included in the test fold, was also classi-
fied as grainstone. However, 3% of these images were erro-
neously labeled, which was primarily due to sample hetero-
geneity, comprising fragments of spherulites and stromato-
lites, in addition to intense recrystallization and the replace-
ment of calcite cement by dolomite and quartz, as noticed in
Fig. 5a.
The stromatolite class also presented satisfactory results.
All 24 stromatolite samples were properly categorized, with
an average of approximately 95% of the accuracy of image
classification. Considering the training set, only one of the
samples represented 8% of the images mislabeled as grain-
stone, possibly as a result of dissolution and the small size
of the features of the images, as shown in Fig. 5b. It is im-
portant to highlight that those were the only errors of the
training set images.
Regarding the validation set, two of four samples
presented misclassified images which were labeled as
spherulite. Those represent less than 0.5% of the stroma-
tolite class images. Through image-by-image analysis, 6 of
10 of these images present artifacts caused by high-density
minerals, exhibiting star patterns in images, as can be no-
ticed in Fig. 5c. At first glance, this seems to be the main
reason for algorithm deficiency.
Finally, for the test fold, 23% of the images from four
different samples were mislabeled as spherulite. The error
rate increased according to the level of post-depositional
processes affecting the stromatolite samples and mud inva-
sion on the porous system. Each stromatolite sample of the
test set presented in Fig. 6a-d presents 9%, 11%, 24%, and
47% of error, respectively.
At last, in the spherulite class, two of three samples from
the test set were confused. The first one, classified as stro-
matolite with 93% precision, presents mud-filled laminated
structures and high cementation and dolomitization levels,
as exhibited in Fig. 7a. On the other side, labeled as grain-
stone with 63% accuracy, a more compact sample in Fig.
7b exhibits interparticle porosity filled with dolomite fila-
ments and mud. For the 15 remaining samples, just less than
3% of the images were confused, all of them belonging to
validation and test sets. It can be observed that this inaccu-
racy follows a pattern in which some images of pore-filled
10 Carlos E. M. dos Anjos1 et al.
Image type Model Grainstone (%) Spherulite (%) Stromatolite (%)
Original Model 2 63.89±20.16 63.83±24.99 70.31±16.86
Original Model 3 67.26±19.90 64.92±22.90 68.26±17.06
Original Model 4 71.90±20.61 67.33±28.35 76.55±15.60
Resized Model 1 76.16±16.37 47.56±29.01 75.09±17.40
Resized Model 2 83.51±15.37 78.75±14.62 79.99±15.00
Resized Model 3 78.25±12.80 67.48±22.90 79.01±13.70
Resized Model 4 78.03±18.22 78.26±15.52 75.89±18.08
Table 6 Mean and standard deviation of accuracy over the nested k-fold results evaluating each plug.
Evaluation Recall (%) Grainstone Spherulite Stromatolite
Image Train 100.00 100.00 99.50
Image Validation 100.00 91.34 97.50
Image Test 99.00 43.67 77.25
Plug Train 100.00 100.00 100.00
Plug Validation 100.00 100.00 100.00
Plug Test 100.00 33.34 100.00
Table 7 Recall of each class of best validation fold according to accuracy and mean F1 score from Model 2 trained on resized image models per
image and per plug.
Fig. 5 Possible features that lead some images to be classified as the wrong lithologies: a sample heterogeneity; b dissolution process; and c
high-density artifacts
Fig. 6 Increase in post-depositional processes resulting in high rates of misclassified stromatolite images, from a to d
samples are generally classified as grainstone, while porous
samples are tagged as stromatolites. Each sample displayed
in Fig. 8a-c presented 1%, 13%, and 21% of images tagged
as grainstone, while Fig. 8d presented 3% of images clas-
sified as stromatolites. None of the training set spherulite
images were confused.
7 Conclusion and future works
Despite the popularity of deep learning and CNN models,
applications of these robust techniques to digital rock anal-
ysis, especially to lithology classification of carbonate rock
based on micro-CT images, are still in development.
In this paper, we proposed a workflow for lithological
classification of Brazilian pre-salt carbonate rock samples.
The new approach is based on deep learning algorithms us-
ing micro-CT images as input. The use of non-destructive
imaging techniques is a useful method for quantitatively
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Fig. 7 Spherulite test set samples misclassified as a stromatolite and b grainstone
Fig. 8 Increase in pore-size distribution of spherulite images from a to d
and qualitatively analyzing rock samples, thus accomplish-
ing the identification of most of the common features used
in lithology classification. The image dataset includes three
common lithologies of carbonate rocks, with 60,000 micro-
CT images in total. The experiments show that the technique
utilized to categorize the micro-CT images achieves an av-
erage of 75.54% accuracy on the test set when analyzing
images individually and achieves an average of 81.33% ac-
curacy on the test set when collectively analyzing plug im-
ages. These results are satisfactory for the preliminary use of
CNN to label micro-CT images, since this was the first effort
to apply deep learning algorithms for lithological classifica-
tion of Brazilian pre-salt carbonate rocks micro-CT images.
As stated in a previous section, Model 2 trained on re-
sized images shows some of the best performances of both
image and plug evaluation. The authors chose this model
because its accuracy exhibited high mean over the folds and
lower standard deviation when compared to other models.
Additionally, when evaluating the F1 score of each class of
the test set, the model retained a high score for all classes.
The results obtained also made it possible to infer that
using the resize preprocess and adding a SPP and/or GAP
layer are better than not using them in the case of this
dataset. Another reason to use resize preprocessing is the
time consumption for model training and inferring the pre-
dictions once the resize models were approximately three
times faster than the original image models. However, the
preprocessing step can be enhanced and adapted to the
dataset in order to mitigate some acquisition artifacts that
could contribute to aggregate errors of the training steps.
This methodology could improve the speed of repetitive
tasks to classify reservoir lithology, such as describing thin-
sections, thus enabling the expert to focus on the most so-
phisticated tasks that require human intervention. In addi-
tion, the same produced data can be applied to other tasks,
such as fluid flow and mechanical property estimations, with
no need for computation of physical processes or laboratory
tests.
Possible future enhancements of this work will focus on
the use of additional samples for model training and eval-
uation and expansion of the number of lithological classes,
testing other models, and transfer learning algorithms. In-
creasing the dataset may provide the ability to train models
to recognize the most common post-depositional features,
since dataset size proves to be one of the main factors for
misclassifying some images. However, tasks of this com-
plexity would require a huge training set. Another excit-
ing work would be to predict the petrophysical properties
of each plug and segment regions of interest.
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