Introduction
In past years, cancer immunotherapy has considered as a method of enhancing the features of cancer treatment. Immunotherapy is mentioned as the utilization of synthetic and natural substances in order to stimulate the immune response. This could be achieved in clinical treatments by using immunostimulators such as interleukins, cell growth factors, T cells and so forth. T cell is a type of lymphocyte, which performs a major role in cell-mediated immunity.
The immune response to cancer cells is normally cell-mediated, therefore, T cells and natural killer cells are the centre of attention. Medical research indicates that a clinical practice, which consists in using interleukins leads to the stimulation of immune responses. Interleukin-2 (IL-2) is the principal cytokine, which regulates white blood cells and is mainly produced by CD4 + T cells.
The dynamics of tumour-immune interaction have been studied over the past years and several theoretical models have been developed by researchers to indicate and analyse the influence of immune system and tumour on each other.
In [1] , the authors have presented a mathematical model involving ordinary differential equations describing the T lymphocyte response to the growth of an immunogenic tumour. Adam [2] has developed and analysed a system consisting of two ordinary differential equations, which represents the effect of vascularization within a tumour. In [3] the authors have introduced some detailed models including 8-11 differential equations and 3-5 algebraic equations to illustrate the T lymphocyte interactions, which generates anti-tumour immune response.
Kirschner and Panetta [4] have investigated the cancer dynamics and presented a model, which richly describes the interaction between the effector cells, the tumour cells and the concentration of IL-2 and addresses long-term and tumour recurrence and short-term tumour oscillations. Banerjee and Sarkar [5] have enhanced a system of delay ordinary differential equations to describe the reciprocal interaction between tumour, T-lymphocytes and T-helper cells. More mathematical models, incorporating delay and stochastic models could be observed in [6] .
The Kirschner-Panetta (KP) Model, which was first introduced in [4] , has selected rich immune-tumour dynamics, but nevertheless remains as straightforward as possible whilst incorporating crucial factors of cancer immunotherapy.
The rich and involved nonlinearity of the system is generated by three terms of Michaelis-Menten type, hence analytical approaches in solving the nonlinear system require more complicated processes. Analytical expression of approximate solution to the system is represented by using the differential transform method (DTM) and also Adomian decomposition method (ADM). The next sections are allocated to briefly describe the mentioned methods and compare obtained results.
Kirschner-Panetta model
the KP model [4] indicates the dynamics of immune-cancer by defining three populations, namely E (t), the effector cells such as cytotoxic T-cells; T (t), the tumour cells; and I (t), the concentration of IL-2:
with the initial conditions:
The Eq. (1) (1)- (3) are given in Table 1 (see [4] ). The units of g 1 , g 2 , g 3 and b are volume and the units of the other parameters are day −1 .
Values of parameters
Parameters in Eq.
(1) Parameters in Eq. (2) Parameters in Eq. (3) 0 ≤ c ≤ 0.05
The model introduced by Kirschner and Panetta [4] is a stiff system of ordinary differential equations, since a very small disturbance in time results
in very large changes in some of the variables. Thus, without an appropriate scaling, the prevalent numerical methods of solving differential equations might fail. In order to normalize the model, the following scaling could be utilized:
x = E/E 0 , y = T /T 0 and z = I/I 0 . The non-dimensionalized coefficients are given in Table 2 .
By eliminating the overbar notation, the scaled model is obtained as follows:
with the initial condition
Scaled Coefficients
Coefficients in Eq. (1) Coefficients in Eq. (2) Coefficients in Eq.(3)
Since the carrying capacity of the tumor is equal to 1/b = 10 9 , one reasonable scaling is to define E 0 = T 0 = I 0 = 10 4 . In this case, the values for scaled parameters is represented in Table 3 .
Values of scaled parameters
Parameters in Eq. 
Differential transform and Adomian decomposition methods
As it is obvious from Eq. (5), the complicated nonlinearity of the KP model causes the utilization of methods such as DTM and ADM to require more involved processes. In this section, for the sake of brevity, the basic concepts of DTM and ADM are discussed, then these two methods are utilized to present approximated analytical solution to the KP model.
Differential transform method
The differential transform technique was first introduced in [7, 8, 9] and analytically obtains Taylor series solutions of differential equations. Although the concept of the technique is based on Taylor series expansion, it results in solving recursive algebraic equations instead of symbolically evaluating derivatives.
The main focus of attention, in this note, is placed on the first order nonlinear ordinary differential equations:
The DTM leads to representing the solution to Eq. (7) in the form of a power series:
where the unknown coefficients X k are straightforwardly evaluated by the recurrence equation:
The first coefficient, X 0 , is assessed to be equal to the initial state x (t 0 ), i.e.
X 0 = α (see [10] ) and F (X k , k) is evaluated by using the rules and techniques briefly mentioned below:
If f (t) =ẋ (t), then the differential transform of f (t) is
2. If f (t) = c x (t), then F k = c X k , where c is a real constant.
, then
f (t) = [x (t)]
a , then
Proofs and more detailed descriptions can be observed in [11, 12] . By evaluating the coefficients X k up to the nth-order, the approximate solution to Eq. (7) is
Adomian decomposition method
One of the advantages of the decomposition method is presenting analytical approximated solution to rather broad range of nonlinearities without necessitating massive numerical procedures and also restrictive assumptions in order to make the problem solvable. The method is widely used to solve problems involving algebraic, differential, integro differential, delay and partial differential equations and systems [13, 14, 15] . In order to solve Eq. (7) by using ADM, the differential equation is first rewritten as follows:
where L denotes the first order differential operator, R and N represent respectively the linear and nonlinear part of f , and g (t) denotes the remainder part of f as an explicit function of t. Applying the inverse operator L −1 to Eq. (10), another expression of (7) is obtained:
where L −1 expresses the definite integral from t 0 to t, thus:
The function x, which is the approximate solution to (7), and the nonlinear term N x are respectively decomposed to
and
thus Eq. (12) is written in the form below:
and consequently
The polynomials A n are generated for each nonlinearity by using the formula
For instance, a few terms of Adomian polynomials are as follows:
If the series in Eq. (13) converges, the function φ n = n i=0 x i will be the approximate analytical solution to Eq. (7).
Application to the KP model
In this section, the approximate analytical solution to KP model is obtained by application of differential transform and Adomian decomposition.
Differential transform method
The coefficients in the system (5) are evaluated by referring to Table 3 , where the initial conditions are:
By applying the DTM, the differential transform of the system could be obtained as follows:
whereX k ,Ȳ k andZ k are respectively equal tō
and, as stated in Sec. (3.1), the coefficients X 0 , Y 0 and Z 0 are: 
Adomian decomposition method
For the application of the ADM to the KP system, the Adomian polynomials must be evaluated for each nonlinearity in the system. These nonlinearities are
P xy = xy g 2 + y ,
By using Eq. (17), the Adomian polynomials for M xz and N y are calculated as below and the other two nonlinearities can be exactly evaluated similar to the nonlinearity M xz : is:
x (t) = 1. The solutions to (5) for y (t) are illustrated in Fig. (1) . The approximated analytical solutions are compared with the numerical solution to the system evaluated by using the explicit fourth order Runge-Kutta method. and the solution to the system, up to O t 9 is as follows:
x (t) = 1. Figure (2) illustrates the approximate analytical solutions to the system (5) for y (t), by using the DTM and ADM compared with the numerical method of explicit Runge-Kutta. 
Conclusion
Differential transform and Adomian decomposition are reliable methods of solving differential equations with fast convergence, which lead to approximate analytical solutions to a wide range of differential and integro-differential equations. In this note, a cancer immunotherapy model with rich and complicated nonlinearities has been solved by using these two methods and the results have
