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This lecture will consider two problems that arise in molecular dynamics simulations of com-
plex systems. The first is the treatment of multiple length scales in simulations that employ
reciprocal-space techniques (plane-wave basis sets in ab initio molecular dynamics, Ewald
summation,...) for the calculation of long-range forces. It will be shown that a dual-gridding
scheme, with reciprocal space grids of two very different resolutions, can be used to substan-
tially reduce the cost of the calculation without sacrificing accuracy. Interpolation between
the two grids is achieved via the use of Euler exponential splines commonly employed in the
particle-mesh Ewald method. Two application areas from ab initio molecular dynamics will be
illustrated, namely, the use of dual-gridding in QM/MM calculations and in cluster calculations
with plane-wave basis sets. The second problem is an inherently multiple time-scale problem
involving the exploration of rough free-energy surfaces. It will be shown that efficient explo-
ration and calculation of such surfaces is possible using an adiabatic dynamics technique in
which a subset of collective variables are “driven” at high temperature by a set of external driv-
ing variables whose masses are adjusted so as to effect an adiabatic decoupling of the collective
variables from the remainder of the system. Under these conditions, free-energy surfaces can
be constructed straightforwardly from the probability distribution functions generated with the
requirement of adjusting only a few parameters. The method will be illustrated on the folding
of an alanine hexamer.
1 The Multiple Length-Scale Problem
Chemical systems are often characterized by a set of electronically active constituents lo-
calized in a small region of space, surrounded by and interacting with a large bath of
electronically inert components. The division of a large system into chemically interesting
and chemically uninteresting regions is both an intuitively appealing and a practically use-
ful description that can be fruitfully applied to many different problems of chemical and
biological interest. For example, in the study of solution phase chemical reactions, it is
advantageous to consider, explicitly, the electronic degrees of freedom of the reactants and
products and perhaps a first solvation shell, while the remainder of the solvent is modeled
more approximately1. Similarly, in studies of enzyme catalysis, the valence electrons of
the amino acids and the water molecules near the active site, as well as those of the sub-
strate, must be modeled using a high level of theory while the remainder of these large and
complex systems can be modeled more approximately1–6. Thus, simulation studies based
on hybrid model descriptions promise to yield chemical insight into significant problems
for low computational cost. It is, therefore, important to develop both the models and
methods required to treat mixed ab initio/empirical force field descriptions of chemical
and biological systems accurately and efficiently. In addition, systems with reduced peri-
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odicity that require a vacuum region in the non-periodic direction, require methodological
developments to reduce the inefficiency of treating a large empty spatial region.
It has been demonstrated that a wide variety of complex chemical systems can be
treated effectively using an ab initio methodology that employs a plane wave basis set
in conjunction with the generalized gradient approximation to density functional theory
(GGA-DFT)7–10. Of course, in realistic calculations, many basis functions or equivalently,
a large plane wave energy cutoff (Ecut = ~2g2max/2me) must be employed to ensure ac-
curacy. The large basis set size coupled with the fact that plane waves, naturally, admit,
only a single length scale has made it difficult to employ plane wave based GGA-DFT to
study hybrid model systems.
Consider, for example, a small simulation cell containing the electron density embed-
ded within a large simulation cell containing the rest of the system (i.e. the bath) or possibly
empty space. In order to determine the long range interaction of the electron density with
the atoms outside the small simulation cell within the plane wave formalism, it is necessary
to expand the electron density in the large simulation cell using the same large cutoff re-
quired to describe the rapidly varying electron density in the small cell (e.g. Ecut ≈ 70 Ry).
Thus, the memory requirements are prohibitively large and the calculations scale poorly
with the size of the large cell (at fixed small cell size). However, such a scheme does allow
systems modeled using 3D periodic boundary conditions (liquids and solids) to be accu-
rately studied. It also permits novel reciprocal space based techniques that treat clusters,
wires and surfaces appropriately11–13 (open, and 1D and 2D periodic boundary conditions,
respectively), properly, to be applied to “mixed” or “hybrid” model calculations.
In this lecture, we will describe a dual-gridding method14 designed to treat large sys-
tems that can be decomposed into electronically active and electronically inert portions
with high efficiency is presented. Two length scales are explicitly introduced into the plane
wave based GGA-DFT electronic structure formalism so that the small length scale, elec-
tronically active region can be treated differently than the long length scale, electronically
inert region without loss of generality and with large gains in scalability and efficiency.
This is accomplished by employing a Cardinal B-spline based formalism to derive a novel
expression for the electronic energy that explicitly contains both the long and short length
scales. The new expression can be evaluated efficiently using two independent plane wave
energy cutoffs and is smooth, differentiable, and rapidly convergent with respect to the
plane wave cutoff associated with the long length scale even when the plane wave cutoff
associated with the short length scale is quite large. Thus, the method scales as N logN
where N is number of atoms in the full system (at fixed size of the chemically active re-
gion) provided particle mesh Ewald techniques15–18 are employed to evaluate the atomic
charge density in the large cell. In addition, the new methodology does not involve an
ad hoc electrostatic potential fitting scheme based on point charges derived from a par-
ticular choice of population analysis and can be utilized to treat clusters, wires, surfaces
and solids/liquids without loss of generality. We note that a similar approach was recently
developed for use in Gaussian-based QM/MM calculations19.
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1.1 Methods
In the Kohn-Sham formulation of density functional theory, the electron density is ex-
panded in a set of orbitals {ψi(r)}
n(r) =
n∑
i=1
|ψi(r)|2 (1)
and the energy functional is given by
E[n] = Ts[{ψi}] + EH[n] + Exc[n] + Eext[n] (2)
where Ts is the kinetic energy of a system of noninteracting electrons, EH is the Hartree
energy, and Exc is the exchange and correlation energy. For example, one could employ
a Generalized Gradient Approximation such as the BLYP (Becke86 exchange and LYP
correlation) functional20, 21. In this case, Eq. (2) is referred to as a GGA-density functional.
In this work, the GGA-density functional, Eq. (2), is minimized by expanding the or-
bitals in a finite plane wave basis set and varying the expansion coefficients subject to
the orthogonality constraints (〈ψj |ψi〉 = δij ). The plane wave basis set is truncated
by including all plane waves with kinetic energy less than or equal to a cutoff energy,
~g2/2me ≤ Ecut. Finally, core electrons, which are difficult to treat in a plane-wave ba-
sis set, are replaced by atomic pseudopotentials. Typical pseudopotentials contain a long
range local contribution, Eloc, and a short range angular momentum dependent nonlocal
contribution,Enonloc that serves to replace the core (i.e. Eext = Eloc + Enonloc).
The GGA-density functional, therefore, contains only two terms that act at long range,
specifically, the Hartree, EH[n], and local pseudopotential,Eloc[n], energies defined by
EH[n] =
e2
2
∑
Sˆ
∫
D(
↔
h)
dr
∫
D(
↔
h)
dr′
n(r)n(r′)
|r− r′ +
↔
hSˆ|
(3)
Eloc[n] =
∑
Sˆ
N∑
I=1
∫
D(
↔
h)
dr φloc,I(r−RI +
↔
hSˆ)n(r) (4)
where RI is the Cartesian position of the Ith ion,
↔
h is the cell matrix whose columns
contain the d cell vectors, det
↔
h = V is the volume, and Sˆ = {sˆa, sˆb, sˆc} is a vector of
integers indexing the periodic replicas (in clusters, only Sˆ = {0, 0, 0} is allowed while in
systems periodically replicated in three spatial dimensions, the three integers span the full
range).
In plane-wave based calculations the orbitals and, the density are expanded as fol-
lows,8, 22
ψj(r) =
1√
V
∑
gˆ
ψ¯j(g) exp(ig · r)
n(r) =
1
V
∑
gˆ
n¯(g) exp(ig · r), (5)
where g =
↔
h
−1
gˆ and the vector of integers, gˆ = {ga, gb, gc}, indexes reciprocal space.
Typically, a cutoff is introduced on the sums describing the orbitals such that ~g2/2me ≤
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Ecut. (Note, the reciprocal space summation for the density is over a reciprocal space
defined by the appropriately larger cutoff, E(density)cut = 4Ecut.) It is convenient to express
the Hartree and local external energies in reciprocal space
EH =
e2
2V
∑
gˆ
′|n¯(g)|2
[
4pi
g2
+ φˆ(screen,Coul)(g)
]
+
(
e2
2V
)
φˆ(screen,Coul)(0)|n¯(0)|2 (6)
Eloc =
1
V
∑
gˆ
′
N∑
I=1
n¯∗(g) exp(−ig ·RI)
[
φ˜loc,I(g)− eqI φˆ(screen,Coul)(g)
]
+
1
V
N∑
I=1
n¯(0)
[
φ˜
(0)
loc,I − eqI φˆ(screen,Coul)(0)
]
. (7)
Here, φ˜loc,I denotes the Fourier Transform of the local pseudopotential, the prime indi-
cates that the g = 0 term is eliminated and the function, φ˜(0)loc,I is the non-singular part
of the local pseudopotential at g = 0. The screening function, φˆ(screen,Coul)(g), is added
to treat systems with fewer than three periodic dimensions (clusters, surfaces, wires), as
discussed in Refs.11–13. For a system periodically replicated in three spatial dimensions, it
is identically zero.
It is clear that the standard expressions for the Hartree and local external energies given
in Eq. (6) and Eq. (7), respectively, only possesses a single length scale. A second length
scale can be introduced by first rewriting the real space expressions for these two energies
using the identity erf(αr) + erfc(αr) = 1,
EH[n] =

e
2
2
∑
Sˆ
∫
D(
↔
h)
dr
∫
D(
↔
h)
dr′
n(r)n(r′)erfc(α|r− r′ +
↔
hSˆ|)
|r− r′ +
↔
hSˆ|


+

e
2
2
∑
Sˆ
∫
D(
↔
h)
dr
∫
D(
↔
h)
dr′
n(r)n(r′)erf(α|r − r′ +
↔
hSˆ|)
|r− r′ +
↔
hSˆ|


= E
(short)
H [n] + E
(long)
H [n] (8)
Eloc[n] =


∑
Sˆ
N∑
I=1
∫
D(
↔
h)
dr n(r)

φloc,I(r−RI +↔hSˆ) + eqIerf(α|r−RI +
↔
hSˆ|)
|r−RI +
↔
hSˆ|




−


∑
Sˆ
N∑
I=1
∫
D(
↔
h)
dr n(r)

eqIerf(α|r −RI +↔hSˆ|)
|r−RI +
↔
hSˆ|




= E
(short)
loc [n] + E
(long)
loc [n]. (9)
Here, the first term in the curly brackets in each equation is short range while the second
term is long range. Note, both φloc,I(r) and −eqIerf(αr)/r approach −eqI/r, asymp-
totically where qI is the charge on Ith ion core. In the limit αV 1/3 >> 1, the sum over
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images in the first term of each expression (i.e. the short range parts) can be truncated at
the first or nearest image with exponentially small error.
In order to proceed, it will be assumed that the electrons are localized in a particular
region of the large cell described by
↔
h which can be enclosed in a small cell, described by
↔
hs, centered at the point, Rc. That is, the orbitals and, hence, electron density are taken to
vanish on the surface of
↔
hs. Furthermore, it is assumed, for simplicity, that the as, bs and
cs axes of
↔
hs are parallel to the a, b and c axes of
↔
h such that
↔
h
−1↔
hs =
↔
D, a diagonal
matrix. Thus, we can define,
ψj(rs +Rc) = ψj,s(rs)
n(rs +Rc) = ns(rs) (10)
where, the rs span the small cell and can be expressed as rs =
↔
hss with 0 ≤ sα ≤ 1 and,
both, ψj(r) ≡ 0 and n(r) ≡ 0 for rs = r−Rc outside the domain of
↔
hs. The orbitals and
the electron density can be expanded in a plane wave basis set that spans the small cell,
only,
ψj,s(rs) =
1√
V s
∑
gˆs
ψ¯j,s(gs) exp(igs · rs)
ns(rs) =
1
Vs
∑
gˆs
n¯s(gs) exp(igs · rs) , (11)
where gs =
↔
hs
−1
gˆs, the vector of integers, gˆs = {ga,s, gb,s, gc,s}, indexes the small
reciprocal space and Vs = det
↔
hs is the volume of the small cell. The plane wave energy
cutoff is taken to be E(short)cut (with the cutoff on the density 4E(short)cut ).
Given that the electron density is localized in the small cell, the short range components
of the Hartree and local pseudopotential energies can be evaluated straightforwardly,
E
(short)
H [n] =
e2
2
∫
D(
↔
hs)
dr
∫
D(
↔
hs)
dr′
ns(r)ns(r
′)erfc(α|r− r′|)
|r− r′| (12)
=
e2
2Vs
∑
gˆs
′n¯s(−gs)n¯s(gs)
[
4pi
g2s
] [
1− exp
(
− g
2
s
4α2
)]
+
e2pi
2Vsα2
|ns(0)|2
E
(short)
loc [n] =
Ns∑
J=1
∫
D(
↔
hs)
dr ns(r)
[
φloc,J(r−RJ +Rc) + eqJerf(α|r −RJ +Rc|)|r−RJ +Rc|
]
=
1
Vs
∑
gˆs
′
Ns∑
J=1
n¯∗s(gs) exp(−igs · [RJ −Rc])
×
[
φ˜loc,J(gs) +
4pieqJ
g2s
exp
(
− g
2
s
4α2
)]
+
1
Vs
Ns∑
J=1
n¯s(0)
[
φ˜
(0)
loc,J −
eqJpi
α2
]
. (13)
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where the J sum runs over theNs ions within the small cell, the gˆs sum runs over the large
reciprocal-space grid of the small cell and Rc is the position of the small cell inside the
large. Since the full system is not periodic on
↔
hs but on
↔
h , Eqs. (12-13) will only yield the
correct short range energy if αV 1/3s >> 1 and n(rs) vanishes on the small cell boundary.
The non-local pseudopotential energy is short range and is assumed to be evaluated within
the small cell (only, considering the Ns ions in the small cell and using the small cell
reciprocal space). Similarly, the exchange correlation and the electronic kinetic energies
can also be evaluated in the small cell using standard techniques.
Next, the expressions for the long range portions of the Hartree and local pseudopo-
tential energies must be formulated. This can be accomplished by expanding the electron
density localized in the small cell in terms of the plane waves of the large cell. This expan-
sion is permitted because the electron density, localized in the small cell, obeys periodic
boundary conditions in the large cell (i.e. it is zero on the surface of
↔
h). Thus,
E
(long)
H [n] =
e2
2
∑
Sˆ
∫
D(
↔
h)
dr
∫
D(
↔
h)
dr′
n(r)n(r′)erf(α|r− r′ +
↔
hSˆ|)
|r− r′ +
↔
hSˆ|
=
e2
2V
∑
gˆ
′n¯(−g)n(g)
[
4pi
g2
exp
(
− g
2
4α2
)
+ φˆ(screen,Coul)(g)
]
+
(
e2
2V
)[
φˆ(screen,Coul)(0)− pi
α2
]
|n(0)|2 (14)
E
(long)
loc [n] = −
∑
Sˆ
N∑
I=1
∫
D(
↔
h)
dr n(r)

eqIerf(α|r−RI +↔hSˆ|)
|r−RI +
↔
hSˆ|


= − e
V
∑
gˆ
′n¯∗(g)S(g)
[
4pi
g2
exp
(
− g
2
4α2
)
+ φˆ(screen,Coul)(g)
]
− e
V
n¯s(0)S(0)
[
φˆ(screen,Coul)(0)− pi
α2
]
. (15)
where
S(g) =
∑
I
qI exp(ig ·RI) (16)
is the atomic structure factor and
n¯(g) =
∫
D(
↔
h)
dr exp[−ig · r]n(r) (17)
=
∫
D(
↔
hs)
drs exp[−ig · rs]n(rs +Rc)
=
∫
D(
↔
hs)
drs exp[−ig · (rs −Rc)]ns(rs)
are the plane wave expansion coefficients of the electron density in the reciprocal space of
the large cell, g =
↔
h
−1
gˆ. The integral in Eq. (17) can be extended to cover the domain
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described by the large cell without loss of generality because n(rs + Rc) ≡ 0 outside of
the small cell. Note, n¯(g) = n¯s(gs) if
↔
hs ≡
↔
h and Rc = 0. Methods for the efficient
evaluation of Eq. (17) and, hence, Eq. (14 ) and Eq. (15) are developed below.
First, it is clear from the long range/short range decomposition of the Hartree and local
pseudopotential energies that a different plane wave cutoff can be introduced to treat each
part. That is, one cutoff,E(short)cut , can be used to evaluate the short range components of the
energy, Eq. (12) and Eq(13), and another, E(long)cut can be used to evaluate the long range
components, Eq. (14) and Eq.(15). While the long range/short range decomposition is
general, it is expected that the short range contributions will be obtained by integration over
functions that rapidly vary spatially while the long range contributions will be obtained by
integration over a slowly varying function. Therefore, the short range energy contributions
must be evaluated using a large reciprocal space cutoff (i.e. the standard E(density,short)cut =
4E
(short)
cut ). In contrast, the long range part can be evaluated in reciprocal space using a
small cutoff, E(long)cut << E
(short)
cut . Thus, by splitting the electronic energy into two parts,
large gains in efficiency are possible.
Next, consider the case that the number of particles in the small cell, Ns and the
small cell volume, Vs), are much less than their large cell counterparts (Ns << N and
Vs << V ) as would be the case for a large, chemically inert bath surrounding a chemi-
cally active subsystem. The computational cost of evaluating the short range local pseu-
dopotential and short range Hartree, exchange correlation, non-local pseudopotential and
the electronic kinetic energy as well as the overlap matrix, 〈ψj,s|ψi,s〉, scales like ∼ N3s .
The computational cost of evaluating the long range part of the Hartree and local pseu-
dopotential energies depends on the computational cost of evaluating the atomic charge
density, S(g), and the plane wave expansion of the density in the large cell (see Eq. (17)).
Since the atomic charge density can be evaluated in N logN using Particle Mesh Ewald
techniques15–17, if Eq. (17) could also be evaluated in N logN , the computational cost of
the method would then be N logN at fixed
↔
hs and Ns. (The present approach yields a
linear scaling method because, at fixed particle density and plane wave cutoff, the number
of plane waves increases linearly with particle number).
In order to achieve linear scaling, the electron density must be interpolated from the
small cell where it is described by a plane wave expansion with a large cutoff, E(short)cut , to
the large cell where it is described by a plane wave expansion with a small cutoff,E(long)cut ,
effectively. First, consider the Fourier components of the density
n¯(g) =
∫
D(
↔
h)
dr exp[−ig · r]n(r). (18)
If n(r) can be expressed in a finite plane wave basis,
n(r) ≡ 1
V
Pa/2∑
gˆa=−Pa/2+1
Pb/2∑
gˆb=−Pb/2+1
Pc/2∑
gˆc=−Pc/2+1
exp(ig · r)n¯(g), (19)
then the Fourier coefficients can also be determined (exactly) from a discrete sum over a
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real space grid
n¯(g) ≡ V
PaPbPc
Pa−1∑
sˆa=0
Pb−1∑
sˆb
Pc−1∑
sˆc=0
e−2piigˆa sˆa/Pae−2piigˆb sˆb/Pbe−2piigˆcsˆc/Pcn(
↔
hs)
(20)
Here, Pa, Pb, and Pc are both the number of reciprocal lattice points along each direction
and the number of points discretizing the a,b, c axes of the cell, and sα = sˆα/Pα. Im-
portantly, Eq. (20) and its inverse, Eq. (19), can be evaluated using a three dimensional
Fast Fourier Transforms (3D-FFT) in order N logN . A spherical cutoff is introduced in
reciprocal space by simply assuming that n(r) is described by a basis in which n¯(g) ≡ 0
when ~2|g|2/2me > Ecut.
Next, consider a function, f(r) with plane wave expansion coefficients,
f¯(g) =
∫
D(
↔
h)
dr exp[−ig · r]f(r)
= V
∫ 1
0
dsa
∫ 1
0
dsb
∫ 1
0
dsce
−2piigˆasae−2piigˆbsbe−2piigˆcscf(
↔
hs). (21)
that can be described on a finite reciprocal space (cf. Eq. (20)). In order to express the
plane wave expansion coefficients, accurately, in terms of a sum over an arbitrary set of
equally spaced discrete points in real space (as opposed to the continuous integrals given
in Eq. (21) or the discretization required by Eq. (20)), it useful to introduce the Euler
exponential spline
exp
(
2piigˆαu
P˜α
)
= dm(gˆα, P˜α)
∞∑
sˆ=−∞
Mm(u − sˆ) exp
(
2piigˆαsˆ
P˜α
)
+O
(
2|gˆα|
P˜α
)m
dm(gˆα, P˜α) =
exp
(
2pii(m− 1)/P˜α
)
[∑m−2
j=0 Mm(j + 1) exp
(
2piigˆαj/P˜α
)] (22)
where sˆ is an integer, u is a real number, m is the spline order assumed to be even and the
Mm(u) are the Cardinal B splines
M2(u) = 1− |u− 1| (23)
Mm(u) =
[
u
m− 1
]
Mm−1(u) +
[
m− u
m− 1
]
Mm−1(u− 1)
Mm(u) 6= 0 0 < u < m
Mm(u) = 0 u ≤ 0, u ≥ m (24)
The Cardinal B splines satisfy the following sum rule and recursion relation:
∞∑
sˆ=∞
Mm(u− sˆ) = 1
dMm(u)
du
= Mm−1(u)−Mm−1(u − 1)
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Inserting the Euler exponential spline into Eq. (21) yields a well defined approximation to
f¯(g),
f¯(g) ≈
[
V d∗m(gˆa, P˜a)d
∗
m(gˆb, P˜b)d
∗
m(gˆc, P˜c)
]
(25)
×
P˜a−1∑
sˆa=0
P˜b−1∑
sˆb=0
P˜c−1∑
sˆc=0
e−2piigˆa sˆa/P˜ae−2piigˆb sˆb/P˜be−2piigˆcsˆc/P˜cf (conv)(
↔
hs)
where
f (conv)(
↔
hs) =
∫ 1
0
ds′a
∫ 1
0
ds′b
∫ 1
0
ds′c
∞∑
ka=−∞
∞∑
kb=−∞
∞∑
kc=−∞
f(
↔
hs′) (26)
×Mm([s′a − ka]P˜a − sˆa)Mm([s′b − kb]P˜b − sˆb)Mm([s′c − kc]P˜c − sˆc).
is the interpolation of f(r) onto the discrete real space grid defined by sα = sˆα/P˜α and
0 ≤ sˆα ≤ P˜α − 1.
Equation (25) can be evaluated using a 3D-FFT in orderN logN provided the function,
f (conv)(
↔
hs), defined on the discrete real space, can be constructed in a computationally
efficient manner. In addition, Eq. (25) is smooth and possesses m − 2 continuous deriva-
tives. Note, if P˜a > m+1 then each point in the continuous space, {s′a, s′b, s′c}, is mapped
to m3 unique points on the discrete grid indexed by {sˆa, sˆb, sˆc} due to the finite support
of the Mm(p) (see Eq. (23)). Also, it is important to choose P˜α > Pα to reduce the error
inherent in the interpolation (see Eq. (22)).
It is now a simple matter to generate a computationally efficient and well defined ap-
proximation to the Fourier coefficients, n¯(g), of an electron density n(r) that is assumed
to be nonzero only in the small cell described by
↔
hs. First, given that n¯s(gs), defined in
Eq. (11), exists on a finite reciprocal space, the identity given in Eq. (20) holds. Thus, the
discrete form of the density can be inserted into Eq. (26) and the integrals performed using
trapezoidal rule integration with loss of generality to yield the desired interpolation from
the small cell to the large cell,
n(conv)(
↔
hs) =
[
Vs
V
] [
1
Pa,sPc,sPc,s
] Pa,s−1∑
sˆ′a=0
Pb,s−1∑
sˆ′
b
=0
Pc,s−1∑
sˆ′c=0
∞∑
ka=−∞
∞∑
kb=−∞
∞∑
kc=−∞
ns(
↔
hss
′)
× Mm([s′a + Sa,s − ka]P˜a − sˆa)Mm([s′b + Sb,s − kb]P˜b − sˆb)
× Mm([s′c + Sc,s − kc]P˜c − sˆc). (27)
Here, {Pa,s, Pb,s, Pc,s} are defined by the size of the small cell reciprocal space (through
the plane wave energy cutoff,E(short)cut ), s′α = sˆ′α/Pα,s, Ss =
↔
h
−1
Rc, and Vs/V = det
↔
D
while the {P˜a, P˜b, P˜c} are defined by the size of the large cell reciprocal space (through
the energy cutoff, E(long)cut ).
The desired plane wave expansion of the density, n¯(g), is constructed by inserting
n(conv)(
↔
hs) into Eq. (25) and performing a 3D-FFT. Note, in the limit, P˜a = Pa,s,
P˜b = Pb,s, P˜c = Pc,s or E
(short)
cut = E
(long)
cut , and
↔
h =
↔
hs, then n¯s(gs) ≡ n¯(g) be-
cause Eq. (20) is exact for a finite reciprocal space and the Euler exponential splines are
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exact at the knots. Importantly, Eq. (27) can be evaluated in order Nsm3 and the (dense)
discrete real space grid spanning the small cell,
↔
hs, and the (sparse) discrete real space
grid spanning the large cell,
↔
h , need not be commensurate. In addition, the separable form
of the Mm(p), which is a consequence of the choice
↔
h
−1↔
hs =
↔
D, allows the required
Mm(p) to be evaluated independently in order mN1/3s . Thus, the overall computational
cost of constructing n¯(g) is N logN (dominated by the FFT). Finally, the resulting n¯(g)
(i.e. obtained by inserting Eq. (27) into Eq. (25)) is continuously differentiable with respect
to the expansion coefficients of the orbitals, ψ¯j,s(gs), defined in Eq. (11).
1.2 Use in cluster calculations
In any ab initio molecular dynamics scheme in which long-range forces are computed in
reciprocal space, e.g. plane-waves, Gaussians, DVRs, systems with reduced periodicity,
e.g., clusters, surfaces, wires, can be treated using the screening function methodology
developed by Martyna and Tuckerman11–13. Typically, when using the screening function,
however, the size of the box needs to be roughly twice the maximum distance between
the two furthest atoms in the cluster, which makes the use of this methodology somewhat
more expensive than other techniques. The dual-gridding technique above can be used
to circumvent this problem. In order to use the dual-gridding scheme in the context of a
cluster calculation, for example, one simply uses two boxes (see Fig. 1): The central box
contains the cluster system and is chosen large enough to contain the cluster with a small
buffer region. The outer box can be chosen quite large, at least twice as large as the furthest
distance between two atoms in the cluster (but it can be larger as well). The coarse grid
is then used to describe the g-space density in the large box, and the scheme outlined in
the Methods section is used to compute the long-range energies. The Hartree energy, for
example, would be computed as
EH =
1
2Vs
∑
gs
|n¯(gs)|2φ˜(short)(gs) + 1
2V
∑
g 6=(0,0,0)
|n¯(g)|2φ¯(long)(g) (28)
1.3 Illustrative examples
As a first, simple illustrative example, consider a simple Gaussian electron density,
n(r) =
(
κ2
pi
)3/2
exp(−κ2r2). (29)
The interaction of this density with a point charge located an arbitrary distance, r0, away
from its center can be determined, analytically, Eext = erf(κr0)/r0. In Table I, the con-
vergence of the total external energy to the analytical value is presented as a function of the
large cell plane wave cutoff and Cardinal B-spline interpolation order, for various choices
of r0. The calculations were performed using the cluster boundary condition technique of
reference11 and fixed small cell plane wave cutoff (E(short)cut = 120 Ry). In general, it can
be seen that low B-spline interpolation orders and small plane wave cutoffs in the large
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Figure 1. Illustration of the dual gridding scheme for cluster calculations.
cell, (E(long)cut ), are sufficient to produce accurate results, indicating that the new method is
both valid and efficient.
Next, we consider the human carbonic anhydrase II (HCA II) enzyme solvated in liq-
uid water. In detail, the 260-residue HCA-II enzyme (complete with catalytic zinc – see
Fig. 2), was solvated by 8,859 waters, for a total of 30,649 atoms. Clearly, a full ab ini-
tio treatment of such a large system is not feasible, at present. However, a hybrid model,
wherein only the catalytic zinc, the side-chains of active site residues, HIS 94, HIS 96,
HIS 119, THR 199, GLU 106 and the five water molecules in the active site are treated
using an ab initio description, can be studied. Thus, 320 valence electrons of 80 atoms
in the active site (see Fig. 2) are treated at an ab initio level while the remainder of the
system is treated using the empirical CHARMM22 all-atom parameter force field which
includes TIP3P water model23. Briefly, the electrons are assumed to interact with “ab ini-
tio” atoms via standard Troullier-Martins pseudopotentials24 and with “empirical atoms”
via pseudopotentials fit by the authors (see also5, 25). The BLYP, density functional20, 21
was employed to treat exchange and correlation. Ab initio atoms (ion-cores) were per-
mitted to interact with neighboring “empirical atoms” via appropriate bond, bend, torsion,
one-four, van der Waals and Coulomb forces. The parameters were obtained by enforcing
good agreement between mixed models, fully empirical models and fully ab initio mod-
els of relevant fragments. For example, the minimum energy geometry of hybrid model
CH3CO− (HIS) −NHCH3 deviates at most 2 degrees in the bend angles and 0.02A˚ in
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Table 1. The interaction of a Gaussian charge density, κ = 3.779454A˚−1 , with a point charge at distance, r0
from its center is presented as a function of large cell plane wave cutoff and B-Spline interpolation order. The
large cell size was fixed at Ll = 20A˚ on edge. The small cell size was fixed at Ls = 4A˚ on edge and the
small cutoff was fixed at E(short)
cut
= 120Ry. The electrostatic division parameter was set to be α = 6/Ls and
∆Eext = Eext −E
(exact)
ext
.
r0 E
(long)
cut m Eext ∆Eext
(A˚) (Rydberg) (Hartree) (Kelvin)
4 4 4 -0.132296 1
6 -0.132297 1
8 -0.132297 1
8 4 -0.132293 0
6 -0.132293 0
8 -0.132293 0
6 4 4 -0.088186 3
6 -0.088185 3
8 -0.088185 3
8 4 -0.088198 1
6 -0.088198 1
8 -0.088198 1
8 4 4 -0.066126 7
6 -0.066125 7
8 -0.066125 7
8 4 -0.066149 1
6 -0.066149 1
8 -0.066149 1
the bond lengths from the standards (CHARMM and fully ab initio treatments as appro-
priate).
The HCA II/water system described above was prepared by taking the crystallographic
configuration of the enzyme (PDB identification label, “1RAY”)26 and immersing it in
TIP3P water. Next, a 1 ns constant temperature molecular dynamics calculation was per-
formed using a fully empirical treatment23. This was followed by a 1 ns constant pressure
molecule dynamics calculation. At this point, the hybrid model was introduced. In Table
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Figure 2. Snapshot of human carbonic anhydrase. The electronic density in the active site is shown as the blue
isosurface.
Table 2. The total electronic energy of the active site of HCA II immersed in a bath of TIP3P molecules and
CHARMM22 model amino acid residues as a function of large cell plane cutoff and spline interpolation order.
The large cell size is fixed by the state point, 66.7A˚, on edge. The small cell size was fixed at 18A˚ on edge and
the small cell cutoff was fixed at 70Ry. The electrostatic division parameter was set to be α = 9/Ls and the
accuracy measure is defined to be ∆Etot = Etot(E(long)cut ,m) −Etot(4, 8).
E
(long)
cut m Etot ∆Etot
(Rydberg) (Hartree) (Kelvin)
0.5 6 -2329.31984 9200
8 -2329.33018 5900
2 6 -2329.34896 32
8 -2329.34905 3
4 6 -2329.34905 3
8 -2329.34906 0
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2, the convergence of the electronic energy for a representative configuration taken from
the simulation of the hybrid model, is shown versus the large cell, plane wave cutoff and
the Cardinal B-spline interpolation order. As is clear from the table, accurate energies are
obtained for low spline orders and plane wave cutoffs.
2 Exploration of Free-Energy Surfaces
One of the key quantities in thermodynamics is the free energy associated with changes in
conformation or thermodynamic state of a complex system. Molecular dynamics (MD) and
Monte Carlo based approaches have emerged as important theoretical tools to study such
free-energy changes along one-dimensional paths, e.g. along single reaction coordinates
or one-dimensional λ-switching paths. Among these approaches, Umbrella Sampling27–29
and Thermodynamic Integration30–32 remain the most popular because they can be easily
implemented. However, the problem of computing a multi-dimensional free-energy sur-
face (FES) in several collective variables or reaction coordinates of interest has remained
a significant challenge, particular when the FES contains numerous minima separated by
high barriers. The mapping out of the free-energy landscape of small peptides and proteins
in the Ramachandran angles, radius of gyration and/or number of hydrogen bonds, or the
characterization of dissociation or mass-transfer processes in aqueous solution in terms of
coordination numbers and distances are examples of this type of problem.
The challenge of treating such “rough” energy landscapes has lead to the introduc-
tion of various important new techniques for enhanced sampling of the configurational
distribution of complex systems, from which the free energy is obtained. These include
parallel tempering33–38, hyperdynamics39, parallel replica dynamics40, Wang-Landau sam-
pling41, 42, configuration-bias ’Monte Carlo43, the Reference-Potential Spatial-Warping Al-
gorithm44, 45, metadynamics46, and techniques based on adiabatic dynamics47–51, as a few
examples. A comprehensive review of free-energy techniques was recently presented in
the edited volume, Free Energy Calculations52.
The Adiabatic Free Energy Dynamics (AFED),47–49 introduced eight years ago by
Rosso, et al.,53 is a dynamical scheme for generating free-energy hypersurfaces in sev-
eral collective variables of interest. The approach employs an imposed adiabatic decou-
pling between a small set of collective variables or reaction coordinates and the remaining
degrees of freedom. Within this scheme, an elevated temperature is also applied to the
collective variables to ensure that they are able to cross the high energy barriers needed
to ensure sufficient sampling. In the limit of high temperature and adiabatic decoupling,
it can be shown that the free energy hypersurface in the collective variables is obtained
directly from their resultant probability distribution function47, 48. The approach has been
applied to the conformational sampling of small peptides49 and in the computation of sol-
vation and binding free energies via alchemical transformations51. In both cases, the use of
adiabatic dynamics has been shown to lead to significant improvement in efficiency com-
pared to traditional methods such as free-energy perturbation54, umbrella sampling27–29,
and the blue moon ensemble approach31, 32. In addition to being a relatively fast method,
the AFED approach requires no a posteriori processing of the simulation data. Moreover,
AFED is able to generate multi-dimensional free-energy hypersurfaces with significantly
greater efficiency than multidimensional versions of the aforementioned approaches49. By
construction, AFED generates full sweeps of the free-energy surface and, therefore, can
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rapidly map out the locations of the free-energy minima well before the entire surface is
fully converged.
The AFED approach is derived and implemented, in practice, by transforming the co-
ordinate integrations in the canonical partition function to a set of generalized coordinates
that explicitly contain the collective variables of interest. This gives rise to the disad-
vantage that the adiabatic dynamics must be carried out in these generalized coordinates,
which leads to a steep implementation curve due to the rather invasive modifications to
existing MD packages needed to introduce these transformations. It should be noted, how-
ever, that once such transformations are put in place, they can be subsequently combined
with additional spatial-warping transformations that also significantly enhance conforma-
tional sampling44, 45.
Recently, Maragliano and Vanden-Eijnden50 and, independently, Abrams and Tuck-
erman55 built on the AFED approach by introducing a set of extended phase-space or
“driving” variables that are harmonically coupled to the collective variables of interest. By
imposing the adiabatic decoupling and high temperature on these extended variables rather
than on the collective variables, the need for explicit transformations is avoided, thereby
enlarging the class of collective variables that can be treated and rendering the technique
substantially easier to implement. Maragliano and Vanden-Eijnden named the new tech-
nique “temperature accelerated molecular dynamics” or TAMD while Abrams and Tuck-
erman named if driven-AFED or d-AFED. It should be noted that such “driving” variables
are also central in the so-called “metadynamics” approach46, where they are used together
with a time-dependent potential that floods energy basins with Gaussians, thereby allowing
the system to escape the basin and move into a neighboring one. In metadynamics, as the
basins are filled, the histogram in the collective variables becomes flat. When this occurs,
the sum of all of the Gaussians is used to recover the free-energy hypersurface.
2.1 Adiabatic free-energy dynamics
Consider a system of N particles with Cartesian coordinates r1, ..., rN ≡ r and conju-
gate momenta p1, ...,pN ≡ p subject to a potential energy V (r1, ..., rN ). The classical
canonical partition function for the system is given by
Q = C
∫
dNp
∫
D(V )
dNr exp
{
−β
[
N∑
i=1
p2i
2mi
+ V (r1, . . . , rN )
]}
(30)
whereH(p, r) =
∑
i p
2
i /2mi+V (r) is the Hamiltonian, β = 1/kBT ,D(V ) is the spatial
domain defined by the containing volume, and C is an overall prefactor that rendersQ di-
mensionless and compensates for overcounting of states obtained by exchanging particles
of the same chemical identity. For a system with M species, C = [h3N
∏M
α=1Nα!]
−1
,
where h is Planck’s constant, and Nα is the number of particles of species α.
Suppose we wish to determine the free-energy hypersurface in a set of n < N collec-
tive variables q1(r), ..., qn(r). Examples are the Ramachandran angles for characterizing
the conformational space of oligopeptides or combinations of distances for characteriz-
ing a chemical reaction. The probability that q1(r) has the value s1, q2(r) has the value
s2,...,qn(r) has the value sn is given by
P (s1, ..., sn) =
∫
dNpdNr e−βH(p,r)
∏n
i=1 δ(qi(r)− si)∫
dNpdNr e−βH(p,r)
(31)
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Given this probability distribution, the free-energy hypersurface can be calculated accord-
ing to
F (s1, ..., sn) = −kT lnP (s1, ..., sn) (32)
In many complex systems, direct calculation of the probability distribution function
from a molecular dynamics trajectory is intractable because of the existence of high free-
energy barriers separating important minima on the hypersurface. Free-energy surfaces of
this type are said to be “rough”, and it is necessary to employ enhanced sampling tech-
niques. The adiabatic free-energy dynamics (AFED) achieves enhanced sampling in the
variables q1(r), ..., qn(r) by introducing a high temperature Ts ≫ T for these n degrees of
freedom only, while maintaining the remaining 3N − n degrees of freedom at the correct
ensemble temperature T . The temperature disparity can be accomplished by introducing
two separate sets of thermostats for each set of degrees of freedom. The high temperature
Ts ensures that the variables q1, ..., qn are able to cross high energy barriers on their part
of the energy landscape. However, this high temperature also destroys the thermodynamic
properties of the system unless the variables q1, ..., qn are also adiabatically decoupled
from the remaining degrees of freedom. In order to accomplish this decoupling, we need
to be able to run the dynamics in a coordinate system that explicitly contains q1, ..., qn.
Suppose there is a transformation from Cartesian coordinates r1, ..., rN to generalized
coordinates q1, ..., q3N ≡ q via the transformation equations qα = qα(r). The inverse
transformations are denoted ri = ri(q). Substituting the transformation into Eq. (30)
yields
Q = C
∫
dNp
∫
D(V )
d3Nq J(q) exp
{
−β
[
N∑
i=1
p2i
2mi
+ V (r1(q), ..., rN (q))
]}
= C
∫
dNp
∫
D(V )
d3Nq exp
{
−β
[
N∑
i=1
p2i
2mi
+ V˜ (q1, ..., q3N )
]}
(33)
where the potential V˜ contains the Jacobian of the transformation J(q) = |∂r/∂q| and is
given by
V˜ (q1, ..., q3N ) = V (r1(q), ..., rN (q))− kT lnJ(q1, .., q3N ) (34)
Note that the partition function in Eq. (33) is completely equivalent to that in Eq. (30).
Moreover, even though the transformation is not canonical, since we are only interested in
sampling the ensemble distribution, we can treat the 3N Cartesian momentum components
as “conjugate” to the 3N generalized coordinates, each being defined as pα = mαq˙α,
α = 1, ..., 3N , where mα are the associated masses. Thus, in order to achieve the desired
adiabatic decoupling, we simply choose the first n masses mα to be much larger than all
of the remaining masses, m1,...,n ≫ mn+1,...,3N .
Under the conditions of adiabatic decoupling and the temperature disparity, it was
shown in Refs.47, 48, via a decomposition of the classical propagator, that the probability
distribution, denoted Padb(s1, ..., sn), becomes
Padb(s1, ..., sn) = N
∫
dnp exp
[
−βs
n∑
α=1
p2α
2mα
]
[Z(s1, ..., sn, β)]
T/Ts (35)
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where
Z(s1, ..., sn, β) =
∫
d3N−npd3Nq exp
{
−β
[
3N∑
α=n+1
p2α
2mα
+ V˜ (q1, ..., q3N )
]}
×
n∏
α=1
δ(qα − sα) (36)
and N is an overall normalization factor. In this case, because of the temperature ratio
T/Ts in the exponent, the exact free-energy F (s1, ..., sn) at the temperature T , which is
defined to be F (s1, ..., sn) = −kT lnZ(s1, ..., sn, β), is obtained from Padb(s1, ..., sn)
by
F (s1, ..., sn) = −kTs lnPadb(s1, ..., sn) (37)
Note that the multiplicative factor−kTs in Eq. (37) ensures that the free energy at temper-
ature T is obtained. Eq. (37) shows that the free-energy surface can be computed directly
from the probability distribution function generated in an adiabatic dynamics calculation.
A detailed proof of the AFED method is given in Refs.47, 48.
2.2 Adiabatic free-energy dynamics without transformations
The AFED approach is a powerful one that is capable of generating multidimensional
free-energy surfaces efficiently, as was shown in Refs.48, 49. However, the need to work
in generalized coordinates is a distinct disadvantage of the method, as this requires rather
invasive modifications to existing molecular dynamics codes.
Recently, Maragliano and Vanden-Eijnden50 and Abrams and Tuckerman55 showed
that AFED could be re-expressed in a set of extended phase-space variables in a manner
similar to that used in the metadynamics approach of Laio and Parrinello46, thereby cir-
cumventing the need for explicit coordinate transformations. This new formulation, which
the authors called “Temperature Accelerated Molecular Dynamics” (TAMD) or “driven-
AFED” (d-AFED) increases both the flexibility of the AFED method, allowing larger
classes of collective variables to be treated, and the ease of implementation in existing
packages.
TAMD/d-AFED can be derived as follows. We rewrite the product of δ-functions in
Eq. (31) as the limit of a product of Gaussian functions56
n∏
α=1
δ (qα(r)− sα) = lim
κ→∞
√
βκ
2pi
exp
[
−
n∑
α=1
β
2
k (qα(r)− sα)2
]
(38)
When Eq. (38) is substituted into Eq. (31), we obtain
P (s1, ..., sn) = lim
κ→∞
Nκ
∫
dNp
∫
D(V )
dNr
× exp
{
−β
[
H(p, r) +
1
2
κ
n∑
α=1
(qα(r)− sα)2
]}
(39)
where Nκ is a κ-dependent normalization constant. For large but finite κ, the integral
in Eq. (39) represents a close approximation to the true probability distribution, and we
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can regard the harmonic term in Eq. (39) as an additional potential term that keeps the
collective variables q1(r), ..., qn(r) close to the values s1, ..., sn. In this representation,
Eq. (39) resembles the probability distribution generated within the umbrella sampling
approach27–29. However, if a set of n independent Gaussian integrations is introduced into
Eq. (39) in the following form
P (s1, ..., sn) = lim
κ→∞
N ′κ
∫
dNp
∫
D(V )
dNr
× exp
{
−β
[
H(p, r) +
n∑
α=1
p2sα
2mα
+
1
2
κ
n∑
α=1
(qα(r)− sα)2
]}
(40)
then the dependence of the distribution on s1, ..., sn remains unaltered.
The argument of the exponential can now be regarded as an extended phase-space
Hamiltonian
Hex(p, ps, r, s) =
n∑
α=1
p2sα
2mα
+
N∑
i=1
p2i
2mi
+ V (r1, ..., rN ) +
n∑
α=1
1
2
κ (qα(r)− sα)2 (41)
This Hamiltonian generates the dynamics of the original N Cartesian positions and mo-
menta and of the additional n variables s1, ..., sn ≡ s and their conjugate momenta
ps1 , ..., psn ≡ ps The extended variables serve to “drag” or “drive” the collective variables
q1(r), ..., qn(r) via the harmonic coupling through their portion of the energy landscape
provided that the variables s1, ..., sn are able to sample a comparable region.
Assuming, again, that there are significant barriers hindering the sampling of the col-
lective variables, enhanced sampling can be achieved by employing a high temperature and
adiabatic decoupling, this time on the extended phase-space variables50. Thus, we intro-
duce a temperature Ts ≫ T and masses mα ≫ mi for these variables. As in the original
AFED scheme, the former condition ensures that high barriers can be crossed, if Ts is
chosen high enough, while the large masses ensure adiabatic decoupling of the extended
phase-space variables from all other degrees of freedom. Following Refs.47, 48, 51, it can be
shown that, under these conditions, the distribution function generated takes the form
P
(κ)
adb(s1, ..., sn) ∝
∫
dnp exp
[
−βs
n∑
α=1
p2sα
2mα
]
[Z(s1, ..., sn, β)]
βs/β (42)
where βs = 1/kTs and
Z(s1, .., sn, β) =
∫
dNp
∫
D(V )
dNr exp
{
−β
[
N∑
i=1
p2i
2mi
+ V¯ (r, s)
]}
(43)
and
V¯ (r, s) = V (r1, ..., rN ) +
1
2
κ
n∑
α=1
(qα(r)− sα)2 (44)
The probability distribution in Eq. (42) generates an approximation Fκ(s1, ..., sn) to the
true free energy profile at temperature T according to
Fκ(s1, ..., sn) = −kTs lnP (κ)adb(s1, ..., sn) (45)
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and it is clear that in the limit κ→∞, the true free energy profile is recovered
F (s1, ..., sn) = lim
κ→∞
Fκ(s1, ..., sn) (46)
Eqs. (45) and (46) show that the free-energy hypersurface can be generated within the
adiabatic dynamics scheme without requiring a transformation to generalized coordinates.
The ability of TAMD and d-AFED to generate the free-energy surface efficiently de-
pends on the thermostatting mechanism employed to maintain the two temperatures. The
adiabatic decoupling represents a non-equilibrium steady state, and in Refs.47, 48, it was
shown that the generalized Gaussian moment thermostat (GGMT) of Liu and Tucker-
man57 is an effective approach for maintaining the temperature disparity within the AFED
scheme. Therefore, we employ it here as well. For completeness, we show the explicit
equations of motion, including the coupling to separate GGMTs at temperatures T and Ts.
As noted, GGMTs are capable of maintaining temperature control under the nonequilib-
rium (steady-state) conditions implied by the two temperatures and adiabatic decoupling.
Within the two-moment version of the GGMT technique, with a separate thermostat cou-
pled to each degree of freedom, the equations of motion for the d-AFED scheme read
r˙i,k =
pi,k
mi
p˙i,k = Fi,k − κ
n∑
α=1
(qα(r)− sα) ∂qα
∂ri,k
− pηi,k,1
Q1
pi,k −
pηi,k,2
Q2
[
(kT )pi,k +
p3i,k
3mi
]
s˙α =
psα
mα
p˙sα = κ (qα(r)− sα)−
pξα,1
Q′1
psα −
pξα,2
Q′2
[
(kTs)psα +
p3sα
3mα
]
η˙i,k,1 =
pηi,k,1
Q1
η˙i,k,2 =
[
(kT ) +
p2i,k,1
mi
]
pηi,k,2
Q2
ξ˙α,1 =
pξα,1
Q′1
ξ˙α,2 =
[
(kTs) +
p2sα
mα
]
pξα,2
Q′2
p˙ηi,k,1 =
p2i,k
mi
− kT
p˙ηi,k,2 =
p4i,k
3m2i
− (kT )2
p˙ξα,1 =
p2sα
mα
− kTs
p˙ξα,2 =
p4sα
3m2α
− (kTs)2 (47)
where Fi,k = −∂V/∂ri,k. In Eqs. (47), the thermostats are used to control the fluctuations
in the second and fourth moments of the distribution of each momentum variable in the sys-
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tem, whether these correspond to T or Ts. Here, k indexes the three Cartesian components
of the physical coordinate and momentum of particle i, and ηi,k,1, ηi,k,2, pηi,k,1 and pηi,k,2
are the corresponding GGMT variables. Similarly, α indexes the extended phase-space
driving variables, and ξα,1, ξα,2, pξα,1 and pξα,2 are the corresponding GGMT variables.
The thermostat mass parameters Q1, Q2, Q′1, and Q′2 are chosen according to57:
Q1 = kT τ
2 Q2 =
8
3
(kT )3τ2
Q′1 = kTsτ
2
s Q
′
2 =
8
3
(kTs)
3τ2s (48)
where τ and τs are characteristic time scales in the physical and extended systems, respec-
tively. A typical choice for τs is the period of the harmonic coupling (2pi)
√
mα/κ.
Another important feature of Eqs. (47) is that the presence of the stiff harmonic force
term (κ/2)
∑
α(qα(r) − sα)2 renders them amenable to multiple time-scale (r-RESPA)
integration techniques58, 59. For Eqs. (47), the Liouville operator, from which such integra-
tors are derived, can be subdivided into a reference system containing the stiff oscillations
of the harmonic coupling and a second propagator for the relatively slow motions associ-
ated with the motion of the physical system. Using r-RESPA to evaluate the inexpensive,
but very fast, stiff harmonic force with a smaller timestep, while keeping the fundamental
timestep larger, significantly improves the efficiency of the method. For details of this type
of factorization the interested reader is directed to reference58, 59.
2.3 An illustrative example
The alanine hexamer (N-acetyl-(alanine)6-methylamide) is a six-residue peptide that ex-
hibits helical properties in solution60. Furthermore, computational studies of the alanine
hexamer in solution, parameterized with the AMBER force field, results in helical confor-
mational minima61.
The simulation was performed by solvating the alanine hexamer in 698 TIP3P water
molecules in a 27.9737 A˚ cubic periodic box. The molecule was started in its completely
extended conformation and then equilibrated for 200 ps at constant volume (NVT), 1 ns at
constant pressure (NPT), and finally 500 ps at constant volume (NVT).
In applying the d-AFED/TAMD method with the AMBER (parm94) force field, the two
collective variables of interest chosen were the radius of gyration (RG) and the number of
intramolecular hydrogen bonds (NH). These collective variables are defined as follows62
RG =
√√√√√ 1
Nb
Nb∑
i=1

ri − 1
Nb
Nb∑
j=1
rj


2
NH =
NOx∑
i=1
NHy∑
j=1
1−
(
ri−rj
d0
)6
1−
(
ri−rj
d0
)12 (49)
where Nb is the number of heavy backbone atoms, where NOx and NHy are the number
of oxygen and hydrogen atoms, respectively, and d0 = 2.5A˚. Corresponding extended
coordinates, s1 and s2, were added and these coordinates were treated as the slow variables
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with masses ms1,s2 = 15mC , where mC is the mass of a carbon atom, and heated to a
temperature of Ts1,s2 = 600 K, while the physical variables were kept at a temperature of
300 K. s1 and s2 were coupled to RG and NH with harmonic coupling constants 5.4 ×
106 K · A˚−2 and 5.4× 106 K, respectively.
The free energy surface computed from a relatively short production run of 5 ns,
for the alanine hexamer in solution, leads to the free energy surface shown in Figure 3.
The most significant feature of this surface is the presence of a global minimum at
(RG, NH) = (3.8, 4.4), corresponding to a right-handed helical, αR , conformation
(Figure 4a). Furthermore, there is also the presence of a large region of deformed/par-
tial helices all with free energies lower than +2 kcal ·mol−1 above the global minimum.
These preliminary results are very consistent with previous results61 for the alanine hex-
amer using the AMBER force field.
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Figure 3. (a) Free-energy surface F (RG, NH) and (b) contour plot computed for N-acetyl-(alanine)6 -
methylamide (alanine hexamer) in solution with the AMBER force field.
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Figure 4. (a) Right-handed helical conformation of the alanine hexamer (global minimum). (b) Misfolded, ex-
tended, conformation of the alanine hexamer. All waters have been deleted for clarity.
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