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This thesis investigates weak lensing (WL) of galaxies and the cosmic microwave back-
ground (CMB) in the nonlinear regime. WL describes the effect of bending of background
light rays by foreground matter (“lens”). It is sensitive to the large scale structure of the
universe, and hence is a promising method to answer some unsolved fundamental questions
in physics, such as the nature of dark energy and the total mass of neutrinos. WL datasets
of unprecedented precision will come on-line in the early 2020s. This presents an exciting
yet challenging task for the WL community: how do we extract the maximum amount of
information from lensing observables, while minimizing the impact of systematics?
This work attempts to answer this question by studying non-Gaussian statistics. Tra-
ditionally, WL data are analyzed using second-order statistics, which capture all the cos-
mological information if the density field is Gaussian. However, the small-scale density
fluctuations are strongly non-Gaussian and can be highly sensitive to cosmology. Thus we
need higher order (non-Gaussian) statistics to utilize these features in the nonlinear regime.
In this thesis, we study the constraining power on cosmology and relevant systematics of
non-Gaussian statistics, with a focus on convergence peaks. We present the first cosmolog-
ical constraints using peak counts of the CFHTLenS survey. We also quantify the impact of
magnification and size bias, one type of lensing systematics, on the lensing power spectrum
and peaks. Finally, going beyond galaxy lensing, we cross-correlate Planck CMB lensing
maps with CFHTLenS galaxy lensing maps, to investigate various WL systematics.
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Chapter 3
Introduction
Weak gravitational lensing (WL) happens when photons emitted at cosmological distances
are deflected by the intervening matter during their cosmic journey toward us. As a re-
sult, we see a distorted image of the source light distribution. Lensing distortions produce
non-Gaussianity in maps of cosmic microwave background (CMB) temperature and polar-
ization anisotropies (CMB lensing). Lensed galaxies can be (de)magnified in brightness
and weakly distorted from their intrinsic shape (galaxy lensing). By statistically measuring
the lensing signal, the matter density fluctuations in the universe can be mapped, yielding
constraints on the parameters of the background cosmological model. WL has the advan-
tage of cleanly detecting the foreground matter, so no assumption is made to link the light
in galaxies with the underlying matter distribution. WL is a promising tool to study some of
the most puzzling phenomenons and unknown fundamental physical parameters, including
the nature of dark energy and the total mass of neutrinos.
Dark energy contributes 70% of the energy budget in the universe, yet is the least un-
derstood component. It is responsible for the accelerated expansion of the universe [1;
2]. Dark energy leaves its signatures in cosmological observables in two ways: (1) the ex-
pansion history of the universe (as first probed with type Ia supernovae, and recently with
baryonic acoustic oscillations) and (2) the growth of structure (e.g. with cluster counts
and redshift space distortions). WL stands out from other techniques, as it is sensitive to
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Figure 3.1: Forecast WL power spectra from the Large Synoptic Survey Telescope. 33, 22, and 11
are different redshift bins (high to low). The thick (thin) curve is the theoretical model for w = −1.0
(w = −0.9) (LSST Science Book, v2, 2009).


























Figure 3.2: Current and forecast constraints on total mass of neutrinos (Abazajian et a. 2013).
both signatures through the source-lens geometry and the mass distribution of the lenses,
respectively. The Dark Energy Task Force has identified WL as one of the key probes of
dark energy with the highest projected statistical power [3]. Fig. 3.1 shows that the Large
Synoptic Survey Telescope (LSST) will be able to distinguish the dark energy equation of
state w = −1 from w = −0.9 using the WL power spectrum alone.
Neutrino masses (mν) were found to be non-zero in the late 1990s [4], a discovery
beyond the standard model of particle physics. Currently, we only know the mass dif-
ferences between three neutrinos (|∆m12| ≈ 0.0087 eV, |∆m23| ≈ 0.05 eV) from os-
cillation experiments [5] and the upper limit of their total mass (Σmν < 0.23 eV) from
cosmology [6]. Massive neutrinos reduce matter fluctuations at scales smaller than the
free streaming length. The resulting suppression in the matter power spectrum is directly
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linked to Σmν . Fig. 3.2 (from Ref. [7]) shows constraints on Σmν from cosmology and
the lightest neutrino mass from particle physics (KATRIN), in relation to the neutrino mass
hierarchy1. Combining upcoming CMB and WL data, we will be able to detect Σmν at the
0.01 eV level, below the minimum Σmν (0.05 eV), and hence well constrain the mass sum
of neutrinos.
Lensing observations are very challenging because the signal from WL distortions is
tiny compared to the observational noise. For galaxy lensing, the shape must be measured
accurately for even the faintest galaxies, often with sizes comparable to the telescope’s
point-spread-function (PSF). Also, due to the large number of objects involved, obtaining
a spectroscopic redshift of each galaxy is not feasible, so photometric redshift (photo-z)
measurements must be adopted. For CMB lensing, map reconstructions require precise
corrections of noncircular experimental beams, as well as careful subtractions of thermal
Sunyaev-Zel’dovich clusters and Galactic dust emission.
Despite these difficulties, in recent years, statistical measurements of galaxy lensing[8;
9] and CMB lensing [10; 11; 12] have been achieved. WL is becoming a powerful tool to
constrain cosmology.
3.1 Weak lensing basics
As a result of Einstein’s General Relativity, the path of a photon is deflected near any
massive objects. Depending on the level of magnification and the lens mass, such effect
is called the “strong”, “weak”, or “micro” lensing. Strong lensing would significantly
change the source’s light distribution, forming arcs and rings around the location of the
foreground lens, typically a massive cluster. Micro lensing happens mostly with transiting
point-like small lenses, such as stars and planets, resulting in changes in brightness of
1As a consequence of only knowing |∆m12| and |∆m23|, there are two possible ways of ranking the
three neutrino masses, the normal hierarchy, where m1 < m2  m3, or the inverted hierarchy, where
m3  m1 < m2.
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background sources. Unlike strong lensing and micro-lensing, which are relatively rare
in the universe and can be measured on an object-by-object base, weak lensing occurs to
almost all extragalactic objects and can only be measured statistically. In this section, we
introduce WL basics, focusing on galaxy lensing due to its close relevance to this thesis.
In the thin-lens approximation, where the size of the source is much smaller than the
distance between the lens, source, and observer, the WL convergence κ is defined as the















where Ds, Dd, Dds are angular diameter distances to the source, to the lens, and between
the source and the lens, respectively. ρ is the density profile of the lens, c is the speed
of light, and G is the gravitational constant. By defining the lensing potential, a scaled












(∂11Ψ + ∂22Ψ) , γ1 =
1
2
(∂11Ψ− ∂22Ψ) , γ2 = ∂12Ψ, (3.5)
where the partial derivative is w.r.t. the angular position θ = θ1 + iθ2, ∂ij = ∂2/∂θi∂θj .
And the Jacobian matrix,
A =
 1− κ− γ1 −γ2
−γ2 1− κ+ γ1
 , (3.6)
describes the mapping from source (un-lensed) to lensed light distributionA = ∂θsource/∂θlensed.
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In reality, while κ is the most physical quantity (directly linked to the matter distribu-
tion) and is often modeled in theory and simulations, it can not be observed directly. The
only observable is the galaxy ellipticity e = e1 + ie2, which consists contributions from
the galaxy intrinsic ellipticity eintrinsic and the reduced shear g = γ/(1 + κ). In the weak
lensing limit (κ, γ1,2  1), e ≈ eintrinsic + γ. If we make the assumption that galaxy ellip-
ticities and orientations are intrinsically random, i.e. 〈eintrinsic〉 = 0, we can use the average
of measured ellipticity 〈e〉 as an estimator of γ. Next, we re-write relations in Eq. 3.5 in
















where the hat denotes the Fourier transformation and ` is the wavevector with components
(`1, `2). Applying an inverse Fourier transform, we can obtain the two-dimensional κ map
in real space.




dzW (z)δ(χ(z)θ, z) (3.8)
where δ is the density contrast δ = ρ/ρ̄ − 1, χ(z) is the comoving distance to redshift z,
and the kernel W (z) indicates the lensing strength at redshift z for sources with a redshift



















which peaks around mid-way between the source and observer. Ωm is the matter density at
z = 0,H is the Hubble parameter with a present day valueH0, and zs is the source redshift.
3.2 Weak lensing non-Gaussian statistics
Traditionally, lensing data are analyzed using two-point statistics, which contains all the
information in a Gaussian field and can be modeled (semi-)analytically. However, the
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Figure 3.3: Comparison of a convergence map (left, without galaxy noise) and a Gaussian random
field (right). Power spectra of these two maps are identical.
small-scale matter density fluctuations are strongly non-Gaussian due to nonlinear evolu-
tion in late times. Fig. 3.3 demonstrates this with a 12 deg2 convergence map from N-body
ray-tracing simulations (with sources distributed at a single redshift z = 1) and a Gaussian
random field of the same size, both with the same power spectrum. A larger number of high
value peaks are seen in the convergence map, indicating rich information beyond Gaussian
statistics.
Therefore, we need additional tools to utilize these non-Gaussian features which can be
highly sensitive to cosmology. Various groups have studied such “non-Gaussian statistics”,
and we review next some of the major results to-date.
3.2.1 Higher order moments
Higher-order moments [15; 16; 17; 18; 19] of the one-point probability distribution func-
tion of the convergence field can help break the degeneracy of cosmological and measure-
ment parameters. Using perturbative analysis, Ref. [15] found that the third-order moment
(skewness) S3 = 〈κ3〉/〈κ2〉2, smoothed at some scale θG, is proportional to Ω−0.8m z−1.35s ,
which has a different parameter dependence than the variance 〈κ2〉 ∝ P (k)Ω1.5m z1.5s , with
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P (k) being the WL power spectrum (S3 has a very weak dependence on P (k)). Ref. [20]
extended their analysis to the forth order (kurtosis) and found it also dependent on Ωm;
They found consistent results using both N-body simulations and the perturbation theory.
Similarly, Ref. [21] used the halo model to estimate the skewness and kurtosis, obtain-
ing good agreement with predictions from ray-tracing simulations, and found that shear
kurtosis mainly arises from massive halos of mass >∼10
14M.
Observationally, Ref. [22] first measured the skewness from the VIRMOS-DESCART
survey. Ref. [28] obtained cosmological constraints using the 3PCF of COSMOS data,
with results that are consistent with the WMAP best-fit cosmology. Ref. [23] measured
moments up to the fifth order from the 154 deg2 CFHTLenS survey. Also applying to the
CFHTLenS data, Ref. [24] used a set of third (〈κ3〉, 〈κ|∆κ|2〉, 〈κ2∆2κ〉) and forth (〈κ4〉,
〈κ2|∆κ|2〉, 〈κ3∆2κ〉, 〈|∆κ|2〉) order moments to obtain cosmological constraints on Ωm, w,
and σ8; Interestingly, they found that the largest constraint comes from moments involving
derivatives.
3.2.2 Three-point correlation function
A nonzero three-point correlation function (3PCF, [25; 19; 26]) is the result of nonlinearity
in WL fields. On small scales, the 3PCF is easier to measure than its Fourier transforma-
tion, the bispectrum (see the following subsection), as it does not require the modeling of
observational geometry and masking on large scales. Using the halo model, Ref. [25] com-
puted the WL 3PCF. They found that the 3PCF is sensitive to the halo profile of massive
halos.
Ref. [27; 22] first measured the 3PCF. Ref. [29] measured the third-order aperture mass
in CFHTLenS data, and found that their results can help improve Planck cosmology con-
straints by 26% (for a flat ΛCDM). They also pointed out that 3PCF suffer from two major
systematics, Intrinsic alignment and source-lens clustering at a much higher level than
second-order statistics.
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3.2.3 Bispectrum
Bispectrum is the Fourier transformation of the 3PCF. Theoretically, the bispectrum con-
tains the same information as the 3PCF. However, due to the limited survey size, compli-
cated mask patterns, and different computational strategy, the bispectrum can be considered
as a separate probe from the 3PCF.
Ref. [30] modeled the bispectrum contribution from both the primordial non-Gaussianity,
as well as that from gravitational clustering. To calculate the bispectrum, they used infor-
mation from different triangle configurations and all cross-spectra in redshift bins. They
found that the bispectrum contains similar amount of information as the power spectrum on
parameters such as ΩΛ, σ8, w0, and wa, and that the parameter accuracies are improved by
a factor of 3, if the power spectrum and the bispectrum are combined. Similar constraining
power has also been shown in work of Refs. [31; 32]. Though Ref. [32] noted that the bis-
pectrum must be computed using all triangle configurations, as equilateral triangles alone
do not provide useful information.
Ref. [33] looked into several systematics that may afflict the bispectrum measurements,
including the reduced shear, lens-lens coupling, and the Born correction. They found these
effects to be subdominant for surveys smaller than 400 deg2 in size, but must be corrected
for larger surveys.
3.2.4 Peak counts
Counting convergence peaks was first discussed in Refs. [34; 35] as a probe of non-Gaussian
information beyond second order statistics. Lensing peaks describe the distribution of lo-
cal maxima in a convergence map, as a function of peak height. It is a particularly sim-
ple statistic, forecasted to yield a factor of ∼ two improvement on cosmological parame-
ters when combined with second order statistics by several recent studies [36; 37; 38; 39;
40], and also found to be unusually robust to systematic errors from baryonic effects [40].
On a 12 deg2 simulated galaxy lensing convergence map, smoothed over 1 arcmin,
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Figure 3.4: Examples of peaks from N-body ray-tracing simulations, located at the center of each
5× 5 arcmin2 panel. Red (blue) represents higher (lower) convergence value. The left panel shows
a typical high peak with a relatively circular shape, the signature of one single massive halo origin.
However, most low peaks (other three panels) reside in complex regions where several peaks are
cluttered together, or filament-like structures are seen.
the number of high significance (> 3σ) peaks is ∼ 100. There are many more peaks
(& 2000) with low significance, and they contain most of the cosmological information.
Fig. 3.4 shows examples of high and low peaks from our N-body ray-tracing simulations.
To understand the origin of peaks, Ref. [41] traced each peak back into the simulation box,
and discovered that high peaks are normally linked to one single massive halo, while low
peaks are associated with several (typically 4–8) smaller halos within ≈ 1 arcmin of the
line-of-sight.
At present, (semi-)analytical predictions of peak counts for non-Gaussian fields are still
in early development. For example, Ref. [42] calculated the peak counts as a combination
of the halo mass function and the shape noise. Alternatively, Refs. [43; 44] draw halos
from the halo mass function, and scatter them randomly in a cubic space for ray-tracing,
and finally compute the peak counts from resulting convergence maps. The underlying as-
sumption in both pioneering methods is that the peaks are a manifestation of the halo mass
function, and hence would provide the same amount of information as the cluster count-
ing technique. However, it remains to be understood that whether peak counts contains
more information beyond the halo mass function, as neither of these two methods can yet
probe low convergence peaks. These peaks, as discussed earlier, are typically results of
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alignments of small halos, and hence may carry additional information from geometry.
The first cosmological constraints using peak counts are obtained as part of this thesis
work [45] using the CFHTLenS data. Soon after, Ref. [46] has also obtained similar con-
straints, but using weak lensing data from the CFHT Strip 82 survey. Recently, using the
Dark Energy Survey Science Verification data, Ref. [47] measured aperture mass peaks. All
results found similar constraining power between the peak counts and the power spectrum.
3.2.5 Minkowski Functionals
Minkowski Functionals (MFs) are topological statistics for a smoothed field characterized
by a certain threshold. Early study by Refs. [48] and [49] showed that MFs can im-
prove cosmological constraints on Ωm. And theoretical study using N-body simulations
by Refs. [50; 51] showed further the constraining power of MFs on Ωm, σ8, w, and As.
Observationally, Ref. [52] measured the MFs from the CFHTLenS survey, and obtained
cosmological constraints with the Fisher matrix formalism. Ref. [24] used the same dataset,
but improved the calculation by considering the nonlinear dependence of MFs on cosmo-
logical parameters. They found consistent results with that from the 2PCF.
In the past decade, many non-Gaussian statistics have been studied theoretically. More re-
cently, non-Gaussian statistical models have also been tested on weak lensing data. How-
ever, there is still a long way to go before we can fully trust the robustness of these models.
This requires thorough tests of relevant systematics with both simulations and data. These
systematics are not significant at the accuracy level of current data, but will become impor-
tant for next-generation surveys.
This thesis is organized as follow. Chapter 2 presents theoretical study of the impact
of magnification and size bias on the lensing power spectrum and peak counts. Chapter 3
turns into observation, where we apply our models to CFHTLenS power spectrum and peak
counts. In Chapter 4, we cross-correlate CMB lensing maps from Planck with CFHTLenS
galaxy maps, and test potential systematics. Among these systematics is the multiplicative
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bias in galaxy shear measurement, which we follow up and quantify in Chapter 5. Finally,
we conclude in Chapter 6.
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Chapter 4
Impact of magnification and size bias on
the weak lensing power spectrum and
peak statistics
4.1 Introduction
By measuring the distortions of background galaxy shapes by foreground masses (galaxies,
galaxy clusters, and large-scale structures), weak gravitational lensing (WL) surveys probe
the mass density fluctuations throughout the cosmic span (see recent reviews by [53; 54; 55;
13]). WL observations, in conjunction with cosmological simulations, can be used to place
precise constraints on cosmological parameters. Recent WL surveys, such as COSMOS
[8] and CFHTLenS [56], have measured the shear power spectrum and have already placed
useful constraints on Ωm (the matter density of the universe), σ8 (the amplitude of the
primordial power spectrum on a scale of 8h−1 comoving Mpc), and w (the dark energy
equation of state).
Because of the statistical nature of WL surveys, it is important to have an unbiased
sample of source galaxies, fairly sampling the foreground density fluctuations across the
sky. In this paper, we investigate possible sources of bias in flux-limited surveys, arising
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from a preferential selection of source galaxies in patches of the sky with high magni-
fication, as well as by the dilution in the source galaxy surface density in such regions
(known as magnification bias; hereafter MB). MB has been studied extensively in the past
for its impact on galaxy–quasar and galaxy–galaxy correlation functions in 2D [57; 58;
59; 60; 61; 62; 63; 64; 65], and in 3D [66; 67; 68], and on the statistics of the Lyman-
α forest [69]. An additional size bias (hereafter SB) can be present in surveys in which
the selection of the source galaxies depends on their angular sizes. If not accounted for,
these biases represent a systematic error for cosmological measurements. In the con-
text of WL, the impact of MB and SB have been studied for the power spectrum [70;
71] and for high peaks caused by individual NFW halos [72].
Ref. [70] has shown that ignoring MB and SB in the shear power spectrum can cause 2−
3σ deviations in cosmological parameter estimation for a DETF [73] Stage III experiment,
such as the Dark Energy Survey.1 Future WL surveys with larger sky coverage and/or
deeper observations, such as those by planned by the Large Synoptic Survey Telescope2
(LSST) and Euclid3, will have significantly better statistical sensitivity, and therefore can
be more severely impacted by these biases.
In this paper, we first show that MB is indeed significant for the power spectrum, ex-
tending earlier results [70] to explicitly compute the biases on cosmological parameters.
We then focus on the impact of MB on peak counts. Lensing peaks were first consid-
ered as a cosmological probe in early ray-tracing simulations a decade ago [35]. Peak
counts have received increasing attention in recent years [36; 74; 37; 41; 39; 50; 75; 40;
76] as a way to access cosmological information from the strong non-Gaussianities in
the lensing fields. In particular, these studies have shown that the number and height-
distribution of peaks have high cosmological sensitivity, and can improve cosmological
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Peak counts are a simple and robust statistic, defined by recording local maxima in a
2D shear or convergence (κ) map, smoothed by suitable filters. Ref. [41] investigated the
physical origin of the individual κ peaks, by tracing their contributing light rays back in
time across their N-body simulation boxes. They found that high peaks (with amplitudes
& 3.5σκ, where σκ is the r.m.s. of the convergence κ) are typically created by individual
massive halos. It has been shown that MB increases the signal-to-noise and therefore the
total number of such peaks [72]. By comparison, low peaks (∼ 1−2σκ) are typically caused
by a combination of (cosmology-independent) shape noise and a (cosmology-dependent)
constellation of 4–8 lower-mass halos. These halos have masses of a few ×1012 M, and
are offset by ∼arcmin from the line of sight to the center of the peak. The low peaks
are especially promising, as they carry the majority of cosmological information, and are
relatively insensitive to baryonic cooling that affect the halo cores [40]. We therefore extend
the earlier results of [72] for high peaks, where increases in both the peak heights and
number of high peaks were seen, to the low peaks, and to explicitly compute the biases on
cosmological parameters.
To study the impact of MB, we build a simple numerical model to derive cosmological
parameters (and their error bars) using either the power spectrum or peak counts mea-
sured in our simulations. We then apply magnification bias to a set of “true” convergence
maps (which faithfully represent the projected dark matter distribution in a fiducial flat
ΛCDM cosmology) to create mock “biased” maps, mimicking an observed dataset. For
each of these “biased” datasets, we find the best-fit set of the three cosmological parame-
ters (Ωm, w and σ8), using the “true” maps for the model fitting. Finally, we quantify the
difference between the inferred cosmology and the true fiducial cosmology, as a function
of the strength and sign of the magnification and size bias (determined by the slope of the
galaxy luminosity function and the galaxy size distribution).
The rest of this paper is organized as follows: in § 4.2, we introduce the formalism
of magnification bias, and discuss its principal ingredient, the galaxy luminosity function.
We then describe our computation methods in § 4.3, including the convergence maps cre-
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ated with our ray-tracing N-body simulations, computing the power spectra and the peak
distributions from these maps, determining the cosmology-dependence of these quantities,
and finally applying biases to the maps to create mock observations. We present our main
results in § 4.4, where we fit the mock data, and show that MB and SB will indeed al-
ter the derived cosmological parameters by many σ. Finally, in § 4.6, we summarize our
conclusions and the implications of this work.
4.2 Magnification Bias
Gravitational lensing causes a bias by modulating the apparent surface density of galaxies
on the sky, through two competing effects [77]. First, lensing can magnify (or demagnify)
individual source galaxies in the background, increasing (or decreasing) their total flux.
In a flux-limited WL surveys, some otherwise excluded faint galaxies can therefore make
it into (or drop out of) the sample because of this (de)magnification. Second, a similar
(de)magnification applies to the patch of the sky around the galaxy, geometrically diluting
(or enhancing) the apparent surface density of galaxies in this region. These two effects
counteract each other, and the net bias depends on the slope of the intrinsic (unlensed)
galaxy luminosity function at the survey flux limit. In addition to these effects, lensing can
increase (or decrease) the apparent angular size of spatially resolved individual galaxies. If
either the survey selection, or a derived statistic such as WL shear, depends on the apparent
size, then this can introduce an additional size bias.
4.2.1 Formalism
To quantify the effect of MB, we follow the discussion in Appendix A of [67]. Including
the effect of lensing on both the flux and on the geometrical surface density, we have the
relation
n(θ) = ng(θ) [1 + (5s− 2)κ(θ)] , (4.1)
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where n(θ) is the observed (lensed) galaxy number density at position θ, as viewed by
the observer, ng(θ) is the intrinsic (unlensed) galaxy number density, s is the slope of the
cumulative number counts evaluated at mlim, and κ(θ) is the convergence. This equation
assumes the weak lensing limit (κ 1), neglects the correspondingly small difference δθ
between lensed and unlensed directions on the sky, and also assumes that galaxy number
density fluctuations δng/ng on the angular scales of interest are small, as well. Under these
assumptions, the above equation is valid to first order in κ, δθ, and δng. Finally, if we







4.2.2 Galaxy Luminosity Functions and WL Surveys
The magnitude of MB depends on the galaxy luminosity function through the logarithmic
slope s. Observed luminosity functions are well described by a Schechter function [78],











where Φ(M)dM is the number density of galaxies with magnitude between M and M +
dM , Φ? is a characteristic number density (in Mpc−3), and M? is a characteristic magni-
tude. It consists of a power-law with index α at the faint end and a exponential cut-off at





Note that this equation holds at a given redshift. In Fig. 4.1, we show s calculated using
equation (4.2), as a function of cut-off magnitudes in the G, R, I and Z bands at redshifts
z = 0.5 and z = 1. In this calculation, we used the measurements of Φ?,M? and α by [79;
80], which are all redshift-dependent. 4
4Eq.1 in ref. [79] describes the redshift evolution of Φ?,M? and α. The parameters can be found in table
3 & 4 of ref. [79] for the G band, and in table 9 (“case 3”, with a constant α = −1.33) of ref. [80] for the R,
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Figure 4.1: The logarithmic slope s of the galaxy number counts as a function of cut-off magnitude
mlim at two different redshifts z = 0.5 (top) and z = 1 (bottom). Four different filters (G, R, I, Z)
are shown. WL surveys target a depth of mlim > 24 to achieve a sufficiently large galaxy number
density. As a result, the relevant range of s is 0.1 <∼s <∼0.6 (see Table 4.1).
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Table 4.1 lists the magnitude limits and the corresponding values of s for several current
and future WL surveys. We note that in order to measure the shape of the galaxies, it is
necessary to adopt a brighter magnitude than for the point sources. For surveys where the
magnitude limit was available only for point sources, we adopted a one magnitude brighter
value for mlim. For simplicity, for broad multi-band filters (R+I+Z), we have calculated s
using the central I band. Table 4.1 shows that surveys with mlim,I ≈ 24− 25 have s ≈ 0.2,
assuming a mean redshift z = 0.5. While the effect of MB almost disappears (s ≈ 0.4)
for galaxies at z = 1.0. Ref. [70] has shown that the z–dependence is much weaker than
the s–dependence. For LSST, we expect the effective galaxy number density after applying
lensing cuts to peak at a lower redshift (z = 0.5 − 0.8) than the raw sample (z >∼1.0).
To illustrate the effect of MB, we adopt s = 0.2 as our fiducial value, corresponding to
z = 0.5 for the conservative cut (see Figure 7 in ref. [81]). We will show in § 4.4 that MB
will significantly affect the power spectrum and the peak counts at this value.
4.2.3 Size Bias
If a survey has a cut in galaxy size r, in addition to a flux cut, then equation (4.1) is modified
to
n(θ) = ng(θ) [1 + (5s+ β − 2)κ(θ)] , (4.5)
where in the case of a sharp cut, the new term β is the logarithmic slope of the galaxy size
distribution,





This equation assumes that the size and flux cuts are independent, and also that the slopes s
and β only weakly depend on r and M . Under these simple assumptions, the effects of size
and magnification bias are equivalent, and only the combination (5s+ β) matters. A more
sophisticated treatment will eventually be necessary (and will depend on the details of the
I, Z bands.
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Magnitude limit s(z = 0.5) s(z = 1.0) ref
LSST I ≤ 24.8 0.19 0.38 [82]
Euclid R+I+Z ≤ 24.5 0.20 0.43 [83]
COSMOS I ≤ 25 0.19 0.35 [84]
CFHTLS I ≤ 24.7 0.19 0.39 [85]
DES I ≤ 24.3 0.21 0.46 [86]
DUNE R+I+Z ≤ 24.5 0.20 0.43 [87]
KiDS R ≤ 25.2 (*) 0.24 0.69 [88]
HSC I ≤ 26.2 (*) 0.18 0.32 [89]
Table 4.1: Magnitude limits and corresponding s (number count slope) at z = 0.5 and 1.0 for
current and future WL surveys. For surveys in which only the point source magnitude limit was
available (marked by a “*”), we reduced mlim by 1 magnitude to represent an extended source
magnitude cut. In the broad multi-band (R+I+Z), we calculated s for the central I band.
survey, including how galaxy sizes affect measurement errors). Here we simply note that
at the limiting magnitudes of mlim ≈ 24− 25, the observed angular size distribution has a
slope of β ∼ 3 [71]. Therefore the additional effect of size bias is equivalent to increasing
the value of s by 0.6, i.e. the relevant fiducial value for LSST with a flux + size cut is
changed from s ≈ 0.2 to s ≈ 0.8. This means that the sign of the effect changes when we




The N-body simulations and lensing maps were created with the Inspector Gadget lensing
simulation pipeline on the New York Blue IBM BlueGene supercomputer. The N-body
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σ8 w Ωm
Fiducial 0.798 -1.0 0.26
High-σ8 0.850 -1.0 0.26
Low-σ8 0.750 -1.0 0.26
High-w 0.798 -0.8 0.26
Low-w 0.798 -1.2 0.26
High-Ωm 0.798 -1.0 0.29
Low-Ωm 0.798 -1.0 0.23
Table 4.2: Cosmological parameters in each model. The universe is assumed to be spatially flat
(ΩΛ + Ωm = 1).
simulations are the same as the ones used in our earlier work [37; 41; 50; 40; 76]. We refer
readers to these papers for more detailed information. Here we briefly describe the basis of
the simulations and the parameters used.
This work uses in total 35 different N-body simulations, covering 7 different cosmolog-
ical models (1 fiducial cosmology plus 6 variations), each with 5 independent realizations
of the same input primordial power spectrum. We chose our fiducial cosmological model
to be Ωm = 0.26, w = −1.0, Hubble constant H0 = 0.72, with a primordial matter power
spectrum with σ8 = 0.798 and a spectral index of ns = 0.96, using the best fit values
from the seven-year results by the WMAP satellite [90]. We vary each of the 3 parameters
(Ωm, w and σ8) one at a time (a higher value and a lower value than in the fiducial model),
while keeping the other 2 parameters at the fiducial values. The 6 non-fiducial models have
values of Ωm = {0.23, 0.29} (while ΩΛ = {0.77, 0.71} to keep a spatially flat universe),
w = {−1.2,−0.8} and σ8 = {0.75, 0.85}. The combinations are listed in Table 4.2.
The N-body simulations were generated using a modified version of the Gadget-2
code5, and they consist of dark matter only. Each run has a box size of 240h−1 comoving
5http://www.mpa-garching.mpg.de/gadget/
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Mpc, containing 5123 particles. This corresponds to a mass resolution of 7.4× 109h−1M.
The initial (linear) total matter power spectrum was computed with the Einstein-Boltzmann
code CAMB6 [91] at z = 0 and scaled back to z = 100, which is the starting point of our
simulations. The power spectrum was then fed into N-GenIC, the initial condition genera-
tor associated with Gadget2.
4.3.0.2 Ray-Tracing and Lensing Maps
To construct convergence maps, we perform ray-tracing. First, we output 3D boxes at
redshifts corresponding to every ∼ 80 Mpc (comoving). We then divide the 3D box into
many parallel pieces and project each slice onto a 2D plane perpendicular to the observer’s
line of sight, using the the triangular shaped cloud (TSC) scheme [92]. In the next step, we
convert the surface density to gravitational potential at each plane using Poisson’s equation.
Each 2D plane has a resolution of 4096×4096 pixels. We then follow 2048×2048 light rays
from z = 0, traveling backward through the projection planes. The deflection angle and
WL convergence and shear are calculated at each plane for each light ray. These depend
on the first and second derivatives of the gravitational potential, respectively. Between
the planes, the light rays travel in straight lines. Finally, for each of the 7 cosmological
models, we create 1,000 convergence maps of 12 deg2 each in size. This is done by mixing
simulations of different realizations, and randomly rotating and shifting the simulation data
cubes.
We add galaxy ellipticity noise to our maps, due to variations in the intrinsic shapes of
galaxies, and their random orientations on the sky. This shape noise is added to the raw
convergence maps using a redshift-dependent expression for the noise in one component of
the shear [93]:
σλ(z) = 0.15 + 0.035z. (4.7)
For each pixel, we add κnoise drawn from a random Gaussian distribution centered at zero
6http://camb.info/
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where ngal is the number of galaxies per arcmin2, and ∆Ω is the solid angle of a pixel in
units of arcmin−2. In the case of LSST, we expect ngal ∼ 30 arcmin2[81] for galaxies that
are usable for shape measurements, and it follows that σnoise = 0.33. This is much larger
than the WL signal, whose r.m.s. value (at z = 1) for noise-free maps is σκ = 0.02. To












where κG is the smoothed κ value at pixel θ0 andWG is the Gaussian kernel with a smooth-
ing scale θG = 1/
√
2 arcmin.7 The choice of smoothing scale has a known effect on the
total peak counts and the shape of the peak distribution. Increasing the smoothing scale
generally reduces the total number of peaks and increases the width of the distribution. It
has been shown that smaller smoothing scales (∼ 1/
√
2 arcmin) generally give better con-
straints, and also that combining a few different scales can further improve the errors [50;
39]. Finding the range of optimal smoothing scales and filter shapes will have to be done
specifically for each survey with different characteristics. In this paper, we continue to use
the single smoothing scale θG = 1/
√
2 arcmin for simplicity, and to facilitate comparison
with previous works.
For simplicity, we use only convergence maps for source galaxies at the single redshift
z = 1, as the z–dependence of MB has shown to be weak [70]. Future work should employ
tomography with multiple redshifts, and fold into the analysis the actual z–distribution of
the source galaxies. In total, we have 7,000 convergence maps; we call these the “true”






) was adopted. When using the more commonly used definition WG (eq. 5.5), our smooth-
ing scale of θG = 1/
√
2 arcmin is equivalent to their θG = 1 arcmin.
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maps, since they do not include any magnification bias. We use this set of maps to pre-
dict the cosmology-dependent observables (power spectra or peak counts), which will be
described in detail in § 4.3.0.5.
4.3.0.3 Power Spectra and Peak Counts
The power spectrum is the most widely used statistic in current WL surveys, and has al-
ready been shown to be affected significantly by MB [70]. We revisit the impact of MB
on the power spectrum in order to cross-check our simulation results, and to explicitly
compute the resulting biases on the cosmological parameters.
We first compute the power spectra for spherical harmonic index ` in the range 100 <
` < 100, 000, with 1000 equally spaced (linear) bins. This covers the range of angles from
our pixel size (∼ 6 arcsec) to the linear size of our maps (∼ 3.5 deg). In our previous
work [37; 50] we compared our numerical power spectrum with the semi-analytical power
spectrum obtained using the Limber approximation [95] and integrating the nonlinear 3D
matter power spectrum along the line of sight [96]. Our power spectrum loses power on
large scales below ` ∼ 400 due to our finite box size, and on small scales above ` ∼ 20, 000
due to spatial resolution; there is excellent agreement with the semi-analytic predictions
between these scales.
Peak counting is done by simply scanning through the pixels on a convergence map,
and identifying local maxima (i.e. pixels with a higher value of κ than its surrounding 8
pixels). We then record the number of peaks as a function of their central κ value.
4.3.0.4 Applying Bias to the Convergence Maps
On each of the 1000 maps in our fiducial cosmology, we apply different levels of MB,
ranging from s = −0.5 to 1.0, with a step size ∆s = 0.01. To do this, on each fiducial
map, we take into account the (5s− 2)κ factor in eq. (4.1) and add κnoise when smoothing
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the map. Eq. (4.9) becomes (with θ dependence suppressed for κ and κnoise):
κG =
∫
d2θWG [(1 + (5s− 2)κ)κ+ κnoise]∫
d2θWG [1 + (5s− 2)κ]
. (4.11)
This is the smoothed κ at each pixel, weighted by the galaxy number densities modified
by MB. Note that we assume the intrinsic (unlensed) galaxy number density to be a constant
- this ignores the effects of shot noise arising from a discrete sampling of the κ field by a
finite number of galaxies, as well as the clustering of galaxies. Other than applying MB, the
same procedures are then followed to add noise, smooth the maps, count peaks, or compute
power spectra, on the “bias” maps, as for the “true” maps.
4.3.0.5 Predictions in Other Cosmologies
In this subsection, we describe how we interpolate (and extrapolate) the peak counts and
power spectra for other cosmologies, using our set of simulations in the 7 different cos-
mologies listed in Table 4.2.
First, for individual convergence maps, we histogram the κ peaks into 200 equally
spaced bins ranging from κ = −0.02 to 0.19 (this choice for the number of bins will be
justified in § 4.5(vii) below). We then calculate the mean peak distribution (average of the
1,000 maps) in each of the 7 cosmology models. To predict the peak distribution for an
arbitrary combination of cosmological parameters, we treat each κ bin individually, and
use a Taylor expansion:














Here Ni denotes the total number of peaks in the ith bin (i=1, 2...200), averaged over 1000
maps. ∆Ωm,∆w and ∆σ8 are the differences of the desired parameters (Ωm, w, σ8) from
the fiducial parameters (Ω∗m, w
∗, σ∗8).
The same method was followed for the power spectrum, by simply replacing the peak
counts Ni with Pi = P (`i), the total power in the ith ` bin.
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In the body of our paper below, we chose to use the fiducial and the “high” models as
defined in Table 4.2, to compute the cosmology derivatives in equation (4.12) by a simple
finite difference. We call these “forward derivatives”. Given that we also have “low” mod-
els for each parameter, ideally we could use all three models to refine these predictions,
either by including second-order terms in the Taylor expansion, or using two-sided linear
derivatives. In practice, we chose to avoid a second–order expansion, in order to be able
to perform an analytical χ2 minimization (see next subsection). We have attempted to use
a two-sided derivative, but have found that this caused numerical problems (the disconti-
nuity in the derivative can cause the fitting procedure, described below, to become stuck).
We therefore use the forward derivatives in the bulk of this paper. We will discuss the
differences in our results if we use “backward derivatives” instead in § 4.5.
4.3.0.6 Finding the Best-Fit Cosmology
To fit a cosmology to one of our biased maps (or more generally to an arbitrary peak count
distribution), we minimize a χ2, defined as
χ2(Ωm, w, σ8) = ∆NiC
−1
ij ∆Nj. (4.13)
Here ∆Ni = N ′i −Ni(Ωm, w, σ8) is the difference between the peak distribution in a given
single map (N ′i) and the model (Ni) in the i
th bin, and C−1ij is the unbiased estimator of the
inverse covariance matrix [97; 98]. Summation is implied over repeated indices i, j. We
make the simple assumption that the peak counts depend linearly on the three parameters.








i −Ni(Ω?m, w?, σ?8), (4.15)
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where pα = (Ωm, w, σ8) is a three-component vector and α = 1, 2, 3 denotes one of the
three parameters, we can rewrite
∆Ni = Yi −Xiαdpα (4.16)
χ2 = (Yi −Xiαdpα)C−1ij (Yj −Xjβdpβ) (4.17)
Setting dχ2/d(dpα) = 0, we obtain
XiαC
−1
ij (Yj −Xjβdpβ) +
(Yi −Xiβdpβ)C−1ij Xjα = 0 (4.18)
which is symmetric in i and j, and hence the two terms can be written combined as
XiαC
−1
ij (Yj −Xjβdpβ) = 0 (4.19)







To check these analytical calculations and to eliminate potential numerical errors from
matrix inversion, we also directly minimized eq. (4.13) using the numerical scipy routine
“optimize.minimize”.8 These numerically identified best-fits were nearly indistinguishable
from the analytical calculations above. For convenience and to keep computational costs
to a minimum, we used the analytic approach in our main calculations.
The same fitting procedure was performed using the power spectrum, by simply replac-
ing the peak count Ni with the power spectrum Pi = P (`i) in the above equations. In the
case of the power spectrum model (as for the peaks), we used the covariance matrix de-
rived using noisy maps, to include the higher power at small ` induced by the galaxy shape
noise. However, to measure the power spectrum derivatives with respect to cosmological
parameters, we computed dP using the noiseless maps directly (since noise adds linearly).
We choose to use the noisy maps directly, but only with 100 < ` < 20, 000, as cutting
8http://scipy.org/
CHAPTER 4. IMPACT OF MAGNIFICATION AND SIZE BIAS ON THE WEAK
LENSING POWER SPECTRUM AND PEAK STATISTICS 28
off at ` = 20, 000 (corresponding to ∼ 1 arcmin) is equivalent to smoothing but has the
advantage of faster computation.
The above procedure, applied to each of the 1,000 individual “bias” maps, returns a set
of 1,000 best-fit parameters for each specific value of s. We then use the distribution of
these best-fits to find the average bias in the cosmology parameters (corresponding to the
mean best fit), confidence levels, and the goodness-of-fit values.
4.4 Results
4.4.1 Power Spectrum
The impact of MB on the power spectrum is illustrated in Fig. 4.2. The levels of bias we
chose to show are s = 0.2, 0.4 and 0.8. The value s = 0.2 is close to that expected in
LSST; s = 0.4 is the special case when MB effect disappears completely (q ≡ 5s−2 = 0);
and s = 0.8 corresponds to q = 1 in [70], close to the value expected in the presence of
an additional size bias. For comparison, we also show the impact on P (`) of varying each
cosmological parameter.
For s ≈ 0.2, the observations suffer a negative bias magnitude of q = −1.0. In this
case, the effect of diluting a patch of sky wins over the number density increase due to
magnification. At all ` bins, the power is reduced, as the result of the decreasing κ fluctu-
ations. For s = 0.4, we have q = 0 and expect the MB effect to be absent. This is verified
by the lack of any difference between the power spectrum in the s = 0.4 and the fiducial
(unbiased) models, and merely serves as a test of our numerical code. For s = 0.8, the
power is increased on all scales; this behavior has the opposite sign of the s = 0.2 case,
and is consistent with the expectations from q = 5s − 2 = 2 > 0. For cross-check, we
calculate ∆P/P for s = 0.8 using shear maps. Our results (Fig. 4.3) are very close to
the ones obtained by ref. [70] (their Fig. 1) in the range 1, 000 < ` < 10, 000 (note that
our s = 0.8 case is equivalent to their q = 1 case, as they also included the reduced shear
correction). However, we noticed that the amplitude of ∆P/P is 10 times smaller than if
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Figure 4.2: Changes in the convergence power spectrum caused by magnification bias, as well
as by varying individual cosmological parameters. Three levels of bias on the fiducial model are
shown with s = 0.2, 0.4 and 0.8. From top to bottom, besides the fiducial model, we also show
changes due to variations in Ωm(top left), w (top right) and σ8 (bottom). Error bars are for a 12
deg2 sky; we expect them to decrease by a factor of ∼ 40 after scaling the results to LSST’s 20,000
deg2 survey. The black dotted line is the galaxy noise for ngal = 30 arcmin−2.
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Figure 4.3: Fractional difference of shear power due to bias (s = 0.8). The slope and values of
this curve are very close to the ones obtained by Schmidt et al. (2009) (their Fig. 1) in the range
1, 000 < ` < 10, 000. Our s = 0.8 case is equivalent to their q = 1 case, as they also included the
reduced shear correction.
we use convergence maps (as in this work).
4.4.2 Peak Counts
Fig. 4.4 shows the impact of MB on peak counts. For the pure MB case of s = 0.2,
the height of any positive κ peak is reduced due to the negative overall bias. The case
s = 0.4 continues to show no effect from MB. Finally, for the MB + SB case of s = 0.8
(or q = 5s− 2 = 2), all κ peaks are boosted to a higher value, and consequently the whole
distribution is shifted toward the right. The peak counts change in a direction opposite to
the s = 0.2 case, and with a larger amplitude, as expected. We note that for this large
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Figure 4.4: Peak count changes due to varying levels of magnification bias, as well as due to varying
cosmological parameters. Three levels of bias on the fiducial model are shown with s = 0.2, 0.4
and 0.8. As in Fig. 4.2, we also show changes due to variations in Ωm, w, and σ8. The number in
brackets is the total number of peaks. One error bar is shown to represent a typical error size for
12 deg2 sky; we expect this to decrease by a factor of ∼ 40 after scaling to an LSST-like survey.
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Figure 4.5: An example of a high peak (central pixel of the true map at left panel) for s = 1.5.
Most high peaks are characterized by their relatively round shape, due to one single massive halo.
After a positive magnification bias is applied to the map (right panel), the peak remains, and with a
higher κ value.
positive bias, the abundance of the >∼3σ (or κ >∼0.06) peaks increases (as discussed in
ref. [72]), but the number of the low peaks is reduced.
A positive MB effect (s > 0.4) also reduces the total number of peaks (the number
in brackets in Fig. 4.4). By directly comparing an example of the “bias” maps against its
original “true” version, we found that out of the ∼ 3600 peaks in total, ∼ 120 peaks disap-
peared after MB, while only ∼ 60 new peaks were created. By visual examination of the
maps, we found that peak disappearance and creation tends to happen in complex regions,
where many peaks are interconnected through filament-like structures. As an illustration
of this, in Fig. 4.5 we show a typical “high” peak. The shape of this peak is fairly round,
likely due to one single massive halo. High peaks like this normally remain a peak after
MB. In contrast, Fig. 4.6 shows a typical low peak that disappears after MB is applied.
The original low peak merges into the neighboring, somewhat higher-amplitude peak at the
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Figure 4.6: An example of a typical low peak (central pixel of the true map at left panel) that
disappears when a positive magnification bias is applied with s = 1.5. Such peaks are normally
found to be adjacent to another peak with a somewhat higher height, or between multiple higher
peaks. After magnification bias (right panel), this particular low peak merges, through a “ridge”,
with its neighboring peak.
CHAPTER 4. IMPACT OF MAGNIFICATION AND SIZE BIAS ON THE WEAK
LENSING POWER SPECTRUM AND PEAK STATISTICS 34











All pixels (selected sample)
Peaks in true map
Remaining peaks
Figure 4.7: Comparison of κtrue and κbias on a pixel-by-pixel basis in the s = 1.5 case. A random
subset (10,000 pixels) of all 2048 × 2048 pixels (red dots), pixels that are peaks in “true” maps
(green dots) and the pixels that remain peaks in the “bias” maps (yellow dots) are shown. Most
positive pixels are boosted to a higher value. The true peaks that remain peaks in the biased map
tend to have smaller increases in κ than a random pixel. This can be attributed to the fact that most
such “survivor” peaks are more dominant – i.e. stand out more in their local environment within a
smoothing scale.
lower left corner – this can be attributed to the lensing bias creating a “ridge” between the
two original peaks. The opposite phenomenon happens when the overall MB is negative
(s < 0.4), where we see an increase in total number of peaks, due to the bias “destroying”
ridges and causing a net increase in the number of low peaks.
We have found that MB results in a monotonic increase or decrease for all κ peaks
before smoothing, depending on the sign of 5s − 2. Fig. 4.7 shows the change in κ values
for all individual pixels, as well as for the peaks, for the s = 1.5 case. The peaks that
survived the MB (the pixels that are peaks in both “true” and “bias” maps) tend to have a
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smaller increase in their κ value than other random pixels. We speculate that these are the
local dominating peaks that could not gain a higher value due to the lack of higher peaks
around them. Interestingly, Fig. 4.7 also show a clear cutoff at κ . −0.03 below which no
peaks are seen.9
Fig. 4.4 shows that the changes caused by variations in cosmological parameters tend
to be more symmetric in the two wings of the peak distribution. For example, at w =
−0.8, we see fewer high–κ peaks, as well as fewer low–κ peaks. This shows that no
single cosmological parameter can mimic the changes caused by MB – however, a linear
combination of the three parameters may still resemble such change and can be degenerate
with the effects of MB (as we will see below).
Examining the changes due to Ωm and σ8, we see a clear degeneracy between these two
parameters. This previously known issue (e.g. [100; 101; 37; 36]) is similar to that from
cluster counts – both Ωm and σ8 can change the number of massive halos; therefore, we can
obtain the same number of massive halos (hence the same peak distribution) for a higher
value of σ8, as long as we decrease Ωm. A product of the two parameters in the form of
Ωmσ
γ
8 is much more tightly constrained by a fixed number of halos. The value of γ depends
on the relevant mass scale being measured, and varies from 0.3 to 0.6 [100; 102; 103; 104;
56]. From our error ellipse, we found γ = 0.62 for the power spectrum and γ = 0.48
for peak counts, by minimizing ∆σ8/σ8 + γ∆Ωm/Ωm for the 1,000 fitted fiducial maps
(∆σ8 and ∆Ωm are the differences between the fitted values for an individual map and the
fiducial parameters).
4.4.3 Cosmological Parameters
We are now ready to show that without taking into account the effect of magnification bias,
WL surveys can deliver cosmological parameters that are biased from the true values by
many times their statistical error σ – for both the power spectrum and peak counts.
9This κmin could potentially be a cosmological probe, in analogy with the cosmology-dependent mini-
mum in the probability distribution of κ in random directions on the sky [99].
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Figure 4.8: The biases in cosmological parameters inferred from the power spectrum, in units of
their standard deviation (σw = 0.016, σ(σ8Ω0.62m ) = 0.0007). The shaded regions indicate values of
s where the cosmology bias is within 1, 2, and 3σ (dark to light) for ngal = 30 arcmin−2 (LSST’s
expected galaxy surface density). In the case of pure MB (s = 0.2) and MB + SB (s = 0.8) for
LSST, w is biased by 0.9σ and −6.1σ, respectively. The best-constrained combination of σ8Ω0.62m
is biased by more than 20σ in both cases. The error-bar σ has been scaled from our simulation (12
deg2) to LSST’s planned sky coverage of 20,000 deg2.
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Figure 4.9: The biases in cosmological parameters inferred from the peak counts, in units of their
standard deviation (σw = 0.006, σ(σ8Ω0.48m ) = 0.0004). The shaded regions indicate values of s
where the cosmology bias is within 1, 2, and 3σ (dark to light) for ngal = 30 arcmin−2 (LSST’s
expected galaxy surface density). w is biased by −3.1σ (s = 0.2) and 8.7σ (s = 0.8), and the
combination σ8Ω0.48m by−3.0σ (s = 0.2) and 4.7σ (s = 0.8). The error-bar σ has been scaled from
our simulation (12 deg2) to LSST’s planned sky coverage of 20,000 deg2.
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Figure 4.10: Error ellipses for the fiducial (unbiased) maps and in the case of magnification bias
with s = 0.2 and 0.8, for both the power spectrum (using 100 < ` < 20, 000) and the peak counts
(with 200 convergence bins and smoothing scale 1/
√
2 arcmin). Error ellipses contain 68% of the
best-fits, and have been scaled to LSST’s sky coverage of 20,000 deg2.
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Fig. 4.8 shows the average deviation of fitted parameters using the power spectrum, in
units of their standard deviation (σw = 0.016, σ(σ8Ω0.62m ) = 0.0007). We have computed this
cosmology bias for the range of −0.5 ≤ s ≤ 1.0. The standard deviation is calculated over
the 1,000 fiducial maps. Each fitted parameter is marginalized over the other parameters,
and scaled from our simulation (12 deg2) to LSST’s planned sky coverage of 20,000 deg2.
The shaded region indicates the values of s where the deviation of the derived parameter is
within 1σ, 2σ and 3σ (dark to light), for galaxy density ngal = 30 arcmin−2. For s = 0.2,
∆w/σw = 0.9 (although interestingly, as shown in the figure, the bias is not monotonic
in s) and ∆(σ8Ω0.62m )/σ(σ8Ω0.62m ) = −25.0 at 1σ. We choose to plot σ8Ω
0.62
m instead of σ8
and Ωm individually, because the former is much more tightly constrained, as discussed in
§ 4.4.2.
In Fig. 4.9, we show the deviations of cosmological parameters inferred from the peak
counts (σw = 0.006, σ(σ8Ω0.48m ) = 0.0004). For s = 0.2, we find ∆w/σw = −3.1, ∼ 3 times
larger in magnitude than from the power spectrum; ∆(σ8Ω0.48m )/σ(σ8Ω0.48m ) = −3.0 at 1σ,
which, on the other hand, is much lower than from the power spectrum. For s = 0.8, we
see deviations at similar magnitude but in opposite directions to the s = 0.2 case, for both
the power spectrum and peak counts.
The biases are again shown in two dimensions in Fig. 4.10, where the Monte Carlo
error ellipses, enclosing 68% of the best-fits, are explicitly shown for the fiducial unbiased
maps and biased maps (s = 0.2, 0.8). In conclusion, WL observations in a survey as
large as LSST will need to take MB into account, by including it in the modeling when
fitting the observations. Combining information from both the power spectrum and the
peak counts will be useful, as these two observables are impacted by MB in different ways,
and their combination can help mitigate the biases. The value of s (or other parameters
describing higher-order lensing corrections) could be potentially additional parameters in
a fitting procedure, simultaneously with the cosmological parameters. We expect that MB
has a smaller impact on the current surveys, mainly due to their smaller sky coverage (e.g.
COSMOS: ≈2 deg2, CFHTLenS: 150 deg2). After scaling σ by their sky coverage, we
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found the deviations to be of order ∼ 0.01σ for COSMOS, and ∼ 0.1σ for CFHTLenS.
The observed galaxy number density will also affect the level of MB. In Figures 4.8
and 4.9, we also show the parameter biases for ngal = 15 and 45 arcmin−2. For the power
spectrum, the slope near s = 0.4 tends to be steeper for larger ngal. This means deeper sur-
veys with higher galaxy number densities (hence smaller galaxy noise) are more sensitive
to MB when galaxy noise (eq. 4.8) is smaller. For peak counts, MB impacts the derived
σ8Ω
0.48
m for shallower surveys (ngal = 15 arcmin) in opposite direction to surveys with
higher number density.
4.5 Discussion
In this work, we made several assumptions and simplifications, which we must highlight
here:
(i) We assumed the number of peaks and the power spectrum depends linearly on cos-
mology. For example, in our analysis, we used “forward” derivatives for dN̄/dp, built with
the fiducial and the three “high” cosmologies from Table 4.2 for a finite difference. We can
also use the three “low” cosmologies to obtain “backward” finite-difference derivatives.
When we do so, we find the resulting deviations to have similar magnitude (Table 4.3) to
the ones from “forward” derivatives, except for a significantly lower value for ∆σ8Ω0.48m for
peak counts.
We also attempted to use a spline interpolation, using all three data-points for each pa-
rameter to describe the cosmology-dependence. This enables us to utilize all 7 cosmologies
simultaneously, but we lose the advantage of the analytical method to obtain the best-fits
(eq. 4.20). We used the numerical method to find the best-fits with spline interpolation, and
found mean biases similar to those from linear interpolations. However, the error ellipses
from spline interpolation were considerably smaller, and suspiciously coincident with our
simulated range of model parameters. This is likely due to the spline tails that curve dra-
matically outside our parameter region, and hence artificially force the fit to stay within our
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s = 0.2 s = 0.8
power spectrum forward backward forward backward
∆Ωm/σΩm -21.0 -23.2 61.6 67.0
∆w/σw 0.9 0.4 -6.1 -4.1
∆σ8/σσ8 7.6 8.6 -28.3 -30.9
∆(σ8Ω
0.62
m )/σ(σ8Ω0.62m ) -25.0 -27.3 36.0 37.4
peak counts forward backward forward backward
∆Ωm/σΩm 1.4 1.5 -2.9 -3.2
∆w/σw -3.1 -4.4 8.7 4.5
∆σ8/σσ8 -2.6 -2.7 4.8 3.1
∆(σ8Ω
0.48
m )/σ(σ8Ω0.48m ) -3.0 -3.1 4.7 0.2
Table 4.3: Deviations of cosmological parameters evaluated at s = 0.2 (MB only) and s = 0.8
(MB + SB). Results from “forward” and “backward” derivatives are compared side-by-side.
simulated range of model parameters for each map. To solve this issue, we will need to have
a larger grid of simulation parameters, which will also help us understand the dependence
of peak counts on cosmology more accurately.
(ii) We used convergence maps only at a single redshift. This is motivated by the fact
that the effect of MB depends weakly on z. At low redshift, s is mainly dependent on the
slope of this power-law tail, and MB will have similar level of impact for all galaxies. For
galaxies at higher redshift, mlim, when redshifted to the rest frame of the galaxy, moves
closer to the exponential part of the luminosity function, so we expect s to increase to a
larger value. A redshift-dependent correction to MB that folds in the correct z-distribution
of high-z galaxies will eventually be necessary.
(iii) We ignored all instrumental and measurement errors. In reality, the point spread
function (PSF) deconvolution and the measurement of galaxy shapes accurately is a difficult
task, and has received thorough discussions (e.g.[105; 106]). Ref. [76] used simulated
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shear maps with realistic galaxy properties and has taken into account distortions from
both the atmosphere and optical errors expected for LSST. They have shown that, though
peak significance is reduced, the addition of these errors does not significantly degrade
the cosmological constraints, compared to considering shape noise only. While our basic
conclusion, that MB is significant, likely remains valid in the presence of such errors, the
detailed modeling of MB will need to incorporate these additional sources of error.
(iv) In this paper, we choose to work with convergence maps, as they are computa-
tionally simpler. Using galaxies with sizes larger than the PSF, the convergence field can
potentially be inferred by combining galaxy size and flux measurements, as lensing modi-
fies these two quantities by different factors of 1 + κ and 1 + 2κ, respectively, in the weak
lensing limit [107; 108; 109; 110]. In current practice, reduced shear maps are obtained by
measuring the shapes of individual galaxies. The observer can deduce the aperture mass
(Map), a smoothed form of convergence, by applying a convolution over tangential com-
ponents of shear [111]. Ref. [75] has shown that both shear and convergence statistics give
similar constraints when compared at the same scale, but once again, the impact of lensing
bias should be modeled directly on the shear field.
(v) Although WL surveys may implement a sharp flux cut, the size bias is likely to be
more complicated, with an effective weighting on galaxies that depends monotonically on
their size, but in a gradual fashion, rather than a step function. In the idealized case of a
sharp size cut, our analysis remains applicable, with a suitable re-interpretation of 5s as a
stand-in for 5s+β, where β is the logarithmic slope of the size distribution (at the size cut).
In this simplified case, the bias induced by the size cut is likely larger than the one induced
by the flux cut. For example, [71] showed that, for a survey with magnitude cut iAB = 24
and size cut r = 1.2”, the impact of MB becomes positive and q = 5s + β − 2 ∼ 1 − 2,
which is equivalent to our cases with s = 0.6 − 0.8. From Fig. 4.10, we see the derived
parameters remain many σ away from the true parameters, but in the opposite direction.
This demonstrates that size cut is likely to be important, and also that it is necessary in
future work to investigate the effects of size bias in more detail.
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(vi) We have tested the impact of MB on three parameters, Ωm, w and σ8. When
additional cosmological parameters are considered (e.g. Ωb, H0, ns, wa), the impact of
MB may be more severe, since a combination involving the new parameters could mimic
the MB better. In order to test this, we need to run more N-body simulations with other
parameters varying to build a more complete cosmological model.
(vii) Optimizing the number of bins has not been the focus of this work. However,
the choice of the number of bins has an effect on the error sizes. As shown in Fig. 4.11,
for peak counts, the values of derived parameters and marginalized errors only converge at
>∼150 bins. Once the number of bins exceeds this value, we see a roughly constant plateau
extending to >∼500 bins (beyond which the results become unreliable, due to having too
few realizations of maps and the sample covariance matrix becoming singular near 1000
bins). Therefore, we chose to use 200 bins in this work.
4.6 Summary
In this paper, we have studied the effect of magnification bias on peak statistics, using con-
vergence maps from ray-tracing N-body simulations. Using maps in a suite of simulations,
we can predict the convergence power spectrum or peak count distribution as a function
of Ωm, w, and σ8. Using this tool, we found the biases in cosmological parameters, when
convergence maps in the fiducial cosmology, modified by magnification bias, were used to
find the best-fit cosmology, without taking MB into account in the fits.
Near the flux limit of future WL survey, such as LSST, the galaxy number counts have
a logarithmic slope of s ≈ 0.2. This causes a bias in the inferred value of w by 0.9σ and
of σ8Ω0.62m by −25.0σ when using the power spectrum, and by −3.1σ for w and −3.1σ
for σ8Ω0.48m when using peak counts. These results are scaled to WL observations expected
from LSST. However, for recent surveys, such as COSMOS and CFHTLenS, the devia-
tions are generally negligible (∼ 0.01σ and ∼ 0.1σ, respectively), due to their smaller sky
coverage.
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Figure 4.11: The derived cosmological parameters and marginalized error for each parameter as
a function of the number of bins, using peak counts. The error sizes have been scaled to LSST’s sky
coverage of 20,000 deg2. The error sizes tend to decrease with larger number of bins. The results
for >∼500 bins are unreliable due to the limited number of realizations in our simulation suite.
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We conclude that it is necessary that cosmological simulations consider MB effects,
when they are used to match observations. We have found that w inferred from the power
spectrum is less impacted by MB, but peak count is a less biased method to infer σ8Ωγm.
Future work on magnification biases should incorporate the many improvements we have
emphasized that are necessary, including (i) the redshift-dependence of the bias, (ii) the
impact on shear maps with realistic measurement errors and the peak statistics derived
from these maps, (iii) more complex biases induced by the size-dependent measurement
errors cut on galaxies, and (iv) additionally, the potential of using magnification bias and
size bias as a signal to tighten the constraints on convergence field [107; 108; 109; 110].
Our results suggest that lensing biases can be mitigated by combining the power spectrum
and the peak counts, which produce biases in very different directions in cosmological
parameter space.
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Chapter 5
Cosmology constraints from the weak
lensing peak counts and the power
spectrum in CFHTLenS data
5.1 Introduction
Weak gravitational lensing (WL) is one of the most promising techniques to probe dark
energy (DE) with improved precision in the future (see recent reviews by [53; 54; 55; 13;
112]). By statistically measuring the distortions in the shapes of background galaxies, the
matter density fluctuations at different redshifts can be mapped, yielding constraints on
the parameters of the background cosmological model. Pioneering WL surveys, such as
the Cosmic Evolution Survey (COSMOS, [8]) and the Canada-France-Hawaii Telescope
Lensing Survey (CFHTLenS, [85; 56]) have recently successfully demonstrated the utility
of this technique, yielding constraints on the matter density Ωm and fluctuation amplitude
σ8 comparable with other existing methods, even with relatively small sky coverage (∼ 1
and 154 deg2, respectively).
In this paper, we use the publicly available CFHTLenS data on ≈ 4.2 million galax-
ies, combined with a suite of ray-tracing simulations in 91 different cosmological models,
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to constrain the cosmological parameters, Ωm, σ8, and the DE equation of state w. Tra-
ditionally, WL data is analyzed using the two-point correlation function (2PCF), or its
Fourier-space counterpart, the power spectrum. However, these statistics can not fully
characterize the weak lensing shear field on small ( <∼ arcmin) angular scales, where it
is sensitive to matter density fluctuations in the nonlinear regime, and is strongly non-
Gaussian. Various non-Gaussian statistics (e.g. higher moments [15; 16; 17; 21; 18;
19], three-point functions [25; 26], bispectra [30; 33; 31; 32], peak counts [113; 114; 74;
41; 115], or Minkowski functionals [50; 116]) have been proposed in the past, and shown
to improve cosmological constraints from WL surveys.
In this work, we focus on peak statistics, which describe the distribution of local max-
ima in a convergence map, as a function of peak height. It is a particularly simple statistic,
forecasted to yield a factor of ∼ 2 improvement on cosmological parameters when com-
bined with two-point statistics by several recent studies [36; 37; 38; 39; 40], and also found
to be unusually robust to systematic errors from baryonic effects [40]. In a companion pa-
per [24] we examine constraints from Minkowski functionals and higher moments of the
WL convergence field.
A handful of works have recently begun to examine non-Gaussian features in the CFHTLenS
data. Three-point statistics have been measured in both CFHTLenS [29] and earlier in
COSMOS [28] and found to lead to modest (up to ≈ 10%) improvements on the combina-
tion σ8Ωαm with α ≈ 0.3 − 0.5. Ref. [52] measured Minkowski functionals in CFHTLenS
and showed that they can break degeneracies among cosmological parameters, improving
constraints on Ωm and σ8. Finally, higher moments [23] and peak counts [117] have both
been measured in CFHTLenS , although cosmological constraints have not yet been derived
from them.
The distinguishing feature of the present work is that we compute peak count statistics,
including their dependence on cosmology and their variance, from simulations in a large
number of cosmological models (91 in total). Simulating multiple cosmological models
is necessary because analytical predictions of peak counts for non-Gaussian fields are still
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in early development (for example, Ref.[42]). Furthermore, a large number ( >∼ hundreds)
of realizations per model is necessary to measure the covariance of the peak counts, and
to compute accurate confidence limits on cosmological parameters. Because of computa-
tional limitations, most works on non-Gaussian WL statistics to date have sampled only
a few points in the multi-dimensional cosmological parameter space, and assumed a lin-
ear dependence on cosmological parameters to compute observables in other cosmologies
(effectively implementing a numerical version of a Fisher matrix) or else relied on fitting
formulae calibrated with a handful of simulations. The only exception we are aware of is
Ref. [36], who studied peak counts in simulations on a two-dimensional Ωm, σ8 grid, and
whose results already indicate that the Ωm and σ8 dependence is nonlinear, and the Fisher
approach is therefore highly inaccurate.
Recently, a series of papers dubbed “the Coyote Universe” [118; 119; 120; 121] have
built an emulator, based on a large number of simulations, to address analogous issues
for the matter power spectrum. Using 37 cosmological models, these studies have shown
that the matter power spectrum can be interpolated and computed to 1% accuracy out to
k ∼ 1 Mpc−1 for models in-between the simulated points in parameter space. We have
built an emulator following a similar approach, but describing WL observables, and tai-
lored specifically for the CFHTLenS fields. Unlike in a general–purpose emulator, galaxy
properties (e.g. redshift distribution, position, and noise) are not freely adjustable param-
eters, but rather fixed and built into our simulations from the outset, adapted directly from
the CFHTLenS measurements.
The paper is structured as follows. We first describe CFHTLenS data processing and
convergence map construction in § 6.3, and our ray-tracing simulations and numerical de-
tails in § 5.3. We present the results of our analysis in § 6.4, and we offer our conclusions
in § 5.5.
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5.2 CFHTLenS Data Processing
The 154 deg2 CFHTLenS data cover four individual patches on the sky, with an area of
64, 23, 44 and 23 deg2 for field W1, W2, W3 and W4, respectively. The CFHTLenS
data analysis roughly consists of: (1) creation of the galaxy catalogue using SExtractor
[122]; (2) the photometric redshift estimation with a Bayesian photometric redshift code
[123] ; (3) galaxy shape measurement with lensfit [9; 124]; and finally (4) cosmological
analysis with 2PCF [56]. A summary of the data analysis process is listed in Appendix C
of Ref. [122]. We refer the readers to the CFHTLenS papers mentioned above for more
technical details.
We apply the following cuts to galaxies: mask ≤ 1 (see Table B2 in Ref. [122] for the
meaning of mask values), redshift 0.2 < z < 1.3, fitclass = 0 (requiring the object to be
a galaxy), and weight W > 0 (with larger W indicating smaller shear measurement un-
certainty). Applying these cuts leaves us 4.2 million galaxies, 124.7 deg2 sky, and average
number density ngal ≈ 9.3 arcmin−2.
5.2.1 Map Projection and Smoothing
Because the CFHTLenS fields are irregularly shaped, and because we ray-trace to the actual
observed galaxy positions, we first divide them into 13 squares (subfields) to match the
square shape and ≈12 deg2 size of our simulated maps. Fig. 5.1 shows the convergence
maps for the CFHTLenS fields, as well as the divisions into subfields. To maximize the
data usage, three subfields are each composed of two physically separated sky patches (the
ones with rectangular shape in the figure).







cosφ0 sinφ− sinφ0 cosφ cos(λ− λ0)
cos η
(5.2)
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Figure 5.1: Convergence maps for the four CFHTLenS fields. They are divided into 13 subfields of
12 deg2 in size to match our simulation configuration. Scattered white dots are masks. White lines
mark the edges of our simulated maps. Three subfields are collages of the six rectangular patches
in W1,W2,W4. Patches in black and white are not used in our simulation.
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where (x, y) is the galaxy position in radians on the grid map, (λ, φ) the position in (RA,
Dec), (λ0, φ0) the center of the subfield, and η the angular distance from the center,
cos η = sinφ0 sinφ+ cosφ0 cosφ cos(λ− λ0). (5.3)
In order to reduce the noise and to perform a Fourier transform, we use a Gaussian
window function to smooth the grid map,
e(θ0) =
∫













where e(θ0) is the smoothed complex ellipticity e = e1 + ie2 at the pixel θ0. W (θ) is
the Gaussian smoothing window with scale θG, which we choose to be 0.5, 1.0, 1.8, 3.5,
5.3, and 8.9 arcmin. W is the lensfit weight for each galaxy. c and m are additive and
multiplicative corrections, which we include following Refs. [9; 124],
eobs = (1 +m)etrue + c. (5.6)
The additive correction c is consistent with 0 for e1, and < 0.05 for e2, and m is a





with α = 0.057 and β = −0.37. This multiplicative correction for each galaxy (denomi-
nator of eq. 5.4) is a fit to the ensemble average over galaxies within the window function,
because the result can be unstable on a galaxy–by–galaxy basis when (1 + m) → 0. We
tested the impact of them calibration following § 8.5 of Ref. [124]. We sampled 100 sets of
random (α, β) values from their probability distribution provided in Ref. [124], and com-
puted the variance of the power spectrum and the peak counts among these 100 samples.
Similar to the results of the analysis in Ref. [124] for the 2PCF, we found that this cal-
ibration impacts the power spectrum and the peak counts at the <∼10
−3 level, negligible
comparing to the variance between random realizations of the underlying lensing maps.
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5.2.2 Convergence Map Construction and Masking
The convergence (κ) and the complex shear (γ = γ1 + iγ2) are obtained from derivatives









γ2(θ) = ψ,12 , (5.10)
where indices separated by a comma denote partial derivatives with respect to two orthog-

















where κ̂, γ̂ are the convergence and the shear in Fourier space, and ` is the wave vector
with components `1, `2. Note that ellipticity is used as a measure of the shear, using the
weak lensing approximation (〈e〉 = γ; see below).
The data contain unusable regions (due to bright stars and bad pixels). These regions
and sky patches with low galaxy number density can induce large errors and noise (e.g.
[126; 127; 128]). Hence we mask them out (shown as the scattered white dots in Fig. 5.1).
By masking out low density regions, we assume there is no correlation between the lensing
signal and the galaxy number density, i.e. neglecting the magnification bias. Ref. [129]
found that the magnification bias has negligible impact on cosmological parameters for
surveys with < 1000 deg2 coverage. To generate masks, we first create grid maps of
the same size and resolution as the convergence maps, but with each pixel containing the
number of galaxies (ngal) falling within that pixel. We then smooth this galaxy surface
density map with the same Gaussian window function as before (Eq. 5.5). Finally, we
remove regions where ngal < 5 arcmin−2 (see Ref. [52]). In order to perform a Fourier
transform on the resulting maps, we set all pixels within the masked regions to zero. This
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can introduce noise at small scales, and we limit our final analysis to scales ` < 7, 000. We
also apply the same procedure on the simulated maps.
5.2.3 Power Spectrum and Peak Counts
The power spectrum is the Fourier counterpart of the two-point correlation function. We
first Fourier transform the convergence map (with 0.5 arcmin smoothing scale), and then
average over all spherical harmonics (` = |`|) to obtain the power spectrum, with 40 equally
spaced log bins in the range 370 < ` < 25, 000.
Peak counting is done by scanning through the pixels on the convergence map, and
identifying local maxima (pixels with a higher value of κ than its surrounding 8 pixels).
We then record the number of peaks as a function of their central κ value. In our analysis,
we use peaks with −0.04 < κ < 0.12 and test various smoothing scales.
The final power spectrum is averaged over the 13 subfields, weighted by the number of
galaxies in each subfield. The final peak counts is the sum over 13 subfields.
5.3 The emulator
The construction of the emulator consists of three steps. First, we sample 91 points using
the latin hypercube method in the three-dimensional (3D) parameter space within the broad
ranges 0 < Ωm < 1, −3 < w < 0, and 0.1 < σ8 < 1.5. For each sampled point, we
run an N-body simulation and perform ray-tracing to create shear maps that are directly
comparable to the CFHTLenS data. Second, we create convergence maps, measure the
power spectra and peak counts, and interpolate between the 91 simulated grid points to
make predictions for arbitrary cosmological models within the simulated range. Finally,
we compute the parameter likelihood in the 3D space (Ωm, w, σ8) to find the best fit values
and marginalized confidence contours, using the CFHTLenS observations.
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5.3.1 N-body simulation and ray-tracing
We first pick 91 sampling points that are spread out in the 3D space as evenly as possible,
but not overlap when projected on 2D or 1D space. To do this, we use the latin hypercube
sampling method following Ref. [119]. A list of parameters residing on a diagonal line
is first generated, and then randomly shuffled on each dimension. For a random pair of
points and a random parameter, we swap their values. The last step was repeated until we
reached convergence in average distance between the points (105 iterations). The resulting
parameter values are listed in Table 5.1 and shown visually in Figure 5.2.
We then run one N-body simulation at each sampling point, using a modified version of
the Gadget-2 code1. Except for the values of the three cosmological parameters, the param-
eters and setup of these N-body simulations are the same as used in our earlier work [37;
41; 50; 40; 76; 116; 129]. We refer readers to these papers for more detailed information.
The simulations have a box size of 240h−1 comoving Mpc, containing 5123 dark matter
particles. This corresponds to a mass resolution of 7.4 × 109h−1M. We set the Hubble
constant h = 0.72, baryon density Ωbh2 = 0.0227, and the spectral index ns = 0.96. We
compute the initial (linear) total matter power spectrum with the Einstein-Boltzmann code
CAMB2 [91] at z = 0 and scale it back to initial redshift z = 100. The power spectrum is
then fed into N-GenIC, the initial condition generator associated with Gadget-2. Snapshot
cubes are recorded at redshifts corresponding to every ∼ 80 Mpc (comoving).
To create mock shear maps, we next perform ray-tracing. We divide each 3D box into
three parallel pieces and project each slice onto a 2D plane perpendicular to the observer’s
line of sight, using the triangular shaped cloud scheme [92]. We then convert the surface
density to the gravitational potential at each plane using Poisson’s equation. At each po-
sition of the 4.2 million observed CFHTLenS galaxies, we follow a light ray from z = 0,
traveling backward through the projection planes to the redshift of the galaxy, zgal. For
simplicity, we chose zgal to be the peak of the photometric redshift probability distribution
1http://www.mpa-garching.mpg.de/gadget/
2http://camb.info/
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function (PDF). Using the most probable redshift, instead of the full PDF, can potentially
induce biases as the former does not follow the stacked posterior probabilities when fainter
galaxies are included (see Fig. 10 in Ref. [123]). We test this effect by ray tracing to red-
shifts randomly drawn from the PDF of individual galaxies for one cosmology, and found
the deviation of cosmological parameters to be negligible. Ref. [52] also found the bias
caused by using the most probable photometric redshift to be small (∆w0 ≈ 0.1), but
important for future, larger surveys.
The deflection angle, convergence, and shear are calculated at each plane for each light
ray. Between the planes, the light rays travel in straight lines. Finally, for each cosmolog-
ical model, we create 1,000 realizations (including κ and γ for each galaxy) by randomly
rotating/shifting the simulation data cubes.
In total, we created 1,183,000 mock catalogues (91 models× 13 subfields per model×
1,000 realizations per subfield).
5.3.2 Convergence Maps
Next, we process the simulation catalogues, mimicking as closely as possible the proce-
dures applied to the real CFHTLenS data. The transformation from intrinsic to observed













where eint is the galaxy’s intrinsic ellipticity. For each simulated galaxy, we assign an
intrinsic ellipticity by rotating the observed ellipticity for that galaxy by a random angle on
the sky, while conserving its magnitude |e|. g = g1 + ig2 is the reduced shear, and asterisk
denotes complex conjugation. To be consistent with the CFHTLenS analysis, we adopt the
weak lensing limit (|γ|  1, κ 1), hence g ≈ γ, e ≈ eint + γ. We estimate the bias on
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Ωm w σ8
1 0.624 -2.757 0.327
2 0.849 -0.183 0.821
3 0.136 -2.484 1.034
4 0.295 -1.878 0.1
5 0.418 -1.758 0.383
6 0.615 -1.668 0.185
7 0.558 -2.577 1.146
8 0.915 -2.544 1.175
9 0.7 -0.273 0.283
10 0.446 -1.212 1.486
11 0.991 -1.908 1.02
12 0.155 -0.393 0.652
13 0.145 -2.211 1.303
14 0.981 -1.242 1.048
15 0.409 -2.94 0.737
16 0.436 -0.06 0.878
17 0.183 -0.909 0.269
18 0.502 -1.152 1.189
19 0.38 -2.424 0.199
20 0.887 -0.363 0.439
21 0.276 -0.849 1.429
22 0.718 -1.728 1.472
23 0.755 -0.456 1.359
24 0.831 -0.759 0.213
25 0.455 -2.637 1.373
26 0.671 -2.364 0.793
27 0.765 -2.091 1.076
28 0.493 -0.243 0.297
29 0.483 -1.515 0.68
30 0.474 -1.302 0.114
31 0.84 -2.274 1.387
32 0.963 -2.151 0.51
33 0.258 -1.395 0.241
34 0.972 -0.666 0.694
35 0.943 -2.394 0.835
36 0.643 -2.454 1.444
37 0.821 -2.88 0.863
38 0.775 -1.122 1.132
39 0.54 -0.03 1.161
40 0.352 -0.576 1.09
41 0.333 -0.213 0.552
42 0.897 -0.999 0.468
43 0.221 -1.485 0.666
44 0.953 -1.545 0.355
45 0.315 -2.241 0.638
46 0.361 -0.606 0.171
47 0.389 -0.939 0.454
48 0.634 -1.575 0.976
49 0.305 -0.879 0.765
50 0.211 -0.333 0.341
51 0.812 -1.788 0.722
52 0.661 -0.486 0.892
53 0.681 -2.97 0.61
54 0.746 -0.09 1.118
55 0.464 -2.121 0.906
56 0.568 -0.516 1.331
57 0.737 -2.847 1.203
58 0.427 -2.91 0.411
59 0.249 -2.727 0.369
60 0.652 -1.029 1.458
61 0.794 -1.365 0.156
62 0.925 -0.636 1.259
63 0.164 -2.181 0.313
64 0.267 -2.667 1.317
65 0.192 -1.605 1.401
66 0.324 -2.001 1.217
67 0.577 -3.0 0.948
68 0.596 -0.696 0.496
69 0.728 -0.12 0.596
70 0.173 -0.423 1.231
71 0.803 -2.607 0.255
72 0.53 0.0 0.624
73 0.69 -1.332 0.482
74 0.549 -1.818 1.287
75 0.239 -1.848 0.962
76 0.906 -1.698 1.273
77 0.512 -0.819 0.849
78 0.399 -1.938 1.5
79 0.37 -0.303 1.345
80 0.869 -2.031 0.227
81 0.709 -2.061 0.425
82 0.286 -1.272 1.104
83 0.784 -1.062 0.779
84 0.342 -2.817 1.062
85 1.0 -1.425 0.708
86 0.878 -2.697 0.524
87 0.606 -0.789 0.142
88 0.521 -2.334 0.538
89 0.587 -2.304 0.128
90 0.201 -2.787 0.807
91 0.859 -1.182 1.415
Table 5.1: Cosmological parameters used in our simulations. The universe is assumed to be spa-
tially flat (ΩΛ + Ωm = 1), with the Hubble constant h = 0.72, baryon density Ωbh2 = 0.0227 and
spectral index ns = 0.96.
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Figure 5.2: Visual representation of the cosmological parameters in the 91 models used in our
simulations, and listed in Table 5.1.
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cosmological parameters to be < 50% of the one σ error for σ8, and < 30% for Ωm, using
results from Ref. [131] for a CFHTLenS-like survey (with ngal = 9.3 arcmin−2 and sky
coverage fsky = 0.03). We also add multiplicative noise by replacing γ → γ(1 + m). As
with CFHTLenS data, we continue with smoothing (eq. 5.4), convergence map construction
(Eq. 6.7), masking (§ 5.2.2), and computing the power spectrum and peak counts (§ 5.2.3).
5.3.3 Interpolation
We test two methods to interpolate from the 91 measured power spectra and peak counts
to other cosmologicial models: (1) multi-dimensional Radial Basis Function (RBF) and
(2) Gaussian Process (GP). RBF uses the average power spectrum or the peak counts (over
1,000 realizations) at each sampled point. The interpolated value is the weighted average of
all sampling points, and the weight is a function of the distance from the interpolation point.
We choose the function to be “multiquadric” (
√
(pi/ε)2 + 1, where pi = |pi − p0| is the
distance in parameter space, and ε is a constant chosen to be the average distance between
sampling points), as it gives us the best results among other commonly used functions3.
RBF interpolation is computed using scipy4. The GP method is a technique to interpolate
smooth functions on an irregular grid, minimizing artifacts due to clustering of sampled
points in parameter space. GP utilizes not only the mean value at each point, but also the
standard deviation among the simulated realizations. We compute GP interpolation using
the scikit-learn package5.
Though GP uses more information than RBF, we do not find a significant difference
between the two algorithms. We test the validity of both interpolators as follows. First,
we choose one model as the test point, and use the remaining 90 models to construct the
interpolator. We then compare the prediction at the test point to the actual power spectrum
3For example, “inverse”: 1/
√
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and peak counts. This is repeated 91 times for all models. For both power spectrum and
peak counts, using either RBF or GP, we are able to predict at ∼ 1% level for the power
spectrum (with only one case that is over 5%) and at ∼ 5% level for peak counts (with
few cases that are slightly larger than 5% for high κ peaks). Most our predictions are well
within the error bars (i.e. the variance between realizations). The interpolation performance
decreases slightly at the edges of the model parameter space. Fig. 5.3 shows a typical
example of the interpolated power spectrum and peak counts, compared against the actual
values. In our final analysis, we use RBF for faster computation.
5.3.4 Parameter Estimation
With only three free parameters, we can directly compute the probability distribution on
a 3D parameter grid. According to Bayes’s theorem, the posterior probability of a set of
parameters p = [Ωm, w, σ8] for given data d = [d1, d2, ...dn] is,
P (p|d) = P (p)P (d|p)
P (d)
, (5.14)
where P (p) is the prior, P (d|p) the likelihood function of measuring d given p, and P (d)
the normalization. Under the assumption that the observables are Gaussian distributed, the
likelihood function is,







where µ is the prediction as described in § 5.3.3, n is the number of free parameters (= 3
in this work), and C the (constant) covariance matrix. We compute C using a fiducial
model [Ωm, w, σ8] = [0.305,−0.879, 0.765], assuming dC/dp is small. The fiducial model
is selected from the 91 models so that its parameters are close to the WMAP7 values [90].
We use a flat prior for Ωm in [0, 0.8], w in [−2.1,−0.3], and σ8 in [0.1, 1.4]. We obtain the
normalization P (d) by setting the sum of the probability of all grid points to unity. Within
the range of our flat priors, we compute P (p|d) for 1003 equally spaced grid points. To
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Figure 5.3: Examples of the interpolated power spectrum (upper panel) with 0.5 arcmin smoothing
and peak counts (lower panel) with 1.0 arcmin smoothing and 25 κ bins, using the two different
interpolation techniques Radial Basis Function (RBF) and Gaussian Process (GP). The solid curves
show the true quantities for the given cosmological model (#49 in Table 5.1), and the dashed and
dotted curves show the interpolations based on the other 90 models.
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obtain 2D error contours, we marginalize over the third parameter. The results are presented
in § 6.4 below.
5.4 Results
5.4.1 Power Spectrum
We first compare our power spectrum model with theoretical predictions. Fig. 5.4 shows
the interpolated power for ` = 3, 000 (7.2 arcmin) as a function of Ωm, w, and σ8. We only
show the change for one particular `, because the change is similar for all scales within
our model (370 < ` < 25, 000). The upper panel of Fig. 5.4 is from our simulations, and
the lower panel is computed using fitting formulae from [96] and the code Nicaea6. The
third parameter for each plane is at a fixed value ([Ωm, w, σ8] = [0.26,−1.0, 0.8]). Overall,
simulations and theory predictions are in good agreement, with the figure showing that the
power in the upper and lower panels is similar, and varies as a function of cosmological
parameters similarly. For a more quantitative test of the power spectrum, see Fig. 1 in
Ref. [41]. For cosmological constraints, we use our simulated power spectra directly, rather
than theoretical fitting formulae. The up-turn seen at ` > 20, 000 is an artifact introduced
by the finite pixel size on our maps.. However, we found no bias from this artifact, when
comparing error contours using bins with ` < 20, 000 and all available bins (up to ` =
25, 000).
Reference [9] identified 25% of the 172 individual CFHTLenS pointings, each ≈ 1
deg2 in size, with significant PSF residuals. Including these fields can increase the system-
atic error in the 2PCF, and possibly impact other statistics. However, because the power
spectrum is a convolution of the signal and the mask, it is susceptible to the masking pattern
(due to bright stars and bad pixels) whose characteristic scale is significantly larger than the
smoothing scale. As each bad field removes one square degree from the data, much larger
6http://www2.iap.fr/users/kilbinge/nicaea/
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Figure 5.4: Interpolated power for ` = 3, 000 (7.2 arcmin) as a function of Ωm, w, and σ8 using
simulations (upper panel) and fitting formula from Smith et al. (2013, lower panel). The third
parameter for each plane is at a fixed value ([Ωm, w, σ8] = [0.26,−1.0, 0.8]).
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than our ∼ arcmin smoothing scale, excluding these areas can also introduce additional
noise. To study the effect due to PSF residuals and masks, we compute the power spec-
trum for all fields and for the 75% “pass” fields, shown in the upper panel of Fig. 5.5. We
find power spectra with or without this PSF screening are consistent within errors on large
scales. On small scales (` > 7, 000, or 3 arcmin), however, we find a significant difference
in power spectra with or without the corrupted fields. This difference is caused primarily
by the particular masking pattern, rather than field selections. This is demonstrated by per-
forming the same comparison using our simulated power spectra, with the same corrupted
regions either included or excluded. The result of this comparison is shown (for the fidu-
cial cosmology) in the lower panel of Fig. 5.5, revealing a similarly large discrepancy for
` > 7, 000.
Fig. 5.6 shows the 68% confidence level (CL) error contour in the Ωm–σ8 plane (marginal-
ized over w) for the full set and for the pass–only fields, and for all available ` and for
` < 7, 000. We found the contours are fairly consistent among the four cases. To be con-
servative, we use the 75% pass fields only for our power spectrum analysis, and further
limit our analysis to ` < 7, 000. The latter restriction eliminates small scales, where bary-
onic effects can bias the shear correlation function by more than 5-10% [132], and lead
to a non-negligible bias on the best-constrained cosmological parameter combination Σ8
(defined below). For all four contours in the figure, we are unable to exclude the lower
right corner in the Ωm–σ8 plane. Given the strong degeneracy between Ωm and σ8, it is of
little meaning to quote a best fit for individual parameters; rather we will compare the areas
of the 2D contours for various probes, and obtain constraints on a combination of the two
parameters ( see below).
5.4.2 Peak Counts
Interpolated peak counts from simulations as a function of cosmological parameters are
shown in Fig. 5.7. We present the effect for three representative κ values, low (< 1σκ, upper
panel), medium (1− 3σκ, middle panel), and high (> 3σκ, lower panel), where σκ = 0.03
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Figure 5.5: Comparison of the CFHTLenS (top panel) and simulated (bottom panel) power spec-
trum measured using 75% of the fields (solid line) which pass the PSF residual test and all fields
(dashed line). The error is measured from our simulations.
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Figure 5.6: 68% error contours from the power spectrum measured using only the 75% of the
CFHTLenS fields that pass the PSF residual test (solid curves) and for all fields (dashed curves).
Constraints are shown with (thick curves) and without (thin curves) imposing an upper limit ` <
7, 000.
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is the standard deviation in the convergence map for 1 arcmin smoothing (with galaxy
noise). As in Fig. 5.4, the third parameter for each plane is at a fixed value ([Ωm, w, σ8] =
[0.26,−1.0, 0.8]). Low and high peaks behave similarly, where larger Ωm or σ8 increases
the number of peaks. Medium peaks behave the opposite way. Ref. [41] investigated the
origin of peaks, and found typical high peaks are linked to one single massive halo, while
medium peaks are associated with constellations of 4–8 lower-mass, off-center halos near
the line of sight. It is not surprising to see the effect of Ωm and σ8 on high peaks, as higher
values increase the number of massive halos. The opposite behavior of medium peaks is
somewhat counter-intuitive, but has been observed and explained in [41].
As peak counts are local, we expect field selections to have a smaller impact on them,
beyond modifying the total number of peaks and their variance. This is shown to be the
case in Fig. 5.8, where we compare peak counts from pass–only fields and from all fields,
and found these to be consistent for all κ within errors (for a fair comparison, peak counts
using all fields are multiplied by the sky ratio of pass fields to all fields,≈ 0.75). Therefore,
unlike for the power spectrum, we choose to include all fields for peak counts for tighter
constraints.
We test the constraints from different smoothing scales. Large smoothing windows
reduce the total number of peaks, and wash out cosmological information, whereas small
smoothing scales result in very noisy distributions. We examine six smoothing scales (0.5,
1.0, 1.8, 3.5, 5.3, and 8.9 arcmin). The smallest (0.5 arcmin) and the largest (8.9 arcmin)
yield significantly larger errors than the other four. We show the error contours from these
four, intermediate smoothing scales in Fig. 5.9. The 1.0 and 1.8 arcmin scales yield tighter
contours than the other two, larger scales. A combination of these two best scales (also
shown in the figure) further tighten the errors, and we therefore use it in our final analysis.
Clearly, the above is only a limited investigation of the benefit of using multiple smoothing
scales. We expect that a more rigorous study in the future, identifying optimal filter shapes,
sizes, and combinations can help further tighten constraints from peak counts.
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Figure 5.7: Interpolated number counts for typical low (< 1σκ, top panel), medium (1 − 3σκ,
middle panel), and high (> 3σκ, bottom panel) peaks, where σκ = 0.03 is the standard deviation of
κ measured in our simulations. As in Fig. 5.4, the third parameter in each panel is at a fixed value
([Ωm, w, σ8] = [0.26,−1.0, 0.8]).
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Figure 5.8: Comparison of the CFHTLenS (upper panel) and simulated (lower panel) peak counts
measured using 75% of the fields (solid curves) which pass the PSF residual test and all fields
(dashed curves). The error is measured from our simulations.
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Figure 5.9: 68% error contours from peak counts using smoothing scales of 1.0 (dotted curve),
1.8 (thick dashed curve), 3.5 (thin solid curve), and 5.3 (thin dashed curve) arcmin, as well as from
peak counts with 1.0 and 1.8 arcmin smoothing scales in combination (thick solid curve).
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5.4.3 Cosmological Constraints
From the interpolated planes for the power spectrum (Fig. 5.4) and peak counts (Fig. 5.7),
we see some similarity between the two statistics. They both suffer a similar Ωm–σ8 degen-
eracy, and both have a much weaker dependence on w than on Ωm or σ8. However, peak
counts are less impacted than the power spectrum by field selections (due to PSF residuals)
and masks, two non-trivial systematics in CFHTLenS observations.
Fig. 5.11 shows 68% and 95% confidence contours for the power spectrum, peak counts
(1.0 + 1.8 arcmin), and the combination of both statistics. The full covariance is taken into
account when combining the two statistics. Table 5.2 lists the marginalized constraints
on Σ8 = σ8(Ωm/0.27)α, which is roughly orthogonal to the Ωm–σ8 degeneracy direction.
We find the best fit α = 0.63 and Σ8 = 0.85+0.03−0.03 (with a fixed α). For comparison,
using the 2PCF, Ref. [56] found this constraint (with best fit α = 0.59) to be 0.79+0.07−0.06,
comparable to within ≈ 1σ with our result (although their values have been marginalized
over additional cosmological parameters). Our probability distribution for Σ8 (Fig. 5.10)
also shows a somewhat asymmetric shape, with a long tail to low values, when using the
power spectrum, which creates our asymmetric error bars.
The relative area covered by each contour is listed in Table 5.3, normalized by the size
of the 68% contour from the power spectrum. In both 2D parameter planes shown, the
constraints from the peak counts are stronger than from the power spectrum, and largely
determine the size and shape of the combined contour. The size of this combined contour
is a factor of ≈ 1.5 − 2 smaller than from the power spectrum alone. One may worry
that this result is unfair, as our power spectrum analysis uses only 75% of all fields and
is restricted to ` < 7, 000, while peak counts use all fields and include information from
smoothing scales as small as 1 arcmin. We find that using all fields can reduce the power
spectrum error contour by 83%, while using all available ` can reduce the contour by 90%.
When both of these restrictions on the power spectrum are lifted, the area enclosed by the
68% confidence level contour from the power spectrum is 62% smaller than that listed in
Table 5.3, making the power–spectrum–alone and the peaks–alone constraints comparable.
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However, as argued above, the power spectrum result in this case may be significantly bi-
ased by systematic errors and baryonic effects (and, as shown by the blue curve in Fig. 5.6,
the concordance ΛCDM model is indeed outside the 68% CL in this case).
Ref. [133] examined the covariance between cluster counts and weak lensing power
spectrum and found that including the cross-covariance leads to degradation of cosmo-
logical constraints by few percent (also see Ref. [134]). We test the importance of the
covariance between peak counts and the power spectrum. Fig. 5.12 shows the total covari-
ance of the power spectrum and peak counts (1.0 + 1.8 arcmin smoothing scales). Fig. 5.13
shows the error contours when such cross-covariance is included in the analysis (as done
throughout our paper; black solid curves) or ignored (dashed red curves). In the latter
case, i.e. when the two statistics are assumed to be independent, the area of the 68% CL
contour is reduced by ≈ 16%, a somewhat larger change than was found for the combina-
tion of cluster counts and power spectrum (although for different parameters; see Fig.12 in
Ref. [133]).
Finally, we show in Fig. 5.14 the best–fit and two other models, randomly selected
from within the 68% error banana, along with the CFHTLenS power spectrum and peaks.
The reduced χ2 ≈ 2 for the best–fit model to the power spectrum is large, indicating the
model does not fully describe the data, and the discrimination between the best-fit model
and other models located along the ridge of the degeneracy “banana” is weak. Overall,
these results indicate that there may still be significant systematic errors, even after the
problematic fields have been excluded. The reduced χ2 ≈ 0.8 for the fits to the peak counts
is significantly lower.
5.5 Conclusions
In this paper, we have run 91 cosmological models, built a CFHTLenS–specific weak lens-
ing emulator for the power spectrum and peak counts, and obtained constraints on Ωm, w,
and σ8. Peak counts as a recently developed non-Gaussian statistics have previously been
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Σ8 α
power spectrum 0.87+0.05−0.06 0.64
peak counts 0.84+0.03−0.04 0.60
combined 0.85+0.03−0.03 0.63
Table 5.2: Marginalized 68% constraints for Σ8 = σ8(Ωm/0.27)α, using the power spectrum,
peak counts, and their combination.
w–Ωm Ωm–σ8
68% 95% 68% 95%
power spectrum 1.00 1.74 1.00 1.99
peak counts 0.41 1.01 0.59 1.51
combined 0.42 1.05 0.61 1.46
Table 5.3: The areas of the two-dimensional error contours computed using the power spectrum,
peak counts, and their combination, in two parameter planes (marginalized over the third parame-
ter). The areas are normalized to the 68% power spectrum contour in each case.
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power spectrum +peaks (α=0.63)
Figure 5.10: Constraints on the parameter Σ8 = σ8(Ωm/0.27)α, using the power spectrum
(dashed line), peak counts (thin solid line), and their combination (thick solid line). The power
spectrum is computed using the 75% of the fields that pass the PSF residual test, and restrictd to
` < 7, 000. Peak counts are computed using all fields, and include measurements of peaks on two
smoothing scales (1.0 and 1.8 arcmin).
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Figure 5.11: 68% (dark color) and 95% (light color) error contours from the power spectrum
(dashed curves), peak counts (thin solid curves), and their combination (thick solid curves). The
shaded region in the bottom panel is the 68% error contour for the combination. The power spec-
trum is computed using the 75% of the fields that pass the PSF residual test, and restricted to
` < 7, 000. Peak counts are computed using all fields, and include measurements of peaks on two
smoothing scales (1.0 and 1.8 arcmin).
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Figure 5.12: Correlation coefficients of the total covariance. Bins 1 - 40 are for the power spectrum,
bin 41 - 65 are for peak counts with 1.0 arcmin smoothing scale, and bins 66 - 90 are for peak counts
with 1.8 arcmin smoothing scale.
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Figure 5.13: 68% (dark color) and 95% (light color) power spectrum + peak counts error contours
with (thin curves) and without (thick curves) the cross-covariance. The power spectrum is computed
using the 75% of the fields that pass the PSF residual test, and restricted to ` < 7, 000. Peak counts
are computed using all fields, and include measurements of peaks on two smoothing scales (1.0 and
1.8 arcmin).
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Figure 5.14: Fits to the CFHTLenS (thick solid curves) power spectrum (upper panel) and peak
counts (lower panel). The peak counts on 1.0 and 1.8 arcmin scales are concatenated on the x-axis.
The best fits (thin solid curves) and two other models (dash-dotted and dashed curves) randomly
selected from within the 68% error bananas, are shown for reference.
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proven in theory to have comparable constraining power as the power spectrum. This work
is the first attempt to test this hypothesis rigorously on real data.
We have found that combining peak counts with the power spectrum can reduce the
area of the 2D error contour by a factor of ≈ 2 compared to using the power spectrum
alone. Combining both statistics, we obtained σ8(Ωm/0.27)0.63 = 0.85+0.03−0.03.
To conclude, peak counts can serve as a complementary probe to the power spectrum
in two important ways:
(1) As a calibration tool for systematics. Peaks with small (∼ arcmin) smoothing
scales suffer less (or are impacted differently by) systematics than the power spectrum.
For CFHTLenS, we have found that the PSF residuals have little impact on peak counts,
in contrast with the bias seen with the 2PCF in Ref. [9]. We find that masking also has
little impact on the peak counts, whereas it changes the power spectrum at small scales
(` > 7, 000). The change in the power spectrum does not impact cosmological constraints,
as long as the mask is taken into consideration in the model (e.g. Fig. 5.6). Furthermore, in
our previous work on theoretical systematics due to the magnification bias [129], we also
discovered that, while both the power spectrum and peak counts are affected, the resulting
directions of the biases in the cosmology parameter space are different. Combining the two
probes can mitigate the impact from these systematics.
(2) By providing tighter constraints on cosmological parameters. The peak counts by
themselves have a similar, or even better constraining power than the power spectrum. This
can be attributed to the fact that the peaks capture information from non-Gaussian features
of the convergence maps. We have shown in Fig. 5.11 and Table 5.3 that combining power
spectrum and peak counts improves the constraints by a factor of≈ two, compared to using
the power spectrum alone.
The potential of the peak counts have not yet been fully realized. Our work can be
improved further by:
(1) Examining the effects of additional smoothing scales, binning of peaks, and the
robustness of the results under masking. We have examined only six smoothing scales, and
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demonstrated that using multiple smoothing scales can reduce the size of the area of the
error contour by a moderate amount. We also showed that masking can change the power
spectrum. More detailed study on these effects can be beneficial.
(2) Including the cosmological dependence of the covariance matrix, especially for
peak counts. We use a constant covariance matrix in this work, assuming the cosmologi-
cal dependence is weak, as we expect the covariance to be dominated by the shape noise.
However, as the survey size increases, cosmological sensitivity should be taken into con-
sideration when constructing the covariance matrix.
(3) Increasing the number of independent simulations run for each cosmological model.
In our current work, due to computational limitations, we have only used one independent
N-body simulation per model. Although we randomly rotate and shift the lensing planes to
create multiple pseudo-independent realizations, some outliers (such as massive halos) will
inevitably be repeated in several maps. However, our previous work has shown that the bulk
of the cosmological information from peak counts resides in low-amplitude peaks, which
do not arise from single massive halos; these peaks should be less susceptible to repeated
structures between pseudo-random realizations. Nevertheless, to test possible errors due to
not having sufficiently independent maps, we ran a separate set of 50 simulations for one
cosmology.
We found that the variance in the (noiseless) power spectrum and peak counts is in-
creased by approximately 10%, when compared to that using only one simulation. How-
ever, when noise is added, the difference is no longer systematic, with a 5% fluctuation
and is consistent with 0. We also found a larger-than Gaussian variance even at our lowest
` = 400, by approximately 10%. This increase in the variance due to non-Gaussianities is
somewhat lower than that found previously [135]. Further details on tests of the covariance
matrices will be presented in our companion paper (Petri et al., in prep).
Future WL surveys, such as the Dark Energy Survey, and the Large Synoptic Survey
Telescope, cover much larger areas (5,000 and 20,000 deg2, respectively), hence are more
sensitive to instrumental and theoretical systematics. These will need to be addressed care-
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fully in order to realize the full potential of these larger surveys.
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Chapter 6
Cross-correlation of Planck CMB
lensing and CFHTLenS galaxy weak
lensing maps
6.1 Introduction
Gravitational lensing by large-scale structure is a promising cosmological probe. Dur-
ing their cosmic journey toward us, photons emitted at cosmological distances are de-
flected by the intervening matter. As a result, we see a distorted image of the source
light distribution. Lensing distortions produce non-gaussianity in maps of cosmic mi-
crowave background (CMB) temperature and polarization anisotropies. Lensed galax-
ies are magnified in brightness and weakly distorted (sheared) from their intrinsic shape.
Statistical measurements of CMB lensing [136; 137; 138] and galaxy weak lensing [8;
9] have been achieved recently, and are now a useful tool for precision cosmology [12].
The cross-correlation of CMB lensing maps with other tracers of large-scale structure
can provide additional cosmological and astrophysical information. For example, cross-
correlations with galaxy or quasar density maps measure the bias of the objects (e.g., [139;
140; 141; 142; 143]), while cross-correlations with cosmic infrared background (CIB) or
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thermal Sunyaev-Zel’dovich (tSZ) effect maps provide information on the complex rela-
tionship between the dark matter and the baryons in different forms over cosmic time (e.g.,
dusty star-forming galaxies or hot, ionized gas) [144; 145; 11; 146].
Similarly, cross-correlating CMB lensing and galaxy weak lensing maps can provide
useful cosmological information. While CMB lensing and current galaxy lensing surveys
are most sensitive to matter fluctuations at different redshifts (z ≈ 1–2 and z . 0.5, respec-
tively), their cross-power spectrum is sensitive to large-scale structure at intermediate red-
shifts z ≈ 0.9. Combining the auto- and cross-power spectra can thus provide tomographic
information on the growth of structure. Furthermore, the cross-power spectrum is immune
to nearly all systematic effects that can plague measurements of the lensing convergence
auto-power spectrum (e.g., the point spread function (PSF) correction, for galaxy shapes),
since the CMB and galaxy lensing surveys are completely independent measurements. In
fact, the CMB lensing – galaxy lensing cross-correlation can be used to measure the mul-
tiplicative bias in galaxy lensing shear maps, thus overcoming an important systematic in
cosmic shear analyses [147; 148].
Ref. [149] (H15) reported the first detection of the cross-correlation of CMB lensing and
galaxy lensing with a significance of 4.2σ, using CMB lensing maps from Atacama Cos-
mology Telescope (ACT) data and galaxy lensing maps from the Canada-France-Hawaii
Telescope Stripe 82 Survey (CS82). They found best-fit amplitudes A = 0.78 ± 0.18
with respect to a fiducial model based on Planck 2013 cosmological parameters, and A =
0.92±0.22 for a model based on Wilkinson Microwave Anisotropy Probe (WMAP) param-
eters. They also noted that uncertainty in the redshift distribution of their source galaxies,
determined from cross-matched COSMOS redshifts for a small subset of the data, could
cause 10− 20% changes in the theoretical prediction.
In this work, we perform a similar analysis using CMB lensing maps from the Planck
satellite (2013 and 2015 data releases)1 and galaxy weak lensing data from the Canada-
1http://www.cosmos.esa.int/web/planck
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France-Hawaii Telescope Lensing Survey (CFHTLenS)2. CFHTLenS has a similar survey
size and depth as CS82, and the Planck 2015 CMB lensing reconstruction noise is compa-
rable to that in the ACT lensing reconstruction used in H15 (but with somewhat different
`-dependence due to the different resolutions of the two experiments). Therefore, we expect
our detection to be of comparable significance to that found in H15. Moreover, since the
Planck CMB lensing map covers nearly the full sky, the outlook for cross-correlations of
these data with ongoing wide-field galaxy lensing surveys (e.g., the Dark Energy Survey3
and Hyper Suprime-Cam Survey 4) is promising. We make predictions for these surveys,
and also compare our cross-correlation results between the two Planck data releases.
This paper is structured as follows. We first introduce the lensing formalism in Sec. 6.2,
and describe our data analysis in Sec. 6.3. We then present our results in Sec. 6.4 and
summarize in Sec. 6.5.
6.2 Formalism
The lensing convergence is a weighted projection of the three-dimensional matter overden-




dzW (z)δ(χ(z)θ, z), (6.1)
where χ(z) is the comoving distance to redshift z and the kernelW (z) indicates the lensing
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Figure 6.1: The lensing kernels for the CMB (dashed curve) and CFHTLenS galaxies (solid curve),
normalized to a maximum value of unity.
where Ωm is the matter density as a fraction of the critical density at z = 0, H(z) is the
Hubble constant at redshift z, with a present-day value H0, c is the speed of light, and zs
is the source redshift. Note that
∫∞
0
dzsdn(zs)/dzs = 1. We hereafter denote the galaxy
lensing kernel computed with the CFHTLenS source redshift distribution as W κgal(z). For
CMB lensing, there is only one source plane at the last scattering surface z? = 1100. Using
dn(zs)/dzs = δD(zs − z?), where δD is the Dirac delta function, the CMB lensing kernel














The lensing kernels for the CMB and CFHTLenS galaxies are shown in Fig. 6.1. We
CHAPTER 6. CROSS-CORRELATION OF PLANCK CMB LENSING AND CFHTLENS
GALAXY WEAK LENSING MAPS 85
discuss the CFHTLenS source distribution in detail in the next section. The mean redshift






W κcmbW κgaldz ≈
0.9.











W κcmb(z)W κgal(z)P (k, z) , (6.4)
where P (k, z) is the matter power spectrum evaluated at wavenumber k = `/χ(z) at red-
shift z. For our fiducial theoretical calculations, we compute Eq. 6.4 with P (k, z) from
the code nicaea5, using the nonlinear power spectrum from HALOFIT [96; 151]. For
a comparison, we also compute theoretical predictions using the halo model (e.g., [152;
153]) following the methodology described in [146; 154] (we simply replace the tSZ signal
in their approach with the CFHTLenS galaxy lensing signal). Since the halo model is only
expected to be accurate to 5-10% precision in this context, we use the nicaea+HALOFIT
approach when comparing our measurements to theory. However, the halo model calcula-
tion provides intuition about the influence of nonlinear power, as it explicitly separates the
one-halo and two-halo contributions to the cross-power spectrum. Finally, we also compute
Eq. 6.4 with the linear matter power spectrum from camb6 for an additional comparison.
The predicted cross-power spectrum is shown in Fig. 6.2, using Planck 2015 cosmo-
logical parameters (column 4 of Table 3 in Ref. [6]). In particular, Ωm = 0.3156 and
σ8 = 0.831, where σ8 is the rms amplitude of linear matter density fluctuations at z = 0
on a scale of 8h−1 Mpc. Fig. 6.2 shows that nonlinear contributions are non-negligible for
` & 100 and are dominant for ` & 500. Similar results are seen in the halo model compari-
son, where the one-halo term takes over at ` ≈ 600. Note that the total power predicted by
the halo model is in good agreement with the more accurate HALOFIT calculation.
To demonstrate the cosmological sensitivity of the cross-power spectrum, we vary Ωm
5http://www.cosmostat.org/software/nicaea/
6http://camb.info
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and σ8 by ±5%, and show the results in Fig. 6.3. On most angular scales, the cross-power
spectrum shows degeneracy between the two parameters, where a larger (smaller) Ωm or σ8
simply increases (decreases) the overall amplitude. However, on very large angular scales
(` . 30), increasing (decreasing) Ωm decreases (increases) the power. Thus, in principle
wide-field galaxy lensing surveys covering large sky fractions can break the degeneracy
between the parameters. Over the range of angular scales considered in this paper, the
parameters are completely degenerate.
Later in the paper, we will also compare our measurements to theoretical calculations
using the maximum-likelihood WMAP9+eCMB+BAO+H0 parameters [155] (see their Ta-
ble 2). In this case, Ωm = 0.282 and σ8 = 0.817.
In order to motivate our data analysis below, we consider a simple forecast for the
expected signal-to-noise ratio (SNR) of the Planck 2015 CMB lensing – CFHTLenS galaxy
lensing cross-correlation. We use the fiducial calculation described above with Planck
2015 cosmological parameters to compute the signal. We compute the error bars using
the analytic approximation based on the auto-power spectra of the CFHTLenS and Planck
lensing maps (e.g., Eq. 30 of Ref. [146]). For Planck, we use the sum of the CMB lensing
signal and noise power spectra provided in the 2015 data release, while for CFHTLenS we
use the measured auto-power spectrum of the convergence maps (thus including both signal
and noise as well). The maps are described in full detail in the next section. Adopting the
same sky fraction (140 deg2) and multipole range (40 ≤ ` ≤ 2000) as in our analysis below,
we obtain a predicted SNR ≈ 4.6. Since this estimate is based on the sky-averaged Planck
CMB lensing noise power spectrum rather than the actual power spectrum in the specific
CFHTLenS sky patches, the actual SNR is expected to differ slightly. However, as noted
in Sec. 6.1, this forecast is comparable to the H15 SNR ≈ 4.2 obtained using ACT CMB
lensing maps and CS82 galaxy lensing maps.
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Figure 6.2: Theoretical predictions using Planck 2015 cosmological parameters. The thin
brown solid curve labeled “Smith03+Takahashi12” shows our fiducial theoretical calculation using
nicaea+HALOFIT. The other curves show predictions using the halo model and the linear matter


































Figure 6.3: Cosmological sensitivity of the cross-correlation. We fix the fiducial cosmology at
Planck 2015 cosmological parameters, and vary Ωm and σ8 by ±5%.
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Figure 6.4: The CMB (left) and galaxy (right) lensing maps for the CFHTLenS W1 field. The
galaxy lensing map is smoothed with a σG = 1 arcmin Gaussian kernel. No filter has been applied
to the CMB lensing map. Data in the white regions are masked out due to bright point sources, such
as stars in the CHFTLenS map or radio point sources in the Planck CMB temperature maps.
6.3 Data Analysis
In this work, we use CMB lensing maps from the Planck satellite data releases in 2013 and
2015, and galaxy lensing maps from the CFHTLenS survey. While Planck is a full-sky
survey, CFHTLenS covers only 154 deg2. Thus, we cut out regions in the CMB lensing
maps that match the CFHTLenS fields, and construct both CMB and galaxy lensing maps
in real space with the same resolution of 0.16 arcmin2 per pixel. Fig. 6.4 shows examples
of the CMB and galaxy lensing maps for the CFHTLenS W1 field. We then combine the
masks from both surveys and apply them to all data sets. Finally, we analyze the cross-
power spectrum between the two surveys, and present our results and null tests in Sec. 6.4.
6.3.1 Planck data
We consider the CMB lensing maps produced by the Planck collaboration for both the 2015
and 2013 data releases [12; 138]. Both maps are based on lensing reconstructions using
quadratic estimators [156]. The 2015 map [12] is provided as an estimate of the CMB
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lensing convergence field, reconstructed using the minimum-variance combination of all
temperature and polarization estimators applied to CMB component-separated maps from
the SMICA code [157]. The publicly released map is band-limited to the multipole range
8 ≤ ` ≤ 2048. We also use the associated mask, which removes regions contaminated
by emission from the Galaxy and point sources, leaving 67.3% of the sky. Note that the
mean-field bias has already been subtracted from the publicly released map, and we thus
perform no additional such subtraction in our analysis.
For a comparison, we also consider the CMB lensing map provided in the 2013 data
release [138]. In this case, the map is provided as an estimate of the CMB lensing potential
φ̄, reconstructed using only the temperature-based quadratic estimator applied to the 143
and 217 GHz Planck 2013 temperature maps. The reconstruction noise levels are roughly
twice as large in this map as in the 2015 map [138]. The map is band-limited to the mul-








where Rφ` is the lensing response function provided in the 2013 data release. We then
transform the resulting convergence map to real space in order to extract the data in the
CFHTLenS regions.
We combine the associated 2013 lensing mask with the 2015 mask, although it appears
that the 2015 mask is stricter and covers essentially all of the 2013 mask, plus additional
sky regions. In particular, we note that the 2015 mask covers tSZ clusters, whereas the 2013
mask does not. The 2013 reconstruction masks tSZ clusters in the 143 GHz channel, but
not in the 217 GHz channel (where the tSZ signal is null), and thus in the publicly released
map constructed from a combination of the two channels, lensing signal is included at
the location of tSZ clusters. Since the 2015 reconstruction is based on the SMICA map,
which combines all Planck channels, tSZ clusters are masked prior to the reconstruction
in order to avoid biases. We test for effects resulting from the cluster masking in Sec. 6.4.
We also note that biases in the Planck CMB lensing reconstruction due to tSZ or CIB
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leakage should be small due to Planck’s resolution and noise levels [158; 159], even with
no masking, with the possible exception of small scales (` & 1000) in the lensing map
(however, the reconstruction noise is large on these scales).
In order to cross-correlate the Planck CMB lensing maps with the CFHTLenS con-
vergence maps, we project the relevant regions of the CMB lensing maps (and the asso-
ciated masks) onto flat-sky grids in (RA, Dec). This procedure uses a cylindrical equal-
area projection implemented in the flipper software7, which was developed by mem-
bers of the ACT collaboration. The projection is performed at high resolution (HEALPix
Nside = 8192) in order to minimize any resulting artifacts. We verify the accuracy of this
procedure by calculating the power spectra of simulated maps before and after the projec-
tion (i.e., in the patch on the sphere and in the flat-sky projection), finding no measurable
differences over the range of angular scales considered in this paper.
6.3.2 CFHTLenS data
The CFHTLenS survey is one of the first large galaxy lensing datasets that are publicly
available (see also COSMOS [160]). It consists of four sky patches located far from
the Galactic plane, W1, W2, W3, and W4, with a total area of 154 deg2 and a limit-
ing magnitude iAB . 24.5. The CFHTLenS data analysis pipeline consists of: (1) cre-
ation of the galaxy catalogue using SExtractor [122]; (2) photometric redshift estimation
with a Bayesian photometric redshift code [123]; and (3) galaxy shape measurements
with lensfit [9; 124]. A summary of the data analysis process is given in Appendix C
of Ref. [122]. We refer the reader to the CFHTLenS official papers mentioned above for
more technical details.
The procedure of our galaxy lensing map construction can be found in Ref. [129]. In
brief, we apply a cut of star_flag = 0 (requiring the object to be a galaxy), weight w > 0
(with larger w indicating smaller shear measurement uncertainty), and mask ≤ 1 (see Table
B2 in Ref. [122] for the meaning of mask values). These cuts leave 5.3 million galaxies,
7http://www.hep.anl.gov/sdas/flipperDocumentation/
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where Ω is the survey sky area excluding the masked regions, and i denotes individual
galaxies.
















where κ̂gal, γ̂1, and γ̂2 are the convergence and shears in Fourier space, and ` is the wavevec-
tor with components (`1, `2). Note that in this reconstruction we correct for multiplicative
and additive biases on the shear, as given in Eqs. (4) and (6) in Ref. [129]. Finally, the
maps are inverse Fourier-transformed into real space, and smoothed with a σG = 1 arcmin
Gaussian window. Ref. [9] identified 25% of the 172 CFHTLenS pointings, each ≈ 1 deg2
in size, to have PSF residuals. Including these fields can bias the auto-correlation function.
However, we include these regions in this work, as there is no correlation between the PSF
residuals and the signal or noise in the Planck CMB lensing maps, and the additional sky
area is useful for our analysis. Moreover, no significant change was seen in the CFHTLenS
convergence power spectrum (for ` < 7000) or peak counts when including these regions
in Ref. [129].
The redshift distributions for the source galaxies are shown in Fig. 6.5, for both the cu-
mulative sum of the redshift probability distribution functions (PDF) of individual galaxies,
and the histogram of the best-fit redshifts. We adopt the former for our analysis. We note
that we do not apply a redshift cut to the galaxy sample. Normally, a redshift cut of z < 1.3
is suggested for CFHTLenS galaxies, due to the limited number of spectroscopic redshift
measurements at high-z and the lack of a near-infrared band. At z ≈ 1.3, the 4000Å
break leaves the reddest band (z band), resulting in a larger photo-z uncertainty [123;
9]. Practically, galaxies at z > 1.3 can still have high-quality shape measurements, and
their lensing kernel overlaps more with the CMB lensing kernel. Including these galaxies
thus enhances the expected SNR of the cross-correlation signal.
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Figure 6.5: CFHTLenS galaxy redshift distributions for the sum of PDFs of individual galaxies
(red thick line) and for the best-fit redshift (black thin line). We use the sum of the PDFs to model
the CFHTLenS dn/dz in our analysis.
To estimate the level of uncertainty due to the photometric redshifts, we first compare
theoretical models calculated using two different dn/dz, each computed from redshifts
randomly drawn from the PDF of individual galaxies. The resulting theoretical curves are
almost identical (< 1% difference). We further investigate the potential impact from the
inclusion of z > 1.3 galaxies, which account for ≈ 15% of our total sample. As pointed
out in H15, due to the strong overlap of such high-z galaxies with the CMB lensing ker-
nel, uncertainties in their photometric redshifts can lead to non-negligible uncertainty in the
cross-correlation amplitude. Ref. [161] compared the summed PDF of CFHTLenS galaxies
to a matched COSMOS sample, which is measured with 30 bands and hence can be consid-
ered the “true” PDF, and found some discrepancies for galaxies with z > 1.3. We use the
COSMOS data points from Fig. 2 of [161] for the highest redshift bin z = (1.30, 7.00], and
replace the PDFs of our z > 1.3 galaxies with the resulting COSMOS PDF. The theoretical
model computed using the COSMOS-corrected PDF is nearly identical to that computed
using the full CFHTLenS PDF, with only a slight decrease in the overall amplitude (2%).
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This change is highly subdominant to the statistical error in our measurement.
However, because COSMOS data can also suffer from systematic uncertainty in the
high redshift tail (see Figs. 8 and 9 of [162]), we consider a final, crude test in which all
z > 1.3 galaxies are manually moved down to z = 1.3. Under this extreme scenario, the
amplitude of the theoretical model decreases by 20%. However, Ref. [162] shows that the
errors on the high-redshift photo-z are approximately symmetric, and thus it is unrealistic
to expect that all such galaxies should be moved to lower redshifts. If some were moved
to higher redshifts, the theoretical amplitude would increase. In the absence of a more
precise quantifier of these uncertainties, we conclude that systematic uncertainties in our
cross-correlation results due to photo-z are on the order of ≈ 10%, and at most 20%.
6.3.3 Power spectrum and covariance estimation
We calculate the cross-power spectrum of the CMB lensing and galaxy lensing convergence
maps in the flat-sky approximation using the pipeline developed for Ref. [129]. First, to
reduce edge effects, we mask the ten pixels nearest the edge of each map. We combine this
mask with the Planck and CFHTLenS masks described above, and then smooth the final
mask with a σG = 4 arcmin Gaussian window. We apply the apodized mask to the CMB
lensing and galaxy lensing maps, and estimate the 2D power spectrum as
Cκcmbκgal(`) = κ̂∗cmb(`)κ̂gal(`) , (6.8)
where the star denotes complex conjugation. Finally, we average over pixels in Fourier
space with |`| ∈ (` − ∆`/2, ` + ∆`/2), for five linearly spaced bins between 40 ≤ ` ≤
2000. We correct for the effect of the mask using an appropriate fsky factor (including the
apodization), rather than computing and inverting the full mode-coupling matrix. Results
from Ref. [129] and tests with simulations indicate that mask-induced effects only impact
the power spectrum at ` > 7000, whereas we restrict our measurement to ` ≤ 2000 here
(due to the band-limited Planck lensing maps).
To estimate the covariance matrix, we cross-correlate the CFHTLenS galaxy lensing
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maps with 100 simulated Planck CMB lensing maps (for both the 2013 and 2015 data,
separately). We process these simulated maps through the same pipeline as the actual
Planck lensing maps. We then compute the covariance matrix from the 100 cross-power
spectra. The diagonal components of the covariance matrix agree to within 10% with the
theoretical variance estimated using the auto-power spectra of the Planck and CFHTLenS
maps (e.g., Eq. 30 of Ref. [146]). The off-diagonal components are relatively small, . 5%




Fig. 6.6 shows the cross-power spectra of the Planck CMB lensing and CFHTLenS galaxy
lensing maps. We use cosmological parameters from either the Planck 2015 [6] or WMAP9
results [155] to calculate the theoretical prediction (shown as solid curves). We find the












where Cd is the cross-power spectrum calculated from data, Cm is the model calculated
using Eq. 6.4, i and j denote the multipole bin (five bins for each CFHTLenS field), and
C−1 is the inverse of the covariance matrix described above. The SNR is calculated as
SNR =
√
χ2null − χ2model, where χ2null = χ2(A = 0) and χ2model is the value for the best-fit
amplitude A (i.e., minimum χ2).
The best-fit amplitudes are shown in Table 6.1. Using the 2013 Planck lensing map,
we find χ2null,2013 = 19.1 and χ
2
model,2013 = 15.6 (for either Planck or WMAP parameters),
corresponding to SNR= 1.9. The probability-to-exceed (PTE) of the best-fit model is 0.68.
Using the 2015 Planck lensing map, we find χ2null,2015 = 17.2, and χ
2
model,2015 = 13.1 (for
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Figure 6.6: Cross-power spectra of Planck CMB lensing and CFHTLenS galaxy lensing maps.
The top panel shows the result for the 2013 Planck lensing map, while the bottom panel shows
the 2015 result. The solid curves are the (unscaled, i.e., A = 1) theoretical prediction assuming
Planck 2015 or WMAP9 parameters. The best-fit amplitudes with respect to the theory curves are
A2013 = 0.48 ± 0.26 and A2015 = 0.44 ± 0.22 using Planck 2015 parameters (shown in dashed
curves), andA2013 = 0.56±0.30 andA2015 = 0.52±0.26 using WMAP9 parameters. Data points
are for individual fields, and errors are from the standard deviation of cross-power spectra between
100 simulated Planck CMB lensing maps and CFHTLenS galaxy lensing maps. The boxes represent
the inverse-variance weighted sum of the four fields.
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Figure 6.7: Null tests for the cross-power spectrum. In the upper panel, we cross-correlate the
CFHTLenS galaxy lensing maps and 100 simulated Planck CMB lensing maps. In the lower panel,
we cross-correlate the Planck CMB lensing maps with 500 simulated galaxy lensing maps, obtained
by randomly rotating the CFHTLenS galaxies. Points are for individual fields, and errors are the
standard deviation of the simulated cross-power spectra divided by
√
Nsim with Nsim = 100 or 500
for the upper and lower panels, respectively. The boxes represent the inverse-variance weighted
sum of the four fields. We only show results using the Planck 2015 CMB lensing maps. The results
from the 2013 maps are also consistent with zero.
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A (Planck parameters) A (WMAP parameters)
2013 0.48± 0.26 0.56± 0.30
2015 0.44± 0.22 0.52± 0.26
Table 6.1: Best-fit amplitudes for the CMB lensing-galaxy lensing cross-power spectrum using
Planck CMB lensing data (2013 and 2015 releases, labeled by the rows) and the CFHTLenS galaxy
lensing maps. The column labels denote whether the amplitude A is measured with respect to a
theoretical model computed with Planck 2015 cosmological parameters or WMAP9 parameters.
either Planck or WMAP parameters), corresponding to SNR= 2.0. The PTE of the best-fit
model is 0.83. In both cases, the model thus provides a good fit to the data.
To estimate constraints on cosmological parameters, we assume a power-law depen-
dence C` ∝ (σ8)x(`)(Ωm)y(`). Using the theoretical model discussed in Sec. 6.2, we find
that x ≈ 2 in the linear regime (` < few hundred) and x ≈ 3 in the nonlinear regime
(` > 1000)), with a gradual transition in between. We find that y ≈ 1.3 for ` > 200, and
rapidly decreases to y ≈ −0.5 at low-`. These power-law dependences are also apparent
in Fig. 6.3. We constrain a combination of parameters σ8(Ωm/0.27)α, which parametrizes
the degeneracy between σ8 and Ωm. For the cross-correlation considered here, we find
α = 0.41 for the best-constrained combination. Assuming a Gaussian likelihood, we ob-
tain a best-fit σ8(Ωm/0.27)0.41 = 0.63+0.14−0.19. For reference, we also list constraints from
Planck primordial CMB measurements [163; 6] and CFHTLenS cosmic shear data [164] in
Table 6.2. Our constraint remains the same when using α = 0.46 for a direct comparison
to Planck 2013 and CFHTLenS. Our constraint is consistent with that from CFHTLenS,
but is in ≈ 2σ tension with Planck, as seen earlier in the best-fit amplitudes presented in
Table 6.1.
We show two null test results in Fig. 6.7, where we cross-correlate (1) CFHTLenS
galaxy lensing maps and 100 simulated Planck CMB lensing maps, and (2) the CMB lens-
ing maps and 500 simulated galaxy lensing noise maps, obtained by randomly rotating the
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CFHTLenS galaxies. The error bars are divided by
√
Nsim with the number of simulations
Nsim = 100 or 500 for the two cases, respectively. The results are consistent with zero,
with PTE = 0.53 (2013 maps) and 0.11 (2015 maps) for test (1), and PTE = 0.61 for test
(2) for both Planck releases.
6.4.2 Discussion
The cross-correlation results present some puzzles. The SNR of the measurement (≈ 2) is
substantially below the predicted SNR ≈ 4.6 computed in Sec. 6.2. This result is entirely
due to the low amplitude of the measured signal with respect to the theoretical prediction.
The noise properties are as expected — the error bar on the measured amplitude for the
Planck 2015 lensing – CHFTLenS cross-correlation agrees well with the forecast. We find
an error of σA = 0.22 (see Table 6.1), while the prediction assuming A = 1 is σA = 0.217.
Thus, the measured amplitude of the CMB lensing – galaxy lensing cross-correlation
is in some tension with theoretical predictions using standard ΛCDM. The tension is most
significant for the 2015 Planck lensing map, as seen in Table 6.1. The measured amplitude
(A = 0.44 ± 0.22) in this case is in tension with the prediction based on Planck 2015
cosmological parameters at the 2.5σ level. The tension is somewhat less significant for
the 2013 lensing map (2.0σ), due to its higher noise level and somewhat higher preferred
amplitude (A = 0.48 ± 0.26). Note that the decrease in amplitude from the 2013 to 2015
map (≈ 10%) is responsible for the fact that the SNR hardly improves when using the latter
map, despite the lower noise (i.e.,≈ 15% smaller error bar onA). A similar amplitude shift
from the 2013 to 2015 Planck lensing maps is reported in Ref. [143], who use the same
datasets as in our analysis, but instead cross-correlate the Planck CMB lensing maps with
the CFHTLenS galaxy number density (rather than lensing convergence). They use the
cross-correlation to infer the linear bias b of the CFHTLenS galaxies, finding b = 1.16+0.19−0.18
for the 2013 release (for the 18.0 < iAB < 24.0 CFHTLenS galaxy sample), but b =
0.82+0.16−0.14 for the 2015 release, a decrease of ≈ 30%. The shift we observe is in the same
direction as that in Ref. [143], but at very low statistical significance. Note that cross-
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α σ8(Ωm/0.27)
α Ref.
Planck 2013 CMB 0.46 0.89+0.03−0.03 [163]
Planck 2015 CMB 0.50 0.90+0.02−0.02 [6]
CFHTLenS Cosmic Shear 0.46 0.77+0.03−0.04 [164]
This work 0.41 0.63+0.14−0.19 –
Table 6.2: Cosmological parameter constraints.
correlation with CIB maps at 545 GHz in Ref. [12] does not show evidence of a significant
shift in amplitude from the 2013 Planck CMB lensing map to the 2015 map, which suggests
that the small shift in our results is simply due to noise.
There are a number of potential reasons for the tension between our measured cross-
correlation amplitude and the ΛCDM prediction based on Planck 2015 cosmological pa-
rameters. One possibility is that the true values of σ8 and Ωm are somewhat lower than
those found in the Planck CMB analysis. We note that the tension between our results
and the theory is somewhat reduced when comparing to predictions based on WMAP9
cosmological parameters (see the second column of Table 6.1). In this context, we refer
the reader to the discussion in Ref. [6] concerning discrepancies between the Planck 2015
CMB-determined cosmological parameters and those determined from CFHTLenS shear
data (particularly σ8 and Ωm). It is possible that modeling issues (e.g., the nonlinear power
spectrum or dn/dz uncertainties) affecting the weak lensing interpretation could be respon-
sible, although the lowest multipole bin in our measurement in Fig. 6.6 (where the theory
is mostly in the linear regime) lies clearly below the Planck 2015 theoretical prediction.
Finally, we note that H15 also found a best-fit amplitude for the ACT CMB lensing – CS82
galaxy lensing cross-correlation that was slightly low compared to predictions based on
Planck cosmological parameters, though at smaller significance (1.2σ) than seen here.
There are several systematics that could also be responsible for the observed low am-
plitude. Photometric redshift uncertainties are an obvious suspect, especially at high-z.
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We performed three tests in Sec. 6.3.2 to assess the impact of photo-z uncertainties and
found them likely to be subdominant, but possibly on the order of 10%. With presently
available data, we are unable to fully capture photo-z systematics in galaxy spectral energy
distribution modeling. To accurately quantify such uncertainties, one needs observations
extending further in the near infrared for high-redshift galaxies. Such a test is beyond the
scope of this work. Using an extreme test in which all z > 1.3 galaxies in our data are
moved to z = 1.3, we find a rough upper bound of 20% on photo-z uncertainties in the
cross-correlation amplitude. Given that the errors on the high-redshift photo-z are approx-
imately symmetric [162], this extreme test is likely an overestimate of the effect. Further
investigation in this area is clearly needed (as noted in H15). We conclude that photo-z er-
rors alone are unlikely to fully explain the observed low amplitude of the cross-correlation,
but their effects are non-negligible (≈ 10%).
A likely physical effect that contributes to the observed low amplitude is the intrin-
sic alignment (IA) of the foreground galaxy shape and the source shape distortion. If a
foreground galaxy is located between two overdense regions, it can be tidally stretched
in a direction perpendicular to the major axis of the dark matter distribution. However,
the shearing of source light will be aligned with the dark matter major axis, and hence the
observed power spectrum amplitude will be reduced. Refs. [165; 166] estimate the suppres-
sion due to this effect to be ≈ 15% for CMB lensing – galaxy lensing cross-correlations.
To fully account for the≈ 50% difference seen in our results compared to standard ΛCDM
solely with IAs, a very large IA amplitude would be necessary (≈ 3 times larger than
the conservatively expected level). Thus, this effect alone is unlikely to fully explain the
discrepancy, but could be non-negligible8.
Another possible contribution to the observed low amplitude relates to the mask used
8Recently, Ref. [167] presented updated calculations of IA contamination for galaxy lensing – CMB
lensing cross-correlations, finding that well-constrained low-redshift contributions were consistent with 10–
20% contamination, but that unconstrained high-redshift contributions could lead to an overall contamination
as large as 60%.
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in the construction of the Planck 2015 CMB lensing map. In the 2015 CMB lensing re-
construction, regions where tSZ clusters are located are masked prior to the reconstruction.
The map thus contains no signal at these locations, but because these clusters reside in over-
dense regions where lensing signals are expected, the mask could affect our measurement.
In contrast, the 2013 Planck CMB lensing reconstruction contains signal at the location
of tSZ clusters, because the analysis includes an independent reconstruction at 217 GHz,
where the tSZ signal is null and no cluster masking is required. (The 2015 analysis is per-
formed on a frequency-combined SMICA map, and thus cluster masking is needed.) In our
fiducial analysis above, we combined the 2013 and 2015 masks, and thus tSZ clusters are
masked. Since the 2015 lensing map simply does not include signal at the location of tSZ
clusters, we cannot use it to study the effect of this masking. However, the 2013 map does
include such signal (because of the 217 GHz reconstruction), and thus we can study the
effect of the tSZ cluster mask by re-running our analysis on the 2013 map using only the
2013 lensing mask, which does not cover tSZ clusters.
Performing this analysis, we find A = 0.53 ± 0.25 compared to the model based on
Planck 2015 parameters, and A = 0.62 ± 0.30 compared to the WMAP9 model. These
amplitudes are ≈ 10% higher than those found using the 2015 mask which covers tSZ
clusters (0.48 ± 0.26 and 0.56 ± 0.30, respectively — see Table 6.1). The sky fraction
in our analysis changes very little between the two masks: fsky,2013/fsky,2015 − 1 < 0.02.
Thus, the increased amplitude is likely due to the inclusion of additional lensing signal at
the location of the tSZ clusters. However, with only one realization of the sky and a rela-
tively noisy measurement, we cannot rule out the possibility that the increased amplitude
is simply a fluctuation due to including additional data. Testing this effect in a dedicated
suite of simulations with correlated tSZ and lensing signals is needed for a careful assess-
ment. Also, note that because current CMB lensing auto-power spectrum measurements
are almost entirely in the linear regime, this effect is likely much smaller there than in
the cross-correlation with galaxy lensing studied here, which receives important nonlinear
contributions over most of the relevant multipole range (see Fig. 6.2). However, this effect
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could be important for the galaxy number density – CMB lensing cross-correlation studied
in Ref. [143]. It would not explain the difference that they observe between the 2013 and
2015 Planck lensing maps, because they apply the 2015 (and 2013) Planck lensing masks
to both maps in their analysis. But this effect would bias their derived amplitudes low. We
defer a careful assessment to future work, but the results above suggest that this tSZ cluster
mask systematic could explain part of the discrepancy of our measured amplitudes with
respect to ΛCDM predictions.
It is also possible, though very unlikely, that the leakage of other secondary anisotropies
into the CMB lensing map could play a role in our results, since these effects are correlated
with the lensing field (e.g., [146; 154; 168; 144]). As noted in Sec. 6.3, biases in CMB
lensing reconstruction due to tSZ or CIB leakage are small for an experiment with Planck’s
resolution and noise levels [158; 159], even with no masking of clusters or CIB sources.
Since the 2015 Planck reconstruction uses the frequency-cleaned SMICA CMB map and
further masks the brightest tSZ clusters (as described above), such effects are additionally
suppressed. Moreover, most of the CIB emission comes from higher redshifts than those
probed by the CFHTLenS lensing kernel, rendering it even less of a worry for our analysis.
CMB lensing maps can have residual kinematic SZ (kSZ) signals, as the kSZ effect has the
same frequency dependence as the primordial CMB fluctuations. However, this leakage
vanishes to first order for the kSZ signal, since the line-of-sight velocity of the scattering
electrons is equally likely to be positive or negative. Thus, the lowest-order term that could
affect our results is the kSZ2 – weak lensing correlation, which is highly subdominant
compared to the CMB lensing - weak lensing correlation that we measure (note that the
kSZ signal alone is already a second-order effect). The kSZ2 leakage into Planck CMB
lensing maps was quantified in recent simulations performed in Ref. [169], who found no
evidence for an impact of the kSZ on cluster mass estimation using CMB lensing. Overall,
we find it highly unlikely that other secondary anisotropies have induced significant biases
in our results.
Finally, it is possible that instrumental systematics could account for the low amplitude
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of our measured cross-correlation. Measurements of galaxy ellipticities are subject to mul-
tiplicative and additive biases arising from the PSF and other effects that must be carefully
calibrated. Painstaking analysis using the GREAT and SkyMaker simulations is undertaken
in Ref. [124] to perform this calibration for the CFHTLenS data. While no significant ad-
ditive bias is found (and such a bias would be very unlikely to cross-correlate with the
CMB lensing maps anyhow), a non-trivial multiplicative bias on the measured ellipticities,
(1 + m) ≈ 0.9–0.95, is measured using the simulations. The bias is larger for low-SNR
galaxies (i.e., low wi in the notation of Sec. 6.3.2), which are often high-z galaxies (a fact
of particular relevance for our study). Moreover, the uncertainty on this multiplicative bias
correction is fairly large, with values 0.85 . (1 + m) . 1.0 consistent with the calibra-
tion over a wide range of galaxy SNR and photometric redshift (see Fig. 12 in Ref. [124]).
The multiplicative bias propagates directly to the shear and hence the convergence val-
ues, which scale as 1/(1 + m). Thus, if the true value of (1 + m) is smaller than found
in Ref. [124], the derived convergence values will increase, as will the amplitude of the
convergence auto-statistics and the CMB lensing cross-power spectrum studied here. The
authors of Ref. [124] note the possibility that the galaxy models considered in their simula-
tions might not be sufficient to capture the true complexity of actual galaxies, which could
lead to a systematic error in the calibration of (1 + m). It is unlikely to be large enough
to fully reconcile the discrepancy seen in our results with respect to the predictions, but
changes in the derived (1+m) values within the allowed range in Ref. [124] could produce
≈ 5–10% changes in the measured cross-correlation amplitude. Clearly, this effect also
has important implications for the previously-discussed tension between the Planck 2015
CMB-determined cosmological parameters and those determined from CFHTLenS shear
data [6], especially since (1 +m) enters quadratically in the shear two-point statistics.
Fortunately, this hypothesis can be tested using existing data, as noted in earlier anal-
yses [147; 148]. One can directly measure (1 + m) by computing the cross-correlation of
(1) galaxy lensing maps with maps of galaxy number density (preferably using a spectro-
scopic sample), and (2) CMB lensing maps with the same galaxy number density maps.
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By taking ratios of the measured cross-power spectra, one is left with only a factor of
(1 + m) and a geometric factor arising from the lensing kernels [148]. There is also no
cosmic variance if one uses the same galaxy sample in both measurements. Note that
if our measured CMB lensing – galaxy lensing cross-correlation had higher SNR, we
could attempt such a calibration directly [147] (one could also split the galaxy data by
the shear weight factor and look for a spurious dependence), but given the low SNR, a
joint approach with galaxy number density maps seems more feasible. We leave an as-
sessment of this calibration for future work. The primary underlying assumption is that
the CMB lensing measurements are themselves free of a multiplicative bias (i.e., that the
quadratic estimators have been properly normalized). The use of these methods will sub-
stantially tighten the cosmological constraints from upcoming weak lensing surveys [147;
148].
6.5 Summary and outlook
Weak lensing of the CMB and galaxies has recently emerged as a powerful tool to con-
strain cosmological parameters. In this work, we cross-correlate Planck 2013 and 2015
CMB lensing maps with CFHTLenS galaxy lensing maps, and detect a 2σ signal, despite
an expected significance of 4.6σ. Our best-fit amplitudes with respect to the theoretical
predictions are in ≈ 2–2.5σ tension with standard ΛCDM, with A2013 = 0.48 ± 0.26 and
A2015 = 0.44 ± 0.22 using Planck 2015 parameters. The tension is reduced if we assume
WMAP9 parameters, withA2013 = 0.56±0.30 andA2015 = 0.52±0.26. A similar discrep-
ancy (but with smaller significance) is also found by H15, where ACT CMB lensing maps
and CS82 galaxy lensing maps are used. We discuss possible sources of such power sup-
pression, including intrinsic alignments (≈ 15%) and masking of tSZ clusters in the CMB
lensing reconstruction (. 10%). In addition, photometric redshift uncertainties could af-
fect the cross-correlation at the ≈ 10% level. It is possible that other systematics not yet
accounted for could also play a role, such as the impact of nonlinear evolution or baryons
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ngal [arcmin
−2] fsky Expected SNR Ref.
DES 10 0.1 14.4 [86]
HSC 20 0.048 15.5 [89]
Euclid 35 0.2 34.1 [83]
LSST 40 0.25 39.5 [82]
Table 6.3: Weak lensing survey specifications and SNR forecasts.
on the matter power spectrum, or an overall multiplicative bias in the CFHTLenS shear
calibration. Taken together, the combination of all of these systematic effects can perhaps
explain the tension in our results with respect to the Planck 2015 ΛCDM prediction. How-
ever, further detailed analysis is needed to understand these effects at the required level of
precision.
Due to the limiting size of CFHTLenS survey, less than 1% of the available Planck
CMB lensing data are used in this work. Therefore, future improvement of the cross-
correlation lies in larger galaxy weak lensing surveys, which fortunately are already on-
going. For upcoming galaxy weak lensing surveys (the Dark Energy Survey (DES), Eu-
clid9, the Hyper Suprime-Cam Survey (HSC), and the Large Synoptic Survey Telescope10
(LSST)), we estimate the SNR of the cross-correlation with the Planck 2015 CMB lensing
data using the methodology discussed in Sec. 6.2. For the CMB lensing auto-power spec-
trum, we use the signal and noise power spectra provided in the Planck 2015 release. For
the galaxy weak lensing auto-power spectra, we consider only shape noise in addition to the
cosmological signal. The weak lensing survey specifications and SNR forecasts are shown
in Table 6.3. The source galaxy redshift distributions match those used in [154], except for
DES, for which we use the redshift distribution given in [170]. The predictions are quite
promising, with ≈ 15σ detections expected for DES and HSC, and ≈ 35–40σ detections
9http://sci.esa.int/euclid/
10http://www.lsst.org/
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expected for Euclid and LSST. The predicted SNR for the upcoming surveys will be even
higher if one considers the CMB lensing maps from Advanced ACT [171] or other high-
resolution, ground-based CMB experiments. Thus, these ongoing and future surveys will
precisely measure the CMB lensing – galaxy lensing cross-correlation. In addition, the
comparison of results from multiple independent surveys will allow multiplicative shear
systematics to be overcome. These measurements will definitively determine whether the
current tension in our results with respect to Planck 2015 ΛCDM parameters is significant
or simply a statistical fluctuation.
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Chapter 7
Constraining multiplicative bias in
CFHTLenS weak lensing shear data
7.1 Introduction
Weak gravitational lensing occurs when the large-scale structure (LSS) of the universe dis-
torts the path of light rays from a background source (a galaxy or the cosmic microwave
background, CMB). It is a promising tool to probe the nature of dark energy, the total mass
of neutrinos, and possible deviations from general relativity. Large galaxy lensing datasets,
such as the ones from the Large Synoptic Survey Telescope [82] and the Euclid Space Mis-
sion [83], will come online in the next decade. While providing unprecedentedly precise
measurements of the LSS, these surveys also present a great challenge, as measurement
systematics must be minimized in order to realize the surveys’ full statistical power.
Major known galaxy lensing systematics include galaxy shape (or “shear”) measure-
ments, photometric redshift calibrations, and intrinsic alignments of galaxies. In this work,
we study the impact of one type of shape measurement systematic, the multiplicative bias,
in the first large galaxy lensing survey — the 154 deg2 Canada-France-Hawaii Telescope
Lensing Survey (CFHTLenS) [9]. The multiplicative bias originates from the mismatch
of galaxy shapes assumed in image analysis models and those of real galaxies [172], and
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is more likely to occur for faint galaxies. The multiplicative bias can change the overall
amplitude of the cosmic shear auto-correlation and its cross-correlation with other probes
of the LSS, hence causing a biased estimation of cosmological parameters. Ref. [124] de-
tails the procedure taken by the CFHTLenS team to calibrate the multiplicative bias, m,
using the GREAT and SkyMaker simulations, where m is fit as a function of signal-to-
noise ratio and galaxy size. The resulting correction applied to the actual CFHTLenS shear
measurements is ≈ 5–10%, with larger (smaller) corrections for lower (higher) signal-to-
noise galaxies. High-quality, all-sky CMB lensing data from Planck have become public
since the CFHTLenS data were published, allowing new data-driven constraints on the
multiplicative bias, without the necessity of relying on galaxy image simulations [147;
148].
Mild discrepancies between cosmological parameters estimated using galaxy lensing
data and those estimated from CMB temperature measurements have been reported by sev-
eral groups [6; 173; 174; 175; 176]. For example, the cosmological parameter σ8(Ωm/0.27)0.46,
which is orthogonal to the Ωm-σ8 degeneracy direction for galaxy lensing, is lower by
≈ 2–2.5σ when estimated from CFHTLenS cosmic shear two-point statistics than when
estimated from Planck CMB temperature measurements [163; 6; 164; 161]. Here, σ8 is
the rms amplitude of linear density fluctuations on 8 Mpc/h scales at redshift zero. Such
a disagreement can potentially be explained by a multiplicative shear bias m < 1, where
m = 1 corresponds to no bias. In this paper, we estimate m through a joint analysis of the
cross-correlations of (1) maps of galaxy number density and galaxy lensing convergence,
and (2) maps of galaxy number density and CMB lensing convergence.
The paper is organized as follows. We first introduce the formalism in Sec. 7.2 and our
data analysis procedures in Sec. 7.3. We then present our results in Sec. 7.4 and discuss the
implications in Sec. 7.5.
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7.2 Formalism
In the Limber approximation [150], the angular cross-power spectrum of two different
















where z is the redshift, c is the speed of light, H(z) is the Hubble parameter, χ(z) is the
comoving distance, and P (k, z) is the matter power spectrum at redshift z and wavenum-
ber k. The weighting kernels W (z) for galaxy lensing convergence (κgal), CMB lensing






































where Ωm is the matter density (relative to critical) at z = 0, H0 = H(z = 0), zs is the
redshift of the background source, where z? = 1100 for the CMB, and b(z) is the galaxy
bias. We neglect possible scale-dependence of the galaxy bias, as the moderate signal-to-
noise ratio of our CκcmbΣ` measurement (see below) does not permit strong constraints on
extended models.
The multiplicative bias can be estimated using a combination of auto- and cross-correlations











` (β 6= κgal). (7.6)
In this work, we use cross-correlations between κgal and Σ and κcmb and Σ to isolate the
effect of m. While CκgalΣ` is sensitive to both m and the galaxy bias b, C
κcmbΣ
` is sensitive
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to b alone. Thus, a joint analysis of these probes can break the degeneracy between b
and m, yielding robust constraints on both [147; 148]. The primary assumption of this
method is that all data sets are governed by the same cosmological parameters (we assume
minimal ΛCDM). We also must make assumptions regarding the behavior of the galaxy
bias b(z), for which we consider three scenarios (see below). Finally, we assume that the
CMB lensing data are not afflicted by a multiplicative bias.
We use cosmological parameters obtained from Planck 2015 data (TT, TE, EE + lowP,
see Table 4 in Ref. [6]). In particular, Ωm = 0.3156, σ8 = 0.831, and h = 0.6727. We
verify below that our results for m are insensitive to the particular values assumed for these
parameters.
7.3 Data Analysis
We use the publicly available CMB lensing convergence (κcmb) map released by the Planck
collaboration (2015 data release). We use CFHTLenS data to construct κgal and Σ maps.
The CFHTLenS survey consists of four sky patches located far from the Galactic plane
(W1, W2, W3, and W4), with a total area of 154 deg2 and a limiting magnitude iAB <
24.5. The construction of the κcmb and κgal maps is summarized in detail in Ref. [174],
with the only difference that we apply a redshift cut of 0.2 < z < 1.3 to the CFHTLenS
galaxy sample used in the κgal reconstruction in this paper. The effective number density
of galaxies used in the κgal reconstruction is 9.3 galaxies/arcmin2.
It is important to note that we have already applied to the κgal maps the multiplicative





with A = 0.057 and B = −0.37; νSN is the signal-to-noise ratio and r is the galaxy size.
By their definition, the multiplicative bias vanishes when 1+mCFHT = 1, i.e., mCFHT = 0.
Typical values of this correction are 1 +mCFHT ≈ 0.9–1. Any multiplicative bias detected
in our work is in addition to this correction. Recall that we define m here such that m = 1
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corresponds to no bias — e.g., see Eq. (7.5). Also, in our workm is an overall factor applied
to the κgal map, whereasmCFHT(νSN, r) in Eq. (7.7) is applied on a galaxy-by-galaxy basis.
We follow Ref. [143] to create Σ maps, where three different magnitude cuts are applied
to the galaxies: 18 < i < 22, 18 < i < 23, and 18 < i < 24 (note that in comparison, we
apply no magnitude cuts to the κgal sample, other than the survey magnitude limit i < 24.5),
resulting in a mean redshift 〈z〉 = 0.52, 0.61, and 0.69, respectively. For the Σ maps, we
include galaxies that have lensfit weight=0 (which are excluded from the κgal sample)
— these objects are identified as galaxies, but they are too small to have shapes measured
accurately for shear reconstruction. The galaxy number density fluctuation Σj in the jth









where Nj,raw is the number of galaxies falling within that pixel, and wj ∈ (0, 1] is the
unmasked fraction of that pixel calculated from degrading a high-resolution mask map. The
galaxy number density is 3.3, 7.5, and 15.0 galaxies/arcmin2 for the three galaxy samples
(from shallowest to deepest).
The galaxy redshift distributions and lensing kernels for κgal (mean redshift 〈z〉 = 0.74)
and κcmb are shown in Fig. 7.1. We use the publicly available masks provided by Planck
and CFHTLenS1 and calculate the remaining sky fraction fsky using the combination of
these two masks, finding fsky = 0.00298.
We estimate the two-dimensional (2D) auto- or cross-correlation via
Cαβ(`) = M̂α(`)
∗M̂β(`) , (7.10)
where M̂α is the Fourier transform of the 2D map Mα (α, β ∈ [κgal, κcmb,Σ]), and ∗ de-
notes complex conjugation. We then average over pixels in each multipole bin, |`| ∈
(`−∆`/2, `+ ∆`/2), for five linearly spaced bins between 40 ≤ ` ≤ 2000.
1We mask out pixels with mask > 0 — see Table B2 in Ref. [122] for a detailed description of the mask
values.
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Figure 7.1: The lensing kernels for CMB lensing (thick dashed) and CFHTLenS galaxy lensing (thin
dashed) and the redshift distributions for the three galaxy number density samples considered in this
work (solid shaded). All galaxies have a best-fit redshift 0.2 < z < 1.3, and the full probability
distribution of individual galaxies is used to calculate dn/dz and κgal. The lensing kernels are
rescaled here for display purposes only (the CMB lensing kernel is normalized to a maximum of 1.5
and the CFHTLenS kernel to a maximum of 1.8).
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contains 40 entries (2 cross-correlations, 4
CFHTLenS fields, each with 5 bins), and the model vector N = N(b,m) is fixed at our
base cosmology (Planck 2015), with the galaxy bias and multiplicative shear bias as free
parameters. The covariance matrix Cij is estimated using 100 realizations of κgal maps,
where we randomly rotate the galaxies2, and 100 simulated Planck CMB lensing maps.
The diagonal components of Cij are consistent with the theoretical variance estimated from
the auto-power spectra of the maps to within 10%.
Because b and m are somewhat degenerate, we test the robustness of our m constraints
using three models for the galaxy bias: a constant b and two redshift-dependent models,
with b(z) = b0(1 + z) (e.g., [177]) or b(z) = b̃0(1 + z) − z [178]. The last model is
appropriate for tracers whose comoving number density is conserved after their formation
at some early epoch.3 Our constraints on m and b are given in the next section.
7.4 Results
The cross-power spectra CκgalΣ` and C
κcmbΣ
` for the three galaxy number density samples
are shown in Fig. 7.2, where we also overlay the fiducial theoretical models (b = 1,m = 1)
and best-fit results.
Fig. 7.3 shows the derived constraints on b and m from these two cross-correlations,
assuming a constant b. Figs. 7.4 and 7.5 show the constraints for a redshift-dependent
2We note that the randomly rotated κgal maps do not contain cosmic variance, and hence underestimate
the variance inCκgalκgal` . However, the variance is dominated by galaxy shot noise for CFHTLenS. Moreover,
the overall covariance Cij is dominated by the noise in the Planck CMB lensing reconstruction. Therefore,
the effect of omitting cosmic variance in the simulated κgal maps is negligible.
3This statement is only exact in an Einstein-de Sitter universe, but this does not restrict our phenomeno-
logical use of the model.
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best fit (b =b0 (1 +z))
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best fit (b =b̃0 (1 +z)−z)
Figure 7.2: Angular cross-power spectra of (1) κcmb and Σ (upper panels) and (2) κgal and Σ
(lower panels) for three galaxy samples (18 < i < 22, 18 < i < 23, and 18 < i < 24). Data points
are for individual CFHTLenS fields, and errors are estimated using 100 simulated κcmb maps and
100 randomly-rotated κgal maps. The boxes represent the inverse-variance weighted sum of the four
fields. The thick-solid, thin-solid, thick-dashed, and thin-dashed curves are the fiducial theoretical
model using Planck 2015 parameters (b = 1), the best-fit model assuming a constant b, the best-fit
model assuming b(z) = b0(1+z), and the best-fit model assuming b(z) = b̃0(1+z)−z, respectively.
The multiplicative shear bias m is held fixed to unity in all models shown here.
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Figure 7.3: Error contours (68%) in the m–b plane, assuming a constant b. The different contours
correspond to different galaxy samples, as labeled. Marginalized values of m and b are listed in
Table 7.1. The deepest sample considered (18 < i < 24) shows evidence for a multiplicative bias
m < 1.
b(z) = b0(1 + z) and b(z) = b̃0(1 + z)− z, respectively. The marginalized constraints are
listed in Table 7.1 (for a constant b), Table 7.2 (for b(z) = b0(1 + z)), and Table 7.3 (for
b(z) = b̃0(1 + z) − z). In all of the tables, we list constraints on b using CκcmbΣ` only and
using CκgalΣ` only (while assuming m = 1), as well as joint constraints on b and m using
the combination of these two cross-correlations.
From the CκcmbΣ` -only and C
κgalΣ
` -only constraints in Table 7.1, it is apparent that the
inferred galaxy bias is only clearly consistent for these two methods for the i < 22 sam-
ple, with a marginal discrepancy seen for the i < 23 sample and a strong discrepancy
seen for the i < 24 sample. Moreover, while the CκcmbΣ` -only measurements show an in-
creasing galaxy bias as a function of z (i.e., with increasing depth of the galaxy sample),
the CκgalΣ` -only measurements show the opposite trend. These results suggest that either
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Figure 7.4: Error contours (68%) in the m–b0 plane, assuming b(z) = b0(1 + z). The different
contours correspond to different galaxy samples, as labeled. Marginalized values of m and b0 are
listed in Table 7.2. As in Fig. 7.3, the deepest sample considered (18 < i < 24) shows evidence for
a multiplicative bias m < 1.
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Figure 7.5: Error contours (68%) in the m–b̃0 plane, assuming b(z) = b̃0(1 + z)− z. The different
contours correspond to different galaxy samples, as labeled. Marginalized values of m and b0 are
listed in Table 7.3. As in Figs. 7.3 and 7.4, the deepest sample considered (18 < i < 24) shows
evidence for a multiplicative bias m < 1.
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Table 7.1: Marginalized constraints on b and m, where a constant b is assumed. We provide
constraints obtained using CκcmbΣ` only (column 2), C
κgalΣ
` only (column 3), and their combination
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Table 7.2: Marginalized constraints on b0 and m, where b(z) = b0(1 + z) is assumed for the
behavior of the galaxy bias. We provide constraints obtained using CκcmbΣ` only (column 2), C
κgalΣ
`
only (column 3), and their combination (columns 4 and 5).
a more complicated galaxy bias model is required or that one of the data sets is afflicted
by a systematic. Tables 7.2 and 7.3 show the same results, however, even when allowing
for a redshift-dependent galaxy bias. An obvious candidate explanation is thus a multi-
plicative shear bias afflicting κgal, which can be constrained in the joint analysis of the two
cross-spectra.
The joint analysis shows that m is statistically consistent with unity (no bias) for the
i < 22 and i < 23 samples, while we obtain 2–4σ evidence for m < 1 using the i < 24
sample, depending on the galaxy bias model adopted. The m constraints are statistically
consistent for the three different galaxy bias models considered here. It is not surprising
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Table 7.3: Marginalized constraints on b0 and m, where b(z) = b̃0(1 + z) − z is assumed for the
behavior of the galaxy bias. We provide constraints obtained using CκcmbΣ` only (column 2), C
κgalΣ
`
only (column 3), and their combination (columns 4 and 5).
that m < 1 is only significant for the deepest sample, as this cross-correlation probes the
LSS at a higher redshift than the other two samples (see Fig. 7.1). At high redshifts, the
κgal signal receives more contributions from faint galaxies, whose shapes are more difficult
to measure accurately.
We test the robustness of our constraints on m to the assumed cosmological param-
eters by redoing the constant-b analysis while using WMAP9 cosmological parameters
(WMAP+eCMB+BAO+H0 in Table 2 of Ref. [155]), e.g., h = 0.697, Ωm = 0.282, and
σ8 = 0.817. Our multiplicative bias results are almost identical to those presented above
(the change in the best-fit m is . 1% for all three galaxy samples), although the inferred
galaxy bias values increase by ≈ 10%. The evidence for m < 1 is thus insensitive to the
assumed cosmology.
Our measured auto-correlations of Σ and cross-correlations of Σ and κcmb are consistent
with those presented in Ref. [143], although the multipole bins used in the two analyses
differ slightly.
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7.5 Discussion
In this paper, we search for evidence of additional multiplicative biases in CFHTLenS
weak gravitational lensing shear measurements (beyond the standard multiplicative cor-
rection from the CFHTLenS shear catalogue) using joint cross-correlations of CFHTLenS
data and Planck CMB lensing data. Our results show hints (2–4σ) of a non-vanishing
multiplicative bias for the deepest sample of galaxies considered in this analysis. We
stress that, despite our focus on biases in shear measurement, other systematics that can
change the overall amplitude of CκgalΣ` may also partially or even fully account for the dis-
crepancy we see. Possible sources include intrinsic alignment contamination [166; 167;
179] and photometric redshift errors, which are beyond the scope of this work, but must
be studied more carefully in the future. Another alternative would be an unexpectedly
complex galaxy bias model — a non-monotonic redshift dependence would be needed to
explain the results in Tables 7.1–7.3.
Our constraint on m is somewhat degenerate with constraints on the galaxy bias b.
To circumvent the additional uncertainty introduced by the modeling of the galaxy bias,
one can limit the galaxy sample for Σ to a thin redshift slice (preferably with spectro-
scopic redshift measurements), and hence b(z) would be nearly the same for both cross-
correlations (CκgalΣ` and C
κcmbΣ
` ). In this limit, any scale-dependence of the bias will also
have a nearly identical effect on the two cross-correlations. As a result, m will be simply
the ratio of CκgalΣ` and C
κcmbΣ
` times a geometric factor (see Eq. 6 in Ref. [148]). We
have tested this idea using galaxies in the Sloan Digital Sky Survey (SDSS). However,
the low number density of galaxies in the SDSS sample (<0.05 galaxy/arcmin2, compared
with ≈10 galaxy/arcmin2 in CFHTLenS) is insufficient to obtain statistically significant
constraints from the cross-correlations within the CFHTLenS sky area.
To place this work in context, we estimate the level of multiplicative bias needed to rec-
oncile the tension between cosmological parameter constraints derived from CFHTLenS
two-point statistics and those derived from Planck CMB temperature anisotropy measure-
ments. We use the fact that the auto-power spectrum of κgal scales roughly quadratically
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with σ8 and exactly quadratically with m. Ref. [163] found that σ8(Ωm/0.27)0.46 = 0.89±
0.03 (using “Planck+WP+highL” data), compared with 0.774±0.04 from CFHTLenS [164].
Therefore, a multiplicative bias m ≈ 0.9 suffices to bridge the gap between these two mea-




[174], where the amplitude of the best-fit model compared to predictions based on
Planck CMB-derived parameters is found to be Aplanck = 0.44 ± 0.22.4 Our results using
shallow galaxy samples (i < 22 or i < 23) are consistent with such a value, but also with
m = 1, due to the relatively large error bars. Our best-fit m for the deepest sample (i < 24)
prefers a lower m = 0.6 − 0.7, depending on the galaxy bias model adopted, but is also
statistically consistent with a value of m that would bring the CFHTLenS constraints into
agreement with Planck. Thus, within the uncertainties of current data sets, a multiplica-
tive shear bias remains a feasible option to reconcile the tension between the CFHTLenS
and Planck cosmological parameter constraints. If more sensitive CMB lensing data were
taken on these fields, it would be possible to improve the overall signal-to-noise such that
the galaxies in the κgal reconstruction could be split into sub-samples based on different
properties (e.g., color or size), perhaps allowing the cause of the multiplicative bias to be
isolated. With our current signal-to-noise, such data splits are not feasible.
As a point of comparison, we note that Ref. [180] compared the galaxy-galaxy lens-
ing signal measured around SDSS luminous red galaxies using both the CFHTLenS shear
catalog and the SDSS shear catalog constructed by Ref. [181]. They found that the lens-
ing signals agreed well, with an inverse-variance-weighted average ratio (over all radial
bins) of 1.006 ± 0.046. Since the CFHTLenS and SDSS shape measurements and photo-z
estimates come from completely independent pipelines, this comparison provides a con-
straint on any relative bias between them. If the SDSS shear calibration were unity, then
this would still leave open the possibility of a shear bias of ≈ 0.9 for CFHTLenS (within
≈ 2σ), which is consistent with the constraints on m presented in this work and with the
4Intrinsic alignment contamination is likely to explain a significant fraction of this discrepancy, and has
not been corrected for here [167].
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value needed to reconcile the CFHTLenS–Planck tension. Another possibility, albeit more
unlikely, is that both catalogs have a bias in the same direction, which cancels out in the
ratio of the galaxy-galaxy lensing signals measured in Ref. [180]. It would be useful to
perform a similar analysis to that presented in this work on the SDSS shear catalog, to
independently constrain possible multiplicative biases in those data.
This study represents the first constraint on a multiplicative shear bias based on a joint
cross-correlation analysis with CMB lensing data. As our overall covariance matrix is
dominated by the Planck CMB lensing noise, galaxy lensing surveys that overlap with
CMB lensing surveys with a lower noise level, e.g., the Atacama Cosmology Telescope
(ACT) and the South Pole Telescope (SPT), will provide better constraints on the multi-
plicative bias. Furthermore, a larger sky coverage of the galaxy lensing survey will also
enhance the constraint (near-future surveys are typically designed to overlap with CMB
surveys). Therefore, the 5000 deg2 Dark Energy Survey5 (overlapping ACT and SPT), the
1500 deg2 Hyper Suprime-Cam survey6 (entirely within ACT coverage), and the 1500 deg2
Kilo-Degree Survey7 (overlapping ACT) will provide an excellent opportunity to study and
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Chapter 8
Conclusions
In this thesis work, we have examined the potential of WL non-Gaussian statistics, in par-
ticular the peak counts, in constraining cosmology. We have also explored the technique of
cross-correlation of proxies of the large scale structure, in order to understand WL system-
atics. Our major findings are:
• The magnification and size bias, arising from a preferential selection of source galax-
ies in high magnification regions on the sky, will impact future large surveys, such
as Euclid and the LSST, at a few σ level. However, we also found that combining
the power spectrum and peak counts can help mitigate the impact, as they are biased
differently. Therefore it is important to include the magnification bias in WL models.
• We tailored our simulation to the CFHTLenS survey by tracing the light path for
each of the 4.2 million galaxies and simulating an unprecedentedly large number
of cosmological models (91 in total). We found that when the power spectrum and
peaks are combined, the constraints on [σ8, Ωm, w] are enhanced by a factor of ∼ 2
compared to using the power spectrum alone.
• We cross-correlated CFHTLenS galaxy lensing maps with Planck CMB lensing maps
and compared the results with theoretical models. Our measurements showed a 2σ
tension with predictions based on the Planck primordial temperature power spectrum,
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an intriguing result hinting at unknown systematics and/or new physics.
• To follow up on the discrepancy we saw in the cross-correlation of CFHTLenS
galaxy lensing maps with Planck CMB lensing maps, we measured additional cross-
correlations between galaxy lensing, CMB lensing, and galaxy counts. We found
a 2–4σ hint of the multiplicative bias in shear measurement, in our deepest galaxy
sample. This level of bias can potentially explain the tension seen previously.





Kilo-Degree Survey (KiDS) 1,500 10 gal arcmin−2 2011 – 2016
Dark Energy Survey (DES) 5,000 10 gal arcmin−2 2013 – 2018
Hyper Suprime-Cam (HSC) 1,500 20 gal arcmin−2 2014 – 2019
Euclid Space Mission 15,000 30 gal arcmin−2 2020 – 2026
Large Synoptic Survey Tele-
scope (LSST)
20,000 30 gal arcmin−2 2021 – 2031
Wide-Field Infrared Survey
Telescope (WFIRST)




South Pole Telescope (SPT)-
3G
2,500 6 µK-arcmin 2016 – 2019
Advanced ACTPol (Ad-
vACT)
20,000 7 µK-arcmin 2016 – 2018
CMB-S4 20,000 1 µK-arcmin 2020 – 2025
Table 8.1: An incomplete list of large lensing surveys that are on-going or under construction.
Looking forward, we are entering the era of precision cosmology. For example, Ta-
ble 8.1 shows a list of large galaxy lensing and CMB lensing surveys that are on-going or
under construction. These surveys will generate an enormous volume of data; for exam-
ple, LSST will produce 15 TB of data per night. In order to fully realize the potential of
these data, we need to improve our understanding of both the second order and higher order
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statistics, such as the ones listed in the Introduction. Meanwhile, we also need to quantify
the major systematics that may impact each statistic differently, including baryonic effects,
photometric redshift uncertainties, shear measurement errors, and intrinsic alignments of
galaxies. WL data from these upcoming surveys will certainly sharpen or even fundamen-
tally change our understanding of the Universe.
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