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Abstract
This paper considers online convex optimization over a complicated constraint set, which typically consists of
multiple functional constraints and a set constraint. The conventional projection based online projection algorithm
(Zinkevich, 2003) can be difficult to implement due to the potentially high computation complexity of the projection
operation. In this paper, we relax the functional constraints by allowing them to be violated at each round but
still requiring them to be satisfied in the long term. This type of relaxed online convex optimization (with long
term constraints) was first considered in Mahdavi et al. (2012). That prior work proposes an algorithm to achieve
O(
√
T ) regret and O(T 3/4) constraint violations for general problems and another algorithm to achieve an O(T 2/3)
bound for both regret and constraint violations when the constraint set can be described by a finite number of
linear constraints. A recent extension in Jenatton et al. (2016) can achieve O(Tmax{β,1−β}) regret and O(T 1−β/2)
constraint violations where β ∈ (0, 1). The current paper proposes a new simple algorithm that yields improved
performance in comparison to prior works. The new algorithm achieves an O(
√
T ) regret bound with finite constraint
violations.
I. INTRODUCTION
Online optimization and learning is a multi-round process of making decisions in the presence of uncertainty,
where a decision strategy should generally adapt decisions based on results of previous rounds [4]. Online convex
optimization is an important subclass of these problems where the received loss function is convex with respect to
the decision. At each round of online convex optimization, the decision maker is required to choose x(t) from a
known convex set X . After that, the convex loss function f t(x(t)) is disclosed to the decision maker. Note that
the loss function can change arbitrarily every round t, with no probabilistic model imposed on the changes.
The goal of an online convex optimization algorithm is to select a good sequence x(t) such that the accumulated
loss
∑T
t=1 f
t(x(t)) is competitive with the loss of any fixed x ∈ X . To capture this, the T -round regret with respect
to the best fixed decision is defined as follows:
RegretT =
T∑
t=1
f t(x(t))−min
x∈X
T∑
t=1
f t(x). (1)
The best fixed decision x∗ = argminx∈X
∑T
t=1 f
t(x) typically cannot be implemented. That is because it would
need to be determined before the start of the first round, and this would require knowledge of the future f t(·)
functions for all t ∈ {1, 2, . . . , T}. However, to avoid being embarrassed by the situation where our performance
is significantly exceeded by a stubborn decision maker guessing x∗ correctly by luck, a desired learning algorithm
should have a small regret. Specifically, we desire a learning algorithm for which RegretT grows sub-linearly with
respect to T , i.e., the difference of average loss tends to zero as T goes to infinity when comparing the dynamic
learning algorithm and a lucky stubborn decision maker.
For online convex optimization with loss functions that are convex and have bounded gradients1, the best known
1In fact, Zinkevich’s algorithm in [1] can be extended to treat non-differentiable convex loss functions by replacing the gradient with the
subgradient. The same O(
√
T ) regret can be obtained as long as the convex loss functions have bounded subgradients. This paper also has
the bounded gradient assumption in Assumption 1. This is solely for simplicity of the presentation. In fact, none of the results in this paper
require the differentiability of loss functions. If any loss function is non-differentiable, we could replace the gradient with the subgradient
and obtain the same regret and constraint violation bounds by replacing the bounded gradient assumption with the bounded subgradient
assumption.
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2regret is O(
√
T ) and is attained by a simple online gradient descent algorithm [1]. At the end of each round t,
Zinkevich’s algorithm updates the decision for the next round t+ 1 by
x(t+ 1) = PX
[
x(t)− γ∇f t(x(t))] , (2)
where PX [·] represents the projection onto convex set X and γ is the step size.
[5] shows that better regret is possible under a more restrictive strong convexity assumption. However, [5] also
shows that Ω(
√
T ) regret is unavoidable with no additional assumption.
In the case when X is a simple set, e.g., a box constraint, the projection PX [·] is simple to compute and often
has a closed form solution. However, if set X is complicated, e.g., set X is described via a number of functional
constraints as X = {x ∈ X0 : g˜k(x) ≤ 0, i ∈ {1, 2, . . . ,m}}, then equation (2) requires to solve the following
convex program:
minimize: ‖x− [x(t)− γ∇f t(x(t))]‖2 (3)
such that: gk(x) ≤ 0,∀k ∈ {1, 2, . . . ,m} (4)
x ∈ X0 ∈ Rn (5)
which can yield heavy computation and/or storage burden at each round. For instance, the interior point method
(or other Newton-type methods) is an iterative algorithm and takes a number of iterations to approach the solution
to the above convex program. The computation and memory space complexity at each iteration is between O(n2)
and O(n3), where n is the dimension of x.
To circumvent the computational challenge of the projection operator, a variation of the standard online convex
optimization, also known as online convex optimization with long term constraints, is first considered by [2]. In this
variation, complicated functional constraints gk(x) ≤ 0 are relaxed to be soft long term constraints. That is, we do
not require x(t) ∈ X0 to satisfy gk(x(t)) ≤ 0 at each round, but only require that
∑T
t=1 gk(x(t)), called constraint
violations, grows sub-linearly. [2] proposes two algorithms such that one achieves O(
√
T ) regret and O(T 3/4)
constraint violations; and the other achieves O(T 2/3) for both regret and constraint violations when set X can be
represented by linear constraints. Further, [2] posed an open question of whether there exists a low complexity
algorithm with an O(
√
T ) bound on the regret and a better bound than O(T 3/4) on the constraint violations. [3]
recently extends the algorithm of [2] to achieve O(Tmax{β,1−β}) regret and O(T 1−β/2) constraint violations where
β ∈ (0, 1) is a user-defined tradeoff parameter. By choosing β = 1/2 or β = 2/3, the [O(√T ), O(T 3/4)] or
[O(T 2/3), O(T 2/3)] regret and constraint violations of [2] are recovered. It is easy to observe that the best regret
or constraint violations in [3] are O(
√
T ) under different β values. However, the algorithm of [3] can not achieve
O(
√
T ) regret and O(
√
T ) constraint violations simultaneously.
The current paper proposes a new algorithm that can achieve O(
√
T ) regret and finite constraint violations that
do not grow with T ; and hence yields improved performance in comparison to prior works [2], [3]. The algorithm
is the first to reduce the complexity associated with multiple constraints while maintaining O(
√
T ) regret and
achieving a constraint violation bound strictly better than O(T 3/4). Hence, we give a positive answer to the open
question posed by [2]. The new algorithm is related to a recent technique we developed for deterministic convex
programming with a fixed objective function [6] and the drift-plus-penalty technique for stochastic optimization in
dynamic queue networks [7].
Many engineering problems can be directly formulated as online convex optimization with long term constraints.
For example, problems with energy or monetary constraints often define these in terms of long term time averages
rather than instantaneous constraints. In general, we assume that instantaneous constraints are incorporated into the
set X0; and long term constraints are represented via functional constraints gk(x). Two example problems are given
as follows. More examples can be found in [2] and [3].
• In the application of online display advertising [8], [9], the publisher needs to iteratively allocate “impressions”
to advertisers to optimize some online concave utilities for each advertiser. The utility is typically unknown
when the decision is made but can be inferred later by observing user click behaviors under the given allocations.
Since each advertiser usually specifies a certain budget for a period, the “impressions” should be allocated to
maximize advertisers’ long term utilities subject to long term budget constraints.
• In the application of network routing in a neutral or adversarial environment, the decision maker needs to
iteratively make routing decisions to maximize network utilities. Furthermore, link quality can vary after each
3routing decision is made. The routing decisions should satisfy the long term flow conservation constraint at
each intermediate node so that queues do not overflow.
II. ONLINE CONVEX OPTIMIZATION WITH LONG TERM CONSTRAINTS
This section introduces the problem of online convex optimization with long term constraints and presents our
new algorithm.
A. Online Convex Optimization with Long Term Constraints
Let X0 be a compact convex set and gk(x), k ∈ {1, 2, . . . ,m} be continuous convex functions. Denote the
stacked vector of multiple functions g1(x), . . . , gm(x) as g(x) = [g1(x), . . . , gm(x)]T. Define X = {x ∈ X0 :
gk(x) ≤ 0, i ∈ {1, 2, . . . ,m}}. Let f t(x) be a sequence of continuous convex loss functions which are determined
by nature (or by an adversary) such that f t(x) is unknown to the decision maker until the end of round t. For
any sequence x(t) yielded by an online algorithm, define
∑T
t=1 f
t(x(t))−minx∈X
∑T
t=1 f
t(x) as the regret and∑T
t=1 gk(x(t)), k ∈ {1, 2, . . . ,m} as the constraint violations. The goal of online convex optimization with long
term constraints is to choose x(t) ∈ X0 for each round t such that both the regret and the constraint violations
grow sub-linearly with respect to T . Throughout this paper, we have the following assumptions:
Assumption 1 (Basic Assumptions).
• The loss functions have bounded gradients on X0. That is, there exists D > 0 such that ‖∇f t(x)‖ ≤ D for
all x ∈ X0 and all t.
• There exists a constant β such that ‖g(x) − g(y)‖ ≤ β‖x − y‖ for all x,y ∈ X0, i.e., g(x) is Lipschitz
continuous with modulus β.
• There exists a constant G such that ‖g(x)‖ ≤ G for all x ∈ X0.
• There exists a constant R such that ‖x− y‖ ≤ R for all x,y ∈ X0.
Note that the existence of G follows directly from the compactness of set X0 and the continuity of g(x). The
existence of R follows directly from the compactness of set X0.
Assumption 2 (The Slater Condition (Interior Point Assumption)). There exists  > 0 and xˆ ∈ X0 such that
gk(xˆ) ≤ − for all k ∈ {1, 2, . . . ,m}.
B. New Algorithm
Define g˜(x) = γg(x) where γ > 0 is an algorithm parameter. Note that each g˜k(x) is still a convex function
and g˜(x) ≤ 0 if and only if g(x) ≤ 0. The next lemma follows directly.
Lemma 1. If online convex optimization with long term constraints satisfies Assumptions 1 and 2, then
• ‖g˜(x)− g˜(y)‖ ≤ γβ‖x− y‖ for all x,y ∈ X0.
• ‖g˜(x)‖ ≤ γG for all x ∈ X0.
• g˜k(xˆ) ≤ −γ for all k ∈ {1, 2, . . . ,m}.
Now consider the following algorithm described in Algorithm 1. This algorithm chooses x(t+ 1) as the decision
for round t+ 1 based on f t(·) without knowing the cost function f t+1(·). The remainder of this paper shows that
if the parameters γ and α are chosen to satisfy γ = T 1/4 and α = 12(β
2 + 1)
√
T , then Algorithm 1 achieves an
O(
√
T ) regret bound with finite constraint violations.
This algorithm introduces a virtual queue vector for constraint functions. The update equation of this virtual queue
vector is similar to an algorithm recently developed by us for deterministic convex programs (with a fixed and
known objective function) in [6]. However, the update for x(t+1) is different from [6]. The role of Q(t) is similar
to a Lagrange multiplier vector and its value is like a “queue backlog” of constraint violations. By introducing the
virtual queue vector, we can characterize the regret and constraint violations for the new algorithm through the
analysis of a drift-plus-penalty expression. The analysis of a drift-plus-penalty expression was originally considered
in stochastic optimization for dynamic queueing systems where the decision at each round is made by observing
the instantaneous cost function that changes in an i.i.d. manner [10], [7]. The algorithm developed in this paper
is different from the conventional drift-plus-penalty algorithm in both the decision update and the virtual queue
4Algorithm 1
Let γ, α > 0 be constant parameters. Choose any x(0) ∈ X0. Initialize Qk(0) = 0,∀k ∈ {1, 2, . . . ,m}. At the end
of each round t ∈ {0, 1, 2, 3, . . .}, observe f t(·) and do the following:
• Update virtual queue vector Q(t+ 1) via
Qk(t+ 1) = max {−g˜k(x(t)), Qk(t) + g˜k(x(t))} , ∀k ∈ {1, 2, . . . ,m}.
• Choose x(t+ 1) that solves
min
x∈X0
{
[∇f t(x(t))]T[x− x(t)] + [Q(t+ 1) + g˜(x(t))]Tg˜(x) + α‖x− x(t)‖2
}
as the decision for the next round t+ 1, where ∇f t(x(t)) is the gradient of f t(x) at point x = x(t).
update. However, it turns out that the analysis of the drift-plus-penalty expression is also the key step to analyze
the regret and the constraint violation bounds for online convex optimization with long term constraints.
Because of the ‖x−x(t)‖2 term, the choice of x(t+1) in Algorithm 1 involves minimization of a strongly convex
function (strong convexity is formally defined in the next section). If the constraint functions g(x) are separable
(or equivalently, g˜(x) are separable) with respect to components or blocks of x, e.g., g(x) =
∑n
i=1 g
(i)(xi)
or g(x) = Ax − b, then the primal updates for x(t + 1) can be decomposed into several smaller independent
subproblems, each of which only involves a component or block of x(t+ 1). The next lemma further shows that
the update of x(t+ 1) follows a simple gradient update in the case when g(x) is linear.
Lemma 2. If g(x) is linear, then the update of x(t+ 1) at each round in Algorithm 1 is given by
x(t+ 1) = PX0
[
x(t)− 1
2α
d(t)
]
,
where d(t) = ∇f t(x(t)) +∑mk=1[Qk(t+ 1) + g˜k(x(t))]∇g˜k(x(t)).
Proof: Fix t ≥ {0, 1, . . .}. Note that d(t) is a constant vector in the update of x(t+1). The projection operator
can be interpreted as an optimization problem as follows:
x(t+ 1) = PX0
[
x(t)− 1
2α
d(t)
]
(a)⇔ x(t+ 1) = argmin
x∈X0
[∥∥x− [x(t)− 1
2α
d(t)]
∥∥2]
⇔ x(t+ 1) = argmin
x∈X0
[
‖x− x(t)‖2 + 1
α
dT(t)[x− x(t)] + 1
4α2
‖d(t)‖2
]
(b)⇔ x(t+ 1) = argmin
x∈X0
[
m∑
k=1
[Qk(t+ 1) + g˜k(x(t))]g˜k(x(t)) + d
T(t)[x− x(t)] + α‖x− x(t)‖2
]
(c)⇔ x(t+ 1) = argmin
x∈X0
[
[∇f t(x(t))]T[x− x(t)] +
m∑
k=1
[Qk(t+ 1) + g˜k(x(t))]g˜k(x(t))
+
m∑
k=1
[Qk(t+ 1) + g˜k(x(t))][∇g˜k(x(t))]T[x− x(t)] + α‖x− x(t)‖2
]
(d)⇔ x(t+ 1) = argmin
x∈X0
[
[∇f t(x(t))]T[x− x(t)] + [Q(t+ 1) + g˜(x(t))]Tg˜(x) + α‖x− x(t)‖2
]
,
where (a) follows from the definition of the projection onto a convex set; (b) follows from the fact the minimizing
solution does not change when we remove constant term 14α2 ‖d(t)‖2, multiply positive constant α and add constant
term
∑m
k=1[Qk(t + 1) + g˜k(x(t))]g˜k(x(t)) in the objective function; (c) follows from the definition of d(t); and
(d) follows from the identity [Q(t+ 1) + g˜(x(t))]Tg˜(x) =
∑m
k=1[Qk(t+ 1) + g˜k(x(t))]g˜k(x(t)) +
∑m
k=1[Qk(t+
1) + g˜k(x(t))]∇g˜k(x(t))]T[x− x(t)] for any x ∈ Rn, which further follows from the linearity of g˜(x).
5III. PRELIMINARIES AND BASIC ANALYSIS
This section presents useful preliminaries in convex analysis and important facts of Algorithm 1.
A. Preliminaries
Definition 1 (Lipschitz Continuity). Let X ⊆ Rn be a convex set. Function h : X → Rm is said to be Lipschitz
continuous on X with modulus L if there exists L > 0 such that ‖h(y)− h(x)‖ ≤ L‖y − x‖ for all x,y ∈ X .
Definition 2 (Strongly Convex Functions). Let X ⊆ Rn be a convex set. Function h is said to be strongly convex
on X with modulus α if there exists a constant α > 0 such that h(x)− 12α‖x‖2 is convex on X .
By the definition of strongly convex functions, if h(x) is convex and α > 0, then h(x) +α‖x−x0‖2 is strongly
convex with modulus 2α for any constant x0.
Lemma 3 (Theorem 6.1.2 in [11]). Let h(x) be strongly convex on X with modulus α. Let ∂h(x) be the set of all
subgradients of h at point x. Then h(y) ≥ h(x) + dT (y − x) + α2 ‖y − x‖2 for all x,y ∈ X and all d ∈ ∂h(x).
Lemma 4 (Proposition B.24 (f) in [12]). Let X ⊆ Rn be a convex set. Let function h be convex on X and xopt
be a global minimum of h on X . Let ∂h(x) be the set of all subgradients of h at point x. Then, there exists
d ∈ ∂h(xopt) such that dT (x− xopt) ≥ 0 for all x ∈ X .
Corollary 1. Let X ⊆ Rn be a convex set. Let function h be strongly convex on X with modulus α and xopt be a
global minimum of h on X . Then, h(xopt) ≤ h(x)− α2 ‖xopt − x‖2 for all x ∈ X .
Proof: A special case when h is differentiable and X = Rn is Theorem 2.1.8 in [13]. In this proof, we
consider general (possibly non-differentiable) h and X . Fix x ∈ X . By Lemma 4, there exists d ∈ ∂h(xopt) such
that dT (x− xopt) ≥ 0. By Lemma 3, we also have
h(x) ≥ h(xopt) + dT (x− xopt) + α
2
‖x− xopt‖2
(a)
≥ h(xopt) + α
2
‖x− xopt‖2,
where (a) follows from the fact that dT (x− xopt) ≥ 0.
B. Properties of the Virtual Queues
Lemma 5. In Algorithm 1, we have
1) At each round t ∈ {0, 1, 2, . . .}, Qk(t) ≥ 0 for all k ∈ {1, 2, . . . ,m}.
2) At each round t ∈ {0, 1, 2, . . .}, Qk(t+ 1) + g˜k(x(t)) ≥ 0 for all k ∈ {1, 2 . . . ,m}.
3) At each round t ∈ {0, 1, 2, . . .}, ‖Q(t+ 1)‖2 ≥ ‖g˜(x(t))‖2.
4) At each round t ∈ {0, 1, 2, . . .}, ‖Q(t+ 1)‖ ≤ ‖Q(t)‖+ ‖g˜(x(t))‖.
Proof:
1) Fix k ∈ {1, 2, . . . ,m}. The proof is by induction. Note that Qk(0) = 0 by initialization. Assume Qk(t) ≥ 0
for some t ∈ {0, 1, 2, . . .}. We now prove Qk(t+ 1) ≥ 0. If g˜k(x(t)) ≥ 0, the virtual queue update equation
of Algorithm 1 gives:
Qk(t+ 1) = max{−g˜k(x(t)), Qk(t) + g˜k(x(t))} ≥ Qk(t) + g˜k(x(t)) ≥ 0.
On the other hand, if g˜k(x(t)) < 0, then Qk(t+ 1) = max{−g˜k(x(t)), Qk(t) + g˜k(x(t))} ≥ −g˜k(x(t)) > 0.
Thus, in both cases we have Qk(t+ 1) ≥ 0.
2) Fix k ∈ {1, 2, . . . ,m} and t ∈ {0, 1, . . .}. By the virtual queue update equation, we have Qk(t + 1) =
max{−g˜k(x(t)), Qk(t) + g˜k(x(t))} ≥ −g˜k(x(t)), which implies that Qk(t+ 1) + g˜k(x(t)) ≥ 0.
3) Fix t ∈ {0, 1, . . .} and k ∈ {1, 2, . . . ,m}. If g˜k(x(t)) ≥ 0, then
Qk(t+ 1) = max{−g˜k(x(t)), Qk(t) + g˜k(x(t))}
≥ Qk(t) + g˜k(x(t))
(a)
≥ g˜k(x(t)) = |g˜k(x(t))|,
6where (a) follows from part 1. On the other hand, if g˜k(x(t)) < 0, then Qk(t+1) = max{−g˜k(x(t)), Qk(t)+
g˜k(x(t))} ≥ −g˜k(x(t)) = |g˜k(x(t))|. Thus, in both cases, we have Qk(t + 1) ≥ |g˜k(x(t))|. Squaring both
sides and summing over k ∈ {1, 2, . . . ,m} yields ‖Q(t+ 1)‖2 ≥ ‖g˜(x(t))‖2.
4) Fix t ∈ {0, 1, . . .}. Define vector h = [h1, . . . , hm]T by hk = |g˜k(x(t))|, ∀k ∈ {1, 2, . . . ,m}. Note that
‖h‖ = ‖g˜(x(t))‖. For any k ∈ {1, 2, . . . ,m}, by the virtual update equation we have
Qk(t+ 1) = max{−g˜k(x(t)), Qk(t) + g˜k(x(t))} ≤ |Qk(t)|+ |g˜k(x(t))| = Qk(t) + hk.
Squaring both sides and summing over k ∈ {1, 2, . . . ,m} yields ‖Q(t + 1)‖2 ≤ ‖Q(t) + h‖2, which is
equivalent to ‖Q(t+ 1)‖ ≤ ‖Q(t) +h‖. Finally, by the triangle inequality ‖Q(t) +h‖ ≤ ‖Q(t)‖+ ‖h‖ and
recalling that ‖h‖ = ‖g˜(x(t))‖, we have ‖Q(t+ 1)‖ ≤ ‖Q(t)‖+ ‖g˜(x(t))‖.
Lemma 6. Let Q(t), t ∈ {0, 1, . . .} be the sequence generated by Algorithm 1. For any T ≥ 1, we have
T∑
t=1
gk(x(t)) ≤ 1
γ
Qk(T + 1), ∀k ∈ {1, 2, . . . ,m}.
Proof: Fix k ∈ {1, 2, . . . ,m} and T ≥ 1. For any t ∈ {1, . . . , T} the update rule of Algorithm 1 gives:
Qk(t+ 1) = max{−g˜k(x(t)), Qk(t) + g˜k(x(t))} ≥ Qk(t) + g˜k(x(t)).
Hence, g˜k(x(t)) ≤ Qk(t+ 1)−Qk(t). Summing over τ ∈ {1, . . . , T} yields
T∑
t=1
g˜k(x(t)) ≤ Qk(T + 1)−Qk(1)
(a)
≤ Qk(T + 1).
where (a) follows from the fact Qk(1) ≥ 0, i.e., part 1 in Lemma 5. This lemma follows by recalling that
g˜k(x) = γgk(x).
C. Properties of the Drift
Let Q(t) =
[
Q1(t), . . . , Qm(t)
]T be the vector of virtual queue backlogs. Define L(t) = 12‖Q(t)‖2. The function
L(t) shall be called a Lyapunov function. Define the Lyapunov drift as
∆(t) = L(t+ 1)− L(t) = 1
2
[‖Q(t+ 1)‖2 − ‖Q(t)‖2]. (6)
Lemma 7. At each round t ∈ {0, 1, 2, . . .} in Algorithm 1, an upper bound of the Lyapunov drift is given by
∆(t) ≤ [Q(t)]Tg˜(x(t)) + ‖g˜(x(t))‖2. (7)
Proof: The virtual queue update equations Qk(t+1) = max{−g˜k(x(t)), Qk(t)+g˜k(x(t))}, ∀k ∈ {1, 2, . . . ,m}
can be rewritten as
Qk(t+ 1) = Qk(t) + hk(x(t)), ∀k ∈ {1, 2, . . . ,m}, (8)
where
hk(x(t)) =
{
g˜k(x(t)), if Qk(t) + g˜k(x(t)) ≥ −g˜k(x(t))
−Qk(t)− g˜k(x(t)), else ∀k.
Fix k ∈ {1, 2, . . . ,m}. Squaring both sides of (8) and dividing by 2 yield:
1
2
[Qk(t+ 1)]
2
=
1
2
[Qk(t)]
2 +
1
2
[hk(x(t))]
2 +Qk(t)hk(x(t))
=
1
2
[Qk(t)]
2 +
1
2
[hk(x(t))]
2 +Qk(t)g˜k(x(t)) +Qk(t)[hk(x(t))− g˜k(x(t))]
(a)
=
1
2
[Qk(t)]
2 +
1
2
[hk(x(t))]
2 +Qk(t)g˜k(x(t))− [hk(x(t)) + g˜k(x(t))][hk(x(t))− g˜k(x(t))]
=
1
2
[Qk(t)]
2 − 1
2
[hk(x(t))]
2 +Qk(t)g˜k(x(t)) + [g˜k(x(t))]
2
≤1
2
[Qk(t)]
2 +Qk(t)g˜k(x(t)) + [g˜k(x(t))]
2,
7where (a) follows from the fact that Qk(t)[hk(x(t))− g˜k(x(t))] = −[hk(x(t)) + g˜k(x(t))] · [hk(x(t))− g˜k(x(t))],
which can be shown by considering hk(x(t)) = g˜k(x(t)) and hk(x(t)) 6= g˜k(x(t)). Summing over k ∈ {1, 2, . . . ,m}
yields
1
2
‖Q(t+ 1)‖2 ≤ 1
2
‖Q(t)‖2 + [Q(t)]Tg˜(x(t)) + ‖g˜(x(t))‖2.
Rearranging the terms yields the desired result.
IV. REGRET AND CONSTRAINT VIOLATION ANALYSIS OF ALGORITHM 1
This section analyzes the regret and constraint violations of Algorithm 1 for online convex optimization with
long term constraints under Assumptions 1-2.
A. An Upper Bound of the Drift-Plus-Penalty Expression
Lemma 8. Consider online convex optimization with long term constraints under Assumption 1. Let x∗ ∈ X0 be
any fixed solution that satisfies g(x∗) ≤ 0, e.g., x∗ = argminx∈X
∑T
t=1 f
t(x). Let γ > 0 and η > 0 be arbitrary.
If α ≥ 12(γ2β2 + η) in Algorithm 1, then for all t ≥ 1, we have
∆(t+ 1) + f t(x(t))
≤f t(x∗) + α[‖x∗ − x(t)‖2 − ‖x∗ − x(t+ 1)‖2] + 1
2
[‖g˜(x(t+ 1))‖2 − ‖g˜(x(t))‖2] + 1
2η
D2,
where β and D are defined in Assumption 1.
Proof: Fix t ≥ 1. Note that part 2 of Lemma 5 implies that Q(t+1)+ g˜(x(t)) is component-wise nonnegative.
Hence, [∇f t(x(t))]T[x−x(t)]+[Q(t+1)+g˜(x(t))]Tg˜(x) is a convex function with respect to x. Since α‖x−x(t)‖2
is strongly convex with respect to x with modulus 2α, it follows that
[∇f t(x(t))]T[x− x(t)] + [Q(t+ 1) + g˜(x(t))]Tg˜(x) + α‖x− x(t)‖2
is strongly convex with respect to x with modulus 2α.
Since x(t+ 1) is chosen to minimize the above strongly convex function, by Corollary 1, we have
[∇f t(x(t))]T[x(t+ 1)− x(t)] + [Q(t+ 1) + g˜(x(t))]Tg˜(x(t+ 1)) + α‖x(t+ 1)− x(t)‖2
≤[∇f t(x(t))]T[x∗ − x(t)] + [Q(t+ 1) + g˜(x(t))]Tg˜(x∗) + α‖x∗ − x(t)‖2 − α‖x∗ − x(t+ 1)‖2.
Adding f t(x(t)) on both sides yields
f t(x(t)) + [∇f t(x(t))]T[x(t+ 1)− x(t)] + [Q(t+ 1) + g˜(x(t))]Tg˜(x(t+ 1)) + α‖x(t+ 1)− x(t)‖2
≤f t(x(t)) + [∇f t(x(t))]T[x∗ − x(t)] + [Q(t+ 1) + g˜(x(t))]Tg˜(x∗) + α‖x∗ − x(t)‖2 − α‖x∗ − x(t+ 1)‖2
(a)
≤f t(x∗) + [Q(t+ 1) + g˜(x(t))]Tg˜(x∗)︸ ︷︷ ︸
≤0
+α[‖x∗ − x(t)‖2 − ‖x∗ − x(t+ 1)‖2]
(b)
≤f t(x∗) + α[‖x∗ − x(t)‖2 − ‖x∗ − x(t+ 1)‖2],
where (a) follows from the convexity of function f t(x); and (b) follows by using the fact that g˜k(x∗) ≤ 0 and
Qk(t+ 1) + g˜k(x(t)) ≥ 0 (i.e., part 2 in Lemma 5) for all k ∈ {1, 2, . . . ,m} to eliminate the term marked by an
underbrace.
Rearranging terms yields
f t(x(t)) + [Q(t+ 1)]Tg˜(x(t+ 1))
≤f t(x∗) + α[‖x∗ − x(t)‖2 − ‖x∗ − x(t+ 1)‖2]− α‖x(t+ 1)− x(t)‖2
− [∇f t(x(t))]T[x(t+ 1)− x(t)]− [g˜(x(t))]Tg˜(x(t+ 1)). (9)
8For any η > 0, we have
−[∇f t(x(t))]T[x(t+ 1)− x(t)]
(a)
≤‖∇f t(x(t))‖‖x(t+ 1)− x(t)‖
=(
1√
η
‖∇f t(x(t))‖)(√η‖x(t+ 1)− x(t)‖)
(b)
≤ 1
2η
‖∇f t(x(t))‖2 + 1
2
η‖x(t+ 1)− x(t)‖2
(c)
≤ 1
2η
D2 +
1
2
η‖x(t+ 1)− x(t)‖2, (10)
where (a) follows from Cauchy-Schwartz inequality; (b) follows from the basic inequality ab ≤ 12(a2+b2), ∀a, b ∈ R;
and (c) follows from Assumption 1.
Note that uT1u2 =
1
2 [‖u1‖2 + ‖u2‖ − ‖u1 − u2‖2] for any u1,u2 ∈ Rm. Thus, we have
[g˜(x(t))]Tg˜(x(t+ 1)) =
1
2
[‖g˜(x(t))‖2 + ‖g˜(x(t+ 1))‖2 − ‖g˜(x(t+ 1))− g˜(x(t))‖2]. (11)
Substituting (10) and (11) into (9) yields
f t(x(t)) + [Q(t+ 1)]Tg˜(x(t+ 1))
≤f t(x∗) + α[‖x∗ − x(t)‖2 − ‖x∗ − x(t+ 1)‖2] + (1
2
η − α)‖x(t+ 1)− x(t)‖2 + 1
2η
D2
+
1
2
‖g˜(x(t+ 1))− g˜(x(t))‖2 − 1
2
‖g˜(x(t))‖2 − 1
2
‖g˜(x(t+ 1))‖2
(a)
≤f t(x∗) + α[‖x∗ − x(t)‖2 − ‖x∗ − x(t+ 1)‖2] + (1
2
γ2β2 +
1
2
η − α)‖x(t+ 1)− x(t)‖2 + 1
2η
D2
− 1
2
‖g˜(x(t))‖2 − 1
2
‖g˜(x(t+ 1))‖2
(b)
≤f t(x∗) + α[‖x∗ − x(t)‖2 − ‖x∗ − x(t+ 1)‖2] + 1
2η
D2 − 1
2
‖g˜(x(t))‖2 − 1
2
‖g˜(x(t+ 1))‖2, (12)
where (a) follows from the fact that ‖g˜(x(t+ 1))− g˜(x(t))‖ ≤ γβ‖x(t+ 1)− x(t)‖, which further follows from
Lemma 1; and (b) follows from the fact that α ≥ 12(γ2β2 + η).
By Lemma 7, we have
∆(t+ 1) ≤ [Q(t+ 1)]Tg˜(x(t+ 1)) + ‖g˜(x(t+ 1))‖2. (13)
Summing (12) and (13) together yields
∆(t+ 1) + f t(x(t))
≤f t(x∗) + α[‖x∗ − x(t)‖2 − ‖x∗ − x(t+ 1)‖2] + 1
2
[‖g˜(x(t+ 1))‖2 − ‖g˜(x(t))‖2] + 1
2η
D2.
B. Regret Analysis
Theorem 1. Consider online convex optimization with long term constraints under Assumption 1. Let x∗ ∈ X0 be
any fixed solution that satisfies g(x∗) ≤ 0, e.g., x∗ = argminx∈X
∑T
t=1 f
t(x).
1) Let γ > 0 and η > 0 be arbitrary. If α ≥ 12(γ2β2 + η) in Algorithm 1, then for all T ≥ 1, we have
T∑
t=1
f t(x(t)) ≤
T∑
t=1
f t(x∗) + αR2 +
1
2
γ2G2 +
1
2η
D2T.
92) If γ = T 1/4 and α = 12(β
2 + 1)
√
T in Algorithm 1, then for all T ≥ 1, we have
T∑
t=1
f t(x(t)) ≤
T∑
t=1
f t(x∗) +O(
√
T ).
Proof: Fix T ≥ 1. Since α ≥ 12(γ2β2 + η), by Lemma 8, for all t ∈ {1, 2, . . . , T}, we have
∆(t+ 1) + f t(x(t))
≤f t(x∗) + α[‖x∗ − x(t)‖2 − ‖x∗ − x(t+ 1)‖2] + 1
2
[‖g˜(x(t+ 1))‖2 − ‖g˜(x(t))‖2] + 1
2η
D2.
Summing over t ∈ {1, 2, . . . , T} yields
T∑
t=1
∆(t+ 1) +
T∑
t=1
f t(x(t)) ≤
T∑
t=1
f t(x∗) + α
T∑
t=1
[‖x∗ − x(t)‖2 − ‖x∗ − x(t+ 1)‖2]
+
1
2
T∑
t=1
[‖g˜(x(t+ 1))‖2 − ‖g˜(x(t))‖2] + 1
2η
D2T.
Recalling that ∆(t) = L(t+ 1)− L(t) and simplifying summations yields
L(T + 2)− L(2) +
T∑
t=1
f t(x(t))
≤
T∑
t=1
f t(x∗) + α‖x∗ − x(1)‖2 − α‖x∗ − x(t+ 1)‖2 + 1
2
‖g˜(x(T + 1))‖2 − 1
2
‖g˜(x(1))‖2 + 1
2η
D2T
≤
T∑
t=1
f t(x∗) + α‖x∗ − x(1)‖2 + 1
2
‖g˜(x(T + 1))‖2 + 1
2η
D2T.
Rearranging terms yields
T∑
t=1
f t(x(t))
≤
T∑
t=1
f t(x∗) + α‖x∗ − x(1)‖2 + 1
2
‖g˜(x(T + 1))‖2 + L(2)− L(T + 2) + 1
2η
D2T
(a)
=
T∑
t=1
f t(x∗) + α‖x∗ − x(1)‖2 + 1
2
‖g˜(x(T + 1))‖2 + 1
2
‖Q(2)‖2 − 1
2
‖Q(T + 2)‖2 + 1
2η
D2T
(b)
≤
T∑
t=1
f t(x∗) + α‖x∗ − x(1)‖2 + 1
2
‖Q(2)‖2 + 1
2η
D2T
(c)
≤
T∑
t=1
f t(x∗) + αR2 + 2γ2G2 +
1
2η
D2T,
where (a) follows form the definition that L(2) = 12‖Q(2)‖2 and L(T + 2) = 12‖Q(T + 2)‖2; (b) follows from the
fact that ‖Q(T+2)‖2 ≥ ‖g˜(x(T+1))‖2, i.e., part 3 in Lemma 5; and (c) follows from the fact that ‖x∗−x(1)‖ ≤ R,
i.e., Assumption 1, and the fact that ‖Q(2)‖ ≤ ‖Q(1)‖+ ‖g˜(x(1))‖ ≤ ‖Q(0)‖+ ‖g˜(x(0))‖+ ‖g˜(x(1))‖ ≤ 2γG,
which further follows from part 4 in Lemma 5 and Lemma 1.
Thus, the first part of this theorem follows. Note that if we let γ = T 1/4 and η =
√
T , then α = 12(β
2 +1)
√
T ≥
1
2(γ
2β2 + η). The second part of this theorem follows by substituting γ = T 1/4, η =
√
T and α = 12(β
2 + 1)
√
T
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into the first part of this theorem. Thus, we have
T∑
t=1
f t(x(t)) ≤
T∑
t=1
f t(x∗) +
1
2
(β2 + 1)R2
√
T + 2G2
√
T +
1
2
D2
√
T
=
T∑
t=1
f t(x∗) +O(
√
T ).
C. An Upper Bound of the Virtual Queue Vector
It remains to establish a bound on constraint violations. Lemma 6 shows this can be done by bounding ‖Q(t)‖.
Lemma 9. Consider online convex optimization with long term constraints under Assumptions 1-2. At each round
t ∈ {1, 2, . . . , } in Algorithm 1, if ‖Q(t)‖ > γG+ αR2+2DR+2γ2G2γ , where D,G and R are defined in Assumption
1 and  is defined in Assumption 2, then ‖Q(t+ 1)‖ < ‖Q(t)‖.
Proof: Let xˆ ∈ X0 and  > 0 be defined in Assumption 2. Fix t ≥ 1. Since x(t) is chosen to minimize
[∇f t(x(t− 1))]T[x− x(t− 1)] + [Q(t) + g˜(x(t− 1))]Tg˜(x) + α‖x− x(t− 1)‖2, we have
[∇f t(x(t− 1))]T[x(t)− x(t− 1)] + [Q(t) + g˜(x(t− 1))]Tg˜(x(t)) + α‖x(t)− x(t− 1)‖2
≤[∇f t(x(t− 1))]T[xˆ− x(t− 1)] + [Q(t) + g˜(x(t− 1))]Tg˜(xˆ) + α‖xˆ− x(t− 1)‖2
(a)
≤ [∇f t(x(t− 1))]T[xˆ− x(t− 1)]− γ
m∑
k=1
[Qk(t) + g˜k(x(t− 1))] + α‖xˆ− x(t− 1)‖2
(b)
≤[∇f t(x(t− 1))]T[xˆ− x(t− 1)]− γ‖Q(t) + g˜(x(t− 1))‖+ α‖xˆ− x(t− 1)‖2
(c)
≤[∇f t(x(t− 1))]T[xˆ− x(t− 1)]− γ(‖Q(t)‖ − ‖g˜(x(t− 1))‖)+ α‖xˆ− x(t− 1)‖2,
where (a) follows from the fact that g˜k(xˆ) ≤ −γ,∀k ∈ {1, 2, . . . ,m}, i.e., Lemma 1 and the fact that Qk(t) +
g˜k(x(t − 1)) ≥ 0,∀k ∈ {1, 2, . . . ,m}, i.e., part 2 in Lemma 5; (b) follows from the basic inequality
∑m
i=1 ai ≥√∑m
i=1 a
2
i for any nonnegative vector a ≥ 0; and (c) follows from the triangle inequality ‖x − y‖ ≥ ‖x‖ −
‖y‖,∀x,y ∈ Rm.
Rearranging terms yields
[Q(t)]Tg˜(x(t))
≤− γ‖Q(t)‖+ γ‖g˜(x(t− 1))‖+ α‖xˆ− x(t− 1)‖2 − α‖x(t)− x(t− 1)‖2
+ [∇f t(x(t− 1))]T[xˆ− x(t− 1)]− [∇f t(x(t− 1))]T[x(t)− x(t− 1)]− [g˜(x(t− 1))]Tg˜(x(t))
≤− γ‖Q(t)‖+ γ‖g˜(x(t− 1))‖+ α‖xˆ− x(t− 1)‖2 + [∇f t(x(t− 1))]T[xˆ− x(t− 1)]
− [∇f t(x(t− 1))]T[x(t)− x(t− 1)]− [g˜(x(t− 1))]Tg˜(x(t))
(a)
≤ − γ‖Q(t)‖+ γ‖g˜(x(t− 1))‖+ α‖xˆ− x(t− 1)‖2 + ‖∇f t(x(t− 1))‖‖xˆ− x(t− 1)‖
‖∇f t(x(t− 1))‖‖x(t)− x(t− 1)‖+ ‖g˜(x(t− 1))‖‖g˜(x(t))‖
(b)
≤ − γ‖Q(t)‖+ γ2G+ αR2 + 2DR+ γ2G2, (14)
where (a) follows from Cauchy-Schwartz inequality and (b) follows from Assumption 1 and Lemma 1.
By Lemma 7, we have
∆(t) ≤[Q(t)]Tg˜(x(t)) + ‖g˜(x(t))‖2
(a)
≤ [Q(t)]Tg˜(x(t)) + γ2G2
(b)
≤ − γ‖Q(t)‖+ γ2G+ αR2 + 2DR+ 2γ2G2,
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where (a) follows from Lemma 1 and (b) follows from (14).
Thus, if ‖Q(t)‖ > γG+ αR2+2DR+2γ2G2γ , then ∆(t) < 0. That is, ‖Q(t+ 1)‖ < ‖Q(t)‖.
Corollary 2. Consider online convex optimization with long term constraints under Assumptions 1-2. At each round
t ∈ {1, 2, . . . , } in Algorithm 1,
‖Q(t)‖ ≤ 2γG+ αR
2 + 2DR+ 2γ2G2
γ
,
where D,G and R are defined in Assumption 1 and  > 0 is defined in Assumption 2.
Proof:
Note that ‖Q(0)‖ = 0 and ‖Q(1)‖
(a)
≤ ‖Q(0)‖+ ‖g˜(x(0))‖
(b)
≤ γG ≤ 2γG+ αR2+2DR+2γ2G2γ , where (a) follows
from part 4 in Lemma 5 and (b) follows from Lemma 1. We need to show ‖Q(t)‖ ≤ 2γG+ αR2+2DR+2γ2G2γ for
all rounds t ≥ 2. This can be proven by contradiction as follows:
Assume that ‖Q(t)‖ > 2γG + αR2+2DR+2γ2G2γ happens at some round t ≥ 2. Let τ be the first (smallest)
round index at which this happens, i.e., ‖Q(τ)‖ > 2γG + αR2+2DR+2γ2G2γ . Note that τ ≥ 2 since we know
‖Q(1)‖ ≤ 2γG + αR2+2DR+2γ2G2γ . The definition of τ implies that ‖Q(τ − 1)‖ ≤ 2γG + αR
2+2DR+2γ2G2
γ . Now
consider the value of ‖Q(τ − 1)‖ in two cases.
• If ‖Q(τ − 1)‖ > γG + αR2+2DR+2γ2G2γ , then by Lemma 9, we must have ‖Q(τ)‖ < ‖Q(τ − 1)‖ ≤ 2γG +
αR2+2DR+2γ2G2
γ . This contradicts the definition of τ .
• If ‖Q(τ − 1)‖ ≤ γG+ αR2+2DR+2γ2G2γ , then by part 4 in Lemma 5, we must have ‖Q(τ)‖ ≤ ‖Q(τ − 1)‖+
‖g˜(x(t))‖
(a)
≤ γG+ αR2+2DR+2γ2G2γ + γG = 2γG+ αR
2+2DR+2γ2G2
γ , where (a) follows from Lemma 1. This
also contradicts the definition of τ .
In both cases, we have a contradiction. Thus, ‖Q(t)‖ ≤ 2γG+ αR2+2DR+2γ2G2γ for all round t ≥ 2.
D. Constraint Violation Analysis
Theorem 2. Consider online convex optimization with long term constraints under Assumptions 1-2. Let D,β,G,R
and  be defined in Assumptions 1-2.
1) For all T ≥ 1, we have
T∑
t=1
gk(x(t)) ≤ 2G+ αR
2 + 2DR+ 2γ2G2
γ2
.
2) If γ = T 1/4 and α = 12(β
2 + 1)
√
T in Algorithm 1, then for all T ≥ 1, we have
T∑
t=1
gk(x(t)) ≤ 2G+
1
2(β
2 + 1)R2 +G2 + 2DR

,∀k ∈ {1, 2, . . . ,m}.
Proof: Fix T ≥ 1 and k ∈ {1, 2, . . . ,m}. By Lemma 6, we have
T∑
t=1
gk(x(t)) ≤1
γ
Qk(T + 1) ≤ 1
γ
‖Qk(T + 1)‖
(a)
≤ 2γ
γ
G+
αR2 + 2DR+ 2γ2G2
γ2
,
where (a) follows from Corollary 2. Thus, the first part of this theorem follows.
The second part of this theorem follows by substituting γ = T 1/4 and α = 12(β
2 + 1)
√
T into the last inequality:
T∑
t=1
gk(x(t)) ≤2G+
1
2(β
2 + 1)
√
TR2 + 2DR+ 2
√
TG2√
T
≤2G+
1
2(β
2 + 1)R2 + 2G2

+
2DR

T−1/2
≤2G+
1
2(β
2 + 1)R2 + 2G2 + 2DR

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E. Practical Implementations
The finite constraint violation bound proven in Theorem 2 is in terms of D,G,R and  defined in Assumptions
1-2. However, the implementation of Algorithm 1 only requires the knowledge of β, which is known to us since
the constraint function g(x) does not change. In contrast, the algorithms developed in [2] and [3] have parameters
that must be chosen based on the knowledge of D, which is usually unknown and can be difficult to estimate in
an online optimization scenario.
V. EXTENSIONS
This section extends the analysis in the previous section by considering intermediate and unknown time horizon
T .
A. Intermediate Time Horizon T
Note that parts (1) of Theorems 1 and 2 hold for any T . For large T , choosing η = T 1/4 and α = 12(β
2 +
1)
√
T yields the O(
√
T ) regret bound and finite constraint violations as proven in parts (2) of both theorems. For
intermediate T , the constant factor hidden in the O(
√
T ) bound can be important and finite constraint violation
bound can be relatively large. If parameters in Assumptions 1-2 are known, we can obtain the best regret and
constraint violation bounds by choosing γ and α as the solution to the following geometric program2:
min
η,γ,α,z
z
s.t. αR2 +
1
2
γ2G2 +
1
2η
D2T ≤ z,
2G+
αR2 + 2DR+ 2γ2G2
γ2
≤ z,
1
2
(β2γ2 + η) ≤ α,
η, γ, α, z > 0.
In certain applications, we can choose γ and α to minimize the regret bound subject to the constraint violation
guarantee by solving the following geometric program:
min
η,γ,α
αR2 +
1
2
γ2G2 +
1
2η
D2T
s.t. 2G+
αR2 + 2DR+ 2γ2G2
γ2
≤ z0,
1
2
(β2γ2 + η) ≤ α,
η, γ, α > 0,
where z0 > 0 is a constant that specifies the maximum allowed constraint violation. Or alternatively, we can
consider the problem of minimizing the constraint violation subject to the regret bound guarantee.
B. Unknown Time Horizon T
To achieve O(
√
T ) regret and finite constraint violations, the parameters γ and α in Algorithm 1 depend on the
time horizon T . In the case when T is unknown, we can use the classical “doubling trick” to achieve O(
√
T ) regret
and O(log2 T ) constraint violations.
Suppose we have an online convex optimization algorithm A whose parameters depend on the time horizon.
In the case when the time horizon T is unknown, the general doubling trick [4], [15] is described in Algorithm
2. It is known that the doubling trick can preserve the order of algorithm A’s regret bound in the case when the
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Algorithm 2 The Doubling Trick [4], [15]
• Let algorithm A be an algorithm whose parameters depend on the time horizon. Let i = 1.
• Repeat until we reach the end of the time horizon
– Run algorithm A for 2i rounds by using 2i as the time horizon.
– Let i = i+ 1.
time horizon T is unknown. The next theorem summarizes that by using the “doubling trick” for Algorithm 1 with
unknown time horizon T , we can achieve O(
√
T ) regret and O(log2 T ) constraint violations.
Theorem 3. If the time horizon T is unknown, then applying Algorithm 1 with the “doubling trick” can yield
O(
√
T ) regret and O(log2 T ) constraint violations.
Proof: Let T be the unknown time horizon. Define each iteration in the doubling trick as a period. Since the
i-th period consists of 2i rounds, we have in total dlog2 T e periods, where dxe denote the smallest integer no less
than x.
1) The proof of O(
√
T ) regret is almost identical to the classical proof. By Theorem 1, there exists a constant
C such that the regret in the i-th period is at most C
√
2i. Thus, the total regret is at most
dlog2 T e∑
i=1
C
√
2i =C
√
2(1−√2dlog2 T e)
1−√2
=
√
2C√
2− 1(
√
2
dlog2 T e − 1)
≤
√
2C√
2− 1
√
2
1+log2 T
≤ 2C√
2− 1
√
T
Thus, the regret bound is O(
√
T ) when using the “doubling trick”.
2) The proof of O(log2 T ) constraint violations is simple. By Theorem 1, there exists a constant C such that
the constraint violation in the i-th period is at most C. Since we have dlog2 T e periods, the total constraint
violation is Cdlog2 T e.
VI. EXPERIMENT
This section considers numerical experiments to verify the performance of our algorithm. Consider online convex
optimization with loss functions f t(x) = c(t)Tx, where c(t) is time-varying and unknown at round t; and constraint
functions Ax ≤ b. The constraint functions are only required to be satisfied in long term:
lim sup
T→∞
1
T
T∑
t=1
Ax(t) ≤ b.
In general, we could consider general nonlinear convex loss functions. The above problem formulation arises
often in fields such as resource allocation, product planning, finance portfolio selection, network scheduling, load
distribution, and so on [16]. For example, consider a power grid network where the electricity generation at each
power plant is scheduled in real-time, e.g., hour-by-hour. In this problem, each component xi corresponds to the
amount of electricity produced by the i-th power plant. The time-varying loss function f t(·), which represents
the economic loss/reward depending on the real-time power demand, is in general unknown to the decision maker
2By dividing the first two constraints by z and dividing the third constraint by α on both sides, this geometric program can be written
into the standard from of geometric programs. Geometric programs can be reformulated into convex programs and can be efficiently solved.
See [14] for more discussions on geometric programs.
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at the beginning of round t. Inequality constraint Ax ≤ b corresponds to constraints such as fuel consumption,
man-power consumption, carbon emission and electricity scheduling.
In the numerical experiment, we assume x ∈ R2, A ∈ R3×2; each component of x satisfies the box constraint
x ∈ X0 where X0 = {x : −1 ≤ x1 ≤ 1,−1 ≤ x2 ≤ 1}; and T = 5000. Each component of A is generated from
the uniform distribution in the interval [0, 1] and each component of b is generated from the uniform distribution
in the interval [0, 2]. A and b are kept fixed for all rounds once they are generated. At each round t, c(t) =
c(1)(t) + c(2)(t) + c(3)(t) is randomly generated such that each component c(1)(t) is from the uniform distribution
in the interval [−t1/10,+t1/10]; each component of c(2)(t) is from the uniform distribution in the interval [−1, 0]
when t ∈ [1, 1500]∪ [2000, 3500]∪ [4000, 5000] and is from the uniform distribution in the interval [0, 1] otherwise;
and each element of c(3)(t) is equal to (−1)µ(t) where µ(t) is a random permutation of vector [1 : 5000]
We run our algorithm, Algorithm 1 in [2] and the Algorithm in [3] with β = 1/2 and β = 2/3; and plot the
cumulative regret and the cumulative constraint violations in Figure 1 and Figure 2, respectively. Figure 1 shows
that the first 3 algorithms have similar regret since they are all proven to have O(
√
T ) regret and the Algorithm
in [3] with β = 2/3 has the largest regret since it has O(T 2/3) regret. Figure 2 shows that our algorithm has the
smallest constraint violation since the constraint violation of our algorithm is bounded by a constant and does not
grow with T while the other algorithms have O(T 3/4) or O(T 2/3) constraint violations.
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Fig. 1. The cumulative regret.
VII. CONCLUSION
This paper considers online convex optimization with long term constraints, where functional constraints are
only required to be satisfied in the long term. Prior algorithms in [2] can achieve O(
√
T ) regret and O(T 3/4)
constraint violations for general problems and achieve O(T 2/3) bounds for both regret and constraint violations
when the constraint set can be described by a finite number of linear constraints. A recent extension in [3] can
achieve O(Tmax{β,1−β}) regret and O(T 1−β/2) constraint violations where β ∈ (0, 1). This paper proposes a new
algorithm that can achieve an O(
√
T ) bound for regret and an O(1) bound for constraint violations; and hence
yields improved performance in comparison to the prior works [2], [3].
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