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摘要：由目前普遍使用的分析化学教材中与离群值相关的内容出发，对其进行对比和分析，说明数据离群值检验的意
义和重要性。对几种常见的离群值判定方法进行了列举和比较，并对已确认为异常值的数据的处理方法也进行了对比
和讨论。各种检验和处理方法各有其优势和劣势，根据实际情况选择不同方法或多种方法配合使用，能够更好地实现
对离群值的检验和处理。 
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Discussion on the Method for Testing and Treating Outliers 
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Abstract:  This paper compares and analyzes outliers related contents in analytical chemistry textbooks which are 
widely used nowadays, and explains the significance of the detection of outliers. Several common methods for testing 
outliers are introduced and compared, and the data treatment methods of dealing with confirmed outliers are also 
compared and discussed. All kinds of methods have their own advantages and disadvantages, thus we should choose 
different methods or a variety of methods, in accordance with the actual situation, to achieve better detection and 
treatment of outliers. 
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在一组平行测定中，若有个别数据与平均值差别较大，则把此数据视为可疑值，也称离群值。
如果统计学上认为应该舍弃的数据留用了，势必会影响其平均值的可靠性。相反，本应该留用的数
据被舍弃，虽然精密度提高，但却夸大了平均值的可靠性。由此可见，用恰当方法定量确定离群值
的取舍在分析化学实际工作中具有重要的意义。 
国内现行分析化学教材[1–4]在离群值的取舍一节中，通常介绍了 4d 法、Q 检验法和格鲁布斯法
或仅介绍后一二种。国外的教材中对离群值的判定方法介绍亦着墨不多，Harvey [5]和 Skoog [6]主编
的教材中仅介绍了 Q 检验法，而 Harris [7]主编的教材则只介绍了格鲁布斯法。此外，国内教材大多
只是简单罗列判别方法的具体步骤，并未对各种方法进行一定的评价或对各方法的适用条件作进一
步的探讨，对判别的后续步骤也甚少提及。学生在学习过程中不免产生疑问：离群值的取舍还有其
他方法吗？在实际工作中，选用哪一种方法更适合？如果离群值不止一个，该如何处理？为什么有
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时候不同方法给出的结论不一致，此情况该如何取舍？若离群值被判定为异常值，处理方法只有简
单的舍弃吗？在接下来的讨论中，笔者希望通过对不同离群值判定法的介绍及特点分析对比引出进
一步的讨论。 
 
1  离群值检验方法简介 
设有一组正态样本的观测值，按其大小顺序排列为 x1，x2，x3，……，xn。其中最小值 x1 或最大
值 xn 为离群值(xout)。对于离群值的统计检验，大都是建立在被检测的总体服从正态分布。基于此，
在给定的检出水平或显著水平 α (通常取值为 0.05 和 0.01)和样本容量 n 条件下，可查表获得临界
值，再通过计算统计量后与临界值比较，若统计量大于临界值就判为异常。临界值表通常给出的是
置信度 P，对双侧检验而言，P = 1 − α/2；对单侧检验而言，P = 1 − α。 
1.1  标准偏差已知情况 
采用奈尔检验法(样本容量 3 ≤ n ≤ 100)，根据下式计算统计量 Rn。 
out
n
x x
R 
  (1) 
根据检出水平 α 和样本容量查奈尔检验的临界值表值 RP(n)，若 Rn > RP(n)，判定为异常值，否
则未发现异常值。 
1.2  标准偏差未知情况(离群值数量为 1 时) 
更多情况下，数据的标准偏差是未知的，此时可采用的检验离群值的方法较多，本文仅给出较
为常用的几种方法。 
1.2.1  拉依达法 
out 3x x s   (2) 
其中 s 表示标准偏差。当所要检测的离群值满足上述条件时，判定为异常值，否则未发现异常
值。 
1.2.2  4d 检验法 
out 4x x d   (3) 
其中 x 和 d 分别表示去掉离群值后其余数据的平均值和平均偏差。当所要检测的离群值满足上
述条件时，判定为异常值，否则未发现异常值。 
1.2.3  肖维勒(Chauvenet)法 
out=n
x x
s
   (4) 
按上式计算出统计量 ωn，根据测定次数 n 查肖维勒系数表值 ω(n)。当 ωn > ω(n)，判定为异常
值，否则未发现异常值。 
1.2.4  t检验法 
out
n
x x
k
s
   (5) 
其中 s 和 x 都是由不包括离群值的 n − 1 个数据计算所得。查 t 检验的临界值表值 kP(n)，当 kn > 
kP(n)，判定为异常值，否则未发现异常值。 
1.2.5  格鲁布斯(Grubbs)检验法 
out
n
x x
G
s
   (6) 
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查格鲁布斯检验的临界值表值 GP(n)，当 Gn > GP(n)，判定为异常值，否则未发现异常值。 
1.2.6  狄克逊(Dixon)检验法(样本容量 3 ≤ n ≤ 30) 
此法由 Dixon [8]在 1950 年提出，它的原理是通过离群值与临近值的差值与极差的比值(ratios of 
ranges and subranges)这一统计量 rij 来判断是否存在异常值。由于样本容量大小的不同会影响检验法
的准确度，因此根据样本容量的不同，统计量的计算公式不同，具体见表 1。 
 
表 1  狄克逊法不同样本容量所对应的统计量公式 
样本容量 离群值为 xn 离群值为 x1 
n: 3–7 110
1
n n
n
x xr
x x
   
' 2 1
10
1n
x xr
x x
   
n: 8–10 111
2
n n
n
x xr
x x
   
' 2 1
11
1 1n
x xr
x x
   
n: 11–13 221
2
n n
n
x xr
x x
   
' 3 1
21
1 1n
x xr
x x
   
n: 14–30 222
3
n n
n
x xr
x x
   
' 3 1
22
2 1n
x xr
x x
   
 
判断离群值是最大值还是最小值，再根据样本容量 n 代入对应的统计量计算公式，求出统计值
rij (或 'ijr )。确定检出水平 α，查狄克逊检验的临界值表值 DP(n)。当 rij (或 'ijr ) > DP(n)，判定为异常
值，否则未发现异常值。 
1.2.7  Q检验法 
Dixon 在提出了 1.2.6 的检验方法之后，于 1951 年与 Dean 合作提出了一种针对样本容量较小
(n < 10)的简化的离群值检验方法[9]，即为著名的 Q 检验法(Dixon’s Q test)。此法为国内外分析化学
教材普遍长期采用。统计量 Q 值的计算极为简单，即用可疑值与其最邻近值之差(xn − xn−1)或(x2 − x1)，
除以极差(xn − x1)： 
2 1
1
1n
x xQ
x x
    或  
1
1
n n
n
n
x xQ
x x
                                (7) 
根据测定的次数和给定的置信度查临界值表值 QP(n)，若 Q1 (或 Qn) > QP(n)则为异常值，否则未
发现异常值。由此可见，Q 检验法类似 r10 时的狄克逊检验法。 
1.3  标准偏差未知情况(离群值数量大于 1 时) 
1.3.1  偏度-峰度检验法 
偏度检验法适用于离群值出现在单侧的情形。 
3 2 33
1 11
3 3
2 2
2 2 2
1 1
3 2 ( )( )
( )
n nn
i ii
i ii
s
n n
i i
i i
n x x x n xn x x
b
x x x nx
 
 
      
          
 
 
 (8) 
式中样本从小到大排列后的第 i 个数据称之为 xi。 
确定检出水平 α，查偏度检验的临界值表值 bP(n)，当 bs > bP(n)，判定为异常值，否则未发现异
常值。当存在有多个离群值时，先选择最内侧的离群值进行检验。例如，当存在有两个上侧离群值
xn、xn−1，暂时去除 xn，测量次数减 1，检验 xn−1 是否为异常值。若不为异常值，测量次数为 n，再检
测 xn 是否为异常值。若 xn−1 为异常值，xn 自然也就舍弃了。 
峰度检验法适用于双侧情形。 
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4 3 2 2 44
1 1 11
2 2
2 2 2
1 1
4 6 3( )
( )
n n nn
i i ii
i i ii
k n n
i i
i i
n x x x x x nxn x x
b
x x x nx
  
 
                 
  
 
 (9) 
确定检出水平 α，查峰度检验的临界值表值  'Pb n 。当 bk >  'Pb n ，判定离均值 x 最远的值为异
常值，去除异常值后，重复峰度检验法检验是否仍然存在异常值，否则未发现异常值。 
1.3.2  狄克逊(Dixon)检验法 
原理见 1.2.6，离群值在同一侧时，同偏度检验法的原理。离群值在不同侧时，先检验偏离更远
的离群值。例如，存在两个位于不同侧的离群值时，计算两个离群值的 rij (或 'ijr )，先检验 rij (或 'ijr )
数值较大的离群值，若未判定为异常值，那么另一离群值也自然被保留。若判定为异常值，测定次
数相应减 1，检验 rij(或 'ijr )更小的离群值。 
1.3.3  格鲁布斯(Grubbs)检验法 
原理见 1.2.5，离群值在同一侧时，同偏度检验法的原理。离群值在不同侧时，先检验 Gn 较大
的离群值。例如，存在两个位于不同侧的离群值时，检验 Gn 较大的离群值，若未判定为异常值，另
一离群值也自然被保留。若判定为异常值，测定次数相应减 1，检验 Gn 更小的离群值。 
1.4  方法对比 
为了比较上述列举的几种方法的差别，以便更好地说明各种方法的优缺点，我们将上述列举的
几种方法从是否考虑了平均值、标准偏差、平均偏差、极差、测定次数、置信度这几个方面进行了
比较(表 2)。 
 
表 2  几种离群值检验方法对比 
检验方法 平均值 标准偏差 平均偏差 极差 测定次数 置信度 
拉依达法 √ √     
4d 法 √  √    
肖维勒法 √ √   √ √ a 
t 检验法 √ √   √ √ 
格鲁布斯法 √ √   √ √ 
Q 检验法    √ √ √ 
狄克逊检验法    √ √ √ 
a 肖维勒法尽管考虑了置信度的问题，但置信度取决于样本容量 n 
 
根据正态分布规律，偏差超过 3σ 的概率小于 0.3%，当测定次数不多时，这样的数据可认为异
常而舍去。对于实际工作中样本的有限次测量，由于无法得到总体标准偏差 σ，因此拉依达法用 s 代
替 σ；而统计学证明 0.8d  ，即 4 3d  ，此为 4d 法的依据。两种方法都进行了一定的近似处理，
且依据的关系式在测定次数大于 20 时才能够比较好的成立，用来判断样本容量不大的可疑值取舍
时存在较大误差。由于方法简单，不需要查表，因此它们在某些场合仍有所应用。另外，拉依达法
相对 4d 法有更高的灵敏度，因为相较于平均偏差，标准偏差能够更灵敏地反映出较大偏差数据的存
在，但是也有可能造成前者对于非异常极值的错误舍弃。 
对于肖维勒法、t 检验法和格鲁布斯法，其统计量的计算公式形式相同，但是肖维勒法的根据是
将出现概率小于 1/2n 的数据点判定为异常值，故样本容量对置信区间的选择有一定的限制，而另外
两种方法中的置信度都可以自由选择和查表。相对于肖维勒法和格鲁布斯法中采用所有数据进行计
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算 x 和 s，在 t 检验法中计算 x 和 s 时要除去离群值。除去离群值的做法可以提高 s 的正确性和独立
性，从而提高方法的精确度和灵敏度，但是也有可能造成 s 偏小而剔除非异常极值。 
表 2 最后两种方法中 Q 检验法可认为是狄克逊检验法在样本容量 n < 10 时的简化处理。狄克逊
检验法的处理则较为繁琐，不仅统计量的计算公式因样本容量的大小而异，且对单侧和双侧检验，
其临界值表也各不相同。 
 
2  数据误判讨论 
在实际处理过程中，误判问题是不可避免的，我们只能通过选择恰当的方法尽量降低误判发生
的几率。误判问题存在有两种，一种为以假当真，一种以真当假。以假为真是将异常值错误地保留
下来，以假当真的例子：Q 检验法的判断公式受离群值的影响较大，可能将异常值判断成非异常值。
另外，离群值的数量超过 1 时，会使得计算的标准偏差、平均值都受到影响，可能将离群值判定为
非异常值。以真为假是将非异常值错误地剔除，以真当假的例子：在 t 检验法中处理数据时，预先
“剔除”了被检验的离群值，这可能导致计算出来的标准偏差较小，从而使得一些位于界限处的离
群值被错误地判断为异常值。为了更好说明以上内容，笔者将对以下三个实例进行分析。 
例 1 
不同的离群值检验方法可能会有不同的结果，我们通过一个实例来分析一下几种方法之间的差
异。选用了三种方法，分别是格鲁布斯法、狄克逊法、拉依达法，选用这三种方法比较的原因是格
鲁布斯法和狄克逊法是检验离群值数量等于 1 时较优的方法，拉依达法具有计算操作简便的优势。 
我们从文献[10]中选取了一个例子，对某种砖的抗压测试 10 个试样，其数据经排列后为(单位为
MPa)：4.7，5.4，6.0，6.5，7.3，7.7，8.2，9.0，10.1，14.0。检验是否存在上侧异常值。 
已经检验出该数据服从正态分布。 
题解 
样品量 n = 10，平均值 x = 7.9，标准差 s = 2.7。 
方法一(格鲁布斯法)： 
10
10
14.0 7.9 2.3
2.7
x xG
s
     
确定检出水平 α = 0.05，查表得到 G0.95(10) = 2.176，因为 G10 > G0.95(10)，所以判定 14.0 为上侧
的异常值。 
方法二(狄克逊法)： 
10 9
11
10 2
14.0 10.1 0.45
14.0 5.4
x x
r
x x
      
确定检出水平 α = 0.05，查表得到 D0.95(10) = 0.477，因为 r11 < D0.95(10)，所以不能判定 14.0 为
上侧的异常值。 
方法三(拉依达法) 
因为 10 14.0 7.9 6.1 3 3 2.7 8.1x x s        ， 
所以不能判定 14.0 为上侧的异常值。 
三种方法检验离群值时，只有格鲁布斯法判定 14.0 为上侧的异常值，狄克逊法和拉依达法不能
判定 14.0 为异常值。但是格鲁布斯法保留的数据范围窄，这一个例子并不能说明使用格鲁布斯法一
定比狄克逊法或者拉依达法更为准确。存在不一样结果的原因可以从这三方面考虑：第一，格鲁布
斯法和狄克逊法都根据样本容量和检出水平来确定置信区间，这种考虑应是更为严谨的做法；第二，
狄克逊法通过极差比来判断是否存在异常值，当数据本身较为分散，极差比反映离群值的灵敏度就
可能会下降，可能存在以假当真的情况；第三，所给的样本容量较小，在使用拉依达法判定离群值
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时，无法发现混在样品中的异常值。 
例 2 
我们通过这个例子想要说明 Q 检验法存在以假为真的误判问题，其中以格鲁布斯法作为参考标
准。 
某工厂对原料进行例行检验，10 次重复测量，将得到的数据按从小到大的顺序排列，91，96，
99，101，104，108，111，114，119，138。检验是否存在上侧异常值。 
已经检验出该数据服从正态分布。 
题解 
样品量 n = 10，平均值 x = 108，标准差 s = 13.5。 
方法一(格鲁布斯法)： 
10
10
138 108 2.22
13.5
x xG
s
     
确定检出水平 α = 0.05，查表得到 G0.95(10) = 2.176，因为 G10 > G0.95(10)，所以判定 138 为上侧
的异常值。 
方法二(Q 检验法)： 
10 9
10
10 1
138 119 0.404
138 91
x x
Q
x x
      
确定检出水平 α = 0.05，查表得到 Q0.95(10) = 0.466，因为 Q10 < Q0.95(10)，所以不能判定 138 为
异常值。 
因为 Q 检验法容易受极端值的影响，当数据中存在极端值时，使得 Q 检验法对于异常值的判断
灵敏性不够，所以发生以假为真的误判问题。 
例 3 
我们通过这个例子想要说明 t 检验法存在以真为假的误判问题，其中以格鲁布斯法作为参考标
准。 
实验室一次对同一物质同一特性的重复观测 14 次，得到的观测值排列后为−0.44，−0.30，−0.24，
−0.22，−0.13，−0.05，0.06，0.10，0.18，0.20，0.39，0.48，0.63，1.01。检验是否存在上侧异常值。 
已经检验出该数据服从正态分布。 
题解 
方法一(格鲁布斯法)： 
样本容量 n = 14，平均值 x = 0.12，标准差 s = 0.40。 
(14)
(14)
1.01 0.12 2.2
0.40
x x
G
s
   
 
确定检出水平 α = 0.05，查表得到 G0.95(14) = 2.371，因为 G(14) < G0.95(14)，所以不能判定 1.01
为上侧的异常值。 
方法二(t 检验法)： 
样本容量 n = 14，平均值 'x = 0.051， 's  = 0.32， 
(14)
(14)
' 1.01 0.051
3.0
' 0.32
x x
k
s
   
 
确定检出水平 α = 0.05，查表得到 k0.95(14) = 2.160，因为 k(14) > k0.95(14)，所以判定 1.01 为上侧
的异常值。 
因为 t 检验法预先剔除了离群值进行计算标准偏差，使得所得标准偏差偏小，从而处理临界的
极值被误判成异常值。所以发生了以真为假的误判问题。 
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采用恰当的方法以及多种判别法同时使用可以在一定程度上降低误判发生的几率，但是当多种
判别法得出的结果不一样时，我们应该如何取舍呢？以笔者的观点，采用不同方法的目的就是判断
数据是否为异常值。那么在多种方法都适用，或者说多种方法的准确度相当的情况下，判断结果是
与之后处理方法相对应，也就是跟实际情况相联系。这种情况下方法的选择和后续处理方法的考虑
因素是相统一的。 
 
3  离群值处理方法讨论 
Andersen [11]在一篇关于分析质量保证的论文中对离群值的处理提出了自己的看法。他以不同标
准实验室对某标准值进行测定导致不确定度增大引出“在统计学中大量数据必定趋向真值，而在实
验中高度重复的数据却不一定趋向真值”的观点，从而说明用统计学方法舍弃离群值是不合理的。
舍弃离群值的做法不仅会改变均值和不确定度，还会降低实验的可重复度。而邓勃[12]教授对于离群
值的处理主张“技术异常造成的异常值舍弃，无法找出技术异常的高度离群值亦要舍弃”“离群值
在标准物质误差范围内或仪器精度范围内都不应舍弃”“以估计总体参数为目的时一般需舍弃离群
值”。对于不同的观点进行了解和分析后，笔者也在下面给出一点个人的看法。 
在各教材以及国标中介绍的离群值判定法都是基于正态分布而构建的模型，但是事实上除去正
态分布，还有重尾分布、偏态分布等类型。虽然这些分布类型在化学分析中出现得较少，但是盲目
运用基于正态分布的方法对数据进行判定并舍弃离群值，在某种程度上会增大误判的风险。在对数
据分布情况进行分析之后，若是非正态分布，离群值的保留就显得尤为重要。 
即使是确定了数据符合正态分布，也并不意味着可以直接舍弃离群值。为此，国标[13]对于已经
判定为异常值的数据给出了三种不同的处理方法。 
在上文中我们提到对于离群值判定需要从实际需要出发，对于离群值的处理也应该遵循这种原
则。对于科研中出现的离群值，很可能代表着一些未知的因素。在这种情况下，对于离群值的保留
和深入分析就有可能带来新的发现。在制药行业中，由于药品关系到人的生命安全，对于检测中的
离群值的舍弃可能造成安全隐患。而在工业生产中对于原料的指标要求较为宽松，除去离群值可以
对整体情况做出较好的估计，即使是有少量异常原料也不会造成严重后果。 
还有一点值得注意的是，虽然均值和标准偏差可以很灵敏地反映出样品的变化，但是这种高灵
敏度同时也具有缺点，就是导致检验方法很容易受极端值的影响从而产生误判的问题，即均值和标
准偏差所具有的耐抗性低的缺点。故对于例行检验，笔者更加偏向邓勃[12]教授“以估计总体参数为
目的时一般需舍弃离群值”的观点。而 Andersen [11]在文中提及的不同标准实验室对同一标准物质进
行测定所得结果偏差较大，笔者认为与各实验室之间的实验条件差异有关。虽然实验室强调控制变
量，标准实验室尤甚，但是无关变量种类繁多，在不同时间地点进行测定，误差是很难避免的。在
这种情况下，若仍然保留离群值进行分析，对于标准值的估计就可能出现一定的偏差。 
 
4  总结与讨论 
当离群值数量仅为 1 时，格鲁布斯法综合犯错的可能性最低，国际标准化组织(International 
Standards Organization)和美国材料试验协会(The American Society for Testing and Materials)均推荐适
用格鲁布斯法[7]。在国标[13]中，离群值的个数为 1 时，选用的方法是格鲁布斯法和狄克逊法。当限
定检出离群值的个数大于 1 时，格鲁布斯法检验的结果不是最优的，一般采用偏度-峰度检验法或者
狄克逊检验法。但是偏度-峰度检验法由于计算工作量大，进行异常值的连续检验的时候还有可能发
生“判多为少”或“判有为无”错误的可能，并未能广泛应用。 
文中列举了一些离群值的判定和处理方法，针对其的分析仅为笔者个人作出的概括性观点，可
能与实际情况有一定偏差。另外需要说明的是，本文所介绍的各种方法都是基于正态分布的假设，
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当碰到不符合正态分布的样本时，使用上述方法的误差较大，对此情况许多统计软件采用箱线图法
对离群值进行判断。但是由于箱线图是基于经验所形成的方法，且不同软件对于四分点和上下限的
定义有本质上的区别，所以没有被列为一种标准方法[14]。 
采用恰当的方法以及多种判别法同时使用可以在一定程度上降低误判发生的几率，但是不同方
法的原理和侧重点不同，难免会出现不同判别法所得结果不一样的情况。此时，应从实际需求出发
以得到最优的结论。对于离群值的处理并非只有舍弃，而是需要对其产生的原因进行分析后再结合
实际进行处理。 
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