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In this thesis we prove the iterated weak invariance principle for ergodic, probability-
preserving dynamical systems with respect to L∞ observables under a mild mixing
assumption. When the dynamics can be modelled by a Young tower the iterated
weak invariance principle is already known under optimal conditions. The setting
where T is not necessarily modelled by a Young tower still has gaps, however. This is
the setup considered in this thesis, and it is flexible enough to include time-one maps
of suitable (semi-)flows. For both non-invertible and invertible maps, we improve
upon the previous best results. For non-invertible maps, our mixing assumption is




Many chaotic dynamical systems have similar properties to random processes, such
as the law of large numbers (or Birkhoff’s ergodic theorem), the central limit theorem
(CLT) (see for example [9, 13, 22, 28, 32, 47, 50]) and the weak invariance principle
(WIP) (see [9, 13, 22, 50]).
For limit theorems in continuous time, a standard mechanism exists whereby
it often suffices to show a limit theorem for a suitable Poincaré map [39]. This
has been successfully applied to billiard flows [3], geodesic flows over negatively
curved manifolds [13, 47] and the classical Lorenz equations [23], amongst others.
Consequently this thesis only considers discrete time dynamical systems.
Many advances have focussed on particular dynamical systems, such as the
collision map for various billiards [9], expanding maps of the interval with a neutral
fixed point [33, 45, 53] and Hénon maps [4]. In this thesis we take an abstract
approach: Let T : Λ → Λ be an ergodic, measure-preserving transformation over a
probability space (Λ,A, µ) and let v : Λ → Rd be a mean zero, L∞(Λ,Rd) observ-
able. From an abstract perspective, the literature available for limit theorems in
discrete time is vast [5, 11, 14, 17, 25, 31, 34, 35] and various different techniques
are available [18, 43, 49]. We focus on the martingale approach of Gordin [18]. The
main idea is to relate the observable v to a martingale through a coboundary and
apply readily available martingale limit theorems [21].
For t ∈ [0, 1] define Wn(t) := n−1/2
∑[nt]
j=0 v ◦T j , and define the d× d matrix-






n, where the integral is understood in the Stielt-
jes sense. We say (Wn,Wn) satisfies an iterated weak invariance principle (iterated
WIP) if (Wn,Wn)→w (W,W) holds over the Skorohod space
(
D([0, 1],Rd × Rd×d), ‖ · ‖∞
)
,
where →w denotes weak convergence, W is a suitable d dimensional Brownian mo-
tion and W is a d× d matrix-valued process.
1
Motivating the Iterated WIP




Roughly speaking, if we choose x ∈ Λ randomly according to µ, then we can consider
Wn(x, ·) : [0, 1]→ Rd as a random path. The WIP says that on very large time scales,
Wn looks like random noise. More precisely Wn →w W .
A natural question is to suppose that Wn are driving some differential equa-
tions, and ask if the solutions converge in some sense. This is known as homog-
enization [10, 19, 29, 30, 38]. Since Wn converges to a random noise, one might
hope that the solutions converge to a process containing a random noise compo-
nent. To be more precise, define zn(t) = [nt]/n and suppose a ∈ C1+(Rm,Rm) and




n )dzn + b(x
−
n )dWn, xn(0) = ζ ∈ Rm, (1.1)
where ζ is fixed. We hope that xn converges weakly to some random process X,
and X is the unique solution to an SDE of the form
dX = a(X)dt+ b(X)  dW, X(0) = ζ, (1.2)
where b(X)  dW is a suitable stochastic integral (see [10, Theorem 4.10] for more
details). Unfortunately, the WIP alone does not uniquely determine the weak limit




n, so things can become problematic:


























n . The mapping χ : D([0, 1],R
2)→
D([0, 1],R2), χ(g)(t) = (g1(t),
∫ t
0 g
1 dg2) is not continuous and so the WIPWn →w W
does not guarantee weak convergence of xn.
The saving grace is that understanding the weak limit of the iterated integrals
is nearly enough to guarantee convergence of xn:
Theorem ([10, Theorem 4.10]). If (Wn,Wn) satisfies an iterated WIP and a suitable
moment bound (see [10, Assumption 4.7]), then xn →w X, where xn and X are
solutions to equations (1.1) and (1.2) respectively.
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In this thesis we focus on the iterated WIP for both invertible and non-
invertible maps. For ease of exposition, the following discussion considers correla-
tions decaying at polynomial rates.
Non-Invertible maps
Suppose for every n ≥ 1, i = 1, . . . , d and w ∈ L∞(Λ) we have∣∣∣∣∫ viw ◦ Tn dµ∣∣∣∣ ≤ C‖w‖∞n−α,
where C > 0 and α > 0.
The CLT and WIP hold when α > 1 and are due to Liverani [32, Theorem
1.1] and Dedecker and Rio [11, Theorem 1], respectively.
If T is modelled by a Young tower [52, 53], then the iterated WIP is known
under the optimal condition α > 1 [29, Theorem 10.2]. By optimal we mean that
there are examples where the CLT fails for α ≤ 1 [20].
When T is not necessarily modelled by a Young tower, the iterated WIP holds
under the hypothesis α > 2 by [29, Theorem 4.3]. In this thesis, we improve this
result to α > 1, so the iterated WIP holds exactly when the CLT holds. Our result is
optimal for correlations decaying at polynomial rates. We also give examples where
this new result applies.
Invertible maps
The mixing condition for invertible maps is slightly different to that of non-invertible
maps: Assume there exists a sub-sigma algebra A0 ⊂ A such that T−1A0 ⊂ A0 and
assume that for every n ≥ 1,
‖E0(v ◦ T−n)‖1 ≤ Cn−α, ‖E0(v ◦ Tn)− v ◦ Tn‖1 ≤ Cn−β,
where C > 0 and α, β > 0. The first condition is analogous to the mixing condition
in the non-invertible case.
The CLT and WIP hold when α, β > 1 and are due to Liverani [32, Theorem
1.2] and Dedecker and Rio [11, Corollary 4(b)], respectively.
If T is modelled by a Young tower, take A0 as the sigma algebra generated
by the stable foliation. Then the first condition corresponds to the rate of decay
of correlations for the quotient map, and the second condition corresponds to the
average rate of contraction along stable leaves [12]. The iterated WIP is known
under the condition α, β > 1 [40, Corollary 2.3].
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When T is not necessarily modelled by a Young tower, the iterated WIP
holds for α, β > 2 [29, Theorem 5.2]. In this thesis we improve this to α > 1, β > 2.
This result may have room for further improvement as the CLT/WIP holds when
α, β > 1. We give an example not covered by previous work.
Thesis layout
In Chapter 2 we overview some basic preliminary material on mixing.
Chapter 3 contains the limit theorems for non-invertible dynamical systems:
Section 3.2 proves the CLT and recovers part of a well known result by Liverani [32,
Theorem 1.1]. We use a different decomposition due to Melbourne [36, Equa-
tion (2.1)], yielding a more elementary proof. Section 3.3 proves the WIP using
this decomposition, setting up some preliminary calculations needed for the iterated
WIP. Section 3.4 proves the iterated WIP, and gives an example which is not covered
by previous known work.
In Chapter 4 we prove the corresponding invertible limit theorems and pro-
vide an example not covered by previous work.
We write an  bn if there is a constant C > 0 such that an ≤ Cbn for all n ≥ 1.




2.1 Rates of Mixing
Let (Λ,A, µ) be a probability space and T : Λ→ Λ be a measurable map. We say T
is measure-preserving with respect to µ if for every A ∈ A we have µ(T−1A) = µ(A).
An equivalent definition of measure-preserving is that
∫
v ◦ T dµ =
∫
v dµ for every
v ∈ L1(Λ). We say T is ergodic with respect to µ if for all A ∈ A such that
T−1A = A we have µ(A) = 0 or 1.
Let v : Λ → R be a measurable function. We call v an observable. The
observable v can be thought of as taking ‘observations’ of a system as it evolves,




v ◦ T j
be the nth Birkhoff sum of v (a subscript n after any observable denotes the nth
Birkhoff sum).
Proposition 2.1.1 (Birkhoff’s Ergodic Theorem [44, Theorem 2.3]). Let T : Λ→ Λ
be an ergodic, measure-preserving transformation over the probability space (Λ,A, µ),





v ◦ T j →a.s.
∫
v dµ.
Suppose T is a measure-preserving transformation with respect to µ. One
method for measuring how unpredictable the dynamics of a system are is to see how
5
well correlated a ‘measurement at time zero’ v(x) and a ‘measurement at time n’
v(Tnx) are. We measure this using the correlation function
Cn(v, w) :=
∫





The map T is called mixing with respect to µ if for every v, w ∈ L2(Λ),
Cn(v, w)→ 0
as n→∞.
Mixing can be arbitrarily slow with respect to L∞(Λ) observables, so we re-
strict ourselves to consider observables in smaller Banach spaces L, such as bounded
variation or Hölder observables. We say that T : Λ → Λ mixes exponentially with
respect to L if there exists constants K > 0, c > 0 and a suitable test space K such
that Cn(v, w) ≤ Ke−cn for every n ≥ 1, v ∈ L and w ∈ K. We say that T : Λ→ Λ
mixes polynomially with respect to L if there exists constants K > 0, β > 0 and a
suitable test space K such that Cn(v, w) ≤ Kn−β for every n ≥ 1, v ∈ L and w ∈ K.
The rate of mixing indicates how quickly a system ‘forgets’ its initial condition.
Let p ∈ [1,∞] and q−1 = 1− p−1 be its conjugate, with q = 1 when p =∞.
Define the Koopman operator
U : Lp(Λ)→ Lp(Λ), Uv := v ◦ T.






• ‖Uv‖p = ‖v‖p for all v ∈ Lp(Λ), p ∈ [1,∞].
•
∫
Uv Uw dµ =
∫
v w dµ for all v ∈ Lp(Λ), w ∈ Lq(Λ).
The transfer operator P : Lq(Λ)→ Lq(Λ) is defined as the unique operator satisfying∫
v w ◦ T dµ =
∫
Pv w dµ for all v ∈ Lq(Λ), w ∈ Lp(Λ).
The transfer operator has the following properties:






• ‖Pv‖p ≤ ‖v‖p for all p ∈ [1,∞].
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• PU = I.
Proposition 2.1.2. Let T : Λ→ Λ be a measure-preserving map. If T is invertible,
then UP = I and ‖Pv‖p = ‖v‖p for all v ∈ Lp(Λ) and p ≥ 1. In general we have
UP = E( · |T−1A).
Proof. Let v ∈ L1(Λ) and w ∈ L∞(Λ). If T is invertible, then∫
Pv w dµ =
∫
v w ◦ T dµ =
∫
v ◦ T−1 ◦ T w ◦ T dµ =
∫
v ◦ T−1w dµ.
Therefore Pv = v ◦ T−1 and UP = I. The fact ‖Pv‖p = ‖v‖p for any p ≥ 1 now
follows easily from invariance of T .
Next suppose T is a general measure-preserving map and let A ∈ A. By
uniqueness of conditional expectation we must show
∫
T−1A UPv dµ =
∫
T−1A v dµ






U1A UPv dµ =
∫
Λ
1A Pv dµ =
∫
Λ




Next, since P : L1(Λ) → L1(Λ), we see Pv is A-measurable and hence UPv is
T−1A-measurable.
For any n ≥ 1, the transfer operator for Tn is Pn, since∫
v w ◦ Tn dµ =
∫
Pv w ◦ Tn−1 dµ = · · · =
∫
Pnv w dµ.
Proposition 2.1.3. Suppose T : Λ→ Λ is a measure-preserving map and let γn ≥ 0,
for n ≥ 1. Then for any v ∈ L1(Λ) with
∫
v dµ = 0 the following statements are
equivalent:
• ‖Pnv‖1 ≤ γn,
• For every w ∈ L∞(Λ) we have |Cn(v, w)| ≤ ‖w‖∞γn.
Proof. First suppose ‖Pnv‖1 ≤ γn. Then for any w ∈ L∞(Λ) we have
|Cn(v, w)| =
∣∣∣∣∫ v w ◦ Tn dµ∣∣∣∣ = ∣∣∣∣∫ Pnv w dµ∣∣∣∣ ≤ ‖Pnv‖1‖w‖∞ ≤ ‖w‖∞γn.
Next suppose that |Cn(v, w)| ≤ ‖w‖∞γn for any w ∈ L∞(Λ). Then,
‖Pnv‖1 =
∣∣∣∣∫ Pnv sign(Pnv) dµ∣∣∣∣ ≤ ‖ sign(Pnv)‖∞γn = γn.
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Rates of mixing depend on the regularity of the observable, as we see from
the two following examples.
Example 2.1.4. Let T : [0, 1] → [0, 1] be the doubling map, Tx = 2x mod 1, and
let v : [0, 1]→ R be a Lipschitz continuous observable. For any n ≥ 1 we have
∥∥Pnv − ∫ v dµ∥∥∞ ≤ |v|Lip 2−n,




is the Lipschitz constant of v.















































Therefore |Pv|Lip ≤ 12 |v|Lip. Next note that for any w : Λ→ R Lipschitz, we have∣∣∣∣w(x)− ∫ w dµ∣∣∣∣ ≤ ∫ |w(x)− w(y)| dµ(y) ≤ |w|Lip ∫ |x− y| dµ(y)
≤ |w|Lip sup
y
|x− y|µ(Λ) = |w|Lip sup
y
|x− y|.
Hence∥∥∥∥Pnv − ∫ v dµ∥∥∥∥
∞
=









= |Pnv|Lip diam Λ = |Pnv|Lip ≤ |v|Lip2−n.
Although mixing is exponential for this map with respect to Lipschitz ob-
servables, we can construct L∞ observables that mix as slow as we desire:
Example 2.1.5. Let Σ := {0, 1}N be the space of sequences over two symbols and
let σ : Σ → Σ be the left-shift, σ
(
(x0x1x2 · · · )
)
= (x1x2 · · · ). Define the cylinders
[a0 · · · an;m] := {x ∈ Σ : xm+i = ai, i = 0, . . . , n} and let µ be the (1/2, 1/2)-
Bernoulli measure. That is, µ is the extension of the function that assigns value 2−n
to every cylinder of length n. Let γn ≥ 0 be any sequence such that γn → 0 and
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choose N such that γN < 1/4. Let A = [1; 0], B = [0;N ] and note
∣∣µ(σ−NA ∩B)− µ(A)µ(B)∣∣ = ∣∣∣∣µ([1;N ] ∩ [0;N ])− 14
∣∣∣∣ = 14 > γN .
2.2 Auxiliary Results
Here we collect some results that will prove useful for the rest of the thesis.




r=1 supn |br,n| <∞










For each r ≥ 1, condition (b) guarantees us an Nr such that |br,n| < ε/R for all
n > Nr. Therefore
∑R




Proposition 2.2.2. If cn is a sequence of real numbers such that n
−1cn → c, then
sup0≤t≤1 |n−1c[nt] − tc| → 0.













Denoting dj = |cj − jc|, we see that n−1dn → 0 and max0≤j≤n dj = dm(n) for
some non-decreasing sequence m(n) ≤ n. Note that supt |n−1c[nt] − tc| = n−1dm(n).
Finally, either m(n) is bounded and so n−1dm(n) → 0 as n→∞, or
sup
t
|n−1c[nt] − tc| = n−1dm(n) ≤ m(n)−1dm(n) → 0,
as m(n)→∞.
Proposition 2.2.3. Suppose T : Λ→ Λ is an ergodic, measure-preserving map over
the probability space (Λ,A, µ), and let f ∈ Lp(Λ) for some p ≥ 1. Then
n−1/p max
0≤j≤n−1
|f | ◦ T j →a.s. 0.

























Noting max0≤j≤n−1 |f |p ◦ T j = sup0≤t≤1 |f |p ◦ T [(n−1)t], Proposition 2.2.2 shows
n−1 max0≤j≤n−1 |f |p◦T j →a.s. 0 and therefore n−1/p max0≤j≤n−1 |f |◦T j →a.s. 0.
Remark 1. If T is invertible, then a near identical proof shows n−1/p max1≤j≤n |f | ◦
T−j →a.s. 0.
We call a sequence of random variables Xn :
(
Ω,F ,P) → R tight if for all





Proposition 2.2.4. Let Xn, Yn :
(
Ω,F ,P) → R be random variables such that Xn
is a tight sequence and Yn →p 0. Then XnYn →p 0.
Proof. Let λ,K > 0 and note




) + P(|Xn| > K).
Let ε > 0 and choose K large enough so P(|Xn| > K) < ε. Now take n large enough
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so P(|Yn| ≥ λK ) < ε. We now have
P(|XnYn| > λ) ≤ 2ε.
Proposition 2.2.5. Define h : Rn → R, h(a) := max{0,
∑1













i=1 bi for some na, nb ≤ n. Without loss assume h(a) ≥ h(b). Then











i=1 bi for any p = 1, . . . , n. In
particular, −
∑nb
i=1 bi ≤ −
∑na




(ai − bi) ≤
na∑
i=1








Throughout this chapter, we suppose T : Λ → Λ is a ergodic, measure-preserving
map over the probability space (Λ,A, µ), with associated transfer operator P . Fur-




Remark 1. If T is invertible, then Proposition 2.1.2 shows P : Lp(Λ)→ Lp(Λ) is an
isometry for every p ≥ 1. Therefore Assumption (A) (and hence the hypothesis of
Theorem 3.1.2) can never be non-trivially satisfied.
3.1 A Martingale Coboundary Decomposition
We say v admits a martingale coboundary decomposition if v = m + χ ◦ T − χ for
some measurable observable χ with m ∈ KerP . We call χ ◦ T − χ the coboundary
and say m and v are cohomologous. We call χ ◦ T − χ an Lp(Λ) coboundary if
χ ∈ Lp(Λ).
Proposition 3.1.1. Let k ≥ 1 and define χk1 :=
∑k
n=1 P
nv. We have the decompo-
sition v = m(k) + χk1 ◦ T − χk1 + P kv, where χk1, m(k) ∈ L∞(Λ) and m(k) ∈ KerP .
Proof. For k ≥ 1 define m(k) := v − χk1 ◦ T + χk1 − P kv. Then χk1,m(k) ∈ L∞(Λ)
follows easily since ‖Pnv‖∞ ≤ ‖v‖∞ < ∞ for any n ≥ 1. We see m(k) ∈ KerP by
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considering
Pm(k) = Pv − PUχk1 + Pχk1 − P k+1v = Pv − χk1 + Pχk1 − P k+1v







By Assumption (A), χ :=
∑∞
n=1 P
nv is well defined. Further, χk1 → χ in
L1(Λ) since ‖χ− χk1‖1 ≤
∑∞
n=k+1 ‖Pnv‖1 → 0.
Theorem 3.1.2. We have the martingale coboundary decomposition v = m + χ ◦
T −χ, where χ ∈ L1(Λ). Further, m ∈ Ker(P ), m ∈ L2(Λ) and m(k) → m in L2(Λ).
Proof. Define m := v − χ ◦ T + χ. Then χ ∈ L1(Λ) follows directly from Assump-
tion (A) and we see m ∈ KerP since







It remains to show m(k) → m in L2(Λ). Assumption (A) shows m(k) → m in L1(Λ)
since
‖m−m(k)‖1 =
















By uniqueness of limits in L1(Λ) it suffices to show m(k) is a Cauchy sequence in
L2(Λ). Without loss suppose ` > k and calculate that
m(`) −m(k) = χ`1 − χ`1 ◦ T − P `v − χk1 + χk1 ◦ T + P kv




Hence, we see m(k) is a Cauchy sequence by considering∫
(m(`) −m(k))2 dµ =
∫
(m(`) −m(k))(χ`−1k − χ
`

























)2 − (χ`k+1)2 dµ = ∫ (χ`−1k − χ`k+1)(χ`−1k + χ`k+1) dµ
=
∫ (



















as `, k →∞.
This technique is a standard part of the martingale method, first initialised
by Gordin [18]. See also [21, 32].
Proposition 3.1.3 (L2 orthogonality of martingale differences). Suppose f, g : Λ→ R
are square integrable observables such that f, g ∈ KerP . Then for every i, j ≥ 0,∫
f ◦ T i g ◦ T j dµ = δij
∫
f g dµ,
where δij is the Kronecker delta.
Proof. When i = j the result follows from invariance of T . If i < j, then∫
f ◦ T i g ◦ T j dµ =
∫ (
f g ◦ T j−i
)
◦ T i dµ =
∫
f g ◦ T j−i dµ
=
∫
Pf g ◦ T j−i−1 dµ = 0,
where we have used f ∈ KerP . The case i > j follows from the same argument and
the fact that g ∈ KerP .
For square integrable observables f ∈ KerP , Proposition 3.1.3 shows∥∥∥∥∥∥
n−1∑
j=0





3.2 Central Limit Theorem
3.2.1 Scalar-Valued Observables
We say a sequence of random variables Zn : (Ω,F ,P) → R satisfies a central limit











for any a ∈ R. This convergence is denoted by Zn →d N (0, σ2). The classical
Lindeberg-Lévy CLT states that if Zn = n
−1/2∑n
j=1Xj for Xj a sequence of inde-
pendent and identically distributed square integrable random variables with mean
zero, then Zn →d N (0, σ2) with σ2 = Var(X1). We are interested in the case
Xj = v ◦ T j , which form a dependent sequence.




v v ◦ T r dµ converges and







v v ◦ T r dµ. Moreover, σ2 = 0 if and only if v is an
L1(Λ) coboundary.
Remark 1. This result is not new; a stronger result was shown by Liverani [32,
Theorem 1.1].
Remark 2. Zweimüller [54, Corollary 1] proved that the CLT also holds with respect
to every probability measure ν which is absolutely continuous with respect to µ.
We now give an example of a slowly mixing map which satisfies the hypothesis
of Theorem 3.2.1.
Example 3.2.2. Suppose 0 < α < 1 and let T : [0, 1] → [0, 1] be an intermittent
map of the form
Tx =
x(1 + 2αxα) if 0 ≤ x ≤ 1/22x− 1 if 1/2 < x ≤ 1 (3.1)
Figure 3.1 shows a graph of T for γ = 0.9. Liverani, Saussol and Vaienti [33,
Lemma 2.3] showed there exists a unique ergodic invariant probability measure µ
which is absolutely continuous with respect to Lebesgue. Let v be a mean zero
Hölder observable. Young [53, Theorem 5(c)] showed |Cn(v, w)| ≤ Cn−1/α+1 for all
w ∈ L∞(Λ). By Proposition 2.1.3, assumption (A) and therefore the CLT holds






Tx, α = 0.9
Figure 3.1: A graph of the intermittent map T defined by (3.1), for α = 0.9.
When the correlations are not summable, the CLT generally fails [20, The-
orem 3]: Take 1/2 < α < 1 in the above example (Example 3.2.2) and suppose v
is Hölder with v(0) 6= 0. Then n−αvn →d Z, where Z is a stable law [16, Chapter
VI.1].
To prove Theorem 3.2.1, we first show that a CLT holds for the Birkhoff
sums n−1/2mn defined by the cohomologous observable m in Theorem 3.1.2, and
then relate this to convergence of n−1/2vn. This technique was initialised by Gordin
[18]. To show that the sequence n−1/2mn satisfies a CLT, we show that it forms a
martingale and apply a suitable martingale CLT result.
We call an increasing sequence of sub σ-algebras A1 ⊆ A2 ⊆ · · · ⊆ A a
filtration. We say that a sequence of random variables Zn is a martingale [15,
Section 2.2] with respect to a filtration An if for each n ≥ 1,
1. Zn ∈ L1
2. Zn is An-measurable
3. E(Zn+1 | An) = Zn
We call Xj a sequence of martingale differences if Zn =
∑n
j=1Xj is a martingale.
In this case, condition 3 is equivalent to E(Xj+1 | Aj) = 0 for all j ≥ 1. The
following proposition originates from Billingsley [5] (and proven independently by
Ibragimov [25]).
Proposition 3.2.3 (Brown’s Theorem [8]). Let f : X → X be an ergodic, measure-
preserving map, and let φ ∈ L2(Λ) with Eφ = 0. Suppose that Sn :=
∑n−1
j=0 φ ◦ f j is
a martingale. Then n−1/2Sn →d N (0, σ2), where σ2 = Eφ2.
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For our Birkhoff sums n−1/2mn, the natural candidate for a filtration is Fn =
T−nA. However Fn forms a sequence of decreasing σ-algebras since T−1A ⊆ A. The
solution is to lift to an invertible map in the following way:
Proposition 3.2.4 ([44, pg. 13]). Suppose that T : (Λ,A, µ) → (Λ,A, µ) is a sur-
jective and measure-preserving map over the probability space (Λ,A, µ). Then there
exists a probability space (Λ̃, Ã, µ̃), an invertible, measure-preserving map T̃ : Λ̃→ Λ̃
and a measure-preserving projection π : Λ̃ → Λ such that π ◦ T̃ = T ◦ π. If µ is
ergodic, then µ̃ can be taken to be ergodic too.
We say the two systems T, T̃ in Proposition 3.2.4 are semi-conjugate. Using
Proposition 3.2.4, define the lifted observable m̃ = m ◦ π : Λ̃→ R, and the forward




m̃ ◦ T̃ j , m̃−n :=
n∑
j=1
m̃ ◦ T̃−j . (3.2)
Define the σ-algebras
An := T̃nπ−1A.
Since A−1 = T̃−1A0 = T̃−1π̃−1A = π−1T−1A, we see A−1 ⊆ A0. Hence An ⊆ An+1
for all n ∈ Z and (An)n≥0 defines a filtration.
Proposition 3.2.5. Suppose f ∈ L1(Λ) is such that f ∈ KerP , and define f̃ := f ◦ π.
Then f̃−n :=
∑n
j=1 f̃◦T̃−j is a martingale with respect to the filtration An = T̃nπ−1A.
Proof. Let n ≥ 1. Firstly, we see ‖f̃−n ‖1 = n‖f‖1 < ∞. To see f̃−n =
∑n
j=1 f̃ ◦ T̃−j
is An-measurable, note that for every Borel subset E ⊆ R we have(
f ◦ π ◦ T̃−j
)−1
E = T̃ jπ−1(f−1E) ∈ Aj ⊆ An.
It remains to show E
(
f̃ ◦ T̃−n | T̃n−1π−1A
)
= 0. Note that
E
(






◦ T̃−n = E
(







◦ π ◦ T̃−n.
Proposition 2.1.2 shows E(f |T−1A) = (Pf) ◦ T and therefore
E
(






◦ π ◦ T̃−n = (Pf) ◦ T ◦ π ◦ T̃−n = 0,
as required.
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Proposition 3.2.6 (Martingale CLT). The normalised Birkhoff sums n−1/2m̃−n
satisfy a CLT with mean zero and variance σ2 =
∫
m2 dµ.
Proof. Since m is a mean zero, L2(Λ) observable by Theorem 3.1.2 and π is measure-
preserving, we see m̃ is a mean zero, L2(Λ̃) observable. Proposition 3.2.5 shows that
m̃−n is a martingale with respect to the filtration An = T̃nπ−1A. Proposition 3.2.3





In the following two propositions, we obtain the variance claimed in Theo-
rem 3.2.1.












v v ◦ T r dµ.










v ◦ T i v ◦ T j dµ.
We split the sum into the diagonal i = j, the lower triangle i < j and upper triangle

























v v ◦ T j−i
)















1(r ≤ n− 1)(1− r/n)
∫
v v ◦ T r dµ. (3.3)
Let ar,n := 1(r ≤ n− 1)(1− r/n)
∫
v v ◦ T r dµ and ar :=
∫
v v ◦ T r dµ. We conclude
that the limit limn→∞ n





r=1 ar, as n→∞. We verify the conditions of Proposi-
tion 2.2.1 with
br,n := ar,n − ar = (1(r ≤ n− 1)(1− r/n)− 1)
∫
v v ◦ T r dµ.
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For condition (a), first note that |br,n| ≤ 2
∣∣∫ v v ◦ T r dµ∣∣. The condition now follows








∣∣∣∣∫ P rv v dµ ∣∣∣∣ ≤ 2‖v‖∞ ∞∑
r=1
‖P rv‖1 <∞.
Condition (b) holds since for each fixed r ≥ 1,
lim
n→∞
1(r ≤ n− 1)(1− r/n)
∫
v v ◦ T r dµ =
∫


















v v ◦ T r dµ.
Proposition 3.2.8. We have that∫






Proof. Let m(k) = v − χk1 ◦ T + χk1 − P kv be defined as in Proposition 3.1.1. Let
ε > 0 and choose k large enough so ‖m −m(k)‖2 < ε and
∑∞
n=k ‖Pnv‖1 < ε2. By
orthogonality of martingale differences (Proposition 3.1.3) we have
∣∣‖m‖2 − n−1/2‖vn‖2∣∣ = ∣∣‖m‖2 − ‖m(k)‖2 + ‖m(k)‖2 − n−1/2‖vn‖2∣∣
=
∣∣‖m‖2 − ‖m(k)‖2 + n−1/2‖m(k)n ‖2 − n−1/2‖vn‖2∣∣
≤ ‖m−m(k)‖2 + n−1/2‖m(k)n − vn‖2
∣∣
≤ ε+ n−1/2‖vn −m(k)n ‖2.
Next use the decomposition of v to calculate that
‖vn −m(k)n ‖2 =
∥∥∥∥∥∥χk1 ◦ Tn − χk1 +
n−1∑
j=0










Since P kv ∈ L∞(Λ) and
∑∞
n=1 ‖Pn(P kv)‖1 < ∞, we use the Green-Kubo formula
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(P kv)2n dµ =
∫




P kv P kv ◦ T r dµ
≤ ‖v‖∞‖P kv‖1 + 2
∞∑
r=1
‖v‖∞‖P r+kv‖1 ≤ 2‖v‖∞
∞∑
r=k




∣∣‖m‖2 − n−1/2‖vn‖2∣∣ ≤ lim sup
n→∞
(









and the result is shown.
Proof of Theorem 3.2.1. By Proposition 3.2.6 we have
n−1/2m̃−n →d N (0, σ2),
where σ2 =
∫






v v ◦ T r dµ.
Since m̃−n =d m̃
−
n ◦ T̃n = m̃n = mn ◦ π =d mn, we have n−1/2mn →d N (0, σ2). The
central limit theorem for n−1/2vn now follows easily, since
n−1/2‖vn −mn‖1 = n−1/2 ‖χ ◦ Tn − χ‖1 ≤ 2n
−1/2‖χ‖1 → 0.
Finally, we see σ2 = ‖m‖22 = 0 if and only if m = 0.
3.2.2 Vector-Valued Observables
Suppose v : Λ→ Rd is a vector-valued observable, with each coordinate vi ∈ L∞(Λ).
Define the Lp(Λ,Rd) norm
‖v‖p :=
∥∥|v|Rd∥∥Lp(Λ,R),
where | · |Rd is any norm on Rd. We define the transfer operator P as acting coordi-
natewise on vector-valued observables. Assumption (A) becomes
∑∞
n=1 ‖Pnvi‖1 <∞
for each i = 1, . . . , d and we immediately obtain the decompositions in Propo-
sition 3.1.1 and Theorem 3.1.2 for vector-valued observables. Let vn denote the
nth Birkhoff sum, and note (vn)
i = (vi)n. For two vectors f = (f
1, . . . , fd) and
g = (g1, . . . , gd) define the outer product (f gT )ij := f
igj .
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We say a sequence of random vectors Zn : (Ω,F ,P) → Rd satisfies a central
limit theorem (CLT) with mean zero and covariance matrix Σ ∈ Rd×d if for any















We denote this convergence by Zn →d N (0,Σ). A result which will prove useful is
the continuous mapping theorem.
Proposition 3.2.9 (Continuous Mapping Theorem [27, Lemma 4.3, Theorem 4.27]).
For any two metric spaces S and T , let X1, X2, . . . be random elements in S with
Xn →w X, and consider a continuous map f : S → T . Then f(Xn) →w f(X).
Moreover, if Xn →p X, then f(Xn)→p f(X).
A well known way of relating distributional convergence in Rd to distribu-
tional convergence in R is the Cramér-Wold device:
Proposition 3.2.10 (Cramér-Wold device [27, Corollary 4.5]). Let Xn, X be ran-
dom vectors in Rd, for n ≥ 1. Then Xn →d X if and only if cTXn →d cTX in R,
for any c ∈ Rd.
For convergence in probability, the picture is a little simpler:
Proposition 3.2.11. Let Xn, X be random vectors in R
d, for n ≥ 1. Then Xn →p X
if and only if Xin →p Xin for each coordinate i = 1, . . . , d.
Proof. If Xn →p X, then Xin →p Xi for each i = 1, . . . , d by the continuous mapping
theorem. Next suppose Xin →p Xi for every i = 1, . . . d. Then we have
P










(∣∣Xin −Xi∣∣ > ad)→ 0,
as a→∞.
The main theorem for this section is the following:









+ (v ◦ T r) vT dµ converges and












+ (v ◦T r) vT dµ. For the degenerate case,
det Σ = 0 if and only if there exists a non-zero c ∈ Rd such that cT v is an L1(Λ)
coboundary.
The following two propositions give the correct covariance claimed in Theo-
rem 3.2.12.





















v ◦ T r) vT dµ.














vi vj ◦ T r + vj vi ◦ T r dµ.
Using the polarisation identity ( 4
∫
















(vin − vjn)2 dµ. (3.4)
Since vi ± vj ∈ L∞(Λ) and
∑∞
k=1 ‖P k(vi ± vj)‖1 ≤
∑∞
k=1 ‖P kvi‖1 + ‖P kvj‖1 < ∞
















(vi ± vj) (vi ± vj) ◦ T r dµ.

























vi vj ◦ T r + vj vi ◦ T r dµ.
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Proposition 3.2.14. We have that∫



















Using the polarisation identity ( 4
∫

















(vi + vj)2n − (vi − vj)2n dµ.
Note we have the martingale coboundary decompositions


















k=1 ‖P kvi‖1 + ‖P kvj‖1 < ∞ we use the scalar case (Proposition 3.2.8)
















(vi − vj)2n dµ
=
∫
(mi +mj)2 − (mi −mj)2 dµ = 4
∫
mimj dµ.
Proof of Theorem 3.2.12. By the Cramér-Wold device (Theorem 3.2.10) it suffices
to show cT (n−1/2vn) = n
−1/2(cT v)n →d cTN (0,Σ) = N (0, cTΣc) for any c ∈ Rd.
Note that cT v ∈ L∞(Λ),
∫
cT v dµ = 0 and
∑∞
n=1 ‖Pn(cT v)‖1 < ∞. By the scalar
CLT (Theorem 3.2.1), n−1/2(cT v)n →d N (0, σ2) with σ2 = limn→∞ n−1
∫
(cT v)2n dµ.































(cT v)2n dµ = σ
2.












v ◦ T r) vT dµ.
For the degenerate case, first suppose det Σ = 0. Then there exists a non-
zero c ∈ Rd such that σ2 = Σc = 0 and hence cTΣc = 0. From the above calculation
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we have n−1/2(cT v)n →d N (0, cTΣc) and so by the scalar CLT (Theorem 3.2.1),
cT v is an L1(Λ) coboundary. Finally, suppose there exists a non-zero c ∈ Rd such
that cT v is an L1(Λ) coboundary. Then cTΣc = 0 by the scalar CLT. Since Σ
is positive semi-definite we have Σ = A2 for some symmetric matrix A. Then
0 = cTΣc = cTATAc = ‖Ac‖2 and so Ac = 0. Therefore detA = 0 and det Σ =
(detA)2 = 0.
3.3 Weak Invariance Principle
Here we consider vector-valued observables v : Λ→ Rd. Define the process
Wn : [0, 1]→ Rd, Wn(t) := n−1/2v[nt] = n−1/2
[nt]−1∑
j=0
v ◦ T j , (3.5)
with the convention that
∑−1
j=0 v ◦ T j = 0. Figure 3.2 illustrates a typical sample
path of Wn for d = 1.
Suppose Xn : (Λ,A, µ) → S, n ≥ 1, and X : (Ω,F ,P) → S are random
elements of some metric space S. We say Xn converges weakly to X, denoted
Xn →w X, if E(f(Xn))→ E(f(X)) for every bounded, continuous function f : S →
R [7, Section 3].
One choice for S is the Skorohod space D([0, 1],Rd), the space of Rd-valued
functions with left limits that are right continuous. We call a functionX ∈ D([0, 1],Rd)
a càdlàg process or càdlàg function. Any càdlàg process is bounded [7, Lemma 12.1],
and we can endow the Skorohod space D([0, 1],Rd) with the supremum norm ‖ · ‖∞
to obtain a non-separable Banach space [7, Section 15]. Clearly C([0, 1],Rd) ⊂
D([0, 1],Rd). We have Wn ∈ D([0, 1],Rd). An important fact that we have already
used is the following:
Proposition 3.3.1 ([7, Theorem 3.1]). Suppose Xn, Yn : S → R, n ≥ 1, and
X,Y : S → R are random elements of a separable metric space S. Assume that
Xn →w X, Yn →p Y and that Y is constant almost surely. Then Xn+Yn →w X+Y .
Since
(
D([0, 1],Rd), ‖ · ‖∞
)
is not separable, we require a workaround to use
this proposition: We can endow D([0, 1],Rd) with a weaker topology, the Skorohod
topology J1. The Skorohod space (D([0, 1],Rd),J1) is separable and complete under
this topology [7, Theorem 12.2].
Proposition 3.3.2 ([7, Section 15]). If Xn →w X in (D([0, 1],Rd), ‖ · ‖∞), then
convergence also holds in (D([0, 1],Rd),J1). If Xn →w X in (D([0, 1],Rd),J1) and
X ∈ C([0, 1],Rd), then Xn →w X in (D([0, 1],Rd), ‖ · ‖∞).
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Figure 3.2: A typical sample path of the process Wn for d = 1.
Remark. This proposition allows us to work in the J1 topology when required, and
‘upgrade’ convergence to the ‖ · ‖∞ topology.
We call W : (Ω,F ,P)→ C([0, 1],Rd) a d dimensional Brownian motion with
covariance matrix Σ ∈ Rd×d if W (0) = 0 and
1. (Independent increments) The increments W (t1)−W (t0), . . . ,W (tk)−W (tk−1)
are independent for all 0 = t0 ≤ t1 ≤ · · · ≤ tk ≤ 1.
2. (Normal increments) For all 0 ≤ s ≤ t ≤ 1 we haveW (t)−W (s) =d N (0,Σ(t− s)).
We say a sequence of random functions Zn satisfies a weak invariance principle
(WIP) if Zn →w W in
(








, ‖ · ‖∞
)
.








, ‖ · ‖∞
)
, where W is d dimensional Brownian motion with mean












v ◦ T r
)
vT dµ.
Remark 1. This was first proven by Dedecker and Rio [11, Theorem 1] under similar
hypotheses: They work with invertible maps T : (Λ,A, µ) → (Λ,A, µ) and assume
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existence of a sub-sigma algebra A0 ⊂ A such that T−1A0 ⊃ A0. Their observable
v : Λ → R is taken to be square integrable and A0-measurable. The measurability
assumption is an important one, and is what causes their result to be analogous to
the non-invertible case. They also assume the mixing condition
∞∑
n=0
v E(v ◦ T−n | A0) converges in L1(Λ).
For more details, see the discussion at the beginning of Chapter 4 (note that
the first term in Assumption (Ainv) dissapears when v is A0-measurable. Also,
Dedecker & Rio have time running backwards with respect to our convention).
Remark 2. As in Theorem 3.2.12, det Σ = 0 if and only if there exists a non-zero
c ∈ Rd such that cT v is an L1(Λ) coboundary.
Remark 3. We could equally define our processes in D([0,K],Rd) for any integer
K ≥ 1, and the result still holds. Hence the result is true if we define our processes
in D([0,∞),Rd) by [7, Section 16].
Remark 4. Zweimüller [54, Corollary 3] proved that the WIP also holds with respect
to every probability measure ν which is absolutely continuous with respect to µ.
Example 3.3.4. For 0 < α < 1, let T : [0, 1] → [0, 1] be the intermittent map
defined by equation (3.1), introduced in Example 3.2.2. Let v : [0, 1]→ R be a mean
zero Hölder observable. Recall ‖Pnv‖1 ≤ Cn−1/α+1 and so Theorem 3.3.3 gives






, ‖ · ‖∞
)
for 0 < α < 1/2.
For the above example (Example 3.3.4), the WIP can fail if the correlations
are not summable: If 1/2 < α < 1 and v : Λ → R is a mean-zero observable such
that v(0) 6= 0, then Melbourne and Zweimüller [41, Theorem 1.1] proved that the
process n−αv[nt] converges to an α-stable Lévy process [27, Pg. 291–292] in some





To prove Theorem 3.3.3, we follow a similar procedure as in Section 3.2.
First, we setup and state the martingale WIP (Proposition 3.3.5). Next, we show
that the lifted backwards process satisfies the martingale WIP. Finally, we prove
that the lifted backwards process has the same weak limit as Wn.
We call a sequence of sigma algebras {At | 0 ≤ t ≤ 1} a filtration if for
every 0 ≤ s ≤ t ≤ 1 we have As ⊆ At. A continuous time stochastic process
{X(t) : Ω → Rd | 0 ≤ t ≤ 1} is said to be a adapted to a filtration Ft if Xt is
Ft-measurable for every t ∈ [0, 1]. We say Xt is a martingale [15, Section 2.2] with
respect to the filtration {At | 0 ≤ t ≤ 1} if for all 0 ≤ s ≤ t ≤ 1 we have
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1. X(t) is At-measurable
2. ‖X(t)‖1 <∞
3. E(X(t) | As) = X(s) a.s.
For X ∈ D([0, 1],R), define X(t−) := lims↗tX(s). Let
J(X, t) := sup
{
|X(s)−X(s−)| : 0 < s ≤ t
}
be the largest jump up to time t. Let t ∈ [0, 1] and suppose ∆` is a sequence
of refining partitions of [0, t] such that max∆` |tk+1 − tk| → 0 as ` → ∞. For
Y ∈ D([0, 1],R), define the quadratic covariation between X and Y as







Y (tk+1)− Y (tk)
)
,
where the limit is taken in probability, whenever it exists. Let ∆X(t) := X(t)−X(t−).
If X and Y are piecewise constant, then




The statement of the following proposition has been taken from [51, Theorem 2.1],
which is an adaptation of [15, Section 7.1].
Proposition 3.3.5 (Martingale WIP [51, Theorem 2.1]). For each n ≥ 1, let Fn ∈
D([0, 1],Rd), and suppose Fn := (F
1
n , . . . , F
d
n) is a martingale with respect to the
filtration {An,t | 0 ≤ t ≤ 1} such that Fn(0) = 0. Let Σ be a d × d symmetric and
positive semi-definite matrix of real numbers. Assume
(i) for each 0 ≤ t ≤ 1, we have limn→∞ E(J(Fn, t)) = 0





D([0, 1],Rd), ‖ · ‖∞), where W is a d dimensional Brownian motion with mean
zero and covariance Σ.
By Proposition 3.2.4, lift the probability space (Λ,A, µ) and map T to obtain
a probability space (Λ̃, Ã, µ̃), where µ̃ is an ergodic, invariant measure with respect to
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the invertible map T̃ : Λ̃→ Λ̃. Associated to this is a measure-preserving projection
π : Λ̃→ Λ such that π ◦ T̃ = T ◦ π. Define the lifted observable ṽ := v ◦ π : Λ̃→ Rd
and similarly define m̃ := m ◦π, m̃(k) := m(k) ◦π. Recall that ‖ṽ‖p = ‖v‖p for every
p ≥ 1. Define the forwards lifted process
W̃n : [0, 1]→ Rd, W̃n(t) := n−1/2
[nt]−1∑
j=0
ṽ ◦ T̃ j ,
and the backwards lifted process
W̃−n : [0, 1]→ Rd, W̃−n (t) := n−1/2
[nt]∑
j=1
ṽ ◦ T̃−j .
Define the backwards lifted processes M̃−n , M̃
(k),−
n in a similar fashion with m̃, m̃(k)
respectively, and
∑0
1 ṽ ◦ T̃−j =
∑0
1 m̃ ◦ T̃−j =
∑0
1 m̃
(k) ◦ T̃−j = 0.








(m̃βm̃γ) ◦ T̃−j ,
for each β, γ = 1, . . . , d.
Proof. Note that the jumps of M̃β,−n (t) occur at the points t =
j
n , for j = 1, . . . , [nt].
Moreover, each jump is given by ∆M̃β,−n (
j
n) = n
−1/2m̃β ◦ T̃−j . The result now
follows from (3.6).
Proposition 3.3.7. Suppose f ∈ L1(Λ,Rd) is such that f ∈ KerP , and define
f̃ := f ◦π. Then f̃−n (t) :=
∑[nt]
j=1 f̃ ◦ T̃−j is a martingale with respect to the filtration
An,t = {T̃ [nt]π−1A | 0 ≤ t ≤ 1}.









To see f̃−n (t) =
∑[nt]
j=1 f̃ ◦ T̃−j is An,t-measurable, note that for any Borel subset E
of Rd and all s ≤ t we have
(
f ◦ π ◦ T̃−[ns]
)−1
E = T̃ [ns]π−1(f−1E) ∈ An,s ⊆ An,t.
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It remains to show
E(f̃−n (t) | An,s) = f̃−n (s),





f̃ ◦ T̃−j | An,s
)
= f̃−n (s) +
[nt]∑
j=[ns]+1
E(f̃ ◦ T̃−j | T̃ [ns]π−1A).
Let j = [ns]+1, . . . , [nt] be fixed, and note it suffices to show E(f̃ ◦ T̃−j | T̃ [ns]π−1A) = 0.
Write T̃ [ns]π−1A = T̃ j−kπ−1A, where k = j − [ns] > 0. Since f ∈ KerP ,
E(f̃ ◦ T̃−j | T̃ j−kπ−1A) = E(f̃ | T̃−kπ−1A) ◦ T̃−j = E(f ◦ π |π−1T−kA) ◦ T̃−j
= E(f |T−kA) ◦ π ◦ T̃−j = (P kf) ◦ T k ◦ π ◦ T̃−j = 0.




D([0, 1],Rd), ‖ · ‖∞
)
, where W is a d dimensional Brownian motion with mean
zero and covariance Σ =
∫
mmT dµ.
Proof. By Proposition 3.3.7, M̃−n is a martingale. Since M̃
−
n (0) = 0, it remains
to verify conditions (i) and (ii) of Proposition 3.3.5. We begin by noting that for
0 ≤ t ≤ 1 we have
J(M̃−n , t) = n
−1/2 max
1≤j≤[nt]
|m̃ ◦ T̃−j | ≤ n−1/2 max
1≤j≤n
|m̃ ◦ T̃−j |
For condition (i), we consider the square of the expected value of the jumps:[
E(J(M̃−n , t))
]2




n−1m̃2 ◦ T̃−j dµ̃. (3.7)
We use the fact that for any a > 0 we have
n−1m̃2 ◦ T̃−j ≤ a2 + n−1m̃2 ◦ T̃−j 1{n−1m̃2 ◦ T̃−j ≥ a2}. (3.8)
29
Take the maximum over j = 1, . . . , n and integrate in (3.8) to obtain∫
max
1≤j≤n




m̃2 ◦ T̃−j 1{m̃2 ◦ T̃−j ≥ na2} dµ̃
≤ a2 + n−1
∫ n∑
j=1
m̃2 ◦ T̃−j1{m̃2 ◦ T̃−j ≥ na2} dµ̃
= a2 +
∫
m̃2 1{m̃2 ≥ na2} dµ̃. (3.9)







Since a > 0 was arbitrary we see condition (i) is satisfied.
















(m̃βm̃γ) ◦ T̃−j →a.s. t
∫
mβmγ dµ = tΣβγ .
Therefore Proposition 3.3.5 gives the convergence M̃−n →w W in
(





m̃ m̃T dµ =
∫
mmT dµ.
For a sequence Sn =
∑n









v ◦ T j
∣∣∣∣∣∣ .
To show M̃−n has the same weak limit as Wn, we will need the two following maximal
inequalities.
Proposition 3.3.9 (Doob’s inequality [21, Theorem 2.2]). Let Sn, n ≥ 1 be a
sequence of square integrable random variables that form a martingale. Then
‖Sn‖2 ≤ ‖Sn‖2 ≤ 2‖Sn‖2.
Proposition 3.3.10 (Rio’s inequality [48]). Let Xj be a sequence of square in-

















Proposition 3.3.11. We have that W̃−n has the same weak limit as M̃
−





D([0, 1],Rd), ‖ · ‖∞
)
, where W is a d dimensional Brownian motion with mean
zero and covariance Σ =
∫
mmT dµ.
Proof. Proposition 3.3.8 shows M̃−n →w W , where W is a d dimensional Brownian
motion with mean zero and covariance Σ =
∫









|M̃β,−n (t)− W̃ β,−n (t)| →p 0.
Without loss we assume W̃−n , M̃
−
n are scalar-valued processes and show
sup
0≤t≤1
∣∣M̃−n (t)− W̃−n (t)∣∣→p 0.
Let ε > 0 and choose k large enough so that ‖m −m(k)‖2 = ‖m̃ − m̃(k)‖2 < ε and∑∞
j=k ‖P jv‖1 < ε2. Note that∥∥∥∥ sup
0≤t≤1










∣∣W̃−n (t)− M̃ (k),−n (t)∣∣∥∥∥∥
2
.








n ) for j = 0, . . . , n− 1,
the supremum is attained at one of the points t = 0, 1n , . . . ,
n−1




∣∣ = max1≤`≤n ∣∣∑`j=1 ṽ ◦ T̃−j∣∣ and∥∥∥∥ sup
0≤t≤1











We deal with the two terms in (3.10) separately. For the first term, note that (m̃−
m̃(k)) ◦ T̃−j is a martingale difference sequence by Proposition 3.3.7. Hence apply
Doob’s inequality (Proposition 3.3.9) and use the orthogonality of (m̃− m̃(k)) ◦ T̃−j
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(m̃− m̃(k)) ◦ T̃−j
∥∥∥∥∥∥
2
= 2‖m̃− m̃(k)‖2 < 2ε.
(3.11)
Next we consider the second term of (3.10). Use the martingale coboundary decom-



























∣∣∣∣χk1 ◦ π ◦ T̃−`+1 − χk1 ◦ π ◦ T̃−1 + ∑̀
j=1





















Next apply Rio’s inequality (Proposition 3.3.10) to the square of the second term




































Note that the observable P kv has a martingale coboundary decomposition








PnP kv = r(k) + χ∞k+1 ◦ T − χ∞k+1,
with r(k) ∈ KerP, r(k) ∈ L2(Λ,Rd) and χ∞k+1 ∈ L1(Λ,Rd). The proofs of these facts
are identical to the ones proven for m in Theorem 3.1.2. Moreover, Proposition 3.3.7
shows r̃(k) ◦ T̃−j := r(k) ◦ π ◦ T̃−j forms a martingale difference sequence. That is,








r(k) + χ∞k+1 ◦ T − χ∞k+1
)





∥∥∥∥∥∥r(k) ◦ π ◦ T̃−j + E
∑̀
u=j

































∥∥∥(ṽ − m̃(k))−n ∥∥∥
2
 n−1/2k + ε.










2ε+ n−1/2k + ε
)
= 3ε.
Let D̂([0, 1],Rd) denote the space of Rd-valued functions that are left con-
tinuous with right limits. This is the space of cag̀làd (not cad̀lag̀) functions. This
space and the following Proposition is needed because of our time reversal.
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Proposition 3.3.12 ([29, Proposition 4.9]). Suppose that An = Bn + Fn, where





and Z has continuous sample paths, then An →w Z in(
D([0, 1],Rd), ‖ · ‖∞
)
.
The time reversal argument in the following proof is borrowed heavily from
[29].
Proof of Theorem 3.3.3. Defining the map
g : (D([0, 1],Rd), ‖ · ‖∞)→ (D̂([0, 1],Rd), ‖ · ‖∞), g(u)(t) := u(1)− u(1− t),
we see g is continuous since ‖g(u) − g(v)‖∞ ≤ 2‖u − v‖∞. Therefore Proposi-
tion 3.3.11 and the continuous mapping theorem (Proposition 3.2.9) shows g(W̃−n )→w
g(W ) in
(
D̂([0, 1],Rd),J1), where W is a d dimensional Brownian motion with
mean zero and covariance Σ =
∫







v (v ◦ T j)T + (v ◦ T j) vT dµ. The result follows from Propo-
sition 3.3.12 and the following two claims:
1. W̃n(t) ◦ T̃−n = g(W̃−n )(t) + Fn(t), where sup0≤t≤1 |Fn(t)| →p 0
2. g(W ) =d W
Assume the claims are true and denote An = W̃n(t) ◦ T̃−n, Bn = g(W̃−n )(t). We




, and supt |Fn(t)| →p 0. Since W
has continuous sample paths we see by Proposition 3.3.12 that Wn =d W̃n =d
W̃n ◦ T−n →w W in
(
D([0, 1],Rd), ‖ · ‖∞
)
. It remains to verify the two claims.
To prove the first claim, consider
W̃n(t) ◦ T̃−n = n−1/2
[nt]−1∑
j=0
ṽ ◦ T̃ j ◦ T̃−n = n−1/2
[nt]−1−n∑
j=−n







ṽ ◦ T̃−j − n−1/2
n−[nt]∑
j=1
ṽ ◦ T̃−j = W̃−n (1)− n−1/2
n−[nt]∑
j=1
ṽ ◦ T̃−j .
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ṽ ◦ T̃−j . Then














 ṽ ◦ T̃−j
= W̃−n (1)− n−1/2
[n−nt]∑
j=1
ṽ ◦ T̃−j + Fn(t)
= W̃−n (1)− W̃−n (1− t) + Fn(t) = g(W̃−n )(t) + Fn(t).
If nt is an integer, then Fn(t) = 0. Otherwise [n − nt] = n − [nt] − 1 and
Fn(t) = −n−1/2ṽ ◦ T̃ [nt]−n. It follows from Proposition 2.2.3 that sup0≤t≤1 |Fn(t)| =
n−1/2 max0≤j≤n |ṽ ◦ T̃−j | →p 0.
Finally, for the second claim, we show g(W )(t) = W (1) − W (1 − t) is a
Brownian motion with mean zero and covariance Σ. Clearly g(W )(0) = 0. Next,
g(W ) has continuous sample paths since W has continuous sample paths and g is
a continuous function. Let 0 ≤ t0 ≤ · · · ≤ tk ≤ 1. Independent increments of g(W )
follows from independent increments of W , since
(




W (1− t0)−W (1− t1), . . . ,W (1− tk−1)−W (1− tk)
)
.
Finally, note that for 0 ≤ s ≤ t ≤ 1 we have
g(W )(t)− g(W )(s) = W (1− s)−W (1− t) =d N (0,Σ(t− s)).
Therefore g(W ) =d W .
3.4 Iterated Weak Invariance Principle
Recall the standing assumptions that T : Λ → Λ is an ergodic, measure-preserving
map over the probability space (Λ,A, µ), and our observable v ∈ L∞(Λ,Rd) is mean
zero and satisfies the mixing assumption
∑∞
n=1 ‖Pnvi‖1 <∞ for every i = 1, . . . , d.
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For coordinates β, γ = 1, . . . , d, define the process





vβ ◦ T i vγ ◦ T j .
Definition 3.4.1 (Itô integral, [31]). Let X,Y ∈ D([0, 1],R). For 0 < t ≤ 1, let
∆` be a sequence of refining partitions of [0, t] such that max∆` |tk+1 − tk| → 0.
We define the Itô integral to be the following limit of Riemann-Stieltjes like sums,
whenever it exists:∫ t
0




X(tk) (Y (tk+1)− Y (tk)) ,
where the limit is taken in probability.
Remark. If Y has paths of finite variation on compact subsets of [0, 1], then the Itô
integral coincides with the Lebesgue-Stieltjes integral almost surely [46, Theorem
2.17].
SupposeX and Y are n dimensional vector-valued processes such that
∫
Xβ dY γ
exists, for every β, γ = 1, . . . , n. Define the n×n dimensional matrix-valued process∫





Xβ dY γ ,
for β, γ = 1, . . . , n.




D([0, 1],Rd×Rd×d), ‖ · ‖∞
)
, where W is a d dimensional Brownian motion with
















v ◦ T r
)T
dµ,
for t ∈ [0, 1].
Remark 1. As in Theorem 3.2.12, det Σ = 0 if and only if there exists a non-zero
c ∈ Rd such that cT v is an L1(Λ) coboundary.
Remark 2. We could equally define our processes in D([0,K],Rd) for any integer
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K ≥ 1, and the result still holds. Hence the result is true if we define our processes
in D([0,∞),Rd) by [7, Section 16].
Remark 3. If we replace Assumption (A) with the stronger condition
∑∞
n=1 ‖Pnv‖2 <∞,
then the iterated WIP is already known by Kelly and Melbourne [29, Theorem 4.3].
Remark 4. If T is modelled by a Young tower [52, 53], then the iterated WIP is
already known under Assumption (A) by Kelly and Melbourne [29, Theorem 10.2].
Remarks 3 and 4 tell us that Theorem 3.4.2 gives new examples for maps
which are not modelled by a Young tower and that mix sufficiently slowly. Time-one
maps of slowly mixing semi-flows are a rich source of such examples.
3.4.1 Suspensions and Examples
Suppose Tt : M → M is a semi-flow over some metric space (M,d) and that v, w :
M → R are some observables. For 0 < η ≤ 1 define |v|Cη := supx 6=x′ |v(x) −
v(x′)|/d(x, x′)η and
Cη(M) := {v : M → R : ‖v‖Cη := |v|Cη + ‖v‖∞ <∞}.
Let |v|C0,η := supx∈M,t>0 |v(Ttx)− v(x)|/tη and define the set of observables
C0,η(M) := {v : M → R : ‖v‖Cη + |v|C0,η <∞}.
Such observables are Hölder, and Hölder in the flow direction. Further define the
derivative in the flow direction ∂tw := limt→0(w ◦ Tt − w)/t, and let




be the set of observables that have m derivatives in the flow direction that are
L∞(M).
The following example outlines a generic situation where the semi-flow at-
tains the same mixing rate as a suitable Poincaré map.
Example 3.4.3. Suppose Tt : M → M is a semi-flow over an ambient, bounded
metric space (M,d). Let Λ ⊆M be a Borel subset and suppose there exists a Hölder
function h : Λ→ R+, with inf h > 0, such that the map
Tx := Th(x)(x) : Λ→ Λ
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is modelled by a Young tower with polynomial tails [53]. For example Λ can be a
Poincaré section for the semi-flow. Further assume that for any C1 > 0 there exists
C2 > 0 such that
d(Ttx, Ttx
′) ≤ C2d(x, x′)η for all t ∈ [0, C1] and x, x′ ∈M. (3.14)
Finally, assume absence of approximate eigenfunctions [37, Definition 3.4]. [37, Sec-
tion 5] gives three different sufficient conditions for absence of approximate eigen-
functions. The first condition is imposed on periodic data of the semi-flow, and the
set of roof functions that satisfy this condition is a prevalent [24] set. Prevalence
is an analogue of almost-everywhere suitable for infinite dimensional spaces, and
so absence of approximate eigenfunctions is satisfied with ‘probability one’. The
second condition is C∞-dense and C2-open; i.e. if there exists approximate eigen-
functions, we can make a C∞ perturbation to the roof function h to ensure absence
of approximate eigenfunctions. Let v ∈ C0,η(M) be a mean zero observable. Then
[37, Theorem 3.11] guarantees a β > 0, m ≥ 1 and C > 0 such that∣∣∣∣∫ v w ◦ Tt dµh∣∣∣∣ ≤ C(‖v‖Cη + |v|C0,η)‖w‖L∞,mt−β,
for all w ∈ L∞,m(M). The rate β depends only on the polynomial tail of the the
Young tower. The iterated WIP now holds for the time one map T1 when β > 1.
This gives new results for β ∈ (1, 2]. The case β > 2 follows from Kelly and
Melbourne [29, Theorem 4.3].
We now outline a method of constructing semi-flows from a discrete map
T : Λ → Λ, and give an example where the mixing rate of T passes over to the
semi-flow.
Assume (Λ, d) is a metric space and consider an integrable function h : [0, 1]→ R+.




/ ∼, where we make the identification (x, h(x)) ∼
(Tx, 0). We call h a roof function and define the suspension semi-flow Tt over h as
Tt : Λ
h → Λh
Tt(x, u) = (x, u+ t) mod ∼ (3.15)
Figure 3.3 depicts a graphical representation of Tt. Defining h̄ :=
∫
h dµ we have
that µh := µ× Leb /h̄ is a probability measure on Λh.
Proposition 3.4.4. If T is measure-preserving with respect to µ on Λ, then Tt is









Figure 3.3: A graphical representation of the suspension flow Tt.
Proof. Let f ∈ L1(Λh) and calculate that∫
























































and the result follows.
Example 3.4.5. Let 0 < α < 1 and let T be the intermittent map introduced in
Example 3.2.2:
Tx =
x(1 + 2αxα) if 0 ≤ x ≤ 1/22x− 1 if 1/2 < x ≤ 1 .
Recall that for mean zero Hölder observables v ∈ Cη([0, 1]) we have ‖Pnv‖1 ≤ Cn−1/α+1,
and so Assumption (A) holds when 0 < α < 1/2. Since T is modelled by a Young
tower, the iterated WIP already holds by [29]. To obtain new examples, we lift to
a suitable semi-flow and consider the time-one map.
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Let h : [0, 1] → R+ be an η-Hölder roof function such that inf h > 0 and
let Tt : Λ
h → Λh be the corresponding suspension flow. Further assume absence of
approximate eigenfunctions for Tt and assume condition (3.14) holds with respect
to the ‘metric’ induced on Λh, d
(
(x, u), (y, t)
)
:= d(x, y) + |u− t|. Note that d is not
really a metric on Λh, since d
(
(x, h(x)), (Tx, 0)
)
= d(x, Tx)+h(x). Let v ∈ C0,η(Λh)
be a mean zero observable. Then [37, Theorem 3.11] guarantees an m ≥ 1 and C > 0
such that ∣∣∣∣∫ v w ◦ Tt dµh∣∣∣∣ ≤ C(‖v‖Cη + |v|C0,η)‖w‖L∞,mt−1/α+1,
for all w ∈ L∞,m(Λh). Proposition 2.1.3 shows assumption (A) holds for the time-
one map T1 when 0 < α < 1/2, and therefore Theorem 3.4.2 gives the iterated WIP
for T1. Since T1 is not modelled by a Young tower, this gives new results in the
range 1/3 ≤ α < 1/2.
Remark. Any (semi-)flow with a neutral direction different to the flow direction
cannot be modelled by a Young tower.
3.4.2 Proof of the Iterated WIP
Define





mβ ◦ T i vγ ◦ T j .




D([0, 1],Rd×Rd×d), ‖ · ‖∞
)
, where W is a d dimensional Brownian motion with







for t ∈ [0, 1].
The proof of this proposition is postponed until the next subsection. We first
prove the iterated WIP:




vβ vγ◦T r dµ. Note that (Wn,Wn) =
(Wn,Xn) + (0,Wn − Xn). By Proposition 3.4.6, (Wn,Xn) →w (W,X) with Σ =∫
mmT dµ. Propositions 3.2.13 and 3.2.14 give the correct covariance. By Proposi-









vβ vγ ◦ T r dµ
∣∣∣∣∣→p 0,
for each β, γ = 1, . . . , d. Instead of convergence in probability, we prove convergence
almost surely.
By Proposition 2.2.2 it suffices to show
W
βγ




vβ vγ ◦ T j dµ,
which follows from the following calculation:
W
βγ














χβ ◦ T − χβ
)
◦ T i vγ ◦ T j = n−1
n−1∑
j=0




(χβvγ) ◦ T j − χβn−1
n−1∑
j=0
vγ ◦ T j →a.s.
∫




vβ vγ ◦ T r dµ.
Proof of Proposition 3.4.6
Here we follow a technique similar to one used in [29]. We first introduce the lifted
space to consider the backwards processes.
By Proposition 3.2.4, lift the probability space (Λ,A, µ) and map T to obtain
a probability space (Λ̃, Ã, µ̃), where µ̃ is an ergodic, invariant measure with respect to
the invertible map T̃ : Λ̃→ Λ̃. Associated to this is a measure-preserving projection
π : Λ̃→ Λ such that π ◦ T̃ = T ◦ π. Define the lifted observables ṽ := v ◦ π : Λ̃→ Rd
and m̃ = m ◦ π.
Next define the lifted forwards process W̃n the same as the forward processes
Wn but with v, T replaced with ṽ, T̃ respectively. Define the lifted backwards process
W̃−n : [0, 1]→ Rd, W̃−n (t) = n−1/2
[nt]∑
j=1
ṽ ◦ T̃−j ,
and define M̃−n (t) = n
−1/2∑[nt]
j=1 m̃◦ T̃−j . Recall that
∑0
1 ṽ◦ T̃−j =
∑0
1 m̃◦ T̃−j = 0.
We define our iterated processes as follows. For coordinates β, γ = 1, . . . , d define
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the lifted process





m̃β ◦ T̃ i ṽγ ◦ T̃ j ,
and the lifted backwards process
X̃
−





ṽβ ◦ T̃−j m̃γ ◦ T̃−i.
To prove Proposition 3.4.6 we verify the hypothesis of Proposition 3.3.12






n ) for some continuous function χ.
The remainder of this section is as follows: First, we verify that An = Bn + Fn,
where sup0≤t≤1 |Fn(t)| →p 0. Next, we show (W̃−n , M̃−n , X̃−n )→w (W,W,X). Finally,






n )→w χ(W,W,X) =: Z and Z =d (W,X).
Verifying An = Bn + Fn
Define
g : D([0, 1],Rd)→ D̂([0, 1],Rd), g(u)(t) := u(1)− u(1− t),













g(X̃−n )− h(W̃−n , M̃−n )
)T)
+ Fn,
where Fn is such that sup0≤t≤1 |Fn(t)| →p 0.

















g(X̃−n )− h(W̃−n , M̃−n )
)T)
+ Fn, (3.16)
where Fn is to be defined and sup0≤t≤1 |Fn(t)| →p 0. We now drop the tilde notation.
The first coordinate of (3.16) has already been shown in the proof of Theo-





n (t) ◦ T−n = g(X−n )γβ(t)− h(W−n ,M−n )γβ(t) + Fn(t),
and sup0≤t≤1 |Fn(t)| →p 0. Consider
X
βγ










































mβ ◦ T−i vγ ◦ T−j
= Xγβ,−n (1) + F
1
n(t)−An(t)− F 2n(t), (3.17)
where


















mβ ◦ T−i vγ ◦ T−j ,
























mβ ◦ T−i vγ ◦ T−j







vγ ◦ T−j − n−1/2vγ ◦ T−[n−nt]

= Xγβ,−n (1− t) +
(
Mβ,−n (1)−Mβ,−n (1− t)
)
W γ,−n (1− t)− F 3n(t),
where
F 3n(t) = n
−1/2vγ ◦ T−[n−nt]
(
Mβ,−n (1)−Mβ,−n (1− t)
)
.
Combining equations (3.17) and (??), we have
X
βγ
n (t) ◦ T−n = Xγβ,−n (1)−An(t)− F 2n(t)
= Xγβ,−n (1)− Xγβ,−n (1− t)−W γ,−n (1− t)
(
Mβ,−n (1)−Mβ,−n (1− t)
)
− F 2n(t) + F 3n(t)
= g(X−n )
γβ(t)− h(W−n ,M−n )γβ(t)− F 2n(t) + F 3n(t).
Finally, we show supt |F 2n(t)|, supt |F 3n(t)| →p 0. For the first part, since [n− nt] ≥
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n− [nt]− 1 we see














mβ ◦ T−i vγ ◦ T−j
∣∣∣∣∣∣
= n−1






















|F 2n(t)| ≤ n−1/2 max
0≤j≤n




|mβ| ◦ T−j + sup
0≤t≤1
∣∣Mβn (t) ◦ T−n∣∣)
+ n−1/2 max
0≤j≤n
|vγ | ◦ T−j sup
0≤t≤1
∣∣Mβn (t) ◦ T−n∣∣
≤ 2n−1/2 max
0≤j≤n
|vγ | ◦ T−j sup
0≤t≤1
|Mβn (t) ◦ T−n|
+ n−1 max
0≤j≤n
|mβ vγ ◦ T | ◦ T−j . (3.18)
For F 3n , calculate that
sup
0≤t≤1
|F 3n(t)| = sup
0≤t≤1
∣∣∣n−1/2vγ ◦ T−[n−nt] (Mβ,−n (1)−Mβ,−n (1− t))∣∣∣
≤ 2n−1/2 max
1≤j≤n
|vγ | ◦ T−j sup
0≤t≤1
|Mβ,−n (t)|. (3.19)
Since vγ ∈ L2(Λ) and mβvγ ◦ T ∈ L1(Λ), Proposition 2.2.3 shows
n−1/2 max
1≤j<n
|vγ | ◦ T−j →a.s 0, n−1 max
1≤j≤n
|mβ vγ ◦ T | ◦ T−j →a.s 0.
Therefore the second term of (3.18) converges to zero almost surely. Finally, we
show (3.19) and the first term of (3.18) converges to zero in probability. Note
that by Proposition 3.3.8 we have Mβ,−n →w W β, and so the continuous map-
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ping theorem shows supt |M
β,−
n (t)|, supt |M
β

















|vγ | ◦ T−j sup
0≤t≤1
|Mβ,−n (t)| →p 0,
n−1/2 max
1≤j≤n
|vγ | ◦ T−j sup
0≤t≤1
|Mβn (t) ◦ T−n| →p 0,
and therefore supt |F 2n(t)|, supt |F 3n(t)| →p 0.









n )→w (W,W,X), we need a suitable convergence result:
Proposition 3.4.8 ([26], [31, Theorem 2.2]). For each n ≥ 1, let (Xn, Yn) be an
An,t-measurable process with sample paths in D([0, 1],Rd×Rd) and let Yn be a mar-




n ](t)) <∞ for each β = 1, . . . , d
and t ∈ [0, 1], and (Xn, Yn)→w (X,Y ) in
(















D([0, 1],Rd × Rd × Rd×d), ‖ · ‖∞
)
.
Proposition 3.4.9. For β, γ = 1, . . . , d and t ∈ [0, 1] we have that the process X̃−n






W̃−n ⊗ dM̃−n .
Proof. In this proof we drop the tilde notation. Consider a sequence of partitions
















Take ` large enough so that maxk<` |tk+1 − tk| < 1n . For j = 0, 1, . . . , [nt] − 1, the
map s 7→
∑[ns]




n ), and so S` depends only
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vβ ◦ T−imγ ◦ T−j = n−1
∑
1≤i<j≤[nt]
vβ ◦ T−imγ ◦ T−j .















vβ ◦ T−imγ ◦ T−j = Xβγ,−n (t),
since taking i = [nt] in the outer sum gives n−1vβ ◦ T−[nt]
∑[nt]
j=[nt]+1m





n ⊗ dM−n = X−n (t) as required.














D([0, 1],Rd × Rd × Rd×d), ‖ · ‖∞
)
.




n , Yn = M
−
n .
We see Yn is a martingale by Proposition 3.3.7. The condition supn E
(


















(mβ)2 ◦T−j dµ = [nt]
n
∫
(mβ)2 dµ ≤ t‖mβ‖22. (3.20)
To verify weak convergence of (Xn, Yn), first note that M
−
n →w W by Corol-
lary 3.3.8, which implies (M−n ,M
−
n ) →w (W,W ) by the continuous mapping theo-
rem. Moreover, the proof of Proposition 3.3.11 shows sup0≤t≤1 |W−n (t)−M−n (t)| →p
0, so (W−n ,M
−


















D([0, 1],Rd × Rd × Rd×d), ‖ · ‖∞
)
.
Checking Bn →w Z and Z =d (W,X)
Proposition 3.4.11. We have that(
g(W̃−n ),
(










D̂([0, 1],Rd × Rd×d), ‖ · ‖∞
)
.
Proof. We easily obtain the desired convergence by Proposition 3.4.10 and the con-
tinuous mapping theorem once we establish continuity of g and h. It was shown in
the proof of Theorem 3.3.3 that g is continuous. We see h is continuous since hβγ
is the product of two continuous maps, for each β, γ = 1, . . . , d.






Proof. Fix t ∈ [0, 1] and coordinates β, γ = 1, . . . , d. Let Gβγ(t) :=
∫ t
0 g(W )
β dg(W )γ .





To see (W,X) =d (g(W ),G), note that
X(t) = lim
n→∞
Xn(t), G(t) = lim
n→∞
Yn(t),








































Denote the identity map by I. Since the map























is continuous, W =d g(W ) and weak equality is preserved under continuous maps,
we have
(W,Xn) = (I, fn)W =d (I, fn)g(W ) = (g(W ), Yn).
Moreover since Xn →p X and Yn →p G, we see
(W,Xn)→w (W,X), (g(W ), Yn)→w (g(W ),G).
By uniqueness of weak limits, (W,X) =d (g(W ),G).





g(W )β dg(W )γ = lim
n→∞
Y βγn (t),
where the limit is taken in probability and

















































1− j + 1
n
































































(t) = Xγβ(1)− Xγβ(1− t)−W γ(1− t)
(





W γ dW β −
∫ 1−t
0












W γ −W γ(1− t)
)
dW β = lim
n→∞
Zβγn (t),














































By uniqueness of limits in probability, the result will follow once we establish
that Zn − Yn →p 0. We instead show the stronger statement sup0≤t≤1 |Z
βγ
n (t) −
Y βγn (t)| →a.s. 0. First suppose nt is not an integer, so [n−nt] = n− [nt]− 1 and the
upper limit in the sum in equation (3.21) is now n − [n − nt] − 1 = [nt]. Denoting






























































































































→ t and W is almost surely uniformly continuous, we have
supt |An(t)|, supt |Bn(t)| →a.s. 0 and hence supt |Z
βγ
n (t) − Y βγn (t)| →a.s 0. When nt
is an integer, the upper limit in the sum in equation (3.21) is n−[n−nt]−1 = [nt]−1,
so Bn = 0 and the above convergence still holds.
Proof of Proposition 3.4.6
Proof of Proposition 3.4.6. We verify the hypothesis of Proposition 3.3.12 with




g(X̃−n )− h(W̃−n , M̃−n )
)T)
.
Proposition 3.4.7 shows An = Bn+Fn and sup0≤t≤1 |Fn(t)| →p 0. Proposition 3.4.11
shows Bn →w Z for some process Z and Proposition 3.4.12 shows Z =d (W,X).









Limit Theorems for Invertible
Maps
For this chapter, suppose T : Λ→ Λ is an invertible, ergodic and measure-preserving
map over the probability space (Λ,A, µ) and let v : Λ → R be a mean zero L∞(Λ)
observable.
We do not need to lift our map T to obtain an invertible one, and hence
the backwards Birkhoff sums v−n =
∑n
j=1 v ◦ T−j are always defined. We de-
note the nth backwards Birkhoff sum with a subscript n and a minus superscript.
Unfortunately, however, the transfer operator is Pv = v ◦ T−1 (see the proof of
Proposition 2.1.2). As a consequence of T being measure-preserving, the mixing
condition
∑∞
n=1 ‖Pnv‖1 <∞ from Section 3 can never be non-trivially satisfied.
To remedy this, we suppose there exists a sub-sigma algebra A0 ⊂ A such that
T−1A0 ⊆ A0. Then E(v ◦ T−1 | A0) plays the role of the transfer operator. Many
authors [11, 18, 32, 42] assume existence of such a sigma algebra.
If there exists a partition Ws = {W s(x) : x ∈ Λ} of Λ—where W s(x) is a
(measurable) set containing x—such that TW s(x) ⊆ W s(Tx) for all x ∈ Λ, then
we say Ws is a stable foliation for the map T and we call W s(x) a local stable leaf.
We say T contracts stable leaves exponentially if there exists C > 0 and γ ∈ (0, 1)
such that for every x ∈ Λ and x′ ∈W s(x) we have d(Tnx′, Tnx) ≤ Cγn. The sigma
algebra generated by the partition, A0 := σ(Ws), is a sub-sigma algebra such that
T−1A0 ⊆ A0.
Let Lp(Λ,A0) := {v ∈ Lp(Λ) : v is A0-measurable}. For n ∈ Z, define




∣∣T−pA0) = E(v |T−max{`,p}A0) = Emax{`,p}v,
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and
(E`v) ◦ T p = E(v |T−`A0) ◦ T p = E(v ◦ T p |T−`−pA0) = E`+p(v ◦ T p).
A standard probabilistic assumption is
∞∑
n=0
‖E0(v ◦ Tn)− v ◦ Tn‖1 +
∞∑
n=1
∥∥E0(v ◦ T−n)∥∥1 <∞, (Ainv)
and we assume this holds throughout the following chapter, unless stated otherwise.
4.0.1 Sufficient Criteria for Assumption (Ainv)
We do not assume (Ainv) in this subsection.
Proposition 4.0.1 ([12]). Assume there exists β > 1 and C > 0 such that for all
n ≥ 1, ∣∣∣∣∫ v w ◦ Tn dµ∣∣∣∣ ≤ C‖w‖∞n−β for all w ∈ L∞(Λ,A0).
Then
‖E0(v ◦ T−n)‖1 ≤ C‖v‖∞n−β.




. Clearly ζ is An-measurable. Using the hypothesis
and the fact that ‖E0(v ◦ T−n)‖1 = ‖Env‖1 we see
‖Env‖1 =
∫
Env ζ dµ =
∫
En(v ζ) dµ =
∫
v ζ dµ =
∫







◦ Tn dµ ≤ C‖v‖∞n−β.
Proposition 4.0.2 ([12]). Assume that (Λ, d) is a metric space. The observable
v : Λ→ R only needs to be mean zero and measurable here. Suppose T admits a sta-
ble foliation Ws and let Y ⊆ Λ be a positive measure subset that is a union of stable
leaves in Ws. Define the first return time τ : Y → N, τ(y) := inf{n ≥ 1 : Tny ∈ Y }
and induced map F := T τ : Y → Y . Let hn(x) := #{0 ≤ j ≤ n : T jx ∈ Y }.
Suppose that µ(τ > n) ≤ Cn−α for some α > 1, and that there are constants
C ≥ 1, γ ∈ (0, 1) such that∣∣∣∣diam (v(TnW s))∣∣∣∣ ≤ Cγhn(x) for all W s ∈ Ws, n ≥ 1. (4.1)
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Then
‖E0(v ◦ Tn)− v ◦ Tn‖1 ≤ Cn−α+1.
Remark. Suppose S : Λ → Λ is another invertible, ergodic and measure-preserving
map that admits the same stable foliation as T . The conclusion of Proposition 4.0.2
remains valid when equation (4.1) is replaced with∣∣∣∣diam (v(SnW s))∣∣∣∣ ≤ Cγhn(x) for all W s ∈ Ws, n ≥ 1, (4.1′)
where hn remains unchanged.
The following definition is a subset of the original definition of Young [52],
but it suffices for our purposes.
Definition 4.0.3 (Young tower, [40, Page 3]). We say T is modelled by a Young
tower with tail τ if there is a subset Y and a countable partition Yj of Y ⊆ Λ such
that τ is constant on each Yj . There is a measurable partition Ws of Y (stable
leaves) and each Yj is a union of elements of Ws. Let W u denote a measurable
subset that intersects each stable leaf only once. The induced map F = T τ : Y → Y
satisfies F (W s(y)) ⊂W s(Fy), and we define the separation time s(y, y′) as the least
integer n ≥ 0 such that Fny, Fny′ lie in distinct partition elements. Further suppose
there exists constants C ≥ 1, γ ∈ (0, 1) such that
d(T `F jy, T `F jy′) ≤ Cγj for all y′ ∈W s(y), y ∈ Y, (4.2)
d(T `F jy, T `F jy′) ≤ Cγs(y,y′)−j for all y, y′ ∈W u,
for all j ≥ 0, 0 ≤ ` ≤ r(F jy). Let Ȳ = Y/ ∼, where y ∼ y′ if y′ ∈ W s(y). Since
F (W s(y)) ⊂ W s(Fy), we obtain a well defined quotient map F̄ : Ȳ → Ȳ . Assume
F̄ is Gibbs-Markov [1, Chapter 4] and assume τ ∈ L1(Y ).
Proposition 4.0.4 ([12]). Assume (Λ, d) is a metric space and v : Λ → R is a
Hölder continuous and mean zero observable. If T is modelled by a Young tower
with return time τ , and tail rate µ(τ > n) ≤ Cn−β for some C > 0 and β > 1, then
‖E0(v ◦ T−n)‖1 ≤ Cn−β+1, ‖E0(v ◦ Tn)− v ◦ Tn‖1 ≤ Cn−β+1.
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4.0.2 An Example – Intermittent Baker’s map
For 0 < e, k < 1, let Tek : Λ→ Λ, Λ := [0, 1]2 be the intermittent Baker’s map
Tek(x, y) =
(fe(x), f−1k (y)), (x, y) ∈ [0, 1/2)× [0, 1](2x− 1, (y + 1)/2), (x, y) ∈ [1/2, 1]× [0, 1] , (4.3)
where fe(x) = x(1 + 2









structure. The map T
(1)
e is the intermittent map from Example 3.2.2 and sees only
expansion, whereas the map T
(2)
k sees only contraction. The stable leaves are vertical
lines. A smaller parameter corresponds to stronger expansion/contraction (taking
the parameter e = 0 in T
(1)
e gives the doubling map). Let v : Λ → R be a Hölder
continuous, mean zero observable.
The case k = e is considered by Melbourne and Varandas [40, Example 4.1],
and following this example, there is an ergodic invariant measure µ for T := Tek.
Moreover defining Y := [1/2, 1]× [0, 1], T is modelled by a Young tower with return
time map τ(x) := inf{n ≥ 1 : Tnx ∈ Y }. Since Y extends fully in the y-direction,
the return time τ is identical to return time of the intermittent map T
(1)
e to [1/2, 1]
and so [53, Proof of Theorem 5(c)] shows µ(τ > n) ≤ Cn−1/e. Theorem 4.0.4 now
shows
‖E0(v ◦ T−n)‖1 ≤ Cn−1/e+1, ‖E0(v ◦ Tn)− v ◦ Tn‖1 ≤ Cn−1/e+1,
for mean zero, Hölder observables. Assumption (Ainv) now holds for all 0 < e =
k < 1/2.
For the iterated WIP, it will be necessary to construct an example with
stronger contraction than expansion:
Proposition 4.0.5. Suppose 0 < k < e < 1/2. Let Tek be the map defined in (4.3),
and let v : Λ→ R be a Hölder continuous, mean zero observable. Then we have
‖E0(v ◦ T−n)‖1 ≤ Cn−1/e+1, ‖E0(v ◦ Tn)− v ◦ Tn‖1 ≤ Cn−1/k+1.
Proof. Denote T := Tek and define Y := [1/2, 1] × [0, 1], τe(x) := inf{n ≥ 1 :
Tnee x ∈ Y }. We first show T is modelled by a Young tower with tail τe. Since
T has a product structure and the stable leaves are the same for every choice of
parameters 0 < k, e < 1/2, the only condition we need to check is the exponential
contraction on returns to Y (condition (4.2)). This follows from the claim that
τk ≤ τe for every k < e. Assuming the claim, we have τe = τk + τ̃ for the function
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τ̃ := τe − τk : Y → N0. Denoting F := T τe , we have for any y ∈ Y, y′ ∈ W s(y),
j ≥ 0 and 0 ≤ ` ≤ τe(F jy) that

















From the product structure and the fact T τkkk contracts stable leaves exponentially,
we see T τk also contracts stable leaves exponentially. Further, since τ̃ is constant on










y′) ≤ Cγ−j−p ≤ Cγ−j ,
for some C > 1, γ ∈ (0, 1), and so (4.2) is satisfied. Therefore T is modelled by a
Young tower with tail τe and Theorem 4.0.4 shows
‖E0(v ◦ T−n)‖1 ≤ Cn−1/e+1.
We now prove the claim: Denote Se := T
(1)
e with return time Re(x) :=
inf{n ≥ 1 : Sne x ∈ [1/2, 1]}. Since Y extends fully in the y-direction and T has a
product structure, τe = Re. Therefore it suffices to show that Rk ≤ Re for k < e.
Recall that
Skx =
x(1 + 2kxk), x ∈ [0, 1/2)2x− 1 x ∈ [1/2, 1] .
Let y ∈ [1/2, 1]. Since the second branch does not depend on the parameter k, we
see Sky = Sey =: x0. If x0 ∈ [1/2, 1], then Rk(y) = Re(y) = 1 and there is nothing
to show. Suppose x0 ∈ [0, 1/2). We now want to show that the orbit of x0 under
Sk hits [1/2, 1] before the orbit of x0 under Se does. Since Sk, Se are increasing
functions, it suffices to show that for any x ∈ [0, 1/2) we have Skx ≥ Sex. This
follows easily since 2kxk ≥ 2exe. Therefore τk ≤ τe.
For the second condition, we show (4.1′) holds and apply Proposition 4.0.2.










Due to the product structure, the contraction on stable leaves does not depend on
the first coordinate of T = Tek, so we can replace T on the right hand side with Tkk
56








Since T τkkk contracts stable leaves exponentially, we see (4.1
′) holds and so
‖E0(v ◦ Tn)− v ◦ Tn‖1 ≤ Cn−1/k+1.
4.1 A Martingale Coboundary Decomposition




E0(v ◦ Tn)− v ◦ Tn,









0. By (Ainv), χ := χ
∞
−∞ is well-defined
and lies in L1(Λ).
Proposition 4.1.1. We have the following martingale coboundary decomposition:
v = m+ χ ◦ T − χ,
where m ∈ L1(Λ), m is A0-measurable, and E1m = 0.
Proof. Denoting Vn := v ◦ Tn, define








E0Vn − E1Vn+1 + E0V−n−1 − E1V−n.
It is clear that m ∈ L1(Λ) since v, χ ∈ L1(Λ). Since A1 ⊆ A0, we also see that m is
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E0Vn − E1Vn+1 + E0V−n−1 − E1V−n
)
= 0.
An important hypothesis in the martingale limit theorems that we apply
is that the random variables are square integrable. The next two propositions in-
troduce an ‘intermediate’ truncated decomposition, and then use this truncated
decomposition to show m ∈ L2(Λ).
Proposition 4.1.2. For each k ≥ 1, v has the decomposition
v = m(k) + χk−k ◦ T − χk−k + E0(v ◦ T−k)− E0(v ◦ T k+1) + v ◦ T k+1,
where m(k) ∈ L∞(Λ), m(k) is A0-measurable, and E1m(k) = 0. Moreover, m(k) → m
in L1(Λ).
Proof. Denote Vn := v ◦ Tn. For k ≥ 1 define
m(k) := V0 + χ
k
−k − χk−k ◦ T − E0V−k + E0Vk+1 − Vk+1
= V0 − Vk+1 +
k∑
n=0




(E0V−n − (E0V−n) ◦ T ) + E0Vk+1 − E0V−k
= E0Vk+1 − E0V−k +
k∑
n=0
(E0Vn − E1Vn+1) +
k∑
n=1
(E0V−n − E1V−n+1) . (4.6)
It follows that m(k) is A0-measurable. To see m(k) ∈ L∞(Λ), use the fact that
‖χk−k‖∞ ≤ (3k + 2)‖v‖∞ to calculate
‖m(k)‖∞ ≤ ‖V0 − E0V−k + E0Vk+1 − Vk+1‖∞ + (6k + 4)‖v‖∞ ≤ (6k + 8)‖v‖∞ <∞.
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Next, E1m




E0Vk+1 − E0V−k +
k∑
n=0





= E1Vk+1 − E1V−k +
k∑
n=0




= E1Vk+1 − E1V−k + E1V0 − E1Vk+1 + E1V−k − E1V0 = 0.
Finally, we see m(k) → m in L1(Λ) by calculating
‖m−m(k)‖1 =
∥∥∥χ− χk−k − χ ◦ T + χk−k ◦ T + E0(V−k)− (E0(Vk+1)− Vk+1)∥∥∥
1
=
∥∥∥χ−k−1−∞ + χ∞k+1 − χ−k−1−∞ ◦ T − χ∞k+1 ◦ T + E0(V−k)− (E0(Vk+1)− Vk+1)∥∥∥





‖E0(v ◦ T−n)‖1 + ‖E0(v ◦ Tn)− v ◦ Tn‖1
)
→ 0.
Proposition 4.1.3. We have m ∈ L2(Λ) and m(k) → m in L2(Λ).
Proof. By Proposition 4.1.2, m(k) → m in L1(Λ). Therefore by uniqueness of limits
in L1(Λ) it suffices to show that m(k) is a Cauchy sequence in L2(Λ). For clarity
denote Vn := v ◦ Tn and
an =
E0Vn − Vn, n ≥ 0
E0Vn, n < 0
.
Assume without loss that ` > k > 0. With this notation, we have











χ`−` ◦ T − χk−k ◦ T
)













































‖m(`) −m(k)‖2 ≤ ‖χ−k−`+1 − χ
−k−1




k+1 ◦ T‖2. (4.7)














)2 − 2χ−k−`+1 χ−k−1−` ◦ T + (χ−k−1−` )2) . (4.8)
































j=−`+1(E0Vj−1) ◦ T = χ
−k−1
−` ◦ T , it













































≤ 2‖v‖∞‖χ−k−`+1 + χ
−k−1
−` ‖1
 ‖χ−k−`+1‖1 + ‖χ
−k−1









































)2 − χ`k+1 ◦ T χ`+1k+2) .
(4.9)
We claim that the first term of (4.9) is zero. Since E0χ
`+1
k+2 = 0, the claim easily
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follows by showing χ`+1k+2 − χ
`











































Equation (4.9) now becomes
‖χ`+1k+2 − χ
`












≤ 4‖v‖∞‖χ`k+1‖1 + E
((






Next we focus on the second term of (4.10). Note that
χ`k+1 ◦ T − χ`k+1 =
∑̀
j=k+1




((E0Vj) ◦ T − E0Vj) + V`+1 − Vk+1 =: W + V`+1 − Vk+1,
where W is A0-measurable. Since E0χ`+1k+2 = 0 we see the second term of (4.10) is
E
((





















Therefore (4.10) is now
‖χ`+1k+2 − χ
`
k+1 ◦ T‖22 ≤ 4‖v‖∞
∥∥χ`k+1‖1 + E((Vk+1 − V`+1)χ`+1k+2)
≤ 4‖v‖∞
∥∥χ`k+1∥∥1 + 2‖v‖∞∥∥χ`+1k+2∥∥1  `+1∑
n=k+1
‖E0Vn − Vn‖1 → 0,
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as k, `→∞. Hence m(k) is a Cauchy sequence in L2(Λ) and so m(k) → m in L2(Λ)
and m ∈ L2(Λ).
Proposition 4.1.4 (L2 orthogonality of martingale differences). Suppose f : Λ→ R
is an L2(Λ) observable which is A0-measurable and E1f = 0. Then∫
f ◦ T i f ◦ T j dµ = δij
∫
f2 dµ
for every i, j ∈ Z, where δij is the Kronecker delta.
Proof. The case i = j is clear from invariance of T . Without loss assume i > j and
note f ◦ T i−j is A1-measurable. Now calculate∫
f ◦T i f ◦T j dµ =
∫








E1f f ◦T i−j dµ = 0,
and the result is shown.
For square integrable, A0-measurable observables f : Λ → R such that
E1f = 0, Proposition 4.1.4 shows∥∥∥∥∥∥
n−1∑
j=0





The invertible limit theorems follow the same proof structure as their non-invertible
counterparts, with only a few calculations being different. We do these calculations
now for ease of exposition.
Recall that A0 is a sub-sigma algebra of A that coarsens under T : With the
notation An = T−nA0, Env = E(v | An) we have · · · ⊆ A1 ⊆ A0 ⊆ A−1 ⊆ · · · and
for any m, ` ∈ Z,
(Emv) ◦ T ` = Em+`(v ◦ T `), EmE`v = Emax{m,`}v.






∥∥∥(E0(v ◦ T−k))−n ∥∥∥2 = 0.
Proof. Since E0(v ◦ T−1) plays the role that the transfer operator did in the non-
invertible case, the proof used for the non-invertible analogue (Proposition 3.3.11)
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carries over with a few minor changes. Fix n ≥ 1 and consider the decomposition


























E0(v ◦ T−k) + ψ − ψ ◦ T
)
= E1(v ◦ T−k) + E1
( ∞∑
`=k+1
E0(v ◦ T−`)− E0(v ◦ T−`) ◦ T
)
= E1(v ◦ T−k) +
∞∑
`=k+1
E1(v ◦ T−`)− E1(v ◦ T−`+1) = 0.
As E0(v◦T−k)◦T−j isA−j-measurable, we apply Rio’s inequality (Proposition 3.3.10)
with the filtration A−j , j ≥ 1. Denoting
bj,` =















































∥∥E−j+ur(k)∥∥1 + ‖v‖∞∥∥ψ ◦ T−j+1 − ψ ◦ T−`∥∥1.










Returning to (4.11) we now have










‖E0(v ◦ T−k)− ψ ◦ T + ψ‖1 + 2‖ψ‖1
)
≤ n























The following proposition does not require the random variables to be adapted
to any filtration.
Proposition 4.1.6 ([11, Equation (3.4)]). For a sum Sn =
∑n
j=1Xj of square


















∥∥∥(E0(v ◦ T k)− v ◦ T k)−n ∥∥∥2 = 0.
The proof of Proposition 4.1.7 is similar to an argument presented in [11,
Proposition 4].
Proof. Let k ≥ 1, Vj := v ◦ T j , Xj := E−k−jV−j − V−j and Sn :=
∑n
j=1Xj .
Without loss assume that n > k + 1. Define S∗n := max{0, S1, . . . , Sn}, Sn,∗ :=
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j−1) ≤ 4E(S2n) + 4
n∑
j=1
∣∣E(Xj S∗j−1)∣∣ . (4.12)
Note that Xj = (E−kv− v) ◦T−j . For the first term of (4.12), the calculations from











≤ 2n‖v‖∞‖E−kv − v‖1 + 2n
∑
r
∣∣∣∣∫ (E−kv − v) (E−kv − v) ◦ T r dµ∣∣∣∣ . (4.13)
Next, note that (E−kv) ◦ T r is A−k+r-measurable and hence A−k-measurable. Sim-





































◦ T r dµ and,
returning to (4.13), we have
E(S2n) n‖E−kv − v‖1 + n
n∑
r=1
∣∣∣∣∫ (E−kv − v) (E−k−rv − v) ◦ T r dµ∣∣∣∣
≤ n‖E−kv − v‖1 + 2‖v‖∞n
n∑
r=1
‖E−k−rv − v‖1  n
∞∑
r=k
‖E−rv − v‖1. (4.14)
Next, we bound the second term of (4.12). Define Yi,j := E−k−iV−i −
E−k−jV−i and Tp,j :=
∑p
i=1 Yi,j . For every i < j we have A−k−i ⊆ A−k−j and
so Yi,j is A−k−j-measurable. Therefore T ∗j−1 := max{0, T1,j , . . . , Tj−1,j} is A−k−j-
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∣∣∣E(Xj(S∗j−1 − T ∗j−1))∣∣∣ ≤ 2‖v‖∞∑
j
E
∣∣S∗j−1 − T ∗j−1∣∣.
Now, by Proposition 2.2.5 we have
|S∗j−1 − T ∗j−1| ≤
j−1∑
i=1


















(n− r)‖E−k−rv − v‖1 (4.15)











‖E−rv − v‖1 + 2‖v‖∞
n∑
r=1






To obtain a bound for (Sn,∗)
2, we note that changing Xj to −Xj changes Sn to −Sn





























‖E−rv − v‖1 → 0,
as k →∞.




∥∥∥(v −m)−n ∥∥∥2 = 0.
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∥∥∥(m−m(k))−n ∥∥∥2 + n−1/2 ∥∥∥(v −m(k))−n ∥∥∥2 . (4.16)
Note (m−m(k))◦T−j forms a sequence of martingale differences by Proposition 4.2.1.
For the first term of (4.16), use Doob’s inequality (Proposition 3.3.9) and the or-
thogonality of martingale differences (Proposition 4.1.4) to see
n−1/2
∥∥∥(m−m(k))−n ∥∥∥2 ≤ 2n−1/2 ∥∥∥(m−m(k))−n ∥∥∥2 = 2‖m−m(k)‖2.
Proposition 4.1.3 shows ‖m − m(k)‖2 → 0 as k → ∞ and so it remains to bound
the second term of (4.16). To do this, we use the truncated decomposition v =





∥∥∥(v −m(k))−n ∥∥∥2 ≤ lim supn→∞ n−1/2








∥∥∥(χk−k ◦ T − χk−k)−n ∥∥∥2 .







∥∥∥(χk−k ◦ T − χk−k)−n ∥∥∥2 = 0.
























n−1/2(6k + 4)‖v‖∞ = 0.
4.2 Central Limit Theorem
Proposition 4.2.1. Suppose f ∈ L1(Λ) is A0-measurable and E1f = 0. Then
f−n =
∑n
j=1 f ◦ T−j is a martingale with respect to the filtration A−n = TnA0.
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Proof. Firstly we note that ‖f−n ‖1 ≤ n‖f‖1 < ∞. Secondly, f−n is A−n-measurable
since f ◦ T−j is A−j-measurable and A−j ⊆ A−n for all j ≤ n. Finally, we have
E(f ◦ T−j | A−j+1) = E−j+1(f ◦ T−j) = E1(f) ◦ T−j = 0,
so f ◦T−j forms a martingale difference sequence and f−n is a martingale with respect
to A−n.









Proof. By orthogonality of martingale differences (Proposition 4.1.4) and Proposi-
tion 4.1.8 we have
∣∣n−1/2‖vn‖2 − ‖m‖2∣∣ = ∣∣n−1/2‖vn‖2 − n−1/2‖mn‖2∣∣ ≤ n−1/2‖(v −m)n‖2
= n−1/2‖(v −m)n ◦ T−n‖2 = n−1/2‖(v −m)−n ‖2
≤ n−1/2‖(v −m)−n ‖2 → 0.
Theorem 4.2.3 (Scalar CLT). We have
n−1/2vn →d N (0, σ2),
where σ2 := limn→∞ n
−1 ∫ v2n dµ. Moreover, σ2 = 0 if and only if v is an L1(Λ)
coboundary.
Remark 1. This result is not new; Instead of Assumption (Ainv), Liverani [32, The-








∣∣E0(v ◦ T−n)∣∣ converges in L1(Λ),
(iii) There exists α > 1 such that sup
k≥1
kα‖E0(v ◦ Tn)− v ◦ Tn‖1 <∞.
Remark 2. Zweimüller [54, Corollary 1] proved that the CLT also holds with respect
to every probability measure ν which is absolutely continuous with respect to µ.
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Proof of Theorem 4.2.3. We seem−n is a martingale due to Proposition 4.2.1. Propo-
sition 3.2.6 now shows n−1/2m−n →d N (0, σ2) with σ2 =
∫
m2 dµ. Proposition 4.2.2
shows σ2 = limn n
−1 ∫ v2n dµ. The CLT for n−1/2vn now follows since m−n =
mn ◦ T−n =d mn and n−1/2‖vn −mn‖1 = n−1/2‖χ ◦ Tn − χ‖1 ≤ 2n−1/2‖χ‖1 → 0
as n → ∞. We easily see σ2 = ‖m‖22 = 0 if and only if m = 0, so v is an L1(Λ)
coboundary.
Example 4.2.4. Suppose 0 < α < 1/2, Λ = [0, 1] × [0, 1] and let Tαα : Λ → Λ be
the intermittent Baker’s map defined in (4.3). Let v : Λ→ R be a Hölder continuous
and mean zero observable. Proposition 4.0.5 shows
‖E0(v ◦ T−nαα )‖1 ≤ Cn−1/α+1, ‖E0(v ◦ Tnαα)− v ◦ Tnαα‖1 ≤ Cn−1/α+1,
and so assumption (Ainv) is satisfied for all 0 < α < 1/2. The CLT now follows from
Theorem 4.2.3.
As in the non-invertible case, Assumption (Ainv) and the decompositions
in Proposition 4.1.1 and 4.1.2 easily carry over to vector-valued observables v ∈
L∞(Λ,Rd) by considering them component wise.











Proof. The proof for non-invertible maps (Proposition 3.2.14) carries over verba-
tim after replacing the non-invertible scalar variance (Proposition 3.2.8) with its
invertible counterpart (Proposition 4.2.2).
Theorem 4.2.6 (Vector CLT). We have
n−1/2vn →d N (0,Σ),
where Σ := limn→∞ n
−1 ∫ vnvTn dµ. For the degenerate case, det Σ = 0 if and only
if there exists a non-zero c ∈ Rd such that cT v = χ ◦ T − χ for some χ ∈ L1(Λ).
Proof. The covariance Σ =
∫
mmT dµ = limn→∞ n
−1 ∫ vn vTn dµ is now due to
Proposition 4.2.5. For any c ∈ Rd, we see cT v ∈ L∞(Λ),
∫
cT v dµ = 0 and∑
j≥0
∥∥E0((cT v) ◦ T−j−1)∥∥1 + ∥∥E0((cT v) ◦ T j) − (cT v) ◦ T j∥∥1 < ∞. Therefore the
scalar CLT (Theorem 4.2.3) holds for n−1/2(cT v)n and the proof of the non-invertible
vector CLT (Theorem 3.2.12) carries over.
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4.3 Weak Invariance Principle





v ◦ T j ,
and the backwards càdlàg processes




v ◦ T−j , M−n (t) := n−1/2
[nt]∑
j=1
m ◦ T−j .
Proposition 4.3.1. For each n ≥ 1, M−n : [0, 1]→ Rd is a martingale with respect
to the filtration An,t = {T [nt]A0 | 0 ≤ t ≤ 1}.
Proof. Let n ≥ 1. Firstly, M−n (t) ∈ L1(Λ,Rd) since










Secondly, M−n (t) isAn,t-measurable since m◦T−j isA−j-measurable andA−j ⊆ An,t
for all j ≤ [nt]. It remains to show that
E(M−n (t) | An,s) = M−n (s),
for all s ≤ t. If [nt] = [ns], then we have M−n (t) = M−n (s) and we are finished.




m ◦ T−j | An,s) = M−n (s) + n−1/2
[nt]∑
j=[ns]+1
E(m ◦ T−j |T [ns]A0).
Let j = [ns] + 1, . . . , [nt] be fixed, and calculate that




◦ T−j = 0.
Therefore E(M−n (t) | An,s) = M−n (s) and M−n is a martingale.





D([0, 1],Rd), ‖ · ‖∞
)
, where W is a d dimensional Brownian Motion with mean
zero and covariance Σ = limn→∞ n
−1 ∫ vnvTn dµ.
Remark 1. This was first proven by Dedecker and Rio [11, Corollary 4(b)].
Remark 2. As in Theorem 4.2.6, det Σ = 0 if and only if there exists a non-zero
c ∈ Rd such that cT v is an L1(Λ) coboundary.
Remark 3. We could equally define our processes in D([0,K],Rd) for any integer
K ≥ 1, and the result still holds. Hence the result is true if we define our processes
in D([0,∞),Rd) by [7, Section 16].
Remark 4. Zweimüller [54, Corollary 3] proved that the WIP also holds with respect
to every probability measure ν which is absolutely continuous with respect to µ.
Proof of Theorem 4.3.2. By Proposition 4.3.1, M−n is a martingale. Since T is in-
vertible, lifting is not needed and Proposition 3.3.8 carries over to the invertible
case by simply dropping the tilde notation. Therefore we have M−n →w W in
(D([0, 1],Rd), ‖ · ‖∞), where W is a d dimensional Brownian motion with mean zero
and covariance Σ =
∫
mmT dµ. Proposition 4.2.5 shows Σ = limn n
−1 ∫ vn vTn dµ.
















∥∥∥(v −m)−n ∥∥∥2 = 0 and
sup
t∈[0,1]





(v −m) ◦ T−j
∣∣∣∣∣∣ = n−1/2 (v −m)−n →p 0.
This gives the convergence W−n →w W . Now, the proof of the non-invertible WIP
(Theorem 3.3.3) carries over by dropping the tilde notation and we see Wn →w W
as required.
Example 4.3.3. Suppose 0 < α < 1/2, Λ = [0, 1] × [0, 1] and let Tαα : Λ → Λ be
the intermittent Baker’s map defined in (4.3). Let v : Λ→ R be a Hölder continuous
and mean zero observable. Proposition 4.0.5 shows
‖E0(v ◦ T−nαα )‖1 ≤ Cn−1/α+1, ‖E0(v ◦ Tnαα)− v ◦ Tnαα‖1 ≤ Cn−1/α+1,
and so assumption (Ainv) is satisfied for all 0 < α < 1/2. The WIP now follows
from Theorem 4.3.2.
71
4.4 Iterated Weak Invariance Principle
Recall the standing assumptions from the start of the chapter: Suppose T : Λ→ Λ
is an invertible, ergodic and measure-preserving transformation over the probability
space (Λ,A, µ) and v ∈ L∞(Λ,Rd) is a mean zero observable. In this section, we
replace Assumption (Ainv) with the following stronger one:
∞∑
n=0
∥∥E0(v ◦ Tn)− v ◦ Tn∥∥2 <∞, ∞∑
n=1
∥∥E0(v ◦ T−n)∥∥1 <∞. (Astrong)
Theorem 4.4.1 (Invertible Iterated WIP). Assume that T : Λ→ Λ is also mixing.









D([0, 1],Rd×Rd×d), ‖ · ‖∞
)
, where W is a Brownian motion with mean zero and
covariance Σ = limn→∞ n










v ◦ T j
)T
dµ,
for t ∈ [0, 1].
Remark 1. This iterated WIP is already known by Kelly and Melbourne [29, The-
orem 5.2] under the more restrictive assumption
∞∑
n=0
∥∥E0(v ◦ Tn)− v ◦ Tn∥∥2 <∞, ∞∑
n=1
∥∥E0(v ◦ T−n)∥∥2 <∞.
Remark 2. If T is modelled by a Young tower with polynomial tails µ(r > n) ≤ Cn−β
for some β > 2 (and so assumption (A) holds by Theorem 4.0.4), then the iterated
WIP is already known by Melbourne and Varandas [40, Corollary 2.3].
Remark 3. As in Theorem 3.2.12, det Σ = 0 if and only if there exists a non-zero
c ∈ Rd such that cT v is an L1(Λ) coboundary.
Remark 4. We could equally define our processes in D([0,K],Rd) for any integer
K ≥ 1, and the result still holds. Hence the result is true if we define our processes
in D([0,∞),Rd) by [7, Section 16].
Remark 5. It is still not known if the iterated WIP holds under the weaker assump-
tion
sum∞n=0
∥∥E0(v ◦ Tn)− v ◦ Tn∥∥1 <∞, ∞∑
n=1
∥∥E0(v ◦ T−n)∥∥1 <∞.
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Next we give an example where the iterated WIP holds, but is not covered
by [29, 40]. Similar to the previous chapter, we first outline a generic situation where
the mixing conditions for a suitable suspension is inherited from the underlying map
which is modelled by a Young tower.
4.4.1 Suspensions and Examples
Suppose T : Λ → Λ is an invertible, ergodic and measure-preserving map over the
probability space (Λ,A, µ), and that T has a stable foliationWsT = {W sT (x) : x ∈ Λ}.
Define the suspension flow Tt : Λ
h → Λh as in (3.15) over an η-Hölder roof function
h such that inf h > 0. Further assume that the roof function h is constant on local
stable leaves for T.
Proposition 4.4.2. For any t > 0, the map Tt admits a partition into stable leaves
given by W s(x, u) := W sT (x)× {u}.
Proof. For any (x, u) ∈ Λh, define W s(x, u) := W sT (x) × {u}. Clearly this forms a
partition of Λh. Let N = N(x, u, t) be the lap number, i.e. the integer N satisfying
u+ t ∈ [hN (x), hN+1(x)). Then Tt(x, u) = (TNx, u+ t−hN (x)). Since h is constant
on stable leaves, h(T jx′) = h(T jx) and hn(x
′) = hn(x) for every x
′ ∈ W sT (x) and
n ≥ 1. Therefore N(x′, u, t) = N(x, u, t). Suppose that (x′, u) ∈ W s(x, u) =
W sT (x)× {u} and t > 0. This partition is invariant under Tt since
Tt(x
′, u) = (TNx′, u+ t− hN (x′)) ∈W sT (TNx)× {u+ t− hN (x)}
= W s((TNx, u+ t− hN (x)))
= W s(Tt(x, u)).
Moreover, we have
d(Tt(x
′, u), Tt(x, u)) = d(T
N(x′,u,t)x′, TN(x,u,t)x) +
∣∣u+ t− hN (x′)− (u+ t− hN (x))∣∣
= d(TN(x,u,t)x′, TN(x,u,t)x)→ 0,
since x′ ∈W sT (x).
Verifying Assumption (Astrong)
Proposition 4.4.3 ([12]). Let v : Λh → R be a Hölder continuous, mean zero
observable. Suppose T satisfies the hypothesis of Proposition 4.0.2, and assume
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infY h > 1 and h ∈ L∞(Λ). Then
‖E0(v ◦ Tn1 )− v ◦ Tn1 ‖1 ≤ Cn−α+1.
Remark. Roughly speaking, we define our inducing set for T1 as Y
h = {(y, u) : y ∈
Y, u ∈ [0, h(y)]}. The assumption infY h > 1 ensures that the first return τh of T1 to
Y h has tails comparable to the first return τ of T to Y . Without this assumption, h
can be very small on Y and the time one map may ‘pass over’ the inducing set Y h,
meaning we cannot control the tail of τh. We can drop the assumption inf h > 1 if
we replace the time-one map T1 with the time-(inf h− ε) map Tinf h−ε, for any ε > 0.
Proof. We verify the hypothesis of Proposition 4.0.2 for T1. Define Y
h := {(y, u) :
y ∈ Y, u ∈ [0, 1]} ⊂ Λh. By Proposition 4.4.2, T admits a stable foliation and Y h is
union of stable leaves for T1. Let τ
h be the first return of T1 to Y
h. It remains to
show that µh(τh > n) ≤ Cn−α and condition (4.1).
For the first part, note that




+ 1 ≤ ‖h‖∞τ(y) + 2.
Therefore
µh(τh > n) ≤ µ(‖h‖∞τ + 2 > n) ≤ Cn−α.
For the second part, since v is Hölder, it suffices to show T τ
h
1 contracts stable
leaves exponentially (see equation (4.4)). Let (x, u) ∈ Λh and define the lap number
N = N(x, u, t) as the integer such that u+ t ∈ [hN (x), hN+1(x)). Then T τ
h
1 (x, u) =
Tτh(x, u) =
(








Fx, u + t − hN (x)
)
.
Let n ≥ 1 and note that (T τh1 )n(x, u) =
(
Fnx, g(x, u, n)
)
for some g(x, u, n) ∈ [0, 1].




′, u), Tnτh(x, u)
)
= d(Fnx′, Fnx) + |g(x′, u, n)− g(x, u, n)| ≤ Cγn + 1 = C̃γn,
and so the induced map T τ
h
1 contracts stable leaves exponentially as desired.





Proposition 4.4.4. Suppose T : Λ → Λ is modelled by a Young tower with poly-
nomial tail τ , so µ(τ > n) ≤ Cn−β for some β > 1. Assume condition (3.14) is
74
satisfied and absence of approximate eigenfunctions holds for Tt [37, Definition 3.4].
Suppose v ∈ Cη(Λh) ∩ C0,η(Λh) is a mean zero observable. Then,
‖E0(v ◦ T−n1 )‖1 ≤ Cn
−β.
Proof. [2, Corollary 8.1] guarantees an m ≥ 1 and C > 0 such that∣∣∣∣∫ v w ◦ Tt dµh∣∣∣∣ ≤ C(‖v‖Cη + |v|C0,η)‖w‖Cη,mt−β,
for every w ∈ Cη,m(Λh). Therefore
∣∣∫ v w ◦ Tn1 dµh∣∣ ≤ C‖w‖Cη,mn−β. Denote
the set of continuous functions, constant on stable leaves, by C0(A0). Note that
C0(A0) ⊂ Cη,m(Λh), which shows
∣∣∫ v w ◦ Tn1 dµh∣∣ ≤ C‖w‖C0(A0)n−β for every
w ∈ C0(A0). Let w′ ∈ L∞(A0). For any ε > 0 there exists w ∈ C0(A0) such
that ‖w‖C0(A0) ≤ ‖w′‖L∞(A0) and
∫
|w′ − w| dµ < ε. Therefore∣∣∣∣∫ v w′ ◦ Tn1 dµh∣∣∣∣ ≤ ∣∣∣∣∫ v w ◦ Tn1 dµh∣∣∣∣+ ∣∣∣∣∫ v (w′ − w) ◦ Tn1 dµh∣∣∣∣
≤ C‖w‖C0(A0)n
−β + ‖v‖∞‖w′ − w‖1
≤ C‖w‖L∞(A0)n
−β + ‖v‖∞ε.
Theorem 4.0.1 now shows
‖E0(v ◦ T−n1 )‖1 ≤ Cn
−β.
An Example
For 0 < e, k < 1, let Tek : Λ → Λ, Λ = [0, 1]2 be the intermittent Baker’s map
defined in (4.3),
Tek(x, y) =
(fe(x), f−1k (y)), (x, y) ∈ [0, 1/2)× [0, 1](2x− 1, (y + 1)/2), (x, y) ∈ [1/2, 1]× [0, 1] ,
where fe(x) = x(1 + 2
exe). Denote T := Tek. Define Y := [1/2] × [0, 1] and recall
from the proof of Proposition 4.0.5 that T is modelled by a Young tower with tail
τe := inf{n ≥ 1 : Tnee ∈ Y }, and µ(τe > n) ≤ Cn−1/e. Therefore the iterated WIP
already holds for 0 < k, e < 1/2 by [40, Corollary 2.3]. To obtain a new example,
we lift our map to a suspension flow and consider the time-one map.
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Let h be a Hölder continuous and bounded roof function such that inf h > 0,
infY h > 1 and h is constant on stable leaves for T . Let Tt : Λ
h → Λh be the
corresponding suspension flow, defined by (3.15), and assume Tt satisfies absence of
approximate eigenfunctions and condition (3.14). Suppose v ∈ Cη(Λh) ∩ C0,η(Λh)
is a mean zero observable. Proposition 4.4.4 now shows
‖E0(v ◦ T−n1 )‖1 ≤ Cn
−1/e+1.
For the remaining condition of (Astrong), we mimic the the argument from
the proof of Proposition 4.0.5. The argument will show condition (4.1′) holds and
we can apply Proposition 4.0.2. Denoting S := Tkk, let St : Λ
h → Λh be the
corresponding suspension flow and τhk (x, u) := inf{n ≥ 1 : Sn1 (x, u) ∈ Y h}. The
stable foliation for S1 is the same as the stable foliation for T1. For the proof
of Proposition 4.4.3 to carry over, we must show that S
τhk
1 contracts stable leaves
exponentially and that equation (4.5) holds when we replace Tek = T with T1
and Tkk with S1. Exponential contraction along stable leaves for S1 was shown in
the proof of Proposition 4.4.3. To show equation (4.5) holds, it suffices to show
that distances on stable leaves with respect to T1 and S1 agree. Let (x, u) ∈ Λh,
(x′, u) ∈ W s(x, u) and let N = N(x, u, n) be the lap number, i.e. the integer N
such that u + n ∈ [hN (x), hN+1(x)). Since h is constant on stable leaves we have
hm(x



















∣∣u+ n− hN (x′)− (u+ n− hN (x′))∣∣
Again, since the contraction along stable leaves does not depend on the first coor-















′, u), Sn1 (x, u)
)
.
Therefore equation (4.5) holds and the proof of Proposition 4.4.3 carries over. We
now have
‖E0(v ◦ Tn1 )− v ◦ Tn1 ‖1 ≤ Cn−1/c+1.
Assumption (Astrong) and hence the iterated WIP (Theorem 4.4.1) holds for all
0 < c < 1/3 and 0 < e < 1/2. This extends the previous best known result by Kelly
and Melbourne [29, Theorem 5.2] significantly, which was previously known for all
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0 < c, e < 1/3.
4.4.2 Proof of the Iterated WIP
For the proof of the iterated WIP, we will need a second coboundary decomposition
v = v̂ + χ∞0 ◦ T − χ∞0 , (4.17)
where we recall χ∞0 =
∑∞
n=0 E0(v ◦Tn)− v ◦Tn. Under the assumption (Astrong) we
have χ∞0 ∈ L2(Λ,Rd). Moreover, v̂ is A0-measurable and v̂ ∈ L2(Λ,Rd).
To use Proposition 3.4.8 for the approximation of the stochastic integral∫
Xn⊗ dYn →w
∫






v̂ ◦ T j , Ŵ−n := n−1/2
[nt]∑
j=1
v̂ ◦ T−j .
We see that Ŵ−n is an adapted process with respect to {An,t = T [nt]A0 | 0 ≤ t ≤ 1}.
Further define the processes
X
βγ






mβ ◦ T i v̂γ ◦ T j ,
X
βγ,−












for coordinates β, γ = 1, . . . , d.
Recall that for random vectorsXj and Sn =
∑n
















(v − v̂) ◦ T−j
∣∣∣∣∣∣ = n−1/2(v − v̂)−n .




D([0, 1],Rd × Rd×d), ‖ · ‖∞
)
, where Xβγ(t) :=
∫ t
0 W
β dW γ for t ∈ [0, 1], β, γ =
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1, . . . , d.
Proof. We first verify the hypothesis of Proposition 3.4.8 with Xn = Ŵ
−
n , Yn = M
−
n




n )→w (W,W,X). As v̂
and m are A0-measurable, we see (Ŵ−n ,M−n ) is a measurable process with respect
to {An,t = T [nt]A0 | 0 ≤ t ≤ 1}. Moreover, M−n is a martingale by Proposition 4.3.1.








< ∞ follows from the corresponding non-
invertible calculation (equation (3.20)). It remains to show convergence of the pair
(Ŵ−n ,M
−
n )→w (W,W ). The martingale WIP (Proposition 3.3.5) was shown in the
non-invertible case in Proposition 3.3.8, and the proof carries over to the invertible
case by dropping the tilde notation. That is, M−n →w W , where W is a mean
zero Brownian motion with covariance Σ =
∫
mmT dµ. By Proposition 4.2.5, Σ =
limn→∞ n
−1 ∫ vn vTn dµ. The continuous mapping theorem (Proposition 3.2.9) now
shows (M−n ,M
−
n ) →w (W,W ). Thus (W−n ,M−n ) →w (W,W ) by Proposition 4.1.8.
It now remains to show
sup
0≤t≤1





(v − v̂) ◦ T−j
∣∣∣∣∣∣ = n−1/2 max`
∣∣∣χ+ − χ+ ◦ T−`∣∣∣
≤ n−1/2|χ+|+ n−1/2 max
`
∣∣χ+∣∣ ◦ T−` →p 0.
The first term clearly converges to zero, and the second term converges to zero by
Proposition 2.2.3. Hence we have (Ŵ−n ,M
−






n )→w (W,W,X) (4.18)
in
(
D([0, 1],Rd × Rd × Rd×d), ‖ · ‖∞
)
.
It now remains to complete the time reversal procedure. Recall that g(u)(t) =
u(1) − u(1 − t) and h(u, v)(t) = u(1 − t)
(
v(1) − v(1 − t)
)T
are continuous maps.
The time reversal argument (Proposition 3.4.7) carries over to the invertible case
by replacing W̃−n with Ŵ
−









g(X−n )− h(Ŵ−n ,M−n )
)T)
+ Fn,




g(X−n )− h(Ŵ−n ,M−n )
)T)
→w Z,
where Z is a process with continuous sample paths and Z =d (W,X). It follows
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n ) →w (W,W,W,X). The continuous mapping
theorem (Proposition 3.2.9) now shows(
g(W−n ),
(













=d (W,X) and so we have
shown (Wn,Xn)→w (W,X) as required.
Proof of Theorem 4.4.1. For this proof we denote χ∞0 = χ
+, with coordinates χβ,+
for β = 1, . . . , d. With this notation, our secondary coboundary decomposition
(4.17) is v = v̂ + χ+ ◦ T − χ+.





vβ vγ ◦ T j dµ =
∫














mβ (v̂γ + χγ,+ ◦ T − χγ,+) ◦ T j +
∫





mβ v̂γ ◦ T j +
∫
mβ (χγ,+ ◦ Tn+1 − χγ,+ ◦ T ) dµ+
∫





mβ v̂γ ◦ T j +
∫ (




mβ χγ,+ ◦ Tn+1 dµ
−
∫
χβ vγ ◦ Tn dµ.
The first term is zero since for every j ≥ 1, v̂ ◦ T j is Aj-measurable and Ejm =
EjE1m = 0. Thus
∫









β v̂γ ◦ T j dµ = 0.
The third and fourth term converge to zero by mixing and the fact that
∫
mβ dµ =∫




vβ vγ ◦ T j dµ→a.s.
∫
χβ vγ −mβ χγ,+ ◦ T dµ.
Next, note that
vβ ◦ T i vγ ◦ T j = mβ ◦ T i vγ ◦ T j + (χβ ◦ T − χβ) ◦ T i vγ ◦ T j































mβ ◦ T i
(






χβ ◦ T j − χβ
)





χβvγ −mβχγ,+ ◦ T
)
◦ T i + n−1χγ,+ ◦ Tn
[nt]−1∑
i=0
mβ ◦ T i − n−1χβ
[nt]−1∑
i=0
vγ ◦ T i
= Aβγn (t) +B
βγ
n (t)− Cβγn (t)
We see that Aβγn (1)→a.s.
∫
χβ vγ−mβ χγ,+◦T dµ = Γβγ(1) by the Ergodic Theorem,
and so supt |A
βγ
n (t) − Γβγ(t)| →p 0 by Proposition 2.2.2. Similarly, Cβγn (1) →a.s
χβ
∫
vγ dµ = 0 and so supt |C
βγ
n (t)| →p 0. Finally, we see that supt |B
βγ


















≤ n−1n1/2‖χγ,+‖2‖mβ‖2 → 0,
where we have used Doob’s inequality (Proposition 3.3.9) and Proposition 4.1.4.
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[26] A. Jakubowski, J. Mèmin, and G. Pages. Convergence en loi des suites
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[42] F. Merlevéde, M. Peligrad, and S. Utev. Recent advances in invariance princi-
ples for stationary sequences. Probability Surveys, 3:1–36, 2006.
[43] S. V. Nagaev. Some limit theorems for stationary Markov chains. Theory Prob.
Appl., 2:378–409, 1957.
[44] K. Petersen. Ergodic Theory. Cambridge Studies in Advanced Mathematics.
Cambridge University Press, 1983.
[45] M. Pollicott and R. Sharp. Invariance principles for interval maps with an
indifferent fixed point. Commun. Math. Phys., 229:337–346, 2002.
[46] P. Protter. Stochastic Integration and Differential Equations, volume 21 of
Stochastic modelling and applied probability. Springer-Verlag Berlin, 2005.
[47] M. Ratner. The central limit theorem for geodesic flows on n-dimensional
manifolds of negative curvature. Israel J. Math., 16:181–197, 1973.
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