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BAB III 
METODE PENELITIAN 
A. Jenis Penelitian
Penelitian ini bersifat deskriptif kuantitatif yang menggunakan data 
sekunder berupa laporan keuangan industri tekstil dan garmen yang terdaftar 
di Bursa Efek Indonesia (BEI) pada tahun 2013-2015 untuk menguji pengaruh 
kinerja keuangan terhadap perubahan harga saham pada industri tekstil dan 
garmen yang terdaftar di Bursa Efek Indonesia (BEI) pada tahun 2013-2015.  
B. Populasi dan Sampel
1. Populasi
Populasi adalah keseluruhan objek yang tidak seluruhnya  
diobservasi tetapi merupakan objek penelitian. Populasi merupakan  
keseluruhan  unsur-unsur  yang memiliki satu atau beberapa karakteristik 
yang sama. Dalam penelitian ini, populasi yang  digunakan  adalah  
semua  industri Tekstil dan Garmen yang tercatat di Bursa  Efek 
Indonesia periode 2013 sampai 2015 yaitu berjumlah 17 perusahaan. 
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Tabel 3.1 Daftar Nama Perusahaan Industri Tekstil yang Menjadi 
Populasi Penelitian Periode 2013-2015 
No Nama Emiten 
Kode 
Saham 
Keterangan 
    
1 Polychem Indonesia Tbk ADMG Tekstil 
2 Argo Pantes Tbk ARGO Tekstil 
3 Century Textile Tbk CNTX Tekstil 
4 Eratex Djaya Tbk ERTX Tekstil 
5 Panasia Indosyntex Tbk HDTX Tekstil 
6 Ever Shine Tex Tbk ESTI Tekstil 
7 Indo Rama Synthetic Tbk INDR Tekstil 
8 Apac Citra Centertex Tbk MYTX Tekstil 
9 Pan brothers Tbk PBRX Garmen 
10 Star Petrochem Tbk. STAR Garmen 
11 Polysindo Eka Persada Tbk POLY Tekstil 
12 Ricky Putra Globalindo Tbk RICY Garmen 
13 Sri Rejeki Isman SRIL Garmen 
14 Sunson Textile Manufacturer Tbk SSTM Tekstil 
15 Trisula International Tbk TRIS Garmen 
16 Tifico Fiber Indonesia Tbk TFCO Garmen 
17 Nusantara Inti Corpora Tbk UNIT Tekstil 
Sumber : Sub Sektor Tekstil dan Garmen di BEI | Saham Oke 
2. Sampel Penelitian 
Sampel adalah objek yang diobservasi yang merupakan bagian 
dari populasi atau objek penelitian, dengan tujuan memperoleh gambaran 
mengenai seluruh objek. Sampel dalam penelitian ini adalah industri 
tekstil dan garmen yang terdaftar di Bursa Efek Indonesia selama 3 tahun 
berturut-turut, yakni mulai dari tahun 2013 sampai 2015. 
Metode dalam pengumpulan sampel pada penelitian ini adalah 
dengan metode purposive sampling. Metode ini menciptakan kriteria-
kriteria tertentu untuk memperoleh sampel yang representatif terhadap 
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populasi. Sampel yang diambil pada industri tekstil dan garmen dengan 
kriteria sebagai berikut: 
a) Perusahaan industri tekstil dan garmen yang secara konsisten terdaftar 
di Bursa Efek indonesia selama periode penelitian 2013-2015. 
b) Perusahaan  harus  menerbitkan  laporan  keuangan  yang  lengkap 
selama periode penelitian yaitu 3 tahun berturut-turut dari tahun 2013, 
2014 dan 2015. 
Jumlah populasi pada industri tekstil dan garmen yang 
memenuhi kriteria adalah sebanyak 11 industri yang terdaftar di Bursa 
Efek Indonesia tahun 2013-2015. 
Tabel 3.2 Daftar Nama Perusahaan Industri Tekstil yang Menjadi 
Sampel Penelitian Periode 2013-2015 
No Nama Emiten 
Kode 
Saham 
Keterangan 
1 Polychem Indonesia Tbk ADMG Tekstil 
2 Ever Shine Tex Tbk ESTI Tekstil 
3 Panasia Indosyntex Tbk HDTX Tekstil 
4 Indo Rama Synthetic Tbk INDR Tekstil 
5 Apac Citra Centertex Tbk MYTX Tekstil 
6 Pan brothers Tbk PBRX Garmen 
7 Sunson Textile Manufacturer Tbk. SSTM Tekstil 
8 Tifico Fiber Indonesia Tbk TFCO Garmen 
9 Nusantara Inti Corpora Tbk UNIT Tekstil 
10 Tifico Fiber Indonesia Tbk TFCO Garmen 
11 Star Petrochem Tbk. STAR Garmen 
Sumber : Sub Sektor Tekstil dan Garmen di BEI | Saham Ok 
C. Teknik Pengumpulan Data 
Data dikumpulkan dengan metode dokumentasi, yaitu teknik yang 
dilakukan dengan cara mengumpulkan data sekunder dari berbagai sumber, 
baik secara pribadi maupun kelembagaan. Laporan keuangan industri yang 
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dibutuhkan dalam penelitian ini didapatkan dari publikasi-publikasi yang 
diterbitkan oleh Bursa Efek Indonesia melalui Indonesia Capital 
MarketDirectory (ICMD) dan Indonesian Stock Exchange (www. Idx.co.id) 
periode 2013sampai 2015 dan publikasi-publikasi lainnya yang berhubungan 
dengan penelitian ini. 
D. Jenis dan Sumber Data 
Jenis data yang digunakan dalam penelitian ini terdiri dari data 
kuantitatif yaitu data yang berupa angka-angka yang terdiri dari: 
1) Data laporan keuangan perusahaan tekstil dan garmen yang menjadi 
sampel penelitian periode akuntansi 2013-2015 yang terdaftar di Bursa 
Efek Indonesia. 
2) Data pergerakan harga saham penutupan tahunan (per 31 Desember) 
periode tahun 2013 sampai dengan tahun 2015. 
Beberapa data yang digunakan dalam penelitian ini adalah data 
perubahan harga saham, dan rasio-rasio keuangan seperti ROA, NPM dan 
DER. Rasio kinerja keuangan perusahaan yang dibutuhkan dalam penelitian 
ini didapatkan dari publikasi-publikasi yang diterbitkan oleh Bursa Efek 
Indonesia (BEI) Universitas Muhammadiyah Malang melalui Indonesian 
Capital Market Directory (ICMD) dan Indonesian stock exchange 
(www.idx.co.id) periode 2013 sampai 2015 dan publikasi-publikasi lainnya 
yang berhubungan dengan penelitian ini. 
 
 
46 
 
E. Devinisi Operasional Variabel 
Variabel  dependen  yang  dijadikan  objek  dalam  penelitian  ini  
adalah perubahan harga saham perusahaan tekstil dan garmen yang go public 
di Bursa Efek Indonesia. 
Variabel  independen  yang  digunakan  dalam  penelitian  ini  terdiri  
dari  3 variabel  yaitu  Return  on  Asset  (ROA),  Net Profit Margin (NPM) 
dan Debt to Equity Ratio (DER). 
1. Variabel Dependen 
1.1 Perubahan Harga saham sebagai variabel terikat (Y) 
Yaitu variabel yang dipengaruhi atau menjadi akibat karena 
adanya variabel bebas. Dalam hal ini yang menjadi variabel terikat 
adalah perubahan harga saham pada saat closing price per 31 
Desember pada perusahaan tekstil yang terdaftar di BEI pada tahun 
2013 sampai 2015. 
2. Variabel Independen 
2.1 Return on Asset (ROA)sebagai variabel bebas (𝐗𝟏) 
ROA digunakan untuk mengukur seberapa  efektif  perusahaan 
memanfaatkan  sumber  ekonomi  yang  ada  untuk  menciptakan  
laba.  Rasio  ROA mewakili  rasio  profitabilitas  dalam  penelitian  
ini.  ROA  didapatkan  dengan  cara membagi Earning After Tax/EAT 
(pendapatan  bersih  setelah  pajak)  dengan average total asset  (rata-
rata asset total). Secara matematis ROA dirumuskan sebagai berikut: 
ROA =
Laba Bersih + (biaya bunga x (1 − tarif pajak)
Rata − rata total aset
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(Garrison dan Noreen, 2007) 
2.2 Net Profit Margin (NPM) sebagai variabel bebas (𝐗𝟐) 
Untuk mengukur kemampuan perusahaan dalam memperoleh 
laba bersih dari kegiatan operasional perusahaan. Persamaan yang 
digunakan yaitu sebagai berikut: 
NPM =
Laba Bersih
Pendapatan Operasional
 
(Harahap, 2007) 
2.3 Debt to EquityRatio (DER) sebagai variabel bebas (𝐗𝟑) 
Untuk mengukur tingkat penggunaan hutang terhadap 
shareholder’s equity yang dimiliki perusahaan. Debt to Equity Ratio 
(DER) menunjukkan presentase penyediaan dana oleh pemegang 
saham  terhadap pemberi pinjaman. Rumus yang digunakan adalah 
sebagai berikut: 
Debt to Equity Ratio =
Total Utang
Total Aktiva
 
(Kodrat, 2010) 
F. Teknik Analisis Data 
Data diolah dengan bantuan software statistic eviews 9. Data akan 
diolah menggunakan analisis regresi panel, uji chow dan uji hausman. 
1. Analisis Regresi Panel 
Menurut Gujarati (2009), data panel (pooled data) atau yang disebut 
juga data longitudinal merupakan gabungan antara data cross section dan 
data time series. Data cross section adalah data yang dikumpulkan dalam 
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satu waktu terhadap banyak individu, sedangkan data time series 
merupakan data yang dikumpulkan dari waktu ke waktu terhadap suatu 
individu. Metode data panel merupakan suatu metode yang digunakan 
untuk melakukan analisis empirik yang tidak mungkin dilakukan jika 
hanya menggunakan data time series atau cross section. 
Data yang digunakan adalah data panel atau pooled data (pooling 
cross section-time series regression). Unit cross section yang digunakan 
adalah 12 perusahaan tekstil dan garmen. Unit time series yang digunakan 
yaitu 2013, 2014 dan 2015. Estimasi model yang digunakan adalah data 
panel yang dapat dilakukan dengan tiga metode, yaitu metode kuadrat 
terkecil (pooled least square), metode efek tetap (fixed effect) dan metode 
random (random effect). 
a. Model pooled least square 
Model kuadrat terkecil biasa diterapkan dalam data yang 
berbentuk pool merupakan pendekatan yang paling sederhana dalam 
pengolahan data panel. Misalkan terdapat persamaan berikutini 
(Gujarati,2009): 
Yit = α+βj X  it
j
+ εit untuk i = 1, 2, ..., N 
Dimana N adalah jumlah unit cross section (individu) dan T 
adalah jumlah periode waktunya.dengan mengasumsikan komponen 
error dalam pengolahan kuadrat terkecil biasa, dapat dilakukan proses 
estimasi secara terpisah untuk setiap unit cross section. Untuk periode 
t = 1, akan diperoleh persamaan regresi cross section sebagai berikut. 
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Yit = α+βj X  it
j
+ εit untuk i = 1, 2, ..., N 
Diasumsikan yang akan berimplikasi diperoleh sebanyak T 
persamaan yang sama. Begitu juga sebaliknya, dan akan diperoleh 
persamaan deret waktu (time series) sebanyak N persamaan untuk 
setiap T observasi dengan α dan β konstan sehingga akan diperoleh 
dalam bentuk regresi yang lebih besar dengan melibatkan sebanyak 
NT observasi. Dengan demikian perbedaan antar individu maupun 
antar waktu tidak terlihat. 
b. Model efek tetap (Fixed Effect) 
Masalah terbesar dalam pendekatan metode pooled least 
square adalah asumsi intersep dan slope dari persamaan regresi yang 
dianggap konstan baik antar individu maupun antar waktu yang 
mungkin tidak beralasan. Generalisasi secara umum sering dilakukan 
adalah dengan memasukkan variabel boneka (dummy variabel) untuk 
menghasilkan nilai parameter yang berbeda-beda baik lintas unit cross 
section maupun antar waktu. Secara umum, pendekatan fixed effect 
dapat dituliskan dalam persamaan sebagai berikut (Gujarati, 2009): 
Yit =  α𝑖+βj X  it
j
+ εit 
Dimana:  
Yit = variabel terikat di waktu t untuk unit cross section i 
α𝑖 = intersep yang berubah-ubah antar cross section unit 
βj = parameter untuk variabel ke j 
X  it
j
 = variabel bebas j di waktu t untuk unit cross section i 
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 εit  = komponen error di waktu t untuk unit cross section 1 
Dengan menggunakan pendekatan ini akan terjadi degree of 
freedom sebesar NT-N-K. Keputusan memasukkan variabel boneka ini 
harus didasarkan pada pertimabangan statistik. Tidak dapat dipungkiri, 
dengan melakukan penambahan variabel boneka ini akan dapat 
mempengaruhi banyaknya degree of freedom yang akhirnya akan 
mempengaruhi keefisienan dari parameter yang diestimasi. 
Pada model fixed effect, estimasi dapat dilakukan tanpa 
pembobot (no weighted) atau Least Square Dummy variabel (LSDV) 
dan dengan pembobotan (cross section weight) atau General Least 
Square (GLS). Tujuan dilakukannya pembobotan adalah untuk 
mengurangi heterogenitas antar unit cross section (Gujarati, 2009). 
c. Model Efek Random  (Random Effect) 
Keputusan untuk memastikan variabel boneka dalam model 
efek tetap memiliki konsekuensi berkurangnya degree of freedom yang 
akhirnya dapat mengurangi efisiensi dari parameter yang diestimasi. 
Oleh karena itu, dalam model data panel dikenal pendekatan yang 
ketiga yaitu model efek acak. 
Model ini dapat dijelaskan melalui persamaan berikut 
(Gujarati, 2009): 
Yit =  α𝑖+βj X  it
j
+ uit 
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Dimana α𝑖 diasumsikan sebagai variabel random dari rata-rata 
nilai intersep (α𝑖). Nilai intersep untuk masing-masing individu dapat 
ditulis dengan rumus: 
Yit =  α𝑖+βj X  it
j
+ εit +  uit 
Yit =  α𝑖+βj X  it
j
+ ωit 
Dimana:  ωit  =  εi +  uit 
Bentuk  ωit terdiri dari dua komponen error term yaitu  εi 
sebagai komponen cross section dan  uit yang merupakan gabungan 
dari komponen time series error dan komponen error kombinasi. 
Bentuk model efek acak dapat ditulis dengan rumus: 
Yit =  α𝑖+βj X  it
j
+ ωit 
Asumsinya adalah bahwa error secara individual tidak saling 
berkorelasi begitu juga dengan error kombinasinya. Dengan 
menggunakan model efek acak, maka dapat menghemat pemakaian 
derajat kebebasan dan tidak mengurangi jumlahnya seperti yang 
dilakukan oleh model efek tetap. Hal ini berimplikasi parameter akan 
menjadi semakin efisien (Gujarati, 2009). 
2. Uji Kesesuaian  Model 
Untuk menguji kesesuaian atau kebaikan model dari ketiga metode 
pada teknik estimasi model dengan data panel digunakan Chow Test dan 
Hausman Test. Chow Test digunakan untuk menguji kesesuaian model 
antara model yang diperoleh dari pooled least square dengan model yang 
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diperoleh dari metode fixed effect. Selanjutnya dilakukan Hausman Test 
terhadap model yang terbaik yang diperoleh dari hasil Chow Test dengan 
model yang diperoleh dari metode random effect.  
a. Chow Test 
Chow Test dimana beberapa menyebutnya sebagai pengujian F-
statistik adalah pengujian untuk memilih apakah model yang 
digunakan Pooled Least Square atau Fixed Effect. Sebagaimana yang 
diketahui bahwa tekadang asumsi bahwa setiap unit cross section 
memiliki perilaku yang sama cenderung tidak realistis mengingat 
dimungkinkan setiap unit cross section memiliki perilaku yang 
berbeda. Dalam pengujian ini dilakukan dengan hipotesa sebagai 
berikut: 
Ho : Model Pooled Least Square 
H1 : Model Fixed Effect 
Dasar penolakan terhadap hipotesa nol (Ho) adalah dengan 
menggunakan F-statistik seperti yang dirumuskan oleh Chow 
(Gujarati, 2009): 
𝐹 =
(𝑅𝑆𝑆1−𝑅𝑆𝑆2)/ 𝑚
(𝑅𝑆𝑆2)/  (𝑛−𝑘)
  
Dimana:  
RSS1 = Residual Sum Square hasil pendugaan model fixed effect 
RSS2 = Residual Sum Square hasil pendugaan pooled least square 
N = Jumlah data cross section 
m = Jumlah data time series 
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K = Jumlah variabel penjelas 
Statistik Chow Test mengkuti distribusi F-statistik dengan 
derajat bebas (N - 1, NT – N – K).Jika nilai CHOW statistic (F-stat) 
hasil pengujian lebih besar dari F-tabel, maka cukup membuktikan 
untuk melakukan penolakan terhadap Hipotesa Nol sehingga model 
yang digunakan adalah model fixed effect, dan begitu juga sebaliknya. 
Pengujian ini disebut sebagai Chow Test karena kemiripannya dengan 
Chow Test yang digunakan untuk menguji stabilitas parameter 
(stability tes) (Gujarati, 2009). 
b. Hausman Test  
Hausman Test adalah pengujian statistik sebagai dasar 
pertimbangan dalam memilih apakah menggunakan model fixed effect 
atau model random effect. Seperti yang diketahui bahwa penggunaan 
model fixed effect mengandung suatu unsur trade-off yaitu hilangnya 
derajat bebas dengan memasukkan variabel dummy. Namun, 
penggunaan metode random effect juga harus memperhatikan 
ketiadaan pelanggaran asumsi dari setiap komponen galat (Gujarati, 
2009). Hausman Test dilakukan dengan hipotesa sebagai berikut: 
Ho : Model Random Effect 
H1 : Model Fixed Effect 
Sebagai dasar penolakan hipotesa nol maka digunakan Statistik 
Hausman dan membandingkannya dengan Chi-Square. Statistik 
Hausman dirumuskan sebagai berikut (Gujarati, 2009): 
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𝑚 = (𝛽 − 𝑏)(𝑀0 − 𝑀1)−1(𝛽 − 𝑏) ̴ 𝑋2 (K) 
Dimana β adalah vektor untuk statistik variabel fixed effect, b 
adalah vektor statistic variabel random effect, M0 adalah matriks 
kovarians untuk dugaan random effect model. Jika nilai m hasil 
pengujian lebih besar dari 𝑋2 – Tabel, maka cukup membuktikan 
untuk melakukan penolakan terhadap hipotesa nol sehingga model 
yang digunakan adalah model fixed effect, dan begitu pula sebaliknya 
(Gujarati, 2009). 
3. Pengujian Hipotesis 
a. Uji Koefisien Regresi secara Parsial (Uji-t) 
Uji-t adalah uji yang dilakukan untuk membuktikan pengaruh 
variabel-variabel bebas secara parsial. Pengujian ini dilakukan untuk 
mengukur tingkat signifikan atau keberartian setiap variabel bebas 
terhadap variabel terikat dalam model regresi (Prayitno, 2008). 
Dengan ketentuan apabila t hitung < t tabel, maka variabel bebas (X) 
tidak berpengaruh signifikan terhadap variabel (Y). Jika t hitung > t 
tabel, maka variabel bebas (X) berpengaruh signifikan terhadap 
variabel terikat (Y). Derajat keyakinan pada uji-t sebesarα= 5%. 
Berkaitan dengan hal ini, uji signifikan secara parsial digunakan untuk 
menguji hipotesis penelitian. 
b. Uji Signifikan Koefisien Regresi (Uji F) 
Uji seluruh koefisien regresi secara serempak sering juga 
disebut dengan uji model. Tujuan dilakukannya uji F yang signifikan 
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adalah menunjukkan bahwa variabel terikat (Y) benar-benar terikat 
dengan variabel bebas (X) secara bersama-sama dan benar-benar 
nyata bukan terjadi karena kebetulan. Ada beberapa ketentuan untuk 
menuntukkan uji F, yaitu: 
1) Jika nilai sig < 0.05, atau F hitung > dari F tabel, maka terdapat 
pengaruh variabel X terhadap variabel Y. 
2) Jika nilai sig > 0.05, atau F hitung < F tabel maka tidak terdapat 
pengaruh variabel X secara simultan terhadap variabel Y. 
c. Koefisien Determinasi 
Uji koefisien determinasi digunakan untuk melihat seberapa 
besar kemampuan variabel independen dengan menjelaskan variabel 
dependen yang nilainya selalu positif. Nilai Koefisien Determinasi 
(𝑅2) menunjukkan presentase variasi nilai variabel terikat yang dapat 
dijelaskan oleh persamaan regresi yang dihasilkan. Bila nilai 𝑅2 
semakin mendekati 1, maka berarti bahwa semakin tepat suatu garis 
regresi digunakan sebagai pendekatan, dan sebaliknya apabila nilai 𝑅2 
semakin kecil maka berarti bahwa makin tidak tepat garis regresi 
tersebut mewakili data dari hasil observasi. 
Nilai 𝑅2 digunakan untuk melihat kemampuan model 
menerangkan perubahan-perubahan variabel bebas. Oleh karena itu 
dipergunakan Adjusted R Square (𝑅2) yang sudah memperhitungkan 
derajat kebebasan (degree of freedom).  
 
