A new approach to computing generators for U(g)K  by Jackson, Steven Glenn & Noël, Alfred G.
Journal of Algebra 322 (2009) 2607–2620Contents lists available at ScienceDirect
Journal of Algebra
www.elsevier.com/locate/jalgebra
A new approach to computing generators for U(g)K ✩
Steven Glenn Jackson ∗, Alfred G. Noël
Department of Mathematics, University of Massachusetts, 100 Morrissey Boulevard, Boston, MA 02125-3393, United States
a r t i c l e i n f o a b s t r a c t
Article history:
Received 18 September 2007
Available online 6 August 2009
Communicated by Harm Derksen
Keywords:
Semisimple Lie group
Universal enveloping algebra
Centralizer of a maximal compact subgroup
Let (G, K ) be the complex symmetric pair associated with a real
reductive Lie group G0. We discuss an algorithmic approach to
computing generators for the centralizer of K in the universal en-
veloping algebra of g. In particular, we compute explicit generators
for the cases G0 = SU(2,2), SL(3,R), SL(4,R), Sp(4,R), and the ex-
ceptional group G2(2) .
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let (G, K ) be the complex symmetric pair associated with a real reductive Lie group G0, and
let U(g)K denote the centralizer of K in the universal enveloping algebra U(g). By a theorem of
Harish-Chandra [Lep73,LM73,Dix74], an irreducible (g, K )-module is determined up to inﬁnitesimal
equivalence by the action of U(g)K on any K -primary component.
For this reason, the problem of determining generators for U(g)K has been considered by sev-
eral authors [KT76,Ben82,BT87,Joh89,Kno90,Zhu93,Tir94]. In particular, complete results have been
obtained only for G0 = SU(2,2) and the families G0 = SU(n,1) and G0 = SO(n,1). In [Kos06], Kostant
proved that U(g)K is generated by elements of ﬁltration degree (2dimg2 )dimp, reducing the general
problem to a ﬁnite but computationally diﬃcult algorithm.
In the present paper, we describe a method by which Kostant’s algorithm can be signiﬁcantly
accelerated by exploiting the Kostant–Rallis theorem via a certain homomorphism from U(g)K to the
ring of regular functions on the nilpotent cone in p (Theorem 3.1). The situation is analogous to that
in the invariant theory of ﬁnite groups, where the Molien series is used to accelerate the algorithm
suggested by Noether’s degree bound (see, e.g. [DK02]).
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Kostant–Rallis theorem to reduce the computation of this Molien series to a determination of the
Hilbert series for the ring of M-invariant functions on k (where the group M is that of the Iwasawa
decomposition). In many cases, M is the product of a torus and a ﬁnite group, so the Molien series
can be computed eﬃciently using well-known algorithms for integer programming and ﬁnite group
invariants, or by invariant integration over a compact form of M . In Section 5 we give an outline of
the resulting system of algorithms, and in Section 6 we give the ﬁnal results: explicit generators for
U(g)K in the cases G0 = SU(2,2), SL(3,R), SL(4,R), Sp(4,R), and G2(2) .
2. Consequences of the Kostant–Rallis theorem
In this section we ﬁx notation and recall some results from [KR71] which will be useful in the
sequel.
Let G be a complex connected reductive algebraic group, and let Kθ be the group of ﬁxed points
of an involution θ : G → G . Let g and k denote the Lie algebras of G and Kθ respectively, and let p
denote the −1-eigenspace of dθ , so that
g = k ⊕ p.
Choose a maximal toral subalgebra a of p, let A be the corresponding connected subgroup of G , and
set
F = {a ∈ A ∣∣ a2 = 1}.
Then F is a subgroup of A isomorphic to (Z/2Z)dima .
Now let K denote the identity component of Kθ , and let C = Kθ /K be the component group.
According to [KR71, Proposition 1], we have
Kθ = F K ,
whence C is a ﬁnite 2-group.
Next let U(g) denote the universal enveloping algebra of g. Then any subgroup of G acts on U(g)
via the natural extension of the adjoint representation. In particular, C acts naturally on the ring of
invariants U(g)K , and the ring of invariants U(g)Kθ coincides with the ring of C-invariants on U(g)K .
Thus the problem of ﬁnding generators for U(g)Kθ reduces to that of ﬁnding generators for U(g)K
(modulo the easy problem of extracting invariants for a ﬁnite 2-group).
Deﬁne a ﬁltration
U(g) =
∞⋃
i=0
(U(g))i
where (U(g))i is the span of all j-fold products of elements of g for j  i. By the Poincaré–Birkhoff–
Witt theorem [Hum72], the associated graded algebra with respect to this ﬁltration is the symmetric
algebra S(g). (This is canonically isomorphic to the algebra of polynomial functions C[g∗], and since
g is reductive it is self-dual and we can identify S(g) with C[g]. We shall frequently make use of this
identiﬁcation without further comment.) In particular, if we can ﬁnd generators for C[g]K then any
set of liftings of these generators to U(g) will generate U(g)K .
Let Jp (respectively Jp,θ ) denote the ideal of C[p] generated by all homogeneous K -invariants (re-
spectively Kθ -invariants) of strictly positive degree. Then Jp = Jp,θ is the radical ideal corresponding
to the cone Np of nilpotent elements of p [KR71, Propositions 10, 11, and Theorem 14]; consequently
we write C[p]/ Jp = C[Np].
S.G. Jackson, A.G. Noël / Journal of Algebra 322 (2009) 2607–2620 2609Now let Hp be the set of K -harmonic (equivalently, Kθ -harmonic) polynomials on p. The multi-
plication map induces an isomorphism of K -modules C[p]  Hp ⊗ C[p]K [KR71, Theorem 15], from
which one deduces easily that C[Np]  Hp .
Let rp be a regular element of a, so that rp is a regular semisimple element of p [KR71, Theorem 1].
Let M be the isotropy group of rp in K . Since rp is regular, this coincides with the centralizer of a
in K . Then [KR71, Theorem 17], Hp  C[Kθ rp]. Now rp , being a member of a, is ﬁxed by the action
of F , whence Kθ rp = K Frp = Krp . In summary, we obtain a K -module isomorphism
C[Np]  C[Krp] = C[K/M].
Next let Jk be the ideal of C[k] generated by all homogeneous K -invariants of strictly positive
degree, let Nk be the nilpotent cone in k, and let Hk denote the K -harmonic polynomials on k. Let
t be a maximal torus of k and choose a regular element rk ∈ t. Repeating the discussion of the last
three paragraphs with K × K in place of G , the involution (a,b) 	→ (b,a) in place of θ , and (rk,−rk)
in place of rp , we obtain a K -module isomorphism
C[Nk]  C[Krk] = C[K/T ].
The action of K on Nk admits a unique orbit of maximal dimension [KR71, Theorem 6]. Let e be
an element of this orbit, and let Ke denote the isotropy group of this element in K . Then by [KR71,
Remark 21] we also have
C[Nk]  C
[
K/Ke
]
.
Finally, let k denote the rank of K , and let u1, . . . ,uk be a system of homogeneous generators
for C[k]K of degrees d1, . . . ,dk respectively. It follows from [KR71, Theorem 9] that (u1, . . . ,uk) is a
regular sequence in C[k].
3. A Molien series for U(g)K
Using the results of the previous section, we obtain an isomorphism
C[g] = C[k] ⊗ C[p]
 C[Nk] ⊗ C[k]K ⊗ C[Np] ⊗ C[p]K .
Extracting K -invariants yields
C[g]K  (C[Nk] ⊗ C[Np])K ⊗ C[k]K ⊗ C[p]K .
This is only a linear isomorphism, not an isomorphism of algebras, but since Jk and Jp are homoge-
neous K -stable ideals, any system of generators for the algebra on the right-hand side will lift to a
system of generators for C[g]K .
Generators for C[k]K and C[p]K are well known [GW98, Theorem 12.4.8]. Consequently the prob-
lem reduces to computing generators for the algebra
A = (C[Nk] ⊗ C[Np])K .
We deﬁne a “partial evaluation map”
φ : C[Nk] ⊗ C[Np] → C[Np]
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(
φ( f )
)
(p) = f (e, p).
Theorem 3.1. The restriction of the map φ deﬁned above to the algebra A of K -invariants is an isomorphism
of A onto the algebra of invariants C[Np]Ke .
Proof. That φ|A is injective follows immediately from the fact that Ke is dense in Nk . To see that φ|A
is surjective we use the isomorphisms of Section 2: as K -module,
C[Nk]  C[K/T ] 
⊕
V∈K̂
(
dim(V ∗)T
)
V
and
C[Np]  C[K/M] 
⊕
W∈K̂
(
dim(W ∗)M
)
W
(where K̂ denotes the collection of isomorphism classes of irreducible ﬁnite-dimensional rational rep-
resentations of K ). Therefore
A = (C[Nk] ⊗ C[Np])K

⊕
V ,W∈K̂
(
dim(V ∗)T
)(
dim(W ∗)M
)
(V ⊗ W )K
=
⊕
V∈K̂
(
dim(V ∗)T
)(
dim V M
)
(V ⊗ V ∗)K . (3.2)
The last equality follows from Schur’s lemma, which also implies that
dim(V ⊗ V ∗)K = 1.
On the other hand,
C[Np]Ke  C[K/M]Ke 
⊕
V∈K̂
(
dim V M
)
(V ∗)Ke . (3.3)
Furthermore, it follows directly from the deﬁnition that φ respects the direct sum decompositions in
(3.2) and (3.3). Since φ is injective, we need only show that the summands in (3.2) and (3.3) have the
same dimension. For this it suﬃces to prove that
dim V T = dim V Ke . (3.4)
To see this, observe that
⊕
V∈K̂
(
dim V T
)
V ∗  C[K/T ]  C[Nk]  C
[
K/Ke
]⊕
V∈K̂
(
dim V K
e )
V ∗,
which completes the proof of the theorem. 
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H be the one-dimensional torus corresponding to h. Since H normalizes e, it also normalizes Ke .
Consequently the action of H (and hence also the action of h) stabilizes the algebra of invariants
C[Np]Ke , and we can decompose this algebra into h-eigenspaces. Since e belongs to the Lie algebra
of Ke , it follows that any h-eigenvector in C[Np]Ke is actually a highest weight vector for the action
of the triple (h, e, f ) on C[Np], and consequently the eigenvalue must be a non-negative integer. It
follows that the eigenspace decomposition
C[Np]Ke =
∞⊕
i=0
C[Np]Kei
is a grading of the algebra C[Np]Ke , which we transfer to the algebra A via the isomorphism φ. We
will see below (Theorem 4.1) that dim Ai is always ﬁnite, so we can deﬁne a formal power series
M(t) =
∞∑
i=0
(dim Ai)t
i,
which we refer to as the Molien series for U(g)K .
4. Computing the Molien series
In this section we discuss a method by which computation of the Molien series can be reduced
to computation of M-invariants on k together with a Gröbner basis calculation. Since M is frequently
the product of a ﬁnite group and a torus, this often reduces the computation to familiar algorithms
from the invariant theory of ﬁnite groups and integer programming.
Theorem 4.1. Since Jk is a homogeneous ideal, the algebra of invariants
C[Nk]M =
⊕
i
C[Nk]Mi
is graded by degree. The formal power series
N(t) =
∞∑
i=0
(
dimC[Nk]Mi
)
t2i
coincides with the Molien series M(t) deﬁned in Section 3. In particular, the coeﬃcients of M(t) are ﬁnite.
Proof. Since the Molien series is deﬁned by the action of h and Ke on C[Np], it depends only on the
K -module structure of this algebra, not on the ring structure. That is, we can replace C[Np] by any
equivalent K -module without changing the Molien series. Thus:
C[Np]Ke  C[K/M]Ke
 C[K ]M×Ke
 C[K/Ke]M
 C[Nk]M , (4.2)
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phisms are manifestly h-equivariant except for the last. We will now deﬁne an action of h on C[Nk]M
which makes the last isomorphism of (4.2) equivariant. For this, note that the last isomorphism comes
from the evaluation map α : C[k] → C[K ] deﬁned by
(α f )(x) = f ((Ad x)e) (where x ∈ K ).
If f is homogeneous of degree d and t ∈ C then we have
(α f )
(
xexp(th)
)= f (Ad(xexp(th))e)
= f (Ad(x)exp(ad(th))e)
= f (exp(2t)Ad(x)e)
= (exp(2t))d f (Ad(x)e)
= exp(2dt)(α f )(x).
Differentiating with respect to t and setting t = 0, we ﬁnd that α( f · h) = 2dα( f ). Consequently if we
declare that h acts on f with eigenvalue 2d, then the last isomorphism in (4.2) is h-equivariant. The
theorem follows. 
Next deﬁne a formal power series P (t) by the formula
P (t) =
∞∑
i=0
(
dimC[k]Mi
)
ti .
Then P (t) can be computed either by ﬁnding generators for the algebra C[k]M or, when M is abelian,
by invariant integration over a compact real form of M (see Section 5). The former is always possible
using standard algorithms (e.g. Derksen’s algorithm) or by ad hoc methods, and experience shows
that these methods often terminate much more quickly on C[k]M than on the original invariant ring
C[g]K . We have
Theorem 4.3. The Molien series M(t) is given by
M(t) = P(t2) k∏
i=1
(
1− t2di ).
Proof. This follows immediately from Theorem 4.1 and the fact that (u1, . . . ,uk) is a regular sequence
in C[k]. 
5. Algorithms
If one knows the Molien series M(t) then one has an algorithm to test whether a given collection
of K -invariants f1, . . . , fn ∈ C[g] (together with the usual generators for C[k]K and C[p]K ) generates
C[g]K . Speciﬁcally, let π : C[g] → C[Nk]⊗C[Np] be the projection, and let A′ be the subalgebra of A
generated by π( f1), . . . ,π( fn). One sees by an argument similar to the proof of Theorem 4.1 that if
the f i are homogeneous with respect to some set of coordinates on k, then A′ is a graded subalgebra
of A. (Indeed, the grading on A coincides with the grading by doubled degree in coordinates for k.)
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by
Q (t) =
∞∑
i=0
(
dim A′i
)
ti .
The series Q (t) can be computed by a standard extension of Buchberger’s algorithm; this extension
is implemented in many computer algebra systems, including Macaulay2 [GS]. If Q (t) = M(t), then
f1, . . . , fn (together with the usual generators for C[k]K and C[p]K ) generate C[g]K .
Thus, computing generators for C[g]K is reduced to two problems: computing M(t) (or, equiva-
lently, computing P (t)), and manufacturing large lists of elements of C[g]K . In this section we discuss
various approaches to these problems, beginning with a general method for ﬁnding invariants, suit-
able for implementation in a computer algebra system, and proceeding to more reﬁned methods
which work well in special cases.
5.1. Linear algebra
Here we discuss a method by which one can ﬁnd a basis for C[g]Kd , for any individual d, by
computing the kernel of a matrix. If M(t) is known, this leads immediately to an algorithm which
computes generators for C[g]K : starting with i = 0, we increment i until a basis for ∑id=0 C[g]Kd
gives Q (t) = M(t).
Accordingly, ﬁx a degree d and let
g =
⊕
=±1
g
be the decomposition of g into θ -eigenspaces (i.e. g1 = k and g−1 = p). Each g is stable under the
adjoint action of k; in particular, it has some weight space decomposition
g =
⊕
λ∈t∗
gλ
with respect to some maximal torus t ⊂ k. Let Bλ be a basis for gλ and put B =
⋃
λ Bλ , Bλ =
⋃
 Bλ ,
and B =⋃,λ Bλ .
The weight space decomposition
C[g] =
⊕
d,λ
C[g]d,λ
is a Z × t∗-grading of the algebra C[g]. In particular, the set
Bdλ = {gλ1 · · · gλd | λ1 + · · · + λd = λ and gλi ∈ Bλi }
is a basis for C[g]d,λ.
Now let  be a set of simple roots for k, and for each α ∈  let Xα be a non-zero root vector
for α. Then ad Xα maps C[g]d,0 into C[g]d,−α , and the set of homogeneous elements of C[g]K of
degree d coincides with the set
⋂
ker Xα |C[g]d,0 .α∈
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ad Xα |C[g]d,0 with respect to the bases Bd0 and Bd−α once we know the action of ad Xα on the ba-
sis B.
5.2. Trace forms
Here we discuss a simple construction by which one can manufacture elements of C[g]K . We
refer to the resulting polynomials as trace forms. There is, of course, no guarantee that C[g]K will be
generated by trace forms—but frequently it is, and listing the trace forms in a given degree is much
faster than the method of linear algebra described above. Even when C[g]K is not generated by trace
forms, one can hope to ﬁnd generators in particular cases by combining the method of trace forms
with ad hoc constructions.
In general, one can always decompose g as a sum of irreducible K -modules:
g = g1 ⊕ · · · ⊕ gm
for some m. For 1  i  m let πi denote the K -equivariant projection from g to gi . Passing to a
representation V of g, we can regard each gi as a space of matrices on which K acts by conjugation.
Now for any sequence i1, . . . , id with 1 i j m, deﬁne a function f V ,i1,...,id : g → C by the formula
f V ,i1,...,id (x) = trV
(
πi1(x) · · ·πid (x)
)
.
Evidently f V ,i1,...,id is a polynomial of degree d, and by construction it lies in C[g]K .
5.3. Invariant integration
Here we describe how to compute P (t) (and hence M(t)) by invariant integration over a compact
real form of M , provided that M is abelian.
Since M is the centralizer of a semisimple element, it is reductive, and it has a compact real
form MR . Then f ∈ C[k] is invariant under the action of M if and only if it is invariant under the
action of MR .
Suppose now that M is abelian, and let x1, . . . , xn be a basis for k∗ consisting of eigenvectors
for MR corresponding to characters χ1, . . . ,χn respectively. We have a natural action of MR on the
formal power series ring C[[x1, . . . , xn]] in which the monomial xi1 · · · xik transforms according to the
character χi1 · · ·χik . Deﬁne a formal power series R(x1, . . . , xn) by the formula
R(x1, . . . , xn) =
∫
m∈MR
n∏
i=1
1
1−mxi dm.
It follows immediately that P (t) = R(t, . . . , t).
5.4. Split groups
If the pair (G, K ) corresponds to a split real group, then M is isomorphic to (Z/2Z)l , where l is
the rank of G . In particular, M is abelian, and the invariant integral described in the previous section
collapses to a ﬁnite sum. Since M is a 2-group, we see that x2i is M-invariant for all i. Now let S
denote the set of all M-invariant square-free monomials in x1, . . . , xn . (We can list the elements of S
algorithmically, since there are ﬁnitely many square-free monomials and each of these is M-invariant
if and only if its corresponding character sum is zero.) One sees immediately that
R(x1, . . . , xn) =
∑
μ∈S μ∏n
i=1(1− x2i )
.
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Here g is the Lie algebra of traceless n × n matrices, and k is the subalgebra consisting of anti-
symmetric matrices. Let xi, j be the (i, j)th coordinate function on g, and for i < j put ki, j = xi, j − x j,i
so that the ki, j form a basis for k∗ . For i < j let mi, j be the diagonal matrix with −1’s in the ith and
jth diagonal positions and ones elsewhere, so that M is generated by the mi, j .
Let μ =∏i< j kdi, ji, j be any monomial on k. Deﬁne a graph Γ (μ) having vertices {v1, . . . , vn} and
having exactly di, j edges connecting vi with v j . Evidently the monomial μ can be reconstructed
from Γ (μ). Deﬁne ei(μ) to be the number of edges of Γ (μ) incident to the vertex vi . We refer to
the ei(μ) as the vertex degrees of μ. One has
mi, jμ = (−1)ei(μ)+e j(μ)μ.
Evidently μ is square-free if and only if its graph has no multiple edges, and it is M-invariant if and
only if its vertex degrees are either all even or all odd.
For example, when n = 3 the square-free invariant monomials correspond to the graphs
v1
v2 v3
v1
v2 v3
while for n = 4 the square-free invariants correspond to
v1 v2
v3 v4
v1 v2
v3 v4
v1 v2
v3 v4
v1 v2
v3 v4
v1 v2
v3 v4
v1 v2
v3 v4
v1 v2
v3 v4
v1 v2
v3 v4
together with their edge-complements (i.e. the graphs obtained from those above by deleting all
existing edges and placing an edge between each pair of vertices which were previously unconnected).
6. Explicit examples
In this section we apply the algorithms discussed above to compute explicit generators for C[g]K
in the cases G0 = SL(3,R), SL(4,R), SU(2,2), Sp(4,R), and G2(2) .
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Using the results of the previous section for n = 3, we immediately obtain
P (t) = 1+ t
3
(1− t2)3 .
Since k = 1 and d1 = 2, Theorem 4.3 gives
M(t) = 1+ t
6
(1− t4)2 .
Now let V denote the standard representation of sl3. Using the algorithm discussed at the beginning
of Section 5, we check that the trace forms
{ f V ,1,1, f V ,2,2, f V ,1,1,2, f V ,2,2,2, f V ,1,2,1,2, f V ,1,2,1,1,2,2}
generate C[g]K . In other words, letting A and S be the antisymmetric and symmetric parts, respec-
tively, of a generic element x ∈ g, liftings of the polynomial functions
{
tr
(
A2
)
, tr
(
S2
)
, tr
(
A2S
)
, tr
(
S3
)
, tr
(
(AS)2
)
, tr
(
AS A2S2
)}
generate U(g)K .
When n = 4, we have
P (t) = 1+ 3t
2 + 8t3 + 3t4 + t6
(1− t2)6 .
Here k = 2,d1 = 2, and d2 = 2, so we obtain
M(t) = 1+ 3t
4 + 8t6 + 3t8 + t12
(1− t4)4 .
Letting V denote the standard representation of sl4, we can check that U(g)K is generated by liftings
of trace forms on V of degree nine or less. (Note that for n = 4 the K -structure of g is anomalous:
g has three irreducible components instead of the usual two.)
6.2. SU(2,2)
Here we have g = sl4 and K = S(GL2 × GL2). Referring to [GW98] we ﬁnd that
M = {diag(t1, t2) × diag(t2, t1) ∣∣ t1t2 = ±1}.
It follows that M is the direct product of its connected component
M0 =
{
diag
(
t, t−1
)× diag(t−1, t) ∣∣ t ∈ C}
and its component group
CM =
{
diag(1, ) × diag(,1) ∣∣  = ±1}
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C[k]M = (C[k]M0)CM .
Consequently we begin by ﬁnding the M0-invariants on C[k].
A general element of k has the form
[
x1,1 x1,2
x2,1 x2,2
]
⊕
[
y1,1 y1,2
y2,1 y2,2
]
and the coordinate ring C[k] is generated by the xi, j and yi, j , subject to the relation x1,1 + x2,2 +
y1,1 + y2,2 = 0. Since M0 is a one-dimensional torus, its adjoint action deﬁnes a Z-grading on C[k].
A straightforward calculation shows that the degrees of the generators in this grading are as follows:
Generator x1,1 x1,2 x2,1 x2,2 y1,1 y1,2 y2,1 y2,2
Degree 0 −2 2 0 0 2 −2 0
Thus an arbitrary monomial
μ = xe1,11,1 xe1,21,2 xe2,12,1 xe2,22,2 y f1,11,1 y f1,21,2 y f2,12,1 y f2,22,2
is an M0-eigenvector of weight −2e1,2 + 2e2,1 + 2 f1,2 − 2 f2,1. Consequently the monomial μ is M0-
invariant if and only if
e2,1 + f1,2 = e1,2 + f2,1.
It follows that C[k]M0 is generated by the set
{x1,1, x1,2x2,1, x1,2 y1,2, x2,1 y2,1, x2,2, y1,1, y1,2 y2,1, y2,2}
subject to the relation x1,1 + x2,2 + y1,1 + y2,2 = 0. A simple calculation shows that all of these
generators are also invariant under the component group CM , so in fact this set generates C[k]M .
A simple calculation in Macaulay2 now gives
P (t) = 1+ t
2
(1− t2)3(1− t)3
whence
M(t) = 1+ t
4
(1− t4)(1− t2)3 .
Next let V be the standard representation of g = sl4, and decompose a typical element of g into
2× 2 blocks
x =
[
A B
C D
]
.
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π1(x) =
[
A 0
0 0
]
, π2(x) =
[
0 B
0 0
]
, π3(x) =
[
0 0
C 0
]
, π4(x) =
[
0 0
0 D
]
so that π1, . . . ,π4 are the equivariant projections occurring in the discussion of trace forms. One
checks that the trace forms
{ f V ,1, f V ,4, f V ,1,1, f V ,4,4, f V ,2,3, f V ,1,2,3, f V ,2,4,3, f V ,1,2,4,3, f V ,2,3,2,3, f V ,1,2,4,3,2,3}
generate C[g]K , whence liftings of the polynomial functions
{
tr(A), tr(D), tr
(
A2
)
, tr
(
D2
)
, tr(BC), tr(ABC), tr(BDC), tr(ABDC), tr
(
(BC)2
)
, tr(ABDCBC)
}
generate U(g)K . By doing some linear algebra one can verify that this is a minimal generating set.
(This agrees with the result in [Zhu93, Theorem 1.1].)
6.3. Sp(4,R)
Let V denote the natural representation of g = sp4. Upon restriction to k  gl2, V admits two
irreducible two-dimensional submodules; let W be one of these, so that we have the k-module iso-
morphism V  W ⊕ W ∗ . Then C[k]K is generated by the polynomials
f i(k) =
(
trW (k)
)i
(1 i  2).
As a k-module, we have
g  (W ⊗ W ∗) ⊕ S2(W ) ⊕ S2(W ∗).
Let π1,π2,π3 be the corresponding k-equivariant projections; then C[p]K is generated by the trace
forms
f V ,2,3 and f V ,2,3,2,3.
By choosing a appropriately we can take
m1 = diag(−1,1) and m2 = diag(1,−1)
as generators for M  (Z/2Z)2. Write (χ1,χ2) for the character of M taking the value χi on mi ;
a simple calculation shows that k decomposes, under M , into a (1,1)-eigenspace of dimension two
and a (−1,−1)-eigenspace of dimension two. Applying the formulas of Sections 5.3 and 5.4, one
immediately obtains
P (t) = 1+ 2t + 2t
2 + 2t3 + t4
(1− t2)4
and
M(t) = 1+ t
2 + t4 + t6
4 2
.(1− t )
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f1, f2, f V ,2,3, f V ,1,2,3, f V ,2,3,2,3, f V ,1,2,1,3, f V ,1,2,3,2,1,3.
(Observe that in this case C[g]K is not generated by trace forms: since the center of k acts tracelessly
on any g-module, it follows that f1 cannot be realized as a trace form.)
6.4. G2(2)
Let h be a Cartan subalgebra of g, and let α1,α2 ∈ h∗ be the short and long simple roots,
respectively. Let Xα be the element of a Chevalley basis corresponding to the root α, and put
Hα = [Xα, X−α]. Conjugating by an inner automorphism if necessary, we may take
k = span(Xα1 , X−α1 , Hα1 , X3α1+2α2 , X−3α1−2α2 , H3α1+2α2),
p = span(Xα2 , X−α2 , Xα1+α2 , X−α1−α2 , X2α1+α2 , X−2α1−α2 , X3α1+α2 , X−3α1−α2),
a = span(Xα2 + X−α2 , X2α1+α2 + X−2α1−α2).
One calculates that M  (Z/2Z)2 is generated by the elements
m1 = exp
(
π
2
i(Xα1 + X−α1 + X3α1+2α2 + X−3α1−2α2)
)
,
m2 = exp
(
π
2
i(Hα1 − H3α1+2α2)
)
.
Writing (χ1,χ2) for the character of M taking values χ1,χ2 on m1,m2 respectively, we have the
following M-eigenspaces in g:
(1,−1) : span(Xα1 − X−α1 , X3α1+2α2 − X−3α1−2α2),
(−1,1) : span(Hα1 , H3α1+2α2),
(−1,−1) : span(Xα1 + X−α1 , X3α1+2α2 + X−3α1−2α2).
In particular, the dimensions of these eigenspaces are all equal to two. It follows at once from the
formulas of Sections 5.3 and 5.4 that
P (t) = 1+ 3t
2 + 8t3 + 3t4 + t6
(1− t2)6
whence
M(t) = 1+ 3t
4 + 8t6 + 3t8 + t12
(1− t4)4
(since k = 2 and d1 = d2 = 2). Next put
g1 = span(Xα1 , X−α1 , Hα1),
g2 = span(X3α1+2α1 , X−3α1−2α2 , H3α1+2α2),
g3 = p
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seven-dimensional irreducible representation of g. One ﬁnds that the trace forms
{ f V ,1,1, f V ,2,2, f V ,3,3, f V ,1,3,2,3, f V ,1,1,3,3, f V ,1,3,2,3,3,3, f V ,2,3,3,2,3,3,
f V ,1,1,3,3,3,3, f V ,2,1,3,1,1,3, f V ,3,3,3,3,3,3, f V ,1,3,1,3,3,2,3, f V ,1,3,2,3,3,3,3,3,
f V ,1,3,1,3,3,1,3,3,3, f V ,1,3,2,3,3,1,3,3,3, f V ,1,3,2,3,3,2,3,3,3, f V ,1,1,3,2,1,3,3,2,3,
f V ,1,2,3,1,1,3,3,1,3, f V ,2,3,3,2,3,3,3,3,3,3, f V ,1,3,1,3,2,3,3,3,3,3,3,
f V ,1,3,2,3,3,2,3,3,3,3,3, f V ,1,3,3,2,3,3,3,3,2,3,3,3,3, f V ,2,3,3,2,3,3,3,3,2,3,3,3,3,3,3}
generate C[g]K .
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