The application of molecular karyotyping and, more recently, next-generation sequencing (NGS) has revealed the enormous structural complexity of the human genome [1] [2] [3] . Structural and quantitative chromosomal rearrangements, collectively referred to as structural variation (SV), include deletions, duplications, inversions, insertions and translocations and make up the majority of varying nucleotides among human genomes 4 . Unbalanced rearrangements, also known as copy number variation (CNV), alter the diploid status of DNA by changing the copy number of chromosomes or chromosomal regions 5 , whereas balanced rearrangements such as inversions, reciprocal translocations or copy-number-neutral insertions do not result in loss or gain of genetic material. Germline SVs ranging from whole-chromosome abnormalities, such as trisomy 13, 18 or 21, to recurrent microdeletion and microduplication syndromes are a common cause of congenital disease [6] [7] [8] [9] [10] , and high levels of somatic SVs are a key signature of human cancer genomes 1, 11 . High-throughput sequencing technologies have dramatically accelerated the discovery and characterization of SVs; however, the medical interpretation of SVs and the prediction of phenotypic consequences remain unsatisfactory 12 .
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The discovery that SVs can be pathogenic without changing coding genome sequences first indicated that SVs can have regulatory effects, which were explained by so-called position effects 13, 14 . Indeed, 98% of the genome is non-coding 15 , and a large part of the non-coding genome is, in one way or another, involved in gene regulation. The complexity of assigning function to non-coding regions makes accurate estimates difficult; the fraction of the genome implicated in gene regulation has been estimated to be 5% 16 or 80% 17 depending on the study. Nonetheless, SVs have a high probability of affecting the position and/or function of cis-regulatory elements, such as promoters and enhancers. Owing to advances in 3D genome mapping technologies, it is now becoming increasingly evident that position effects are the result of much more complex alterations than just changes in the linear genome. Recent findings have shown that position effects can be understood only by taking the third dimension of chromosomes into account -the folding of chromatin in the 3D space of the nucleus.
In this Review, we first discuss how SVs can rearrange the order and number of genes and regulatory elements, resulting in human disease. We then describe in detail how SVs can modify the 3D organization of the genome by disrupting chromatin domains. We also describe the phenotypic consequences of genomic disorders resulting from reshuffling of non-coding enhancer sequences and chromatin domain boundaries with the aim of presenting possible strategies for the medical interpretation of SVs in the 3D genome. We do not review the mechanisms underlying chromosome organization, nor do we discuss methods for SV detection by chromosome conformation capture (3C) or related technologies; for recent reviews on these topics, see REFS 4, [18] [19] [20] [21] [22] .
Structural variation in disease
Great progress has been made in the detection of single nucleotide variants in health and disease. However, the genetic analysis of SV has been limited by technical challenges. Although array comparative genomic hybridization (array CGH) is effectively used in routine clinical diagnostics for the detection of CNVs 5, 10 , this technique has limitations owing to its fairly low resolution, its inability to detect balanced rearrangements and its low efficacy in mosaic individuals 23 . Whole-genome sequencing (WGS) by short-read technology has the potential to 3, 4 detect all rearrangements but lacks the ability to detect breakpoints in repetitive regions, where many breakpoints occur 24 . Long-read sequencing technology, for example, single molecule real time sequencing or nanopore sequencing, is expected to overcome these problems but currently remains too expensive for routine clinical application 25, 26 .
De novo structural variation
One important question in human genetics is how much variation is normally present in the human genome and how much is specific to disease. Using all currently available methodologies to define the full spectrum of human genetic variation, >30,000 SVs can be detected per human genome 27 . In a clinical diagnostic setting, following their identification, each variant needs to be carefully evaluated according to the specific phenotype and family history of the patient, as well as in terms of the gene content and genetic context of the variant, in order to assign pathogenicity to an SV. To differentiate polymorphic from potentially disease-causing SVs, it is essential to validate whether an SV has occurred de novo or whether it is inherited, as de novo SVs are more frequently associated with disease 10 . Large-scale studies have established a role for de novo CNVs in the aetiology of many diseases, including intellectual disability 28, 29 , autism spectrum disorders (ASDs) 6, 30 , congenital heart disease 7 , sporadic schizophrenia 8, 9 and congenital limb malformation 31 . For ASDs, approximately 3.7% of affected individuals were found to carry a large (>500 kb) de novo CNV, in contrast to only 0.4−0.8% of their unaffected siblings 32 . Given the lack of a gold standard for SV detection and the above-mentioned technical limitations, the SV de novo mutation rate remains unknown, although data generated to date are likely to underestimate the frequency with which these variants arise. Data from phase 3 of the 1000 Genomes Project (REF. 33 ) provided a structural variation map of 2,504 human genomes of healthy individuals and a general framework for SV calling from WGS data, albeit without information on SV de novo mutation rates 1 . The Genome of the Netherlands Consortium performed WGS of 250 healthy families and reported approximately 0.16 de novo SVs per generation (of >20 bp in length, in contrast to most other studies, which use >50 bp as a threshold for an SV) 3, 34 . By sequencing 97 individuals and their parents, Brandler et al. calculated a de novo SV rate of 19% 35 , which is close to the estimates of the Genome of the Netherlands Consortium. These numbers are surprisingly low compared with the 70-100 de novo single nucleotide variants per generation that have been reported [36] [37] [38] . Another study reported 88 de novo SVs in 476 quartets with ASD, which equates to a mutation rate of 0.092 de novo SVs per generation 38 ; an earlier study reported 5 variants in ~50 quartets, that is, a mutation rate of 0.05 (REF. 39 ). Interestingly, using the same data set, another study observed an association of paternally inherited non-coding SVs with ASD 40 , whereas a third study did not replicate either of these results and concluded that the contribution of noncoding SVs to ASD is limited 41 . The disparity in rates, even within the same data sets, highlights the current uncertainty in both the mutation rate of de novo SVs and their impact on disease.
To establish disease-specific SV morbidity maps of the human genome, several large initiatives such as the 100,000 Genomes Project 42 and the Deciphering Developmental Disorders (DDD) study 43 are evaluating the amount of de novo SVs in a variety of patient cohorts. Equivalent CNV morbidity maps have proved to be extremely useful for the clinical interpretation of CNVs 6, 7, 10, 31 . The most comprehensive SV database to date, the Database of Genomic Variants (DGV) provides a catalogue of SVs found in the genomes of control individuals from diverse populations 44 . The current version includes >22,300 genomes.
Although de novo SVs are more likely to cause disease, it should be noted that a considerable number of recurrent microdeletion syndromes exhibit reduced penetrance or high clinical variability. For example, only 15% of 15q13.3 microdeletions arise de novo, and they present with a wide range and severity of phenotypes 45 . Reduced penetrance and high clinical variability represent key challenges for the medical interpretation of SVs. A possible explanation for reduced penetrance can be underlying recessive or biallelic inheritance, which was described for thrombocytopenia absent radius syndrome 46 , for example.
Gene dosage
The pathogenicity of SVs that disrupt or include coding sequences is currently interpreted on the basis of their effect on gene dosage 47 . This approach has been highly successful for gene discovery in Mendelian diseases mainly based on array CGH data by mapping a 'minimal critical region' of overlapping CNVs and by using animal models to identify the disease gene. Most human genes are found in two copies, and many are dosage sensitive (for example, a probability of being loss-of-function intolerant >0.9 represents 17% of protein-coding genes) 48 , resulting in disease by de novo or inherited deletions or duplications. Prototypic examples include velocardiofacial syndrome and DiGeorge syndrome, which are caused by a heterozygous deletion of chromosomal region 22q11.2. Extensive mouse studies have demonstrated that haploinsufficiency of the transcription factor TBX1 is the major cause of the cardiovascular defects that are found in patients with these conditions 49, 50 . The gene dosage approach has also been very successful in discerning the aetiology of several recurrent microdeletion syndromes, such as the 17q21.31 deletion syndrome, which is caused by haploinsufficiency of KANSL1 51 , the 2q23.1 microdeletion syndrome, which is caused by haploinsufficiency of MBD5 (REF.
52
), and the 17p11.2 microdeletion associated with Smith-Magenis syndrome, which is thought to result from haploinsufficiency of RAI1 (REF.
53
). Paradigmatic for gene dosage disorders are deletions and reciprocal duplications at the chromosomal region 17p12, in which duplications result in Charcot-Marie-Tooth disease type 1A 54 , whereas deletions cause hereditary neuropathy with liability to pressure palsies 55 . 
Position effects
Effects of structural variation (SV), classically translocations, on the expression of a gene without any changes to its coding sequence or promoter region. These effects can also be observed if a gene is inserted into different regions of the genome or if SVs connect previously unconnected genes and their regulatory units. In these cases, the change in the level of gene expression is thought to result from changes in the position of the gene relative to its normal non-coding cis-regulatory environment.
Chromosome conformation capture
(3C). PCR-based proximity-ligation analysis method of 3D genome organization that allows a reconstruction of the native chromatin structure within the nucleus. 3C employs a PCR-based approach to confirm interactions between two previously known loci (one versus one). The introduction of a second round of digestion and ligation allows the generation of self-circularized DNA fragments (4C-seq), on which inverse PCR can be used to identify all unknown fragments interacting with a specific locus (one versus all). Multiple genomic regions can be investigated in parallel by a multiplexing approach (5C; many versus many). HiC allows the identification of every possible interaction occurring in the nucleus through the introduction of biotin labelling to pull down ligation junctions (all versus all).
Despite the success of this strategy, the pathologies of many large microdeletion and microduplication syndromes have yet to be found. As most SVs also affect non-coding genomic regions, pathogenic mechanisms that include regulatory effects need to be considered.
From linear view to 3D perspective
Given the enormous number of regulatory sequences in the genome, most SVs can be expected to interfere with the positioning and/or copy number of regulatory elements. In a nonlinear 3D genome, such rearrangements can also be expected to alter the spatial organization at a restricted local or even chromosomal level. Therefore, understanding the basic principles underlying the spatial organization of the genome is crucial to fully comprehend the true pathogenic potential of SVs.
Chromosomes are packaged in the nucleus according to a specific 3D code that gives each chromosome its own territory 56 (BOX 1). This process requires the folding of chromatin down to nucleosome resolution 19, 20 . Chromatin organization has been classically studied and visualized through microscopy-based techniques such as fluorescence in situ hybridization, which led to the precise identification of chromosomal territories or specialized nuclear locations such as transcriptional factories or polycomb bodies 57, 58 . Although routinely used in clinical diagnosis, such methods are limited to the study of selected genomic regions in single cells. The development of the 3C technique and its derivatives has provided a toolbox that enables the systematic spatial interrogation of multiple loci or even the entire genome 59, 60 . This approach relies on the quantification of interaction frequencies between loci that lie in close spatial proximity in the nucleus independently of their linear genomic distance. Its genome-wide derivative, HiC, has the potential to reveal each interaction in the nuclear space, resulting in a 2D heat map in which each data point indicates the frequency of interaction between two points in the genome 61 .
Depending on their position, SVs often change the HiC profile of a locus, leaving specific signatures that can be used for further interpretation 62, 63 (FIG. 1) . For example, deletions can result in novel interactions between two regions that were previously separated, whereas inversions result in a characteristic 'bow tie' configuration when mapped onto a reference genome. Furthermore, owing to its proximity-ligation nature, HiC is also suitable for the identification of SVs without a priori knowledge 61, [64] [65] [66] (FIG. 1) .
The 3D regulatory landscape
An important finding of the past decade has been that chromatin folding not only secures the positioning of the chromosomes in the nucleus but is also a prerequisite for enhancer-driven long-range gene regulation 67 . Long-range gene expression regulation usually involves two distinct types of cis-acting elements: the promoter, which consists of the core promoter and nearby regulatory elements, and more distal regulatory units, which include so-called enhancers or locus control regions (for a review, see REF.
68
). The promoter is generally located <1 kb from the transcription start site, whereas enhancers can act over long distances -in some cases, >1 Mb -without affecting genes that are closer in linear distance. According to the current concept, enhancers physically contact the promoter region by looping out the intervening DNA sequence, a process mediated by proteins such as transcriptional repressor CTCF, cohesin and Mediator 69, 70 . Once the contact is formed, expression is regulated, for example, by the recruitment of RNA polymerase 60, [71] [72] [73] . Large international initiatives such as the US National Institutes of Health (NIH) Roadmap Epigenomics Mapping Consortium have produced public resources of human epigenetic data that can be used to detect active, poised and repressed regions in the genome and their underlying regulatory elements 16 . Most enhancer-promoter interactions occur within topologically associating domains (TADs) 61, 74, 75 megabase-long genomic regions that interact with themselves with high frequency but interact with the rest of the genome less often. TADs are separated by regions displaying abrupt changes in the directionality of interactions, which are denominated boundary regions 74 
. This finding suggests that TADs form a genomic scaffold that facilitates regulatory interactions while insulating regulatory activity from neighbouring domains. A large fraction of TADs (60-70%) is almost invariant among different cell types and between species 74 , suggestive of a role for TADs as fundamental functional units of the genome. The high degree of TAD conservation across cell types or during development enables the identification of conformational changes even when the affected cell type is not accessible. For example, 3C identified aberrant interaction across TADs in patient fibroblasts even though the genes were no longer active in these cells 63, 76 . TADs constrain the genomic regions that an enhancer can act upon. This has been elegantly exemplified in vivo by the systematic insertion of a regulatory sensor (a LacZ reporter gene within a leeping Beauty transposon) across the mouse genome 77, 78 . Sensor activity accurately reflects the regulatory potential of the genomic environment surrounding the insertion sites, revealing the segregation of the genome into regulatory landscapes with distinct tissue-specific potential that largely overlap with TADs 78, 79 . These regions are occupied by enhancer elements with activities that largely overlap with the expression patterns of the genes sharing the same domain.
Despite our increasing knowledge of chromatin domain organization, there is still a substantial portion of the genome in which TADs cannot be detected and/or chromatin shows a more dynamic nature 61, 74 . Moreover, the identification of TADs relies heavily on computational methods (for a review, see REF.
80
), which display a high degree of variation depending on the resolution and the adjustment of thresholds. Furthermore, it remains to be demonstrated whether the general principles described for TADs also operate on all loci that are called on the basis of the respective algorithm. It is also important to note that although TADs greatly limit the formation of regulatory interactions between different domains, these restrictions seem not to be absolute in certain cases 81 . For example, promoter-enhancer pairs that have a high affinity for each other, such as the ZRS (zone of polarizing activity regulatory sequence) Penetrance A measure of the proportion of people with a particular genetic change (such as a mutation in a specific gene) who exhibit signs and symptoms of a genetic disorder. If some people with the mutation do not develop features of the disorder, the condition is said to have reduced (or incomplete) penetrance.
Gene dosage
The number of copies of a particular gene, including all its regulatory regions present in a genome.
Haploinsufficiency
A state in which one copy of a gene is inactivated or deleted and expression of the remaining functional copy of the gene is not sufficient to preserve normal function.
Topologically associating domains
(TADs). Genomic sequences in the range of megabases in length that are separated by boundary regions and that physically interact with themselves more frequently than with the rest of the genome.
Box 1 | Chromatin organization -from the 3D nucleus to the linear genome
At the nuclear level, chromosomes occupy specific territories (see the figure). At the chromosomal level, HiC technology has revealed a spatial segregation of open and closed chromatin into two compartments called A and B compartments 59, 60 . A and B compartments largely correlate with accessible, transcriptionally active euchromatin and compacted, transcriptionally silent heterochromatin, respectively (see the figure) . B compartments predominantly locate to the periphery of the nucleus as lamina-associated domains (lADs) or to nucleoli as nucleolar-associated domains (NADs). Further studies with increased sequencing depth and resolution discovered that compartments are subdivided into regions called topologically associating domains (TADs) 74, 100, 132 . TADs are identified in HiC experiments as interaction hubs, with a decrease of interactions at the boundary regions (see the figure) . Inside TADs, regulatory elements interact with their cognate genes to activate transcription. Functional data sets help to identify and delineate the regulatory content of TADs. Histone H3 lys27 acetylation (H3K27ac) and assay for transposase-accessible chromatin using sequencing (ATAC-seq) can be used to identify active regulatory elements (see the figure) . The boundary regions that separate TADs are stabilized by the cohesin complex and are generally enriched in architectural proteins such as transcriptional repressor CTCF and transposable elements or housekeeping genes; boundaries seem to be critical for proper TAD function 74, 76 . At a higher resolution, HiC data sets have revealed the existence of additional layers of organization, such as sub-TADs 61 , which are smaller spatial domains (around 100 kb) that display a more dynamic nature and tissue specificity 133 . Furthermore, both TADs and sub-TADs are populated by focal points of interaction (loops) that can be visually identified in HiC maps 61 . Some loops are associated with enhancer-promoter interactions that are bound by mediator and the cohesin complex, displaying a dynamic and tissue-specific nature 133 . By contrast, other loops display an invariable nature across cells or tissues and are frequently bound by CTCF 134 , an architectural protein that has a key role in chromatin folding and TAD boundary formation. CTCF binding sites, as determined by chromatin immunoprecipitation followed by sequencing (ChIP-seq), show enrichment at boundary elements (see the figure) . Interestingly, CTCF-mediated interactions are facilitated when binding sites display a convergent motif orientation 130, 131 . Although still under investigation, the most accepted model for TAD formation invokes a prominent role for the CTCF-cohesin complex, which is thought to promote the extrusion of DNA through a cohesin ring until it reaches a pair of CTCF molecules in convergent orientation, where it can be retained until its dissociation 130, 131 . According to these studies, the CTCF-cohesin complex proteins play a key part in the looping process, which explains many of the features observed on a HiC interaction map. However, the depletion of either cohesin or CTCF does not abolish chromatin organization completely 135, 136 . In this case, another mode of chromatin organization emerges, which relies heavily on transcription and the organization into A and B compartments. Thus, the observed interaction maps result from a complex interplay between different biological processes that need to be carefully considered when interpreting chromosome conformation capture data.
Regulatory elements Gene Boundary www.nature.com/nrg enhancer of SHH, have been shown to functionally interact across a TAD boundary element when their genomic distance is reduced beneath a certain threshold 82 .
Enhancer redundancy
Genome-wide studies as well as studies at individual loci suggest that developmental genes are usually controlled by multiple enhancer elements with tissue-specific activity. Single enhancers can be responsible for controlling expression patterns in a specific tissue and can display phenotypical effects by loss of function or misexpression upon mutation 83, 84 . However, such regulation seems to be the exception, and there is growing evidence that tissue-specific transcription is generally controlled by multiple enhancer elements that work in cooperation to achieve the necessary precision of gene expression 85 . Accordingly, the activity of enhancers overlaps in parts or completely, a phenomenon termed enhancer redundancy or 'shadow enhancers' (REF. 86 ). The term 'super enhancers' was further used to describe clusters of redundant enhancers with high transcriptional activity that seem to control important genes and that are associated with cancer 87 . Different types of cooperation between enhancers have been described on the basis of their impact on gene expression, including additive, synergistic, competitive or even repressive functions (reviewed in REF.
88
). However, the in vivo importance of enhancer redundancy is still a matter of debate.
A recent in-depth analysis of the regulatory landscape of IHH identified nine enhancer elements that showed overlapping regulatory activities in the finger tips, the growth plates and the sutures of the skull 89 . Deletions of these enhancer elements in transgenic mice resulted in variable loss of function and corresponding phenotypes, as previously observed in an Ihh complete knockout model 90 . By contrast, duplications led to tissue-specific upregulation and misexpression of Ihh, causing syndactyly and malformation of the skull. This study shows that enhancers are not single independent elements that together add up to the expression pattern of a target gene but rather form a complex and redundant regulatory unit that provides robust and precise regulation of expression 89 . Depending on the degree of redundancy and sensitivity, alterations of the composition and dosage of parts ) ; these changes can be identified even in the heterozygous state. However, this approach requires that the underlying sequence is relatively unique in the genome. The changes provide specific information about the nature of the variant (that is, whether it is a deletion, duplication, inversion or translocation; marked by grey rectangles) as well as the position of the breakpoints at nucleotide resolution. Furthermore, by mapping HiC data against a genome that considers the identified variant (bottom panels), potential pathomechanisms can be observed, such as TAD fusion (deletion), neo-TAD formation (duplication) or TAD shuffling (inversion).
or the entire unit can result in alterations of gene expression. Redundancy has also been observed in vivo at the α-globin or the Wap locus, although with distinct functional interplays between enhancers 91, 92 . Furthermore, CRISPR interference (CRISPRi) assays have been used to dissect the cis-regulatory logic of genes associated with human disease, such as GATA1, which encodes erythroid transcription factor, or the proto-oncogene MYC 93 . At these loci, regulatory elements act redundantly as deduced from their individual disruption, affecting both gene expression and cell proliferation. It should be considered that the relevance of enhancer redundancy can be easily overseen in animal models, especially if perturbations have subtle effects on fitness, which are usually difficult to measure in a laboratory setting 94 . Nevertheless, recent studies strongly support enhancer redundancy as a widespread phenomenon that provides developmental robustness to mammalian gene expression 95 .
Of note, enhancers are capable of discriminating between different types of promoters, thus adding an additional layer of regulation to regulatory landscapes 76, 96 . Overall, this delineates a complex scenario whereby genes are controlled by regulatory elements with their own affinity and functional relationships between them. These properties are further constrained by their specific arrangement in the linear genome, as well as the overall 3D organization of chromatin.
The impact of SVs on gene regulation
Although the interpretation of SVs, in particular of CNVs, has been focused on the coding part of the genome, it is important to note that besides changing gene dosage, deletions and duplications can also change the dosage and position of cis-regulatory elements, as well as the higher-order chromatin organization of a locus. Similarly, copy-number-neutral SVs, such as inversions and translocations, have the potential to disrupt coding sequences or create fusion transcripts, but these types of variants can also disrupt or create new enhancer landscapes and chromatin domains, resulting in regulatory loss or gain of function. Clinical examples of SVs that change the 3D architecture of the genome are shown in FIG. 2 .
Intra-TAD SVs: effects on enhancer dosage
SVs affecting cis-regulatory elements can have an effect on genes located several hundred kilobases away. Examples include duplications of the SHH limb enhancer element ZRS, which cause polydactyly 97, 98 , and deletions in the regulatory landscape of SOX9, which are associated with Pierre Robin sequence 99 . The main challenge has been to identify the potential disease-associated gene in the surrounding regulatory landscape of the SV. With the discovery of TADs, it became evident that regulatory elements within a domain can, in principle, regulate any gene within the domain 74, 100 . These findings have direct implications for the medical interpretation of SVs located within regulatory domains (intra-TAD SVs), as the search for potential target genes of an SV can be limited to the genes within the domain. Similar to the concept of gene dosage, intra-TAD SVs of regulatory elements can change the enhancer dosage and may result in loss or gain of function of their endogenous target gene (FIGS. 2a, 3) .
The most common strategy to identify the responsible regulatory elements is to map overlapping CNV or SV breakpoints and establish a minimal critical region 101, 102 . Most developmental genes show complex expression patterns and are regulated by several enhancer elements 67, 89 . Disruption of specific enhancers by SVs within TADs usually results in tissue-specific loss of function, resembling selective phenotypic sub-features of coding mutations 31 . Examples of intra-TAD SVs that cause regulatory loss of function have been described at several genomic loci, including SOX9 (REF. 99 ), DLX5 and DLX6 (REFS [103] [104] [105] ), ATOH7 (REF.
106
) and PAX6 (REF.
107
).
However, given that most enhancers are highly redundant, the loss of individual elements is likely to often be tolerated, in particular when the loss is heterozygous.
In contrast to deletions, intra-TAD duplications of regulatory elements can result in tissue-specific overexpression and misexpression of the endogenous target genes and disease 97, 99, 108, 109 . One example of enhancer dosage is a set of duplications involving regulatory elements within the regulatory domain of IHH that are associated with highly tissue-specific phenotypes, including craniosynostosis and synpolydactyly 110 . In this case, craniosynostosis strictly associates to IHH overexpression, whereas the observed synpolydactyly is the result of tissue-specific misexpression 89 . Further examples are duplications of an enhancer region that lead to increased expression of CTSB, the gene encoding cathepsin B, resulting in the skin disorder keratolytic winter erythema 111 . Another example of intra-TAD SVs are duplications within the regulatory domain of SOX9 that are associated with a female to male sex reversal phenotype 112 . Capture HiC, which combines HiC with the hybridization-based capture of targeted genomic regions to enable highresolution mapping of genomic interactions, in transgenic . b | Duplication of a TAD boundary at the SOX9 locus causes neo-TAD formation and is associated with Cooks syndrome, short digits and nail aplasia 63 . For examples see REFS 117, 121 . c | Deletion of a TAD boundary at the LMNB1 locus causes enhancer adoption and adult-onset demyelinating leukodystrophy 139 .
For examples see REFS 117, 121, 140 . d | Inversions of an enhancer cluster at the EPHA4 locus cause enhancer adoption and misregulation of WNT6 and are associated with Fsyndrome, syndactyly of thumb and index finger 76 . For examples see REFS 102, 114, 141 . e | Balanced translocations at the MEF2C locus cause a regulator loss of function and are associated with anomalies of the brain (including callosum hypoplasia 142 ) and developmental delay 116 . For examples see REFS 99, 104, 143 . PRS, element associated with Pierre Robin sequence; RevSex, element associated with disorders of sex development. Part c is adapted with permission from REF. . However, the contact between the duplicated enhancer elements and the Sox9 promoter was increased, likely causing overexpression of Sox9 during early ovarian development, which in turn resulted in sex reversal.
No pathogenic intra-TAD inversion has been described so far. Because this class of variation remains largely uncharacterized, it is difficult to predict what the effects may be. However, according to current concepts, inversions that do not disrupt a coding gene or TAD boundary are not expected to have a major influence on long-range gene regulation. With the broader introduction of clinical WGS, we can expect to find more cases of small intra-TAD SVs that disturb the fragile composition of enhancer landscapes and cause disease.
Inter-TAD SVs: effects on 3D architecture
CNVs and copy number-neutral SVs, such as inversions, insertions and translocations, have the potential to disrupt higher-order chromatin organization, thereby rewiring the complex 3D chromatin organization of a locus 113 . This may lead to the repositioning of TAD boundaries and/or the relocation of enhancer elements into other compartments, causing misexpression and disease. These position effects on gene regulation have been known since the early days of karyotyping and have recently been termed enhancer adoption 114 or enhancer 'hijacking' (REF.
115
) (FIGS. 4, 5) . In addition, inversions and translocations can also disrupt existing chromatin domains by removing enhancer elements from their endogenous target genes, resulting in regulatory loss of function 116 . Chromatin domain disruption has been reported as an important disease mechanism for developmental disorders and cancer [117] [118] [119] . TAD fusion. SVs that cross TAD boundaries (inter-TAD SVs) have the potential to disrupt chromatin domains (FIGS. 2c, 4) . One of the most prominent examples linking TADs to human disease is a large deletion including CTCF-associated boundary elements at the EPHA4 locus. This deletion results in the ectopic interaction of an enhancer cluster and genes that are normally separated, causing misexpression and congenital limb malformation 76 . Circular chromatin conformation capture (4C), also called 4C-seq, which allows the unbiased detection of all genomic regions that interact with a particular region of interest, confirmed that deletions that 
Enhancer adoption
A phenomenon that refers to a regulatory gain of function mutation in which ectopic expression of a gene is driven by an enhancer that normally regulates another gene located in a different regulatory domain; also known as enhancer hijacking.
include the boundary led to ectopic chromatin contacts, whereas similar deletions that left the boundary intact prevented this interaction, resulting in a normal phenotype 76 . Analysis of the SVs by HiC revealed a fusion of two neighbouring TADs upon deletion of the boundary but the presence of two separate TADs when the boundary was intact 62 . Thus, the presence of the CTCF-associated boundary element prevents ectopic contacts and insulates the TAD from neighbouring enhancers. Several subsequent studies have shown TAD disruption to be a common phenomenon in cancer development. For example, in T cell acute lymphoblastic leukaemia, recurrent microdeletions remove CTCF-associated domain boundaries, allowing proto-oncogene activation 120 . CRISPR-Cas9-induced deletions of these boundaries in non-malignant cells were sufficient to activate proto-oncogenes. However, it should be pointed out that the deletion of only the boundary including its CTCF sites had no major effect at other loci (namely, Sox9) 63 , indicating that the stability of TADs does not depend solely on the presence or absence of boundaries. Another study in patients with medulloblastoma identified recurrent somatic SVs that relocate the protooncogenes GFI1 and GFI1B in close proximity to active super enhancers, initiating oncogenic activity 115 . More recently, the cis-expression structural alteration mapping (CESAM) algorithm was developed as a framework to systematically predict cancer-related gene overexpression resulting from TAD disruption 121 . The CESAM algorithm combines genome-wide expression and whole-genome SV data and analyses them in the context of chromatin domains. This approach identified a subset of recurrent SVs at the SNCAIP locus in 491 sequenced medulloblastoma samples that results in enhancer hijacking and subsequent overexpression of PRDM6 (REF.
117
Neo-TADs. SVs also have the potential to create new regulatory units. For example, intra-TAD duplications of non-coding DNA at the SOX9 locus cause female to male sex reversal 112 (FIG. 3d) . By contrast, overlapping duplications that extend over the next boundary into the neighbouring regulatory domain including the next flanking gene, KCNJ2, are associated with isolated distal digit abnormalities (Cooks syndrome) 122 (FIGS. 2b, 4c).
Capture HiC and 4C-seq analyses in transgenic mice and human cells indicated that inter-TAD duplications change the overall chromatin architecture of the locus, creating new chromatin domains (neo-TADs) that are insulated from the rest of the genome 63 . In this case, the neo-TAD included the duplicated Kcnj2 gene, causing misexpression of Kcnj2 under the control of the duplicated Sox9 enhancers, which results in limb malformations. By contrast, slightly smaller deletions that do not include the Kcnj2 gene also resulted in neo-TAD formation but did not cause misexpression, as no gene was located within the regulatory domain 63 (FIG. 4d) . The phenomena of neo-TAD formation and enhancer hijacking have also been observed in medulloblastoma cell lines 117 . TAD shuffling. Inversions that cross TAD boundaries or translocations can result in the fusion of two regulatory domains that do not naturally belong together ('TAD shuffling'), causing enhancer adoption (FIGS. 2d, 5) . Owing to the difficulties in detecting inversions at the submicroscopic level with current technologies, very few of such events have been described. One case is an inversion at the EPHA4 locus in which an enhancer cluster, normally controlling EPHA4 expression, is relocated into the vicinity of WNT6 (REF.
76
). This change results in the activation of WNT6 in an EPHA4-like pattern and, consequently, in abnormal limb development. At the same time, the inversion disconnects EPHA4 from its native enhancers, resulting in gene loss of function.
The disconnection of regulatory regions as a cause of developmental disorders is an increasingly recognized mechanism. A recent study systematically mapped the breakpoints of 273 balanced translocations at nucleotide resolution by WGS in individuals with congenital anomalies. Although approximately 34% of balanced translocations resulted in gene disruption, >7% disrupted TADs encompassing known syndromic loci 116 . Eight patients carried balanced translocations separating the MEF2C gene from its endogenous enhancer elements, suggestive of a regulatory loss of function (FIG. 2e) . Subsequent functional experiments in patient-derived lymphoblastoid cell lines demonstrated that the disruption of the chromatin domain was associated with decreased MEF2C expression. In a follow-up study 123 , the same group computationally predicted the effects of balanced translocations in 17 individuals with developmental delay and neurological conditions. By combining phenotypic data from the Human Phenotype Ontology with WGS, HiC and enhancer data, it was possible to predict the position effect on several disease-associated target genes and validate transcriptional changes in patient-derived cell lines. An earlier study applied a similar approach to deletions 124 , thus highlighting the relevance of TAD disruption as a mechanism of human disease.
interpretation of SVs in the 3D genome
The study of chromatin domain disruption has several important implications for a meaningful medical interpretation of SVs. First, breakpoint mapping at nucleotide resolution is essential to accurately assess which genomic feature -TAD boundaries, regulatory elements, CTCF sites or genes -are affected by the aberration. Second, to predict the phenotypic effect of intra-TAD and inter-TAD SVs, the traditional minimal critical region approach is insufficient, as shown, for example, in the case of SOX9 overlapping duplications, which show completely unrelated phenotypes depending on the size, content and position of the aberration 63 . Third, TAD shuffling may lead to a gain of function via enhancer adoption or a regulatory loss of function, but in many cases, it can also be a combination of both. Considering the multiple effects that SVs can have, we propose a systematic approach when interpreting SVs in a clinical context (FIG. 6) .
While it is difficult to predict how frequent 3D position effects are, recent studies indicate that this might be phenotype specific. Two studies suggest that the activation of cancer genes by enhancer hijacking is a fairly common process that may be comparable to recurrent in-frame gene fusions 117, 121 . In neurodevelopmental disorders, approximately 7% of balanced translocations cause TAD disruption 116 . By contrast, in congenital limb malformation, 57% of disease-associated CNVs were shown to result in cis-regulatory position effects 31 .
conclusions and future developments
The technological developments of recent years have dramatically accelerated the discovery and characterization of SVs, expanded our knowledge of the 3D nature of chromatin folding and assigned functionality to large parts of the non-coding genome. The integration of all these layers of information is crucial to understand the true pathogenic potential of SVs in the
Inter-TAD SVs
Structural variations (SVs) that occur between topologically associating domains (TADs). Such SVs affect several regulatory domains and have the potential to disrupt and rearrange the complex 3D chromatin organization of a locus by repositioning TAD boundaries, genes and enhancer elements. These position effects may lead to TAD fusion (deletion), neo-TAD formation (duplications) or TAD shuffling (inversion and/or translocation).
TAD shuffling
The reordering of topologically associating domains (TADs) within the genome. Inversions that cross TAD boundaries or translocations can result in the fusion of two regulatory domains that do not naturally belong together, causing enhancer adoption. At the same time, these structural variations can result in regulatory loss of function by removing enhancer elements from their target genes.
3D genome and to predict their phenotypic consequences. Currently, several challenges remain: first, the detection rate of SVs and the determination of exact breakpoints remain insufficient. This is in part because breakpoints preferentially occur in highly repetitive regions of the genome, which are poorly covered by short-read WGS. Second, relevant data are scattered throughout different databases, and an interdisciplinary team is needed to evaluate individual SVs. Third, our knowledge of the non-coding regulatory genome is still very limited, a fact that makes prediction difficult.
Fourth, computational prediction tools are currently insufficient, and in-depth functional studies including animal models are necessary to assign pathogenicity to each variant. Fifth, SVs are still mainly interpreted using the gene-dosage approach, and the overall awareness of non-coding 3D position effects is low, leaving many patients without a diagnosis.
Several studies are ongoing to address the abovementioned problems. For example, a recent study combined short-read and long-read WGS to resolve SVs in Mendelian disease at breakpoint resolution 125 .
Step 2: Chromatin organization
Step 1: Genes Resources Also, new bioinformatics approaches, such as the CESAM algorithm, are being developed to systematically predict cancer-related gene overexpression resulting from chromatin domain shuffling 121 . The analysis framework Genomiser offers an approach for the medical identification of regulatory variants in Mendelian disease 126 . Another approach is based on polymer modelling, which has recently been introduced to study the 3D organization of chromatin [127] [128] [129] [130] [131] . The polymer physics-based approach (PRISMR) algorithm can successfully model 3D chromatin folding and predict enhancer-promoter contacts observed in HiC data. More importantly, PRISMR can be used to predict interactions in silico, thereby providing a tool for analysing the disease-causing potential of SVs in the absence of experimental data 62 . However, in silico interpretations rely on detailed knowledge of biological mechanisms. Here, major gaps remain that limit our ability to predict the effect of rearrangements. Pressing questions include the identification of factors and mechanisms that control enhancer-promoter specificity, a functionally relevant definition of TADs, the identification of all relevant factors that govern 3D chromatin folding and the prediction of enhancers and their specific activity and importance.
Thus, there are substantial hurdles that need to be overcome before the effect of SVs can be reliably predicted in the clinic. The introduction of third-generation sequencing approaches, which enable the mapping of SVs at single base pair resolution even in repetitive regions, the measurement of their effect within the 3D nucleus, the analysis of their transcriptional consequences and a better overall understanding of gene regulation in a genomic context will pave the way to reach this goal. On the basis of how quickly NGS technologies have transformed the field of cytogenetics in combination with the recent advances in computational modelling, we expect that it will be possible to accurately predict the transcriptional effects of SVs in the 3D genome in the near future.
