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Abstract
Over-identification is a signature feature of the influential Generalized Method of
Moments (Hansen, 1982) that flexibly allows more moment conditions than the model
parameters. Investigating over-identification together with high-dimensional statisti-
cal problems is challenging and remains less explored. In this paper, we study two
high-dimensional statistical problems with over-identification. The first one concerns
statistical inferences associated with multiple components of the high-dimensional
model parameters, and the second one is on developing a specification test for as-
sessing the validity of the over-identified moment conditions. For the first problem,
we propose to construct a new set of estimating functions such that the impact from
estimating the nuisance parameters becomes asymptotically negligible. Based on the
new construction, a confidence set is estimated using empirical likelihood (EL) for the
specified components of the model parameters. For the second problem, we propose
a test statistic as the maximum of the marginal EL ratios respectively calculated
from individual components of the high-dimensional moment conditions. Our theo-
retical analysis establishes the validity of the proposed procedures, accommodating
exponentially growing data dimensionality, and our numerical examples demonstrate
good performance and potential practical benefits of our proposed methods with
high-dimensional problems.
Keywords: Empirical likelihood; estimating equations; generalized method of moments;
high-dimensional statistical inferences; over-identification.ar
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1 Introduction
Over-identification broadly refers to a general situation when there are more conditions
than parameters for specifying a data model. A popular over-identification occurs with the
famous Generalized Method of Moments (GMM) (Hansen, 1982) through which a flexible
number of moment conditions can be explored and incorporated in model building and
the subsequent statistical inferences. Over-identification has been extensively studied in
conventional statistical framework with finite dimensional model parameters; see, among
others, Hansen (1982), Hansen and Singleton (1982), Hansen and Hodrick (1980), and the
monographs Hall (2005) and Matyas (2007). There have been successful and influential
practical applications of the GMM with over-identification in numerous areas including
finance, econometrics, social and behavior sciences, among many others; see, for example,
Singleton (2008) and Hansen (2015).
Since over-identification typically occurs when full parametric probability distribution is
not specified for the observable data, conventional parametric likelihood based approaches
are not applicable for statistical inferences such as parameter estimation, hypothesis testing,
and confidence set estimation (Hansen, 1982). As an alternative, empirical likelihood (EL)
(Owen, 2001), coupled with over-identified moment conditions formulated as a set of general
estimating equations, has been demonstrated powerful for statistical inferences since the
seminal work of Qin and Lawless (1994); see also Newey and Smith (2004). Without
requiring specifying a full parametric probability distribution, EL conveniently supports
statistical inferences with many desirable features including the Wilks’ type theorems, data
adaptive yet shape constraint free confidence regions, and flexibility in combining multiple
sources of data information.
Recently, there has been a surge in research for statistical methods with high-dimensional
models. A class of approaches are facilitated by the sparsity of model parameters, i.e., many
are zeros among the components of the high-dimensional model parameter. The penalized
likelihood approaches with appropriate regularization on the magnitudes of the model pa-
rameters have been demonstrated effective for estimating sparse model parameters; see,
for example, the monograph Bu¨hlmann and van de Geer (2011), the overview by Fan and
Lv (2010) and references therein. Nevertheless, most existing penalized likelihood methods
are constructed from conventional tools such as the least squares criterion, and the log-
likelihood functions. Hence, they do not accommodate problems with over-identification.
In the literature, high-dimensional statistical methods for problems with over-identification
remain less explored.
Facilitated by EL, Leng and Tang (2012) and Chang et al. (2015) considered regularizing
the magnitudes of the model parameters with over-identified general estimating equations.
They showed that sparse estimator and statistical inference procedures with good properties
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are achievable. However, their results only hold when the numbers of estimating equations
and model parameters diverge at some slow polynomial rate of the sample size. More
recently, Chang et al. (2017a) proposed a new penalized EL method that can accommodate
exponentially growing numbers of estimating equations and model parameters with over-
identification. Their method is constructed in a way such that targeting at estimating
some sparse model parameters of interest, only a subset of all the estimating equations are
effectively selected and utilized. Nevertheless, the investigation in Chang et al. (2017a)
only focuses on the estimation problem and does not cover broader statistical inferences
including testing hypotheses or constructing confidence sets.
We consider in this paper two statistical problems with over-identification. In our study,
we refer to the case as low-dimensional when it is dealing with either fixed or slowly diverg-
ing number of model parameters. The first problem is how to construct a confidence set
for low-dimensional multiple components of the high-dimensional model parameters, and
the second one is how to test whether or not the set of over-identified moment conditions
are correctly specified. For inferences of some specified low-dimensional components, the
estimation errors associated with the rest components of the high-dimensional model pa-
rameters – so called nuisance parameters – are cumbersome. To overcome this difficulty,
we propose to construct EL with a new set of low-dimensional estimating functions for the
specified low-dimensional components of the parameters. By mapping the original ones
with a linear transformation matrix whose rows are asymptotically orthogonal to the col-
umn space of the gradient matrix with respect to the nuisance parameters, the impact due
to estimating the nuisance parameters becomes asymptotically negligible. Then the new
EL based confidence set is valid for inferences associated with the specified low-dimensional
components of the model parameters. For the specification test, the idea is to assess the
marginal EL ratios calculated from a set of estimating functions evaluated at some con-
sistent estimator. By observing that the corresponding marginal EL ratio diverges for a
mis-specified moment condition, we propose a novel high-dimensional over-identification
test by assessing the maximum of the marginal EL ratios.
Our investigation contributes to high-dimensional statistical inferences from several
important aspects. First, our approach is among the first that can be applied with over-
identification to construct confidence set simultaneously for multiple components of the
model parameters. To our best knowledge, existing high-dimensional methods for confi-
dence set estimations focus on univariate studies with no over-identification; see, for ex-
ample, the de-biased method of Zhang and Zhang (2013) and van de Geer et al. (2014),
the de-correlated score function approach of Chernozhukov et al. (2015) and Ning and Liu
(2016), and the conditional distribution based approaches for the Lasso method with Gaus-
sian linear models of Lee et al. (2016) and Tibshirani et al. (2016). Recently, Neykov et
al. (2016) studied univariate confidence set estimation in a high-dimensional setting with
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the same number of model parameters as that of the estimating equations. Our approach
more broadly applies for constructing confidence set jointly for multiple components of the
model parameters, and can be more generally extended to cover linear functions of the
specified components and beyond. Second, our study contributes to high-dimensional EL
methods, demonstrating that by appropriate mapping, EL still inherits the desirable merits
for statistical inferences with over-identification. Third, our over-identification test for the
first time offers a specification assessment for the validity of the moment conditions in high-
dimensional statistical problems. In conventional cases with over-identification, the valid-
ity of the moment conditions can be assessed by the famous Sargan-Hansen test (Sargan,
1958; Hansen, 1982). Unfortunately, such a testing procedure cannot be applied with high-
dimensional statistical problems because the test statistic is not well defined when there are
more moment conditions than the sample size. For filling the blank, our method provides
a suitable and viable alternative for high-dimensional specification test. Furthermore, our
real data analysis with a most recent longitudinal data set from the Trial of Activity for
Adolescent Girls (TAAG) demonstrates that the EL methods with over-identification can
provide an opportunity for potentially more accurate statistical inferences in practice.
We describe the methodology framework on high-dimensional statistical inferences in
Section 2. Numerical examples with simulations and a real data analysis of a most recent
data set from the TAAG are presented in Section 3. Discussion on the initial estimators
and theoretical analysis supporting the validity of the proposed procedures are given in
Section 4. We conclude the paper with a discussion in Section 5. Technical proofs are
provided in the Supplementary Material of this paper.
2 Methodology
2.1 Notations and overview
Let X1, . . . ,Xn be independent and identically distributed d-dimensional random vec-
tors, and θ = (θ1, . . . , θp)
T be a p-dimensional model parameter taking values in its support
Θ. For an r-dimensional estimating function g(X;θ) = {g1(X;θ), . . . , gr(X;θ)}T, infor-
mation for θ is specified by a set of moment restrictions:
E{g(Xi;θ0)} = 0 (2.1)
where θ0 ∈ Θ is the unknown truth of the parameter. Here, we view the collection of
the moment functions {g(Xi;θ)}ni=1 as an array, where r, d, p, Xi, θ and g(X;θ) may
all depend on the sample size n. For the model parameter θ specified by (2.1), we are
interested in the following problems:
(a) (Inferences for low-dimensional components of the model parameters) Without loss
of generality, let θ = (θT1 ,θ
T
2 )
T, where θ1 ∈ Rm is a low-dimensional subset contain-
ing parameters of interests, and θ2 ∈ Rp−m contains nuisance parameters. We are
interested in constructing confidence sets associated with θ1.
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(b) (Over-identification test) When r > p, we are interested in a specification test check-
ing the validity of model (2.1) by testing the hypothesis H0 : E{g(Xi;θ0)} = 0 for
some θ0 ∈ Θ v.s. H1 : E{g(Xi;θ)} 6= 0 for any θ ∈ Θ.
In Problem (a) with m = 1, our method reduces to the special case of constructing
a confidence set for an individual component of θ. More generally when m > 1, we are
estimating confidence set for multiple components as specified by θ1.
Problem (b) is known as the over-identification test for assessing the validity of the
moment restrictions (2.1). The famous Sargan-Hansen test (Sargan, 1958; Hansen, 1982)
and the EL ratio test (Qin and Lawless, 1994) can be used for such a purpose when r
and p are fixed. When both r and p are less than n and are allowed to diverge with n
at some polynomial rate, by appropriate normalization, the Sargan-Hansen test and the
EL ratio test may still apply (Chang et al., 2015). However, when p and/or r is greater
than n, neither one applies because they both rely explicitly or implicitly on inverting
large covariance matrices that is not of full rank in high-dimensional settings, not even
mentioning their unclear properties in high-dimensional cases.
For simplicity and when no confusion arises, we take hi(θ) as equivalent to h(Xi;θ)
for a generic q-dimensional function h(·; ·) = {h1(·; ·), . . . , hq(·; ·)}T and denote by hi,k(θ)
the kth component of hi(θ). Let h¯(θ) = n
−1∑n
i=1 hi(θ) and h¯k(θ) = n
−1∑n
i=1 hi,k(θ).
For a given set L ⊂ {1, . . . , q}, we denote by hL(·; ·) the subvector of h(·; ·) collecting
the components indexed by L. Analogously, we let hi,L(θ) = hL(Xi;θ) and h¯L(θ) =
n−1
∑n
i=1 hi,L(θ). For an s1 × s2 matrix B = (bij)s1×s2 , let |B|∞ = max1≤i≤s1,1≤j≤s2 |bij|,
‖B‖∞ = max1≤i≤s1
∑s2
j=1 |bij|, ‖B‖1 = max1≤j≤s2
∑s1
i=1 |bij| and ‖B‖2 = λ1/2max(BBT) where
λmax(BB
T) is the largest eigenvalue of BBT. When s2 = 1, we use |B|1 =
∑s1
i=1 |bi1| and
|B|2 = (
∑s1
i=1 b
2
i1)
1/2 to denote the L1-norm and L2-norm of the s1-dimensional vector B,
respectively.
2.2 Inferences for low-dimensional components
In a low-dimensional case, the profile EL approach of Qin and Lawless (1994) can be
applied to solve Problem (a) with r ≥ p. Specifically, we consider the EL
L(θ) = sup
{ n∏
i=1
pii : pii > 0,
n∑
i=1
pii = 1,
n∑
i=1
piigi(θ) = 0
}
(2.2)
as a function of θ ∈ Θ, and define the EL estimator for θ0 as θˇn = arg maxθ∈Θ L(θ). The
profile EL ratio is defined as ˜`(θ1) = `(θ1, θ¯2)−`(θˇn), where `(θ) = −2 log{nnL(θ)}, and θ¯2
minimizes `(θ1,θ2) with respect to θ2 for a given θ1. It is well known that ˜`(θ1,0) →d χ2m
as n → ∞ under some regularity conditions with θ1,0 being the truth of θ1. Then a
100(1−α)% confidence region for θ1 is given by {θ1 ∈ Rm : ˜`(θ1) ≤ χ2m,1−α}, where χ2m,1−α
denotes the (1− α)-quantile of the chi-square distribution with m degrees of freedom.
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Clearly, when both r and p are allowed to diverge with n, the profile EL approach
encounters substantial difficulty. First, calculating ˜`(θ1) is challenging due to the fact that
it is generally a high-dimensional non-convex optimization problem. Second, the existing
asymptotic analysis on profile EL ratio ˜`(θ1) cannot be generalized to the high-dimensional
situation.
To identify the key difficulty, let us first pretend that the truth of the nuisance parameter
θ2, denoted by θ2,0, is known. Then the EL for θ1 ∈ Rm follows the conventional framework.
When r is fixed, the EL ratio `(θ1,0,θ2,0) = −2 log{nnL(θ1,0,θ2,0)} →d χ2r as n → ∞, so
that {θ1 ∈ Rm : `(θ1,θ2,0) ≤ χ2r,1−α} is a valid confidence region estimation, where χ2r,1−α
denotes the (1−α)-quantile of the chi-square distribution with r degrees of freedom. When
θ2,0 is unknown and is replaced by a
√
n-consistent estimator θ˜2 and r is fixed, `(θ1,0, θ˜2)
generally converges to some weighted sum of chi-square distributed random variables; see
Hjort et al. (2009). However, if the estimator θ˜2 converges to θ2,0 at some slower rate than√
n, results in Chang et al. (2013, 2016) can be applied to show that `(θ1,0, θ˜2) generally
diverges with probability approaching one. When θ is high-dimensional, θ2 becomes a
high-dimensional nuisance parameter whose estimator’s best convergence rate is known
to be slower than
√
n. Hence, a naive plug-in of high-dimensional θ˜2 into (2.2) will not
work due to a divergent EL ratio. Therefore, a key reason leading to the failure of the
EL with high-dimensional problems is the estimation errors from estimating the nuisance
parameters.
To cope with the key difficulty due to estimating nuisance parameters, we observe that
for a consistent estimator θ∗2 of θ2,0, the first order Taylor’s expansion leads to
Qn = g¯(θ1,0,θ
∗
2)− g¯(θ1,0,θ2,0) = {∇θ2g¯(θ1,0,θ∗2)}(θ∗2 − θ2,0) + R1, (2.3)
where ∇b is the partial derivative operator with respect to vector b, and R1 is the
asymptotically negligible remainder term. This motivates us to find a linear transfor-
mation matrix An ∈ Rm×r such that |AnQn|2 = op(n−1/2). Then by utilizing fAn(·; ·) =
Ang(·; ·) as the new m-dimensional estimating function, the EL constructed with fAn(·; ·)
instead of g(·; ·) can be used for statistical inferences for θ1,0. Specifically, let `∗An(θ1) =
−2 log{nnL∗An(θ1;θ∗2)} with
L∗An(θ1;θ
∗
2) = sup
{ n∏
i=1
pii : pii > 0,
n∑
i=1
pii = 1,
n∑
i=1
piif
An
i (θ1,θ
∗
2) = 0
}
. (2.4)
Then, it can be shown that `∗An(θ1,0) →d χ2m as n → ∞, provided that |AnQn|2 =
|f¯An(θ1,0,θ∗2)− f¯An(θ1,0,θ2,0)|2 = op(n−1/2), and some additional regularity conditions hold.
Clearly from (2.3), an ideal choice of An should be such that An∇θ2g¯(θ1,0,θ∗2) be-
ing small in the sense that each row vector ank (k = 1, . . . ,m) of An should satisfy that
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|(ank)T{∇θ2g¯(θ1,0,θ∗2)}|∞ diminishes to 0 as n → ∞. Equivalently, we say that rows of
An should be chosen as asymptotically orthogonal to the column space of ∇θ2g¯(θ1,0,θ∗2)
– the r × (p−m) sample gradient matrix with respect to the nuisance parameters. As an
additional key consideration, we note that the gradient with respect to θ1 evaluated at θ1,0
should not vanish respecting all its m components. Otherwise, a flat estimating function
at θ1,0 is not informative for statistical inferences. Therefore, we propose to impose more
constraints by requiring that An∇θ1g¯(θ1,0,θ∗2) to be nonsingular. In practice, the truth
θ1,0 is unknown, and we need an estimator, denoted by θ
∗
1, when searching for An.
Let An = (a
n
1 , . . . , a
n
m)
T with row vectors ank ’s. By putting the ideas together, we
propose to find An row by row with the optimizations:
ank = arg min
u∈Rr
|u|1 s.t
∣∣{∇θg¯(θ∗1,θ∗2)}Tu− ξk∣∣∞ ≤ τ, (2.5)
where θ∗ = (θ∗T1 ,θ
∗T
2 )
T is an initial estimator for θ0, τ is a tuning parameter, and ξ1, . . . , ξm
are the canonical basis of the m-dimensional subspace Mξ = {b = (b1, . . . , bp)T : bj =
0 for j = m + 1, . . . , p}, i.e., ξk is chosen such that its kth component is 1 and all other
components are 0. Then a 100(1−α)%-level confidence region for θ1 is estimated by (2.4):
(i) When m is fixed, C1−α = {θ1 ∈ Rm : `∗An(θ1) ≤ χ2m,1−α} where χ2m,1−α is the (1− α)-
quantile of chi-square distribution with m degrees of freedom.
(ii) When m is diverging, C1−α = {θ1 ∈ Rm : `∗An(θ1) ≤ m+ z1−α(2m)1/2} where z1−α is
the (1 − α)-quantile of standard normal distribution N(0, 1). The rationale is that
(χ2m −m)/
√
2m →d N(0, 1) as m→∞.
To avoid digression, technical conditions and theoretical results are deferred to Section
4, where we establish the validity of the above procedure in Theorem 1 in Section 4.2.
Briefly speaking, under regularity conditions and given consistent initial estimator θ∗ =
(θ∗T1 ,θ
∗T
2 )
T, the estimated confidence region is asymptotically valid as n → ∞, allowing
both r and p diverging at some exponential rate of n. Requiring consistent initial estimator
θ∗ is not restrictive, and it is broadly satisfied by sparse penalized estimators in specific
cases such as linear models and generalized linear models. For more generic over-identified
problems, we advocate to apply the penalized EL estimator of Chang et al. (2017a) given
by (4.1) in Section 4.1 together with a review of its properties.
We now discuss the identifiability of An from (2.5) in high-dimensional problems. Let
Γ = E{∇θgi(θ0)}. Since the tuning parameter τ → 0 as n→∞, the population counter-
part of ank in (2.5), denoted by ak, satisfies Γ
Tak = ξk (k = 1, . . . ,m). Since (2.5) leads to
sparse optimizers, we consider that A = (a1, . . . , am)
T is sparse, which is a popular case for
high-dimensional matrix estimation; see, among others, the settings of Bickel and Levina
(2008) and Cai et al. (2011). Specifically, let Vk = supp(ak) with |Vk| = vk (vk < n). Denote
by ΓVk the vk × p matrix including the rows of Γ indexed by Vk, so ΓTak = ΓTVkak,Vk = ξk.
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By assuming a mild condition that ΓTVk is of full column rank vk, then at the population
level ak,Vk is uniquely defined by ak,Vk = (ΓVkΓ
T
Vk)
−1ΓVkξk, and so is ak with zeros being
its components not in Vk. Hence, it is reasonable for us to consider that the optimizer ank
from (2.5) is consistent to a well defined sparse ak at the population level, satisfying some
regularity conditions given in Section 4.
For high-dimensional problems with r and p much larger than n, we remark that finding
a consistent estimator of ak (∈ Rr) with sample size n < r is not possible with no further
structural information. Furthermore, we note that requiring A to be sparse indeed imposes
some conditions on the design of the problem; we view it as additional structural informa-
tion that facilities us to solve this challenging problem. In a special case of the linear model
Y = ZTθ0 +  with response variable Y and high-dimensional zero-mean random predictor
vector Z, then the estimating function g(X;θ) = Z(ZTθ − Y ) with X = (ZT, Y )T. Then
Γ = var(Z) = Σ, so that a sparse inverse matrix Σ−1 would ensure sparse ak = Σ−1ξk
(k = 1, . . . , p). For a general estimating function g(X;θ), sparse A is most reasonable
when Γ, or E{∇θgi,j(θ0)} (j = 1, . . . , r) itself is sparse – i.e., a particular component of the
estimating function is not informative for too many components of the model parameters,
which is a quite reasonable practical setting.
Our procedure for statistical inferences can be extended to broader cases of interest.
For a generic function S(θ1) ∈ Rq of the specified θ1, the formulation of Qin and Lawless
(1995) can be applied for constructing its confidence set as
C1−α =
{
v ∈ Rq : min
θ1:S(θ1)=v
`∗An(θ1) ≤ χ2q,1−α
}
.
Such a device further expands the range of viable statistical inferences for high-dimensional
statistical problems. In a special case when S(θ1) = Lθ1 for L ∈ Rq×m, i.e., q linear
combinations of the low-dimensional components of the model parameters, validity of the
confidence set construction can be established following the same analysis as in this paper;
see also Leng and Tang (2012).
2.3 Over-identification test
As shown in Hansen (1982), over-identification also provides an opportunity for check-
ing the validity of the conditions in the estimating equations. Specifically, the so-called
over-identification test concerns H0 : E{g(Xi;θ0)} = 0 for some θ0 ∈ Θ v.s. H1 :
E{g(Xi;θ)} 6= 0 for any θ ∈ Θ. In low-dimensional cases, the famous Sargan-Hansen’s
J-test (Sargan, 1958; Hansen, 1982) and the EL ratio test (Qin and Lawless, 1994) can
be used for such a purpose. For the EL approach, Qin and Lawless (1994) showed that
`(θˇn) = −2 log{nnL(θˇn)} converges to χ2r−p in distribution under H0, where θˇn is the max-
imizer of L(θ) in (2.2). The Sargan-Hansen’s J-test uses J = n{g¯(θ̂GMM)}TΩ̂g¯(θ̂GMM) for
the optimal GMM estimator θ̂GMM, where Ω̂ is an estimator of [E{gi(θ0)gi(θ0)T}]−1. It
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can be shown that the Sargan-Hansen’s J statistic is first order equivalent to the EL ratio
statistic `(θˇn), so that they share the same limiting distribution.
When the paradigm shifts to high-dimensional with diverging r and p larger than n,
existing methods fail to work. The reason is that the asymptotic quadratic form no longer
holds, so that the limiting χ2r−p distribution in Hansen (1982) and Qin and Lawless (1994)
becomes invalid. To our best knowledge, no over-identification test is available accommo-
dating r and p diverging faster than n.
We propose to solve the problem of over-identification test with marginal EL ratios.
Given θ̂n, a consistent estimator of θ under H0, we define the univariate marginal EL ratio
for the jth estimating function gj(·; ·) in g(·; ·) as
`j(θ̂n) = 2 max
λ∈Λ̂n,j
n∑
i=1
log{1 + λgi,j(θ̂n)},
where Λ̂n,j = {λ ∈ R : λgi,j(θ̂n) ∈ U for any i = 1, . . . , n} with U being an open interval
containing zero. Based on {`j(θ̂n)}rj=1, we propose the following test statistic:
Tn = max
j∈J
`j(θ̂n), (2.6)
where J is a chosen index set with |J | = q. Since evaluating `j(θ̂n) only involves univariate
optimizations, calculating Tn is highly scalable and can be done efficiently. The intuition of
(2.6) is that when H0 is true, each `j(θ̂n) should take a relatively small value. In contrast,
when H0 is violated, one expects that at least some `j(θ̂n)’s to be large.
The set J in (2.6) is a dedicated device for developing a powerful procedure for high-
dimensional over-identification test. For low-dimensional problems, a natural choice of J
is to include all estimating functions. However, additional consideration is necessary when
dealing with high-dimensional problems. When too many components are included in J ,
the critical value of the test inevitably becomes too large. Hence it will lead to power loss.
To obtain a powerful test, we observe two facts. First, Tn remains unchanged even with
a small set J as long as the index of the largest EL ratio is included – best maintaining
the signal for detecting the violation of H0. Second, under H0 the critical value of Tn with
a small set J will be smaller than that based on all estimating functions – enhancing the
power of the identification test; see also Section 2.3 of Chang et al. (2017b) on such a
phenomenon of L∞-type statistic. Further, results in Chang et al. (2013, 2016) show that
`j(θ̂n) diverges fast when |g¯j(θ̂n)| and |E{gi,j(θ̂n)}| do not converge to zero fast enough –
the signal from violating H0 that the over-identification test intends to detect. Thus one
should ideally include in the subset J those components in g(·; ·) such that E{gi,j(θ̂n)} 6= 0;
or at the sample level, include those j’s with large |g¯j(θ̂n)|. We present a concrete proposal
for choosing J at the end of this section.
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The test statistic Tn in (2.6) depends on some estimator θ̂n. Similar to the discussions
in Section 2.2, any estimator θ̂n consistent to θ0 under H0 is adequate. In special cases
including the linear and generalized linear models, existing penalized likelihood estimators
are generally applicable. To alleviate the impact due to the bias in the penalized estimator
so that high data dimensionality can be best accommodated, we suggest applying bias
correction or re-fitting selected model to obtain less biased estimator, for example, by the
method of Belloni and Chernozhukov (2013). For a generic problem with over-identification,
we propose to apply the bias corrected estimator of Chang et al. (2017a), given by (4.2) in
Section 4.1.
Additionally, {`j(θ̂n)}j∈J is a collection of dependent random variables. Therefore,
dedicated effort is needed to obtain the critical values of Tn for implementing the over-
identification test. The approach we take here is to characterize the joint distribution of
{`j(θ̂n)}j∈J , and then to approximate the critical values by simulations. To stay focused,
we consider sparse truth θ0 with support S = supp(θ0), and we assume for the simplicity
in the presentation that the estimator θ̂n has the following two properties:
1. θ̂n,S − θ0,S = n−1
∑n
i=1 m(Xi;θ0) + ∆n with |∆n|∞ = op(n−1/2).
2. P(θ̂0,Sc = 0)→ 1 as n→∞,
where m(·; ·) is the |S|-dimensional influence function of θ̂n,S . Property 1 is on the esti-
mation of the nonzero component. Requiring |∆n|∞ = op(n−1/2) is not stringent, and it
is satisfied by penalized likelihood estimators up to a bias correction; see the estimator of
Fan and Li (2001), and (4.2) in Section 4.1. Property 2 is satisfied for approaches with the
variable selection consistency. As seen below, Property 2 is not essential but more involved
characterization is needed without it.
Let V̂J (θ̂n) = n−1
∑n
i=1 gi,J (θ̂n)gi,J (θ̂n)
T and VJ (θ0) = E{gi,J (θ0)gi,J (θ0)T}. Thanks
to the property that the EL ratio is self-Studentized, we can show that each `j(θ̂n) under H0
is dominated by n{g¯j(θ̂n)}2σ̂−2j (θ̂n) in the sense that supj∈J |`j(θ̂n)−n{g¯j(θ̂n)}2σ̂−2j (θ̂n)| =
op(1), where σ̂
2
j (θ̂n) = n
−1∑n
i=1 g
2
i,j(θ̂n). Then
n1/2[diag{V̂J (θ̂n)}]−1/2g¯J (θ̂n)
= n1/2[diag{VJ (θ0)}]−1/2
{
g¯J (θ0) + [E{∇θSgi,J (θ0)}]m¯(θ0)
}
+ ∆˜n
= n−1/2
n∑
i=1
wi(θ0) + ∆˜n,
(2.7)
where wi(θ0) = [diag{VJ (θ0)}]−1/2{gi,J (θ0) + [E{∇θSgi,J (θ0)}]mi(θ0)} and |∆˜n|∞ =
op(n
−1/2). Following the idea of Gaussian approximation (Chernozhukov et al., 2013), we
can approximate the distribution of Tn = maxj∈J `j(θ̂n) by that of |Ĝ|2∞, where Ĝ ∼
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N(0,Ŵ) is a multivariate normal random vector whose covariance matrix Ŵ satisfies
|Ŵ −W|∞ = op(1) for W = var{wi(θ0)}.
Since θ̂n is estimated from {X1, . . . ,Xn}, its influence function mi(·) and the estimating
function gi(·) are dependent. To elaborate with details on the Ŵ and the procedure for
approximating the distribution of Tn, we need to be specific on the estimator θ̂n. Thus we
present the framework by using θ̂n as the bias corrected estimator of Chang et al. (2017a)
given by (4.2). Denote by Rn the selected set of estimating function by (4.1). Singling
out Rn here is necessary for us to concretely present a complete framework of the over-
identification test. The same steps apply to other estimators and general choices of the set
J , by analogous development we present here.
To avoid loss of generality in our development, we do not impose any restriction on
the relationship between the two sets J and Rn. Let I = Rn ∪ J . We note that the
estimating functions in g(·; ·) indexed by I, and the covariance matrix of θ̂n,S are con-
tributing to the joint distribution of {`j(θ̂n)}j∈J ; see Lemmas 5 and 6 in Supplemen-
tary Material. For any L ⊂ {1, . . . , r}, we define VL(θ0) = E{gi,L(θ0)gi,L(θ0)T}, and
JL = [E{∇θSgi,L(θ0)}]TV−1L (θ0)[E{∇θSgi,L(θ0)}]. Without loss of generality, we assume
that g(·; ·) is ordered as:
g(·; ·) = {gRn∩J (·; ·)T,gRn∩J c(·; ·)T,gRcn∩J (·, ·)T,gIc(·; ·)T}T.
To ensure the validity of Ŵ specified in (2.10), re-ordering is needed if estimating functions
in g(·; ·) are differently ordered. For a sparse parameter θ0, let S = supp(θ0) with s = |S|.
Let B = [E{∇θSgi,J (θ0)}]J−1Rn [E{∇θSgi,Rn(θ0)}]TV−1Rn(θ0) and write it in blocks:
B =
(
B11 B12
B21 B22
)
(2.8)
where B11 and B22 are |Rn ∩ J | × |Rn ∩ J | and |Rcn ∩ J | × |Rn ∩ J c| matrices. Let
Q̂ =
(
I|Rn∩J | − B̂11 −B̂12 0
−B̂21 −B̂22 I|Rcn∩J |
)
(2.9)
where B̂ij (i, j = 1, 2) are corresponding estimations of Bij in
B̂ = {∇θS g¯J (θ̂n)}Ĵ−1∗,Rn{∇θS g¯Rn(θ̂n)}TV̂−1Rn(θ̂n)
with Ĵ∗,Rn = {∇θS g¯Rn(θ̂n)}TV̂−1Rn(θ̂n){∇θS g¯Rn(θ̂n)}. Then, we define
Ŵ = [diag{V̂J (θ̂n)}]−1/2Q̂V̂I(θ̂n)Q̂T[diag{V̂J (θ̂n)}]−1/2 (2.10)
with V̂J (θ̂n) = n−1
∑n
i=1 gi,J (θ̂n)gi,J (θ̂n)
T and V̂I(θ̂n) = n−1
∑n
i=1 gi,I(θ̂n)gi,I(θ̂n)
T.
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To practically implementing our test at a given significant level α ∈ (0, 1), we propose
to estimate the critical value by
ĉvα = inf{t ∈ R : P(|Ĝ|2∞ > t|Xn) ≤ α}, (2.11)
where Xn = {X1, . . . ,Xn}, and Ĝ ∼ N(0,Ŵ) with Ŵ defined in (2.10). Then the test
rejects H0 if Tn > ĉvα. Furthermore, we note that ĉvα can be conveniently obtained by
simulations with Ŵ obtained from data. That is, one can generate independent Ĝ1, . . . , ĜB
from N(0,Ŵ) for some large B and then approximate ĉvα in (2.11) by ĉvα,B = inf{x ∈
R : F̂B(x) ≥ 1 − α} where F̂B(x) = B−1
∑B
b=1 I(|Ĝb|2∞ ≤ x) is the empirical distribution
function. Our theory in Section 4.3 establishes the validity of the test; Theorem 2 justifies
that size of the test is α asymptotically under H0, and Theorem 3 elucidates the property
of the test on its power when H0 is violated.
We conclude this section by a final remark that Rn from (4.1) is actually an ideal
candidate for J . As shown in Proposition 3 of Chang et al. (2017a), components gj(·; ·)’s
with large value in |g¯j(θ̂n)| are included in Rn. Furthermore under H1, if E{gi,j(θ̂n)} 6=
0 for some j, its sample counterpart |g¯j(θ̂n)| tends to take large value, and hence the
corresponding index would fall inRn, making it a suitable candidate set of J for conducting
the test using Tn in (2.6) to achieve good power. In practice, we recommend using Rn for
the over-identification test, which is the one implemented in our numerical studies. In
our numerical example presented in Section 3.2, we show that the over-identification test
performs very well. And by choosing J in (2.6) as Rn, the test is very powerful compared
with using the set of all estimating functions, especially when r and p are large.
3 Numerical studies
3.1 Confidence set estimation
We implement our methods in Section 2.2 to construct confidence sets in the following
three examples: a just-identified mean model, a linear regression model, and an example
with over-identified estimating equations for analyzing longitudinal data. The optimization
(2.5) can be solved efficiently by linear programming, and we apply the slim function in
the flare package of R for that. We chose the tuning parameter τ as 0.5
√
n−1 log p, and
it meets the conditions in our theoretical analysis.
As a counterpart of `∗An(θ1) as in (2.4), the generalized EL ratio associated with the
link function %(·) is defined as
`
∗(%)
An
(θ1) =
2%′′(0)
{%′(0)}2
[
n%(0)− max
λ∈Λ̂n(θ1)
n∑
i=1
%{λTfAni (θ1,θ∗2)}
]
,
where Λ̂n(θ1) = {λ ∈ Rm : λTfAni (θ1,θ∗2) ∈ U , i = 1, . . . , n} for an open interval U
containing zero. The `
∗(%)
An
(·) becomes `∗An(·) in (2.4) when %(u) = log(1 + u). Another two
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widely used link functions are %(u) = −eu and %(u) = −(1 + u2)/2, corresponding to the
exponential tilting (ET) and continuous updating (CU), respectively. The generalized EL
ratio `
∗(%)
An
(θ1,0) asymptotically follows chi-square distribution χ
2
m, so they can be used for
confidence set estimation. In our simulation, we also implement the ET and CU methods.
We apply the estimator (4.1) as the initial estimator θ∗ in (2.4) and (2.5). The SCAD
penalty with local quadratic approximation (Fan and Li, 2001) is used for both the penalty
functions P1,pi(·) and P2,ν(·) in (4.1) in all the numerical experiments in this paper. The
EBIC method (Chen and Chen, 2008) is applied to select the tuning parameters pi and ν
by a two-dimensional grid search. All simulation experiments are repeated for 1000 times.
3.1.1 Mean vector
The first simulation study concerns the mean of a p-dimensional random vector X =
(X1, . . . , Xp)
T that are generated from a multivariate normal distribution. In the simulation
θ0 = E(X) = (5, 4, 0, 0, 1, 0, . . . , 0)T is sparse with only three non-zero components (X1, X2
and X5). The covariance matrix of the multivariate normal distribution is compound
symmetry, i.e., var(Xi) = 1 (i = 1, . . . , p) and cov(Xi, Xj) = 0.9 (i, j = 1, . . . , p; j 6= i).
The estimating function is simply g(X;θ) = X− θ.
We consider three settings: (n, p, r) respectively being (50, 100, 100), (500, 100, 100),
and (100, 500, 500). Though it is a just-identified case, this setting has more parameters
than sample size, i.e., p = r > n. For the estimated univariate confidence sets of the
first five components of the mean parameter, Table 1 reports their empirical frequencies
covering the truth respectively. It is clear from Table 1 that the empirical coverages are
satisfactory even for p and r being much larger than n. Further, as expected, larger sample
size n = 500 has better performance. We also observe that the EL based method performs
similarly to the other two methods (ET and CU) as expected because they all share the
same leading order term that can be approximated by a chi-square distribution.
Figure ?? in the Supplementary Material plots two-dimensional and three-dimensional
EL based confidence regions for one particular replication of the simulation. The observed
elliptical confidence regions well match the fact that the data in this experiment are gener-
ated from normal distributions with high between-component correlations. Moreover, the
confidence regions are not symmetric in their shapes, reflecting the merit that the EL based
confidence region is data oriented, range respecting, and free of shape constraint.
3.1.2 Linear regression
In the second example, we consider a linear regression model with p = r > n such that Yi =
ZTi θ0 + i, where θ0 = (3, 1.5, 0, 0, 2, 0, . . . , 0)
T, Zi ∈ Rp are generated from a multivariate
normal distribution with mean zero and a compound symmetry variance-covariance matrix
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(n, p, r) Method Nominal Level θ1 θ2 θ3 θ4 θ5
(50,100,100) EL 90% 0.881 0.893 0.889 0.901 0.885
95% 0.946 0.941 0.947 0.948 0.942
99% 0.993 0.988 0.990 0.988 0.990
ET 90% 0.881 0.893 0.885 0.897 0.883
95% 0.941 0.943 0.948 0.947 0.942
99% 0.993 0.989 0.990 0.987 0.990
CU 90% 0.891 0.899 0.894 0.905 0.889
95% 0.950 0.954 0.954 0.950 0.953
99% 0.994 0.993 0.993 0.995 0.994
(500,100,100) EL 90% 0.901 0.902 0.906 0.896 0.900
95% 0.939 0.944 0.945 0.947 0.943
99% 0.991 0.994 0.988 0.993 0.991
ET 90% 0.901 0.902 0.905 0.896 0.900
95% 0.938 0.944 0.945 0.947 0.941
99% 0.991 0.994 0.989 0.993 0.991
CU 90% 0.902 0.902 0.905 0.897 0.902
95% 0.939 0.944 0.945 0.947 0.944
99% 0.991 0.994 0.989 0.994 0.992
(100,500,500) EL 90% 0.881 0.882 0.888 0.889 0.890
95% 0.939 0.938 0.943 0.951 0.933
99% 0.990 0.986 0.990 0.984 0.991
ET 90% 0.878 0.880 0.887 0.886 0.889
95% 0.938 0.938 0.943 0.949 0.934
99% 0.990 0.986 0.989 0.984 0.991
CU 90% 0.882 0.886 0.892 0.895 0.893
95% 0.941 0.944 0.949 0.950 0.936
99% 0.992 0.987 0.990 0.985 0.991
Table 1: Empirical frequencies of the estimated confidence sets covering the truth in the
mean vector example.
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with σ = 1 and ρ = 0.5, and i is a standard normal random variable. Write X = (Z
T, Y )T.
The estimating function is g(X;θ) = Z(Y − ZTθ).
Since p = r, this example is also a just-identified case. We consider two settings with
(n, p, r) = (50, 100, 100) and (100, 500, 500) respectively. Table 2 reports the empirical fre-
quencies of the estimated univariate confidence sets for the first five components of the
parameter that cover the truth. Again, at each level, the empirical coverage probabilities
are close to the nominal level. The two-dimensional and three-dimensional EL based confi-
dence regions are plotted in Figure ?? in the Supplementary Material, and we have similar
observations to those from Figure ??.
Additionally, we report in Table 3 the empirical frequencies that the estimated 95%
EL based confidence sets cover the values θj + ∆ (j = 1, . . . , 5), where θj is the truth of
jth component of the parameter in the data generating process. By the duality of the
confidence interval and hypothesis testing, this is equivalent to whether or not the null
hypothesis H0 : θ
0
j = θj + ∆ is rejected, where θ
0
j denotes the jth component of θ0. When
∆ = 0, a close value of the empirical frequency to the confidence level 95% demonstrates
the validity of the method maintaining the size of the test. When ∆ 6= 0, the smaller
the empirical frequency is, the better the power of the test is. Clearly, we find that the
confidence sets constructed with the proposed methods work well by observing that the
empirical coverage frequencies reduce very fast as the value becomes further away from the
truth, indicating good power of the inference procedure.
3.1.3 Regression model with repeated measurements
The third example is an over-identified case. We consider a regression model for two
repeated measurements: Yij = Z
T
ijθ0 + ij (i = 1, . . . , n; j = 1, 2), where the p-dimensional
parameter is set as θ0 = (3, 1.5, 0, 0, 2, 0, . . . , 0)
T, and Zij are generated from N(0,Σ) with
Σ = (σkl)p×p and σkl = 0.3|k−l|. The random errors (i1, i2)T are from a two-dimensional
normal distribution with mean zero, unit variance, and correlation ρ = 0.5.
Let Yi = (Yi1, Yi2)
T and Zi = (Z
T
i1,Z
T
i2)
T denote the vectors of response and predictor
variables, respectively, and write Xi = (Y
T
i ,Z
T
i )
T. To incorporate the dependence among
the repeated measures from the same subject when estimating θ0, we use the estimating
functions proposed in Qu et al. (2000):
g(Xi;θ) =

ZTi K
−1/2
i M1K
−1/2
i (Yi − ZTi θ)
...
ZTi K
−1/2
i MmK
−1/2
i (Yi − ZTi θ)
 ,
where Ki ∈ R2×2 is a diagonal matrix of the conditional variances of subject i, and Mj
(j = 1, . . . ,m) are working correlation matrices. Note that when m = 1, i.e., using only one
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(n, p, r) Method Nominal Level θ1 θ2 θ3 θ4 θ5
(50,100,100) EL 90% 0.880 0.881 0.873 0.889 0.886
95% 0.933 0.931 0.935 0.937 0.937
99% 0.980 0.981 0.986 0.988 0.988
ET 90% 0.881 0.882 0.876 0.894 0.888
95% 0.934 0.933 0.935 0.937 0.938
99% 0.984 0.982 0.986 0.988 0.989
CU 90% 0.883 0.901 0.887 0.908 0.895
95% 0.941 0.952 0.949 0.956 0.951
99% 0.993 0.984 0.993 0.992 0.993
(100,500,500) EL 90% 0.897 0.891 0.883 0.911 0.911
95% 0.941 0.942 0.941 0.961 0.950
99% 0.986 0.992 0.991 0.988 0.986
ET 90% 0.896 0.889 0.887 0.915 0.910
95% 0.938 0.946 0.943 0.956 0.949
99% 0.987 0.988 0.992 0.988 0.986
CU 90% 0.905 0.900 0.897 0.920 0.914
95% 0.954 0.959 0.950 0.957 0.955
99% 0.991 0.992 0.990 0.992 0.991
Table 2: Empirical frequencies of the estimated confidence sets covering the truth in the
linear regression example.
working correlation matrix M1, it becomes the GEE of Liang and Zeger (1986) with r = p.
We choose m = 2 in our experiment with M1 being the two-dimensional identity matrix
and M2 being the compound symmetry with the diagonal elements of 1 and off-diagonal
elements of 0.5. In our setting, r = 2p – estimating equations are twice as many as the
parameters.
For the first five individual components of the model parameter, the empirical frequen-
cies that the estimated confidence sets cover the truth are reported in Table 4. Similar to the
previous examples, we see satisfactory performance of the proposed methods in this over-
identified high-dimensional case. The plot of the two-dimensional and three-dimensional
EL based confidence regions from one replication of the simulation are given by Figure ??
reported in the Supplementary Material.
3.2 Over-identification test
To evaluate the performance of the over-identification test in Section 2.3, we consider
the mean of a multivariate normal distribution in Rp, where only the first component
X1 has a nonzero mean of 5 and the rest p − 1 components all have zero means, i.e.,
θ0 = (5, 0, . . . , 0)
T. The first p estimating functions are simply from the components of
X − θ. In addition, we impose an extra moment restriction, gp+1(X;θ) = X21 − θ21 − 25
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∆
(n, p) −2 −1.5 −1 −0.5 0 0.5 1 1.5 2
(50, 100, 100) θ1 0.064 0.110 0.241 0.589 0.947 0.626 0.208 0.069 0.037
θ2 0.036 0.089 0.222 0.656 0.943 0.599 0.219 0.096 0.050
θ3 0.040 0.090 0.262 0.615 0.937 0.610 0.241 0.099 0.054
θ4 0.053 0.106 0.246 0.642 0.956 0.619 0.238 0.097 0.050
θ5 0.044 0.087 0.212 0.626 0.954 0.635 0.221 0.096 0.043
(100, 500, 500) θ1 0.002 0.002 0.017 0.269 0.949 0.213 0.011 0 0
– θ2 0 0.001 0.012 0.249 0.932 0.262 0.020 0.002 0
θ3 0.001 0.001 0.012 0.248 0.947 0.281 0.021 0.002 0.002
θ4 0 0.002 0.024 0.262 0.940 0.252 0.022 0.001 0
θ5 0 0.004 0.014 0.240 0.939 0.272 0.016 0.004 0.001
Table 3: Empirical frequencies of the estimated 95% EL based confidence sets covering
θj + ∆ in the linear regression example, where θj is the truth of jth component of the
parameter in the data generating process.
(n, p, r) Method Nominal Level θ1 θ2 θ3 θ4 θ5
(50,100,200) EL 90% 0.873 0.883 0.896 0.899 0.889
95% 0.934 0.936 0.949 0.945 0.938
99% 0.975 0.980 0.988 0.984 0.982
ET 90% 0.871 0.882 0.901 0.899 0.881
95% 0.932 0.934 0.952 0.947 0.935
99% 0.977 0.980 0.989 0.986 0.983
CU 90% 0.876 0.884 0.922 0.923 0.889
95% 0.941 0.943 0.968 0.967 0.945
99% 0.988 0.991 0.992 0.994 0.993
(100,200,400) EL 90% 0.893 0.891 0.925 0.925 0.889
95% 0.938 0.945 0.964 0.962 0.948
99% 0.980 0.989 0.992 0.989 0.986
ET 90% 0.894 0.891 0.923 0.923 0.881
95% 0.937 0.946 0.962 0.960 0.940
99% 0.981 0.989 0.993 0.989 0.983
CU 90% 0.907 0.904 0.926 0.926 0.885
95% 0.934 0.943 0.964 0.967 0.946
99% 0.985 0.991 0.992 0.993 0.985
Table 4: Empirical frequencies of the estimated confidence sets covering the truth in the
repeated measurements example.
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where θ1 is the first component of θ. In this case, the number of estimating equations
r = p+ 1. We consider the following two cases:
1. The covariance matrix Σ = (σij)p×p is compound symmetry with diagonal σ11 = 52
and σii = 1 for all other i 6= 1. All off-diagonal elements σij = 0.3 for i 6= j;
2. The variance-covariance matrix Σ = (σij)p×p is compound symmetry with diagonal
σ11 = 5
2 × a with a < 1 and σii = 1 for all other i 6= 1. All off-diagonal elements
σij = 0.3 for i 6= j.
Clearly, the moment conditions are correctly specified in the first case but not in the second.
We conduct the experiments for a few settings of the (n, p, r) in this example. We apply
(2.11) to obtain the critical value of the test. Further, we compare the performances of the
test by using two different choices of the J in (2.6). The first one, referred to as Method
1, uses the set Rn of estimating functions selected by (4.1). The other one, referred to as
Method 2, simply uses J containing all estimating functions.
We report in Table 5 the empirical percentages rejecting H0 at α = 0.05 level. In Case
1, we expect that the rate to be close to 0.05, which indeed the case for our advocated
Method 1 for choosing Rn as J . Method 2 using all estimating functions works well when
the dimension is low, but get much worse with p and r are close to n. In Case 2, the
closer the rate is to 1, the better the power is for the testing procedure. We tried three
cases with a = 0.7, 0.5 and 0.3 respectively, where smaller value in a can be viewed as more
severe violation of H0. We clearly see that the advocated method works quite well in terms
providing a more powerful test with the right choice of the set of the estimating functions.
The power improves consistently for more severe violation of the null hypothesis. As for the
Method 2, it works well when the p and r are small, but it becomes powerless in moderate
high-dimensional cases, which is consistent with our discussions in Section 2.3.
3.3 Multi-level longitudinal study of physical activity among girls
We apply our method to the most recent data set of a longitudinal study of physical
activities among girls from adolescence into young adulthood. An initial cohort of 730
girls were randomly recruited from the participating middle schools in the Trial of Activity
for Adolescent Girls (TAAG) Maryland field site in 2006 and were followed up until 2015
(Young et al., 2014; Grant et al., 2015; Young et al., 2017). TAAG was a national multi-
center, group-randomized trial concerning the physical activity in middle school girls; for
more information please refer to the NIH website. The main goal of the TAAG study
is to identify individual, social, and environmental factors associated with moderate to
vigorous physical activity (MVPA) among females over time using a multi-level approach.
A total of 428 girls had complete assessments at all three study periods in 2006 (n = 730),
2009 (n = 589), and 2015 (n = 460) at ages 14, 17, and 23. The response variable,
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(n, p, r) Method 1 Method 2
Case 1
σ11 = 5
2 (50, 1, 2) 0.056 0.056
(50, 10, 11) 0.061 0.061
(50, 50, 51) 0.061 0.002
(50, 100, 101) 0.058 0.002
(100, 100, 101) 0.047 0.002
Case 2
σ11 = 5
2 × 0.7 (50, 1, 2) 0.492 0.492
(50, 10, 11) 0.521 0.521
(50, 50, 51) 0.580 0.082
(50, 100, 101) 0.601 0.054
(100, 100, 101) 0.738 0.286
σ11 = 5
2 × 0.5 (50, 1, 2) 0.915 0.915
(50, 10, 11) 0.911 0.911
(50, 50, 51) 0.883 0.143
(50, 100, 101) 0.890 0.257
(100, 100, 101) 0.994 0.381
σ11 = 5
2 × 0.3 (50, 1, 2) 1.000 1.000
(50, 10, 11) 1.000 1.000
(50, 50, 51) 0.998 0.167
(50, 100, 101) 1.000 0.743
(100, 100, 101) 1.000 0.294
Table 5: Empirical percentages of rejecting H0: Case 1 is corresponding to a correct model
specification and Case 2 is corresponding to a model misspecification; Method 1 using
selected set of estimating functions by Rn, and Method 2 using all estimating functions.
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moderate to vigorous physical activity (MVPA) minutes, were assessed from accelerometers
which the girls were asked to wear for 7 days in each of the study period. Thirty-four
predictor variables to be considered include: (1) demographic and psychosocial information
(individual- and social-level variables) that were obtained from questionnaires; (2) height,
weight, and triceps skinfold to assess body composition; and (3) geographical information
systems (GIS) and self-report for neighborhood-level variables.
This data set has a few features. First, the response variable takes only positive values.
Though transformation is a possible option, identifying a full parametric distributional
assumption remains challenging, especially considering the dependence nature of the longi-
tudinal study. Second, dependence from the repeated measurements is a crucial issue that
needs to be considered by statistical analysis, especially concerning the efficiency of the
resulting estimator.
In this example, we consider an over-identified model specification with more estimating
equations than the number of parameters, i.e., r > p, similar to the one in the simulation
example of repeated measurements in Section 3.1.3. We employ the same estimating equa-
tions and basis matrices M1 and M2 of size 3 × 3 and r = 2p as in Section 3.1.3. Eight
predictor variables out of thirty four were selected in the model for the logarithm of MVPA
(Table 6). The second column of Table 6 provides the regression coefficients together with
the 95% component-wise confidence intervals estimated by the approach in Section 2.2
using the over-identified estimating equations. We see that none of the 95% confidence
intervals contain 0, showing that all the selected variables are statistically significant in
the model. We applied the over-identification test of Section 2.3, and found no significant
statistical evidence against the model specification with over-identification.
For comparisons, we then applied an alternative approach using the normal equation
of the linear model as the estimating equations, corresponding to apply a linear regres-
sion model. The third column of Table 6 reports the component-wise point estimates and
confidence intervals for the eight selected variables. We see that all confidence intervals
in this case are wider than those from the over-identified estimating equations; the ratios
of the interval lengths are reported in the fourth column of Table 6. In particular, the
variable smoker is significant when applying the over-identified approach, but insignificant
simply with the normal equation ignoring the dependence between the repeated measure-
ments. Our finding with over-identified estimating equations is consistent with the litera-
ture (Young et al., 2017).
As for the selected model, the first variable TAAG is an ordinal variable indicating
the wave of study when data were collected. As expected, physical activities decreased
significantly over time among young females. The variable msqbod f (self-management
strategies) is an aggregated variable and a sum of 8 questionnaire items, ranging from 8 to
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Variable Repeated Linear Reg. C.I. Ratio
TAAG (time) -0.280 (-0.310,-0.210) -0.297 (-0.356,-0.237) 0.840
Body mass index -0.056 (-0.136,-0.016) -0.098 (-0.163,-0.041) 0.984
Self-management strategies 0.072 (0.052,0.172) 0.126 (0.065,0.186) 0.992
Social support from friends 0.118 (0.048,0.148) 0.079 (0.023,0.135) 0.890
Smoker -0.102 (-0.132,-0.022) -0.044 (-0.100,0.011) 0.991
Father’s education 0.059 (0.029,0.139) 0.087 (0.023,0.151) 0.859
Mother’s education 0.067 (0.037,0.147) 0.073 (0.010,0.137) 0.862
Number of parks within 1 mile 0.088 (0.058,0.178) 0.126 (0.061,0.182) 0.992
Table 6: The regression coefficients and estimated 95% confidence intervals for the selected
variables associated with MVPA over time using penalized EL, as compared to linear
regression. The column C.I. Ratio lists the ratio of the 95% confidence intervals constructed
from over-identified estimating functions and the linear models.
40. msqbod ob (social support from friends) is a sum of 3 questionnaire items with possible
range from 3 to 15. Both msqbod f and msqbod ob are positively correlated with MVPA,
as expected. In addition, parents’ education and the number of parks with 1 mile distance
from home have positive impact on physical activities. On the other hand, BMI and being
a smoker are negatively correlated with physical activities. Our findings are consistent with
the previous results (Young et al., 2014; Grant et al., 2015; Young et al., 2017).
Furthermore, we calculated the two-dimensional confidence regions for the selected vari-
ables, while has not been investigated before. Figure 1 plots two-dimensional confidence
regions for TAAG (i.e., time) v.s. other covariates. The constructed elliptical confidence
regions are not symmetric at the estimate, and between variable difference may provide
additional practical insights to the problem.
4 Initial estimator, conditions, and theoretical results
4.1 Initial estimator by penalized empirical likelihood
Both approaches in Sections 2.2 and 2.3 require some initial estimators for θ0. For
general estimating equations, the approach of Chang et al. (2017a) can be applied satis-
factorily for obtaining the initial estimators. The penalized EL estimator of Chang et al.
(2017a) is defined as
θ̂
pe
n = arg min
θ∈Θ
max
λ∈Λ̂n(θ)
[ n∑
i=1
log{1 + λTgi(θ)}+ n
p∑
k=1
P1,pi(|θk|)− n
r∑
j=1
P2,ν(|λj|)
]
, (4.1)
where θ = (θ1, . . . , θp)
T, λ = (λ1, . . . , λr)
T, Λ̂n(θ) = {λ ∈ Rr : λTgi(θ) ∈ U , i = 1, . . . , n}
for U being an open interval containing zero, and P1,pi(·) and P2,ν(·) are two penalty func-
tions with tuning parameters pi and ν, respectively. Recall S = supp(θ0) and |S| = s n,
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Figure 1: Two-dimensional estimated EL based confidence regions of the coefficient es-
timates for time v.s. other covariates. Blue solid dots are the penalized EL estimates.
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i.e., the truth θ0 is sparse. As shown in Chang et al. (2017a), by respectively regulariz-
ing the magnitudes of the parameter θ and the Lagrange multiplier λ in (4.1), θ̂
pe
n is a
consistent estimator under standard regularity conditions.
We observe that regularizing λ in (4.1) leads to a sparse solution λ̂ corresponding to θ̂
pe
n ,
which effectively selects marginal estimating functions in g(·; ·). Write λ̂ = (λ̂1, . . . , λ̂r)T
and define Rn = supp(λ̂). For the penalty function P2,ν(·) involved in (4.1), let ρ2(t; ν) =
ν−1P2,ν(t) for any t > 0. For the over-identification test in Section 2.3, the bias in-
duced by the penalties P1,pi(·) and P2,ν(·) in θ̂
pe
n may affect the properties of the test
statistic. Write η̂ = (η̂1, . . . , η̂r)
T with η̂j = νρ
′
2(|λ̂j|; ν)sgn(λ̂j) for λ̂j 6= 0 and η̂j ∈
[−νρ′2(0+), νρ′2(0+)] for λ̂j = 0, V̂Rn(θ̂
pe
n ) = n
−1∑n
i=1 gi,Rn(θ̂
pe
n )gi,Rn(θ̂
pe
n )
T and ĴRn =
{∇θS g¯i,Rn(θ̂
pe
n )}TV̂−1Rn(θ̂
pe
n ){∇θS g¯i,Rn(θ̂
pe
n )}. To achieve its best performance, we propose
a bias correction:
θ̂n = θ̂
pe
n − ψ̂
∗
n (4.2)
where the p-dimensional vector ψ̂
∗
n satisfies ψ̂
∗
n,S = ψ̂n and ψ̂
∗
n,Sc = 0 with s-dimensional
vector ψ̂n = Ĵ
−1
Rn{∇θS g¯Rn(θ̂
pe
n )}TV̂−1Rn(θ̂
pe
n )η̂Rn . We have the following proposition for the
properties of θ̂n.
Proposition 1. By assuming the same conditions for Theorem 2 of Chang et al. (2017a)
hold, we have (i) θ̂n,S − θ0,S = −J−1Rn [E{∇θSgi,Rn(θ0)}]TV−1Rn(θ0)g¯Rn(θ0) + ∆n where
|∆n|∞ = Op(φn) for some φn = o(n−1/2), (ii) P(θ̂n,Sc = 0)→ 1 as n→∞.
To compute the bias-corrected θ̂n, the support S of θ0 is needed. In practice, we may
use the support of θ̂
pe
n . Theorem 1 of Chang et al. (2017a) establishes that |θ̂
pe
n − θ0|∞ =
Op(αn) for some αn → 0 as n → ∞. If the signal strength of the components in θ0,S
satisfies the condition αn = o(mink∈S |θ0k|), such a support estimation is valid in the sense
P{supp(θ̂pen ) = supp(θ0)} → 1 as n→∞.
4.2 Inferences for low-dimensional components
To establish theoretical guarantees for the validity of the confidence sets C1−α given in
Section 2.2, we assume the following regularity conditions.
Condition 1. There exists a small | · |∞-neighborhood of θ0, denoted by Θ0, in which
g(X;θ) is twice continuously differentiable with respect to θ for any X, and
sup
θ∈Θ0
max
1≤j≤r
max
1≤l≤p
1
n
n∑
i=1
∣∣∣∣∂gj(Xi;θ)∂θl
∣∣∣∣2 = Op(ϕ1,n),
sup
θ∈Θ0
max
1≤j≤r
max
1≤l1,l2≤p
1
n
n∑
i=1
∣∣∣∣∂2gj(Xi;θ)∂θl1∂θl2
∣∣∣∣ = Op(ϕ2,n)
for some ϕ1,n, ϕ2,n > 0 that may diverge with n.
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Condition 2. There are two uniform positive constants C1 > 0 and γ > 4 such that
E{supθ∈Θ0 |gj(Xi;θ)|γ} < C1 for any j = 1, . . . , r.
Condition 3. There exists $n > 0 such that max1≤j≤r n−1
∑n
i=1 |gj(Xi;θ0)|2 = Op($n),
where $n may diverge with n.
Condition 4. The eigenvalues of E{g(Xi;θ0)g(Xi;θ0)T} are uniformly bounded away
from zero and infinity.
Condition 1 is a standard requirement on the first and second derivations of the esti-
mating function g(·; ·), ensuring the smoothness of the functions. If there exist two uni-
form envelope functions Bn,1(·) and Bn,2(·) with E{B2n,1(Xi)} <∞ and E{Bn,2(Xi)} <∞
such that |∂gj(X;θ)/∂θl| ≤ Bn,1(X) and |∂2gj(X;θ)/∂θl1∂θl2 | ≤ Bn,2(X) (j = 1, . . . , r;
l, l1, l2 = 1, . . . , p) for any θ ∈ Θ0, then ϕ1,n and ϕ2,n in Condition 1 can be selected as con-
stant 1. More generally, if there exist envelop functions Bn,jl(·) such that |∂gj(X;θ)/∂θl|2 ≤
Bn,jl(X) (j = 1, . . . , r; l = 1, . . . , p) for any θ ∈ Θ0, and |E{Bkn,jl(Xi)}| ≤ H1k!Hk−22 for
any k ≥ 2, where H1 and H2 are two uniform positive constants independent of j and l,
then Theorem 2.8 of Petrov (1995) implies sup1≤j≤r sup1≤l≤p n
−1∑n
i=1Bn,jl(Xi) = Op(1)
provided that max{log r, log p} = o(n), so that ϕ1,n = 1 as well. Conditions 2 and 3 contain
assumptions on the existence of the moments of the estimating functions. Considering the
high-dimensional problems, we allow divergent $n. Condition 4 is commonly assumed on
the eigenvalues of covariance matrix E{gi(θ0)gi(θ0)T} to ensure that the covariance matrix
of g(Xi;θ0) is not singular.
Condition 5. Let Γ = E{∇θgi(θ0)}. There exist sparse ak ∈ Rr (k = 1, . . . ,m) such
that ΓTak = Γ
T
Vkak,Vk = ξk, where Vk = supp(ak), and ΓVk is the |Vk| × p matrix including
the rows of Γ indexed by Vk. Additionally, ΓVkΓTVk is invertible, implying that ak,Vk =
(ΓVkΓ
T
Vk)
−1ΓVkξk is the unique solution to Γ
T
Vku = ξk. The estimators a
n
k ’s satisfy that
max1≤k≤m |ank − ak|1 = Op(ωn) for some ωn → 0. Let A = (a1, . . . , am)T, we assume that
max1≤k≤m |ak|1 ≤ C2 for some uniform constant C2 > 0, and the largest eigenvalue of AAT
is uniformly bounded away from infinity.
Condition 5 ensures that the limits of ank (k = 1, . . . ,m) are well-defined, and the sparse
matrix A is the approach we take here for that purpose. As discussed in Section 2.2, this
condition imposes structural requirements on the estimating functions in g(·; ·), and it can
be viewed as a generalization of the framework for large sparse matrix estimation. Here a
sparse ak may correspond to that the Γ itself is sparse, essentially implying that a given
component of g(·; ·) is not informative with respect to too many components of the pa-
rameter θ, which is reasonable in practice. For this challenging high-dimensional inference
problem, it may also be viewed as additional structural information. The conditions on
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the convergence rate and the bounded L1-norm are not restrictive. For special case of the
linear models, for example, the setting of Cai et al. (2011) satisfies the conditions. We
note that alternatives of Condition 5 are possible for ensuring a well defined limit of An,
by incorporating different structural information on Γ, and accompanied with different
estimators for constructing the linear transformation matrix An.
We then have the following theorem for the procedure outlined in Section 2.2.
Theorem 1. Under Conditions 1–5, if |θ∗1 − θ1,0|1 = Op(ξ1,n) and |θ∗2 − θ2,0|1 = Op(ξ2,n),
(i) if m is fixed, ϕ1,nξ
2
2,n = o(1), nτ
2ξ22,n = o(1), nϕ
2
2,nξ
2
2,n(ξ
2
1,n + ξ
2
2,n) = o(1) and
$nω
2
n log r = o(1), then `
∗
An
(θ1,0)→d χ2m as n→∞;
(ii) if m diverges as n → ∞, m2ϕ1,nξ22,n = o(1), m$nω2n(m + log r) = o(1), m3n2/γ−1 =
o(1), mnτ 2ξ22,n = o(1) and mnϕ
2
2,nξ
2
2,n(ξ
2
1,n + ξ
2
2,n) = o(1), then (2m)
−1/2{`∗An(θ1,0) −
m} →d N(0, 1) as n→∞.
To ensure the validity of the procedure in Section 2.2, Theorem 1 requires consistent
initial estimator θ∗. Results in Theorem 1 also suggest that faster convergence rate of θ∗
would accommodate higher dimensionality of p and r. If we consider the case with sparse
truth θ0 = (θ
T
0,S ,0
T)T in linear and generalized linear models, then for existing sparse and
consistent penalized likelihood estimators, and under appropriate conditions, |θ∗S−θ0,S |∞ =
Op(αn) for some αn → 0, and P(θ∗Sc = 0) → 1. Let s∗ = |{1 ≤ k ≤ m : θ0k 6= 0}| where
θ0k is the kth component of θ0,S . Then ξ1,n = s
∗αn and ξ2,n = (s − s∗)αn. In an ideal
case with ϕ1,n = ϕ2,n = $n = 1, Theorem 1 holds provided that m
2(s − s∗)2α2n = o(1),
mω2n(m+ log r) = o(1), m
3n2/γ−1 = o(1), mnτ 2(s− s∗)2α2n = o(1) and mns2(s− s∗)2α4n =
o(1). For penalized likelihood estimators with the oracle properties in the sense of Fan
and Li (2001), and for the bias corrected penalized EL estimator (4.2) of Chang et al.
(2017a) in generic over-identified problems, n1/2 rate is achievable for estimating each
component of θ0,S . In such cases, ξ1,n = s∗n−1/2 and ξ2,n = (s − s∗)n−1/2, and Theorem
1 holds provided that m2(s − s∗)2n−1 = o(1), mω2n(m + log r) = o(1), m3n2/γ−1 = o(1),
mτ 2(s − s∗)2 = o(1) and ms2(s − s∗)2n−1 = o(1). When m is fixed, Theorem 1 holds if
ω2n log r = o(1), s
2τ 2 = o(1) and s4n−1 = o(1). That is, with a polynomial rate ωn when
approximating ak in Condition 5, our method accommodates exponentially diverging r as
n→∞ for valid statistical inferences.
4.3 Over-identification test
Let q = |J | and hn = |Rn|. We assume the following conditions for theoretical analysis
of the over-identification test in Section 2.3.
Condition 6. For any j = 1, . . . , r and l = 1, . . . , p, E{|∂gj(Xi;θ0)/∂θl|γ} < C1 for the
same C1 and γ specified in Condition 2. There exists some ρn > 0 that may diverge with
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n, such that
sup
θ∈Θ0
max
1≤j≤r
1
n
n∑
i=1
|gj(Xi;θ)|γ = Op(ρn). (4.3)
Meanwhile, there exists a constant C6 > 0 such that as n→∞.
P
{
inf
θ∈Θ0
min
j∈J
1
n
n∑
i=1
|gj(Xi;θ)|2 > C6
}
→ 1.
Condition 6 involves extra conditions on the moments of the estimating functions. If
there exist an envelop function Bn,3(·) with E{Bγn,3(Xi)} < ∞ such that |gj(X;θ)| ≤
Bn,3(X) for any 1 ≤ j ≤ r and θ ∈ Θ0, ρn can be taken as 1 as in (4.3). We have
the following theorem for the size of the proposed over-identification test under the null
hypothesis.
Theorem 2. Assume that the eigenvalues of [E{∇θSgi,Rn(θ0)}]T[E{∇θSgi,Rn(θ0)}] and
[E{∇θSgi,J (θ0)}]T[E{∇θSgi,J (θ0)}] are uniformly bounded away from zero and infinity,
and B defined in (2.8) satisfies ‖B‖∞ is uniformly bounded away from infinity. Let Con-
ditions 1, 2(i), 4 and 6 hold, and θ̂n in (4.2) is applied so that Proposition 1 holds.
If (ϕ1,ns
2 + ρ
4/γ
n log r)sh3nn
−1(log q)2 = o(1), (ϕ22,ns
2 + ϕ1,n log r)s
2h2nn
−1(log q)2 = o(1),
ρ
6/γ
n (ϕ1,ns
2 + log r)3n−1(log q)2 = o(1), q2n−(γ−2)(log n)3γ+3 = o(1) and nφ2n log q = o(1),
then sup0<α<1 |PH0(Tn > ĉvα)− α| p−→ 0 as n→∞, where ĉvα is specified in (2.11).
Theorem 2 shows that the size of the test Ψα = I{Tn > ĉvα} is approximately α.
In an ideal case ϕ1,n = ϕ2,n = ρn = 1 and hn ≥ s, Theorem 2 holds provided that
(s2 + log r)sh3nn
−1(log q)2 = o(1), n−1(log r)3(log q)2 = o(1), q2n−(γ−2)(log n)3γ+3 = o(1)
and nφ2n log q = o(1). In addition, if we select J = Rn which means q = hn, then
Theorem 2 is valid if (s2 + log r)sh3nn
−1(log hn)2 = o(1), n−1(log r)3(log hn)2 = o(1) and
nφ2n log hn = o(1). Therefore, the proposed over-identification test can be employed in the
case that r and p diverges exponentially.
To show the test is a consistent test, we assume that under the alternative hypothesis
H1,
inf
θ∈Θ
|E{g(Xi;θ)}|∞ ≥ ςn (4.4)
for some ςn > 0 that may decay to zero as n → ∞. Since Θ is a compact set in Rp,
there exists θ∗ ∈ Θ such that θ∗ = arg infθ∈Θ |E{g(Xi;θ)}|∞. We assume the following
condition to investigate the performance of the proposed test under H1.
Condition 7. Let j∗ = arg max1≤j≤r |E{gj(Xi;θ∗)}|. It holds that |n−1
∑n
i=1 gj∗(Xi;θ∗)−
E{gj∗(Xi;θ∗)}| = op(ςn).
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The following theorem shows that the proposed test is a consistent test.
Theorem 3. Let (4.4) and Condition 7 hold under H1. Selecting J satisfying J ⊇ Rn.
If (4.3) hold and ρ
2/γ
n ς−2n n
2/γ−1 log q = o(1), then we have PH1(Tn > ĉvα) → 1 as n → ∞,
where ĉvα is specified in (2.11).
As an implication of Theorem 3, the set of estimating functions in Rn is informative in
detecting violation of the null hypothesis, and it is indeed an ideal choice for J .
5 Discussion
We consider high-dimensional statistical inference problems with over-identification in
this paper. Our study focuses on inference on low-dimensional components of the model
parameters and over-identification test. We show that EL provides a powerful and flexible
device for such a purpose. Our investigation extends the coverage of the tools for high-
dimensional statistical inferences to multiple low-dimensional components and linear func-
tions of the model parameters. Our method for statistical inferences with low-dimensional
components of the model parameters can also be viewed as an approach dealing with
nuisance parameter estimation in EL, in which central chi-square distributed EL ratio is
obtained even with high-dimensional estimating equations and plugged-in estimated nui-
sance parameters. The proposed testing procedure fills the blank for over-identification
test in high-dimensional settings.
Statistical inferences with high-dimensional problems are generally more challenging
when the paradigm shifts to exponentially diverging number of model parameters. There
are many interesting open problems. For example, how to assess the efficiency of the infer-
ence procedure, how to establish an optimal procedure for conducting statistical inferences,
how to incorporate more general non-standard and non-smooth estimating functions such
as those for quantile regression, and how to handle the more challenging cases with poten-
tially non-sparse model parameters. We plan to continue pursuing those problems in our
future works.
References
Belloni, A. and Chernozhukov, V. (2013), “Least squares after model selection in high-
dimensional sparse models,” Bernoulli, 19, 521–547.
Bickel, P. and Levina, E. (2008), “Regularized estimation of large covariance matrices,”
Ann. Statist., 36, 199–227.
Bu¨hlmann, P. and van de Geer, S. (2011), Statistics for High-dimensional Data: Methods,
Theory and Applications, New York: Springer.
Cai, T., Liu W., and Luo, X. (2011), “A constrained `1 minimization approach to sparse
precision matrix estimation”, J. Amer. Statist. Assoc., 106, 594–607.
26
Chang, J., Chen, S. X., and Chen, X. (2015), “High dimensional generalized empirical
likelihood for moment restrictions with dependent data,” J. Econometrics, 185, 283–304.
Chang, J., Tang, C. Y., and Wu, T. T. (2017a), “A new scope of penalized empirical
likelihood with high-dimensional estimating equations,”Ann. Statist., in press.
Chang, J., Tang, C. Y., and Wu, Y. (2013), “Marginal empirical likelihood and sure
independence feature screening,” Ann. Statist., 41, 2132–2148.
— (2016), “Local independence feature screening for nonparametric and semiparametric
models by marginal empirical likelihood,” Ann. Statist., 44, 515–539.
Chang, J., Zheng, C., Zhou, W.-X., and Zhou, W. (2017b), “Simulation-based hypothesis
testing of high dimensional means under covariance heterogeneity,” Biometrics, in press.
Chen, J. and Chen, Z. (2008), “Extended Bayesian information criterion for model
selection with large model space,” Biometrika, 95, 759–771.
Chernozhukov, V., Chetverikov, D., and Kato, K. (2013), “Gaussian approximations and
multiplier bootstrap for maxima of sums of high-dimensional random vectors,” Ann.
Statist., 41, 2786–2819.
Chernozhukov, V., Hansen, C., and Spindler, M. (2015), “Valid post-selection and
post-regularization inference: an elementary, general approach,” Annual Review of
Economics, 7, 649–688.
Fan, J. and Li, R. (2001), “Variable selection via nonconcave penalized likelihood and its
oracle properties,” J. Amer. Statist. Assoc., 96, 1348–1360.
Fan, J. and Lv, J. (2010), “A selective overview of variable selection in high dimensional
feature space,” Statist. Sinica, 20, 101–148.
Grant, E. M., Young, D. R., and Wu, T. T. (2015), “Predictors for physical activity in
adolescent girls using statistical shrinkage techniques for hierarchical longitudinal mixed
effects models,” PLOS ONE, 10, e0125431.
Hall, A. R. (2005), Generalized Method of Moments, Oxford University Press.
Hansen, L. P. (1982), “Large sample properties of generalized method of moments
estimators,” Econometrica, 50, 1029–1054.
— (2015), “Method of moments and generalized method of moments,” International
Encyclopedia of the Social & Behavioral Sciences, 294–301.
Hansen, L. P. and Hodrick, R. J. (1980), “Forward exchange rates as optimal predictors
of future spot rates: an econometric analysis,” Journal of Political Economy, 88, 829–853.
Hansen, L. P. and Singleton, K. J. (1982), “Generalized instrumental variables estimation
of nonlinear rational expectations models,” Econometrica, 50, 1269–1286.
27
Hjort, N. L., McKeague, I., and Van Keilegom, I. (2009), “Extending the scope of empirical
likelihood,” Ann. Statist., 37, 1079–1111.
Jing, B.-Y., Shao, Q.-M., and Wang, Q. (2003), “Self-normalized Cramer-type large
deviations for independent random variables,” Ann. Prob., 31, 2167–2215.
Lee, J. D., Sun, D. L., Sun, Y., and Taylor, J. E. (2016), “Exact post-selection inference,
with application to the lasso,” Ann. Statist., 44, 907–927.
Leng, C. and Tang, C. Y. (2012), “Penalized empirical likelihood and growing dimensional
general estimating equations,” Biometrika, 99, 703–716.
Liang, K. Y. and Zeger, S. L. (1986), “Longitudinal data analysis using generalized linear
models,” Biometrika, 73, 13–22.
Matyas, L. (ed.) (2007), Generalized Method of Moments Estimation, Cambridge Univer-
sity Press.
Newey, W. K. and Smith, R. J. (2004), “Higher order properties of GMM and generalized
empirical likelihood estimators,” Econometrica, 72, 219–255.
Neykov, M., Ning, Y., Liu, J. S., and Liu, H. (2016), “A unified theory of confidence regions
and testing for high dimensional estimating equations,” Manuscript, arXiv:1510.08986.
Ning, Y. and Liu, H. (2016), “A general theory of hypothesis tests and confidence regions
for sparse high dimensional models,” Ann. Statist., in press.
Owen, A. B. (2001), Empirical Likelihood, New York: Chapman and Hall/CRC.
Petrov, V. V. (1995), Limit Theorems of Probability Theory: Sequences of Independent
Random Variables, Oxford University Press.
Qin, J. and Lawless, J. (1994), “Empirical likelihood and general estimating equations,”
Ann. Statist., 22, 300–325.
Qin, J. and Lawless, J. (1995). “Estimating equations, empirical likelihood and constraints
on parameter”, The Canadian Journal of Statistics, 23, 145-159.
Qu, A., Lindsay, B. G., and Li, B. (2000), “Improving estimating equations using quadratic
inference functions,” Biometrika, 87, 823–836.
Sargan, J. D. (1958), “The estimation of economic relationships using instrumental
variables,” Econometrica, 26, 393–415.
Singleton, K. J. (2008), Empirical Dynamic Asset Pricing, Princeton University Press.
Tibshirani, R. J., Taylor, J., Lockhart, R., and Tibshirani, R. (2016), “Exact post-selection
inference for sequential regression procedures,” J. Amer. Statist. Assoc., 111, 600–620.
28
van de Geer, S., Bu¨lmann, P., Ritov, Y., and Dezeure, R. (2014), “On asymptotically
optimal confidence regions and tests for high-dimensional models,” Ann. Statist., 42,
1166–1202.
Young, D., Saksvig, B. I., Wu, T. T., Zook, K., Li, X., Champaloux, S., Grieser, M., Lee,
S., and Treuth, M. S. (2014), “Multilevel correlates of physical activity for early, mid,
and late adolescent girls,” Journal of Physical Activity and Health, 11, 950–960.
Young, D.R., Cohen, D., Koebnick, C., Mohan, Y., Saksvig, B.I., Sidell, M., and Wu, T. T.
(2017), “Longitudinal Predictors of Physical Activity Among Females from Adolescence
into Young Adulthood,” Manuscript.
Zhang, C.-H. and Zhang, S. S. (2013), “Confidence intervals for low dimensional param-
eters in high dimensional linear models,” J. R. Stat. Soc. Ser. B. Stat. Methodol., 76,
217–242.
29
