In this paper we solve two equivalent time optimal control problems. On one hand, we design the control field to implement in minimum time the SWAP (or equivalent) operator on a two-level system, assuming that it interacts with an additional, uncontrollable, two-level system. On the other hand, we synthesize the SWAP operator simultaneously, in minimum time, on a pair of twolevel systems subject to opposite drifts. We assume that it is possible to perform three independent control actions, and that the total control strength is bounded. These controls either affect the dynamics of the target system, under the first perspective, or, simultaneously, the dynamics of both systems, in the second view. We obtain our results by using techniques of geometric control theory on Lie groups. In particular, we apply the Pontryagin Maximum Principle, and provide a complete characterization of singular and non-singular extremals. Our analysis shows that the problem can be formulated as the motion of a material point in a central force, a well known system in classical mechanics. Although we focus on obtaining the SWAP operator, many of the ideas and techniques developed in this work apply to the time optimal implementation of an arbitrary unitary operator.
I. INTRODUCTION A. Statement of the problem
In this work we consider the controlled dynamics of a pair of interacting two-level quantum systems, where the purpose of the control action is the generation in minimum time of a desired unitary operation on one of these systems, which in the following will be called the target system (T ). The other system represents an unavoidable disturbance or environment (E). The dynamics of the whole system is given by the Schrödinger operator equatioṅ X(t) = −iH(u)X(t), X(0) = I ⊗ I,
where X(t) describes the evolution of the density matrix of the composite system from its initial to its final configuration, ρ(0) → ρ(t) = X(t)ρ(0)X † (t), and I is the identity operator for two-level systems. The initial state is assumed to be factorized, ρ(0) = ρ E (0) ⊗ ρ T (0), and H(u) is the Hamiltonian of the system, given by
The first term in H(u) contains three possibly time varying control actions u k = u k (t), k = x, y, z, with L 2 norm bounded in strength, u 
with commuting relations [σ k , σ l ] = 2iσ m , and (k, l, m) is a cyclic permutation of (x, y, z) [29] .
The second term in (2) represents an Ising interaction between the two systems; we assume ω 0 = 0, otherwise the problem reduces to that of controlling an isolated two-level system with bounded control, which has been solved in previous work [1, 2] . Without loss of generality we can take ω 0 > 0, as we shall shortly see. We neglect the free evolution of the environmental two-level system. It is meant that terms on the right of the tensor product are associated to the target system. Because of the block structure of the Hamiltonian (2) and of the initial state X(0), the evolution operator has a block structure at any time t, X(t) = diag(X 1 (t), X 2 (t)) = P 1 ⊗ X 1 (t) + P 2 ⊗ X 2 (t),
where the projectors P 1 , P 2 are given by
and the dynamics of the two blocks is given bẏ X 1 (t) = −i(ω 0 S z + u x S x + u y S y + u z S z )X 1 (t), X 1 (0) = I, X 2 (t) = −i(−ω 0 S z + u x S x + u y S y + u z S z )X 2 (t), X 2 (0) = I.
The dynamics of the target system is obtained by taking the partial trace of ρ(t) over the degrees of freedom of the environmental system; since TrP i P j = δ ij , we find ρ T (t) = Tr E (ρ(t)) = Tr E P 1 ρ E (0) X 1 (t)ρ T (0)X † 1 (t) + Tr E P 2 ρ E (0) X 2 (t)ρ T (0)X †
(t). (7)
Our task is to find the minimum time t f such that this evolution reproduces a given unitary operator X f ∈ SU(2) acting on the target system,
In principle, the initial state of the environmental qubit ρ E (0) is unknown. Therefore, Eq.s (7) and (8) must hold for every ρ E (0). A necessary and sufficient condition for this is that X 1 (t f ) = ±X f and X 2 (t f ) = ±X f , with all possible combinations of signs. In view of the evolution equations (6), we conclude that the problem of optimally steering a twolevel system in interaction with a second two level system is equivalent to the problem of optimally driving two independent two-level systems, subject to opposite drifts, through the same control actions. Moreover, we see that our choice ω 0 > 0 is not restrictive, since the case ω 0 < 0 amounts to interchanging the two systems 1 and 2.
B. Motivation
The application to the study of quantum mechanical systems of methods of geometric control theory, and in particular optimal control theory, is a longstanding practice. These methods are particularly suitable in applications to the synthesis of specific operations in quantum information processing [3] , the control of nuclear spins in nuclear magnetic resonance [4] , or the optimization of specific reactions in atomic or molecular physics.
In this context, two-level systems are often the building blocks of larger structures. Therefore, it is of great relevance to understand to what extent it is possible to manipulate them, especially when they are immersed in a dissipative environment (see [5] [6] [7] [8] [9] [10] [11] [12] [13] and references therein for some applications of optimal control theory to quantum systems). The standard approach for their control is given by dynamical decoupling techniques [14] , which, however, usually require unbounded control actions. Whenever a bound on the controls cannot be neglected, optimal control represents an alternative tool to dynamical decoupling.
A dissipative environment is usually modeled by a thermal bath with infinitely many degrees of freedom. However, for some specific systems, it is meaningful to model the external world by means of a finite-dimensional system. A noticeable example is provided by the study of NV centers in diamonds, which are currently of great interest for applications in quantum information technology (see, e.g. [15, 16] ). The control task is to drive a central spin independently of the environmental spins, whose coupling strengths to the central spin generally depend on their distances from it. The problem considered in this work is the simplest instance of this situation where only one environmental spin exists. See [17] for a numerical analysis of the dependence of the optimal time of transition on the number of environmental spins.
In all these scenarios it is desirable that a given state transfer occurs in minimum time.
This is both to increase the efficiency of quantum operations which typically require a cascade of elementary gates and to minimize the effect of an (un-modeled) environment.
Besides applications in quantum mechanics, the optimal control of SU(2) operations is strictly related to the optimal control on SO(3), being SU(2) the double cover of SO(3).
Since SO(3) is the group modeling the attitude of a rigid body, our analysis is also of general interest in the study of classical mechanical systems.
C. Plan of the paper
We are able to derive analytical expressions for the time optimal control strategies, and the corresponding optimal times, for target operations equivalent to the SWAP operation, in the terms described in Proposition II.1, and for a specific range of values of ω 0 and γ. Nonetheless, whenever appropriate, we present partial result valid for general target operations X f .
In Section II we discuss the Lie algebraic structure of the problem, and briefly review the Pontryagin Maximum Principle (PMP) of optimal control theory [18, 19] in the context of control on Lie groups. This fundamental result provides the theoretical framework for our investigation. The controls satisfying the PMP are candidate optimal and they are called extremals, and they are classified in nonsingular and singular extremals. Usually, the procedure for solving an optimal control problem by means of the PMP consists of several steps, which in our specific case are given by: (i) solution of the dynamical equations derived from the PMP; (ii) determination of the extremals; (iii) solution of the system dynamics for these control strategies, and computation of the corresponding time of transition to the desired target operator; (iv) determination of the optimal strategy by comparison of the different extremal strategies. In general, some of these steps cannot be carried out analytically, and one has to resort to numerical computations. In the present case, numerical analysis and the structure of the problem will suggest a conjecture, which, when adopted, allows an analytical result of the optimal control problem when X f = X SW AP .
We shall present a complete investigation of the aforementioned points (i) -(iv) for the system of interest here. This process is complicated by the presence of singular arcs, which require a separate analysis (see [20] [21] [22] for applications of optimal control theory to quantum mechanical systems where singular solutions exist). In Section III we show that, in both cases of nonsingular and singular extremals, the basic equations derived by applying the PMP can be interpreted as the motion of a fictitious material point subject to a velocity-dependent force. If we choose the final target operator as X f = X SW AP , this force becomes conservative, and the system is equivalent to an integrable classical central force problem. This fact provides a parallel between this optimal control problem and the (deeply investigated) analysis of the motion of a material point in a central force [23] .
At this point, we find convenient to limit our attention to the case X f = X SW AP , and
show that the extremal trajectories correspond to motions with null angular momentum in the effective central-force problem. This result is valid for both cases of nonsingular and singular extremals, which are separately investigated in Sections IV and V. A complete treatment of singular extremals can be performed for arbitrary values of γ and ω 0 , but the investigation of nonsingular extremals is increasingly difficult as γ ω 0 decreases, therefore we limit our attention to cases where analytical solutions are possible. In Section VI, by comparing the different types of extremals previously found, we solve the optimal control problem for X f = X SW AP in the aforementioned range of values of ω 0 and γ, and provide the optimal control strategies and the optimal time. In Section VII we discuss our findings, relate them to existing results, and conclude.
For sake of clarity, the most technical results are reported in Appendices. Also, the most significant results, which are frequently referred to throughout the paper, are presented as Propositions, and formally proved. The reader not interested in the computational details could directly move to Section VI, where the main results are summarized. The investigation of cases other than X f = X SW AP will be presented in a forthcoming paper, complementing the analysis presented here.
II. THE LIE ALGEBRAIC STRUCTURE OF THE PROBLEM
As anticipated in the Introduction, the optimal control problem that we consider in this work is the following: given the dynamical system (6) and a target operation X f ∈ SU(2),
we want to find a control strategy u k (t), k = x, y, z, such that X 1 (t f ) = ±X f and X 2 (t f ) = ±X 1 (t f ), and t f is minimum [30] . First of all, we prove that, for every φ ∈ R, the operator
is reached in the same optimal time as X f .
Proposition II.1. Consider a pair of operators X f andX f ∈ SU(2) which satisfy (9) for some ϕ. Assume that there is a control strategy
γ 2 , such that X 1 and X 2 are mapped to X f (or its negative) in time t f . Then there is a control strategyû k =û k (t) (k = x, y, z), withû Proof: If we defineX 1 = e iϕSz X 1 e −iϕSz andX 2 = e iϕSz X 2 e −iϕSz , we can writė
whereû x = u x cos ϕ + u y sin ϕ,û y = −u x sin ϕ + u y cos ϕ, andû z = u z . These controls satisfy the required constraint since u
z , therefore they represent an admissible control strategy. Moreover, the dynamics (10) is formally the same as (6), therefore the control strategyû k =û k (t) generates the desired transformation
This result is a consequence of a symmetry of the problem, defined by the transformationŝ σ k = e iϕSz σ k e −iϕSz for k = x, y, andσ z = σ z . This change of representation of the Pauli matrices does not affect the system, since it merely corresponds to a redefinition of the controls, but it leaves invariant the equations of motion (6) . The particular form of the controls in the dynamics is crucial for the existence of this symmetry, which is preserved even if there are only two independent controls affecting σ x and σ y (that is, u z ≡ 0).
Following Proposition II.1, we will consider equivalent two target operators which satisfy (9) for some ϕ. Therefore, it is sufficient to solve the optimal control problem for one of them to obtain a complete description of the optimal control strategies and optimal time for all of them. We will rely on this fact, when we will fully solve the case with X f = X SW AP (or equivalent operators). In the representation induced by (3), operators related by (9) differ by a phase in the off diagonal terms.
It is well known in quantum control theory [24] that information on the structure of a control problem can be obtained by analyzing the Lie algebra associated to the system. We define the block-diagonal matrices:
where
σ k , and 0 is the 2 × 2 null matrix, and k = x, y, z. In terms of them, the evolution (1) takes the forṁ
Since we want to find the controls steering in minimum time t f the evolution operator to
we first apply results on the controllability of the system, to answer the question of whether this type of state transfer is possible. This is indeed the case since the Lie algebra generated by the Hamiltonians C z , B x , B y and B z in (12) is, in the considered representation, the Lie algebra of block diagonal 4 × 4 matrices with arbitrary 2 × 2 blocks in su (2) . The set of reachable operators is the associated Lie group of block diagonal 4 × 4 matrices with 2 × 2 blocks in SU (2) . This group contains the desired final conditions for any special unitary operator X f . Therefore, system (12) is controllable on the Lie group of operators of the form diag(Y, Z), where Y, Z ∈ SU(2). This group is compact, semisimple, and isomorphic to SU(2) ⊕ SU(2). The associated Lie algebra, isomorphic to su(2) ⊕ su (2) , is given by l = b ⊕ c, where
satisfy the commutation relations of a Cartan decomposition of l,
More specifically, the commutation relations of the operators in (11) are given by
and (k, l, m) is a cyclic permutation of (x, y, z). The controllability properties of the system along with the fact that the set of possible values for the control is compact allows us to use the standard Filippov's existence result for time optimal control problems (see, e.g., [19] ) to conclude that the time optimal control exists for every final condition in SU(2) ⊕SU (2) [31].
To solve our problem, we shall apply the classical necessary conditions of optimality given by the Pontryagin Maximum Principle (see, e.g., [19] and [26, 27] for application to quantum systems on Lie groups). In order to state them in a form appropriate for our goals, we set up some definitions. Given M ∈ l (usually called the costate), and X a solution of (12), we define the time-dependent coefficients
where A, B = Tr(AB † ), and k = x, y, z.
Definition 1. The Pontryagin Hamiltonian is defined as
Theorem 1. -Pontryagin Maximum Principle (PMP) -Assume that the evolution of X is described by (12) , and that u x , u y , u z is the time optimal control strategy steering X from
Denote byX(t) the corresponding trajectory. Then there exists an operatorM ∈ l,M = 0, a constant λ, and functions b k ,
Moreover, the Pontryagin Hamiltonian is constant and equal to λ. For both singular and nonsingular arcs, and, in fact, for every control, the functions defined in (16) satisfy the following differential equations,
They can be derived by differentiating (16) , taking into account the evolution (12) , and the commuting relations (15) .
For some given initial conditions b k (0), and
and c k (t f ), are obtained by taking X f = X(t f ) in (16) . They read
where X ∈ SO(3) is a matrix representation of the element associated with X f . This follows from the fact that SU (2) is the double covering group of SO(3).
It turns out that (17) is not the only constant of motion on extremal trajectories.
Proposition II.2. System (18) admits the following integrals of motion [32]:
Proof: The fact thatĖ =L = 0 is a direct consequence of (18) .
In the next section we will provide a useful interpretation of these constants. To complete this section, we derive some results which will be needed in the following. First of all, we characterize the structure of extremal control strategies. On nonsingular arcs, since the Pontryagin Hamiltonian is linear in v x , v y and v z , its maximum in the set v
must be on the border of this set. By applying the Lagrange multipliers method we find that the extremal controls satisfy
On nonsingular arcs, µ b can vanish only in isolated points. From standard theorems on ordinary differential equations, it follows that b k must be continuous, and then the controls u k must be piecewise continuous.
Remark II.3. At the beginning of this section, we have proved that two target operators X f andX f satisfying (9) are reached in the same minimum time. One possible interpretation of this result is to think of (9) as a symmetry transformation which preserves the Lie algebraic structure of the problem. Accordingly, if the matrix M ∈ l appearing in the PMP is associated with X f , the corresponding operatorM ∈ l associated withX f , must be given
The coefficients (16) 
III. THE COSTATE DYNAMICS AS A CENTRAL-FORCE PROBLEM
In this section we reinterpret the costate dynamics, i.e. Eq.s (18) , as a central-force
problem. This parallel provides a useful bridge between our problem and a well know scenario in classical mechanics, which has been deeply investigated in the past. While we will find this connection especially useful in the special case X f = X SW AP or equivalent operator, we believe that it is significant for more general final conditions. Therefore, for sake of completeness, initially we consider a generic target operator, and then we specialize our analysis to the case-study of X f = X SW AP .
Assume we are on a nonsingular extremals. By using the general form of the controls (21), we see from (18) thatḃ z ≡ 0, and then b z = b z (0) is a constant. This implies thaṫ
which is equivalent to the constancy of the Pontryagin Hamiltonian on nonsingular extremals:
This result is embodied in the last equation in (18) . The other equations reduce tȯ
which, on account of (24), can be written as
These non-linear equations can be interpreted as modeling the motion of a material point of unit mass, described by a "position" vector b = (b x , b y ) = (b cos θ, b sin θ), in Cartesian or polar coordinates, respectively. This point is driven by a central force, the first and second terms in the right hand side of (26), plus a term dependent on "velocity" (the last contribution in both equations). By using a compact notation,
The velocity-dependent term is not a dissipative contribution. In fact, it is possible to interpret the integral of motion E of the system, given in Proposition II.2, as the associated energy. This can be seen by introducing the potential associated to the radial part of the force,
with
which justifies the interpretation of E as the energy (potential plus kinetic energy). The energy is conserved, and there is no dissipation.
Since we have found b z ≡ b z (0), and by virtue of (19), we can conclude that
Since E is an integral of motion, we must also have c z (t f ) = c z (0) (alternatively, this is a consequence of the invariance of the Pontryagin Hamiltonian).
A. The case X f = X SW AP
If we assume X f = X SW AP or any equivalent operator parameterized by ϕ according to Proposition II.1, we have some simplifications. Therefore, here and in the following sections we will limit our attention to this special case, and then comment about the general case again in Section VII. Since we consider special unitary target operators, we conventionally write X SW AP = iσ y , and then the aforementioned family of equivalent operators is given by
where ϕ is an arbitrary real number, which can be taken in the interval [0, 2π) without loss of generality. The SO(3) matrix introduced in (19) is given by
which is a rotation of angle π about the axis defined by the unit vector (sin ϕ, cos ϕ, 0). For the final coordinates we must have
or, in polar coordinates, b(t f ) = b(0) (as we already know), and θ(t f ) = π−θ(0)−2ϕ. Similar relations hold for c k (t f ). Consistency with the former constraints requires b z (t f ) = b z (0) = 0 and c z (t f ) = c z (0) = 0. This implies that the Pontryagin Hamiltonian equals λ = γb(0), the velocity-dependent term disappears, f(b,ḃ) = 0, and the central force simplifies to
The associated potential is given by
which belongs to the class of integrable potentials, with solutions given in terms of elliptic integrals. Initial and final positions and velocities are related by an orthogonal transformation, the upper 2 × 2 diagonal block in (32). Moreover, the integral of motion L, given in Proposition II.2, takes the form
and then it can be interpreted as the angular momentum of the system.
Because of its particular simplicity, which highly limits the need of numerical analysis, in the reminder of this paper we will fully explore this case. As anticipated in the Introduction, we now separately consider nonsingular and singular extremals.
IV. NONSINGULAR EXTREMALS FOR X f = X SWAP
In this section we limit our attention to nonsingular extremals, for which µ b can vanish only at isolated points. Following the analysis of the previous section, we know that it is possible to express the costate dynamics in terms of elliptic integrals. Unfortunately, this
is not enough to provide useful expressions for the integrals of (6), that is, suitable expressions for the comparison of the extremal trajectories. Nonetheless, numerical computations suggests that the minimum time trajectories are characterized by L = 0. We are not able to prove this result analytically, but we have found numerical evidence of its validity. We refer to Appendix A for more details on the numerical analysis supporting this fact. . These two cases correspond to X f = iσ y and X f = iσ x , respectively. Before analyzing them, we determine the structure of extremal control strategies for nonsingular arcs.
Since µ b = |b x |, we can rewrite the first equation in (26) as
with general solution
The coefficients A j and B j , j = 0, 1, 2, . . . are determined by the initial conditions, and by the requirement that b x (t) andḃ x (t) are continuous functions (whenever b x vanishes, new coefficients must be taken into account). The initial pair of coefficients is given by
and B 0 has been written under the assumption that E = , since the value of this constant does not affect the optimal control problem. The sign of B 0 is the same as the sign ofḃ x (0).
We have two possible solutions (38), depending on the sign of B 0 . All the other coefficients A j and B j are completely determined by the continuity requirements, and their explicit expressions are not needed for further developments. Following (21), the optimal control strategy is necessarily bang-bang, with
If they exist, the switching times are given by the zeros of (38), which depend on b x (0). We denote these switching times byt k =t + kt, k = 0, 1, 2, . . ., witht t 0. The zeros of (38) satisfy 
We don't need explicit expressions oft andt in terms of ω 0 , γ and b x (0), and Eq.s (43), In the following, we separately consider the two aforementioned cases X f = iσ y or X f = iσ x .
A. Case with X f = iσ y By using ϕ = 0 in (33), we derive the final condition b x (t f ) = −b x (0). An explicit computation proves that, if b x (0) = 0 and the control u x is constant, it is impossible to reproduce X f . Therefore, control strategies associated with these nonsingular extremals have an odd number of switching times. We adopt the following definitions:
and with ω = ω 2 0 + γ 2 . By integrating the dynamics (6), we find
where n = 0, 1, 2, . . ., and we have used the notation
By requiring that X 1 (t f ) = −X 2 (t f ) = ±X f , from the pair of equations (45), we obtain
and the total time of evolution on these nonsingular trajectories is t f = 2(t+nt). It turns out that the other possibility, X 1 (t f ) = X 2 (t f ) = ±X f , is inconsistent. To compactly present the treatment of this case, we find convenient to define two functions α = α(ω 0 , γ,t) and
whereτ =t 2 . These definitions are meaningful only when cos α = 0, which is always the case if γ = 0. To prove that they are consistent is a lengthy but standard problem of trigonometry. We can now write in compact form
from which it follows that we can express the left-hand side of (47) as
On the other side, the right-hand side of (47) is computed by considering (46) and the fact that X f = iσ y :
Now, by comparing (50) and (51), we obtain the following set of equations: , and, from (33), the final condition is b x (t f ) = b x (0). It is possible to prove that a constant control strategy is possible only if ω 0 = 0, which has been excluded at the beginning. Therefore, any control strategy for this family of nonsingular extremals must have at least one switching time, and in fact, there must be an even number of them.
The solutions of (6) read
where n = 0, 1, 2, . . .. Working as before, and considering the cases X 1 (t f ) = X f and X 2 (t f ) = ±X f , we find the necessary conditions
and the total time for the transition is given by t f = 2t + (2n + 1)t. By using (50) and (46) we compute
and the right hand sides of (54) can be written as
whereτ =t 2 . By imposing equality of (55) and (56), we find that X 1 (t f ) = −X 2 (t f ) is inconsistent, and X 1 (t f ) = X 2 (t f ) = ±X f is satisfied under the constraints
In general, the solution of this system can be performed numerically. Nonetheless, in the simple cases n = 0, 1 analytical solutions are possible. We refer to Appendix C for the details.
V. SINGULAR EXTREMALS FOR X f = X SWAP
In this section we consider the case of singular extremals, that is, extremal trajectories containing at least one singular arc. Although we limit our attention to X f = X SW AP , the analysis of singular extremals can be performed for any final target operator. For sake of simplicity, this generalization will be presented elsewhere.
In Section II we have seen that, in the present context, the condition for a singular arc is On these extremal trajectories it must be L = 0, since this condition holds on any embedded singular arc, and L is constant everywhere. On singular arcs, the Pontryagin
Hamiltonian gives λ = ω 0 c z , therefore the expression (24) is generically valid. We maintain our simplifying assumption E = (which is true without loss of generality).
Now we prove that any singular arc must be preceded and followed by nonsingular arcs. : this is the only initial condition such that the system admits singular arcs. Since b x (0) 1, we conclude that it is possible to have extremals with singular arcs only if γ ω 0 , which physically corresponds to a control power of the same or more magnitude than the interaction. Correspondingly, we have
and both the smaller and next to smaller zeros of b x (t) satisfy
Without loss of generality we assume that t + > 0, therefore ω(t + −t − ) = 2π and the relevant times aret = t + ,t = 
where u z can be assumed to be constant (see below), and
R + and R − are functions of the constant controls on the last nonsingular arc, u x = −γ cos 2ϕ and u y = γ sin 2ϕ.
The evaluation of the two terms in (61) is cumbersome and the details are reported in Appendix D. Several extremals are possible, generating any target operator equivalent to SWAP. Nonetheless, for the sake of minimizing the transfer time, we can limit our attention to the transition to X f = iσ y , and compute the corresponding control strategy and transfer time t f in this case.
VI. OPTIMAL SOLUTIONS FOR X f = X SWAP
In this section we sum up the previous results and derive the time optimal control to reach the SWAP operator for the system. We have found that there is no loss of generality considering b y ≡ 0, in which case the only possible target operations are X f = iσ y or X f = iσ x , and we have fully characterized the nonsingular and singular extremals, with integral of motion L = 0.
According to Proposition II.1, to these extremals there correspond extremals for any target operator X f equivalent to the SWAP operator. Therefore, to decide which is the optimal solution for some given control strength and drift, it is sufficient to compare the final times associated to these extremals, and find their minimum. We will denote the result by t opt . Moreover, the cases with X f = iσ y and X f = iσ x correspond to situations in which there are an odd, respectively even, number of switching times for the candidate optimal control strategies. In the following, we denote the number of switches by s, and use it to characterize an extremal trajectory whenever we want to make reference to an arbitrary operator equivalent to SWAP.
First of all we derive lower and upper bounds on t opt on nonsingular extremals.
Theorem 2. On nonsingular extremals, if a control strategy requires s 1 switching times,
then the optimal time for the transition to X f = X SW AP (or equivalent operator) must satisfy
Proof: This result is a direct consequence of Proposition IV.1. For sake of clarity, we report the basic facts. If X f = iσ y , since t f = 2t + 2nt with n = 0, 1, . . ., it must be
, there is an odd number of switching times, that is s = 2n + 1, and (64) follows. If X f = iσ x , from t f = 2t + (2n + 1)t we find (2n + 1)
, in this case there is an even number of switching times, s = 2(n + 1), and (64) is still valid.
We have found that there are not extremal trajectories without switching times, s = 0.
We have analytically derived the extremals (and corresponding control strategies) when s 5. We limit our analysis to these cases, and, in view of Theorem 2, we can find the optimal solution if t f 5π ω , which is the lower bound for t opt if s 6. In fact, under this condition, the extremal trajectory that we have not analyzed cannot outperform those which we have taken into account.
It is not possible to give the form of the time optimal control and minimum time in a compact way since the optimal solution depends in an intricate way on the relative values of ω 0 and γ. In different situations the optimal solution is given by different types of extremals, singular or nonsingular. This is illustrated in Fig. 1 , where the choice ω 0 = 1 has been made, and the extremals which are clearly sub-optimal have been neglected. We summarize our findings in the following theorem, where, on account of Proposition II.1, we provide the result for any operator equivalent to SWAP.
Theorem 3. Consider the system (6). Given a target operator of the form
for some ϕ ∈ R, the optimal control strategy steering X 1 and X 2 to ±X f can be nonsingular or singular, depending on the relative values of ω 0 and γ. The associated control strategy is given by (66) on nonsingular arcs, and u x ≡ u y ≡ u z ≡ 0 on the singular arc.
VII. DISCUSSION AND CONCLUSIONS
The problem of controlling in minimum time a quantum bit interacting with an additional two level system can be mapped to an equivalent problem of simultaneous control of two quantum bits under the same control field. In this paper, we have solved this problem for the class of SWAP operators, although some of our results apply to the case of an arbitrary final target operations as well. The application of the necessary conditions of optimality,
given by the Pontryagin Maximum Principle, leads to the consideration of two type of candidates optimal controls, singular and nonsingular. Our analysis shows that singular extremals can be optimal only in a specific range of control strength, and they must have a particular structure, with a singular arc between two nonsingular arcs. The dynamical analysis benefits from known results from the central force problem. We have found that the optimal control strategy depends in a complicated way on the relative strength of the control and the interaction. These results can be used to synthesize the SWAP operation in minimum time in quantum computation implementations in cases where the target system is interacting with an analogous system, and-or to synthesize the SWAP operation on two systems simultaneously.
Because of the homomorphism between SU(2) and SO(3), we can adapt our results to the derivation of optimal control strategies for rotating a rigid body in R 3 in minimum time. The class of SWAP operators in SU(2) corresponds to the class of rotations of angle π around axes orthogonal to the axis of the drift dynamics. This is another scenario where our analysis applies.
The specific form of the interaction (Ising) is crucial for the derivation of our results, and for the equivalence of the two problems mentioned above. An interaction term of the form σ 1 ⊗ σ 2 , with arbitrary σ 1 and σ 2 , can be considered under the perspective of driving only one two-level system, the second one representing an undesired disturbance. But in this case this problem is not equivalent to that of simultaneously driving a pair of twolevel systems with opposite drifts. Finally, more complicated interaction terms (e.g., the
Heisenberg interaction) are not compatible with our procedure.
In our analysis, the drift parameter ω 0 and the control strength γ can be arbitrarily varied, and we have analytically derived the optimal control strategy and the corresponding time We have found that the optimal control strategy for the SWAP operator (or equivalent)
always requires u z = 0, both for nonsingular or singular arcs. Therefore, we can conclude that, for this class of operators, the scenario with only two independent controls u x and u y is completely equivalent to that considered in this work. The same result has been found when investigating the analogous optimal control problem with only one two-level system [2] , and it is a consequence of the symmetry of the problem.
Our results add to the growing literature on optimal control of quantum systems. [29] Although we assume that three independent control actions can affect the system's dynamics, we will find that our results are valid also in the case with only two independent control actions entering the dynamics, when we limit our attention to X f = X SW AP .
[30] The case of a final operation X f ∈ U (2) can be dealt with by adapting the results in SU (2) [31] For the unbounded minimum time control problem, one can find the optimal control in the sense of [25] . The form of the optimal control can be significantly different for different types of bounds on the control such as bounds on the L 1 or L ∞ norm.
[32] The multiplicative constants are introduced for further reference.
[33] Alternatively, we could study the costate dynamics by using the polar coordinates b and θ.
While this approach makes more transparent the symmetry of the problem (which is, basically, independence from θ), we prefer to present our analysis in terms of b x and b y , because they have a smooth evolution. This is not the case for b (whose derivative changes sign when b = 0) and θ (which flips between two fixed values).
Appendix A: Numerical analysis supporting Conjecture 1
In this appendix we provide numerical evidence that L = 0 is a necessary condition for the optimality of extremal trajectories. Without loss of generality, we write the initial condition as (b x (0), 0), which, with the choice E = , leads tȯ
for some ϑ satisfying 0 ϑ π. We solve the costate dynamics (26) , and from them we derive the corresponding extremal controls (21) . Using the extremal controls, we numerically solve Eq.s (6) and derive the corresponding extremal trajectories in the Lie group, X 1 = X 1 (t, ϑ, b x (0)) and X 2 = X 2 (t, ϑ, b x (0)), in the time interval 0 t T . We then consider the following real functions: This numerical analysis is fully consistent with the analytical expressions of nonsingular extremals presented in Section IV. With suitable choices of T , that is, by sufficiently increasing it, it is possible to investigate the structure of sub-optimal extremal arcs, and, again, we find consistency with our analytical results (see Fig. 7 ). On one side our numerical computations motivate the analytical evaluation of extremal strategies; on the other, they provide an independent check of these results, since they are fully consistent with them. 
Similarly, for the transition X 1 (t f ) = −X f we obtain
In (B3) and (B4), we have used the fact that the sign of cos ωτ is determined by the third equation of (52): it is positive in the first case, negative in the second case. Plots of b x (0) and t f as functions of γ are shown in Fig. 2 .
If n = 2, the extremal control strategies have 5 switching times. By expressing cos 4α
and sin 4α in terms of sin α and cos α, we rewrite system (52) as
From the first and second equation we derive the biquadratic equation in sin α, which admits four solutions. If X 1 (t f ) = X f , we obtain
Conversely, if X 1 (t f ) = −X f , we find
From Eq. (48) we can find sin ωτ, and moreover, from the first equation in (B5), by choosing the suitable signs, and rewriting the left hand side as cos 4α for simplicity, we can evaluate
These conditions are consistent with (41) and (43) as long as
Now, by requiring 0 sin α 1 and 0 b x (0) 1, it is possible to prove that all the solutions of (B6) are consistent, and to determine the associated ranges of
, which are not reported here because they are not needed for further developments. The final times associated to these four extremals are given by t f = 2t + 4t, that is
Plots of b x (0) and t f for these four extremal trajectories are shown in Fig. 3 . Our development shows that the only extremal which can contribute to optimal solutions corresponds to the solution with positive sign in Eq. (B8), which is associated with X 1 (t f ) = −X f .
Appendix C: Analysis of nonsingular extremals for X f = iσ x
We compute the analytical solution of system (57) in the simplest cases. We recall that in this case it must be
If n = 0, the extremal control strategies have 2 switching times. By considering the definitions (48), the system is rewritten as
Consider the case of upper signs in (C1), that is, final operator X 1 (t f ) = X f . Since ω 0 = 0, we find sin ωτ = ± ω 2γ
and sin ωτ = ω 2γ
, which are well defined only when ω 2γ
1, or
. Moreover, from sin ωτ = ± sin ωτ and the first equation in (C1), we find that cos ωτ = ∓ cos ωτ . We conclude that cos ωt = cos ωt and sin ωt = − sin ωt. These are constraints on the switching times, which must be consistent with the expressions (41) and 
The case with final operator X 1 (t f ) = −X f is obtained by replacing τ with τ + π in the previous formulas. However, the result sin ωτ = − Considering the two terms in (61), and assuming that B 0 0, we can be recast the final result in a rather compact form as Since u z enters the problem only through the integral in (D3), without loss of generality we can assume it is constant on the singular arc. Therefore ξ ± = 1 2 (u z ± ω 0 )t ′ . The free parameters in (D1) and (D2) are ϕ and ξ ± (or, which is the same, ϕ, u z and t ′ ). Target operators equivalent to SWAP have the form X f = ie iϕSz σ y e −iϕSz = i(sin ϕσ x + cos ϕσ y ),
and, by requiring X 1 = ±X f we find the system
sin η sin (ξ + + η) − cos ϕ cos (ξ + + ϕ) = 0
(1 − cos 2ϕ) cos (ξ + + η) + sin 2ϕ sin (ξ + + η) = ∓2 sin ϕ
(1 + cos 2ϕ) sin (ξ + + η) + sin 2ϕ cos (ξ + + η) = ∓2 cos ϕ sin η cos (ξ + + η) − sin ϕ cos (ξ + + ϕ) = 0 (D6)
From the first and fourth equations we find that cos (ξ + + ϕ) = ± sin η, and consequently sin(ξ + + η) = ± cos ϕ and cos(ξ + + η) = ± sin ϕ. We observe that the second and third equations in (D6) reduce to identities. Finally, the solution of (D6) is expressed as cos ξ + = ± sin (ϕ + η), sin ξ + = ± cos (ϕ + η).
For solving X 2 = ±X f , we follow the same steps. We find that cos ξ − = ∓ sin (ϕ − η), sin ξ − = ∓ cos (ϕ − η).
Since the signs in (D7) and (D8) are opposite, the only consistent solutions must satisfy X 1 = −X 2 = X f , with X f as in (D5) for some ϕ. By combining Eq.s (D7) and (D8), we find that u z t ′ = 2π − 2ϕ + 4kπ or u z t ′ = 4π − 2ϕ + 4kπ for some integer k, and ω 0 t ′ = π − 2η + 4lπ or ω 0 t ′ = 3π − 2η + 4lπ for some integer l 0. We are interested in the solution with minimum time t ′ , with the additional constraint that |u z | γ. This minimum is obtained when ϕ = 0, k = −1 and l = 0, that is, ω 0 t ′ = π − 2η and u z = 0. This means that, on singular arcs on extremal trajectories, the evolution is given by the drift term.
Summing up, the total time for the transition X → X f = iσ y is given by t f = 2t + t ′ , wheret is determined by (60). The explicit expression in terms of ω 0 and γ is t f = 2
When B 0 > 0, the analysis is completely analogous. The dynamics in the Lie group is described by the following equations: 
As before, the only consistent requirement is X 1 = −X 2 = X f , and the solution is given by cos ξ − = ± sin (ϕ + η), sin ξ − = ± cos (ϕ + η).
For solving X 2 = ±X f , we follow the same steps. We find that cos ξ + = ∓ sin (ϕ − η), sin ξ + = ∓ cos (ϕ − η).
By combining these equations, we find that u z t ′ = 2π − 2ϕ + 4kπ or u z t ′ = 4π − 2ϕ + 4kπ for some integer k, and ω 0 t ′ = π + 2η + 4lπ or ω 0 t ′ = 3π + 2η + 4lπ for some integer l 0.
These extremals are certainly not optimal, as botht and t ′ are larger than the corresponding quantities derived in the case B 0 0.
