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Abstract
This work investigates the fundamental limits of communication over a noisy discrete memoryless
channel that wears out, in the sense of signal-dependent catastrophic failure. In particular, we consider
a channel that starts as a memoryless binary-input channel and when the number of transmitted ones
causes a sufficient amount of damage, the channel ceases to convey signals. Constant composition codes
are adopted to obtain an achievability bound and the left-concave right-convex inequality is then refined
to obtain a converse bound on the log-volume throughput for channels that wear out. Since infinite
blocklength codes will always wear out the channel for any finite threshold of failure and therefore
cannot convey information at positive rates, we analyze the performance of finite blocklength codes to
determine the maximum expected transmission volume at a given level of average error probability. We
show that this maximization problem has a recursive form and can be solved by dynamic programming.
Numerical results demonstrate that a sequence of block codes is preferred to a single block code for
streaming sources.
I. INTRODUCTION
In reliability theory, there are two basic modes of catastrophic failure: independent damage and
cumulative damage [2]. With an independent damage process, a shock is either large enough to cause
failure or it has no effect on the state of the system. With a cumulative damage process, however, each
shock degrades the state of the system in an additive manner such that once the cumulative effect of
all shocks exceeds a threshold, the system fails. Translating these notions to communication channels,
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2TABLE I
CLASSES OF CHANNEL MODELS
signal-independent signal-dependent
signal-to-noise meteor-burst channels [5], [6] channels that heat up [7], [8]
failure time channels that die [4] channels that wear out [1]
failure can either be signal-independent or signal-dependent. A typical channel with signal-dependent
failure is in visible light communication under on-off signaling where light sources may burn out with
‘on’ signals [3].
Here we consider optimizing communication over noisy channels that may wear out, i.e. suffer from
signal-dependent failure. As depicted in Table I, this is a novel setting that is distinct from channels that
die [4] since failure time is dependent on the realized signaling scheme, and from meteor-burst channels
[5], [6] and channels that heat up [7], [8] since the channel noise level does not change with time. The
model is also distinct from Gallager’s “panic button” [9, p. 103] or “child’s toy” [10, p. 26] channel,
since there is not a special input symbol that causes channel failure.
For example, consider a channel with finite input alphabet X = {0, 1} and finite output alphabet
Y = {0, 1, ?}. It has an alive state σ = a when it acts like a binary symmetric channel (BSC) with
crossover probability 0 < ε < 1, i.e. the transmission matrix is
p(y|x, σ = a) = pa(y|x) =
1− ε ε 0
ε 1− ε 0
 , (1)
and a dead state σ = d when it erases the input, i.e. the transmission matrix is
p(y|x, σ = d) = pd(y|x) =
0 0 1
0 0 1
 . (2)
The channel starts in state σ = a and then transitions to σ = d at some random time T , where it
remains for all time thereafter. That is, the channel is in state a for times i = 1, 2, . . . , T and in state d
for times i = T + 1, T + 2, . . .. This failure time does not have a fixed and exogenous distribution pT (t),
but depends on how the channel is used. That is, the failure depends on the properties of the codeword
that is transmitted through the channel. When a 0 ∈ X is transmitted through the channel, the channel
does not wear out whereas when a 1 ∈ X is transmitted through the channel, the channel has a certain
probability of getting damaged and moving closer to failure, as we detail in the sequel.
Since it is inevitable for the channel to fail at a finite time for any non-trivial signaling scheme, the
Shannon capacity of the channel is zero. Rather than invoking infinite blocklength asymptotic results, we
3must construct schemes that convey information via finite blocklength code(s) before the channel wears
out. Thus results in the finite blocklength regime [11]–[13] and their refinements [14], [15] can be built
upon to determine limits on expected transmission volume at a given average error probability.
Standard finite blocklength analysis, however, cannot be directly applied since there is a restriction on
transmitting too many 1 symbols so that the channel stays alive. A principle of finite blocklength code
design is therefore maximizing transmission volume while having a minimal number of 1s. To facilitate
this, cost-constrained version of finite blocklength problems [13], [15]–[18] are studied, probabilities of
successfully transmitting a sequence of input-constraint codes are also studied, and approximations of
the fundamental communication limit of using constant composition codes in [18], [19] and codes with
input constraints [17] are applied.
To maximize the expected transmission volume, all possible sequences of finite-length constant com-
position codes with different input constraints have to be tested exhaustively. Here we propose a recursive
formulation to maximize the expected transmission volume in an efficient manner. The corresponding
dynamic program and its graphical representation are provided. In considering the possibility of damage
count feedback being available at the transmitter, we find that this does not change the probability
of successfully transmitting a sequence of finite-length input-constraint codes over the channel. Some
numerical results are also provided to provide insights into the code design. From the numerical results,
we observe that the sequence of codes which maximizes the expected volume follows the following rules:
1) The code transmitted later has a shorter length,
2) The code transmitted later has a lighter Hamming weight.
These two observations are as intuitive, but not yet proven.
The rest of this paper is organized as follows. Section II defines the problem statement including a
specific focus on the wearing-out process. The maximum expected transmission volume of using constant
composition codes, which is treated as the achievable coding scheme, is discussed in Section III. A
dynamic programming formulation and discussion of feedback are given as well. Section IV investigates
the converse bound, which removes the constraint of using constant composition codes. Section V provides
some numerical results, and Section VI concludes this paper by suggesting some possible future directions.
II. CHANNEL FAILURE MODEL
Consider a channel with binary input alphabet X = {0, 1} and finite output alphabet Y = {0, 1, . . . , |Y|−
2, ?}, and alive/dead states as indicated above. There is a probability γ of the channel getting damaged
when a 1 is transmitted through the channel. The channel starts at state σ = a and transitions to state σ = d
when the extent of damage exceeds a certain threshold S, where S could be deterministic or random. For
4simplicity, we regard S as deterministic throughout this paper. The damage while transmitting a 1 can be
modeled by an independent Bernoulli random variable Dk which takes the value 1 with probability γ and
0 with probability 1−γ. Thus, the channel that wears out can be defined as a sextuple (X , pa, pd, γ, S,Y).
The communication system over the channel that wears out (X , pa, pd, γ, S,Y) is defined as follows.
• An information stream is designed to be transmitted and it can be grouped into a sequence of m
messages,
(
W (1),W (2), . . . ,W (m)
)
. Each W (i) is chosen from the set W(i) = {1, 2, . . . ,M (i)} and
transformed into the codeword c(i) with n(i) symbols by the encoder f (i), i.e. f (i)
(
W (i)
)
= c(i) ∈
X n(i) . The sequence of codewords, (c(i))m
i=1
with
∑m
i=1 n
(i) symbols in total, is then transmitted
through the channel that wears out. Let such a sequence of m codebooks be an
(
M (i), n(i)
)m
i=1
-code.
• The received sequence r ∈ Y
∑m
i=1 n
(i)
is decoded into
(
Wˆ (1), . . . , Wˆ (m)
)
by the decoders g(i),
where g(i)
(
r(i)
)
= Wˆ (i) for r(i) = rn
(1)+···+n(i−1)+n(i)
n(1)+···+n(i−1)+1 and 1 ≤ i ≤ m. If all n(i) channel outputs
for decoder g(i) are not ?, then Wˆ (i) ∈ W(i); otherwise, Wˆ (i) = e.
• The average decoding error probability for a codebook
(
M (i), n(i)
)
is defined as
P (i)e =
1
M (i)
∑
w∈W(i)
Pr
[
Wˆ (i) 6= w
∣∣∣W (i) = w ∧ Wˆ (i) 6= e] , (3)
and the decoding error probability for an
(
M (i), n(i)
)m
i=1
-code is defined as
Pe = max
i∈{1,...,m}
P (i)e . (4)
An
(
M (i), n(i)
)m
i=1
-code is said to be η-achievable if Pe ≤ η.
Let the sequence of codewords
(
c(i)
)m
i=1
be chosen from an η-achievable
(
M (i), n(i)
)m
i=1
-code, then
the channel wears out when
m∑
i=1
wt(c(i))∑
k=1
Dk > S, (5)
where wt
(
c(i)
)
is the Hamming weight of codeword c(i).
Let B(S, h, γ) be the probability of the channel staying alive after h ones are transmitted. That is,
B(S, h, γ) , Pr
[
h∑
k=1
Dk ≤ S
]
. (6)
B(S, h, γ) is the cumulative distribution function of the binomial distribution if S is deterministic. Hence,
for channel that wears out (X , pa, pd, γ, S,Y), the probability of not wearing out the channel after
transmitting the sequence of codewords
(
c(i)
)m
i=1
is
Pr
[(
c(i)
)m
i=1
alive
]
, Pr
 m∑
i=1
wt(c(i))∑
k=1
Dk ≤ S
 (7)
= B
(
S,
m∑
i=1
wt
(
c(i)
)
, γ
)
. (8)
5Let the η-achievable
(
M (i), n(i)
)m
i=1
-code be denoted as
(C(i))m
i=1
and all the codewords in the same C(i)
are transmitted with equal probability, the average probability of successfully transmitting
(C(i))m
i=1
is
Pr
[(
C(i)
)m
i=1
alive
]
,
{
m∏
i=1
1
M (i)
}
×
 ∑
(c(i))m
i=1
∈(C(i))m
i=1
B
(
S,
m∑
i=1
wt
(
c(i)
)
, γ
) . (9)
Based on the results in [4], the expected transmission log-volume V of transmitting
(C(i))m
i=1
over the
channel that wears out (X , pa, pd, γ, S,Y) at a given level of error probability η can be derived as
V
((
C(i)
)m
i=1
)
=
m∑
j=1
Pr
[(
C(i)
)j
i=1
alive
]
logM (j). (10)
III. ACHIEVABILITY BOUND
To obtain an achievability bound on V in (10), we restrict attention to finite blocklength constant
composition codes, denoted as Cccc, in which all codewords from the same codebook have the same
number of ones. Given a Cccc with length n, the Hamming weight of each codeword can be denoted as
wt(P ) , nP (1), where P is a type from Pn(X ), the set of all types formed from sequences of length
n. Define an (n,M, η)P -code to be an η-achievable constant composition code with type P , blocklength
n, number of messages M , and average error probability no larger than η. Hence, when the constant
composition code corresponding to P is transmitted, the damage count for such a code is
U(P ) ,
wt(P )∑
k=1
Dk. (11)
Suppose an
(
(n(i),M (i), η)P (i)
)m
i=1
-code, denoted as
(
C(i)ccc
)m
i=1
, is conveyed through the channel. The
individual codes need not be the same, and so the full concatenation is much like a constant subblock
composition code [20]. The probability of the channel (X , pa, pd, γ, S,Y) staying alive after conveying
the first j codes
(
C(i)ccc
)j
i=1
in (9) can be further written as
Pr
[(
C(i)ccc
)j
i=1
alive
]
= B
(
S,
j∑
i=1
wt
(
P (i)
)
, γ
)
. (12)
Similar to the result in [4], the expected log-volume for transmitting
(
C(i)ccc
)m
i=1
with a maximum average
error probability η can be expressed as
m∑
j=1
Pr
[(
C(i)ccc
)j
i=1
alive
]
logM∗ccc
(
n(j),wt
(
P (j)
)
, η
)
=
m∑
j=1
B
(
S,
j∑
i=1
wt
(
P (i)
)
, γ
)
logM∗ccc
(
n(j),wt
(
P (j)
)
, η
)
(13)
6where
M∗ccc(n,wt(P ), η) = max {M |∃ an (n,M, η)P -code for the alive channel pa} (14)
is the maximum transmission volume of the constant composition code over the binary-input DMC when
the channel is alive.
To maximize the expected log-volume in (13) given a total length N =
∑m
i=1 n
(i), a
(
C(i)ccc
)m
i=1
for 1 ≤ m ≤ N to maximize (13) needs to be found. Let Zccc(N,H, η) be the set of all possible(
(n(i),M (i), η)P (i)
)m
i=1
-codes for all m ∈ {1, . . . , N}, which have total length N and total Hamming
weight H , i.e.,
Zccc(N,H, η) ,
{(
C(i)
)m
i=1
∣∣∣∣∣ C(i) is an (n(i),M (i), η)P (i) -code, 0 < m < N,
m∑
i=1
n(i) = N and
m∑
i=1
wt
(
P (i)
)
= H
}
. (15)
Then the maximum expected log-volume with the given N and H of transmitting the constant composition
codes is denoted as follows:
V ∗ccc(N,H, η) = max
(C(i))m
i=1
∈
Zccc(N,H,η)

m∑
j=1
B
(
S,
j∑
i=1
wt
(
P (i)
)
, γ
)
logM∗ccc
(
n(j),wt
(
P (j)
)
, η
) , (16)
and the maximum expected log-volume with N is
V ∗ccc(N, η) = max
0<H<N
V ∗ccc(N,H, η). (17)
It should be noted that m does not need to be specified explicitly in the maximization in (16) since
Zccc(N,H, η) in (15) consists of all collections of codes
(
C
(i)
ccc
)m
i=1
for each 1 ≤ m ≤ N − 1.
A. Dynamic Programming Formulation
To solve the maximization problem in equation (16), a dynamic programming formalism is adopted.
A recursive form of (16) can be formulated as:
V ∗ccc(N,H, η) = max1≤n≤N
1≤h≤H
{V ∗ccc(N − n,H − h, η) +B (S,H, γ) logM∗ccc(n,wt(P ), η)} , (18)
where P (1) = h/n.
A graphical representation of the recursive form (18) is illustrated in Fig. 1. In this trellis diagram, the
metric of the branch from node (x1, y1) to node (x2, y2) is
B (S, y2, γ) logM
∗
ccc(x2 − x1,wt(P ), η), (19)
where P (1) = y2−y1x2−x1 .
7Fig. 1. Graphical representation of the recursive form (18).
The path with the maximum accumulated branch metric from node (0, 0) to node (N,H) is the solution
for V ∗ccc(N,H, η). Thus the optimization problem in (16) can be reduced to finding the longest path in
Fig. 1, in which a dynamic programming algorithm based on (18) is applied to break down the problem
V ∗ccc(N,H, η) into easier subproblems V ∗ccc(N − n,H − h, η) recursively.
B. Damage Count Feedback Does Not Improve Performance
The expected log-volume in (13) contains two parts: the probability of successfully conveying C(i) and
the volume of C(i). How the volume of C(i) over DMCs is affected by full feedback has been studied
in [21], [22, Ch. 20], which is beyond the scope of this paper. Instead, the following structural question
regarding damage count feedback (rather than full feedback) is raised: Will the probability of successfully
conveying C(i) be different due to feedback of the damage count?
Suppose C(1) has been sent through the channel and instant feedback tells the transmitter the damage
count d caused by transmitting C(1) before conveying C(2). The probability of causing d damages from
wt
(
P (1)
)
transmitted 1s is
Pr
[
U(P (1)) = d
]
. (20)
Since the transmitter knows that d damage events have happened, the channel is still capable of handling
S − d damages. The probability of successfully transmitting C(2) given d damages without wearing out
the channel is
Pr
[
U(P (2)) ≤ S − d
]
. (21)
8Combining (20) and (21), the overall probability of successfully transmitting C(2) is
S∑
d=0
Pr
[
U(P (1)) = d
]
× Pr
[
U(P (2)) ≤ S − d
]
(22)
= Pr
[
U(P (1)) + U(P (2)) ≤ S
]
(23)
= B
(
S,wt(P (1)) + wt(P (2)), γ
)
. (24)
The above result can be extended to have the following probability of successfully conveying C(i)
B
S, i∑
j=1
wt
(
P (j)
)
, γ
 , (25)
which coincides with (12). Hence the probability of successfully transmitting C(i) remains the same with
or without damage state feedback.
This implies that the achievable transmission volume cannot be increased by providing damage state
feedback.
IV. CONVERSE BOUND
To obtain a converse (upper) bound on the log-volume for a channel that wears out, we bound the
alive probability and the transmission volume in (10) separately from above. Without the constraint of
using constant composition codes, the Hamming weights of codewords may be different from each other.
Since the transmission volume M (j) in (10) with a given Hamming weight spectrum cannot be obtained
in closed-form, we turn our attention to codes with a given average Hamming weight constraint.
A. Upper Bound on Transmission Volume
Let (n,M, η)-codes be η-achievable codes of length n and size M . Denote the Hamming weight of
the ith codeword by wi for all i ∈ {1, 2, . . . ,M}. The maximum size of (n,M, η)-codes with average
Hamming weights not exceeding w∗ ,
∑M
i=1wi is given as
M∗avg(n,w
∗, η) = max{M |∃ an (n,M, η)-code for the alive channel pa
such that its average Hamming weight ≤ w∗}. (26)
The normal approximation of M∗avg(n,w∗, η) can be evaluated as [17, Eq. (1)]. Clearly, M∗avg(n,w∗, η)
is a non-decreasing function of w∗.
9B. Upper Bound on Alive Probability
Now we find an upper bound for the alive probability (9) with a given average Hamming weight
constraint. Given a sequence of codes
(C(i))m
i=1
with the average Hamming weight w∗m defined as
w∗m =
{
m∏
i=1
1
M (i)
}
×
 ∑
(c(i))m
i=1
∈(C(i))m
i=1
m∑
i=1
wt
(
c(i)
) , (27)
our objective is to upper bound (9). Since the binomial cdf B(S,w, γ) is discrete in w, an upper bound is
difficult to obtain. Hence we use the Berry-Esseen inequality to obtain an upper bound for the binomial
cdf [23, Theorem 1]. This inequality states that
B(S,w, γ) ≤ BN(S,w, γ) +BBE(w), (28)
where
BN(S,w, γ) =
1
2
[
1 + erf
(
S − wγ√
2wγ(1− γ)
)]
, (29)
BBE(w) =
√
10 + 3
6
√
2pi
· γ
2 + (1− γ)2√
wγ(1− γ) , (30)
and erf(·) is the Gaussian error function. However, both BN(S,w, γ) and BBE(w) are undefined at w = 0
and BBE(w) is greater than 1 when w is small. To rule out the undefined point and tighten the bound,
we replace BN(S,w, γ) and BBE(w) respectively by
fN(w) =
1 if w = 0,BN(S,w, γ) otherwise, (31)
and
fBE(w) =
1 if 0 ≤ w ≤ wBE,BBE(w) if wBE < w, (32)
where wBE = max{w|BBE(w) ≥ 1}, and the inequality B(S,w, γ) ≤ fN(w) + fBE(w) still holds.
As shown in (9), the alive probability is calculated as the average of B(S,w, γ). To simplify the problem
formulation, we consider upper bounding 1M
∑M
i=1B(S,wi, γ) for a given η-achievable (n,M, η)-code
with weight spectrum {wi}Mi=1. Clearly wi ∈ {0, 1, . . . , n} for all i. From (28), (31), and (32), we obtain
1
M
M∑
i=1
B(S,wi, γ) ≤ 1
M
M∑
i=1
fN(wi) + fBE(wi) (33)
=
1
M
M∑
i=1
fN(wi) +
1
M
M∑
i=1
fBE(wi). (34)
Now we introduce left-concave right-convex (LCRC) functions [24, Sec. 3.3].
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Definition 1: f : [a,∞) → R is said to be an LCRC function if it is continuous on [a,∞) and there
exists a c ∈ [a,∞) such that f is concave on [a, c] and convex on [c,∞).
From (31) and (32), it is clear that both fN(w) and fBE(w) are well-defined for all nonnegative real
values w. We extend the definitions of fN and fBE so that their domains are [0, n] and write fN(x) and
fBE(x) for x ∈ [0, n]. Clearly fN and fBE are continuous. The following two lemmas state that both
fN(x) and fBE(x) are non-increasing LCRC functions of x.
Lemma 1: The function fN : [0,∞)→ R is a non-increasing LCRC function.
Proof: See Appendix A.
Lemma 2: . The function fBE : [0,∞)→ R is a non-increasing LCRC function.
Proof: See Appendix B.
Now let us recall Karamata’s majorization inequality [25].
Lemma 3 (Karamata’s majorization inequality): Given a1 ≥ a2 ≥ · · · ≥ aM and b1 ≥ b2 ≥ · · · ≥ bM
such that ai, bi are in interval I . Let Ah ,
∑h
i=1 ai ≥ Bh ,
∑h
i=1 bi for all 1 ≤ h ≤ M − 1, and
AM ,
∑M
i=1 ai = BM ,
∑M
i=1 bi, then
M∑
i=1
f(ai) ≥
M∑
i=1
f(bi) (35)
if f is a convex function on I .
Proof: See Appendix C for a self-contained proof.
Given two tuples (a1, a2, . . . , aM ) and (b1, b2, . . . , bM ) such that
∑M
i=1 ai =
∑M
i=1 bi, we say that
(a1, a2, . . . , aM ) majorizes (b1, b2, . . . , bM ) if
∑h
i=1 ai ≥
∑h
i=1 bi for all 1 ≤ h ≤M − 1. The following
lemma specifies the sequence which majorizes all sequences with the same average.
Lemma 4: For c, b ∈ R such that c < b, any tuple in [c, b]M with average x∗ is majorized by the
following sequence of length M .
xi =

b if 1 ≤ i ≤ j,
Mx∗ − jb− (M − j − 1)c if i = j + 1,
c otherwise,
(36)
where j =
⌊
M(x∗−c)
b−c
⌋
.
Proof: See Appendix D.
It can be verified that c ≤ Mx∗ − jb − (M − j − 1)c ≤ b. An illustration of the sequence (36) is
given in Fig. 2, in which r = Mx∗− jb− (M − j− 1)c. Fig. 2 shows that the sequence majorizes other
sequences with the same average has the property that it keeps assigning the largest value b to xi from
i = 1 until the constraint
∑M
i=1 xi = Mx
∗ is no longer satisfied.
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Fig. 2. An illustration of the majorizing sequence (36), which separates all xi into three categories. j blue bars, a green bar,
and t− j − 1 yellow bars denote the xi equal to b, r = Mx∗ − jb− (M − j − 1)c, and c, respectively.
Combining Lemmas 3 and 4, the sequence (36) has the maximal
∑M
i=1 f(xi) among all sequences
from [a, b]M if function f is convex on [a, b]. Given an LCRC function f and the average 1M
∑M
i=1 xi,
Jensen’s inequality and Karamata’s inequality can be applied to upper bound 1M
∑M
i=1 f(xi) as stated in
[24, Sec. 3.3] within all xi ∈ [a,∞) (LCRC inequality). However, according to (34), all xi are restricted
to be in the bounded interval [0, n]. To fit our purpose, we revise the LCRC inequality to upper bound∑M
i=1 f(xi) where all xi are drawn from a bounded interval [a, b].
Lemma 5 (Revised LCRC inequality): Given a, b, c ∈ R such that a < b and a < c. Let f be a
continuous LCRC function on [a,∞) and c be the point separating the concave region and the convex
region. Given xi ∈ [a, b] for 1 ≤ i ≤M and 1M
∑M
i=1 xi = x
∗, then
M∑
i=1
f(xi) ≤ max
(j,r)∈SM,x∗R (a,b)
{
jf(b) + f(r) + (M − j − 1)f
(
Mx∗ − jb− r
M − j − 1
)}
, (37)
where
SM,x∗R (a, b) =
{
(j, r)
∣∣∣∣ j ∈ {0, 1, . . . ,M − 1}, r ∈ R s.t. b ≥ r ≥ (Mx∗ − jb− rM − j − 1
)
≥ a
}
. (38)
If f is also a non-increasing function and a is an integer, inequality (37) can be rewritten as
M∑
i=1
f(xi) ≤ max
(j,k)∈SM,x∗Z (a,b)
{jf(b) + f(k) + (M − j − 1)f (z)} , (39)
where z = max
{
Mx∗−jb−k−1
M−j−1 , a
}
and
SM,x∗Z (a, b) = {(j, k) | j ∈ {0, 1, . . . ,M − 1}, k ∈ {a, a+ 1, . . . , bbc} s.t. k + 1 ≥ z} . (40)
Proof: See Appendix E.
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Fig. 3. An illustration of the sequences corresponding to (j, k) ∈ SM,x∗Z (a, b). All the sequences corresponding to the (j, k) /∈
SM,x∗Z (a, b) are not considered in the maximization (39).
Given some (j, k), the corresponding sequences (x1, x2, . . . , xM ) are depicted in Fig. 3. As shown in
Fig. 3, two instances are of (j, k) /∈ SM,x∗Z (a, b), they are (0, bbc − 2) and (2, bbc). For the instance of
(j, k) = (0, bbc−2), which is not in SM,x∗Z (a, b) because of k+1 < z, hence the corresponding sequence
can not maximize
∑M
i=1 f(xi). For the other instance of (j, k) = (2, bbc), which is not in SM,x
∗
Z (a, b)
due to xi /∈ [a, b] for i ≥ j + 2. The maximization (39) only considers those sequences corresponding to
valid (j, k).
With the help of Lemma 5, we now can upper bound the alive probability in (9) as follows.
Theorem 1: Given a sequence of codes,
(C(i))m
i=1
with average Hamming weights w∗m, the alive
13
probability of conveying
(C(i))m
i=1
is upper-bounded as follows.
Pr
[(
C(i)
)m
i=1
alive
]
≤ 1
M
max
(j,k)∈SM,w∗mZ (0,N)
{
jfN(N) + fN(k) + (M − j − 1)fN
(
Mw∗m − jN − k − 1
M − j − 1
)}
+
1
M
max
(j,k)∈SM,w∗mZ (0,N)
{
jfBE(N) + fBE(k) + (M − j − 1)fBE
(
Mw∗m − jN − k − 1
M − j − 1
)}
(41)
, P¯ (M,N,w∗m) (42)
where M =
∏m
i=1M
(i) and
∑m
i=1 n
(i) = N .
Proof: From (34), the alive probability (9) can be upper-bounded as
Pr
[(
C(i)
)m
i=1
alive
]
≤ 1
M
∑
c∈(C(i))m
i=1
fN(wt(c)) +
1
M
∑
c∈(C(i))m
i=1
fBE(wt(c)). (43)
Lemmas 1 and 2 tell us that both fN and fBE are non-increasing LCRC functions on [0,∞) and wt(c) ∈
{0, 1, . . . , N} for all c ∈ (C(i))m
i=1
, inequality (39) from Lemma 5 is then applied to obtain (41) with a
given average constraint w∗m.
Clearly, P¯ (M,N,w∗m) in (42) is non-increasing in w∗m.
Remark: Equation (39) basically separates all M points in the summation into three parts, j points at
b, one point at k, and M − j− 1 points at
(
Mx∗−jb−k−1
M−j−1
)
. Similar to Theorem 1, the alive probability is
upper-bounded by a quantity that involves j codewords of Hamming weight N , one codeword of weight
k, and M−j−1 codewords of weight
(
Mw∗m−jN−k−1
M−j−1
)
. Based on the numerical results, we observe that
the maximum of (41) is always achieved by a (j, k) ∈ SM,w∗mZ (0, N) such that M  j, which implies
that most codewords are of the same Hamming weight. Hence, we conjecture that constant composition
codes can approach the maximization (41) with a small gap.
C. Dynamic Programming Formulation
Based on the upper bounds of the log-volume and the alive probability, the following optimization
formula provides a converse bound for channels that wear out:
V ∗(N,W, η) ≤ max
m∈Z+,
(Ni,Wi)mi=1∈HR(N,W,m)
m∑
i=1
P¯
(
M∗avg(ni, wi, η), Ni,Wi
)
logM∗avg(ni, wi, η), (44)
where
HR(N,W,m) =
{
(Ni,Wi)
m
i=1 : ni ∈ Z+, wi ∈ R+ s.t. Ni ≤ Ni+1, Wi ≤Wi+1
for all 1 < i < m− 1 and Nm = N, Wm = W
}
, (45)
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ni = Ni −Ni−1, wi = Wi −Wi−1, and N0 = W0 = 0. However, the decision variables (Wi)mi=1 cannot
be solved for by dynamic programming efficiently, since Wi is real for all 1 ≤ i ≤ m. To overcome this
difficulty, we quantize wi by segmenting it into several intervals. A simple way to perform segmentation
is by using the floor operation, i.e, bWic ≤ Wi ≤ bWic + 1. As mentioned in the previous section,
M∗avg(ni, wi, η) is a non-decreasing function of wi and P¯ (M,Ni,Wi) is a non-increasing function of
Wi. Hence, let Ki = bWic, we have wi = Wi −Wi−1 ≤ Ki −Ki−1 + 1, which implies that
M∗avg(ni, wi, η) ≤M∗avg(n,Ki −Ki−1 + 1, η), (46)
P¯ (M,Ni,Wi) ≤ P¯ (M,Ni,Ki). (47)
We then conclude that (44) can be further upper bounded by
V ∗(N,W, η) ≤ V¯ ∗(N,W, η) , max
m∈Z+,
(Ni,Ki)mi=1∈HZ(N,W,m)
m∑
i=1
P¯
(
M∗avg(ni,Ki −Ki−1 + 1, η), Ni,Ki
)
logM∗avg(ni,Ki −Ki−1 + 1, η), (48)
where
HZ(N,W,m) =
{
(Ni,Ki)
m
i=1 : Ni,Ki ∈ Z+ s.t. Ni ≤ Ni+1, Ki ≤ Ki+1
for all 1 < i < m− 1 and Nm = N, Km = W
}
(49)
and K0 = 0. Similar to the dynamic programming procedure for the achievability bound (18), we can
write (48) recursively as
V¯ ∗(N,W, η) = max
1≤n≤N
0≤k≤W
{
V¯ ∗(N − n,W − k, η)
+ P¯
(
M∗avg(n, k + 1, η), N,W
)
logM∗avg(n, k + 1, η)
}
, (50)
and
V¯ ∗(N, η) = max
0<W<N
V¯ ∗(N,W, η). (51)
Now we have achievable and converse bounds, we provide numerical examples to see how close the
two bounds are to one another, and also gain further insight into the nature of the achievable schemes.
V. NUMERICAL RESULTS
This section presents some numerical results. Here, we consider a BSC with crossover probability ε,
denoted by BSC(ε), when the channel is alive, i.e., the channel (X , pa, pd, γ, S,Y) with Y = {0, 1, ?},
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Fig. 4. The maximum expected rates for BSC(ε).
pa(1|0) = pa(0|1) = ε, and pa(0|0) = pa(1|1) = 1 − ε. To evaluate M∗ccc(n,wt(P ), η) for BSC(ε), the
normal approximation of [18, Eq. (21)] (ignoring the o(1) term) is used, i.e.,
logM∗ccc(n,wt(P ), η) ≈ nI(P ; pa) +
√
nρ(P ; pa)Q
−1(η) + 12 log n+Aη(P ; pa) + ∆ccc(P ; pa), (52)
where P is the type of input, I(P ; pa) is the mutual information, ρ(P ; pa) is the conditional information
variance, Q−1(η) is the inverse Q-function, and Aη(P ; pa) + ∆ccc(P ; pa) is the constant part of the
approximation in [18]. The M∗avg(n,w∗, η) is evaluated by [17, Eq. (1)] (ignoring the O(1) term), i.e.,
logM∗avg(n,w
∗, η) ≈ nC(w∗/n)−
√
nV (w∗/n)Q−1(η) +
1
2
log n, (53)
where C(·) is the capacity-cost function and V (·) is the dispersion-cost function.1
The channel is damaged with a probability γ = 0.5 when a 1 is transmitted, and worn out after the
amount of damage exceeds S = 5. Both the achievable rate (17) and the converse rate (51) up to N = 400
for a BSC(0.11) are depicted in Fig. 4, in which the average transmission error was assumed to be lower
than η = 0.001. As expected, the upper bound of alive probability based on the bounded LCRC inequality
implies the upper bound is close to that for a constant composition code. Hence the converse bound is
close to the achievability bound. In line with the discussion after Theorem 1, this observation suggests
that constant composition codes may achieve the fundamental communication limits asymptotically.
1 For M∗ccc(n,wt(P ), η) and M∗avg(n,w, η), there exist achievability [18, Section III] and converse [17, Theorem 3] bounds
respectively. However, computation of these bounds is time-consuming, especially within dynamic programming. For ease of
numerical computation, the normal approximation is adopted.
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Fig. 5. The achievability bound and the achievability bound for single-block transmission.
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Fig. 6. The converse bound and the converse bound for single-block transmission.
Now we compare multiple-blocks codes with single-block codes using the achievability (17) and
converse bounds (51) over this channel that wears out. Fig. 5 and Fig. 6 show the single-block scheme
performs less well than the multiple-block scheme and the gap becomes significant when N increases.
With the multiple-blocks scheme, segmenting the information can extend the lifetime of channel to further
increase communication limits.
The size of each block based on the achievability and the converse bounds are given in Fig. 7 and
Fig. 8, respectively. In both figures, the length of each transmitted block is plotted in a different color.
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As these figures show, when N is small, the single-block scheme is sufficient to optimally transmit
information over channels that wear out; this is further evidenced by the fact that the curves in Fig. 5 and
6 overlap when N is small. As N increases, the best strategy is to separate information into blocks; for
example, when N = 300, both the achievability bound in Fig. 7 and the converse bound in Fig. 8 suggest
separating information into three blocks of lengths n(1), n(2), and n(3). The corresponding Hamming
weights of the transmitted blocks are given in Fig. 9 and Fig. 10.
From Fig. 7 to 10, we also observe that the lengths and the Hamming weights of the transmitted blocks
are non-increasing, i.e., n(1) ≥ n(2) ≥ · · · ≥ n(m) and w(1) ≥ w(2) ≥ · · · ≥ w(m). Such an observation
is intuitive since the shorter or lighter (Hamming weight) codes are preferred when the channel is about
to burn out. It remains to determine whether this property holds in general.
VI. CONCLUSION AND FUTURE WORK
Further increasing the connections between reliability theory and information theory, we have proposed
a model of a channel that wears out and found the maximum expected transmission volume that can be
achieved using constant composition codes at a given level of average error probability. By comparing
our achievability result to a novel converse bound, we see that constant composition codes achieve
near-optimal performance. Dynamic programming formulations are given for computing achievability
and converse bounds, and damage state feedback is shown not to improve the probability of successive
transmission or volume of bits for using constant composition codes.
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Fig. 9. Hamming weight of each block for achievability bound.
An avenue for future work is to consider a channel model where both noisiness and failure probability
increase with damage. This may model electronic devices that become noisier before they burn out.
APPENDIX A
PROOF OF LEMMA 1
We first prove the convexity at x = 0. At point x = 0, fN(x) is convex due to limx↓0 fN(x) = 1 = fN(0)
and fN(x) < fN(0) for x > 0. For x ∈ (0,∞), we consider the second derivative of fN(x) on x. The
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second derivative of fN(x) for x ∈ (0,∞) is
d2
dx2
fN(x) =
e−f(x)2√
32x7γ3(1− γ)3pi∆(x), (54)
where
f(x) =
S − xγ√
2xγ(1− γ) (55)
and
∆(x) = γ3x3 + (1− γ + S)γ2x2 + (3− 3γ − S)Sγx− S3. (56)
Since ∆(0) = −S3 < 0 and ddx∆(x) = 0 at
x =
−2(1− γ + S)γ2 ±√4(1− γ + S)2γ4 − 12(3− 3γ − S)Sγ4
6γ3
, (57)
d
dx∆(x) = 0 at some negative x as Fig. 11 shows. Hence, there must exist a c > 0 such that
d2
dx2 fN(x) ≤ 0
when 0 ≤ x ≤ c and d2dx2 fN(x) ≥ 0 when c ≤ x. Furthermore, it is clear that fN(x) is non-increasing
for x ≥ 0, which concludes that fN(x) is a non-increasing LCRC function as defined in Def. 1.
APPENDIX B
PROOF OF LEMMA 2
For x ∈ [0, xBE], where xBE , max{x|BBE(x) ≥ 1} as the definition of wBE, fBE(x) = 1 hence it can
be both concave and convex in [0, xBE]. For x ∈ [xBE,∞), d2dx2 fBE(x) > 0 hence it is a convex function.
Also, fBE(x) is clearly a non-increasing function for x ≥ 0. Therefore, fBE(x) is a non-decreasing LCRC
function as defined in Def. 1.
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Fig. 11. An example of ∆(x) in (54).
APPENDIX C
PROOF OF LEMMA 3
Let
δi ,
f(ai)− f(bi)
ai − bi , (58)
for all 1 ≤ i ≤M and A0 = B0 = 0. We have δi ≥ δi+1 due to the convexity of f . Then,
M∑
i=1
f(ai)− f(bi) (59)
=
M∑
i=1
δi(ai − bi) (60)
=
M∑
i=1
δi
[
(Ai −Ai−1)− (Bi −Bi−1)
]
(61)
=
M∑
i=1
δi(Ai −Bi)−
M∑
i=1
δi(Ai−1 −Bi−1) (62)
= δM (AM −BM )︸ ︷︷ ︸
=0
+
M−1∑
i=1
(δi − δi+1)(Ai −Bi)− δ1 (A0 −B0)︸ ︷︷ ︸
=0
(63)
=
M−1∑
i=1
(δi − δi+1)︸ ︷︷ ︸
≥0
(Ai −Bi)︸ ︷︷ ︸
≥0
≥ 0. (64)
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APPENDIX D
PROOF OF LEMMA 4
Let x = (x1, x2, . . . , xM ) be the sequence in (36). Suppose there exists a sequence y = (y1, y2, . . . , yM ) ∈
[c, b]M such that y1 ≥ y2 · · · ≥ yM ,
∑M
i=1 yi = Mx
∗, and y majorizes x, i.e.,
k∑
i=1
yi ≥
k∑
i=1
xi (65)
for all 1 ≤ k ≤M − 1. Clearly yi = xi = b for all i ≤ j since all xi, yi ∈ [c, b]. Now consider the case
of yj+1 > xj+1, which means that
∑M
i=j+2 yi < (M − j − 1)c and there must be a yi for i ≥ j + 2
such that yi < c. Therefore, yj+1 must equal xj+1 to satisfy (65) for all k ≤ j + 1. For all i ≥ j + 2,
equalities yi = xi can be verified in the same way. Hence, (65) holds for all k if and only if yi = xi for
all i, which proves that the sequence (36) majorizes all sequences from [c, b]M with the average x∗.
APPENDIX E
PROOF OF LEMMA 5
Without loss of generality, we assume xi ≥ xi+1 for all 1 ≤ i < M . Suppose c ≥ x1, which means
that all xi are located in the concave region of f . Therefore Jensen’s inequality can be applied to upper
bound
∑M
i=1 f(xi) as
M∑
i=1
f(xi) ≤Mf(x∗) = f(x∗) + (M − 1)f
(
Mx∗ − x∗
M − 1
)
(66)
which is a special case of (37) when j = 0 and r = x∗.
We then consider the case of x1 > c. Let t be the index such that
x1 ≥ · · · ≥ xt ≥ c > xt+1 ≥ · · · ≥ xM , (67)
and
∑t
i=1 xi = s. Since all x1, x2, . . . , xt are located in the convex region [c, b] of the function f , from
Lemmas 3 and 4 we have
t∑
i=1
f(xi) ≤ jf(b) + f(r) + (t− j − 1)f(c), (68)
where j =
⌊
s−tc
b−c
⌋
and r = s − jb − (t − j − 1)c. Then we upper bound the summation of all points
located in concave region [a, c] by Jensen’s inequality as
(t− j − 1)f(c) +
M∑
i=t+1
f(xi) ≤ (M − j − 1)f
(
(t− j − 1)c+∑Mi=t+1 xi
M − j − 1
)
. (69)
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Combing both inequalities (68) and (69), we have
M∑
i=1
f(xi) ≤ jf(b) + f(r) + (M − j − 1)f
(
(t− j − 1)c+∑Mi=t+1 xi
M − j − 1
)
(70)
= jf(b) + f(r) + (M − j − 1)f
(
Mx∗ − jb− r
M − j − 1
)
, (71)
for some j and r such that
b ≥ r ≥ Mx
∗ − jb− r
M − j − 1 ≥ a. (72)
By taking the maximum of (71) over all possible j and r that satisfy (72) yields (37).
Now we consider the case when f is also non-increasing. Let k = brc, f(k) ≥ f(r) and f
(
Mx∗−jb−k−1
M−j−1
)
≥
f
(
Mx∗−jb−r
M−j−1
)
due to k + 1 ≥ r ≥ k. Moreover, constraint (72) can be rewritten as
k + 1 ≥ r ≥ Mx
∗ − jb− r
M − j − 1 ≥ max
{
Mx∗ − jb− k − 1
M − j − 1 , a
}
. (73)
Therefore, (j, r) ∈ SM,x∗R (a, b) implies (j, brc) ∈ SM,x
∗
Z (a, b). However, constraint (72) may result in an
r such that brc < a, which makes f(k) undefined. To avoid that, we restrict a to be an integer and this
establishes (39).
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