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Nonaffine deformation and tunable yielding of col-
loidal assemblies at the air-water interface
Armando Maestro∗,‡a and Alessio Zaccone∗a,b
Silica nanoparticles trapped at air-water interface form a 2D solid state with amorphous order.
We propose a theoretical model to describe how this solid-like state deforms under a shear strain
ramp up to and beyond a yielding point which leads to plastic flow. The model accounts for all the
particle-level and many-body physics of the system: nonaffine displacements, local connectivity
and its evolution in terms of cage-breaking, and interparticle interactions mediated by the particle
chemistry and colloidal forces. The model is able to reproduce experimental data with only two
non-trivial fitting parameters: the relaxation time of the cage and the viscous relaxation time.
The interparticle spring constant contains information about the strength of interparticle bonding
which is tuned by the amount of surfactant that renders the particles hydrophobic and mutually
attractive. This framework opens up the possibility of quantitatively tuning and rationally designing
the mechanical response of colloidal assemblies at the air-water interface. Also, it provides a
mechanistic explanation to the observed non-monotonic dependence of yield strain on surfactant
concentration.
1 Introduction
We every day encounter materials that consist of colloidal parti-
cles adsorbed at fluid interfaces, like foams and emulsions mostly
exploited in the oil-recovery industry and in food and pharmaceu-
tical formulations.1–4 In the last years, an increasing attention has
been paid to fluid interfaces as templates for the direct assembly
of inorganic nanoparticles. As a result, fluid interfaces are a ver-
satile platform to create mechanically stable nanostructures5–10
for cutting-edge applications including biosensing11, and catal-
ysis12,13 to mention a few examples. In addition, the use of
ligand-nanoparticle complexes improve the control of not only
adsorption to fluid interfaces but also the interfacial assembly
and dynamics allowing to exploit nanoparticle interfacial layers
more broadly in advanced materials applications.14 In these com-
plexes, the nanoparticle core is related to the photonic or elec-
tronic properties, whereas the (physically or chemically) surface-
attached ligands define the particle’s adsorption and interaction
in the interfacial plane.
Colloidal particles have strong affinity for fluid interfaces be-
cause the adsorption energy largely overcomes the particle’s ther-
mal energy kBT .1 They are also small enough (from micro- to
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nanoscale) to avoid gravity effects, therefore, their equilibrium
position with respect to an air/water interface is determined by
the balance of three interfacial energies corresponding to the
air/water, particle/water and particle/air. This is accounted for
by an equilibrium contact angle described by Young’s equation.15
At a fluid interface, the particles adsorbed are highly mobile be-
ing able to achieve an equilibrium assembly that is dictated by
inter-particle interactions.16 In general, colloidal microparticles
with dissociable charged groups on their surface, repel each other
due to the existence of double-layer repulsive force that coun-
teract the attractive van der Waals attraction.17,18 Additionally,
capillary forces may emerge induced by local interfacial defor-
mation between particles.20,21 In the case of nanoparticles, their
interfacial assembly is extremely dependent on the competition
between thermal fluctuations, due to the fact that nanoparticles’
adsorption energies are in the order of 10-100 times larger than
the thermal energy, and interfacial forces.19 It is in this context
where a precise determination of the nanoparticles wettability is
crucial to control their interfacial assembly.22
We consider that it is necessary to address in the previous pic-
ture how the presence of bulk flow induces an interfacial shear de-
formation modifying particles’ arrangement and, therefore, yield-
ing a viscoelastic response. It has been demonstrated that parti-
cles assemble into polycrystalline23–25,27 and/or amorphous col-
loidal monolayers26 show identical shear rheological features:
under shear deformation, particle monolayers respond as linear
elastic solids at small strains whereas at large enough strains,
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microstructural rearrangements become irreversible yielding to
plastic flow behavior.25
In this work, we focus our attention to the case of nanoparticle
monolayers that assemble into disordered solid structures remi-
niscent of colloidal glasses. Several rheological studies have been
performed in the last years to show the link between the defor-
mation and flow of nanoparticle-laden interfaces with the inter-
facial microstructure and interparticle interactions.28–32 In gen-
eral, the presence of nanoparticles increases the rigidity of fluid
interfaces and, therefore, the resistance against deformation.33
This has been extensively exploited mainly in the stabilization of
foams34–37 and emulsions.38–40 In contrast, a fundamental expla-
nation of the microscopic mechanism controlling the dynamics of
the particles at fluid interfaces has been more elusive.
A versatile model system for interfacial coating consists
on hydrophobic colloidal silica nanoparticles in combination
with oppositely charged surfactants.34,41,42 Here, the surfactant
molecules control not only the adsorption and the wettability of
the particles, but also the interaction strength between particles
can be tuned –and, therefore, the interfacial packing density φ–
by modifying the surfactant concentrationCs; i.e., the amphiphilic
molecules anchored at the particle surface yield to an attractive
force between the nanoparticles based on the hydrophobic inter-
action between their hydrocarbon tails. The shear-induced defor-
mation of this surfactant-nanoparticle complexes, at high enough
surfactant concentration, shows an overall solid-like response be-
low a yield point with properties of a 2D glass.32 The yielding
behavior of silica nanoparticles attached at air/water interfaces
has been also studied by large-amplitude oscillation rheology very
recently.48 In this work, varying both surfactant and particle con-
centration, the soft-glassy dynamics is also confirmed.
In view of the above experimental evidences, here we propose a
microscopic mechanism that is responsible for the deformation of
inorganic nanoparticle interfacial layers under shear. This model
is based on the description of local connectivity, and its temporal
dynamics, and of the microstructural heterogeneity of the elastic
response (giving rise to strongly nonaffine deformations) of par-
ticles interfacial assemblies. The mathematical model is in good
agreement with the oscillatory shear measurements performed
providing a fundamental connection between the concept of non-
affine deformations, the dynamical rearrangements of the local
cage and the onset of plastic flow - all of which can be tuned to a
certain extent by means of the colloidal chemistry.
2 Nonaffine elastic deformation
As for 3D systems,51,52 the starting point of the analysis is the free
energy of deformation of disordered solids which can be written
as F(γ) = FA(γ)−FNA(γ), with two distinct contributions arising
in response to the macroscopic shear deformation γ. FA is the
standard affine deformation energy. Affinity in this case means
that every particle at the interface follows exactly the macroscopic
shear deformation, and the associated interparticle displacement
of a tagged particle i is given by rAi = γRi, where r
A
i is the affine
particle position, while Ri is the particle position in the rest frame.
The nonaffine contribution −FNA lowers the free energy of defor-
mation due to the fact that the particles at the interface are not
γ > 0
γ < γy
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Fig. 1 (A) Cage-breaking model: In the absence of shear, the number
of particles at the interface moving in and out of the cage is equal. In
the presence of shear γ, the number of particles moving out of the cage
in the sectors of the local extension axis is higher than in the sectors of
the compression axis. (B) Top view of the distribution of nanoparticles at
the interface in a situation of dense packing illustrating the proccess of
yielding and cage breaking.
local centers of lattice symmmetry, and, thus, there is an imbal-
ance of forces on every particle in the affine position when the
deformation is applied. This is due to the fact that the particle’s
nearest neighbours also react to the imposed deformation and
in so doing transmit forces to the tagged particle. Clearly, these
forces acting in the affine position can mutually cancel out only
if the tagged particle is a center of symmetry in the lattice. In a
disordered lattice, the particle is not a center of symmetry, and
there is therefore a net force acting on it in the affine position.
This additional net force acting on every particle in the net-
work has to be relaxed through additional (nonaffine) motions
that happen on top of the affine displacement dictated by the
macroscopic strain. Then, the force acting on every particle times
the nonaffine displacement, contributes a net work that the sys-
tem has to do in order to maintain mechanical equilibrium. This
work is an internal work done by the system, and defines the
nonaffine contribution −FNA(γ). In earlier work by Zaccone and
Scossa-Romano 52 it was shown that, for a disordered assembly
of spheres, the resulting shear modulus is given by
G = GA−GNA = 130 NV κR0(z−6) (1)
G = GA−GNA = 118 NA κR0(z−4) (2)
for d = 3 and d = 2, respectively. In general, the scaling G ∼
(z− 2d) applies for generic d-dimensional systems. In the above
formulae, N/V and N/A represent the number of particles per
unit volume and per unit surface, respectively. κ is the spring
constant for nearest-neighbour interaction, defined as the second
derivative of the interparticle potential evaluated at the bonding
minimum. For hard-sphere systems, a spring constant can still
be defined by considering the effective many-body potential from
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Boltzmann inversion of the radial distribution function (the ef-
fective minimum is due to entropic many-body effects). Finally,
R0 represents the equilibrium distance between its nearest neigh-
bours and z denotes the average coordination number.
3 Cage-breaking model
We consider here an interface covered by nanoparticles. Let us fo-
cus our attention to a single particle in the network (see Fig. 1A),
the presence of local shear deformation, γ > 0, around that given
particle divides the interfacial space into two different sectors of
a solid angle under shear: extension and compression. In the ex-
tension sector, the neighbouring particles are pulled apart from
the considered particle at the center of the cage. The neighbours
cross the boundary marked by the interparticle distance R0 in the
outward direction and, thus, they do not contribute to z. In the
compression sector, particles are pushed inwards by the local de-
formation field. However, this effect is in opposition to the ex-
istence of excluded-volume interactions between particles. As a
result, the shear-induced depletion of mechanical bonds in the ex-
tension sectors cannot be compensated by the formation of new
bonds in the compression sectors. A simple, general expression
for the evolution of the coordination number z due to the ther-
mal motion kBT and the shear-induced distortion of the network
according to the mechanism proposed in 51 is as follows.
The probability of finding a nearest-neighbour particle j around
a tagged particle i at a radial distance r and time t is given by the
van Hove space-time correlation function53:
G(r, t) =
1
N
〈
N
∑
i=1
N
∑
j=1
δ (r+ r j(0)− ri(t))〉 (3)
which gives the probability that two particles i and j are at a dis-
tance r at time t under the constraint that one of them was at the
origin at t = 0. The van Hove correlation function can be split
into two contributions, the self-part Gs(r, t) and the distinct part
Gd(r, t), respectively. The self-part represents the motion of the
particle which was initially at the origin, whereas the distinct part
represents the motion of the second particle relative to the first.
The Fourier transform of the van Hove correlation function gives
the intermediate scattering function which is an experimentally
accessible quantity (e.g. in light and neutron scattering experi-
ments):
F(q, t) =
∫
d3r G(r, t)exp(−iq · r) (4)
Clearly, also the intermediate scattering function can be split into
a self and a distinct part, F(q, t) = Fs(q, t)+Fd(q, t) which are the
space-Fourier transform of Gs(r, t) and of Gd(r, t), respectively54.
At t = 0 the van Hove correlation function reduces to the static
particle-particle autocorrelation function:
G(r,0) = δ (r)+ρg(r) (5)
where the Dirac delta function comes from the self-part, while
g(r) is the standard radial distribution function coming from
Gd(r, t). Hence, Gd(r,0) = ρg(r). Here, ρ = N/V in d = 3 or N/A
in d = 2.
The static average number of nearest neighbours Z0 ≡ z0 is de-
fined in terms of the g(r), as is well known, by the following rela-
tion
z0 = 4piρ
∫ Rc
0
g(r)r2dr = 4pi
∫ Rc
0
Gd(r,0)r
2dr (6)
where Rc is a cut-off that is often set equal to the first minimum
in the amorphous g(r). With this choice, z0 ' 12 for liquids and
glasses of spherical particles in d = 3, and z0 ' 6 in d = 2.
The definition of average number of nearest neighbours can be
extended to the dynamic case, by replacing the static distribution
function ρg(r) = Gd(r,0) with the time-dependent one, Gd(r, t),
z(t) = 4pi
∫ Rc
0
Gd(r, t)r
2dr (7)
provided that a nearest-neighbour peak is identifiable also in the
space-dependent part of Gd(r, t).
At this point, in order to determine the cage dynamics, it is nec-
essary to resort to theories of many-particle dynamics in dense liq-
uids and glasses. Mode-coupling theory provides such a theory for
the intermediate scattering function F(q, t). In practice, MCT de-
rives an equation of motion for F(q, t)which is formally analogous
to a generalized Langevin equation with a memory-kernel which
provides a feedback mechanism to slow down the correlated par-
ticle motion58. The final result shows that the time-decay of the
intermediate scattering function for long times is dominated by
the self-part and features a stretched-exponential decay53,58:
F(q, t)∼ exp(−t/τc)β (8)
where τc is the α-relaxation time which is associated with sub-
stantial restructuring of the glassy cage, and the stretching expo-
nent β is typically in the range 0.5− 0.653,58. In the following,
we find that an excellent fit of experimental data is obtained with
β = 0.55 which perfectly falls within the range reported in the
literature for glassy systems.
Using the Vineyard approximation55,
F(q, t)' S(q)Fs(q, t) (9)
it follows that the distinct part has the same time-dependence as
the self-part and the total F(q, t):
Fd(q, t)' [S(q)−1]Fs(q, t)'
[S(q)−1]
S(q)
F(q, t). (10)
Here S(q) is the static structure factor, i.e. the space Fourier trans-
form of g(r).
Hence, assuming that F(q, t)∼ exp(−t/τc)β , we then have
Gd(r, t)'
[S(q)−1]
S(q)
∫
d3q F(q, t)exp(+iq · r). (11)
Since the inverse Fourier transform over space leaves the time-
dependence unaltered, hence the time-dependence of Gd(r, t) fol-
lows as:
Gd(r, t)∼ exp(−t/τc)β (12)
and therefore also the integration over the first peak of Gd(r, t)
leaves the following dependence for the dynamic mean nearest-
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neighbour number:
z(t)∼ exp(−t/τc)β . (13)
In a liquid, the mean number of nearest-neighbours is basically
constant with time. If within a time interval τ there are z(τ) neigh-
bours that leave the first coordination shell, there are as many
other particles (originally not in the first coordination shell) that
replace them. In a glass, the situation is similar although the time
scale at which neighbours leave the cage is much longer.
If a glass state is put under shear, the situation becomes much
different. The spherical space around a tagged particle can be
subdivided into 4 quadrants (see also Fig. 1). Two of them are
extensional quadrants: here particles that leave the cage, are very
unlikely to get back and also other particles are very unlikely to
take their places, because the field pushes them outwardly away
from the tagged particle at the center of the frame. The other two
quadrants are instead compressional. In these quadrants parti-
cles originally in the cage are very unlikely to leave the cage,
and if the attempt to do so they are pushed back by the field
inwardly towards the particle at the center of the cage. Hence,
in a glassy state under shear there is a net loss of nearest neigh-
bours in the extensional quadrants of the shearing field, while
the number of nearest neighbours in the compression quadrants
is expected to remain basically constant. For small particles, such
that the Peclet number is very small, Pe 1, one can assume that
the escape from the cage is controlled by thermal motion rather
than by shear convection. For our experiments, this is certainly
the case, however for larger colloidal particles the escape mecha-
nism could be shear-driven and convective, which would lead to
larger values of β more typical of driven systems. For example in
Ref.60 where larger colloids where used, an exponent β = 2 was
found which is indicative of convective dynamics.
These considerations can be combined with the above result
for the time-dependence of z to build a model of cage deforma-
tion breaking. We can assume that the mean number of near-
est neighbours in the stable glassy assembly prior to shearing is
6, i.e. the value in 2D that one would obtain upon integrating
g(r) up to the first minimum. Furthermore, based on Fig. 1, we
can assume that particles leave the cage in the extensional direc-
tion, and only in the compression direction the number of nearest
neighbours remains approximately constant. Upon mapping time
onto strain γ for a linear increase of strain amplitude at constant
rate γ˙, i.e. γ = γ˙t, these considerations imply the following limits:
z(γ = 0) ≡ z0 = 6 and z(γ → ∞) = 3. In practice this means that
in the limit of infinite strain (steady-state flow), only the particles
in the two compression quadrants are still next to the tagged par-
ticle at the center of the frame, as they are continuously pushed
back by the flow, according to a mechanism shown already in
simulations of flow of hard-sphere colloids56.
A function which has the time dependence given by Eq. (13)
and complies with the limits imposed by the shearing geometry is
the following
z(γ) =
z0
2
[1+ e−(Aγ)
β
], (14)
with A = ∆/kBT + 1/γ˙τc and we recall that γ = γ˙t. Here ∆ rep-
resents an energy barrier for the shear-induced breaking of the
cage, which, in glassy systems might also be related to the glass
transition temperature Tg. γ˙ is the strain rate and τc is a cage
relaxation time.
4 Nonlinear stress-strain relation
The nonaffine free energy of deformation that takes the loss of
nearest-neighbours into account due to the cage breaking effect,
is written such that its second derivative gives the local shear
modulus G(γ), hence51:
Fel =
1
2
K[z(γ)− zc]γ2 (15)
where K ≡ (1/18)(N/A)κR0 and zc = 4 for a 2D assembly. One
could more formally write this nonlinear free energy of deforma-
tion using neo-Hookean models57, but this would not change the
final result and the equations that we derive in the following.
Upon inserting Eq. (14) into Eq. (15), and taking the first
derivative of the free energy of deformation with respect to strain,
we obtain the nonlinear stress-strain relationship for the 2D par-
ticle assembly:
σel =
∂Fel
∂γ
= Kγ
{
2
[
2+ exp{−[γ(∆˜+ 1
γ˙τc
)]β }
]
− zc
}
−
{
1
2
K
(
∆˜+
1
γ˙τc
)
exp{−[γ(∆˜+ 1
γ˙τc
)]β }γ2
}{
γ[∆˜+
1
γ˙τc
]β
}−1
,
(16)
with ∆˜ = ∆/kBT is the dimensionless energy associated with
cage restructuring (which has been related to the glass transi-
tion temperature in previous work, ∆˜ = ∆/kBT = Tg/T 51. The
prefactor K of the first term also contains the dependence of the
stress-strain curve on the particle size, because R0 is approxi-
mately equal to the particle diameter for a dense assembly. Upon
considering a surface packing with fixed packing fraction φ =
pi(R0/2)2N/A, the expression for K becomes: K = (2/9pi)κφ/R0.
Hence, as expected for a 2D solid52, the initial slope of the lin-
ear elastic regime (hence the shear modulus) of the stress-strain
relation decreases upon increasing the particle size as K ∼ R−10 .
In 3D we would have K ∼ R−20 , and in general K ∼ R1−d0 in a
generic space dimension d. Furthermore, K also appears in the
first bracket of the second negative term in Eq. (16), but it could
be collected as a common factor in front of all brackets and hence
does not affect the position of the yielding point (which is con-
trolled by the expressions inside the brackets and by the competi-
tion between positive and negative terms therein). Since the first
bracket in Eq. (16) is the one which controls the linear elastic
regime, the elastic rigidity is therefore inversely proportional to
R0.
Beside the elastic contribution, we also need to consider the
dissipative contribution, σv, to the total stress. It is known that for
deformations that are not quasi-static, i.e., with γ˙ > 0, microscopic
friction induces a resistance to the particle displacements. This
friction is associated with a viscosity η and a viscous relaxation
time τv according to the Maxwellian viscoelastic model53.The vis-
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cous stress is then defined as
σv = γ˙η
[
1− exp
(
− γ
γ˙τv
)]
. (17)
Finally, the total stress is the sum of the elastic (Eq. 16) and the
viscous Eq. 17 stress contributions59
σ = σel(γ)+σv(γ), (18)
where σel(γ) is given by Eq. (16) while σv(γ) is given by Eq. (17).
This equation contains all the relevant particle-level physics:
interparticle potential (contained in K), nonaffine displacements
(associated to zc and contained in Eq.(16), shear-induced changes
in the local particle network z(γ), and also includes the thermally
activated cage distortion, and the viscous dissipation due to mi-
croscopic friction. The equation recovers the elastic limit at small
strain, where σ ≈ K(z0− zc)γ, and the plastic flow σ → ηγ˙ in the
limit γ  1.
5 Comparison
The theory has been tested on interfacial layers consisting of the
model system previously introduced: hydrophilic colloidal silica
nanoparticles in combination with oppositely charged surfactants
adsorbed at air/water interfaces. In an earlier work, Maestro et
al demonstrated that the strength of interaction between neigh-
bouring nanoparticles and, therefore, their interfacial network
strongly depends on the concentration of surfactant.32 In prin-
ciple, the interfacial assembly of silica nanoparticles (15nm ra-
dius) is dominated by van der Waals attractive forces, and elec-
trostatic double-layer repulsive force between the particles (be-
cause silica nanoparticles have dissociable silanol groups on their
surface) according to the DLVO theory.43,44 In addition, a short-
range attraction between the nanoparticles induced by the surfac-
tant molecules anchored at the particle surface is present. This is
known as an hydrophobic interaction between the hydrocarbon
tails of CTAB molecules that likely dominates at short distances
(in the range of surfactant chain length)45. As a result, the num-
ber density of nanoparticles at the interface increases with the
amount of surfactant used. The oscillatory interfacial rheology
measurements performed in32 showed the existence of a solid-
like behavior below a yield point for all the samples with a con-
centration of surfactant below the CMC. This network of inter-
connected CTAB-Silica complexes can be, thus, rationalised as an
attractive glass with the yield stress scaling with the range of at-
traction (i.e., the surfactant concentration.)
In particular, the shear stress σ of the interfacial film at con-
stant frequency ω (0.628rad/s), was measured in32 varying the
strain amplitude γ. Fig. 2 shows the experimental strain-sweep
experiments performed in32 for samples at increasing CTAB con-
centration Cs. In all the samples studied, the stress σ linearly
grows with γ at low values of γ below a certain threshold known
as the limit of linearity γ0. This marks the end of the linear regime,
with σ ∝ γ. Beyond such regime, there is a non-linear regime
where σ increases sub-linearly until the local stress is maximum
σy at the yield-point γy. Beyond this point, the observed behaviour
depends strongly on Cs. At low Cs, the yield-point is followed
by a plastic flow regime characterised by a practically constant
plateau stress; i.e., the sample is shear-melted with σ ∝ γ˙ ∼ ωγ.
Upon increasing Cs and beyond γy, the stress progressively falls
down with the strain. In general, the stress-strain relation shows
an overshoot with a maximum in the stress beyond which the
system yields a viscous Newtonian flow in the large strain limit,
γ  1. This behavior, illustrated in Fig. 2, can be qualitatively ra-
tionalised as a weakly attractive glass that exhibits one-step yield-
ing at increasing oscillatory strain amplitude. The stress over-
shoot is a hallmark of the rheology of glassy materials, and is ob-
served for example in colloidal glasses46–49 as well as in metallic
glasses.50,51 This behavior, which is well known in 3D glasses,
was indeed found in other nanoparticle monolayers consisting on
partially hydrophobic silica with larger size (85nm radius) in ab-
sence of surfactant. In this case, the partial hydrophobicity of the
particles is obtained by replacing the silanol by silane groups at
the surface of the particles. This data, obtained from28 has been
also plotted as an inset in Fig. 2 to be compared with the proposed
theory.
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Fig. 2 Comparison between the theoretical expression and the experi-
mental results by oscillatory interfacial shear rheometry obtained from 32.
Interfacial shear stress σ is plotted versus the amplitude of strain γ at a
constant frequency ω = 0.628 rad/s considering different concentrations
of surfactant Cs (expressed in mM). Eq. 18 is used with the viscosity
η and the strain rate γ˙ fixed by the experiments. The values of ∆˜ = 6,
α = 0.55 and z0 = 6 has been chosen accordingly to represent a dis-
ordered, amorphous solid network at the interface. Inset: Comparison
between the theory (Eq. 18) and the experimental σ − γ for partially hy-
drophobic silica nanoparticle monolayers (85nm radius) obtained from 28.
In this case, η and γ˙ were also fixed by the experiments and the values
of α, ∆˜ and n0b are similar than in the main figure.
We compare here this nonlinear stress-strain behaviour found
experimentally in 2D nanoparticle systems with a description
based on the coupling between many-body dynamics causing
structural rearrangments of the glassy cage and a nonaffine re-
sponse to deformation. The resulting fully analytical expression
for the stress-strain curve (Eq. 18, together with 16 and 17) is
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in good agreement with the experiments being able to reproduce
the limit of linearity, the strain-softening, the yielding point and
the stress overshoot upon increasing Cs as it can be seen in Fig. 2.
There is remarkable agreement between the theoretical expres-
sion (Eq. 18) and the experimental data across a broad range of
parameters. The values for the viscosity η , the strain rate γ˙ are
fixed by the experimental values obtained from Ref32 and shown
in Table 1. We fixed also a value of ∆˜ = TgT = 6 corresponding to
about 1kBT of attraction per nearest-neighbour as expected for
weak attraction, and a value of α = 0.55, typical of glassy sys-
tems53,58 for the stretched exponential of α-relaxation58. The
only parameters that have not been fixed in Eq. 18 to fit the ex-
perimental data are the ’dressed’ spring constant parameter K
(related to the interparticle potential via the spring constant κ
as mentioned earlier) and the two relevant relaxation times τc,
for the cage structural rearrangement and τv, for the macroscopic
viscous relaxation, respectively.
Furthermore, to show the universality of the theoretical model
proposed, we also compare it with the stress-strain behavior
corresponding to larger, partially hydrophobic nanoparticles ad-
sorbed at the air/water interface in the inset of Fig. 2. In this
case, there is also a good description of the experimental σ − γ
data with Eq. 18 using the values of α, ∆˜, z0 and zc previ-
ously described for glassy systems of spherical building blocks
with central-force interaction. The values obtained from the fit
K = 0.06N/m, τc = 152s and τv = 5.6× 10−3 s are in good agree-
ment with those corresponding to the surfactant-decorated silica
nanoparticles with smaller size shown in Table 1. In detail, the
spring constant K is in the same order than the CTAB-decorated
silica nanoparticles with 0.1− 0.08mM CTAB as expected for a
similar packing fraction of the particles at the interface. The value
of τc is bigger than the ones shown in Table 1 which is physically
meaningful because of the increase in particle size that, therefore,
increases the Brownian relaxation time and hence τc as well.
6 Effect of surfactant on the stress over-
shoot
Looking at the experimental data in Fig. 2, one can see that the
amplitude of the overshoot represented by σy, and also the yield
strain γy, depend on the surfactant concentration Cs. In general
terms, the model explains the existence and the amplitude of the
overshoot based on the competition between the elastic instabil-
ity driven by non-affine cage breakup and the build-up of viscous
stress, respectively. When the elastic instability sets in, it causes
the stress to go through a maximum value σy and to subsequently
decrease with further increasing strain, whereas the viscous con-
tribution σv increases monotonically up to the final Newtonian-
like viscous plateau where σ ∼ γ˙η .
Fig. 3 (and Table 1) shows the dependence of the parameters
K, τc and τv on the concentration of surfactant Cs, and, there-
fore, on the particle density at the interface φ = f (Cs,Cp) –being
the concentration of particles Cp fixed in all the cases to 1wt.%–.
Remarkably, the prefactor K of the elastic free energy, defined as
K = (2/9pi)κφ/R0 as discussed above, increases with Cs. This is
a reasonable outcome because the increase of surfactant brings
Fig. 3 Dependence of the fitting parameters obtained with the concentra-
tion of surfactant used to increase the hydrophobicity of the nanoparticles
and, therefore, the packing density at the interface.
about an increase of the packing fraction φ of the particles at the
interface32, and at the same time an increase of the spring con-
stant κ. The latter is defined as the second derivative of the total
interaction energy between two particles evaluated in the attrac-
tive minimum. This quantity is expected to increase as a result of
the increased attractive force due to hydrophobicity, and because
the attractive minimum becomes narrower as the first neighbours
distance R0 decreases when more surfactant is added to the sys-
tem.
Upon increasing Cs, the surfactant-particle complexes are pro-
gressively creating a denser and stronger particle cage that results
in the strengthening of the glassy network in which more energy
is needed for the particles to escape from the cage, which is pri-
marily related to σy. τc represents the cage relaxation time and
it slightly increases with Cs. This means that the cage dynamics
becomes slower upon strengthening the particle network. Finally,
we rationalise the increase of τv as due to the increase of the mi-
croscopic friction in between the particles. This friction increases
as the nearest-neighbour distance decreases upon increasing the
surfactant. In particular, if we visualize the nanoparticles as sur-
rounded by a shell of vertically oriented surfactant molecules, it
is clear that the friction must increase markedly when the parti-
cles approach the distance of close contact between the respective
surfactant layers. This point and its consequences on the rheology
are explored in the paragraph below.
7 Nonmonotonic dependence of yield strain
on surfactant concentration
As is clear from Fig. 2, there is a non-monotonic dependence of
the yield-strain amplitude (i.e. evaluated at the point of maxi-
mum of the stress-strain overshoot) γy and the surfactant concen-
6 | 1–9Journal Name, [year], [vol.],
tration Cs.
In particular, γy decreases with surfactant concentration upon
going from Cs = 0.08 to Cs = 0.1mM, after which, however, it
monotonically increases upon further increasing Cs. This non-
monotonic behaviour would be impossible to explain without a
model, but thanks to the theoretical fitting shown above, we can
provide a possible physical explanation for this effect. As is shown
in Fig. 3, the time-scale associated with viscous friction, τv, in-
creases markedly upon going from Cs = 0.08 to Cs = 0.1mM, after
which it is practically constant. As discussed above, the friction
time scale τv is due to the local frictional interaction between lay-
ers of surfactants on nearest-neighbour particles. If the particles
are sufficiently far apart, there is little interaction between the
layers and therefore also the viscous time τv is lower. As soon as
the particles become closer to each other and the layers start to
interact, it is expected that the friction time scale τv increases sig-
nificantly. Beyond this point, particles are unlikely to come closer
due to strong steric repulsion, upon further increasing Cs. Hence,
we can speculate that, upon going from Cs = 0.08 to Cs = 0.1mM,
the nearest-neighbour particles become close enough such that
the respective surfactant layers start to interact, which gener-
ates viscous friction in the relative motion between the particles.
This would perfectly explain the jump in τv in Fig. 3 upon go-
ing from Cs = 0.08 to Cs = 0.1mM. Upon increasing Cs further
aboveCs = 0.1mM, the distance between nearest-neighbours can-
not decrease further because of the strong steric repulsion be-
tween surfactant chains protruding in the layers. Hence, also the
frictional time τv increases much less at this point, and saturates
to a plateau.
With reference to the non-monotonic dependence of σy on γ,
the sharp increase of τv implies that the build-up of dissipative
stress σv, according to Eq.(17), becomes much slower with in-
creasing γ. Hence the overshoot must happen at a lower strain,
because the drop of σel (which is a function featuring a maxi-
mum, that shifts towards larger γ upon increasing K) is not com-
pensated by a sufficiently fast increase of σv, as one goes from
Cs = 0.08 to Cs = 0.1mM. Therefore, this consideration suggests
that the drop of γy upon going from Cs = 0.08mM to Cs = 0.1mM
can be due to the fact that whilst the elastic stress increases (at a
given γ) due to the increase of K, yet the stress overshoot happens
"earlier" (at a lower γ) because the viscous stress does not catch
up fast enough to compensate the drop of σel , due to a larger
value of τv which makes the increase of σv with γ much slower.
Finally, at Cs > 0.1mM the τv is basically constant, while K
keeps increasing. This means that the drop of elastic stress will
occur at increasingly higher strain (because the maximum in σel
gets shifted to larger γ upon increasing K), which is reflected in
γy increasing monotonically with Cs in this regime.
8 Conclusions
We have proposed a microscopic mechanism that explains the de-
formation of surfactant-decorated silica nanoparticle interfacial
layers under shear deformation. Silica particles trapped at the
air/water interface forms a 2D amorphous solid with features of
a colloidal glass. The theoretical model proposed has been able to
describe how this solid-like system deforms under a shear strain
Table 1 Relevant parameters in Eq 18. The effective viscosity of the
layer η and the strain rate γ˙ values are fixed by the experimental values
obtained from Ref. 32. The values of the elastic constant K, (related to
the interparticle potential) and the two relevant relaxation times τc, for
the cage rearrangement and τv, for the macroscopic viscous relaxation
have been obtained from the fitting of the experimental data by Eq 18.
CTAB (mM) K (N/m) τc(s) τv(s) η (Ns/m) γ˙ (s−1)
0.5 1.17 61 1×10−2 4.9×10−3 0.82
0.2 0.32 58 5×10−3 5.8×10−3 0.28
0.1 0.083 51 5×10−3 3.0×10−3 0.15
0.08 0.015 52 2×10−3 3.2×10−3 0.12
ramp up and beyond a yielding point which leads to plastic flow.
In detail, the model is based on the description of nanoparticle
interfacial assemblies by means of the local connectivity between
particles, and its temporal dynamics, and of the microstructural
heterogeneity of the elastic response giving rise to strongly non-
affine deformations.
The model is able to reproduce experimental data from oscil-
latory shear measurements with only two non-trivial fitting pa-
rameters: the relaxation time of the cage and the viscous relax-
ation time. The interparticle spring constant contains information
about the strength of interparticle bonding which is tuned by the
amount of surfactant that renders the particles hydrophobic and
mutually attractive. This model, therefore, shows –for the first
time in interfacial systems– a fundamental connection between
the concept of nonaffine deformations, the dynamical rearrange-
ments of the local cage and the onset of plastic flow –all of which
can be controlled to a certain extent by the surfactant and particle
concentration–.
Finally, this framework opens up the possibility of quantita-
tively tuning and rationally designing the mechanical response of
colloidal assemblies at the air-water interface as it can be stated
from the goodness of the theoretical model for different nanopar-
ticle systems compared in this study. We are now extending our
theoretical description to nanoparticle systems at fluid interfaces
taking into account not only the number density but also to ex-
plore in detail the particle’s size effects (from the nm to the µm
range) and also particle’s shape (by studying different geometries
like cylindrical, ellipsoidal and ’Janus’) and surface roughness.
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