Introduction 1
The observation that genetic distances between taxa are correlated with the amount of 2 time since they diverged first gave rise to the idea that DNA may evolve at a relatively 3 constant rate: the molecular clock (Zuckerkandl and Pauling 1965) of rate constancy led directly to the neutral theory of molecular evolution, which initially 8 predicted that the rate of evolutionary change, k, would be equal to the neutral mutation 9 rate µ, regardless of the effective population size (Kimura 1968). It wasn't long, however, 10 before heterogeneity in amino acid substitution rates was observed (Kimura and Ohta 11 1971; Langley and Fitch 1974) , and the neutral theory was soon amended to account for 12 the effects of effective population size (N e ) and slightly deleterious selection ("nearly 13 neutral theory"; Ohta 1972; Tachida 1991) . Under the nearly neutral theory, the 14 substitution rate scales inversely with N e , so it is possible for a large number of alleles 15 with neutral and slightly deleterious mutations to remain transient in a large population 16 for relatively long periods of time before slowly being fixed or removed by genetic drift 17 or purifying selection. 18
The event that is typically used for a molecular clock calibration is a divergence of 19 known age between two genetically distinct lineages. However, as noted above, at the 20 time of actual population divergence, the gene of interest was likely represented in the 21 ancestral population by a number of divergent alleles. Thus, divergence in the gene of 22 interest will predate the actual population divergence by an average of 2N e generations 23 (Nei and Li 1979; Edwards and Beerli 2000) . Because gene divergence is more easily 1 measured than population divergence, the two measures are often conflated, leading to 2 overestimates of population divergence times (in mutational units), and therefore of 3 molecular substitution rates (Arbogast et al. 2002 ). This effect is magnified by larger 4 effective population sizes, and more recent population divergence times ( With increased availability of radiometrically-dated ancient DNA (aDNA) from sub-9 fossil tissues, it has become possible to calibrate molecular clocks using radiometric dates 10 assigned to lineages that terminate at some known time in the past (Drummond et al. Ho and co-workers used coalescent rate calibrations from contemporary and ancient 15 DNA to show that there is an exponential relationship between the date used for 16 calibration and the resultant rate, with high rates for recent calibration dates that decline 17 to more familiar substitution rates for dates over 1-2 million years ago (the "lazy J", 18
Penny 2005), a result that supported previous observations from pedigree studies in 19 humans (Parsons et al. 1997; Howell et al. 2003) . In addition to avoiding, through 20 coalescent models, the problem of ancestral polymorphism, their analysis suggests that 21 this inverse relationship cannot be entirely explained by errors in calibration or coalescent-based method for the calibration of molecular clock rates that uses a 20 population expansion rather than divergence as its calibrating event. We demonstrate the 21 method for a recent, well-documented marine population expansion event, and use it to 22 test whether time-dependency can be detected in marine invertebrates. 23
Extending from the Malay Peninsula to the eastern sides of Java and Borneo, the 1 Sunda Shelf covers 1.8 ´ 10 6 km 2 , making it the largest shelf area outside the polar 2 regions (Hanebuth et al. 2000) . With the onset of Pleistocene glaciation cycles about 3 3 mya, global sea levels have fluctuated with maximum amplitudes of up to 140 meters 4 (Lambeck et al. 2002) . Over the past ~120 ky sea level remained between 30 and 100 5 meters below present-day sea level, but dropped more than 120 meters during the Last 6
Glacial Maximum (LGM; Chappell et al. 1996) , leaving the Sunda Shelf completely 7 exposed. Since the LGM, 14 C dating of corals and littoral debris has confirmed a rapid 8 rise to current sea levels, with the fastest rate of sea level change occurring between 15 9 and 10 kya (Hanebuth et al. 2000) . This sea level rise produced an unparalleled expansion 10 in range ( Figure 1 
Materials and Methods 7

Data Characterization 8
To ensure that any population expansions detected could be firmly attributed to sea-9 level rise on the Sunda Shelf following the last glacial maximum, we selected three 10 species for which previous analyses revealed major clades that were largely confined to 11 the Sunda Shelf or to central Indonesia. These species comprised the boring giant clam, 12 Figure 1H ). 22
We used DNAsp 5.10 (Librado and Rozas 2009) to characterize these datasets for 1 standard population genetic statistics, including D* and F S , which identify departures 2 from neutrality due to an excess of recent mutations (Fu and Li 1993; Fu 1997) , with 3 significance for these neutrality tests determined with 10,000 coalescent simulations. For 4 datasets where more than one locality was sampled, we also measured F ST among 5 localities using the AMOVA algorithm implemented in Arlequin 3.11 (Excoffier et al. 2005), and only took calibrations from datasets for which F ST = 0. We ascertained the 7 best-fitting model of molecular evolution using the Akaike information criterion (AIC) in 8 
Calibration Points and Demographic Analysis 12
Calibration of a molecular clock based on population expansion requires geological 13 dates for when the expansion began. We used two dates taken from studies of 14 radiocarbon dates for sediment cores and littoral organics (Geyh et al. 1979 ; Hesp et al. In addition to the information from the sources noted above, we estimated the area of 3 shallow water habitat (0-10m) that became available to these species with each 10m 4 increase in sea level using spatially gridded data from the ETOPO1 1 arc-minute Global 5
Relief Model (Amante and Eakins 2009). Using the spatial analyst toolkit in ArcMap 6 10.0, we quantified the number of cells between 10-meter isobaths and multiplied this 7
value by a cell size 3.16 km 2 , which resulted from projecting the data to the ARC 8 coordinate system, zone 1. These habitat area estimates are approximately correct at the 9 scale of the ETOPO1 grid, but likely represent a slight underestimate. 10
The calibration also requires accurate estimates of the mutational depth in the 11 genealogy at which the transition to expansion growth began, together with an 12 assessment of the associated error. Here, we use two different methods to make this 13 estimate: the mismatch distribution (Rogers and Harpending 1992) and a two-epoch 14 coalescent model (Shapiro et al. 2004 ). 15
The mismatch distribution is the distribution of pairwise differences among 16 haplotypes, which Rogers and Harpending (1992) observed to be unimodal after 17 exponential population growth in a single deme. They described this with an analytical 18 model for which the modal value, t = 2µt estimates the time of population expansion t in 19 terms of the mutation rate µ. Schneider and Excoffier (1999) amended this "sudden 20 expansion" method for a finite-sites model with rate heterogeneity, and fitted each 21 parameter using a least-squares approach. We analyzed our data under this model in 22 10,000 parametric bootstraps of the analytical model. Model fit was evaluated using the 2 sum of squared deviations (SSD), with significance established with the same 3 bootstrapped dataset. We calculated lineage mutation rates as µ = t / (2c), where c is one 4 of the two calibration points mentioned above, and t is divided by the number of sites in 5 the dataset. We give results as % change per million years. 6
To get an overall image of the information on demographic history that was available 7
in each genetic dataset, we analyzed them each under a Bayesian skyline model 8 Bayesian skyline plot (BSP) makes few a priori assumptions about the historical 13 demographic trajectory of the population, and can thus provide a framework for 14 constructing more specific models. For these analyses we used ten piecewise linear 15 intervals, a strict clock model, and the molecular evolution model from ModelTest. We 16 used uniform, relatively uninformative priors for the population size at each interval, and 17 a gamma prior for k, the transition:transversion ratio. Each skyline analysis was run, at 18 minimum, three times for thirty million steps. We assessed convergence with estimates of The BSP for each dataset indicated a period of constant population size, followed by 3 rapid growth that slowed as it reached the present. We therefore used a two-epoch 4 coalescent model (Shapiro et al. 2004 ), implemented in BEAST, that simulated either 5 two-parameter exponential growth (Q 1 , and intrinsic growth rate, r), or three-parameter 6 logistic growth (Q 1 , r, and time to reach ½ Q 1 , t 50 ), preceded by one-parameter constant 7 growth (Q 0 ), with a final parameter for the transition time between the two epochs 8 (t transition ). We used the same molecular evolution models that we had used for the skyline 9 plots, and 1/x priors on all parameters (Drummond et al. 2002) except for k, for which we 10 used a gamma-distributed prior, and r, for which we used a simple uniform prior. We set 11 the upper and lower limits of the prior distribution for each parameter using the 95% 12 confidence intervals (CI) from the BSPs as guidelines. For example, upper limits for 13 t transition (the parameter of interest) were the upper limit of the 95% CI for T MRCA from the 14 skyline model. The lower limits for t transition and t 50 were set to 10 -6 mutations per site, 15 which represents a prior assumption that rates will not be lower than 0.05% /my (about 16 twenty times slower than the 1% /my rate commonly used for mtDNA; Brown et al. 17
1979). We calculated lineage mutation rates as µ = t transition / c, and give results in units of 18
% change per million years. 19
To more rigorously test the hypothesis of constant population size followed by 20 logistic growth, we ran each dataset under a model of constant population size, two 21 models of population growth (exponential and logistic) without a stable period preceding 22 them, and a model of expansion growth (constant size followed by exponential growth) 1 that does not allow the time of expansion to vary. Where applicable, we used the same 2 priors as were used in two-epoch models. We then used Bayes factors to compare the 3 harmonic mean of the marginal likelihood from these models to those from the 4 exponential and logistic two-epoch models described above. Marginal likelihoods for 5 each model were calculated as the sum of the log-likelihoods for the genealogy and the 6 coalescent model at each recorded step (thus, the product of these two quantities), and the 7 harmonic mean for each was calculated in Tracer, using 1000 bootstrap replicates to 8 establish confidence intervals. We report calibrations from the model that received the 9 most support from this method following recommendations from Kass and Raftery 10 (1995). 11
Results
12
We found a more than ten-fold increase in the amount of shallow-water habitat (0-13 10m) that became available to these species as a result of sea-level rise following the Last 14
Glacial Maximum (LGM; Figure 1 Haptosquilla pulchella CO1, but bimodal for Tridacna crocea CO1 (Figure 2 ). The 7 bimodal distribution for T. crocea, which is expected for a constant-sized population 8 (Rogers and Harpending 1992), resulted in very large estimates of t and exceptionally 9 high values for µ ( Table 2) . None of the datasets rejected a sudden expansion model. as three simpler models of population growth (exponential, logistic, and expansion; Table  18 3). This model was also decisively better than a constant population size model for H. 19 pulchella and P. nodosus, but was only weakly supported over a constant population size 20
Mean values for the time of transition between constant population size and logistic 1 growth were generally a bit lower than the inflection point depicted in the skyline model 2 for each gene (Figure 3) . However, the 95% confidence intervals for t transition generally 3 encompassed the period of growth detected by the skyline model, and fit within the very 4 large confidence intervals generated for the mismatch distributions (Table 2 ). For the 5 conservative calibration point at 19.60 kya, mean estimates of µ for T. crocea and P. 6 nodosus were very similar (2.30%/my and 2.61%/my respectively), while H. pulchella 7 had a mean rate that was over twice as fast (6.58%/my; Table 2 ). Posterior distributions 8 for t transition , Q 0 and Q 1 were unimodal, while those for growth rate (r) and t 50 were mostly 9 uninformative. With the exception of the H. pulchella samples from Pulau Seribu, which 10 showed little evidence of population growth, two-epoch models for individual sampling 11 localities showed strong concordance with the pooled-locality datasets in T. crocea and 12 H. pulchella, albeit with larger confidence intervals (results not shown). estimated at about 100,000 years ago. This is much closer to the last time that sea levels 7 approached current levels 120,000 years ago, before dropping again (Chappell et al . 8 1996) . In the following discussion, we first compare estimates from the sudden expansion 9
and two-epoch models. We then discuss potential sources of error in our calibration and 10 compare our calibrated rates to rates from older calibrations. 11
Rate calibrations from the spatial expansion mismatch analyses were generally much 12 higher than those from the two-epoch coalescent model (Table 2) , although very wide 13 confidence intervals on t always included the two-epoch estimate. Of the two, we favor 14 the two-epoch method, which takes advantage of the genealogical information in the data 15 through Bayesian parameter estimation from an explicit coalescent model. In contrast, the 16 mismatch analyses used here provide only an analytical approximation of substitution 17 patterns expected from a spatial expansion, without considering any underlying 18 genealogy, and so likely yield less precise estimations. As a case in point, the mismatch 19 distributions for T. crocea were bimodal due to several star polytomies in the genealogies 20 (supplementary figure 1) . A bimodal distribution tends to increase the estimate of t 21
(relative to unimodal distributions), and therefore of the substitution rate. However, in a 22 time-reversed coalescent framework, these polytomies can be interpreted as a potentially 1 simultaneous increase in the rate of coalescence. 2
Sources of Error 3
Our use of a two-epoch coalescent model (Shapiro et 
foremost, calibration points, as independent estimates of elapsed time, are central to any 10 scheme for separating the effects of substitution rate and time, and are probably the 11 largest sources of error in molecular clocks (Benton and Ayala 2003). Here, we used two 12 possible points for the beginning of population expansion: one at 19.6 kya and the other 13 at 14.6 kya, as a way to provide some assessment of the potential for calibration error. 14 For the sake of discussion, we use rates from the date that is more conservative with 15 respect to the time-dependency hypothesis (19.6 kya), but the 14.6 kya date may be more 16 accurate, as this was the time that sea level rise first resulted in significant flooding of the 17 Sunda Shelf (Figure 1) . We are also making the assumption that coral reef communities 18 colonized the Sunda Shelf as soon as new shallow marine habitat was available. This is 19 justifiable, because coral reef communities have shown the potential for rapid, long-20 distance re-colonization of coastal waters, with species richness, coral cover and genetic 21 diversities returning to their ambient levels less than 150 years after being obliterated by 22 Nevertheless, even the 14.6 kya date may be conservative, as the Sunda Shelf 1 environment may not have been immediately appropriate for coral reef development 2 following inundation of terrestrial habitats. Thus, as we learn more about re-colonization 3 of the Sunda Shelf, it may become apparent that the above rates are actually conservative 4 estimates and we may need to revise the estimated rates upward. 5
A related assumption is that populations of all three of these lagoonal species 6 expanded onto the Sunda Shelf somewhat simultaneously. This is analogous to the 7 assumption of simultaneity that has often been made in divergence dating across multiple 
Drummond 2008). 22
By setting priors of the two-epoch model to confidence intervals for the Bayesian 1 skyline plots, we essentially estimated expansion times that fit the BSPs (Figure 3 ). This 2 approach offers a number of advantages. First, the resulting "fitted" two-epoch models 3
were significantly better at explaining the data than simpler models of population growth 4 (Table 3) . Second, in using these models we have already accounted for the effects of 5 population size change that are often neglected in divergence calibrations (Arbogast et al. 6
2002; Navascues and Emerson 2009). Third, by calibrating from an intra-specific 7
process, we avoid the potential errors arising from phylogenetic divergence 8 methodologies, such as problems with rooting, branching order and missing or extinct 9 taxa (Smith and Peterson 2002). Finally, the 95% confidence intervals given in Table 2  10 should largely account for error due to Poisson-distributed mutations, rate variation 11 across sites and the stochasticity of the coalescent. 12 However, it is important to note that our estimates will also be affected by any 13
violations of the assumptions of the Bayesian skyline method (Drummond et al. 2005). 14
One assumption is that the sampled population is unstructured, which is met for our 15 datasets by zero or negative F ST values in Table 1 . Another assumption is that observed 16 increases in the rate of coalescence are due to demographic changes, rather than positive 17 or purifying selection, each of which can leave very similar population genetic patterns. 18
We will address each of these alternate hypotheses in turn. were occurring frequently in the mtDNA of these species, we might expect nucleotide 3 diversities (Table 1) of constant population size followed by a pulsed increase in the rate of coalescence are 14 consistently favored by odds of more than 300:1 over these simpler growth models 15 (Table 3) . 16
The different topologies expected under purifying selection and demographic growth 17 (Williamson and Orive 2002) may also be why Fu (1997) found that D* (which is based 18 on distribution of substitutions) was more sensitive to purifying selection than F S (which 19 is based on haplotype frequencies), and vice versa. That Fu's F S was significant in many 20 more instances than D* ( Table 1 ) also suggests that demographic change is more 21 important than purifying selection in creating the observed patterns. Nevertheless, it will 22 be important to account for sites under purifying selection when estimating rates from 23 population expansions, perhaps by including rate decay parameters in coalescent 1 genealogy sampling schemes (O'Fallon 2010). 2
Rate Comparisons 3
Perhaps the most surprising result of calibrations from the two-epoch model is the 4 disparity in substitution rate estimates. While T. crocea and P. nodosus have similar rates 5
(mean values of 2.3% to 2.6% per million years), the substitution rates in H. pulchella 6 appear twice as fast (6.6% per million years). It is possible that this disparity results from 7 non-simultaneous dates of expansion, with H. pulchella experiencing an expansion event 8 much earlier than the Sunda Shelf flooding, or T. crocea and P. nodosus expanding onto 9
the Sunda Shelf about 10,000 years after H. pulchella. A simpler explanation for the rate 10 differences among the three invertebrates can be found in their times to first reproduction, 11 which we use as a conservative proxy for generation time. T. crocea and P. nodosus each 12 take at least two years to reach reproductive maturity (Lucas 1988 The wide confidence intervals on a limited number of recent rate estimates 14 suggest caution in interpreting this curve. Nevertheless, the slower rate of decay that we 15 calculated makes sense in a nearly-neutral context, because with large census sizes and 16 genetic neighborhoods, marine invertebrates can be expected to have larger long-term 17 effective population sizes than other taxa (Palumbi 1994 ). The next slowest rate of decay 18 can be found in birds, followed in rank order by mammals and freshwater fish, which 19
agrees intuitively with what we know about effective population sizes in these taxa. 20
Conclusions 21
Although wide error bars on our rather conservative rate estimates preclude definitive 1 statements, these results appear to show higher rates of molecular change for a recent 2 calibration point, and thus they provide additional support for the hypothesis of time-3 dependency of molecular rates (Ho et al. 2005 ). This might provide insight into some 4 persistent problems in marine phylogeography. If purifying selection is removing 5 variation over longer timescales than previously assumed in the marine realm, it would 6 help to explain the widespread pattern of shallow mitochondrial genealogies combined 7 with deep genetic divergences between sister species (Grant and Bowen 1998), as well as 8 the frequent departures from neutrality (Wares 2010 ) that are commonly observed in 9 marine species. 10
Continued discovery of rate heterogeneity has nearly led to the abandonment of a heterogeneity: the combined effect of weak negative selection and effective population 21 size (N e s s ) proposed under the nearly neutral theory of molecular evolution (Ohta 1972) . 22
Specifically, these combined results suggest that the observed rate of molecular evolution 23 decays as a function of the calibration time, and that the rate of decay is a function of 1 effective population size. With additional data from more species and more genes, we 2 expect that our method of expansion dating will provide further insight into rates of 3 molecular change at recent timescales. 4
Supplementary Material 5
Statistical parsimony networks for each species are available in Supplementary Figure 1 . 6
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