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Summary
The odds ratio (OR) is a measure of association used for analysing an I × J contingency
table. The total number of ORs to check grows with I and J . Several statistical methods
have been developed for summarising them. These methods begin from two different
starting points, the I × J contingency table and the two-way table composed by the ORs.
In this paper we focus our attention on the relationship between these methods and point
out that, for an exhaustive analysis of association through log ORs, it is necessary to
consider all the outcomes of these methods. We also introduce some new methodological
and graphical features. In order to illustrate previously used methodologies, we consider a
data table of the cross-classification of the colour of eyes and hair of 5387 children from
Scotland. We point out how, through the log OR analysis, it is possible to extract useful
information about the association between variables.
Key words: correspondence analysis; Kullback–Leibler information; RC(M) association model;
singular value decomposition; weighted Altham’s index; weighted log odds ratio analysis.
1. Introduction
The odds ratio (OR) is one of the main measures of association in 2 × 2 contingency
tables. The OR is also commonly used to describe the relationship between the row and
column variables in I × J two-way contingency tables, see for example Altham (1970),
Goodman (1979, 1985), Greenacre (2009), De Rooij & Anderson (2007) and de Rooij &
Heiser (2005). In this case the total number of ORs to compute is [I (I − 1)]=2 × [J (J − 1)]=2
although this number can be reduced using the basic set of ORs, as defined by De Rooij &
Anderson (2007). Irrespective of the results of De Rooij & Anderson (2007), in this paper
we consider the complete set of ORs, because, as we will show, the matrix containing all
of the ORs is linked in an important way with the original two-way contingency table of
dimension I × J .
We propose a general framework for the analysis of the complete set of log ORs
generated by an I × J contingency table. The road map is: after the description of the
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notation (Section 2) and a review of the literature on the analysis of association in a two-
way contingency table using ORs (Section 3), we present in Section 4 a description of Log
Odds Ratio Analysis (LORA). In particular we focus our attention on the introduction of a
weighted system and its graphical properties. In Section 5, starting from the main statistical
methods used to represent the rows and columns of a two-way contingency table, we propose
a unified approach and extend the Log Ratio analysis (LRA) to the study of log-ORs. We
then link this methodology with LORA. In Section 6 we study the properties of LRA by
introducing a graphical representation and an association measure. A case study is presented
in Section 7. Section 8 summarises our conclusions.
2. Notation
Let N = (nij) be a two-way contingency table that cross-classifies n units into I row
categories and J column categories of X and Y variables, respectively. Let Xi (i = 1, 2,… , I )
and Yj (j = 1, 2,… , J ) be the i-th and j-th categories of X and Y .
The odds ratio is defined by ORii′jj′ = nijni′ j′ni′ jnij′ (1  i < i′  I ; 1  j < j′  J ).
The matrix of proportions is denoted by P = n−1N with general term pij. The matrix
PT is the transpose of P. The marginal relative frequencies of the i-th row and j-th column
of P are pi• and p•j and the vectors of marginal relative frequencies may be represented as
vectors r and c respectively and in diagonal matrix form as Dr and Dc.
The complete set of ORs for N is composed of [I (I − 1)]=2 × [J (J − 1)]=2 ORs which
are placed in an IÅ × JÅ two-way table S, where IÅ = I (I − 1)=2, JÅ = J (J − 1)=2, and
siÅjÅ is the general entry of S.
3. The analysis of the association in a two-way contingency table using odds ratios
The study of two variables placed in an I × J contingency table using ORs has been
discussed widely. A major difficulty with this sort of analysis is that the total number of
ORs may be inconveniently large. This problem also arises even if a basic set of ORs has
been used. The study of the complete set of ORs can be approached by means of four main
strategies. The first summarizes the log-ORs by measures of synthesis (Altham 1970). For
example, Altham’s index can be computed for the complete set of ORs as follows:
OR =
⎛
⎜⎝
∑
i˜
∑
j˜
[log siÅjÅ ]Q
IÅJÅ
⎞
⎟⎠
1=Q
Q  1
Althman’s index is a very simple measure which summarizes the ORs but it does not
take into account the size of the table. For, Q = 1 OR is equal to the sample estimate of
the interaction in a log-linear model.
Althman’s index can also be defined on the local odds ratio and spanning cell odds
ratios (De Rooij & Anderson 2007). For a deeper discussion of this measure, see Edwardes
& Baltzan (2000).
The second strategy starts from the construction of a model for the frequencies and
studies the ORs through the interaction between X and Y ; the log-linear model for I × J
contingency tables is an example of this strategy. In particular if we consider the saturated log-
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linear model log pXYij = XYÅÅ +XYiÅ +XYÅj +XYij , where XYÅÅ,XYiÅ ,XYÅj andXYij are the overall
effect, the X variable effect, the Y variable effect and the interaction effect, respectively,
the interaction terms are closely related to the ORs. In fact, as in the ANOVA framework,
using effect coding and imposing the classical restrictions, the interaction effect can be
estimated by means of logs of the ORs which form the entries of the matrix S. Moreover
for the log-linear model using these effects, the OR values can be computed as follows:
ORii′jj′ = exp(XYij +XYi′j′ − XYi′j − XYij′ ).
More parsimonious than the usual log-linear model, the third proposal is the RC(M)
association model (Goodman 1979, 1981). It decomposes the association between X and Y
into M components, such that
pij = ij exp
(
M∑
m=1
mimjm
)
,
where im and jm are the Xi and Yj scores on dimension m, m is a measure of the strength of
the association between X and Y , and i and j are the main effects of X and Y respectively.
With respect to the scores, the following constraints are imposed:
I∑
i =1
pi•im =
J∑
j =1
p•jjm =
I∑
i =1
pi•imim′ =
J∑
j =1
p•jjmjm′ = 0, and
I∑
i=1
pi•2im =
J∑
j =1
p•j2jm = 1.
After performing the logarithmic transformation and taking into account the constraints
and the condition
∑I
i =1 log(i)pi• = 0, we can estimate the parameters log(j) and log(i)
by
̂log(j) =
I∑
i =1
pi• log(pij) and ̂log(i)=
J∑
j =1
p•j log(pij) −
I∑
i =1
J∑
j =1
pi•p•j log(pij).
These estimates are obtained through the least squares method (D’Ambra 1988)
(Escoufier & Junga 1986), by minimizing the quantity
I∑
i =1
J∑
j =1
pi•p•j
(
aij −
M∑
m=1
mimjm
)2
,
where
aij = log(pij) − ̂log(j)−̂log(i) = log(pij)−
I∑
i =1
pi• log(pij)−
J∑
j =1
p•j log(pij)
+
I∑
i =1
pi•
J∑
j =1
p•j log(pij).
The RC(M) association model can be interpreted in terms of an inner product rule or in
terms of a distance rule (de Rooij & Heiser 2005). In the first case, the OR can be computed
as
ORii′ jj′ = exp
(∑
m
m(im −i′m)(jm − j′m)
)
. (1)
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In the second case, if we let μÅi = [1i1,…mim,…MiM ] and vÅj = [1j1,…mim,…
M iM ] then the OR can then be expressed in terms of distances as
ORii′jj′ = exp
(
1
2
(d 2(μÅi′ ; vÅj )+d2(μÅi ; vÅj′ )−d 2(μÅi ; vÅj )−d2(μÅi′ ; vÅj′ ))
)
, (2)
where d2(μÅi ; vÅj ) is the squared Euclidean distance between the coordinates μÅi and vÅj .
In this last case it is possible to visualize the ORs in a two-dimensional plot by means
of the distances among the categories of X and Y .
When the categorical variables are ordinal, other types of ORs (cumulative, continuation,
local, global) are more appropriate (Agresti & Coullb 2002). In the case of ordinal variables
Beh & Davy (2004) proposed a method for estimating parameters from an ordinal log-linear
model using a procedure that is non-iterative. Beh & Farver (2009) compared this and two
other non-iterative procedures with a unidimensional algorithm based on Newton’s method.
They showed that the non-iterative procedures produce estimates of  comparable to those
obtained using the more traditional Newton’s method. When M = 1, (1) is akin to the
common log odds ratio (Beh & Farver 2009).
The fourth strategy is based on the Singular Value Decomposition (SVD) of the matrix
containing the basic set of log-ORs (De Rooij & Anderson 2007). After computing the
standard coordinates for rows and columns, the authors propose to analyse these coordinates
as vectors using inner products of the vectors to represent the magnitude of the OR.
4. Log odds ratio analysis
For studying association, De Rooij & Anderson (2007) make use of the Singular Value
Decomposition (SVD) of the matrix containing the basic set of log-ORs. In this way they
also obtain a direct graphical representation of ORs. Our proposal differs from that of de
Rooij and Anderson in two ways. First we apply the SVD to the matrix with the complete set
of log odds ratios because, as we will see later, it is linked to LRA. Secondly we introduce
a weighted system that takes the table size into account.
Let L(S) be a two-way table of dimension IÅ × JÅ containing the complete set of log
ORs. Let L(B) and L(D) be two diagonal matrices of dimensions IÅ × IÅ and JÅ × JÅ, with
their diagonal entries having the constant values 1=IÅ and 1=JÅ, respectively. Performing
an SVD of L(S) pre and post multiplied by B1=2 and D1=2,we have:
B1=2L(S)D1=2 = UV,
where the diagonal entries of  are the singular values of B1=2L(S)D1=2. The columns in U
are called left singular vectors and the columns in V are called right singular vectors. The
analysis based on this expression, which that we call Unweighted Log Odd Ratio analysis
(ULORA), is linked to Altham’s measure in that
tr(B1=2L(S)DL(S)B1=2) =
(
1
IÅJÅ
∑
i < i′
∑∑
j < j′
∑
[log ORii′jj′ ]2
)
.
The principal coordinates are
Fˆ = U, Gˆ = V.
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ULORA does not take into account the weight structures of the rows and columns.
To construct a more complete form of ULORA which makes use of this information, we
define two diagonal matrices B˜ and D˜ of dimensions IÅ × IÅ and JÅ × JÅ with diagonal
entries equal to pi•pi′• and p•jp•j′ respectively. We then perform an SVD of the matrix
B˜
1=2
L(S)D˜1=2. We refer to the analysis based on this decomposition as weighted Log-OR
analysis (WLORA). In this case
tr(B˜1=2L(S)D˜L(ST )B˜1=2) =
∑∑∑∑
i < i′ j < j′
pi•pi′•p•jp•j′ [log ORii′jj′ ]2.
In effect WLORA decomposes a summary measure of the log ORs, which can be considered
a weighted version of Altham’s measure.
By means of ULORA and WLORA we have created a graphical representation from
which pairs of categories of X and Y are drawn. Moreover, following this approach, it is
possible to represent the (unweighted and weighted) log-ORs graphically. Explicitly, one
coordinate set is drawn as vectors, and the other set as projections onto these vectors. Note
that under this approach we are unable to visualise single categories.
5. Log ratio analysis
Several methods can be used to represent association in a two-way contingency table.
One of the most popular methods is Correspondence Analysis (CA) which is based on a
decomposition of Pearson’s chi-squared statistic (Beh 2004). Particular cases of CA are:
Non-Symmetrical Correspondence Analysis - NSCA (D’Ambra & Lauro 1989), Cumulative
Correspondence Analysis (Beh, D’Ambra & Simonetti 2010; Sarnacchiaro & D’Ambra
2011), Log Ratio Analysis - LRA (Aitchison & Greenacre 2002; Greenacre & Lewi 2009)
and Rao’s proposal (1995) based on the Hellinger distance (HD) between the row profiles.
In order to derive a unified approach for representing the rows and columns of a two-
way contingency table, we can consider the SVD of the following matrix Z which depends
on three parameters , ,:
Z = D1=2r (I −1r)
1

(D−1r PD−1c )(I − 1c)Dc = UV, (3)
with UU = VV = I. Here 1 and  denote a vector of ones of appropriate order and the
diagonal matrix of singular values arranged in descending order along the main diagonal,
respectively. By specifying , , appropriately (Table 1), we obtain each of the four methods
previously discussed.
Of the four methods only weighted LRA is linked to ORs (Greenacre 2009). In fact
weighted LRA decomposes a weighted version of Altham’s measure. For  = 0,  = 1, =
1=2 equation (3) becomes
Z = D1=2r (I −1r)L(D−1r PD−1c )(I −1c)D1=2c
= D1=2r (I −1r)L(P)(I −1c)D1=2c = D1=2r AD1=2c .
We point out that the matrix A is double-centered with respect to weighted means and is
the same as that used in the RC(M) association model (Goodman 1981).
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Table 1
Methods for studying the association between variables.
Method    Sum of squares
Correspondence analysis (Beh 2004) 1 1 1/2
I∑
i =1
J∑
j =1
(pij−pi•p•j )2
pi•p•j
Non-symmetrical correspondence
analysis (D’Ambra & Lauro 1989)
1 0 1
I∑
i =1
J∑
j =1
pi•
(
pij
pi•
−p•j
)2
Weighted Log Ratio analysis
(Aitchison & Greenacre 2002)
0 1 1/2
∑
i < i′
∑∑
j < j′
∑
pi•pi′•p•jp•j′
[
log ORii′ jj′
]2
Hellinger distance (Rao 1995) 1/2 0 1/2 1 −
J∑
j =1
( I∑
i =1
√pijpi•
)2
In Weighted LRA, an SVD of Z is performed such that
Z = D1=2r AD1=2c = UV =
M∑
m=1
ummv

m ,
where M = rank(Z) = min(I −1, J −1), um is the m-th column of U, vm is the m-th column
of V and the singular values down the diagonal of  are in descending order 1  2 
…  M . Weighted LRA is linked to WLORA; in fact, the total variance of Z is equal to
tr(B˜1=2L(S)D˜L(ST )B˜1=2), so it can be evaluated in terms of log-ORs by
tr(ZZ) =
M∑
m=1
2m
∑∑∑∑
i < i′ j < j′
pi•pi′•p•jp•j′ [log ORii′jj′ ]2.
The principal and standard coordinates for rows and columns are, respectively, computed
as follows:
F = D−1=2r U, G = D−1=2c V, F˜ = D−1=2r U, G˜ = D−1=2c V.
Setting r = (1=I )1 and c = (1=J )1 we obtain the unweighted Log Ratio Analysis
(Aitchison 1990):
ZU = (IJ )−1=2(I − (1=I )11)L(N)(I − (1=J )11).
Unweighted LRA is linked to ULORA. In fact the sum of squares of ZU is equal to
tr(B1=2L(S)DL(S)B1=2) and consequently is the same as Altman’s measure.
Aitchison & Greenacre (2002) discussed certain properties of weighted LRA. In the
next section, we present some other interesting properties of this method. In particular, as
in the RC(M) association model, we verify that the ORs can be computed using standard
coordinates and can be expressed in terms of distances between the principal coordinates.
Finally we obtain a synthesis measure of association through the log-ORs.
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6. Properties of weighted log ratio analysis
6.1. Coordinate properties
Let fim (respectively f˜im) be the i-th principal (respectively standard) row coordinate on the
m-th dimension of the plot. For each dimension m these coordinates are centred at the origin
of the M -dimensional plot so thatIi =1 fimpi• = 0 (respIi =1 f˜impi• = 0). Likewise the column
coordinates are centred at the origin of the M -dimensional plot. Consequently the squared
Euclidean distance of the i-th row standard (respectively principal) coordinate from the origin
of the plot is d2i (i, 0) = Mm=1 f 2im = fifi (respectively d 2i (i, 0) = Mm=1 f˜
2
im = f˜ i f˜

i . Moreover
the weighted sum of squares of the principal coordinates along the m-th axis is the variance
associated with that axis: Ii =1 f 2impi• = m, while the weighted sum of squares of the standard
coordinates along the m-th axis is Ii =1 f˜
2
impi• = 1. (D’Ambra, Beh & Camminatiello 2014).
6.2. Graphical representation
As in RC(M) models (de Rooij & Heiser 2005) the row and column coordinates of a
weighted LRA have the following two important properties:
ORii′jj′ = exp
(
M∑
m=1
m(f˜im − f˜i′m)(g˜jm − g˜j′m)
)
and (4)
ORii′jj′ = exp
(
1
2
d 2(fi′ , gj)+ 12d
2(fi, gj′ )− 12d
2(fi, gj)− 12d
2(fi′ , gj′ )
)
, (5)
where d2(fi, gj) is the squared Euclidean distance between the points with coordinates fi and
gj in M dimensions.
It is interesting to note in respect of (4) that when f˜im = f˜im or g˜jm = g˜jm, then the
corresponding OR = 1. This implies that the origin coincides with independence - exactly
the interpretation of the principal coordinates from a correspondence analysis of N.
Thanks to property (4), the ORs can be computed using standard coordinates. Apply-
ing (5), each OR can be expressed in terms of squared Euclidean distances between the
row and column standard coordinates. The categories for both sets can be represented by
points in a Euclidean space, with distances between the points describing the relationship
between categories of the two sets. By means of this property we are able to visualize in
the same two-dimensional plot the categories and the log-ORs (indirect graphical represen-
tation).
Unfortunately unweighted LRA does not have these properties, so the corresponding
ORs cannot be computed using standard coordinates and the graphical display resulting from
ZU cannot be interpreted using a distance rule.
6.3. Mean baseline log OR and reconstruction formula
Let f˜ iÅ and g˜jÅ be the baseline row and column score vectors, respectively. We can
replace these baselines by the averages with respect to i and j; these are in fact the zero
vectors (f˜ iÅ = 0 and g˜jÅ = 0). Taking (4) into account, we can then define the OR of the
pair of ij-th categories with respect to the baseline (Eshima, Tubata & Tsujitani 2001) as
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ORf˜ i0g˜j0 = exp
(
M∑
m=1
mf˜img˜jm
)
.
This OR can be interpreted as the contribution of the ij-th pair of categories to the association
between the X and Y variables.Applying a log transformation and using vectors, the foregoing
relationship can be written as
log ORf˜ i0g˜j0 = f˜ ig˜

j .
We thus see that the matrix A, analyzed in weighted LRA, contains the OR of each pair of
categories with respect to the baseline.
6.4. Association measures
In order to compute a synthesis measure of the complete set of ORs, we can calculate
the OR mean (Me) using (5) obtaining
Me(log ORii′jj′ ) =
∑
i < i′
∑∑
j < j′
∑ M∑
m=1
1
2
[(fi′m −gjm)2pi′j + (fim −gj′m)2pij′
− (fim −gjm)2pij − (fi′m −gj′m)2pi′j′ ].
(6)
Replacing fi′m and gj′m by their means with respect to i′ and j′ (in this case zero vectors)
we have
Me(log ORi0j0) =
∑
i < i′
∑∑
j < j′
∑ M∑
m=1
1
2
[(0−gjm)2pi′j + (fim −0)2pij′
− (fim −gjm)2pij − (0−0)2pi′j′ ] =
M∑
m=1
I∑
i =1
J∑
j =1
fimgjmpij.
Using standard coordinates we obtain
Me(log ORi0j0) =
M∑
m=1
m
I∑
i =1
J∑
j
f˜img˜jmpij =
M∑
m=1
m	m.
In the RC(M) model Me(log ORi0j0) is expressed in terms of the Kullback–Leibler
information (Gilula, Krieger & Ritov 1988; Eshima et al. 2001). An analogous quantity can
be defined for the weighted LRA, as follows:
Me(log ORi0j0) =
I∑
i =1
J∑
j =1
pij log(pij=pi•p•j)+
I∑
i =1
J∑
j =1
pi•p•j log(pi•p•j=pij)
=
I∑
i =1
J∑
j =1
pij log pij −
I∑
i =1
J∑
j =1
pi•p•j log pij.
Since Me(log ORi0j0) is equivalent to the Kullback–Leibler information, the larger this
mean, the stronger the association between X and Y . Dividing this mean by the sum of
the singular values, we obtain an index for studying the relationship between the X and Y
variables based on the log ORs:
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I (X , Y ) =
M∑
m=1
m	m
/
M∑
m=1
m,
where m	m
/∑M
m=1 m represents the contribution of the m-th pair of coordinate vectors
to the relationship between the X and Y variables.
7. Case study
In order to demonstrate the use of the methodologies described in the foregoing material
we consider a well-known contingency table (Table 2) which reports a cross-classification
of the eye and hair colour of 5387 children from Caithness, Scotland.
This contingency table has been analysed using the RC(M) association model in two di-
mensions (Becker & Clogg 1989), by applying the Two-Mode Distance-Association Model
(de Rooij & Heiser 2005) and by using the Hellinger distance alternative (Cuadras, Cuadras
& Greenacre 2006). The row variable is the colour of the eyes with four categories Blue,
Light, Medium and Dark (labelled by BlueE, LightE, MediumE and DarkE) and the col-
umn variable is the colour of the hair with five categories: Fair, Red, Medium, Dark and
Black labelled by FairH, RedH, MediumH, DarkH, and BlackH, respectively. The associ-
ation between the row and column variables is statistically significant, with Pearson’s chi-
squared statistic equal to 1240.039 on 12 degrees of fredoom. We use the ORs for study-
ing the association between the classifications. The complete set of 60 log ORs is shown in
Table 3. It is evident that many of these log ORs are positive so in general association between
the variables appears to be positive. A notable exception is the set of ORs corresponding to the
pair BlueE-LightE of which eight are smaller than zero.A synthesis of the complete set of ORs
can be performed by computing the mean OR, exploiting theAltham index and our formula (6).
To effect the synthesis we first perform ULORA and WLORA on the log OR data ma-
trix. The graphical representations of the corresponding SVDs are presented in Figures 1
and 2, respectively. These figures provide representations of relationships between pairs of
categories. It is immediately apparent that all of the directions of the row and column vec-
tors are the same (negative) on the first axis except for the row corresponding to the pair
BlueE-LightE. We thus observe graphical confirmation of the remark that most of the logORs
are greater than 0. This observation emphasizes the difference between the BlueE-LightE
pair and the other pairs. These methods can provide useful visual insight into relationships
among the ORs. For example we can focus our attention on three ORs computed using the
same row vector: LightEDarkE-FairHDarkH , LightEDarkE-FairHBlackH and LightEDarkE-
RedHBlackH. The projections are very different in the two analyses and it is evident that
they depend on the system of weights. In the P matrix, there are large differences among the
marginal relative frequencies of the rows and of the columns. Since it is important to take this
information into account the WLORA is preferred.
Next we apply a logarithm transformation to Table 2 and perform unweighted LRA (Fig.
3) and weighted LRA (Fig. 4).
The main advantage of using weighted LRA as compared with unweighted LRA is the
availability of a graphical display. Using weighted LRA we can create an indirect graphical
representation of the ORs (Fig. 5). Note that the traces of the matrices analysed under ULORA
and under unweighted LRA are equal (0.5444). The same phenomenon occurs for the traces of
the matrices for WLORA and weighted LRA (0.6382).
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Table2
Cross-classiﬁcation of eye and hair colour for 5387 children fromCaithness, Scotland.
FairH RedH MediumH DarkH BlackH ni• (pi•)
BlueE 326 38 241 110 3 718 (0.133)
LightE 688 116 584 188 4 1580 (0.293)
MediumE 343 84 909 412 26 1774 (0.329)
DarkE 98 48 403 681 85 1315 (0.244)
n•j (p•j) 1455 (0.270) 286 (0.053) 2137 (0.397) 1391 (0.258) 118 (0.022) 5387
Table3
Complete set of log Odds Ratios for Table 2.
FairH FairH FairH FairH RedH RedH RedH MediumH MediumH DarkH
RedH MediumH DarkH BlackH MediumH DarkH BlackH DarkH BlackH BlackH
BlueE-LightE 0.369 0.138 −0.211 −0.459 −0.231 −0.580 −0.828 −0.349 −0.597 −0.248
BlueE-MediumE 0.742 1.277 1.270 2.109 0.534 0.527 1.366 −0.007 0.832 0.839
BlueE-DarkE 1.436 1.716 3.025 4.546 0.281 1.589 3.110 1.309 2.830 1.521
LightE-MediumE 0.373 1.139 1.481 2.568 0.765 1.107 2.195 0.342 1.429 1.087
LightE-DarkE 1.066 1.578 3.236 5.005 0.511 2.170 3.939 1.658 3.427 1.769
MediumE-DarkE 0.693 0.439 1.755 2.437 −0.254 1.062 1.744 1.316 1.998 0.682
In order to compute a measure of association between X and Y , we use, as proposed in
Section 6.4, the Kullback–Leibler information. It shows there is association between variables
(Me(ORi0j0) = 0.239; I (X , Y ) = 0.375).
Figures 3 and 4 indicate that the representation of the row and column categories is dif-
ferent for unweighted and weighted LRA. This difference depends on the system of weights
(pi• and p•j) that is incorporated into weighted LRA. In general we can say that if the marginal
relative frequencies of the P matrix are different, then weighted LRA is preferred. Figure
5 demonstrates the advantage of indirect representation of ORs. For example, let us focus
our attention on the ORs BlueELightE-DarkHMediumH and LightEDarkE-FairHBlackH.
By (5), these ORs depend on the distances between the categories. In this case the first OR
(BlueELightE-DarkHMediumH ) is clearly greater than 1, since the solid lines are much
longer than the dotted lines. The second OR (LightEDarkE-FairHBlackH ) displays the op-
posite effect reflecting an OR that is smaller than 1. A similar representation could also be
obtained using the RC(M) model.
8. Conclusions
In this paper we develope a general framework for studying the OR structure of a
two-way contingency table. This framework consists of two different methods which are
closely related. The first is based on the SVD of the matrix of log ORs and allows the user,
by changing the weight system, to decompose the unweighted and weighted Altham’s index
computed for the complete set of ORs. On the basis of this method a graphical display of
the complete set of ORs can be constructed. The second method is based on unweighted and
weighted LRA performed on the two-way contingency table. In this case we also decompose
Altham’s index and consequently establish the link between the methods.
© 2015 Australian Statistical Publishing Association Inc.
SARNACCHIARO PASQUALE, D’AMBRA LUIGI AND CAMMINATIELLO IDA 373
FairH-RedH
FairH-MediumH
FairH-DarkH
FairH-BlackH
RedH-MediumH
RedH-DarkH
RedH-BlackH
MediumH-DarkH
MediumH-BlackH
DarkH-BlackH
BlueE-LightE
BlueE-MediumE
BlueE-DarkE
LightE-MediumE
LightE-DarkE
MediumE-DarkE
–1
–.
5
0
.5
–.6 –.4 –.2 0 .2
Figure 1. Unweighted Log Odd Ratio analysis for Table 3.
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Figure 2. Weighted Log-OR analysis for Table 3.
We found that the weighted LRA possesses some interesting properties which are related
to those of RC(M) models. As is the case for the RC(M) model the ORs can be computed
using standard coordinates and can be expressed in terms of distances between the principal
coordinates.
Weighted LRA is computationally simpler than the RC(M) association model. In the
latter method, in fact, main effects and interaction terms are estimated simultaneously, for a
given dimensionality M, by the iterative Newton–Raphson algorithm. In weighted LRA the
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Figure 3. Graphical representation for unweighted Log Ratio analysis of Table 2.
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Figure 4. Graphical representation for weighted Log Ratio analysis of Table 2.
weighted row and column averages of the logarithms of joint frequencies estimate the main
effects and the interaction terms are obtained by an SVD. The criterion used for choosing the
number of dimensions to be retained could be the variance explained by the first components.
Other criteria could be applied using bootstrap or jackknife procedures for verifying the
stability of singular values.
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Figure 5. Graphical representation for weighted Log Ratio analysis, odds ratio indirect representation.
In future research we shall extend the framework developed in this paper to incorporate
other types of ORs. As a part of this work the ordinal nature of variables could be taken
into consideration.
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