Motivated by a well-known result in extremal set theory, due to Nicolaas Govert de Bruijn and Paul Erdős, we consider curves in the unit n-cube [0, 1] n of the form
that maps the point (x 1 , . . . , x n ) to the point (y 1 , . . . , y n ), where y i = x i , and y j = 0 for j = i. In other words, π i is the projection onto the i-th coordinate. Given a finite set F , we denote by |F | its cardinality. Finally, λ(·) denotes the Lebesgue measure on the real line.
We shall be interested in an extremal problem which is motivated by a particular result from extremal set theory. Extremal set theory (see [1, 9] ) is concerned with the problem of obtaining sharp estimates on the cardinality of a family F ⊂ 2 [n] under constraints that are described in terms of union, intersection or inclusion. This is a rapidly evolving area in combinatorics which interacts with various branches of mathematics and theoretical computer science including geometry, probability theory, analysis and complexity theory. Part of this interaction is based upon the idea that several results from extremal set theory have continuous counterparts. This is an idea that dates back to the 70's and, since its conception, several results have been reported in a measurable setting (see [8, 16, 17, 19] ) as well as in a vector space setting (see [3, 14, 15, 20] ). In this article we look at results of extremal set theory from a Hausdorff dimension point of view. In [10] , Konrad Engel and the last two authors reported analogues of Sperner's theorem and the Erdős-Ko-Rado theorem in this setting. In this article, we investigate an extremal problem which is motivated by a well-known result from extremal set theory, due to de Bruijn and Erdős (see [6] ), which reads as follows.
Theorem 1.1 (de Bruijn-Erdős).
Let F ⊂ 2 [n] . Assume that for any two sets A, B ∈ F there exists unique i ∈ [n] such that i ∈ A ∩ B. Then |F| ≤ n.
See [6] , or [5, Theorem 7.3 .1] for a proof of this result. Let us remark that the bound is sharp and is attained by the family F = {[n] \ {1}, {1, 2}, {1, 3}, . . . , {1, n}}, which is referred to in the literature as a near-pencil.
We look at the de Bruijn-Erdős theorem from a Hausdorff measure-theoretic perspective.
Before being more precise, let us briefly mention that one can identify a set A ⊂ [n] with a binary vector of length n: put 1 in the i-th coordinate if i ∈ A, and 0 otherwise. Notice that this correspondence is bijective and one may choose not to distinguish between subsets and binary vectors. With this remark in mind, the de Bruijn-Erdős theorem can be expressed by saying that if A ⊂ {0, 1} n is such that for every two points x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) in A there exists unique i ∈ [n] with x i = y i > 0 then |A| ≤ n. Inspired by the last observation, we introduce the following.
Definition 1 (n-de Bruijn-Erdős-sets). Fix a positive integer n ≥ 2. An n-de Bruijn-Erdős-set (or n-dBE-set for short) is a measurable set A ⊂ [0, 1] n such that for any two points x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) in A there exists unique i ∈ [n] with x i = y i .
It is easy to see that the n-dimensional Lebesgue measure of an n-dBE-set equals zero: fix a = (a 1 , . . . , a n ) ∈ A and notice that
. This means that A is contained in the finite union of sets of dimension n − 1 and therefore its n-dimensional Lebesgue measure is zero. Given this fact it is natural to look at the Hausdorff dimension of an n-dBE-set. Let us recall some notions from the theory of Hausdorff measures.
If A is a non-empty subset of R n , we denote by diam(A) its diameter. Fix a positive real number s and, for δ > 0, let
where the infimum is taken over all at most countable covers {U i } of A such that the diameter of each U i is at most δ.
We refer the reader to [2, 11, 12] for excellent textbooks on the topic. Notice that H 0 (A) equals the cardinality of A.
In this article we focus on a particular subsystem of the system consisting of all measurable n-dBE-sets. In order to motivate this subsystem, fix a = (a 1 , . . . , a n ) ∈ A and notice that
. If H 0 (A) = +∞, then it follows that there exists i ∈ [n] such that H 0 (A i ) = +∞. We may assume, without loss of generality, that i equals n. Now it is not difficult to see that A j = {a}, for j = n and so A ⊂ H n n,an . Notice also that for every j ∈ [n] \ {n} the function π j (·) restricted to the set A is injective. Indeed, if x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ A are such that x = y but π j (x) = π j (y), then we have x n = y n as well as x j = y j , which contradicts the hypothesis that A is an n-dBE-set. In other words, the restriction of π j to A is invertible and its inverse is a function ψ j : π j (A) → [0, 1] n such that ψ j (π j (A)) = A. Since all projections π l , l = n, restricted to A are injective, it follows that all component-functions (except the nth one) of ψ j are injective.
We investigate n-dBE-sets for which the corresponding component-functions are additionally "piecewise monotone" and are defined as follows. Here and later, the term monotone function refers to a function which is either strictly increasing, or strictly decreasing. 
where α ∈ [0, 1] is fixed and each function f i , i ∈ [n − 2] is piecewise monotone.
It should be noted that without imposing this seemingly artificial restriction, little can be said about the Hausdorff dimension and the corresponding Hausdorff measure of an ndBE-set. For example, the following, rather unexpected, result due to James Foran readily implies that the 1-dimensional Hausdorff measure of a 3-dBE-set can be arbitrarily large. Theorem 1.2 (Foran [13] Moreover, the Hausdorff dimension of an n-dBE-set can also be arbitrarily large. Indeed, as previously mentioned, such a set must be contained in the finite union of hyperplanes; thus, its dimension is at most n − 1, and this bound can be attained, as illustrated in the following example. 
such that their projections on the x axis are pairwise disjoint and the set A 2 := j R 2,j has property C(δ 2 , s). Then, we take thin horizontal rectangles R 2,j of dimensions δ 2 × ǫ 2 inside A 2 such that their projections on the y axis are pairwise disjoint and the set A ′ 2 := j R 2,j has property C(δ 2 , s). Continuing this Cantor-type construction, we obtain a decreasing sequence
of sets whose intersection A has Hausdorff dimension at least s and such that the projections restricted to A are injective. In fact, by replacing s with s n in the steps above, where s n tends to 2, the resulting set may have dimension exactly equal to 2. The idea of this construction was suggested by P. Mattila (personal communication with the second author). Now, performing an analogous construction on a hyperplane results in an n-dBE-set of dimension n − 1.
It also seems that a combination of Foran's theorem and Example 1.3 produces 3-dBE sets whose 2-dimensional Hausdorff measure can be arbitrarily large. Bearing the above in mind, our main result on the Hausdorff dimension and the corresponding Hausdorff measure of piecewise monotone n-dBE-sets reads as follows.
We prove Theorem 1.4 in Section 2. In Section 3, we show that the upper bound on the 1-dimensional Hausdorff measure of an n-dBE-set, provided by Theorem 1.4, is sharp. More precisely, we have the following. Theorem 1.5. There exists a measurable, piecewise monotone n-dBE-set, A, such that
The set constructed in the proof of Theorem 1.5 is a piecewise monotone n-dBE-set, A, of the form
where h is a singular function (i.e., continuous, strictly increasing, having derivative zero almost everywhre) and each f i , i = 1, . . . , n − 3, is a strictly increasing function from [0, 1] to [0, 1] that maps a particular set of measure zero to a set of measure one. The existence of the latter functions is guaranteed by the following result, which may be of independent interest. 
Proof of Theorem 1.4
In this section we prove Theorem 1.4. We begin with the case of 2-dBE-sets, which is rather trivial.
Proof. Let x = (x 1 , x 2 ), y = (y 1 , y 2 ) ∈ A be distinct and notice that the hypothesis implies that either x 1 = y 1 or x 2 = y 2 , but not both. Without loss of generality, assume that x 1 = y 1 . Hence both x, y belong to the line ℓ := {(x 1 , α) : α ∈ [0, 1]}. Now notice that every other point from A must belong to the line ℓ as well and thus A ⊂ ℓ. The result follows.
So, from now on, we may assume that n ≥ 3. The proof of Theorem 1.4 requires some definitions. We say that a family F of pairwise disjoint subsets of the real line is left-right ordered if for every two distinct nonempty sets F 1 , F 2 ∈ F we have either sup
We say that F is a left-right ordered partition of a subset A of the real line if it is a left-right ordered family as well as a partition of A.
It is well known (see [2, p. 4] ) that for every subset A of the real line and for every δ, ε > 0 there is a cover {U i } ∞ i=1 of A consisting of convex sets (i.e. intervals) such that the diameter of each U i is at most δ and such that i diam(U i ) ≤ H 1 δ (A) + ε. If for every i we define
where the infimum is taken over all at most countable left-right ordered partitions {V i } of A such that the diameter of each V i is at most δ.
Recall that a function f : F ⊂ R n → R m is Lipschitz with constant c if
The following result is well known (see [12, p. 24] ).
Lemma 2.2. Fix positive integers n, m and let
The proof of Theorem 1.4 is based upon the following lemmata. 
Proof. The fact that {V i ∩ W j } i,j is an at most countable left-right ordered partition of A is trivial. We will show that for every i it holds
then the assertion easily follows. To this end, fix an index i as well as ε > 0, and find a finite set F = {j 1 , . . . , j n } of indices j such that
Without loss of generality suppose that
As this holds for every ε > 0, the proof is finished. 
Proof. We may assume that m = 1 (the general case follows by induction on m). Then it clearly suffices to show that for every δ > 0 it holds
So fix δ > 0 and ε > 0 and find at most countable left-right ordered partitions {V 1 i } i of f 1 (D) and {V 2 j } j of f 2 (D) such that the diameter of each V 1 i and of each V 2 j is at most δ, and such that we have
We define F := {f
The fact that both functions f 1 and f 2 are increasing clearly gives us that F 1 := {f 1 (F ) : F ∈ F} is an at most countable left-right ordered partition of f 1 (D). Moreover, Lemma 2.3 applied to the partitions {V 1 i } i and F 1 gives us that the partition F 1 satisfies
Similarly F 2 := {f 2 (F ) : F ∈ F} is an at most countable left-right ordered partition of f 2 (D) and
It remains to observe that the family {(f 1 + f 2 )(F ) : F ∈ F} is a cover of (f 1 + f 2 )(D) (in fact, it is a left-right ordered partition) consisting of sets of diameter at most 2δ. Therefore
As this holds for every ε > 0, the proof is completed. 
Proof. Without loss of generality, we may assume that all the functions f 0 , f 1 , . . . , f m are increasing. Let us denote
is Lipschitz with constant 1, and it is surjective. Therefore H 1 (G) ≤ H 1 (S), by Lemma 2.2. The rest follows by Lemma 2.4.
We now have all the necessary ingredients for the proof of the main result of this section.
Proof of Theorem 1.4.
Notice that the first statement is a consequence of the second and so it is enough to show the second statement. Let A be of the form
where α ∈ [0, 1] is fixed and each function f i , i ∈ [n − 2] is piecewise monotone. Define the set
, is piecewise monotone, there exists an at most countable partition, {S i,j } j , of [0, 1] into measurable sets such that the function f i restricted to each S i,j is monotone. For every (n − 2)-tuple j = (j 1 , . . . , j n−2 ) let S j = S 1,j 1 ∩ · · · ∩ S n−2,j n−2 and denote by f i,j the restriction of f i to the set S j . Notice that the sets {S j } j are pairwise disjoint and that each function f i,j is monotone. For every j denote
Then, by Lemma 2.5 applied to the monotone functions f 0,j := id| S j and f 1,j , . . . , f n−2,j (for every j), we have
as desired.
Proof of Theorem 1.5 and Theorem 1.6
In this section we prove Theorem 1.5. We begin with the case n = 3. In this case the result is, essentially, proven in [10] , in the context of obtaining a continuous analogue of Sperner's theorem, but we repeat here the proof for the sake of completeness. 
We can now proceed with the proof for the existence of a 3-dBE-set whose 1-dimensional Hausdorff measure equals 2.
Proof of Theorem 1.5 (case n = 3). Let h : [0, 1] → [0, 1] be a continuous, strictly increasing function having zero derivative almost everywhere. An example of such a function can be found in [21] . Now fix α ∈ [0, 1] and define the set
Clearly, A is a 3-dBE-set and it is enough to show that
Divide D into two parts, namely,
Since h ′ = 0 almost everywhere, the projection of D 1 onto the x-axis has measure 1 and so, by Lemma 2.2, we have H 1 (D 1 ) ≥ 1. From Lemma 3.1, it follows that the set h({x : h ′ (x) = 0}) has measure zero and therefore it follows that the projection of D 2 onto the y-axis has measure 1. Thus, by Lemma 2.2, H 1 (D 2 ) ≥ 1. Putting these two bounds together, we conclude
and therefore, using Theorem 1.4, we have H 1 (D) = 2. The result follows.
The proof of Theorem 1.5, for n ≥ 4, is based upon Theorem 1.6. Hence we now proceed with the proof of Theorem 1.6, which requires the following lemma. In the proof, ω denotes the set of all nonnegative integers, 2 ω the set of all infinite dyadic sequences, 2 <ω the set of all finite dyadic sequences, and 2 ≤n the set of all dyadic sequences of length at most n and 2 n the set of all dyadic sequences of length equal to n . Finally, given s = (s 1 , . . . , s n ) ∈ 2 n and i ∈ {0, 1}, we denote by s ∧ {i} the dyadic sequence (s 1 , . . . , s n , i). Proof. By assumption we have λ(S I ∩ I) = λ(I) > 0 and the inner regularity of the Lebesgue measure implies that the set S I ∩ I contains a closed subset F with λ(F ) > 0.
In particular, F is uncountable. As every closed set has the perfect set property (see [18] ), there is a nonempty perfect (i.e. closed and with no isolated points) subsetF of F . By induction on the length of s, we will construct closed intervals J s , s ∈ 2 <ω , such that for every n ∈ ω, the following conditions hold:
(ii) n the upper endpoint of J s ∧ {0} is strictly below the lower endpoint of J s ∧ {1} for every
Simply begin the construction by setting J ∅ = I; then both conditions (iii) 0 and (iv) 0 are satisfied. Now suppose that we have already defined all intervals J s , s ∈ 2 ≤n , for some n ∈ ω such that conditions (i) k , (ii) k hold for every k < n and such that conditions (iii) k , (iv) k hold for every k ≤ n. By (iv) n we know that the interior of J s intersectsF for every s ∈ 2 n . AsF is a perfect set, the intersection J s ∩F is an infinite (even uncountable) set for every s ∈ 2 n . So for every s ∈ 2 n , we can find two points r s ∧ {0} < r s ∧ {1} in J s ∩F . Then for every s ∈ 2 n , we can find closed intervals J s ∧ {0} and J s ∧ {1} containing r s ∧ {0} and r s ∧ {1} , respectively, in such a way that conditions (i) n , (ii) n and (iii) n+1 are satisfied. Then condition (iv) n+1 clearly holds as well. This finishes the construction.
Let N I be the subset of I given by N I = n∈ω s∈2 n J s . Then for every m ∈ ω, we have by condition (iii) m that
which implies that λ(N I ) = 0. Also, for every x ∈ N I and every n ∈ ω there is s ∈ 2 n such that x ∈ J s , and by (iii) n and (iv) n there is y ∈F such that |x − y| ≤ 1 (n+1)2 n . It follows that every x ∈ N I is in the closure of the closed setF , and so N I ⊂F ⊂ F ⊂ S I ∩ I.
For every x ∈ N I there is (by (i) n and (ii) n ) a unique α x ∈ 2 ω such that x ∈ n∈ω J αx|n . Moreover, if x, y are two distinct points from N I then α x = α y by (iii) n . It clearly follows that the mapping φ : N I → [0, 1] which maps each x ∈ N I to the unique point from We can now prove Theorem 1.6.
Proof of Theorem 1.6. Let S ⊂ [0, 1] be such that λ(S) = 1. Let I n = [a n , b n ], n ∈ ω, be an enumeration of all closed subintervals of [0, 1] with rational endpoints. By Lemma 3.2, we can find (by induction on n) sets N In ⊂ S \ m<n N Im , n ∈ ω, and continuous nondecreasing functions f In : I n → [0, 1], n ∈ ω, such that f In (a n ) = 0, f In (b n ) = 1, λ(N In ) = 0 and λ(f In (N In )) = 1 for every n ∈ ω.
For every n ∈ ω, let g n : [0, 1] → [0, 1] be the unique continuous non-decreasing extension of f In from I n to the whole interval [0, 1]. Finally, we define N = n∈ω N In and
Clearly, N ⊂ S and λ(N ) = 0. Since the sum in the definition of f converges uniformly and all summands are continuous functions, it follows that f is continuous as well. Also, f is the sum of non-decreasing functions and so it is non-decreasing as well. Moreover, if x < y are two points from [0, 1] then there exists m ∈ ω such that x < a m < b m < y. Now notice that
which implies that f is strictly increasing. It is obvious that f (0) = 0 and f (1) = 1, so it only remains to show that λ(f (N )) = 1.
To this end, let us fix m ∈ ω for a while. If N Im and f Im were constructed in the same way as in the proof of Lemma 3. 
Since the set [0, 1]\N Im is the union of countably many pairwise disjoint such subintervals
and of a subset of {0, 1} it follows that
On the other hand,
Comparing equations (1) and (2) yields λ(f (N Im )) ≥ 1 2 m+1 . Since this is true for every m ∈ ω and all the sets N Im , m ∈ ω, are pairwise disjoint, the monotonicity of f implies
We now have all ingredients for the proof of Theorem 1.5, when n ≥ 4. Since the functions h, f 1 , . . . , f n−3 are strictly increasing it follows that A is an n-dBE-set. Moreover, it is enough to show that H 1 ({(x, h(x), f 1 (h(x)), . . . , f n−3 (h(x)) : x ∈ [0, 1])}) = n − 1.
To this end, we proceed as in the proof of the case n = 3 and show that the set D = {(x, h(x), f 1 (h(x)), . . . , f n−3 (h(x)) : x ∈ [0, 1])} can be written as the disjoint union of n − 1 sets that project onto a particular coordinate to sets of measure one. Consider the sets As in the proof of the case n = 3 it follows that H 1 (D 1 ) ≥ 1. We now look at the set D 2 . Let W j = h −1 (N j ), for j = 1, . . . , n − 3, and notice that λ(f j (N j )) = λ(f j (h(W j ))) = 1. Since h(·) is injective, it follows that we can write S n−3 = h {x : h ′ (x) = 0} \ {W 1 ∪ · · · ∪ W n−4 } .
Moreover, λ(S n−3 ) = 1. Thus, denoting Q 1 := {x : h ′ (x) = 0}\(W 1 ∪· · ·∪W n−3 ), it follows that the set D 2 can be written as the disjoint union of the sets D 2,1 , D 2,2 , . . . , D 2,n−2 , where D 2,j = {(x, h(x), f 1 (h(x)), . . . , f n−3 (h(x)) : x ∈ W j }, for j = 1, . . . , n − 3 and D 2,n−2 = {(x, h(x), f 1 (h(x)), . . . , f n−3 (h(x)) : x ∈ Q 1 }.
Since λ(h(Q 1 )) = 1 it follows that the set D 2,n−2 projects onto the second coordinate to a set of measure one; hence H 1 (D 2,n−2 ) ≥ 1. Similarly for j = 1, . . . , n − 3, since λ(f j (h(W j ))) = 1 it follows that the set D 2,j , j = 1, . . . , n − 3, projects onto the (j + 2)-th coordinate to a set of measure one; hence H 1 (D 2,j ) ≥ 1 as well. Thus 
