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In this paper, we study the existence of periodic solutions for a fourth-order p-Laplacian
differential equation with a deviating argument as follows:
[ϕp(u′′(t))]′′ + f (u′′(t))+ g(u(t − τ(t))) = e(t).
Under various assumptions, the existence of periodic solutions of the problem is obtained
by applying Mawhin’s continuation theorem.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In the past years there have been a number of results on the existence of periodic solutions for second-order p-Laplacian
differential equations, see [1–5] and the references therein. For example, in [1], Cheung and Ren studied the existence of
periodic solution for the p-Laplacian equation:
[ϕp(x′(t))]′ + f (x′(t))+ βg(x(t − τ(t))) = e(t).
On the other hand, the bending of elastic beam can be described with some fourth-order p-Laplacian differential
equations. Recently, there has been an increasing interest in considering such equations for the sake of theoretical interest as
well as application considerations. We refer the reader to [6–8] for details. But as far as we know, few authors have studied
the existence of periodic solutions for fourth-order p-Laplacian equations.
In this work, we consider the existence of periodic solutions to a fourth-order p-Laplacian differential equation with a
deviating argument as follows:
[ϕp(u′′(t))]′′ + f (u′′(t))+ g(u(t − τ(t))) = e(t), (1.1)
where ϕp : R → R, ϕp(u) = |u|p−2u; f , g, e ∈ C(R,R) and τ ∈ C1(R,R), where τ ′(t) < 1 for t ∈ [0, T ] and e, τ are
periodic functions with period T > 0.
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Since the differential operator ϕp(u) = |u|p−2u is not linear with respect to u except when p = 2, in order to get around
the difficulty and useMawhin’s continuation theorem to study the existence of T -periodic solutions for Eq. (1.1), we rewrite
Eq. (1.1) in the following form:{
x′′1(t) = ϕq(x2(t)) = |x2(t)|q−2x2(t),
x′′2(t) = −f (ϕq(x2(t)))− g(x1(t − τ(t)))+ e(t), (1.2)
where q > 1 is a constant with 1p + 1q = 1. Clearly, if x(t) = (x1(t), x2(t))> is a T -periodic solution to Eq. (1.2), then x1(t)
must be a T -periodic solution to Eq. (1.1). Thus, the problem of finding a T -periodic solution for Eq. (1.1) reduces to finding
a T -periodic solution for Eq. (1.2).
Now, we set CT = {φ : φ ∈ C(R,R), φ(t + T ) ≡ φ(t)} with norm |φ|0 = maxt∈[0,T ] |φ(t)|, and C1T = {φ : φ ∈
C1(R,R), φ(t+T ) ≡ φ(t)}with norm ‖φ‖ = max{|φ|0, |φ′|0}. X = Y = {x = (x1(·), x2(·))> ∈ C1(R,R2) : x(t+T ) ≡ x(t)}
with norm ‖x‖X = max{‖x1‖, ‖x2‖}. Obviously, X and Y are Banach spaces. Define
L : D(L) = {x ∈ C2(R,R2) : x(t + T ) ≡ x(t)} ⊂ X → Y
by
Lx = x′′ =
(
x′′1
x′′2
)
(1.3)
and
N : X → Y
by
Nx =
(
ϕq(x2(t))
−f (ϕq(x2(t)))− g(x1(t − τ(t)))+ e(t)
)
. (1.4)
Then Eq. (1.2) can be converted to the abstract equation Lx = Nx. From the definition of L, one can easily see that
ker L = R2, Im L = {x : x ∈ X, ∫ T0 x(s)ds = 0}. So L is a Fredholm operator with index zero. Let P : X → ker L and
Q : Y → Im Q be defined by
Px = x(0); Qy = 1
T
∫ T
0
y(s)ds
and let K denote the inverse of L|ker P∩D(L). It is easy to see that ker L = Im Q = R2 and
[Ky](t) =
∫ T
0
G(t, s)y(s)ds, (1.5)
where
G(t, s) =

−s(T − t)
T
, 0 ≤ s < t ≤ T .
−t(T − s)
T
, 0 ≤ t ≤ s ≤ T .
From (1.4) and (1.5) we can see that N is L-compact on Ω¯ , whereΩ is an arbitrary open bounded subset of X .
2. Main lemmas
Let X and Y be real Banach spaces and L : D(L) ⊂ X → Y be a Fredholm operator with index zero. Here D(L) denotes
the domain of L. This means that Im L is closed in Y and dim (ker L) = dim (Y/Im L) < +∞. Consider the supplementary
subspaces X1 and Y1 such that X = ker L ⊕ X1 and Y = Im L ⊕ Y1 and let P : X → ker L and Q : Y → Y1 be the natural
projections. Clearly, ker L∩ (D(L)∩ X1) = {0}, thus the restriction LP := L|D(L)∩X1 is invertible. Denote by K the inverse of LP .
LetΩ be an open bounded subset of X with D(L) ∩Ω 6= ∅. A map N : Ω¯ → Y is said to be L-compact in Ω¯ , if QN(Ω¯) is
bounded and the operator K(I − Q )N : Ω¯ → X is compact. We first recall the famous Mawhin’s continuation theorem.
Lemma 2.1 (See [9]). Suppose that X and Y are two Banach spaces, and L : D(L) ⊂ X → Y is a Fredholm operator with index
zero. Furthermore,Ω ⊂ X is an open bounded set and N : Ω¯ → Y is L-compact on Ω¯ . If
(1) Lx 6= λNx, ∀(x, λ) ∈ (D(L) ∩ ∂Ω)× (0, 1);
(2) Nx 6∈ Im L, ∀x ∈ ker L ∩ ∂Ω;
(3) deg(JQN,Ω ∩ Ker L, 0) 6= 0, where J : Im Q → ker L is an isomorphism,
then the equation Lx = Nx has a solution in D(L) ∩ Ω¯ .
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Lemma 2.2 (See [10]). If ω ∈ C1(R,R) and ω(0) = ω(T ) = 0, then∫ T
0
|ω(t)|pdt ≤
(
T
pip
)p ∫ T
0
|ω′(t)|pdt, (2.1)
where pip = 2
∫ (p−1)1/p
0
ds
(1− spp−1 )1/p
= 2pi(p−1)1/pp sin(pi/p) .
Lemma 2.3. Let τ ∈ C1T , τ ′(t) < 1, ∀t ∈ [0, T ], and x ∈ CT . Then there is a constant θ > 0 such that∫ T
0
|x(t − τ(t))|ldt ≤ θ
∫ T
0
|x(t)|ldt, for ∀ l > 0. (2.2)
Proof. We first show that τ ′(φ(t)) is periodic with T -period. By the condition τ ′(t) < 1,∀t ∈ [0, T ], it is easy to see that
there exists φ which is the inverse of t − τ(t), that is, the equation t − τ(t) = s has a unique solution t0. Thus, there is a
point such that t0 − τ(t0) = s, and
φ(s) = t0 = s+ τ(t0), (2.3)
it follows that
T + s+ τ(t0)− τ(T + s+ τ(t0)) = T + s+ τ(t0)− τ(T + t0)
= T + s+ τ(t0)− τ(t0)
= T + s, (2.4)
then from the definition of φ and (2.4) we have
φ(T + s) = T + s+ τ(t0) = T + φ(s). (2.5)
This implies τ ′(φ(t)) is periodic with T -period.
Furthermore, for ∀ l > 0 we have∫ T
0
|x(t − τ(t))|ldt =
∫ T−τ(0)
−τ(0)
|x(s)|l
1− τ ′(φ(s))ds
=
∫ T
0
|x(s)|l
1− τ ′(φ(s))ds
≤ θ
∫ T
0
|x(t)|ldt,
where
θ = 1
1− max
t∈[0,T ]
τ ′(φ(t))
.
This completes the proof. 
For the sake of convenience, we list the following assumptions which will be used by us to study the existence of
T -periodic solutions to Eq. (1.1) in Section 3.
[H1] There is a constant d > 0 such that sgn(x)g(x) > |e|0 for |x| > d.
[H2] There are constants r1, r2 ≥ 0 such that |g(x)| ≤ r1|x|p−1 + r2.
[H3] There is a constant r3 ≥ 0 such that−r3|x|p ≤ xf (x) ≤ 0, ∀x ∈ R.
[H4] There is a constant σ ≥ 0, n > 1 such that xf (x) ≤ −σ |x|n, ∀x ∈ R.
3. Main results
Theorem 3.1. Suppose that [H1], [H2], [H3] hold, then Eq. (1.1) has at least one T-periodic solution if
r
1
p
3
(
T
pip
) 2
p
+ r
1
p
1 θ
1
pq
(
T
pip
)2
< 1,
where pip, θ are defined by Lemmas 2.2 and 2.3.
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Proof. Consider the equation Lx = λNx, λ ∈ (0, 1). LetΩ1 = {x : Lx = λNx, λ ∈ (0, 1)}. If x(t) = (x1(t), x2(t))> ∈ Ω1,
then {
x′′1(t) = λϕq(x2(t)) = λ | x2(t) |q−2 x2(t),
x′′2(t) = −λf (ϕq(x2(t)))− λg(x1(t − τ(t)))+ λe(t). (3.1)
We first claim that there is a constant t∗ ∈ [0, T ] such that
|x1(t∗)| ≤ d. (3.2)
Suppose that t1, t2 are the maximum point and the minimum point of x2(t) on [0, T ] respectively, then
x′′2(t1) ≤ 0, x′′2(t2) ≥ 0, (3.3)
and for x1 ∈ C2, there are constants t3, t4 ∈ [0, T ] such that x′′1(t3) ≥ 0, x′′1(t4) ≤ 0, therefore,
x2(t1) ≥ x2(t3) = ϕp
(
1
λ
x′′1(t3)
)
= 1
λp−1
|x′′1(t3)|p−2x′′1(t3) ≥ 0;
x2(t2) ≤ x2(t4) = ϕp
(
1
λ
x′′1(t4)
)
= 1
λp−1
|x′′1(t4)|p−2x′′1(t4) ≤ 0,
i.e.
ϕq(x2(t1)) ≥ 0; ϕq(x2(t2)) ≤ 0
it follows from assumption [H3] that
f (ϕq(x2(t1))) ≤ 0; f (ϕq(x2(t2))) ≥ 0. (3.4)
Substituting (3.3) and (3.4) into the second equation of (3.1) yields
g(x1(t1 − τ(t1))) ≥ e(t1) ≥ −|e|0;
g(x1(x1(t2 − τ(t2)))) ≤ e(t2) ≤ |e|0.
In view of [H1], we have
x1(t1 − τ(t1)) ≥ −d; x1(t2 − τ(t2)) ≤ d.
Let ti − τ(ti) = kiT + t˜i, where ki is an integer and t˜i ∈ [0, T ] for i = 1, 2. So
x1(t˜1) ≥ −d; x1(t˜2) ≤ d.
Case 1. If x1(t˜1) ≤ d, then |x1(t˜1)| ≤ d.
Case 2. If x1(t˜1) > d, then from x1(t˜2) ≤ d and the continuity of x1(t) on [0, T ], we see that there is a constant ξ ∈ [0, T ]
such that x1(ξ) = d.
Hence, (3.2) always holds in either Case 1 or Case 2.
Next, by substituting x2(t) = ϕp( 1λx′′1(t)) = 1λp−1 ϕp(x′′1(t)) into the second equation of (3.1), we have
[ϕp(x′′1(t))]′′ = −λpf
(
1
λ
x′′1(t)
)
− λpg(x1(t − τ(t)))+ λpe(t). (3.5)
Multiplying both sides of Eq. (3.5) by x1(t) and integrating from 0 to T , together with assumptions [H2] and [H3]∫ T
0
|x′′1(t)|pdt =
∫ T
0
[ϕp(x′′1(t))]′′x1(t)dt
= −λp
∫ T
0
[
f
(
1
λ
x′′1(t)
)
+ g(x1(t − τ(t)))− e(t)
]
x1(t)dt
≤ λp
∫ T
0
∣∣∣∣f (1λx′′1(t)
)
x1(t)
∣∣∣∣ dt + λp ∫ T
0
|g(x1(t − τ(t)))x1(t)|dt + λp
∫ T
0
|e(t)x1(t)|dt
≤ λr3
∫ T
0
|x′′1(t)|p−1|x1(t)|dt + λpr1
∫ T
0
|x1(t − τ(t))|p−1|x1(t)|dt + λp(|e|0 + r2)
∫ T
0
|x1(t)|dt, (3.6)
which together with Lemma 2.3 gives∫ T
0
|x′′1(t)|pdt ≤ r3
(∫ T
0
|x′′1(t)|pdt
) 1
q
(∫ T
0
|x1(t)|pdt
) 1
p
+ r1
(∫ T
0
|x1(t − τ(t))|pdt
) 1
q
(∫ T
0
|x1(t)|pdt
) 1
p
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+ (|e|0 + r2)T 1q
(∫ T
0
|x1(t)|pdt
) 1
p
≤ r3
(∫ T
0
|x′′1(t)|pdt
) 1
q
(∫ T
0
|x1(t)|pdt
) 1
p
+ r1θ 1q
∫ T
0
|x1(t)|pdt + (|e|0 + r2)T 1q
(∫ T
0
|x1(t)|pdt
) 1
p
. (3.7)
As x1(0) = x1(T ), there is an η ∈ [0, T ] such that x′1(η) = 0. Let ω(t) = x′1(t + η), then ω(0) = ω(T ) = 0 and therefore
by Lemma 2.2 we have∫ T
0
|x′1(t)|pdt =
∫ T
0
|ω(t)|pdt ≤
(
T
pip
)p ∫ T
0
|ω′(t)|pdt =
(
T
pip
)p ∫ T
0
|x′′1(t)|pdt.
Let ω˜(t) = x1(t + t∗) − x1(t∗), where t∗ is defined by (3.2), and then ω˜(0) = ω˜(T ) = 0. Thus, using Lemma 2.2 again and
Minkowski’s inequality we get(∫ T
0
|x1(t)|pdt
) 1
p
=
(∫ T
0
|ω˜(t)+ x1(t∗)|pdt
) 1
p
≤
(∫ T
0
|ω˜(t)|pdt
) 1
p
+
(∫ T
0
|x1(t∗)|pdt
) 1
p
≤ T
pip
(∫ T
0
|ω˜′(t)|pdt
) 1
p
+ dT 1p
= T
pip
(∫ T
0
|x′1(t)|pdt
) 1
p
+ dT 1p
≤
(
T
pip
)2 (∫ T
0
|x′′1(t)|pdt
) 1
p
+ dT 1p . (3.8)
Substituting (3.8) into (3.7) yields∫ T
0
|x′′1(t)|pdt ≤ r3
(
T
pip
)2 ∫ T
0
|x′′1(t)|pdt + r3dT
1
p
(∫ T
0
|x′′1(t)|pdt
) 1
q
+ r1θ 1q
( T
pip
)2 (∫ T
0
|x′′1(t)|pdt
) 1
p
+ dT 1p
p
+ (|e|0 + r2)T 1q
(
T
pip
)2 (∫ T
0
|x′′1(t)|pdt
) 1
p
+ dT (|e|0 + r2),
which implies(∫ T
0
|x′′1(t)|pdt
) 1
p
≤
(
r
1
p
3
(
T
pip
) 2
p
+ r
1
p
1 θ
1
pq
(
T
pip
)2)(∫ T
0
|x′′1(t)|pdt
) 1
p
+ C1
(∫ T
0
|x′′1(t)|pdt
) 1
pq
+ C2
(∫ T
0
|x′′1(t)|pdt
) 1
p2 + C3, (3.9)
where C1 = r
1
p
3 d
1
p T
1
p2 , C2 = T 1pq (|e|0 + r2) 1p
(
T
pip
) 2
p
, C3 = dT 1p r
1
p
1 θ
1
pq + [dT (|e|0 + r2)] 1p . Since p > 1 and r
1
p
3
(
T
pip
) 2
p
+ r
1
p
1 θ
1
pq
(
T
pip
)2
< 1, from (3.9) there is a constantM0 > 0 such that
(∫ T
0
|x′′1(t)|pdt
) 1
p
≤ M0. (3.10)
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From (3.10) and x′1(η) = 0 we have
|x′1|0 ≤
∫ T
0
|x′′1(t)|dt ≤ T
1
q
(∫ T
0
|x′′1(t)|pdt
) 1
p
≤ T 1qM0 := M11,
and by (3.2)
|x1|0 ≤ d+
∫ T
0
|x′1(t)|dt ≤ d+ T |x′1|0 ≤ d+ TM11 := M12.
On the other hand, integrating the first equation of (3.1) on [0, T ], we have ∫ T0 |x2(t)|q−2x2(t)dt = 0, that is, there exists
a ζ1 ∈ [0, T ] such that x2(ζ1) = 0, and then
|x2|0 ≤
∫ T
0
|x′2(t)|dt ≤ T
1
2
(∫ T
0
|x′2(t)|2dt
) 1
2
. (3.11)
By the second equation of (3.1)∫ T
0
|x′2(t)|2dt = −
∫ T
0
x′′2(t)x2(t)dt
= λ
∫ T
0
f (ϕq(x2(t)))x2(t)dt + λ
∫ T
0
[g(x1(t − τ(t)))− e(t)]x2(t)dt
≤
∫ T
0
|g(x1(t − τ(t))| + |e(t)|)|x2(t)|dt
≤ T (gm + |e|0)|x2|0
≤ T 32 (gm + |e|0)
(∫ T
0
|x′2(t)|2dt
) 1
2
, (3.12)
where gm = maxx∈[−M12,M12] |g(x)|. Then by (3.12) we have (
∫ T
0 |x′2(t)|2dt)
1
2 ≤ T 32 (gm + |e|0), which together with (3.11)
yields
|x2|0 ≤ T 2(gm + |e|0) := M21.
From x2(0) = x2(T ), we know there exists a ζ2 ∈ [0, T ] such that x′2(ζ2) = 0, and so
|x′2|0 ≤
∣∣∣∣∫ t
ζ2
x′′2(t)dt
∣∣∣∣ ≤ λ ∫ T
0
(|f (ϕq(x2(t)))| + |g(x1(t − τ(t)))| + |e(t)|)dt
≤
∫ T
0
|f (ϕq(x2(t)))|dt +
∫ T
0
|g(x1(t − τ(t)))|dt +
∫ T
0
|e(t)|dt
≤ fm +
∫ T
0
|g(x1(t − τ(t)))|dt +
∫ T
0
|e(t)|dt
≤ (fm + gm + |e|0)T := M22,
where fm = maxx∈[−Mq21,Mq21] |f (x)|. Let M1 = max{M11,M12}, M2 = max{M21,M22}, then ‖x1‖ ≤ M1, ‖x2‖ ≤ M2 for
x ∈ Ω1. DefineΩ2 = {x : x ∈ ker L,QNx = 0}. From [H3]we have f (0) = 0, thus, if x ∈ Ω2 then x ∈ R2 is a constant vector
with | x2 |
q−2 x2 = 0,
1
T
∫ T
0
[g(x1)− e(t)]dt = 0.
So x2 = 0 and by assumption [H1], we see ‖x1‖ = |x1|0 ≤ d, which impliesΩ2 ⊂ Ω1.
SettingΩ = {x : (x1, x2)> ∈ X, ‖x1‖ < M1 + 1, ‖x2‖ < M2 + 1}, thenΩ ⊃ Ω1 ∪Ω2. Clearly, conditions (1) and (2) of
Lemma 2.1 are satisfied, and what remains is to verify condition (3). In order to do this, let
H(µ, x) = µx+ (1− µ)JQN(x), ∀(µ, x) ∈ [0, 1] ×Ω,
where J : Im Q → ker L, J(x1, x2)> = (−x2, x1)>. Then for all (µ, x) ∈ [0, 1] × (∂Ω ∩ Ker L)
H(µ, x) =
µx1 + 1− µT
∫ T
0
[g(x1)− e(t)]dt
µx2 + (1− µ)|x2|q−2x2
 .
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From assumption [H1], it is easy to see H(µ, x) 6= 0,∀(µ, x) ∈ [0, 1] × (∂Ω ∩ Ker L), then
deg{JQN,Ω ∩ Ker L, 0} = deg{H(0, x),Ω ∩ Ker L, 0}
= deg{H(1, x),Ω ∩ Ker L, 0}
6= 0.
Therefore, by Lemma 2.1, we conclude that equation
Lx = Nx
has a solution x∗(t) = (x∗1(t), x∗2(t))> on Ω¯ , that is Eq. (1.1) has a T-periodic solution x∗1(t) with ‖x∗1‖ ≤ M1 + 1. The proof
is complete. 
Example 3.1. Consider the following equation
[ϕ4(u′′(t))]′′ −
√
3ρ4(u′′(t))3 + 3 4√3ρ4u3
(
t − 1
2
sin t
)
= cos t, (3.13)
where ρ ∈ (0, 1) is a parameter. Comparing with Eq. (1.1), we have p = 4, T = 2pi, e(t) = cos t, τ (t) = 12 sin t , and so
T
pip
= 4
√
64
3 , θ = 3, r1 = 3 4
√
3ρ4, r2 = 0, r3 =
√
3ρ4. It is easy to check that [H1], [H2], [H3] are satisfied, and if ρ < 18+ 4√8
then
r
1
p
3
(
T
pip
) 2
p
+ r
1
p
1 θ
1
pq
(
T
pip
)2
= (8+ 4√8)ρ < 1.
Thus, Eq. (3.13) has a 2pi-periodic solution by using Theorem 3.1.
If assumptions [H1], [H3] are replaced by:
[H′1] There is a constant d > 0 such that
sgn(x)g(x) > |e|0 + k for |x| > d;
[H′3] There is a constant k ≥ 0 such that |f (x)| ≤ k, ∀x ∈ R;
then we have the following result.
Theorem 3.2. Suppose that [H′1], [H2] and [H′3] hold, then Eq. (1.1) has at least one T-periodic solution if r
1
p
2 θ
1
pq
(
T
pip
)2
< 1.
Proof. Similar to the proof of Theorem 3.1. 
Theorem 3.3. Suppose that [H1], [H2], [H4] and one of the following conditions
(a) n = p, σ > r1
√
θ
(
T
pi2p−2
)2p−2
; (b) n > p
hold, then Eq. (1.1) has at least one T-periodic solution.
Proof. Multiplying both sides of Eq. (3.5) by ϕp(x′′1(t)) and integrating from 0 to T
−
∫ T
0
[(ϕp(x′′1(t)))′]2dt =
∫ T
0
[ϕp(x′′1(t))]′′[ϕp(x′′1(t))]dt
= −λp
∫ T
0
f
(
1
λ
x′′1(t)
)
[ϕp(x′′1(t))]dt − λp
∫ T
0
[g(x1(t − τ(t)))− e(t)][ϕp(x′′1(t))]dt. (3.14)
By assumption [H4]
− λp
∫ T
0
f
(
1
λ
x′′1(t)
)
[ϕp(x′′1(t))]dt = −λp+1
∫ T
0
(
1
λ
x′′1(t)
)
f
(
1
λ
x′′1(t)
)
|x′′1(t)|p−2dt
≥ σλp+1
∫ T
0
∣∣∣∣1λx′′1(t)
∣∣∣∣n |(x′′1(t))|p−2dt
= σλp+1−n
∫ T
0
|x′′1(t)|n+p−2dt, (3.15)
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from (3.14), (3.15) and assumption [H2]we have
σ
∫ T
0
|x′′1(t)|n+p−2dt ≤ −λn−p−1
∫ T
0
[(ϕp(x′′1(t)))′]2dt + λn−1
∫ T
0
[g(x1(t − τ(t)))− e(t)][ϕp(x′′1(t))]dt
≤
∫ T
0
|g(x1(t − τ(t)))‖x′′1(t)|p−1dt +
∫ T
0
|e(t)‖x′′1(t)|p−1dt
≤ r1
∫ T
0
|x1(t − τ(t))|p−1|x′′1(t)|p−1dt + (|e|0 + r2)
∫ T
0
|x′′1(t)|p−1dt
≤ r1
(∫ T
0
|x1(t − τ(t))|2p−2dt
) 1
2
(∫ T
0
|x′′1(t)|2p−2dt
) 1
2
+ (|e|0 + r2)
∫ T
0
|x′′1(t)|p−1dt
≤ r1
√
θ
(∫ T
0
|x1(t)|2p−2dt
) 1
2
(∫ T
0
|x′′1(t)|2p−2dt
) 1
2
+ (|e|0 + r2)T 12
(∫ T
0
|x′′1(t)|2p−2dt
) 1
2
,
which together with (3.8) yields
σ
∫ T
0
|x′′1(t)|n+p−2dt ≤ r1
√
θ
( T
pi2p−2
)2 (∫ T
0
|x′′1(t)|2p−2dt
) 1
p−1
+ dT 12p−2
(∫ T
0
|x′′1(t)|2p−2dt
) 1
2p−2
p−1
+ (|e|0 + r2)T 12
(∫ T
0
|x′′1(t)|2p−2dt
) 1
2
,
which implies
σ
1
p−1
(∫ T
0
|x′′1(t)|n+p−2dt
) 1
p−1
≤ r
1
p−1
1 θ
1
2p−2
(
T
pi2p−2
)2 (∫ T
0
|x′′1(t)|2p−2dt
) 1
p−1
+ C
(∫ T
0
|x′′1(t)|2p−2dt
) 1
2p−2
, (3.16)
where C = d(r21Tθ)
1
2p−2 + (|e|0 + r2)
1
p−1 T
1
2p−2 .
If (a) or (b) is satisfied, then from (3.16) we see that there is a positiveM0 such that∫ T
0
|x′′1(t)|n+p−2dt ≤ M0,
it follows that
|x′1|0 ≤
∫ T
0
|x′′1(t)|dt ≤ T
n+p−3
n+p−2
(∫ T
0
|x′′1(t)|n+p−2dt
) 1
n+p−2
≤ T n+p−3n+p−2 M¯0
1
n+p−2 := M11.
The remainder of the proof works almost exactly as the proof of Theorem 3.1. 
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