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De nombreuses applications dans le domaine de la recherche d'information voient 
leur performance influencée par le modèle de représentation de documents. En effet, 
théoriquement, meilleure est la modélisation, meilleure sera la performance de l'appli­
cation qui exploite la modélisation. Or la modélisation «parfaite» d'un document est 
celle qui utilise l'intégralité des théories linguistiques. Cependant, en pratique, celles-
ci sont difficiles à traduire sous forme de traitements informatiques. Néanmoins, il 
existe des modèles qui s'appuient partiellement sur ces théories comme les modèles 
vectoriels classiques, les modèles par séquences de mots ou encore les chaînes lexicales. 
Ces précédents modèles exploitent, soit l'information syntaxique, soit l'information sé­
mantique. D'autres modèles plus raffinés exploitent à la fois l'information syntaxique 
et sémantique mais sont appliqués dans un contexte spécifique. 
Dans cette étude, nous proposons une nouvelle modélisation de documents dans un 
contexte général qui considère simultanément l'information syntaxique et sémantique. 
Notre modèle est une combinaison de deux composantes, l'une syntaxique représentée 
par les arbres de dépendances syntaxiques obtenus à l'aide d'un analyseur de dépen­
dances syntaxiques, l'autre sémantique représentée par le sens des mots dans leur 
contexte obtenu grâce à une méthode de désambiguïsation du sens. Dans ce modèle, 
chaque document est représenté par un ensemble de concepts fréquents formé de sous-
arbres ayant les mêmes dépendances syntaxiques et étant sémantiquement proches. 
L'extraction de tels concepts est réalisée à l'aide d'un algorithme de forage d'arbres 
FREQT. 
Notre modèle sera évalué sur une application de clustering de documents des col­
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lections Reuters, 20 newsgroups et Ohsumed. La mesure du cosinus valable pour un 
modèle vectoriel a été utilisée pour définir la mesure de similarité entre les documents. 
Contrairement au modèle vectoriel, l'espace vectoriel considéré n'est pas engendré par 
l'ensemble des mots fréquents mais par l'ensemble des concepts fréquents. Les résul­
tats expérimentaux obtenus montrent que l'intégration de l'information sémantique 
dans le modèle basé sur les arbres de dépendances syntaxiques contribue à améliorer 
la qualité des clusters. 
Mots-clés: arbres de dépendances syntaxiques, sémantique, extraction de concepts 
fréquents, clustering de documents 
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Introduction 
De nos jours, les données textuelles sont très nombreuses et partout, ce qui rend 
la recherche d'information très difficile. La fouille de textes ou « text mining» est un 
ensemble de traitements informatiques qui vise à extraire les informations impor­
tantes dans un grand ensemble de documents. Les systèmes de fouille de textes sont 
dotés d'une fonctionnalité de classification non-supervisée ou « clustering» de textes 
qui consiste à regrouper automatiquement les textes traitant de sujets similaires. 
Le clustering de documents est utilisé dans de nombreuses applications, notamment 
dans la recherche d'information. Par exemple, le temps d'exécution des systèmes de 
recherche d'information tels que les moteurs de recherche est amélioré grâce à un clus­
tering préalable des documents, ce qui permet de comparer la requête de l'utilisateur 
non plus à l'ensemble de documents mais aux clusters de documents. Le clustering 
de documents permet également aux systèmes de recherche d'information de retour­
ner les résultats d'une requête sous forme de clusters pour faciliter leur visualisation. 
D'autres fonctionnalités que le clustering de documents peuvent être intégrées à un 
système de fouille de textes, telles que la génération automatique de résumé d'un 
document ou d'un ensemble de documents appartenant à un même cluster. L'intérêt 
pratique d'une telle application est qu'elle permet à l'utilisateur de découvrir rapi­
dement le sujet d'un texte ou d'un cluster sans avoir à le parcourir. Cela permet à 
l'utilisateur de trouver plus aisément les textes qui font l'objet de son intérêt. 
La fouille de textes intervient dans de nombreuses applications dont celles men­
tionnées précédemment. Mais il faut savoir que chaque système de fouille de textes 
sous-jacent à une application donnée repose sur un modèle de représentation de docu­
ments. Ce dernier est très important puisque la qualité d'une application en dépend 
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totalement quel que soit le système de clustering. Intuitivement, plus le modèle de 
représentation d'un document se rapproche de la réalité, meilleurs seront les résultats 
de l'application. Un modèle de représentation «parfait» est un modèle qui exploite les 
théories linguistiques dans son intégralité, c'est-à-dire les règles lexicales, grammati­
cales, syntaxiques et sémantiques. Cependant, en pratique, les théories linguistiques 
sont trop complexes pour pouvoir toutes les considérer et les inclure dans un unique 
modèle. C'est pourquoi, les nombreux modèles de représentation sont des modèles 
simplifiés qui ne considèrent qu'une partie de l'ensemble des théories linguistiques. 
Le plus connu d'entre eux est le modèle vectoriel qui représente un document sous 
la forme d'un vecteur dans l'espace engendré par les mots. Le modèle vectoriel sup­
pose que les mots sont indépendants entre eux. L'inconvénient de ce modèle est qu'il 
n'exploite pas les théories linguistiques, ce qui en fait un modèle éloigné de la réalité. 
D'autres modèles s'appuyant sur les théories linguistiques ont été proposés comme le 
modèle qui représente un document par un vecteur défini dans l'espace engendré par 
des groupes «syntaxiques» de mots tels que les groupes nominaux [1] ou verbaux. Ce 
modèle prend en compte l'information syntaxique, c'est-à-dire les règles de syntaxe 
qui régissent une phrase. Le modèle exploitant les arbres de dépendances syntaxiques 
[25] considère également l'information syntaxique et a donné des résultats promet­
teurs. Outre les modèles considérant l'information syntaxique, il y a ceux tenant 
compte de l'information sémantique comme les chaînes lexicales [30, 9] et l'analyse 
sémantique latente [37, 40]. Enfin, il existe des modèles prenant en compte à la fois 
de l'information syntaxique et sémantique [17, 11]. Griffiths et al. [17] propose un 
modèle générateur combinant une composante syntaxique qui est un HMM ( « Hidden 
Markov Model») et une composante sémantique qui est un modèle latent tel que LDA 
(«Latent Dirichlet Allocation») pour déterminer l'interaction entre les dépendances 
syntaxiques (courtes puisque limitées par la phrase) et sémantiques (longues puisque 
différentes phrases peuvent avoir un contenu similaire en utilisant des mots similaires). 
Il concourt avec d'autres modèles se focalisant sur un seul type de dépendances dans 
des applications d'étiquetage de partie du discours ou «part-of-speech tagging» et de 
classification de documents. Le modèle proposé par Stokes et Carthy [11] possède 
une représentation sémantique basée sur les chaînes lexicales et une représentation 
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syntaxique utilisant les noms propres. La représentation syntaxique adoptée se justi­
fie, d'une part par l'application du modèle pour la détection en ligne d'événements 
originaux dans un flux d'émission de nouveaux articles, et d'autre part par le manque 
de noms propres dans le dictionnaire WordNet utilisé pour créer les chaînes lexicales 
et nécessaires pour l'application en question. Cependant, le modèle de Griffiths et al. 
n'est compétitif qu'avec certains modèles et celui de Stokes et Carthy n'est pas assez 
général pour convenir à toutes les applications. 
L'objectif de cette étude est donc de proposer un modèle de représentation de do­
cuments qui considère simultanément l'information syntaxique et sémantique dans 
un contexte général d'application. Notre modèle repose sur les arbres de dépendances 
syntaxiques [25] en raison de ses résultats prometteurs. Cet aspect de la modélisa­
tion tient compte uniquement de l'information syntaxique. En effet, [20] représente 
une phrase par un arbre dont les nœuds sont des mots et les arêtes sont des dépen­
dances syntaxiques. Pour l'enrichir de l'information sémantique qui lui fait défaut 
dans le but de constituer un modèle complet (c'est-à-dire un modèle considérant si­
multanément l'information syntaxique et sémantique), nous utilisons une méthode de 
désambiguïsation du sens des mots dans un contexte donné afin de déterminer le sens 
des mots dans ce contexte. Pour cela, l'application WordNet-SenseRelate-AllWords 
[32] basée sur le dictionnaire WordNet sera utilisée. Ainsi, notre modèle représente 
chaque phrase d'un document par un arbre dont les nœuds sont des triplets (lemme 
du mot, catégorie lexicale, sens) et les arêtes sont des dépendances syntaxiques. La 
catégorie lexicale d'un mot est un nom, un verbe, un adjectif ou un adverbe. Le sens 
d'un mot correspond au numéro de son sens dans sa définition dans WordNet. Le défi 
est alors d'extraire les informations importantes en considérant à la fois l'information 
syntaxique et sémantique. 
L'enrichissement sémantique des arbres de dépendances syntaxiques consiste à 
considérer le sens des mots en plus des relations de dépendances syntaxiques. Quant 
à l'extraction d'informations importantes en utilisant ce modèle, il s'agit d'extraire 
les concepts fréquents en utilisant une technique de fouille d'arbres ou « tree mining». 
Un concept est, par définition, un ensemble de sous-arbres formant une unité syn­
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taxique et sémantique. En d'autres mots, un concept est un ensemble de sous-arbres 
ayant les mêmes dépendances syntaxiques et étant sémantiquement proches. Ainsi, 
un document est un ensemble de phrases dont chacune est représentée par un arbre de 
dépendances syntaxiques raffinés sémantiquement qui est caractérisé par l'ensemble 
des concepts fréquents qu'il contient. En résumé, un document est représenté par un 
ensemble de concepts fréquents qui lui appartiennent. Le modèle proposé sera évalué 
par le clustering de documents des collections Reuters, 20 Newsgroups et Ohsumed. 
Le clustering de documents nécessite de définir une mesure de similarité entre les 
documents. Cependant, les mesures de similarité existantes telle que la mesure du 
cosinus ou de Jaccard fonctionnent uniquement avec les modèles vectoriels. Or notre 
modèle n'en est pas un, ce qui nous mène à deux choix possibles : le premier consiste 
à proposer une nouvelle mesure de similarité adaptée à notre modèle comme dans 
[2ô], le second est de définir un espace vectoriel dans lequel les mesures de similarité 
existantes peuvent être appliquées. Nous adopterons le second choix pour des raisons 
liées au temps de calcul. 
Notre étude commence par présenter l'état de l'art des modèles de représentation 
de documents, puis poursuit avec les techniques d'analyse de textes en se focalisant 
plus particulièrement sur les techniques d'analyse sémantique. Elle continue en pré­
sentant notre modèle de représentation de documents et notre démarche d'extraction 
d'informations importantes. Enfin, elle termine avec la présentation de notre étude 
expérimentale servant à évaluer notre modèle à travers le clustering de documents. 
4 
Chapitre 1 
État de l'art de modèles de 
représentation de documents 
Pendant de nombreuses années, des recherches ont été menées dans le domaine de 
la fouille de textes et ont conduit à la conception de divers modèles de représentation 
de documents. On attache une importance particulière à la modélisation abstraite 
de documents parce qu'elle constitue la base de toute application dans la fouille de 
textes, tel que le clustering de documents ou la génération automatique de résumés. 
Nous présentons dans ce chapitre un état de l'art des modèles de représentation de 
documents. Chaque partie de ce chapitre fournit une description d'une méthode de 
modélisation de documents. La section 1.1 présente les modèles vectoriels suivis par 
les modèles par séquences de mots présentés à la section 1.2. La section 1.3 enchaîne 
avec le modèle basé sur les chaînes lexicales. Enfin, les sections 1.4 et 1.5 présentent 
respectivement les modèles explorant les graphes et le modèle utilisant les arbres de 
dépendances syntaxiques. 
1.1 Représentation vectorielle 
La représentation de documents par un vecteur est la plus connue dans le domaine 
de la recherche d'information. Elle consiste à représenter un document par un vecteur 
dans l'espacedes mots constituant le vocabulaire utilisé dans la collection de docu­
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ments. Il existe plusieurs variantes dans la représentation vectorielle dépendant de la 
signification des composantes du vecteur. Ces variantes sont présentées dans ce qui 
suit. 
1.1.1 Modèles vectoriels 
Vecteurs binaires 
Un document est représenté par un vecteur dont les composantes sont 0 ou 1 qui 
correspondent respectivement à l'absence ou la présence d'un terme dans l'espace 
engendré par le vocabulaire contenu dans la collection de documents. Par exemple, 
si le terme «dog» est présent dans le document d, alors la composante du vecteur 
correspondant à la dimension constituée par le mot « dog» prendra la valeur 1, 0 dans 
le cas contraire. Cependant, cette représentation est très incomplète puisqu'elle ne 
fournit aucun renseignement sur la fréquence des mots et la longueur des documents. 
Vecteurs de fréquence 
Dans l'espace engendré par le vocabulaire utilisé dans une collection de textes, un 
document peut être représenté par un vecteur de fréquence, c'est-à-dire un vecteur 
dont les composantes sont les fréquences d'apparition du terme associé à la dimension 
correspondante. Si l'on considère le terme « dog» qui apparaît trois fois dans le docu­
ment d, alors la composante associée à ce terme (ou dimension) sera trois. Bien que 
cette modélisation de documents apporte un peu plus d'informations sur le contenu 
de textes, elle demeure malgré tout incomplète. 
Vecteurs de poids tf-idf 
La représentation de documents par les poids tf-idf («£erm frequency - inverse 
document frequency») [10, 17] est la plus connue et la plus utilisée dans le domaine 
de la recherche d'information. Selon cette représentation, un document est modélisé 
par un vecteur dont les composantes sont les poids tf-idf définis comme suit : 
tf
'
idfij = X bg \{deD\ued}\ (L1) 
6 
1.1. REPRÉSENTATION VECTORIELLE 
où tf-idfij désigne le poids du mot tt dans le document dj, le nombre d'occurrences 
du mot ti dans le document dj, \D\ est le nombre de documents dans la collection et 
|{rf G D\U G d}| est le nombre de documents de la collection contenant le mot U. 
Le premier terme correspond à la fréquence du mot U  dans le document d j .  Le 
second terme pondère le premier terme par l'inverse de la fréquence de documents 
contenant le terme U atténué par la fonction logarithme. Cette pondération rend les 
termes apparaissant dans peu de documents discriminants. Bien que la représentation 
de documents par les poids tf-idf soit plus complète en terme d'information que les 
deux précédentes, elle reste néanmoins très éloignée de la structure réelle et théorique 
d'un document. En effet, ni la syntaxe, ni la sémantique n'est considérée dans cette 
modélisation de documents. 
Analyse sémantique latente 
Dans cette sous-section, nous présentons une technique de réduction de la dimen­
sion de l'espace vectoriel dans lequel les documents sont modélisés par l'une des trois 
représentations vectorielles présentées ci-dessus : il s'agit de l'analyse sémantique 
latente. Contrairement aux modèles vectoriels, le modèle induit par cette méthode 
prend en compte l'information sémantique. 
L'analyse sémantique latente [37, lfi] prend comme point de départ la matrice 
terme-document dont les colonnes sont les représentations vectorielles de documents. 
Autrement dit, les lignes de la matrice terme-document sont les mots du vocabulaire 
de la collection de textes, les colonnes sont les documents de la collection et les coeffi­
cients de la matrice sont les composantes des vecteurs présentées précédemment. Par 
définition, la matrice terme-document est creuse. Dans le contexte de la recherche 
d'information, il est alors difficile de manipuler des données dans un espace de grande 
dimension et d'établir leur distance ou similitude. La décomposition en valeurs sin­
gulières, une technique algébrique de réduction de la dimension, en est donc une 
solution. En effet, la réduction du rang de la matrice terme-document conduit à la 
combinaison linéaire de certaines dimensions de sorte que les termes sémantiquement 
proches soient regroupés ensemble pour ne former qu'une dimension. Le nouvel espace 
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engendré constitue alors l'espace des concepts. Ce qui suit est un exemple de l'effet 
de la réduction du rang de la matrice terme-document dont les termes sont voiture, 
automobile et fleur : 
{(Voiture), (Automobile), (Fleur)} —» {(1.3452x Voiture+0.2828xAutomobile), (Fleur 
Dans cet exemple, la réduction du rang de la matrice terme-document conduit à 
la combinaison linéaire des dimensions «Voiture» et «Automobile» parce qu'ils sont 
sémantiquement proches. Cependant, il arrive que des combinaisons linéaires non 
justifiées soient réalisées. Le cas suivant en est un exemple : 
{(Voiture), (Livre), (Fleur)} —> {(1.3452 x Voiture + 0.2828 x Livre), (Fleur)} 
En effet, ici la combinaison linéaire de «Voiture» et «Livre» n'est pas justifiée sur le 
plan sémantique parce qu'ils ont des sens éloignés. 
L'analyse sémantique latente permet donc de faire face aux problèmes de synonymie 
et de polysémie (un mot peut posséder plusieurs sens). 
Du point de vue technique, le processus se déroule de la manière suivante : Soit 
X la matrice terme-document. Alors l'application de la décomposition en valeurs 
singulières sur la matrice terme-document conduit à la décomposition suivante de 
cette dernière : 
X = UYV1 (1.2) 
où U est une matrice orthonormale composée des vecteurs singuliers gauches de X, 
V une matrice orthonormale dont les colonnes sont les vecteurs singuliers droites de 
X et E une matrice diagonale contenant les valeurs singulières de X. Alors, XX* = 
( U T , V t ) ( V T , t U t )  =  U H Y t U 1  ( V l V  =  /  c a r  V  e s t  u n e  m a t r i c e  o r t h o n o r m a l e )  e t  X l X  =  
(VEtUt)(UT,Vt) = VT.tTyt (U étant orthonormale, UlU = I). Donc les matrices 
U et V sont respectivement les vecteurs propres de XX1 et XlX. En faisant une 
approximation de rang k de la matrice terme-document, c'est-à-dire en considérant 
que les k premières grandes valeurs singulières et les k vecteurs singuliers gauches et 
droites associés, on projette les termes et les documents dans l'espace engendré par les 
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k premiers concepts. Chaque concept est une dimension résultant de la réduction de 
dimensions, ce qui signifie qu'il est une combinaison linéaire de termes dans l'espace 
original. Les colonnes de U (respectivement V1) sont les termes (respectivement les 
documents) représentés dans l'espace des concepts. On peut donc calculer la similarité 
avec la mesure du cosinus entre deux termes (respectivement documents) dans le 
nouvel espace des concepts, notés f, et tj (respectivement di et dj) comme suit : 
Cosme(W
'
) = H& (1'3) 
respectivement 
Cosine(di,dj) =-i— ( 1 . 4 )  
'  IIWII 
1.1.2 Comparaison de documents 
Pour comparer des documents représentés par un modèle vectoriel, il existe plu­
sieurs métriques dont celles présentées à la sous-section 4.2.3. La mesure du cosinus 
est la plus utilisée et la plus connue pour calculer la similarité entre deux documents. 
Soient deux documents d\ et ^2 modélisés respectivement par les vecteurs [du, •••,d\n\t 
et [^21, ...,d2n}t dans un espace de dimension n. Alors, la mesure du cosinus entre ces 
deux documents est la suivante : 
Cosine(di,d2) = , ^fc=i_^lfc^2fc _ (15) 
1.2 Représentation par séquences de mots 
La représentation de documents par les vecteurs suppose que les termes sont in­
dépendants les uns des autres au sein d'un document, ce qui n'est assurément pas le 
cas. En effet, les mots sont juxtaposés les uns à la suite des autres de telle sorte que la 
phrase résultante vérifie les règles grammaticales et syntaxiques et que la sémantique 
de la phrase soit valide (c'est-à-dire que la phrase doit posséder un sens). Il en résulte 
alors des tentatives de modéliser un texte non pas par un vecteur de mots, mais par 
un vecteur de séquences de mots. Nous pouvons distinguer deux types de séquences 
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de mots qui seront présentés dans la sous-section suivante. 
1.2.1 Modèles par séquences de mots 
Séquences de mots statistiques 
Un document représenté par un ensemble de séquences de mots statistiques est 
caractérisé par un ensemble de séquences de N mots [29, 13] ou caractères consécutifs 
[13, 2] qui apparaissent un certain nombre de fois dans le document. La longueur N 
peut être fixe [13] ou variable [29]. Cette représentation de documents permet de les 
caractériser non seulement en fonction de l'information syntaxique mais également en 
fonction de l'information sémantique puisque de telles séquences conservent ces in­
formations. L'information sémantique est effectivement conservée partiellement dans 
une séquence de mots parce que le contexte défini par celle-ci permet de déterminer 
le sens des mots dans la séquence. 
Séquences de mots syntaxiques 
Une séquence de mots syntaxiques est par définition une succession de mots telle 
qu'elle soit syntaxiquement correcte et possède une fonction syntaxique au sein de 
la phrase dans laquelle elle appartient. Parmi les séquences de mots syntaxiques, 
nous pouvons citer les groupes nominaux, adjectivaux, verbaux, pronominaux et bien 
d'autres. En plus de conserver l'information syntaxique, elle préserve implicitement 
l'information sémantique du fait que le groupe de mots transmet un sens [1, 11]. 
Toutefois, cette représentation ainsi que la précédente n'exploite qu'une infime par­
tie de la théorie linguistique. En effet, même si l'information syntaxique et sémantique 
est prise en compte, il faut savoir que seule une partie est prise en considération parce 
que beaucoup d'information syntaxique et sémantique ne peut être capturée par de 
telles représentations. Par exemple, nous pouvons nous interroger sur la nature de la 
relation syntaxique et sémantique entre un groupe nominal et un groupe verbal. 
10 
1.3. CHAÎNES LEXICALES 
1.2.2 Comparaison de documents 
Un modèle par séquences de mots représente un document par un vecteur défini 
dans l'espace engendré par l'ensemble des séquences. Une telle représentation per­
met d'utiliser la mesure du cosinus comme pour le modèle vectoriel pour calculer la 
similarité entre deux documents. 
1.3 Chaînes lexicales 
Le modèle basé sur les chaînes lexicales, introduit par [9], est largement utilisé pour 
la représentation de documents. Il considère l'information sémantique en utilisant le 
dictionnaire WordNet pour construire les chaînes lexicales. 
1.3.1 Modèle 
Le concept de «chaînes lexicales» a été introduit par Morris et Hirst [30, 9]. Selon 
ce concept, les mots qui possèdent une cohésion lexicale apparaissent ensemble dans 
les phrases et les paragraphes. Ils émettent l'hypothèse que si des mots ayant une 
cohésion lexicale peuvent être regroupés ensemble, alors ils forment des unités de 
sujets : chacune de ces unités de sujets est appelée chaîne lexicale. 
Une chaîne lexicale est un ensemble de mots reliés sémantiquement apparaissant 
dans un texte. Deux mots sont sémantiquement reliés si : 
- ils sont identiques et utilisés avec le même sens ou 
- synonymes ou 
- l'un est une généralisation (ou spécialisation) de l'autre ou 
- ils partagent un parent commun dans une hiérarchie de généralisation. 
Pour savoir si deux mots sont sémantiquement reliés, il est nécessaire de posséder une 
base de données qui identifie et sauvegarde les relations sémantiques entre les mots : 
de telles bases sont appelées thésaurus. WordNet est un thésaurus pouvant être utilisé 
pour l'implémentation des chaînes lexicales. 
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Selon Silber et McCoy [12], l'implémentation des chaînes lexicales doit respecter la 
définition ci-dessus, c'est-à-dire que deux mots reliés sémantiquement par l'une des 
relations énoncées ci-dessus doivent être regroupés. Cependant, un mot doit apparte­
nir à une et une seule chaîne lexicale. D'où la difficulté de déterminer à quelle chaîne 
lexicale un mot devrait appartenir. Par exemple, un mot peut être associé à plusieurs 
sens de mots et il s'agit alors de déterminer quel est le sens du mot. De plus, même 
si le sens du mot peut être déterminé, il peut être possible de grouper ce mot avec 
d'autres mots appartenant à d'autres chaînes lexicales parce que le premier peut être 
relié aux autres mots de différentes chaînes par l'une des relations ci-dessus . Par 
exemple, le sens d'un mot peut être identique à celui d'un mot dans un groupe et 
avoir une relation d'hyperonymie/hyponymie avec un mot appartenant à un autre 
groupe. Malgré cela, les mots doivent être groupés de façon à obtenir les chaînes lexi­
cales les plus longues et/ou les plus fortes. Une fois que les chaînes ont été construites, 
celles ayant les scores les plus élevés sont sélectionnées pour représenter les concepts 
importants contenus dans le document original. 
1.3.2 Comparaison de documents 
Dans [15], deux documents sont comparés en étant chacun représenté par un vec­
teur défini dans l'espace engendré par l'ensemble des chaînes lexicales construites. 
En adoptant une telle représentation de documents, la mesure du cosinus ainsi que 
toutes les mesures valables pour un modèle vectoriel peut être utilisée pour calculer 
la similarité entre deux documents. 
1.4 Modèles explorant les graphes 
Les algorithmes de classement explorant les graphes, comme PageRank de Google [19], 
ont été utilisés avec succès dans les analyses de citations, les réseaux sociaux et dans 
l'analyse de structures de liens du World Wide Web. Ces algorithmes constituent 
surtout une technologie dans la recherche Web puisqu'ils fournissent un mécanisme 
de classement des pages Web. Ce mécanisme repose sur la connaissance collective des 
architectures Web plutôt que sur l'analyse du contenu individuel des pages Web. Un 
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algorithme de classement explorant les graphes exploite ce mécanisme : le degré d'im­
portance d'un nœud du graphe est déterminé en prenant en compte des informations 
globales obtenues de façon récursive à partir du graphe entier, au lieu de considérer 
des informations locales spécifiques à un nœud. Ce mécanisme de classement peut être 
adapté pour l'extraction de concepts importants. Nous présentons ci-dessous [2G, 27] 
un algorithme de classement explorant les graphes, TextRank. 
1.4.1 TextRank 
TextRank est un modèle de classement basé sur les graphes appliqué aux graphes 
construits à partir de textes. Dans le cadre de l'analyse de textes, le graphe manipulé 
par l'algorithme de classement doit fournir une représentation du texte dépendant 
du but à atteindre. Par exemple, dans le cas de l'extraction de mots clés d'un texte, 
celui-ci sera modélisé par un graphe dont les sommets sont des mots et. les arêtes 
traduisent une relation (syntaxique, sémantique, etc...) entre les mots. Les relations 
peuvent être pondérées pour indiquer que les relations entre certains mots sont plus 
fortes que d'autres. 
Basé sur l'algorithme de classement PageRank, TextRank repose sur le même prin­
cipe qui consiste à déterminer le degré d'importance d'un nœud du graphe en fonction 
des informations globales extraites du texte. Un modèle de classement utilisant les 
graphes repose sur le même principe de fonctionnement qu'un système de recomman­
dation ou de vote. En effet, lorsqu'un nœud est relié à un autre nœud, cela signifie 
que l'un des deux nœuds a émis un vote en faveur de l'autre nœud. Plus le nombre 
de votes à destination d'un nœud est élevé, plus celui-ci acquiert de l'importance. De 
plus, le degré d'importance d'un nœud émettant un vote est également pris en compte 
de façon à ce que l'importance du vote émis par un nœud soit proportionnelle à celle 
du nœud. Ainsi, le score attribué à un nœud (traduisant le degré d'importance du 
nœud) dépend des votes émis en sa faveur et des scores des nœuds émetteurs de ces 
votes. 
Soit G  =  ( S ,  A )  un graphe orienté défini par l'ensemble de ses sommets S  et l'en­
semble de ses arêtes A. Pour un sommet Si donné, notons Pred(Si) l'ensemble des 
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prédécesseurs de Si et Succ(Si) l'ensemble des successeurs de Si.  Le score associé au 
sommet Si est défini comme suit : 
Score(Si) = (1 - d) + d x ]T * ScoreiSj) (1.6) 
j€Pred(Si) • \  j / l  
où d est un facteur reflétant la probabilité de sauter à partir d'un sommet donné à un 
autre sommet du graphe de façon aléatoire. Ce facteur traduit, dans le phénomène du 
surf sur le Web, le comportement de l'utilisateur qui clique sur un lien aléatoirement. 
Le facteur d est généralement fixé à 0,85 [26], 
L'algorithme initialise les scores associés à chaque sommet de façon arbitraire et 
recalcule les scores à chaque étape récursive jusqu'à la convergence de l'algorithme 
au-dessous d'un seuil donné. À la fin de l'exécution de l'algorithme, le score associé à 
chaque nœud représente l'importance du nœud dans le graphe. Autrement dit, dans 
le cadre de l'analyse de textes, le score final obtenu reflète l'importance de l'unité de 
représentation du texte (mot, phrase, groupe de mots, ...). 
Un système de pondération des arêtes peut être intégré au modèle de classement 
basé sur les graphes. La pondération des arêtes permet de privilégier des connexions 
inter-sommets. Si on considère la connexion entre les sommets Si et Sj de poids Wij, 
le score associé au sommet Si est donné par la nouvelle formule suivante : 
U) .. 
ScorePond(Si) = (1 — d) + d x ^ — — ScorePond( S j )  (1-7) 
jePred{Si) W jk 
De façon analogue, un système de pondération des sommets peut être inclus au modèle 
de classement. Il suffit alors d'adapter la formule de calcul du score associé à chaque 
sommet. 
1.4.2 Comparaison de documents 
Supposons que l'unité de texte adoptée est le mot. Alors chaque sommet du graphe 
est un mot. De plus, supposons qu'une arête représente une relation de co-occurrence 
entre deux mots, c'est-à-dire qu'un chemin de longueur N relie deux mots si ceux-ci 
sont séparés par N — 1 mots dans le document original. TextRank permet d'extraire 
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les mots caractéristiques du corpus de textes. L'ensemble de ces mots engendre l'es­
pace dans lequel un vecteur représente un document. Toute mesure définie pour une 
modélisation vectorielle peut être alors utilisée pour calculer la similarité entre deux 
documents. 
1.5 Arbres de dépendances syntaxiques 
Certains modèles présentés précédemment considèrent l'information syntaxique de 
façon implicite tel que le modèle par séquences de mots statistiques ou TextRank, ou 
de façon explicite comme le modèle par séquences de mots syntaxiques. Contrairement 
à ce dernier, le modèle exploitant les arbres de dépendances syntaxiques [25] tient 
compte de la quasi-totalité de l'information syntaxique. 
1.5.1 Modèle exploitant les arbres de dépendances syntaxiques 
Chaque phrase du document est représentée par un arbre de dépendances syn­
taxiques [25] qui peut être généré par l'analyseur syntaxique de Stanford1 [8] par 
exemple. Dans un arbre de dépendances, chaque nœud correspond à un mot, chaque 
relation fils-fils entre deux nœuds correspond à l'ordre d'apparition des mots dans 
la phrase et chaque arête orienté définit une relation de dépendance syntaxique. Une 
telle représentation de document permet ainsi de tenir de compte de l'information syn­
taxique et implicitement une partie de l'information sémantique grâce aux séquences 
de mots. 
Un analyseur de dépendances syntaxiques comme celui de Stanford extrait à partir 
d'une phrase de syntaxe correcte l'ensemble des relations de dépendances syntaxiques 
contenues dans la dite phrase. Considérons la phrase écrite correctement dans la 
langue anglaise : «A sentence is represented by a syntactic dependency tree.». Les 
relations de dépendances syntaxiques retournées par l'analyseur de Stanford sont les 
suivantes : 
• Aet(«sentence»-2, «^4»-l) 
1. http : //nlp. Stanford. edu/'software/'lex-parser . shtml 
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nsubpass 
amod amod 
Figure 1.1 - Arbre de dépendances syntaxiques associé à la phrase : « A sentence is 
represented by syntactic dependency trees.» 
• nsub']pass(«represented»-4, «sentence»-2) 
• auxpass(«represented»-4, «is»-3) 
• prep( « represented»-A, «by»-5) 
• det(«£ree»-9, «a»-6) 
• amod(« tree»-9, «syntactic»-7) 
• amod(«free»-9, «dependency»-8) 
• pobj(«6j/»-5, «tree»-9) 
Les nombres indiquent la position du mot correspondant dans la phrase. Dans cet 
exemple, le mot « sentence» est en deuxième position dans la phrase. 
L'ensemble de ces relations de dépendances syntaxiques est représenté sous la forme 
de l'arbre de la figure 1.1. Les relations de dépendances syntaxiques intervenant dans 
l'exemple ont la signification suivante : 
• amod (« adjectival modifier») 
Un modificateur adjectival d'un nom est une expression adjectivale servant à mo­
difier le sens du nom. Exemple : «Sam eats red meat» —> amod(«rai», «meat»). 
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• nsubjpass («passive nominal subject») 
Un sujet nominal passif est une expression nominale qui est le sujet d'une clause 
passive. Exemple. «Dole was defeated by Clinton» -* nsubjpass(«defeated», 
«Dole»). 
• auxpass («passive auxiliary») 
Un auxiliaire passif d'une clause est un verbe non principal d'une clause qui 
contient l'information passive. Exemples. «Kennedy has been killed» —>• aux­
pass^/w7/ed», «been»). «Kennedy was/got killed» —>• auxpass ( « killed», «was/-
got»). 
• prep («prepositional modifier») 
Un modificateur prépositionnel d'un verbe, adjectif ou nom est un groupe pré­
positionnel qui sert à modifier le sens du verbe, adjectif ou nom. Exemples. «/ 
saw a cat in a hat» —¥ prep(«caf», «in»). «/ saw a cat with a telescope» —>• 
prep(«sa«;», «with»). 
• det («déterminant») 
• pobj (« object of a préposition») 
L'objet d'une préposition est l'en-tête d'un groupe nominal suivant la prépo­
sition ou les adverbes «here» et «there». Exemple. «/ sat on the chair» —> 
pobj ( « on», « chair» ). 
1.5.2 Comparaison de documents 
L'application de l'analyseur de dépendances syntaxiques à toutes les phrases conte­
nues dans une collection de textes conduit à une forêt d'arbres de dépendances syn­
taxiques. L'extraction d'informations pertinentes contenues dans un corpus de do­
cuments est alors équivalente à l'extraction d'informations pertinentes dans la base 
de données d'arbres. On définit une information pertinente dans une forêt d'arbres 
comme un sous-arbre fréquent dans la forêt, c'est-à-dire un sous-arbre dont la fré­
quence d'apparition dans la base est supérieure à un seuil prédéfini par l'usager. La 
recherche d'information dans une collection de documents modélisée par les arbres 
de dépendances syntaxiques revient donc à extraire les sous-arbres fréquents dans la 
base de données d'arbres correspondante. 
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Dans la littérature, il existe des algorithmes d'extraction de sous-arbres fréquents dont 
celui de Asai et Zaki [15] appelé FREQT («FREQuent Tree miner») utilisé dans [25], 
Cet algorithme sera présenté à la sous-section 3.3.3. 
Une fois les sous-arbres fréquents extraits de la base de données d'arbres, il est 
alors possible de caractériser chaque texte du corpus par les sous-arbres fréquents 
qu'il contient [25], Cette caractérisation signifie l'association à chaque texte d'un 
ensemble d'informations pertinentes correspondant aux sous-arbres fréquents. 
Soit un document d contenant n phrases. Une phrase p» € d, i G {1,..., n} représentée 
par l'arbre de dépendances Ti est définie par 7] = {(S\,f{),..., (S^., où S\ est 
le fc-ième sous-arbre fréquent de Ti apparaissant à la fréquence f l k  et m ,i est le nombre 
de sous-arbres fréquents appartenant à 7*. 
La mesure de similarité entre documents associée à une telle représentation [2Ù] 
s'exprime comme suit : 
i i rn\ i m.2 
S im(d u d 2 )  =  - [—Yl^( S i m {Ti ,T j ) )  + — J2max.{Sim(T i ,T j ) )}  (1.8) 
où m\ et m-i est le nombre de phrases contenues respectivement dans les documents 
di et d2 et Sim(Ti,Tj) est une mesure de similarité entre deux phrases définie comme 
suit : 
Qjyn(rT1 71 \ 1 {,/lkPlk)(f2kP2k) /•* q\ 
1 1  2  EU ih iPl i ) 2  + E,m=l ( f2 jP2j ) 2  -  ELl { f lkPlk) ( f2kP2k)  
où f ,k et p_k sont respectivement la fréquence et le poids du fc-ième sous-arbre fréquent 
de l'arbre et n désigne le nombre de sous-arbres fréquents communs à Ti et à T2, l 
le nombre de sous-arbres fréquents appartenant à T\ et m le nombre de sous-arbres 
fréquents contenus dans T2. 
L'introduction d'un poids dans la mesure de similarité entre deux phrases a pour but 
d'accorder plus d'importance aux sous-arbres de plus grande taille parce que, d'une 
part, ceux-ci contiennent plus d'informations notamment sur le plan syntaxique, et 
d'autre part, ils ont un caractère discriminatoire plus important puisqu'ils se font de 
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plus en plus rares au fur et à mesure que leur taille augmente. Le poids d'un sous-arbre 




où Sk est le sous-arbre fréquent k, /j est la fréquence du sous-arbre Si et m est le 
nombre de sous-arbres fréquents caractéristique de l'arbre. 
1.6 Synthèse 
Le modèle de représentation de documents par les vecteurs est le modèle le plus 
connu, notamment celui par les vecteurs de poids tf-idf. Cependant, ce modèle reste 
encore éloigné de la réalité où un ensemble de règles lexicales, grammaticales, syn­
taxiques et sémantiques régissent les phrases au sein d'un document. D'autres mo­
dèles ont été alors proposés pour tenter de considérer partiellement cet ensemble de 
règles. Par exemple, le modèle par séquences de mots prend en compte une partie de 
l'information syntaxique et sémantique puisqu'un groupe de mots syntaxiquement et 
sémantiquement correct contient implicitement ces informations. Les chaînes lexicales 
considère l'information sémantique restreinte à l'ensemble des noms. La considération 
de l'information syntaxique et sémantique dans les modèles explorant les graphes dé­
pend de la définition du graphe associé au modèle. Enfin, le modèle de représentation 
par les arbres de dépendances syntaxiques tient uniquement compte de l'information 
syntaxique. Ces modèles tentent de se rapprocher de la réalité mais demeurent encore 
incomplets. 
L'objectif de notre étude est de proposer un modèle complet considérant l'ensemble 
des règles linguistiques. Les résultats fournis par la classification non-supervisée de 
documents représentés par le modèle exploitant les arbres de dépendances syntaxiques 
sont prometteurs [25], ce qui suggère qu'il modélise convenablement la structure syn­
taxique d'un texte. Il serait donc intéressant d'enrichir ce modèle en y intégrant 
l'information sémantique qui lui fait défaut afin d'obtenir un modèle complet. 
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L'analyse sémantique propose différentes techniques permettant d'exploiter l'infor­




L'analyse sémantique est l'étude du sens, que ce soit le sens d'un mot dans une 
phrase, le sens d'une phrase ou encore le sens d'un texte intégral. Elle permet l'ex­
ploitation de l'information sémantique, ce qui est notre objectif dans le cadre de notre 
étude. Le but de ce chapitre est donc de présenter quelques méthodes d'analyse sé­
mantique. Cependant, comme l'analyse sémantique nécessite parfois que les textes 
soient soumis à un prétraitement, des techniques de prétraitement de textes sont 
alors préalablement présentés. De plus, l'analyse sémantique est souvent relative à 
une ontologie dont la notion sera abordée dans ce qui suit. 
Ce chapitre se découpe en trois sections : la première section présente quelques 
techniques de prétraitement de textes dont la segmentation, l'analyse morphologique 
et l'analyse syntaxique ; la seconde section aborde la notion d'ontologie et introduit 
WordNet, l'ontologie utilisée pour notre analyse sémantique ; la troisième section pré­
sente des techniques d'analyse sémantique, chacune étant associée à une mesure de 
similarité sémantique. 
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2.1 Techniques de prétraitement de textes 
2.1.1 Segmentation 
La segmentation (ou «tokenization» en anglais) consiste à découper un texte en 
fonction de séparateurs prédéfinis. Dans le cas de textes que l'on veut découper par 
mots, les séparateurs sont les espaces (horizontaux et verticaux) et la ponctuation. 
Dans la situation où l'on s'intéresse uniquement à la segmentation d'un document 
en phrases, alors l'ensemble des séparateurs contiendra uniquement les espaces et les 
marqueurs de fin de phrases tel que le point, le point d'interrogation ou le point 
d'exclamation. 
2.1.2 Analyse morphologique 
L'analyse morphologique vise à étudier la forme du mot parmi l'ensemble de ses 
variantes afin de déterminer la forme primitive du mot. Cette dernière diffère selon 
le critère de primitivité adopté. Nous en verrons deux engendrant deux méthodes 
d'analyse morphologique : 
• Racinisation 
La racine d'un mot est la plus petite forme du mot commune à toutes les va­
riantes du mot. La racine d'un mot n'existe pas forcément dans la langue dans 
laquelle il est défini. En effet, si l'on considère le mot «happy», sa racinisation 
conduira au mot «happi» qui n'existe pas dans la langue anglaise. «Happi» est 
la racine de «happy» parce qu'une variante de cette dernière est «happiest» 
obtenu à partir de « happy» auquel le suffixe « est» lui est ajouté pour former 
son superlatif. Les résultats obtenus pour cet exemple sont ceux retournés par 
l'algorithme de Porter1 [7, 34] qui est l'algorithme de racinisation le plus popu­
laire. 
• Lemmatisation 
La lemmatisation consiste à déterminer le lemme d'un mot. Par définition, le 
lemme d'un mot est la plus grande forme d'entrée existante dans un dictionnaire 
engendrant le mot et ses variantes. Le lemme d'un mot existe donc toujours. 
1. http://tartarus.org/~martin/PorterStemmer/ 
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Pour illustrer la définition d'un lemme, considérons les mots « calculate», « cal-
culating» et «calculated». Le mot «calculate» est alors le lemme de ces trois 
mots parce qu'il est leur plus grand préfixe défini dans le dictionnaire. La lem­
matisation peut être obtenue à l'aide de l'outil Morph 2 qui est utilisé dans la 
plate-forme de traitement de la langue naturelle GATE (« General Architecture 
for Text Engineering») [35], Contrairement à la lemmatisation, la racinisation 
détermine le plus petit préfixe, ce qui conduit dans ce cas à l'obtention de la 
racine «calcul». 
La lemmatisation fournit un résultat plus précis par rapport à la racinisation. De 
plus, il possède l'avantage de retourner des mots définis dans leur langue de définition. 
2.1.3 Analyse syntaxique 
L'analyse syntaxique vise à étudier la syntaxe en formalisant les règles de syntaxe 
et de grammaire. Les principales analyses syntaxiques sont les suivantes : 
• Analyse de catégories lexicales 
Un analyseur de catégories lexicales (équivalent à «part-of-speech tagging») dé­
termine la catégorie lexicale (nom, verbe, adjectif ou adverbe) associée à un 
mot. 
• Analyse de groupes grammaticaux 
L'analyse de groupes grammaticaux («chunking») consiste à déterminer les 
groupes grammaticaux (groupes nominaux, verbaux, adjectivaux, adverbaux, 
pronominaux) d'une phrase en se reposant sur l'analyse de catégories lexicales 
et les règles grammaticales. 
• Analyse de dépendances syntaxiques 
Un analyseur de dépendances syntaxiques détermine les relations de dépen­
dances syntaxiques en se basant sur les règles syntaxiques et grammaticales 
régissant la construction d'une phrase. 
Exemple : L'analyseur de Stanford combine plusieurs analyseurs notamment 
celui de catégories lexicales [19, 18] et de dépendances syntaxiques [23]. 




L'objectif de l'analyse sémantique est de déterminer le sens d'un mot dans un texte. 
Pour y parvenir, il faut introduire l'ontologie avec laquelle notre univers est représenté. 
Cette section vise à montrer l'influence de l'ontologie choisie sur la représentation des 
connaissances dans notre univers, puis à présenter une ontologie, plus précisément un 
thésaurus appelé WordNet. Enfin, elle s'achèvera par la présentation de mesures de 
similarités sémantiques. 
2.2.1 Généralités sur les ontologies 
Une ontologie [51, 12, 33] est une représentation formelle des connaissances par un 
ensemble de concepts au sein d'un domaine et de relations entre ces concepts. Elle est 
utilisée pour raisonner sur les propriétés de ce domaine et peut être employée pour 
réaliser une description du domaine. 
Les concepts sont organisés dans un graphe dont les relations peuvent être des rela­
tions sémantiques et des relations d'inclusion définies pour une logique donnée. En 
voici quelques-unes : 
• Hyperonymie. On dit qu'un mot A est un hyperonyme d'un mot B si A est une 
généralisation de B, c'est-à-dire B est une sorte de A. Exemple : véhicule est un 
hyperonyme de voiture parce qu'une voiture est un véhicule. 
• Hyponymie. On dit qu'un mot A est un hyponyme d'un mot B si A est une 
spécialisation de B. 
• Termes coordonnés. On dit que deux mots A et B sont des termes coordonnés 
si A et B partagent un hyperonyme. Exemple : Moto et voiture sont des termes 
coordonnés parce qu'ils possèdent véhicule comme hyperonyme en commun. 
• Holonymie. On dit que le mot A est un holonyme d'un mot B si B est une 
partie de A. Exemple : Voiture est un holonyme de roue parce qu'une roue est 
une partie de la voiture. 
• Méronymie. On dit que le mot A est un méronyme d'un mot B si A est une 
partie de B. Exemple : Roue est un méronyme de voiture. 
• Troponymie. Le verbe A est un troponyme du verbe B si les actions associées 
aux verbes A et B sont identiques. Exemple : Jeter et lancer sont troponymes. 
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• Antonymie. On dit que le mot A est l'antonyme d'un mot B si A est le contraire 
de B. Exemple : Grand et petit sont antonymes. 
Selon Breaux et Reed [5], les relations d'hyperonymie et d'hyponymie, utilisées res­
pectivement dans l'abstraction de termes et le raffinement, sont si populaires qu'elles 
définissent presque à elles seules une ontologie dans de nombreuses applications. Dans 
la langue naturelle, ces relations sont valables à la fois pour les noms et les verbes, bien 
que l'accent dans le développement ontologique soit majoritairement mis sur les noms 
ou les concepts qui sont composés de plusieurs formes de mots telles que des noms, 
prépositions, verbes, etc. Les relations de méronymie et d'holonymie sont peut-être les 
relations les plus importantes pour les noms après les relations d'hyperonymie et d'hy­
ponymie. D'autres relations spécifiques aux noms incluent la synonymie, l'antonymie 
et l'homonymie. 
Un langage pour les ontologies est un langage formel utilisé pour construire une 
ontologie. Les langages pour les ontologies fournissent des structures formelles liant 
les termes à travers des relations sémantiques. En plus des relations précédentes, une 
ontologie peut posséder des relations et des caractéristiques propres à une application 
donnée d'un langage spécifique. Par exemple, les langages pour les ontologies basées 
sur les sous-ensembles de la logique du premier ordre mettent en avant les opérateurs 
logiques et les relations inter-ensemblistes telles que la disjonction, la transitivité 
et les classes d'équivalence. En revanche, les langages pour les ontologies médicales 
mettent l'accent sur l'utilisation des relations de méronymie pour pouvoir décrire la 
composition des systèmes biologiques. Évaluer un langage pour une ontologie revient 
donc à se demander si les relations qui sont requises par l'ontologie ou le domaine 
d'application sont supportées par le langage. 
L'intérêt d'utiliser une ontologie pour l'intégration de l'information sémantique 
dans le modèle de représentation de documents par les arbres de dépendances est 
qu'elle est capable de décrire précisément un domaine de connaissances, ce qui permet 
de déterminer avec une très grande précision le sens d'un mot, commun ou non, dans 
un contexte très spécifique. Bien que l'utilisation d'une ontologie semble permettre de 
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donner de meilleurs résultats pour le clustering de documents, la construction d'une 
ontologie nécessite de passer par une première étape d'extraction d'informations. La 
construction d'une ontologie n'est donc pas appropriée à notre problème de clustering 
basé sur notre modèle de représentation de documents. 
2.2.2 WordNet 
WordNet3 [28] est une base de données lexicales développée par l'Université de 
Princeton. Les mots de WordNet sont organisés de la façon suivante : chaque mot 
appartient à une catégorie lexicale (nom, verbe, adjectif ou adverbe) et à un synset 
(«synonym set»). Les mots appartenant à un même synset partagent le même sens. 
Comme un mot peut avoir plusieurs sens, un même mot peut appartenir à plusieurs 
synsets. Chaque mot possède un numéro qui correspond à son sens et qui est fonction 
de la fréquence d'usage du mot : le sens le plus fréquemment employé se verra assigner 
le numéro 1, le sens utilisé en deuxième en terme de fréquence se verra attribuer le 
numéro 2, et ainsi de suite. Ainsi, dans WordNet, chaque mot et son sens peut être 
identifié de façon unique à l'aide d'un triplet composé du mot, de sa catégorie lexicale 
et du numéro de son sens dans WordNet. Chaque triplet fait donc référence à un 
synset. Chaque synset contient une définition du concept, un exemple et. des liens 
vers d'autres concepts liés par des relations sémantiques dont les principales ont été 
énumérées dans la sous-section 2.2.1. 
WordNet organise les mots comme dans un réseau sémantique défini par un en­
semble de relations sémantiques, ce qui permet d'utiliser WordNet comme outil de 
désambiguïsation du sens d'un mot. La désambiguïsation du sens d'un mot consiste à 
déterminer le sens de ce mot dans le contexte posé par le texte auquel il appartient. 
Le choix de WordNet pour la désambiguïsation du sens d'un mot a été fait pour trois 
raisons : 
1. L'organisation des mots de WordNet est comparable à celle d'un réseau séman­
tique, c'est-à-dire un graphe dont les nœuds représentent des concepts et les 
arêtes représentent les relations sémantiques liant deux concepts. Nous avons 
3. http://wordnet.princeton.edu/ 
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vu, dans la sous-section consacrée aux ontologies, que le mieux est de pouvoir 
utiliser une ontologie parce que celle-ci fournit une structure (propriétés, rela­
tions, ...) beaucoup plus précise, étant donné qu'elle est beaucoup plus spécifique 
à un domaine donné. Donc, générer automatiquement une ontologie propre au 
domaine contenu dans les documents serait idéal, mais compliqué et détourné de 
notre objectif. Néanmoins, même si l'approche basée sur les ontologies pour l'in­
tégration de l'information sémantique dans notre modèle est écartée, il existe 
une approche semblable mais moins précise basée sur WordNet. En effet, ce 
dernier peut être assimilé à une «ontologie généralisée» dotée de relations sé­
mantiques générales comme celles définies dans la section précédente. De plus, 
plusieurs méthodes de génération automatique d'ontologies [1] utilisent Word-
Net. 
2. Il existe des algorithmes de désambiguïsation du sens d'un mot basés sur Word-
Net. On peut notamment compter l'application WordNet-SenseRelate-AllWords 4 
[32] qui réunit un ensemble de méthodes de désambiguïsation du sens d'un mot 
en se reposant sur WordNet. Chaque méthode de désambiguïsation du sens d'un 
mot utilise une mesure de similarité sémantique différente. Une mesure de si­
milarité sémantique permet de mesurer la «proximité» en terme de sens entre 
deux concepts. 
3. WordNet-Similarity 5 [18] est une application qui propose les mesures de simi­
larité sémantique présentées à la section suivante en utilisant WordNet comme 
ontologie. 
2.3 Mesures de similarité sémantique 
Les mesures de similarité sémantique présentées sont celles disponibles sur WordNet-
SenseRelate-AllWords et dans WordNet-Similarity. Elles font l'objet d'une étude com­
parative [31] afin de déterminer laquelle de ces mesures donne les meilleurs résultats 
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2.3.1 Lesk (1987) 
Lesk [21] introduit un outil de désambiguïsation automatique du sens des mots en 
utilisant des dictionnaires électroniques tels que « Oxford Advanced Learner's Dictio­
nary of Current English», «Merriam-Webster 7th New Collegiate», «Collins English 
Dictionary» et « Oxford English Dictionary». 
La désambiguïsation du sens d'un mot telle qu'elle est introduite par Lesk s'effectue 
de la manière suivante : étant donné un mot dont le sens est à déterminer, appelé mot 
cible, les termes utilisés dans la définition de chaque sens du mot cible sont comparés 
aux termes contenus dans la définition de chaque sens des mots avoisinants le mot 
cible. La définition d'un mot est fournie par un dictionnaire. Voici un exemple pour 
illustrer les propos ci-dessus : 
Nous voulons déterminer le sens du mot «pine» dans l'expression «pine cone». Le 
dictionnaire «Oxford Advanced Learner's Dictionary of Current English» donne les 
sens suivants pour chacun des mots «pine» et «cone» : 
• «Pine» : 
1. « Kind of evergreen tree with needle-shaped leaves.» 
2. « Waste away through sorrow or illness.» 
• «Cone» : 
1. «Solid body which narrows to a point.» 
2. «Something of this shape whether solid or hollow.» 
3. «Fruit of certain evergreen tree.» 
Chacun des termes de la définition d'un sens du mot «pine» est comparé à chacun 
des termes de la définition d'un sens du mot «cone» et le sens retenu pour le mot 
«pine» est celui qui possède le plus de termes communs avec l'un des sens du mot 
«cone». Le sens retenu pour «pine» est le premier sens parce qu'il contient les mots 
«evergreen tree» qui apparaissent dans le troisième sens de «cone». Ainsi, lorsque le 
mot «pine» est employé avec le mot « cone», il prend le premier sens. 
De la même façon, pour déterminer le sens du mot « flies» dans les phrases « Times 
flies like an arrow» et «Fruit fîtes like a banana», l'algorithme de Lesk compare tous 
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les termes contenus dans chaque sens de « times» à ceux contenus dans chaque sens de 
« flies» et « arrow» et assigne à « times» le sens contenant le plus de termes communs 
aux termes contenus dans les définitions de « flies» et « arrow». Ensuite, l'algorithme 
répète le processus en comparant les termes employés dans la définition des sens de 
« flies» à ceux utilisés dans la définition des sens de « times» et «arrow», et ainsi de 
suite. 
L'algorithme de Lesk a été appliqué sur des échantillons de courts textes extraits de 
«Pride and Prejudice» et «Associated Press news story» et avec des dictionnaires élec­
troniques différents. Les résultats obtenus en changeant le dictionnaire électronique 
utilisé montrent que la désambiguïsation du sens d'un mot en dépend effectivement, 
et plus précisément, elle dépend de la longueur des définitions des mots. 
2.3.2 Wu et Palmer (1994) 
La mesure de similarité sémantique introduite par Wu et Palmer [52, 39] est basée 
sur la manipulation de chemins au sein d'un réseau sémantique défini par une onto­
logie. Soient R la racine du réseau sémantique, Ci et C2 deux concepts appartenant 
au réseau, Ni et iV2 les distances respectives de Ci à R et C2 à R et N la distance du 
plus petit ancêtre commun à C\ et Ci à R. Alors la similarité sémantique entre Ci et 
C2 est donnée par : 
Sim{CuC2) = (2.1) 
2.3.3 Resnik (1995) 
Resnik [36, 39] introduit une mesure de similarité sémantique basée sur la notion de 
contenu d'information dans un réseau sémantique défini par les relations de type est-
un, c'est-à-dire les relations d'hyperonymie et d'hyponymie. Le contenu d'information 
est défini comme l'opposé du logarithme de vraisemblance d'une fonction p : C 
[0,1] où C est l'espace des concepts. La fonction p est la probabilité de rencontrer 
l'instance d'un concept c G C. Le contenu d'information est donc donné par la formule 
suivante : 
CI = — logp(e) (2.2) 
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Par définition de la fonction p, celle-ci est croissante sur C lorsque l'on monte dans 
la hiérarchie des concepts. Autrement dit, si ci est un concept plus spécifique que C2, 
alors p{ci) < p(c2). Dans le cas où le graphe hiérarchique de concepts est réduit à un 
seul nœud, alors la probabilité de rencontrer le concept associé au nœud vaut 1. Il 
en résulte que le contenu d'information diminue avec la généralisation/abstraction de 
concepts et augmente avec la spécialisation de concepts. 
Resnik calcule la mesure de similarité sémantique entre deux concepts c.\ et 02 en se 
basant sur la quantité d'information commune à ci et C2. Selon lui, plus deux concepts 
ont d'information en commun, plus ils sont proches. La quantification de l'information 
partagée par deux concepts est réalisée grâce au contenu d'information du concept 
le plus spécifique partagé par ces deux concepts. En d'autres mots, l'information 
commune à deux concepts est calculée par le contenu d'information de leur plus petit 
ancêtre. La détermination du plus petit ascendant partagé par deux concepts revient 
à chercher le concept maximisant le contenu d'information puisque celui-ci croît avec 
la spécialisation. Cela nous mène alors à la formule suivante pour le calcul de la 
similarité sémantique entre deux concepts c\ et c2 : 
où A{c\, C2) est l'ensemble des ascendants communs à c\ et 02 dans le graphe hiérar­
chique de concepts. 
Resnik a évalué sa mesure de similarité sémantique avec le réseau sémantique de 
WordNet restreint aux noms. Une estimation de p(c) est réalisée avec la fonction 
suivante : 
où f ( c )  est la fréquence du concept c et TV le nombre total de noms dans le réseau 
sémantique de WordNet restreint aux noms. La fréquence d'un concept est calculée à 
partir de la fréquence des noms appartenant à ce concept dans la collection de textes 
Sim(ci,c2) = max [—logp(c)] C€A(ci,CÏ) (2.3) 
(2.4) 
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« Brovrn Corpus of American English» : 
/ ( c )  =  J2  f ( n )  (2.5) 
nÇ.words(c) 
où words(c) est l'ensemble des mots appartenant au concept c et à tous les concepts 
plus spécifiques que c. Cela signifie que la fréquence d'un mot appartenant à un 
concept est propagée à travers tous les concepts qui lui sont plus généraux. 
L'implémentation de p dans WordNet-SenseRelate-AllWords ne le divise pas par 
le nombre total de noms dans le réseau sémantique de noms afin de ne pas pénaliser 
les mots qui n'ont qu'un seul sens et n'appartiennent donc qu'à un seul concept. En 
effet, prenons le mot «bank» qui peut être employé dans un corpus donné avec le 
sens de « river bank» ou de «financial bank» et le mot « carving fork» qui n'est utilisé 
que dans un seul sens dans le même corpus. Supposons que la fréquence de ces deux 
mots est 20. Alors le contenu d'information de « carving fork» est plus faible que celui 
de «bank», alors qu'il devrait être au moins égal à celui de «bank» étant donné que 
le sens du second est déterminé avec certitude tandis que le sens du premier a une 
chance sur deux d'être le bon. 
Jiang et Conrath [16, 39] propose une mesure de dissimilarité sémantique en réuti­
lisant la notion de contenu d'information introduite par Resnik et en y intégrant en 
plus la notion de chemins entre les concepts. La mesure proposée inclut en plus le 
contenu d'information des deux concepts dont on veut la dissimilarité sémantique. 
Elle est formulée comme suit : 
où C7(c) est le contenu d'information du concept c (cf. la formule 2.2) et Resnik(c\, C2) 
est la mesure de similarité sémantique de Resnik entre Ci et c2. Afin d'obtenir une 
mesure de similarité sémantique, WordNet-SenseRelate-AllWords a pris l'inverse de 
2.3.4 Jiang et Conrath (1997) 
Dist(ci,c2) = CI(ci) + C/(c2) — 2 x Resnik(c\,c2) (2.6) 
31 
2.3. MESURES DE SIMILARITÉ SÉMANTIQUE 
la mesure de Jiang et Conrath menant à la formule suivante : 
Sim(c,o) = DistluC2) (2-7) 
2.3.5 Lin (1997) 
Lin [22, 39] introduit une mesure de similarité sémantique reposant sur son théo­
rème de similarité énoncé comme suit : La similarité entre A et B est mesurée par le 
rapport entre la quantité d'information contenant les points communs entre A et B 
et la quantité d'information décrivant A et B : 
• (a r\ CI(common(A, B)) _ - log P(cornmon(A, B)) . . 
sim , CI(describe(A, B)) — log P(describe(A, B)) 
La quantité d'information contenant les points communs entre A et B est la quantité 
d'information contenue dans le plus petit ancêtre commun à A et à B. Quant à la 
quantité d'information décrivant A et B, elle correspond à la somme de la quantité 
d'information décrivant A et la quantité d'information décrivant B. Autrement dit, 
la mesure de similarité sémantique de Lin peut s'écrire aussi de la façon suivante : 
sim(A B) = 2 X C/(ppac(A' (2 91 
sim(A, B) CI (A) + CI(B) ( } 
où ppac(A, B) désigne le plus petit ancêtre commun h A et h B. 
2.3.6 Leacock et Chodorow (1998) 
La mesure de similarité sémantique proposée par Leacock et Chodorow [20, 30] 
se base sur la longueur de chemins dans un réseau sémantique dont seules les rela­
tions d'hyperonymie et d'hyponymie subsistent. Selon eux, la similarité sémantique 
entre deux concepts est donnée par le chemin le plus court reliant ces deux concepts 
normalisée par la profondeur du graphe de concepts. Plus précisément, la mesure de 
Leacock et Chodorow est formulée de la façon suivante : 
Sim(c1,c2) - - log (2-10) 
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où l(c\, C2) est la longueur du chemin de c \  à c2 et D est la profondeur totale du 
graphe de concepts. 
2.3.7 Hirst et St-Onge (1998) 
Hirst et St-Onge [9, 30] propose une mesure de similarité sémantique utilisant les 
chaînes lexicales définies à la section 1.3. Ib définissent trois types de relations entre 
deux mots en utilisant les synsets de WordNet : 
• Il y a une relation extra-forte entre deux mots si et seulement si l'un est une 
occurrence de l'autre (on appelle «occurrence d'un mot» une variante de la 
forme canonique de ce mot). 
• Les relations fortes se présentent dans les trois cas suivants : 
1. Deux mots sont reliés par une relation forte quand ils ont un synset en 
commun. 
2. Lorsqu'un synset d'un mot est lié à un synset d'un autre mot par une 
relation horizontale (relation d'antonymie par exemple), alors une relation 
forte relie ces deux mots. 
3. Une relation est qualifiée de forte entre deux mots quand l'un est une partie 
de l'autre. Ce cas survient lorsque l'un des deux mots est un mot composé 
ou une expression. 
• Les relations moyennement fortes sont déterminées par l'existence d'un en­
semble de chemins «autorisés» connectant un synset de chaque mot. Le caractère 
«autorisé» d'un chemin est défini par Hirst et St-Onge dans [9]. Contrairement 
aux relations extra-fortes et fortes, les relations moyennement fortes ne pos­
sèdent pas toutes le même poids qui est donné par la formule suivante : 
poids = C — longueur du chemin — K x nombre de changements de direction 
(2.11) 
où C et K sont des constantes. 
Budanitsky et Hirst suggèrent les valeurs C = 8 et K = 1. La valeur des relations 
fortes étant donné par 2 * C, alors le score attribué à deux mots reliés par une re­
lation de ce type est 16. Pour une relation moyennement forte, le score attribué est 
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calculé par la formule ci-dessus. Une relation de tout autre type que ceux définis 
précédemment (ce qui signifie une absence de relation) conduit à un score nul. 
2.3.8 Banerjee et Pederson (2003) 
La mesure de similarité sémantique introduite par Banerjee et Pederson [3, 39] est 
une amélioration de l'algorithme de Lesk en exploitant la richesse du réseau séman­
tique fourni par WordNet. L'exemple suivant illustre la démarche de Banerjee par 
rapport à celle de Lesk dans le calcul de la similarité sémantique entre deux mots. 
Soient deux mots de WordNet A#ca#sa et B#cb#sb OÙ ca,sa,cb,sb sont res­
pectivement la catégorie lexicale et le sens de A et la catégorie lexicale et le sens 
de B. Alors l'algorithme de Lesk compare les termes de la définition de A#ca#sa 
à ceux de la définition de B#cb#sb, tandis que l'algorithme de Banerjee compare 
en plus les termes de la définition de tous les mots liés par une relation sémantique 
à A#ca#sa avec ceux de la définition de tous les mots liés par une relation séman­
tique à B#cb#sb. Ainsi, si A#ca#sa est lié par une relation d'hyperonymie à un 
mot noté hypeA#ChypeA#ShypeA e*- -B#cB#sS par une relation d'hyponymie à un mot 
noté hypoBifcchypogftshypog, alors l'adaptation de Lesk effectuera les comparaisons 
suivantes : 
• A#ca#SA 5#cb#SB 
• hypeA^C-hypeA ^ ShypeA ^ B$Cb$Sb 
• A#ca#sa ^ hypoB#chypOB#shypOB 
• hyp&A^ChypeA i^^hypeA ^ hypOB^Chypog 4^^hypog 
où <-* signifie «les termes de la définition du membre de gauche sont comparés à 
ceux de la définition du membre de droite». L'exemple illustre une comparaison deux 
à deux hétérogène entre les définitions des mots, «hétérogène» dans le sens où les 
mots associés aux définitions ne sont pas liés par la même relation sémantique aux 
mots entourant le mot ciblé. En effet, le glose de hypeA#ChypeA #ShypeA est comparé 
à celui de /iypoB#c/lypOB#s/,OTWB alors que le premier est lié à A par une relation 
d'hyperonymie et le second est lié à B par une relation d'hyponymie. La comparaison 
hétérogène de gloses peut être remplacée par une comparaison homogène, c'est-à-dire 
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que les comparaisons sont restreintes à celles de gloses de mots liés par une même 
relation sémantique aux mots avoisinants la cible. 
2.3.9 Patwardhan et Pederson (2006) 
Patwardhan et Pederson [3.1] utilisent les co-occurrences du second ordre introduites 
par Schiitze [l!] pour construire une nouvelle mesure de similarité sémantique. 
Vecteurs de contexte du second ordre 
Les vecteurs de contexte représentent souvent des co-occurrences du premier ordre 
qui sont des mots apparaissant côte à côte dans un corpus de texte. Par exemple, les 
mots «police» et «car» sont susceptibles d'être des co-occurrences du premier ordre. 
Les co-occurrences du second ordre résultent de la «transitivité» des co-occurrences 
du premier ordre. Par exemple, si «mechanic» et «car» sont des co-occurrences du 
premier ordre alors «police» et « mechanic» sont des co-occurrences du second ordre 
puisque «police» et «car» sont des co-occurrences du premier ordre. 
Pour déterminer les vecteurs de contexte du second ordre, Schiitze définit une matrice 
de co-occurrences dont chaque ligne est un vecteur de co-occurrences du premier 
ordre, c'est-à-dire chaque coefficient de la matrice est la fréquence à laquelle deux 
mots apparaissent l'un à côté de l'autre dans un corpus. La matrice de co-occurrences 
est construite à partir d'un corpus de textes. Dans [31], le corpus de documents 
utilisé est WordNet en considérant l'ensemble des définitions comme une collection 
de textes. Un exemple de matrice de co-occurrences est donné à la figure 2.1. Notons 
que les «stop-words» (mots «insignifiants» tels que les déterminants, les conjonctions 
de coordination, etc) ont été supprimés pour réduire la taille de la matrice de co-
occurrences. 
Étant donné une matrice de co-occurrences, un contexte est représenté par les co-
occurrences du second ordre qui forment un vecteur de contexte (du second ordre). 
Celui-ci est obtenu par la résultante (ou somme) de tous les vecteurs de co-occurrences 
du premier ordre des mots apparaissant dans ce contexte. Pour illustrer la construction 
d'un vecteur de contexte, considérons la phrase suivante : « The paintings are displayed 
in the art gallery». Alors le vecteur de contexte associé à la phrase est la résultante des 
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Corpus de textes 
g Texte 1 
My neighbour is a car mechanic. 
g Texte 2 







Matrice de co-occurrences 
mechanic neighbor police parked front 
0, 
_yecteur de contexte 
du premier ordre 
fréquence d'apparition 
dans le corpus 
Figure 2.1 - Matrice de co-occurrences 
vecteurs de co-occurrences du premier ordre des mots «.painting», «display», «art» et 
«gallery». Une étape de prétraitement a été préalablement réalisée afin de supprimer 
les mots non signifiants dans le sens où ils n'apportent aucune information et de 
réduire tous les mots à leur lemme ou racine. La représentation de ce vecteur de 
contexte dans un espace à deux dimensions est fournie à la figure 2.2. 
Vecteurs de glose 
Un vecteur de glose est un vecteur de contexte du second ordre obtenu par la 
résultante des vecteurs de co-occurrences du premier ordre des mots contenus dans 
la définition (glose) d'un mot de WordNet. Les vecteurs de glose sont utilisés pour 
calculer les mesures de similarité sémantique. La similarité sémantique entre deux 
mots ou concepts ci et ci est obtenue en calculant la proximité entre le vecteur de 
glose associé à ci et celui associé à oi- La proximité entre deux vecteurs peut être 
calculée avec l'une des mesures de similarité de la sous-section 4.2.3. Notons que la 










> dimension 2 
Figure 2.2 - Vecteur de contexte associé à la phrase : « The paintings are dispiayed 
in the art gailery.» 
Les techniques de prétraitement de textes sont destinées à les préparer pour l'ana­
lyse. La segmentation permet de découper un texte eti segments qui peuvent être des 
mots ou phrases. L'analyse morphologique détermine la racine commune à toutes les 
variantes d'un même mot. L'analyse syntaxique peut se présenter sous trois formes : la 
première consiste à déterminer les catégories lexicales des mots, la seconde les groupes 
grammaticaux tels que les groupes nominaux ou verbaux et la dernière les relations 
syntaxiques liant deux mots. Ces techniques de prétraitement sont nécessaires pour 
construire le modèle de représentation de documents par les arbres de dépendances 
syntaxiques. 
Pour intégrer l'information sémantique, une analyse sémantique a été réalisée par 
WordNet-SenseRelate-AllWords, une application de désambigu'isation du sens d'un 
mot basée sur l'ontologie WordNet. Cette application propose différentes méthodes 
de désambiguïsation du sens d'un mot, chacune utilisant une mesure de similarité 
sémantique différente. La comparaison des mesures de similarité sémantique entre 




concepts, d'une part, et à leur utilisation dans une application de désambiguïsation 
du sens d'un mot, d'autre part, suggère que la mesure de Patwardhan et Pederson 
(2006)[31] est la meilleure vis-à-vis de sa performance et de nos besoins. En effet, la 
mesure basée sur les vecteurs de gloses se rapproche la plus du jugement humain de la 
similarité sémantique entre deux concepts et elle n'est pas limitée aux hiérarchies de 
concepts restreintes aux noms contrairement aux mesures de Leacock et Chodorow, 
Resnik, Jiang et Conrath, et Lin. 
Puisque nous disposons maintenant des outils nécessaires pour construire notre 
modèle de représentation de documents par les arbres de dépendances syntaxiques 
raffinés sémantiquement, il s'agit de présenter la manière dont ceux-ci seront exploités, 
ce qui fera l'objet du chapitre suivant. 
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Chapitre 3 
Intégration de la sémantique 
Le présent chapitre présente une méthode pour intégrer la sémantique dans les 
arbres de dépendances syntaxiques. Il aborde ensuite la manière dont cette représen­
tation de documents peut être exploitée pour extraire les informations importantes 
en considérant à la fois l'information syntaxique et sémantique. L'exploitation néces­
site de passer par une étape de clustering sémantique. Cette étape fait intervenir la 
notion de concepts qui sera utilisée dans l'étape suivante qui consistera à extraire les 
concepts fréquents. Enfin, les concepts fréquents extraits permettront de caractériser 
les documents. 
Ainsi, le chapitre est découpé de la façon suivante : la première section expose 
une méthode pour enrichir les arbres de dépendances syntaxiques par l'information 
sémantique, la deuxième présente une méthode de clustering sémantique par agglomé­
ration, la troisième aborde l'extraction de concepts fréquents et enfin, la quatrième et 
dernière section présente la caractérisation des documents par les concepts fréquents 
extraits. 
3.1 Enrichissement des arbres de dépendances syn­
taxiques par l'information sémantique 
Cette section présente l'entrée de notre méthode ainsi que le prétraitement en 
amont qui a donné cette entrée. De plus, elle introduit les notions manipulées par 
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notre méthode. 
3.1.1 Généralités sur les arbres 
La présente sous-section vise à introduire quelques généralités sur les arbres basées 
sur un ensemble de théories dans le but de se fixer les bases dans la manipulation des 
arbres [38, 45]. 
Arbres étiquetés, ordonnés Soit L un ensemble d'étiquettes de nœuds. Un arbre 
ordonné étiqueté T est défini par T = (V, E, étiqueter, r,<) où V est l'ensemble des 
nœuds de T, E est l'ensemble des arêtes de T, étiqueter est une fonction V -» L qui, 
à un nœud, associe une étiquette de L, r est la racine et < est une relation d'ordre 
binaire (<Ç V x V) sur l'ensemble des nœuds. 
Si (u ,  v ) est une arête de E,  alors u  est le parent de v  et v  est un enfant de u .  Pour 
illustrer la relation < définie ci-dessus, deux nœuds s G V et t G V sont tels que 
s < t, si et seulement si, s et t sont frères et il existe une relation d'ordre binaire sur 
V x V pour laquelle s est plus «petit» que t. Un exemple de relation d'ordre binaire 
sur un ensemble de nœuds où un nœud désigne un mot est l'ordre alphabétique. 
Sous-arbres induits et ordonnés Soient 5 et T deux arbres ordonnés définis par 
S = (Vs, Es, Ls, rs, <s) et T = (Vt, ET, Lr, rr, <r)- On dit que S est un sous-arbre 
induit de T si et seulement s'il existe une fonction g : Vs —• Vt telle que : 
1. g est injective 
2. Vx € V$, Ls(x) = L<T(g(x ) )  (conservation des étiquettes par la fonction g)  
3. Vx, y G Vs, x <s y => g(x) <r g(y )  (conservation de la relation d'ordre entre 
les frères par la fonction g) 
4. Vx, y  E  Vs ,  ( x ,  y )  G Es  => (g (x ) ,g (y ) )  E  E t  (conservation de la relation de 
parenté) 
Support Soit D une base de données d'arbres où tout arbre T G D est étiqueté, 
ordonné. Soit M un arbre étiqueté, ordonné. T contient le motif M, si et seulement 
si, M est un sous-arbre induit de T. 
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Soit NM le nombre d'apparitions du motif M dans T. Soit la fonction 6T(M) définie 
par ÔT(M) = 1 si NM > 0, et 0 sinon. On définit le support du sous-arbre M dans D 
par la formule suivante : 
support(M, D) = ^ -g 
où |Z)| est le nombre d'arbres dans la base de données D. 
Un arbre motif M est dit fréquent si son support est supérieur ou égal à un seuil 
défini par l'utilisateur. 
Le domaine de forage d'arbres ( « tree mining») consiste à déterminer tous les arbres 
fréquents dans la base de données. Les algorithmes de forage d'arbres se basent sur 
la propriété apriori selon laquelle tout sous-arbre d'un arbre fréquent est lui-même 
fréquent et tout super-arbre d'un arbre non fréquent n'est lui-même pas fréquent. 
3.1.2 Nouvelle représentation de documents 
L'analyse de dépendances syntaxiques permet de construire un arbre de dépen­
dances pour une phrase. L'analyse sémantique permet d'étudier le sens d'un mot 
dans une phrase en fonction du contexte défini par la phrase en utilisant une onto­
logie. Afin de créer un modèle de représentation de documents exploitant à la fois 
l'information syntaxique et sémantique, l'analyse de dépendances syntaxiques et sé­
mantique doit être combinée. La combinaison de ces deux analyses mène à un modèle 
de représentation de documents par les arbres de dépendances syntaxiques raffinés 
par la sémantique qui sont définis comme suit : 
• Un nœud ou étiquette de l'arbre est un mot de la phrase comme défini par 
WordNet, c'est-à-dire un triplet composé de la forme canonique du mot, de sa 
catégorie lexicale (nom, adjectif, verbe ou adverbe) et de son sens (numéro) 
dans WordNet. Lorsque l'application de désambiguïsation du sens des mots, 
WordNet-SenseRelate-AllWords, ne parvient pas à déterminer le sens d'un mot 
dans un contexte donné, le nœud associé au mot est défini par un couple composé 
du mot et d'un code qui est retourné par l'application et qui dépend de la cause 
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Figure 3.1 - Arbre de dépendances syntaxiques raffiné associé à la phrase : « A 
sentence is represented by syntactic dependency trees.» 
de l'échec de la désarnbiguïsation. Par exemple, lorsque le mot est un «stop-
word», le code retourné est «o». 
• Une arête de l'arbre est une relation de dépendance syntaxique entre le nœud 
père (gouverneur) et le nœud fils (dépendant). 
Une telle définition d'un nœud implique la détermination au préalable du sens de 
chaque mot dans la phrase. Cette tâche est réalisée par la méthode de désarnbiguï­
sation du sens d'un mot de WordNet-SenseRelate-AllWords utilisant la mesure basée 
sur les vecteurs de gloses pour les motifs exposés au chapitre 2. Toutefois, n'importe 
quelle autre mesure présentée à la section 2.3 peut être utilisée. 
Pour illustrer la représentation de documents par le raffinement sémantique des 
arbres de dépendances syntaxiques, reprenons le même exemple fourni à la sous-
section 1.5.1 dans lequel la phrase «A sentence is represented by a syntactic depen­
dency tree.» est considérée. L'arbre de dépendances syntaxiques raffiné obtenu est 
montré à la figure 3.1. 
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3.1.3 Prétraitement de textes 
Les textes bruts doivent être soumis à une étape de prétraitement au préalable afin 
de pouvoir les représenter par notre modèle. Les textês sont d'abord soumis à une 
phase de segmentation en phrases afin de pouvoir ensuite les soumettre à un analyseur 
de dépendances syntaxiques et sémantique. L'analyse sémantique est réalisée pour 
chaque phrase parce que le but est de déterminer le sens des mots de la phrase dans 
le contexte créé par celle-ci. Le choix de l'analyseur de dépendances syntaxiques se 
porte sur celui de Stanford et celui de l'analyseur sémantique s'oriente sur l'application 
de désambiguïsation du sens d'un mot WordNet-SenseRelate-AllWords. À l'issue du 
prétraitement de textes, chaque phrase est représentée par un arbre de dépendances 
syntaxiques raffiné. Cette étape de prétraitement est complétée par la stemmatisation 
afin qu'un même mot ne soit pas considéré comme différent de ses variantes. Dans 
notre cas, la stemmatisation sera la racinisation effectuée par l'algorithme de Porter. 
3.1.4 Introduction et définition d'un concept 
Dans la présente section, nous nous attachons à introduire la notion de concepts 
et à donner notre définition d'un concept dans le cadre de notre problème parce 
qu'elle est indispensable lorsque nous manipulons l'information sémantique. En effet, 
selon le dictionnaire Larousse, un concept est «une idée générale et abstraite que se 
fait l'esprit humain d'un objet de pensée concret ou abstrait, et qui lui permet de 
rattacher à ce même objet les diverses perceptions qu'il en a, et d'en organiser les 
connaissances». D'après cette définition, un concept est un élément d'une ontologie. 
Puisque l'interprétation de l'information sémantique repose sur une ontologie, elle 
nécessite donc de manipuler les concepts. La question qui survient alors est de savoir 
comment un concept est modélisé dans notre modèle de représentation de documents 
de sorte qu'il se rapproche le plus possible de la définition d'un concept conçue par 
les humains. 
Dans notre modèle de représentation de documents par les arbres de dépendances 
syntaxiques raffiné, un concept est modélisé par un ensemble de sous-arbres fréquents 
de même taille qui forment une unité sémantique, c'est-à-dire qu'ils transmettent la 
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même idée en terme de sens. La motivation d'une telle définition de notre concept 
réside dans le fait que l'extraction de l'information pertinente dans les textes équivaut 
à l'extraction de sous-arbres fréquents. Or les sous-arbres contiennent l'information 
sémantique puisque les arbres dont ils sont extraits en contiennent. Il en résulte donc 
que les sous-arbres fréquents peuvent être regroupés de telle sorte que l'information 
sémantique qu'ils portent soit homogène. Chaque groupe formé est alors un concept. 
Nous définissons l'ordre d'un concept comme la taille des sous-arbres qu'il contient. 
Ainsi, un concept d'ordre k est un concept contenant des sous-arbres de taille k ayant 
la même structure syntaxique et étant sémantiquement proches. 
3.2 Clustering sémantique 
Notre méthode débute par une phase de clustering sémantique qui vise à regrouper 
les sous-arbres sémantiquement proches ensemble, ce qui permet d'obtenir l'ensemble 
des concepts contenus dans le corpus de documents. Le clustering sémantique se dé­
roule en deux étapes : la première consiste à effectuer un clustering sémantique sur 
l'ensemble des mots, c'est-à-dire à regrouper les sous-arbres de taille 1 (que nous 
appellerons «étiquettes» par abus de langage) sémantiquement proches ensemble, à 
l'aide d'une méthode de clustering hiérarchique par agglomération; la seconde re­
pose sur l'hypothèse que les concepts d'ordre 1 résultant de la première étape sont 
suffisamment éloignés sémantiquement, ce qui permet de construire l'ensemble des 
concepts d'ordre k à partir de l'ensemble des concepts d'ordre A: — 1 par le principe 
de la «rightmost expansion». 
3.2.1 Construction de concepts 
Concepts d'ordre 1 L'ensemble des concepts d'ordre 1 résulte de l'application 
d'une méthode de clustering hiérarchique par agglomération sur l'ensemble des sous-
arbres de taille 1 en prenant comme critère d'agrégation la similarité sémantique, c'est-
à-dire que deux clusters sont fusionnés si la similarité sémantique entre ces clusters 
est suffisamment élevée vis-à-vis d'un seuil judicieusement choisi. La construction des 
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concepts d'ordre 1 se déroule comme suit : 
1. Construction de la matrice de similarité sémantique entre les sous-arbres de 
taille 1. 
2. Chaque étiquette initialise un cluster (ou groupe). 
3. Calculer la valeur de similarité sémantique pour chaque paire de clusters. 
4. Fusionner les deux clusters qui ont la valeur de similarité sémantique la plus 
élevée si celle-ci est supérieure à un seuil prédéfini. 
5. Répéter les étapes 3 et 4 jusqu'à rencontrer une paire de clusters qui aient une 
valeur de similarité sémantique inférieure au seuil. 
Le critère d'arrêt adopté n'est pas le nombre de clusters désiré puisqu'il nous est in­
connu mais la maximisation de l'inertie intra-classe afin d'obtenir des clusters de forte 
cohésion. Elle se traduit par l'utilisation d'un seuil sur la similarité sémantique entre 
deux étiquettes, minSem, au-dessous duquel deux clusters ne peuvent plus être fu­
sionnés afin de maintenir une forte cohésion au sein du cluster. Chaque cluster obtenu 
correspond à un concept d'ordre 1. La validité de l'hypothèse émise précédemment 
dépend de la valeur du seuil fixée. En effet, l'hypothèse est valide lorsque la valeur 
du seuil est suffisamment élevée. Pour déterminer sa valeur optimale, il est nécessaire 
de faire varier ce paramètre et de comparer les résultats obtenus pour chaque valeur. 
La mesure de similarité utilisée pour construire les concepts d'ordre 1 est la mesure 
de Banerjee et Pedersen. 
Concepts généraux/spécifiques Le clustering sémantique appliqué sur l'ensemble 
des sous-arbres de taille 1 mène à un ensemble de concepts d'ordre 1. Seuls les concepts 
fréquents d'ordre 1 sont intéressants puisqu'ils sont porteurs d'informations perti­
nentes. C'est pour cela que seuls les concepts fréquents d'ordre 1 seront retenus. Ceux-
ci serviront à construire les concepts d'ordre supérieur dont l'intérêt réside dans le fait 
que les informations qu'ils contiennent sont plus spécifiques, ce qui leur accorde un 
plus grand caractère discriminatoire. La spécificité des informations contenues dans 
les concepts augmente avec leur ordre. Autrement dit, plus un concept est spécifique, 
plus son ordre est élevé. La construction d'un concept repose sur un concept d'ordre 
directement inférieur et sur un concept d'ordre 1. 
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Concepts d'ordre supérieur à 1 Une fois que les concepts fréquents d'ordre 1 
ont été extraits, les concepts d'ordre 2 sont construits à partir des concepts fréquents 
d'ordre 1 de la façon suivante : à partir d'un concept fréquent d'ordre 1 noté ci, 
étant donné un second concept fréquent d'ordre 1 noté C2, un concept d'ordre 2 est 
l'ensemble des sous-arbres de c\ auxquels on ajoute une étiquette de c2. L'ensemble 
résultant vérifie effectivement la définition d'un concept d'ordre 2 puisqu'il contient 
des sous-arbres de taille 2 ayant la même structure syntaxique et étant sémantique-
ment proches. De façon générale, un concept d'ordre k est construit à partir d'un 
concept fréquent d'ordre A: — 1, cj, et d'un concept fréquent d'ordre 1, C2, en ajoutant, 
pour tout sous-arbre S € Ci, pour toute étiquette L € C2, / à S à la même position 
dans l'arbre. L'utilisation de concepts fréquents pour générer l'ensemble des concepts 
candidats d'ordre k permet de limiter la taille de ce dernier sachant que seuls les 
concepts fréquents d'ordre k sont pertinents pour la caractérisation des documents 
et que si un ensemble de concepts d'ordre k — 1 n'était pas fréquent, alors l'ensemble 
des concepts d'ordre k construit à partir de celui-ci ne le serait pas non plus selon 
le procédé de construction. Les ensembles construits ainsi vérifient la définition de 
concept puisqu'ils contiennent des sous-arbres de même taille avec les mêmes dépen­
dances syntaxiques et de sens proches. Ce dernier point est assuré en considérant 
que la similarité sémantique entre deux sous-arbres de même structure syntaxique est 
calculée en faisant la moyenne des similarités sémantiques de chaque paire de nœuds 
situés à la même position dans le sous-arbre. Le procédé de construction de concepts 
jusqu'à l'ordre 3 est illustré à la figure 3.2. 
3.2.2 Complexité 
Le clustering sémantique sur l'ensemble des sous-arbres de taille 1 est trop coûteux 
en temps dû aux calculs de similarité sémantique pour chaque paire de sous-arbres 
de taille 1. Bien que les «stop-words» aient été enlevés de l'ensemble des sous-arbres 
de taille 1, ce qui mène à une réduction conséquente du nombre d'étiquettes, la com­
plexité est en 0{n2) x 0(semantic similarity measure) où n est le nombre d'étiquettes 
de taille 1 en excluant les stop-words et 0(sernantic similarity measure) la complexité 
de la mesure de similarité sémantique utilisée. Cette dernière demeure inconnue mais 
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le temps de calcul de la mesure de similarité sémantique entre deux étiquettes permet 
de dire que la complexité est élevée. Nous souhaitons donc réduire la complexité du 
clustering sémantique appliqué aux sous-arbres de taille 1 en diminuant le nombre de 
comparaisons deux à deux d'étiquettes. Il semble que ce soit l'unique solution pour 
diminuer la complexité de cette étape puisque la complexité du calcul effectué par 
une mesure de similarité sémantique est inconnue. 
3.2.3 Étiquettes potentiellement fréquentes 
Pour réduire le nombre de comparaisons deux à deux d'étiquettes, nous considé­
rons un nouvel ensemble dit ensemble d'étiquettes potentiellement fréquentes. Une 
étiquette potentiellement fréquente est un sous-arbre de taille 1 dont le support est 
supérieur à a x minSup où a G [0,1] et minSup est le seuil minimal pour considérer un 
sous-arbre comme fréquent. L'idée sous-jacente à l'introduction d'un tel ensemble pro­
vient de notre anticipation de l'étape suivant la construction des concepts d'ordre 1 : 
la sélection de concepts fréquents d'ordre 1. Comme nous ne retenons que les concepts 
fréquents d'ordre 1, il est inutile de construire les concepts d'ordre 1 dont le support 
est faible. Le coefficient a permet à des étiquettes dont la fréquence est proche du 
seuil minimal minSup de former un concept d'ordre 1 fréquent grâce au fait qu'elles 
soient sémantiquement proches d'autres étiquettes fréquentes ou presque fréquentes. 
La première étape du clustering sémantique s'effectuera donc sur l'ensemble des éti­
quettes potentiellement fréquentes au lieu de l'ensemble intégral des étiquettes. La 
complexité de cette étape devient alors 0(p2) x 0(semantic similarity measure) où p 
est le nombre d'étiquettes potentiellement fréquentes. 
3.3 Extraction de concepts fréquents 
La présente section vise à présenter l'extraction de concepts fréquents dans une 
base de données d'arbres de dépendances syntaxiques raffinés dans toute son inté­
gralité. Pour ce faire, nous présenterons un algorithme d'extraction de sous-arbres 
fréquents, FREQT, que nous adapterons en y intégrant notre méthode de construc­
tion de concepts. Un sous-arbre est dit fréquent lorsque son support est supérieur à 
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un seuil minimal prédéfini par l'utilisateur. L'adaptation de FREQT pour l'extraction 
de concepts fréquents se justifie par le fait qu'extraire les concepts fréquents revient 
à extraire les sous-arbres fréquents en tenant compte de l'information sémantique. 
L'algorithme FREQT («FREQuent Trte miner»)1 [15] est un algorithme d'ex­
traction de sous-arbres fréquents dans une forêt d'arbres étiquetés et ordonnés. Son 
efficacité réside dans son système d'expansion de sous-arbres basé sur le principe de 
l'«expansion la plus à droite» et celui de sauvegarder les occurrences des sous-arbres 
dans les «listes des occurrences les plus à droite». 
3.3.1 Principe de l'expansion la plus à droite 
Introduit par Asai et al. [45], le principe de l'expansion la plus à droite ou de la 
«rightmost expansion» permet de construire un ensemble exhaustif de sous-arbres 
dans le but de déterminer ceux qui sont présents dans la forêt d'arbres. À partir de 
ces derniers, les sous-arbres fréquents seront alors sélectionnés pour la caractérisation 
des documents. De plus, ce principe permet d'optimiser le temps de construction des 
sous-arbres fréquents en évitant le problème de redondance. 
Plus précisément, le principe de l'expansion la plus à droite consiste à construire un 
sous-arbre de taille k en partant d'un sous-arbre de taille k — 1 auquel une étiquette 
(sous-arbre de taille 1) lui est ajoutée sur un des noeuds situés sur sa branche la plus 
à droite. Pour illustrer ces propos, considérons l'exemple donné à la figure 3.3. Le 
paramètre p correspond à la position d'insertion de l'étiquette dans la branche la 
plus à droite. Pour une branche contenant L nœuds, 0 < p < L - 1. Lorsque p = 0, 
l'étiquette est attachée à la feuille la plus à droite. En partant de la feuille la plus à 
droite et en remontant jusqu'à la racine, p croît. Autrement dit, p = 1 signifie que 
l'étiquette e est ajoutée comme nœud frère de la feuille la plus à droite /  tel que f < e 
où < est une relation d'ordre sur les nœuds frères. Lorsque l'ajout de l'étiquette e se 
fait à p = 2, celle-ci est ajoutée comme nœud frère du nœud n situé à la deuxième 
position sur la branche la plus à droite en partant de la feuille la plus à droite tel que 
n < e. 
1. http : //chasen . org/~taku/'sof tware/f reqt/ 
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Figure 3.3 - Principe de l'expansion la plus à droite 
Dans l'exemple de la figure 3.3, le principe de l'expansion la plus à droite est appli­
qué sur le sous-arbre 51 avec l'étiquette <S2 et 0 < p < 2, deux étant la profondeur de 
la branche la plus à droite de 51. Les sous-arbres 53 et 54 résultent respectivement de 
la (52, 0)-expansion la plus à droite et (52, l)-expansion la plus à droite. La notation 
«(e, p)-expansion la plus à droite» signifie que l'expansion est pratiquée en ajoutant 
l'étiquette e à la position p sur la branche la plus à droite. 
Le principe de l'expansion la plus à droite garantit l'unicité des sous-arbres générés 
puisqu'à chaque étape, la branche la plus à droite d'un sous-arbre est unique. De plus, 
l'ensemble des sous-arbres construits en utilisant ce principe est exhaustif. Ce sont 
pour ces raisons que cette méthode d'énumération de sous-arbres est si efficace. 
3.3.2 Listes des occurrences les plus à droite 
Afin de calculer efficacement les occurrences d'un sous-arbre dans la forêt d'arbres, 
les auteurs du principe de l'expansion la plus droite ont introduit les listes des oc­
currences les plus à droite associée à chaque sous-arbre [45]. Une liste permet, d'une 
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part, de connaître les occurrences d'un sous-arbre construit par le principe précédent, 
et d'autre part, d'optimiser la recherche des occurrences d'un sous-arbre Sk de taille 
k à partir de celles du sous-arbre Sk-1 de taille k — 1, étant donné que Sk est construit 
à partir de Sk-1- Comme son nom l'indique, cette liste contient toutes les occurrences 
du sous-arbre en n'enregistrant que sa feuille la plus à droite dans les sous-arbres qui 
le contiennent. Le choix de ne sauvegarder que la feuille la plus à droite du sous-arbre 
est justifié par l'utilisation du principe de l'expansion la plus à droite. En effet, celui-ci 
ne nécessite que de connaître la position de la feuille la plus à droite. 
La liste des occurrences les plus à droite d'un sous-arbre S est un ensemble de 
noeuds dont chacun est défini par un couple dont le premier élément est un arbre 
T € D auquel S appartient et le second est la feuille la plus à droite de S dans T. 
Pour mieux assimiler la notion de liste des occurrences les plus à droite associée à 
un sous-arbre, prenons l'exemple présenté à la figure 3.4. La liste des occurrences les 
plus à droite de chaque sous-arbre est placée entre accolades au-dessous du sous-arbre 
correspondant. Étudions le cas du sous-arbre S8 de plus près. Il n'apparaît que dans 
l'arbre T3 de la forêt d'arbres. Sa liste des occurrences les plus à droite contient donc 
l'unique élément (T3, 3), le second élément du couple étant la position de la feuille 
la plus à droite de 58 dans T3. 
3.3.3 Algorithme FREQT 
Ayant introduit le principe de l'expansion la plus à droite et les listes des occur­
rences les plus à droite, l'énoncé de l'algorithme FREQT est donné à l'algorithme 1. 
Il construit un ensemble Ck de sous-arbres candidats de taille k à partir d'un en­
semble Fk-1 de sous-arbres fréquents de taille A: — 1 et d'un ensemble F\ d'étiquettes 
fréquentes. Ck est assuré d'être le plus petit ensemble de sous-arbres candidats de 
taille k parce que Fk-i et F\ ne contiennent que des sous-arbres fréquents. En effet, 
si ce n'était pas le cas, c'est-à-dire si un élément de Fk-1 ou F\ n'était pas fréquent, 
alors un sous-arbre de Ck construit à partir de cet élément ne serait certainement 
pas fréquent. Ck contiendrait donc des sous-arbres candidats non fréquents. Or seuls 
les candidats susceptibles d'être fréquents sont intéressants. Donc la construction de 
sous-arbres candidats non fréquents est inutile. 
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Algorithme 1 FREQT 
Entrées : D une base de données d'arbres et A e]0,1] un support minimal. 
Sorties : F l'ensemble de tous les sous-arbres fréquents contenus dans D. 
1: Initialisation de k à 1 ; 
2: Déterminer l'ensemble Ci des sous-arbres de taille 1 et l'ensemble RMO\ de leur 
liste des occurrences les plus à droite en parcourant D ; 
Extraire de Ci l'ensemble Fi des sous-arbres fréquents de taille 1 ; 
3: Incrémenter A; de 1 ; 
4: tant que Fk-I / 0 faire 
5: (Cfc, RMOk) = ExpandSubtrees(Fk-1, RMOk-1, Fx) ; Initialiser l'ensemble des 
sous-arbres fréquents de taille k, Fk, à vide ; 
6: pour chaque sous-arbre T G Ck faire 
7: calculer sa fréquence dans D, notée /p(T), à l'aide de sa liste des occurrences 
les plus à droite RMOk(T) ; 
8: Si JD(T) >  a ,  alors ajouter T K F k ]  
9: fin pour 
10: Incrémenter k ; 
11: fin tant que 
12: return F = Fi U F2 U ... U Fk-1 
ExpandSubtrees 
L'algorithme 2 est l'algorithme d'expansion de sous-arbres utilisant le principe 
d'expansion la plus à droite et les listes des occurrences les plus à droite. Il est appelé 
par l'algorithme principal FREQT. La ligne 4 correspond à l'application de la (l,p)~ 
expansion la plus à droite sur le sous-arbre S, la ligne 5 à la détermination de la liste 
des occurrences les plus à droite de S et les lignes 6 et 7 à l'ajout respectif de T et sa 
liste des occurrences les plus à droite dans les ensembles retournés par l'algorithme. 
UpdateRMO 
L'algorithme 3 détermine la liste des occurrences les plus à droite d'un sous-arbre 
T de taille k en fonction de celle du sous-arbre S de taille k — 1 à partir duquel T est 
construit par l'ajout d'une étiquette. Les lignes du pseudo-code ont les significations 
suivantes : 
1. Initialisation des variables 
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Algorithme 2 ExpandSubtrees 
Entrées : 
• Ffc-i un ensemble de sous-arbres fréquents de taille k — 1 
• RMOk-i l'ensemble des listes des occurrences les plus à droite associées aux 
éléments de Fk-i 
• F\ l'ensemble des étiquettes fréquentes 
Sorties : Ck l'ensemble de tous les sous-arbres de taille k et RMOk l'ensemble de 
leur liste des occurrences les plus à droite. 
l: Ck := 0 ; RMOk := 0 ; 
2: pour chaque S G Fk~ i faire 
3: pour chaque (l , p ) G F \  x {0,1,d  —  1} où d  est la longueur de la branche la 
plus à droite du sous-arbre S faire 
4: T := (Z, p)-rightmostExpansion(S) ; 
5: RMOk(T) := UpdateRMO(RMOk-i(S), l,p) ; 
6: Ck := Ck U {T} ; 
7: RMOk := RMOk u {RMOk(T)} ; 
8: fin pour 
9: fin pour 
10: return Ck, RMOk 
2. Parcourir chaque nœud x — (A, r) élément de la liste des occurrences les plus à 
droite de S 
3. Si p = 0, pointer sur le nœud fils le plus à gauche de x 
4. Sinon p > 1 et alors 
5. Si le p-ième ascendant de x  (TTO( x ) )  a déjà été vérifié, passer à la prochaine 
itération dans la boucle 
6. Sinon pointer sur le nœud frère suivant (nœud situé directement à gauche) du 
(p — l)-ième ascendant de x {itPQl{x)) et marquer le p-ième ascendant de x par 
«vérifié» 
7. Tant que le pointeur est non nul 
8. Si l'étiquette du nœud sur lequel le pointeur pointe est l, alors l'ajouter à la 
liste des occurrences les plus à droite de T 
9. Déplacer le pointeur sur le nœud frère suivant 
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Algorithme 3 UpdateRMO 
Entrées : 
• RMOk-i(S) la liste des occurrences les plus à droite de S 
• l l'étiquette ajoutée à S pour construire T 
• p la position de l'ajout de l sur la branche la plus à droite de S 
Sorties : RMOk(T) la liste des occurrences les plus à droite de T. 
1: RMOkiT) := D ! check := null ; y := null 
2: pour chaque élément x = (A,r) € RMOk-i(S) faire 
3: Si p = 0, alors y leftmostChild(S) ; 
4: Sinon p > 1 et alors 
5: Si check = I Ï pd( X ) ,  alors aller à la prochaine étape dans la boucle ; 
6 :  S i n o n  y  : =  n e x t S i b l i n g ^ ^ 1  ( x ) )  e t  c h e c k  : =  TTD ( x )  !  
7: tant que y null faire 
8: Si Lo{y) = l, alors ajouter (A,y) à RMOk(T). 
9: y  : =  n e x t ( y )  
10: fin tant que 
il: fin pour 
La ligne 5 évite de parcourir plusieurs fois les mêmes noeuds lorsque la liste des 
occurrences les plus à droite contient plusieurs sous-arbres identiques. Pour illustrer 
ces propos, considérons l'arbre A à la figure 3.5. Il contient deux fois les sous-arbres 
5 = A B —ï C de taille 3. Sa liste des occurrences les plus à droite est (A,3), 
(A,5). Intéressons-nous à présent du sous-arbre de taille 4, T = A —)• B —> (C,D), 
obtenu par la (D,l)-expansion la plus à droite de S. Appliquons alors l'algorithme 
UpdateRMO pour déterminer la liste des occurrences les plus à droite de T. Dans la 
première itération de la boucle for, x = (4,3). Puisque p = 1, nous nous rendons à 
la ligne 4. La condition de la ligne 5 n'est pas vérifiée, donc nous passons à la ligne 
6 qui pose un pointeur sur ( A , 4). Ensuite, nous rentrons dans la boucle w h i l e  dont 
l'exécution entraîne l'assignation de (A,A) et (>4,6) à la liste des occurrences les plus 
droite de T. Nous passons alors à la deuxième itération de la boucle pour x = (A, 5). 
Cette fois-ci la condition de la ligne 5 est vérifiée, ce qui fait terminer le programme. 
Mais en l'absence de cette condition, le déroulement aurait été identique à celui de 
la première boucle, sauf que le pointeur aurait été placé sur (A,5). L'exécution de la 
boucle while aurait détecté (>1,6) comme instance de T et aurait ajouté en conséquent 
(>1,6) à la liste des occurrences les plus à droite. 
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Figure 3.5 - Arbre illustrant la ligne 5 de l'algorithme 3 
3.3.4 Adaptation de l'algorithme FREQT pour l'extraction 
de concepts fréquents 
La présente sous-section vise à présenter une adaptation de l'algorithme FREQT 
de telle sorte qu'il soit capable d'extraire les sous-arbres en considérant à la fois 
l'information syntaxique contenue dans la structure du sous-arbre et qui peut être 
extraite par l'algorithme FREQT sans apporter de modification majeure, et l'infor­
mation sémantique. Pour intégrer cette dernière dans l'algorithme FREQT, les étapes 
de clustering sémantique y seront ajoutées de telle sorte à donner l'algorithme 4. 
Il est à noter que le tri des nœuds frères par ordre alphabétique d'un arbre de D 
(ligne 2) permet de considérer quelques variations de structure de cet arbre telles 
que les relations de dépendances demeurent intactes. En d'autres mots, nous nous 
intéressons aux arbres de même structure mais dont l'ordre des nœuds frères peut 
différer auquel cas les relations de dépendances parent-enfant restent inchangées. La 
raison de cet intérêt est que de tels arbres sont susceptibles de transmettre la même 
information. 
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CARACTÉRISTIQUES 
Algorithme 4 FREQT adapté 
Entrées : 
• D une base de données d'arbres 
• minSup €]0,1] un support minimal 
• minSem G [0,1] une valeur de similarité sémantique minimale 
• minOrd un ordre de concept minimal 
• maxOrd un ordre de concept maximal 
Sorties : F l'ensemble des concepts fréquents contenus dans D. 
1: Initialisation de l'ordre des concepts k à 1 ; 
2: Ordonner tous les arbres de D par ordre alphabétique ; 
3: Déterminer l'ensemble E des sous-arbres de taille 1 ; 
Retirer de E les «stop-words» et les redondances ; 
Déterminer l'ensemble RMOi des listes des occurrences les plus à droite de E ; 
4: Sélectionner les sous-arbres S E E fréquents ou potentiellement fréquents ; 
5: Construire l'ensemble C\ des concepts d'ordre 1 (cf. sous-section 3.2.1) ; 
6: Déterminer l'ensemble Fi des concepts fréquents d'ordre 1 ; 
7: Incrémenter k ; 
8: tant que Fk~ i  ^ 0 et k < maxOrd faire 
9: Fk := 0 ; 
10: Cfe := CreateConcepts(Fk- i ,  Fi, minSup) ; 
11: pour c € Cfe faire 
12: Calculer sa fréquence dans D, notée /D(C), grâce à RMOk{c) ; 
13: Si /D(C) > minSup et k > minOrd, alors Fk := Fk U {c} ; 
14: fin pour 
15: Incrémenter k ; 
16: fin tant que 
17: return F F7ïllJlQr(i U .. U Fjnaxor(i 
3.4 Représentation de documents par un ensemble 
de concepts caractéristiques 
3.4.1 Concepts caractéristiques 
L'extraction de concepts fréquents dans une base de données d'arbres équivaut à la 
recherche d'information dans une collection de textes. Les concepts fréquents extraits 
sont alors utilisés pour caractériser une collection de textes : il est alors inutile de 
considérer davantage la représentation d'un document par un ensemble d'arbres de 
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CARACTÉRISTIQUES 
Algorithme 5 CreateConcepts 
Entrées : 
• Fk-i l'ensemble des sous-arbres fréquents de taille k — 1 
• Fi l'ensemble des sous-arbres fréquents de taille 1 
• minSup €]0,1] un support minimal 
Sorties : Ck l'ensemble des concepts d'ordre k contenus dans D 
1: Ck := 0 ; 
2: pour chaque concept CK-I € FK-1 faire 
3: pour (L , p) € F \  x [0, d  —  1] où d  est la profondeur des sous-arbres S  €  L  faire 
4: (cfc, R M O k ( c k)) := A d a p t e d E x p a n d S u b t r e e s ( c k ~ \ ,  L , p )  ;  
5: fin pour 
6: fin pour 
7: return Ck 
dépendances syntaxiques raffinés mais par un ensemble de concepts fréquents appelé 
ensemble de concepts caractéristiques (sous-entendu caractéristique de ce document). 
Considérons un document d contenant les k concepts fréquents {Cf,C%}. Alors la 
nouvelle représentation de d est d = {(Cf,pf),..., {Cd,pf)}, oùpf, i € [1, k] est le poids 
du concept Ci dans le document d. Le poids d'un concept est fonction de sa fréquence 
dans le document ainsi que de son ordre. Un poids défini ainsi permet d'accorder plus 
d'importance à un concept qui apparaît fréquemment dans un document et est plus 
spécifique (donc plus informatif et discriminatoire, selon la sous-section 3.2.1). 
3.4.2 Poids d'un concept 
Le poids d'un concept Ci dans un document d est donné par la formule suivante : 
rA = ORDJCJ) x \CJ\ x fD(CJ) „ ^ 
Pi EceC ord(C) x \C\ x fd(C) ^ ' 
où ord(C) est l'ordre du concept C, \C\ le cardinal de l'ensemble C, fd(C) est la fré­
quence d'apparition du concept C dans le document d et Cd l'ensemble des concepts 
fréquents contenus dans d. 
Une telle définition tend à accorder plus de poids aux concepts d'un document ca­
ractérisé par un petit nombre de concepts à cause de la normalisation réalisée sur 
l'ensemble des concepts appartenant à un document. Cette définition est cohérente 
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CARACTÉRISTIQUES 
Algorithme 6 AdaptedExpandSubtrees 
Entrées : 
• Ck-\ un concept d'ordre A: — 1 
• L un concept d'ordre 1 
• p un entier correspondant à la position d'ajout d'une étiquette de L sur la 
branche la plus à droite d'un sous-arbre de Ck-i 
Sorties : c* un concept d'ordre k et RMOk(ck) sa liste des occurrences les plus à 
droite 
1: pour chaque sous-arbre S G c* faire 
2: pour chaque étiquette l G L faire 
3: T := (l,p)-rightmostExpansion(S) ; 
4: RMOk(T) := UpdateRMO(RMOk-i{S), l , p )  ;  
5: RMOk(ck) := RMOk(ck) U RMOk(T) 
6: Cfc := Ck U T 
7: fin pour 
8: fin pour 
9: return c k ,  R M O k ( c k )  
puisqu'un concept apparaissant dans un document caractérisé par un petit nombre 
de concepts possède un plus grand caractère discriminatoire que dans le cas où il 
caractérise un document contenant un grand nombre de concepts. La normalisation 
permet donc d'accentuer la discrimination des documents grâce aux concepts. 
3.4.3 Suppression de concepts redondants 
Un document est dorénavant représenté par l'ensemble des concepts fréquents qu'il 
contient. Or, dans cet ensemble, certains concepts sont issus de concepts d'ordre in­
férieur selon le principe de construction de concepts d'ordre supérieur à 1 exposé à 
la sous-section 3.2.1. Cela signifie donc qu'au sein de l'ensemble des concepts carac­
téristiques d'un document, un concept peut «contenir» un concept d'ordre inférieur 
lié au premier par une relation de spécialisation dans une hiérarchie de concepts. En 
d'autres mots, l'ensemble des concepts caractéristiques d'un document peut contenir 
deux concepts dont l'un est une généralisation de l'autre. Dans ce cas, afin d'éviter 
les redondances, le concept le plus spécifique est retenu au détriment du plus général. 
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Pour supprimer les concepts caractéristiques redondants d'un document, un graphe 
de concepts est construit pour chaque document. Le graphe de concepts d'un docu­
ment d est un graphe orienté dont l'ensemble des sommets est l'ensemble des concepts 
caractéristiques de d et l'ensemble des arêtes modélise les relations de spécificité, c'est-
à-dire qu'une arête d'un sommet si vers un sommet S2 signifie que le concept associé 
à «2 est une spécialisation de celui associé à si. Le parcours du graphe de concepts 
de chaque document permet de supprimer les concepts caractéristiques redondants et 
de réajuster les poids de ces derniers. La figure 3.6 fournit un exemple de graphe de 
concepts caractéristiques jusqu'à l'ordre 3. 
3.5 Conclusion 
Les techniques d'analyse de la langue naturelle sont utilisées pour représenter les 
documents par un arbre de dépendances syntaxiques raffinés sémantiquement. En ef­
fet, la segmentation permet de découper un texte en phrases dont chacune est soumise 
à l'analyseur de dépendances syntaxiques de Stanford, ce qui en résulte un arbre de 
dépendances syntaxiques. Pour l'enrichir de l'information sémantique, la méthode de 
désambiguïsation du sens d'un mot basée sur les vecteurs de gloses est utilisée pour 
déterminer le sens de chaque mot de la phrase ou de l'arbre. Une phrase est alors 
représentée par un arbre de dépendances syntaxiques enrichi par la sémantique. 
Une fois que chaque document est représenté par un ensemble de tels arbres, ce qui 
conduit à une forêt d'arbres, la phase de clustering sémantique des étiquettes (sous-
arbres de taille 1) débute. Dans cette phase, les étiquettes sémantiquement proches, 
c'est-à-dire ayant des sens proches, sont regroupées ensemble. Chaque groupe forme 
un concept d'ordre 1. De façon générale, un concept d'ordre k > 0 est un ensemble 
de sous-arbres de taille k sémantiquement proches. 
L'étape suivante consiste à extraire l'ensemble des concepts fréquents jusqu'à un ordre 
donné en partant de l'ensemble des concepts fréquents d'ordre 1 puis en appliquant 
notre adaptation de l'algorithme FREQT pour l'extraction de concepts. Cette étape 
équivaut à l'extraction d'informations pertinentes en tenant compte de l'information 
syntaxique et sémantique. 
À présent que les informations pertinentes ont été extraites de la collection, chaque 
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S Ensemble des concepts fréquents d'ordre 1 
Ensemble de» concepjs-fréqùi 
Hordre 3 
Figure 3.6 - Exemple de graphe de concepts caractéristiques jusqu'à l'ordre 3 
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document est dorénavant caractérisé par l'ensemble des informations pertinentes qu'il 
contient, c'est-à-dire l'ensemble des concepts fréquents extraits qu'il contient. Comme 
chaque information n'a pas la même pertinence au sein d'un document, un poids est 
accordé à chaque concept en fonction de sa pertinence dans celui-ci. Ajoutons que la 
redondance des concepts dans la caractérisation des documents est supprimée. Au­
trement dit, lorsque deux concepts caractérisent un même document et que l'un est 
plus spécifique que l'autre, alors le concept le plus général n'est pas pris en compte. 
Les principales étapes de notre méthode d'extraction d'informations importantes, 
basée sur notre modèle de représentation de documents, incluant la phase de prétrai­
tement de textes sont les suivantes : 
1. Prétraitement de chaque texte de la collection 
(a) Segmentation de chaque texte du corpus en phrases. 
(b) Analyse de dépendances syntaxiques de chaque phrase à l'aide de l'analy­
seur de Stanford. 
(c) Désambiguïsation du sens des mots contenus dans chaque phrase à l'aide 
de WordNet-SenseRelate-AllWords. 
(d) Racinisation des mots de chaque phrase grâce à l'algorithme de Porter. 
2. Représentation des documents par les arbres de dépendances syntaxiques raffinés 
3. Extraction de concepts fréquents F de la forêt d'arbres grâce à l'algorithme 
FREQT 
(a) k = 1. 
(b) Construction de l'ensemble Ci des concepts d'ordre 1 par une méthode de 
clustering hiérarchique par agrégation en utilisant la mesure dé similarité 
sémantique de Patwardhan et Pederson fournie par WordNet-Similarity. 
Sélectionner l'ensemble Fj des concepts fréquents d'ordre 1. 
(c) Incrémenter k. 
(d) Tant que Fk-I n'est pas vide et k < maxOrd faire 
i. Construire l'ensemble Ck des concepts candidats d'ordre k grâce au 
principe de l'expansion la plus à droite. 
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ii. Déterminer la liste des occurrences les plus à droite pour chaque 
concept candidat. 
iii. Calculer le support de chaque concept candidat. 
iv. Sélectionner l'ensemble Fk des concepts fréquents extraits. 
v. Ajouter F* à l'ensemble F des concepts fréquents extraits. 
vi. Incrémenter k. 
Fin tant que 
4. Caractérisation de chaque document par les concepts fréquents extraits 
(a) Construction du graphe des concepts caractéristiques. 
(b) Suppression des concepts caractéristiques redondants. 
(c) Calcul des poids des concepts caractéristiques. 
Le nouveau modèle de représentation de documents proposé sera évalué à travers 
une application de clustering de documents. La méthode d'évaluation sera présentée 
au chapitre suivant. 
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Chapitre 4 
Evaluation du nouveau modèle par 
la classification non-supervisée de 
textes 
Ce chapitre est consacré à l'évaluation du nouveau modèle de représentation de do­
cuments. Une méthode d'évaluation consisterait à soumettre une collection de textes 
adoptant cette représentation à la classification non-supervisée. C'est dans cette op­
tique que nous présenterons la collection de documents et la méthode de classification 
non-supervisée utilisées, suivies de quelques méthodes d'évaluation de la qualité d'un 
clustering. Enfin, nous conclurons la section avec la présentation des résultats expé­
rimentaux. 
4.1 Collections de documents 
4.1.1 Reuters21578 
La collection de textes utilisée dans un premier temps pour l'évaluation de notre 
modèle de représentation de documents est Reuters215781 qui regroupe 21578 articles 
extraits des publications de l'agence de presse Reuters. C'est l'une des collections les 
plus utilisées dans la recherche dans le domaine du forage de textes. 
1. http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html 
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Les articles de la collection sont répartis sur 21 fichiers SGML qu'il faut traiter à l'aide 
d'un analyseur SGML pour en extraire le contenu textuel et supprimer la structure et 
le langage liés à ce format. Seuls les articles traitant d'un unique thème, c'est-à-dire 
appartenant à une seule classe, ont été retenus. 
4.1.2 20 newsgroups 
La collection 20 newsgroups 2 contient environ 20000 messages traitant de 20 sujets 
différents. Certains sujets peuvent être très liés tels que «comp.sy s. mac. hardware» et 
« comp.sys. ibm.pc.hardware» tandis que d'autres sont très éloignés comme «rec.sport, 
hockey» et « talk. religion, mise». Les messages contiennent des entêtes qui ne seront 
pas pris en compte. 
Comme la collection 20 newsgroups est très grande, nous choisissons de travailler sur 
un sous-ensemble constitué de 100 messages traitant de chaque sujet. 
4.1.3 Ohsumed 
Ohsumed3 est une collection de textes constituée de références d'articles incluant ou 
non un résumé (ou « abstract») de MEDLINE4 de 1987 à 1991. La collection Ohsumed 
comprend 5 fichiers contenant chacun les références relatives à chaque année. 
Elle a été utilisée dans des expérimentations du système de recherche SMART 
[10, 50] qui consistaient à évaluer la pertinence des références retournées par le sys­
tème en réponse à une requête donnée. Les résultats sont également fournis avec la 
collection Ohsumed, ce qui nous permet de connaître les classes des références. En 
effet, pour chaque requête ou classe, un ensemble de références est jugé pertinent par 
les experts. 
Seules les références de 1988 à 1991 couvrent les résultats d'expérimentation. Donc 
notre collection Ohsumed comporte uniquement les références de 1988 à 1991 ayant 
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de l'article référencé. Chaque référence contient diverses informations de l'article cor­
respondant comme son auteur, son titre ou son numéro d'identification mais seul le 
résumé est conservé. 
4.2 Clustering de documents 
La méthode de classification non-supervisée de documents retenue est celle du 
clustering hiérarchique agglomératif (HAC) pour des raisons expérimentales expo­
sées dans [25]. En effet, les méthodes de classification non-supervisée suivantes ont 
été comparées en utilisant la représentation de documents par les arbres de dépen­
dances syntaxiques : K-means, Buckshot, Bisecting K-means et HAC. De cette étude 
comparative, il en résulte que, généralement, l'HAC fournit de meilleurs résultats 
en terme de performance mesurée par la f-mesure et l'entropie. Ces deux métriques 
seront définies dans la sous-section 4.3.2. 
4.2.1 Méthode de clustering : Clustering Hiérarchique par 
Agrégation 
HAC prend en paramètre une matrice de similarité dont les coefficients sont les 
valeurs de similarité entre les objets dont on veut déterminer leur classe. Dans notre 
cas, la matrice de similarité contient les valeurs de similarité de chaque paire de 
documents. L'obtention de celle-ci oblige la définition d'une mesure de similarité entre 
deux documents qui sera présentée dans la sous-section suivante. Pour le moment, 
nous supposons la matrice de similarité de documents définie, ce qui nous permet 
d'appliquer HAC. Soit un ensemble de nD documents. L'algorithme se déroule comme 
suit : 
1. Pour chaque document d,, 1 < i < no, initialiser un cluster Cj avec d*. 
2. Calculer la valeur de similarité pour chaque paire de clusters. 
3. Fusionner la paire de clusters qui maximise la valeur de similarité. 
4. Répéter les étapes 2 et 3 jusqu'à obtenir un seul cluster. 
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La deuxième étape de l'algorithme nécessite de définir une mesure de similarité entre 
deux clusters. Il existe plusieurs méthodes pour mesurer la similarité entre deux clus-
ters et la majorité d'entre elles utilise la similarité entre les objets contenus dans 
chaque cluster pour en établir une. La prochaine sous-section en présentera quelques-
unes. 
4.2.2 Mesures de similarité entre clusters 
Soient C\ et C2 deux clusters. Les clusters contiennent des documents notés res­
pectivement di et dj dans C\ et C2. 
Plus proche voisin («Nearest-neighbor») La similarité entre deux clusters est 
définie par la similarité maximale entre toutes les paires de documents des deux 
clusters : 
sim(Ci, C2) = max sim(di, dj) (4.1) 
DI€CI 
DJ€C? 
Voisin le plus éloigné ( « Farthest neighbor» ) La similarité entre deux clusters 
est définie par la similarité minimale entre toutes les paires de documents des deux 
clusters : 
sim(Ci, C2) = min sim(di, dj) (4.2) dt€Ci 
DJ€C2 
Moyenne de groupe (« Group average») La similarité entre deux clusters est 
définie par la moyenne des similarités entre toutes les paires de documents des deux 
clusters : 
sim(Ci, C2) = |Cil|C2| 
où \Ci\ et IC2I sont respectivement le cardinal de l'ensemble C\ et C2. 
Centroïde La similarité entre deux clusters est définie par la similarité entre 
leur centroïde (appelé aussi centre d'inertie ou centre de gravité). 
sim{Cx, C2) = sim(G\,C2) (4.4) 
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où Gi et (?2 sont les centres de gravité respectifs des clusters C\ et C2. 
Méloïde La similarité entre deux clusters est définie par la similarité entre leur 
méloïde : 
où mi et Tfi2 sont respectivement les méloïdes du cluster Ci et du cluster C2. Le 
méloïde m d'un cluster C est l'objet le plus proche du centroïde du cluster : 
Une étude comparative menée par Steinbach, Karypis et Kumar (2000) [2 1] entre 
trois algorithmes de clustering hiérarchique agglomératif montre que celui utilisant 
la mesure de similarité basée sur la moyenne de groupe donne de meilleurs résultats. 
Des conclusions identiques résultent d'une analyse comparative ultérieure effectuée 
par Zhao et Karypis (2002) [53]. De plus, Meghaoui [2-3] a également réalisé une 
comparaison des algorithmes utilisant différentes mesures de similarité entre clusters 
et il en résulte que les meilleurs résultats sont donnés par la méthode basée sur 
la moyenne de groupe. Forts des conclusions établies par les études passées, nous 
utiliserons donc la mesure de similarité entre clusters s'appuyant sur la moyenne de 
groupe. 
4.2.3 Mesures de similarité entre documents 
Dans cette sous-section, une représentation vectorielle associée à notre modèle a 
été développée afin de pouvoir utiliser les mesures de similarité entre documents 
existantes valables pour les modèles vectoriels. Cette représentation y sera présentée 
ainsi que les mesures de similarité entre documents applicables aux modèles vectoriels. 
Soient deux documents di et dj définis dans un espace vectoriel de dimension n. 
Les principales mesures de similarité [11] entre documents sont les suivantes. 
SIM{C\,C2) = SIM{M\,M2) (4.5) 
m = arg 1 sim(d, dk) (4.6) 
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Mesures de distance 
Les mesures de distance peuvent être utilisées pour mesurer la similarité entre 
deux objets à la condition qu'elles soient préalablement soumises à une opération de 
transformation de sorte que la similarité entre deux objets similaires soit 1 et celle 
entre deux objets dissimilaires soit 0. Un exemple de transformation serait de prendre 
comme mesure de similarité l'inverse d'une mesure de distance : 




'  1  + dis t (d i ,d j )  v  '  
Les principales mesures de distance sont les suivantes : 
- Distance de Manhattan 
n 
dist(di, dj) = ||dj rfj 111 — ^ \dtk djk| (4-8) 
fc=î 
- Distance euclidienne (norme L2) 
dis t{dudj)  = ||  d i  — dj  | | 2  
- Distance de Minkowski 
\ E -  d j k f  (4.9) fc=i 
dist(di, dj) — ||d{ ^jlip — ^ Y , \d i k -d j k \p  (4.10) 
k=l 
où p est un entier non nul. La distance de Minkowski est une généralisation des 
distances de Manhattan et euclidienne obtenues respectivement avec p = 1 et 
p = 2. Lorsque p = oc, nous retrouvons la distance de Tchebychev : 
Distance de Tchebychev 
dist(di, dj) = ||di - rfjHoc = max |difc - d j k \  (4.11) 
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Coefficients d'association 
Les coefficients d'association sont des mesures de similarité mesurant les carac­
téristiques communes partagées par deux documents. Ils ont été introduits pour des 
données binaires puis ont été généralisés par les formules suivantes : 
- Coefficient de Dice 




~ llrf.ll2 + IMill2 " EU + Eï-i ( ] 
- Coefficient de Jaccard 
Jaccardid d )~ di * dj = ELi dikdjk Jaccara{at, dj) - ^  + ^  ^ ^  ^ ^ + ^ ^  
(4.13) 
- MinMax n 
MinMaxidi, dj) = 1 ELi mm(rfifc, rfjfc) 
max (ELi rf»fc, ELi d jk )  
Cosinus 
Le cosinus est la mesure de similarité entre documents la plus utilisée dans le 
domaine du forage de textes. Géométriquement, le cosinus mesure l'angle formé par 
deux vecteurs de documents di et dj dans un espace vectoriel. Il est calculé par la 
formule mathématique suivante : 
Cosinus(di ,d j )= = . ^k=l (4.15) 
IKIIIKII v/n^v/Ë^Ç 
Coefficient de corrélation de Pearson 
Le coefficient de corrélation de Pearson est également une mesure de similarité 
mesurant le cosinus de l'angle formé par deux vecteurs centrés de documents di et dj 
dans un espace vectoriel. La formule suivante permet de le calculer : 
D  / J  J  \  ( r f *  r f ' )  *  ( r f j  r f j  )  ! A 1 « \  Pearson(di, dj) = — 3  (4.16) 
\\di - di\\\\dj - dj\\ 
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- 7 Eli <KP 
ou dk = — 
Notre mesure de similarité entre documents 
Rappelons qu'après l'extraction de concepts fréquents, un document est alors re­
présenté par l'ensemble des concepts fréquents qu'il contient, chaque concept fréquent 
étant pondéré par un poids. Si nous considérons à présent l'espace vectoriel engendré 
par l'ensemble des concepts fréquents extraits, un document peut être dorénavant 
représenté par un vecteur dont les composantes seront définies par les poids associés 
aux concepts fréquents. Il est alors possible d'utiliser une des mesures de simila­
rité précédentes pour calculer la similarité entre deux documents dans l'espace des 
concepts. En utilisant la mesure du cosinus dont le choix est justifié par son nombre 
élevé d'utilisation, nous obtenons la formule suivante : 
Rappelons que l'analyse sémantique latente (LSA) consiste à diminuer le rang de la 
matrice terme-document en utilisant la décomposition en valeurs singulières (SVD). 
L'espace de dimension réduite est l'espace de concepts dans lequel les documents 
et les termes sont exprimés après la SVD. Or, notre démarche consiste également à 
déterminer 1'«espace de concepts» en utilisant une méthode adaptée à notre modèle 
de représentation de documents qui n'est pas le modèle vectoriel utilisé dans LSA. La 
différence majeure entre nos deux méthodes est que la nôtre construit les concepts à 
partir de sous-arbres fréquents extraits de la base de données d'arbres tandis que les 
concepts issus de LSA sont obtenus implicitement par la SVD. 
Cosinus(di ,d j )  £fc=l PkPk (4.17) 
où pl et p*k désignent le poids du concept Ck dans les documents di  et dj .  
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4.3 Méthodes d'évaluation de la performance d'un 
clustering 
Cette section présente quelques méthodes d'évaluation de la qualité des clusters 
obtenus par une classification non-super visée. Deux types de méthodes d'évaluation 
de la qualité peuvent être distingués : le premier regroupe les mesures de la qualité 
interne qui permettent de comparer différents ensembles de clusters sans avoir besoin 
de connaissances externes telles que les classes des éléments formant les clusters ; le 
second regroupe les mesures de la qualité externe qui permettent d'évaluer la qualité 
des résultats d'un clustering en confrontant les clusters obtenus aux classes connues. 
4.3.1 Mesures de la qualité interne d'un clustering 
Les mesures de la qualité interne d'un clustering servent à évaluer quantitativement 
la cohésion interne d'un ensemble de clusters. 
Inertie intra-clusters 
L'inertie intra-clusters d'une partition d'un ensemble de n données en k classes est 
la moyenne des carrés des distances des données à leur centre de cluster sur l'ensemble 
des données : 
où 7ij est le nombre de données dans le cluster Ci et Gt le centre de gravité du cluster 
Un cluster est d'autant plus homogène et compact que l'inertie intra-classe est petite. 
Moyenne des distances à l'intérieur d'un cluster 
La moyenne des distances à l'intérieur d'un cluster Ci est obtenue grâce à : 
hntra = "Y, ni[d(dj,Gi))2 
Tl 1 A . r-ri i—1 dj €Cj 
(4.18) 
Ci. 
IC(C ) = ^ d j€Ci  ^-•dk€C 'd(yd j 'dk^ (4.19) 
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où ni est le nombre de données dans le eluster Cl. 
Plus la moyenne des distances à l'intérieur d'un eluster est petite, plus la cohésion au 
sein du eluster est grande. 
Similarité globale (overall similarity) 
Steinbach et al. (2000) [24] proposent une mesure de la cohésion interne d'une 
partition d'un ensemble D de documents représentés par des vecteurs en utilisant 
une somme pondérée de similarité interne d'un eluster : 
SG
=ï75lElcil E 5Z 7TTâCosinus(ij,ik) (4.20) 
\ U \  i—l d j&CidkdCi  l °*l  
La similarité globale croît avec la cohésion interne des clusters. 
4.3.2 Mesures de la qualité externe d'un clustering 
L'entropie et la f-mesure sont les deux mesures de la qualité externe d'un clustering 
les plus utilisées. 
Entropie 
L'entropie mesure la qualité externe d'un clustering en étudiant la distribution 
de classes des données au sein de chaque eluster par le calcul des probabilités pij 
qu'un élément du eluster j appartienne à la classe i. Plus l'entropie est proche de 0, 
meilleure sera la qualité des clusters obtenus puisque ceux-ci seront plus homogènes. 
L'entropie Ej d'un eluster j est calculée grâce à la formule suivante : 
k 
E J  = -  Pij  l o S (Pi j )  ( 4 - 2 1 )  
i=l 
où k est le nombre de classes. 
L'entropie totale d'un ensemble de clusters est obtenue en effectuant la somme des 
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entropies de chaque cluster pondérée par leur taille comme suit : 
Esc = t (4-22) 
j=1 ^ 
où m est le nombre de clusters, rij le nombre de données dans le cluster j.  
F-mesure 
Étant donné un cluster j et une classe i,  la f-mesure [21] est une combinaison de 
la précision et du rappel qui sont deux métriques définies comme suit : 
Ti • * Precision(i,j) = —y- (4-23) 
Nj 
Rappel(i,j) = ^ (4.24) 
où riij est le nombre de documents appartenant à la classe i assignés au cluster j-
et Ni le nombre de documents contenus dans la classe i. À l'inverse de l'entropie, 
la f-mesure est d'autant plus proche de 1 que les clusters obtenus sont de meilleure 
qualité. Contrairement à l'entropie dont la valeur peut excéder 1, la valeur de la f-
mesure est comprise entre 0 et 1. 
La f-mesure d'un cluster j et d'une classe i est alors calculée comme suit : 
„ .. .. 2 x Precisionii.j) x Rappel(i,j) 
' PrécisaiJ) +R.ZïJ ^ 
Pour un ensemble de clusters issus de la classification non-supervisée, la f-mesure est 
donnée par la formule suivante : 
^ ^ yj. 
F-mesure = max (F-mesure(i, j)) (4-26) 
t=i N i 
où k est le nombre de classes, nj est le nombre d'éléments appartenant à la classe 
i, N le nombre total d'éléments. La formule exprime la f-mesure totale comme une 
somme pondérée des f-mesures de chaque classe. La f-mesure d'une classe est la valeur 
maximale qu'elle atteint à un nœud de l'arbre hiérarchique de clustering. La f-mesure 
74 
4.4. ÉVALUATION EXPÉRIMENTALE 
est calculée de sorte qu'une classe soit assignée à chaque cluster tel que deux classes 
ne soient pas assignées à un même cluster. Toutefois, il se peut qu'une classe ne soit 
assignée à un aucun cluster. 
4.4 Évaluation expérimentale 
4.4.1 Présentation de la démarche expérimentale 
Le modèle proposé est évalué à travers le clustering de documents des collections 
Reuters, 20 newsgroups et Ohsumed. La qualité du clustering sera notée en fonction 
de deux métriques, l'entropie et la f-mesure. Les paramètres de notre application sont 
les suivantes : 
- minSem est le seuil minimal de la valeur sémantique au-dessus duquel deux 
concepts sont considérés comme sémantiquement proches. 
- minSup est le seuil minimal du support d'un concept au-dessus duquel un 
concept est considéré comme fréquent. 
- minOrd est l'ordre minimal des concepts considérés. Dans toutes les expérimen­
tations effectuées, sa valeur est fixée à 1. 
- maxOrd est l'ordre maximal des concepts considérés. 
- support désigne le support utilisé qui peut être, soit la fréquence, soit le poids 
tf-idf. 
Il existe également d'autres paramètres relatifs au nombre de threads intervenant 
dans la réalisation d'une tâche parallélisée. Les valeurs de ces paramètres ne seront 
pas explicitées parce qu'elles n'influent pas sur la qualité des clusters obtenus mais 
sur le temps d'exécution de l'application. 
La qualité des clusters obtenus avec notre modèle sera comparée à celle des clusters 
obtenus avec le modèle vectoriel basé sur les poids tf-idf. Pour cela, nous utiliserons 
la plate-forme TCT (« Text Clustering Toolkit») conçue pour supporter le développe­
ment d'applications pour le forage de textes non-supervisé. Notre application modélise 
chaque document comme un vecteur de poids tf-idf, puis applique une méthode de 
clustering par agglomération. La mesure du cosinus est choisie pour mesurer la si­
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milarité entre deux documents. Quant à la mesure de similarité entre deux clusters, 
nous utiliserons la «moyenne de groupe». Les paramètres de notre application basée 
sur la plate-forme TCT sont les suivants : 
- minFreq est la proportion minimale de documents (en %) dans lesquels un mot 
apparaît pour que celui-ci soit retenu comme une caractéristique vectorielle 
(« feature») dans le modèle. 
- maxFreq est la proportion maximale de documents (en %) dans lesquels un mot 
apparaît pour que ce dernier soit choisi comme une caractéristique vectorielle 
dans le modèle. 
De plus, notre modèle sera comparé au modèle exploitant les arbres de dépendances 
syntaxiques [25] en comparant les qualités des clusters obtenus avec chacun de ces 
modèles. Pour cela, on adaptera notre algorithme de sorte que les étapes de désam-
biguïsation du sens des mots et de clustering sémantique soient supprimées. 
Ainsi, pour chacune des collections de documents, la qualité des clusters obtenus 
avec chacun des modèles sera évaluée à l'aide de l'entropie et de la f-mesure. Pour 
chaque jeu de paramètres relatif à un modèle, plusieurs valeurs de l'entropie et de la 
f-mesure peuvent être fournies. Chacune d'elles correspond à la valeur de l'entropie et 
de la f-mesure pour un nombre de clusters donné. En effet, il peut s'avérer intéressant 
d'étudier la variation des valeurs de ces deux métriques en fonction du nombre de 
clusters (ou à chaque itération de l'algorithme de clustering par agglomération) afin 
de découvrir de nouvelles potentielles classes naturelles autres que celles qui ont déjà 
été préalablement affectées aux documents. Malheureusement, cette démarche n'a 
pas pu être utilisée avec le modèle vectoriel puisque la plate-forme TCT requiert 
d'attribuer au préalable des classes naturelles aux documents. Lorsque les valeurs des 
métriques pour le nombre de clusters correspondant au nombre de classes naturelles 
par défaut n'existent pas, alors un tiret est utilisé pour le signaler. Cette situation 
se produit lorsque l'algorithme de clustering par agglomération se termine avant que 
le nombre de clusters attendu soit atteint parce que la similarité entre chaque paire 
de clusters est nulle. Ce phénomène peut s'expliquer par le fait que, soit les classes 
naturelles par défaut ne correspondent pas à celles déterminées par l'algorithme, soit 
le nombre de caractéristiques extraites est trop faible. En outre l'utilisation du tiret 
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pour indiquer que l'ensemble de clusters dont on veut évaluer la qualité n'existe pas, 
les valeurs en gras correspondent aux ensembles de clusters de meilleure qualité. 
Enfin, l'ordre maximal maxOrd des concepts caractéristiques est fixé à 1 dans 
certains jeux de paramètres appliqués en raison du temps d'exécution de l'algorithme 
qui est très long. En effet, lorsque le nombre d'étiquettes potentiellement fréquentes 
est de 1000, alors la similarité sémantique de 1000000 paires d'étiquettes doit être 
calculée à laquelle s'ajoute la construction des ensembles de concepts d'ordre supérieur 
à 1. C'est le cas lorsque le poids tf-idf est utilisé au lieu de la fréquence. De plus, 
il arrive que maxOrd soit fixé à une valeur supérieure à 1 et l'ordre maximal des 
concepts fréquents extraits soit 1, ce qui se produit lorsqu'il n'existe aucun concept 
fréquent d'ordre 2 pour un seuil minimal fixé du support. Dans ce cas, la valeur de 
maxOrd reportée dans les tableaux de résultats ne correspond pas à celle fixée en 
paramètre mais à l'ordre maximal effectif des concepts fréquents extraits. 
4.4.2 Reuters21578 
La sous-collection de Reuters considérée comprend 997 documents répartis sur 13 
classes. Elle contient deux classes dominantes en taille puisque celles-ci contiennent à 
elles deux seules plus de la moitié des documents de la sous-collection. 
La qualité des résultats du clustering des documents représentés par notre modèle, 
le modèle vectoriel et le modèle exploitant les arbres de dépendances syntaxiques est 
donnée respectivement dans les tableaux 4.1, 4.2 et 4.3. Si l'entropie est utilisée comme 
mesure de la qualité des clusters obtenus, alors le modèle vectoriel est le meilleur 
modèle, suivi de notre modèle, et le modèle exploitant les arbres de dépendances 
syntaxiques arrive en dernière position. En revanche, si la qualité des résultats du 
clustering est mesurée par la f-mesure, alors notre modèle est le meilleur, suivi du 
modèle vectoriel, puis du modèle exploitant les arbres de dépendances syntaxiques. 
Les clusters obtenus sont tels que la majorité des documents appartenant à chacune 
des deux classes dominantes sont regroupés ensemble avec des documents provenant 
d'autres classes. Les clusters résultants sont donc hétérogènes et déséquilibrés, ce qui 
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explique une entropie et une f-mesure relativement élevées, décovilant de leur définition 
comme une somme pondérée. 
n" minSem minSup maxOrd support nbCIusters entropie f-mesure 
1 1,0 0,01 1 fréquence 6 0,693 0,647 13 0,622 0,549 
2 1,0 0,01 2 •fréquence 3 0,715 0,641 13 0,622 0,570 
3 0,9 0,01 1 fréquence 6 0,693 0,647 13 0,622 0,549 
4 0,9 0,01 2 fréquence 5 0,703 0,638 13 0,624 0,570 
5 0,8 0,01 1 fréquence 4 0,709 0,641 13 0,633 0,542 
6 0,8 0,01 2 fréquence 2 0,711 0,646 13 0,619 0,552 
7 0,7 0,01 1 fréquence 5 0,757 0,515 13 0,663 0,499 
8 0,7 0,01 2 fréquence 5 0,730 0,538 13 0,690 0,484 
9 1,0 0,4 1 tf-idf 24 0,879 0,478 13 - -
10 1,0 0,4 2 tf-idf 24 0,879 0,478 13 - -
11 0,8 0,4 2 tf-idf 24 0,892 0,487 13 - -
12 1 0,4 3 tf-idf 8 0,879 0,478 13 0,881 0,483 
13 1,0 0,3 1 tf-idf 3 0,894 0,495 13 0,885 0,469 
14 0,9 0,3 1 tf-idf 3 0,894 0,495 13 0,841 0,318 
15 1,0 0,2 1 tf-idf 2 0,895 0,497 13 0,870 0,417 
Tableau 4.1 - Qualité du clustering de documents de Reuters représentés par notre 
modèle 
n" minFreq maxFreq entropie f-mesure 
1 0,01 1,0 0,578 0,474 
2 0,025 1,0 0,529 0,503 
3 0,05 1,0 0,502 0,493 
4 0,075 1,0 0,469 0,527 
5 0,10 1,0 0,452 0,543 
6 0,125 1,0 0,450 0,555 
7 0,125 0,75 0,512 0,491 
8 0,125 0,5 0,479 0,523 
9 0,15 1,0 0,611 0,474 
Tableau 4.2 - Qualité du clustering de documents de Reuters représentés par le 
modèle vectoriel tf-idf 
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n" miriSup maxOrd support nbCIusters entropie f-mesure 
1 0,01 1 fréquence 5 0,857 0,512 13 0,780 0,461 
2 0,01 2 fréquence 6 0,698 0,534 13 0,675 0,505 
3 0,01 3 fréquence 10 0,656 0,530 13 0,636 0,498 
4 0,4 1 tf-idf 139 0,767 0,440 13 - -
5 0,3 1 tf-idf 6 0,891 0,498 13 0,880 0,491 
6 0,2 1 tf-idf 6 0,895 0,498 13 0,786 0,343 
Tableau 4.3 - Qualité du clustering de documents de Reuters représentés par les 
arbres de dépendances syntaxiques 
4.4.3 20 newsgroups 
La sous-collection de 20 newsgroups utilisée contient 1418 documents appartenant 
à 20 classes. Les classes sont équilibrées en taille. 
Les tableaux 4.4, 4.5 et 4.6 contiennent les valeurs des mesures de la qualité externe 
des résultats de clustering de documents représentés respectivement par notre modèle, 
le modèle vectoriel et le modèle exploitant les arbres de dépendances syntaxiques. Que 
ce soit l'entropie ou la f-mesure qui est utilisée pour mesurer la qualité des clusters 
obtenus, les valeurs de ces métriques montrent que le modèle vectoriel est meilleur 
que les deux modèles basés sur les arbres de dépendances syntaxiques. 
4.4.4 Ohsumed 88-91 
La sous-collection de Ohsumed 88-91 utilisée comprend 2510 documents répartis 
sur 63 classes. Comme dans la sous-collection Reuters, la taille des classes varie énor­
mément, certaines pouvant être réduites à un seul document. 
Les valeurs des mesures de la qualité des résultats du clustering de documents de 
la collection Ohsumed peuvent être consultées aux tableaux 4.7, 4.8 et 4.9 associés 
respectivement à notre modèle, le modèle vectoriel et le modèle exploitant les arbres 
de dépendances syntaxiques. D'après ces valeurs, le modèle vectoriel est meilleur que 
notre modèle et le modèle basé sur les arbres de dépendances syntaxiques. 
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n° minSem minSup maxOrd support nbClusters entropie f-mesure 
1 1,0 0,01 1 fréquence 433 0,875 0,109 20 - -
2 0,9 0,01 1 fréquence 433 0,875 0,109 20 - -
3 0,8 0,01 1 fréquence 433 0,875 0,109 20 - -
4 0,7 0,01 1 fréquence 435 0,871 0,111 20 - -
5 1,0 0,5 tf-idf 524 0,739 0,117 20 - -
6 1,0 0,4 1 tf-idf 266 0,942 0,174 20 - -
7 1,0 0,3 1 tf-idf 71 1,018 0,189 20 - -
8 0,9 0,3 1 tf-idf 53 0,990 0,224 20 1,253 0,120 
9 0,8 0,3 1 tf-idf 61 1,012 0,212 20 1,260 0,109 
Tableau 4.4 - Qualité du clustering de documents de 20 Newsgroups représentés par 
notre modèle 
n" minFreq maxFreq entropie f-mesure 
1 0,01 1,0 0,946 0,119 
2 0,025 1,0 0,963 0,099 
3 0,05 1,0 0,925 0,141 
4 0,05 0,5 0,914 0,145 
5 0,05 0,3 0,919 0,141 
6 0,075 1,0 0,974 0,095 
7 0,10 1,0 0,979 0,095 
8 0,15 1,0 0,980 0,095 
Tableau 4.5 - Qualité du clustering de documents de 20 Newsgroups représentés par 
le modèle vectoriel tf-idf 
n" minSup maxOrd support nbClusters entropie f-mesure 
1 0,01 1 fréquence 5 1,294 0,114 20 1,261 0,105 
2 0,4 1 tf-idf 370 0,973 0,0937 20 - -
3 0,3 1 tf-idf 183 0,964 0,175 20 - -
4 0,2 1 tf-idf 79 0,884 0,241 20 1,264 0,112 
Tableau 4.6 - Qualité du clustering de documents de 20 Newsgroups représentés par 
les arbres de dépendances syntaxiques 
4.4.5 Analyse 
Les résultats obtenus lors des expérimentations suggèrent que l'intégration de l'in­
formation sémantique dans le modèle exploitant les arbres de dépendances syntaxiques 
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n° minSem minSup maxOrd support nbClusters entropie f-mesure 
1 1,0 0,01 1 fréquence 60 1,227 0,188 63 1,219 0,188 
2 0,9 0,01 fréquence 88 1,060 0,261 63 1,150 0,255 
3 0,8 0,01 1 fréquence 55 1,197 0,258 63 1,176 0,255 
4 1,0 0,5 1 tf-idf 347 0,715 0,405 63 - -
5 1,0 0,5 tf-idf 356 0,744 0,388 63 - -
6 1,0 0,4 1 tf-idf 94 0,770 0,471 63 0,919 0,440 
7 0,9 0,4 1 tf-idf 77 0,789 0,465 63 0,865 0,448 
8 0,8 0,4 1 tf-idf 58 0,826 0,483 63 0,804 0,474 
9 1,0 0,3 1 tf-idf 
41 0,906 0,475 
63 0,800 0,462 
86 0,726 0,472 
10 0,9 0,3 1 tf-idf 
68 0,772 0,507 
63 0,786 0,505 
93 0,722 0,506 
Tableau 4.7 - Qualité du clustering de documents d'Ohsumed représentés par notre 
modèle 
n° minFreq maxFreq entropie f-mesure 
1 0,01 1,0 0,227 0,679 
2 0,025 1,0 0,248 0,653 
3 0,05 1,0 0,351 0,545 
4 0,075 1,0 0,724 0,209 
5 0,01 0,9 0,227 0,679 
6 0,01 0,5 0,221 0,687 
7 0,01 0,4 0,216 0,698 
8 0,01 0,3 0,226 0,680 
Tableau 4.8 - Qualité du clustering de documents d'Ohsumed représentés par le 
modèle vectoriel tf-idf 
améliore généralement la qualité des clusters obtenus. Cependant, ces deux modèles 
basés sur les arbres de dépendances syntaxiques ne donnent pas une meilleure perfor­
mance que le modèle vectoriel en terme de qualité de clusters obtenus. Nous pouvons 
en partie l'expliquer par les points suivants : 
- La précision («accuracy») des mesures de similarité sémantique utilisées dans 
une application de désambiguïsation du sens d'un nom est inférieure à 0,45 [31].* 
En particulier, la précision de la mesure que nous utilisons dans une telle ap­
plication est de 0,41. L'accumulation des erreurs par les mesures de similarité 
sémantique lors de la désambiguïsation du sens des mots et du clustering séman-
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71° minSup maxOrd support nbClusters entropie f-mesure 
1 0,01 1 fréquence 237 1,242 0,120 63 1,598 0,0951 
2 0,01 2 fréquence 193 1,190 0,125 63 1,516 0,113 
3 0,01 3 fréquence 57 1,501 0,130 63 1,482 0,128 
4 0,5 1 tf-idf 989 0,552 0,272 63 - -
5 0,4 1 tf-idf 269 0,732 0,420 63 - -
6 0,3 1 tf-idf 70 0,654 0,559 63 0,679 0,552 
Tableau 4.9 - Qualité du clustering de documents d'Ohsumed représentés par les 
arbres de dépendances syntaxiques 
tique peut contribuer à expliquer partiellement la qualité des clusters obtenus. 
- L'analyseur de dépendances syntaxiques de Stanford peut commettre des er­
reurs, ce qui ajoute une autre source d'erreur à considérer dans l'explication de 
la qualité des clusters obtenus. 
- Le prétraitement des textes est une étape très importante pour les préparer à 
l'analyseur de dépendances syntaxiques. En effet, ce dernier est très sensible à 
la ponctuation, c'est-à-dire que celle-ci est considérée par l'analyseur pour dé­
terminer les relations de dépendances syntaxiques. Par exemple, deux phrases 
identiques dont la ponctuation a été enlevée dans l'une d'elles ne possèdent 
pas les mêmes relations de dépendances syntaxiques et souvent les mêmes dé­
pendances syntaxiques. Or la ponctuation a été supprimée lors de la phase de 
prétraitement pour des raisons techniques. Donc les dépendances syntaxiques 
ne sont pas nécessairement celles dans la phrase originale, ce qui constitue une 
autre source d'accumulation d'erreur. 
- La non-considération des stop-words crée une sorte de «discontinuité» dans les 
arbres de dépendances syntaxiques parce qu'ils contribuent à relier les mots 
d'une phrase entre eux et interviennent donc dans les dépendances syntaxiques. 
Un sous-arbre construit a, par conséquent, moins de chance d'apparaître dans 
un arbre de dépendances syntaxiques puisqu'il ne contient pas de stop-word 
contrairement à l'arbre. 
- L'algorithme de Porter utilisé pour la racinisation est moins précis qu'un algo­
rithme de lemmatisation puisque ce dernier détermine la plus grande racine du 
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mot tandis que le premier détermine la plus petite racine du mot. 
4.5 Conclusion 
Notre modèle de représentation de documents a été évalué sur le clustering de docu­
ments des collections Reuters, 20 newsgroups et Ohsumed. La technique de clustering 
utilisée est le clustering hiérarchique par agglomération. Elle nécessite de pouvoir cal­
culer la similarité entre les documents et les clusters. Plusieurs mesures de similarité 
entre documents existent mais celle que nous avons retenue est la mesure du cosinus 
appliquée dans l'espace vectoriel engendré par les concepts fréquents extraits appelés 
également concepts caractéristiques. Quant à la mesure de similarité entre clusters, 
celle choisie est la «moyenne de groupe». 
Les résultats de l'évaluation expérimentale de notre modèle montrent que l'inté­
gration de l'information sémantique contribue à améliorer la qualité de clustering des 
documents par rapport au modèle basé sur les arbres de dépendances syntaxiques. 
Cependant, notre modèle et celui de [2ô], basés sur les arbres de dépendances syn­
taxiques, ont une performance moins élevée que celle du modèle vectoriel concernant 
la qualité des clusters obtenus. Ceci peut être notamment expliqué par l'accumulation 
d'erreurs commises par les différentes applications utilisées, à savoir l'analyseur de dé­
pendances syntaxiques de Stanford, l'algorithme de Porter pour la racinisation et la 
méthode de désambiguïsation du sens des mots de WordNet-SenseRelate-AllWords. 
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Actuellement, l'omniprésence de très nombreux documents rend la recherche d'in­
formation difficile et pénible. La recherche d'information nécessite d'extraire les in­
formations contenues dans les documents. Or la qualité d'extraction des informations 
dépend de la modélisation des documents. Un modèle «parfait» serait un modèle 
construit à partir de l'intégralité des théories linguistiques existantes. Cependant, un 
tel modèle n'existe pas actuellement puisque celles-ci sont trop complexes à traduire 
dans les traitements informatiques. Néanmoins, des modèles ont été proposés pour 
tenter d'approcher plus ou moins le modèle «parfait» tels que les modèles vectoriels, 
les modèles par séquences de mots statistiques ou syntaxiques, les chaînes lexicales. 
Malheureusement, ces modèles ne prennent en compte qu'une partie des théories 
linguistiques, voire aucune, ce qui en font des modèles assez éloignés de la réalité. 
Toutefois, il existe des modèles assez complets qui prennent en compte à la fois de 
l'information syntaxique et sémantique tel que le modèle combinant un HMM et un 
modèle latent ou le modèle combinant les chaînes lexicales et les noms propres. Mais, 
ces derniers demeurent compétitifs dans certaines applications uniquement. 
Nous proposons un modèle de représentation de documents qui considèrent à la 
fois l'information syntaxique et sémantique dans une perspective d'application géné­
rale. Dans le modèle proposé, un document est représenté par l'ensemble des concepts 
fréquents extraits grâce à un clustering sémantique suivi d'une technique de fouille 
d'arbres. Puisqu'un concept est défini comme un ensemble de sous-arbres d'arbres 
de dépendances syntaxiques raffinés par la sémantique formant une unité syntaxique 
et sémantique, le modèle prend en compte effectivement l'information syntaxique et 
sémantique simultanément. Il possède les propriétés et caractéristiques de plusieurs 
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modèles précédents et peut en être vu comme une combinaison pour les raisons sui­
vantes : 
- Il combine les mots simples (sous-arbres de taille 1) et les séquences de mots 
statistiques et syntaxiques (sous-arbres de taille supérieur à 1). 
- Il introduit les concepts dont la définition se rapproche de celle des chaînes 
lexicales au niveau sémantique. 
- Il contient le modèle s'appuyant sur les arbres de dépendances syntaxiques en 
supprimant le clustering sémantique. 
- Contrairement aux séquences de mots syntaxiques, l'information syntaxique 
considérée n'est pas ciblée sur une catégorie lexicale particulière et globale 
puisque toutes les dépendances syntaxiques entre les mots sont prises en compte. 
Outre les caractéristiques avantageuses du modèle proposé, il compte un autre atout 
en ce qui concerne l'information sémantique. En effet, cette dernière est considérée 
globalement parce que, d'une part, le clustering sémantique utilise une mesure de 
similarité qui permet de calculer la proximité sémantique entre deux mots de caté­
gories lexicales différentes, et d'autre part, la méthode de désambiguïsation du sens 
utilisée permet de déterminer le sens de chaque mot dans une phrase quelle que soit 
sa catégorie lexicale. 
Le modèle exploitant les arbres de dépendances syntaxiques [25] est à l'origine de 
notre modèle en raison de ses résultats prometteurs. Contrairement à ce modèle, notre 
modèle considère l'information sémantique en plus de l'information syntaxique. En 
conséquence, la méthode d'extraction de sous-arbres basée sur FREQT et utilisée 
dans [25] pour extraire les informations importantes n'est plus valable pour notre 
modèle. Nous avons donc adapté la méthode précédente en tenant compte de l'in­
formation sémantique en y introduisant la notion de concepts. Un concept est par 
définition un ensemble de sous-arbres ayant la même structure syntaxique et des 
sens proches. Notre méthode consiste alors à extraire les concepts fréquents en uti­
lisant l'algorithme FREQT. Une telle démarche extrait les informations importantes 
en considérant simultanément l'information syntaxique et sémantique. Une fois les 
concepts fréquents extraits, la caractérisation des documents évite le problème de 
redondance des concepts, contrairement à la caractérisation des documents par les 
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sous-arbres fréquents dans [2ô] qui ne résout pas le problème de redondance des sous-
arbres. Quant à la mesure de similarité entre documents utilisée dans le clustering de 
documents, nous utilisons la mesure du cosinus dans l'espace vectoriel engendré par 
l'ensemble des concepts fréquents extraits, tandis que [25] propose une nouvelle me­
sure de similarité entre documents qui s'exprime en fonction de la mesure de similarité 
entre phrases définie par le coefficient de Jaccard dans l'espace vectoriel engendré par 
les sous-arbres fréquents extraits. 
Notre modèle est évalué sur une application de clustering de documents qui im­
plique l'utilisation d'une mesure de similarité entre les documents et les clusters. La 
mesure de similarité entre les documents adoptée est le cosinus appliqué dans l'espace 
vectoriel engendré par les concepts fréquents extraits. Quant à la mesure de similarité 
entre les clusters, notre choix s'est porté sur «la moyenne de groupe». La qualité des 
clusters obtenus est évaluée à l'aide de l'entropie et de la f-mesure. Les résultats ob­
tenus montrent que notre modèle permet d'obtenir des clusters de meilleure qualité 
par rapport au modèle basé sur les arbres de dépendances syntaxiques. Toutefois, 
la qualité des clusters obtenus ne dépasse pas celle des clusters de documents repré­
sentés par le modèle vectoriel tf-idf, ce qui peut s'expliquer en partie par les erreurs 
accumulées lors de l'utilisation de différentes techniques de traitement de la langue 
naturelle tels que l'analyseur de dépendances syntaxiques de Stanford, l'algorithme 
de racinisation de Porter et la désambiguïsation du sens des mots. 
Afin de limiter, voire éliminer l'accumulation des erreurs causées par les outils de 
traitement de la langue naturelle utilisés, une amélioration de notre modèle consis­
terait à utiliser d'autres outils de traitement qui sont plus précis. Par exemple, au 
lieu d'utiliser l'algorithme de racinisation de Porter, nous pourrions utiliser un lem-
matiseur comme Morph. L'analyse sémantique est réalisée grâce à des méthodes de 
désambiguïsation du sens des mots dont chacune repose sur une mesure de simila­
rité sémantique basée sur l'ontologie WordNet. L'analyse sémantique pourrait être 
remplacée par une méthode basée sur un modèle latent comme l'Allocation de Diri-
chlet Latente (LDA). Une telle méthode ne s'appuie sur aucune ontologie. Quant à 
l'analyseur de dépendances syntaxiques, nous pourrions conserver celui de Stanford 
86 
CONCLUSION 
et conserver la ponctuation des phrases afin de pouvoir manipuler les dépendances 
syntaxiques correctes, la nature de la relation n'étant pas considérée. 
Le graphe de concepts a été introduit afin de supprimer les concepts caractéristiques 
redondants. Il pourrait être également utilisé pour calculer la similarité entre deux 
concepts en utilisant la longueur du chemin reliant deux concepts en passant par leur 
plus petit ancêtre commun. En effet, notre méthode ne permet pas de comparer deux 
concepts d'ordre différent, alors qu'une telle comparaison est justifiée par le fait que 
deux concepts d'ordre élevé peuvent être similaires si l'ordre de leur plus petit ancêtre 
commun est élevé. 
En plus des améliorations précédentes que nous pourrions apporter dans des travaux 
futurs, nous pourrions appliquer notre modèle pour la génération automatique d'un 
résumé d'un document ou d'un ensemble de documents appartenant à un même clus-
ter. La génération automatique d'un résumé d'un document comporte deux phases : 
la première extrait les informations importantes contenues dans le document et la 
deuxième sélectionne les phrases qui constitueront le résumé de sorte que celles-ci 
transmettent les informations importantes et forment un ensemble cohérent. La pre­
mière phase serait réalisée grâce à un graphe de concepts fréquents extraits préalable­
ment construit. En pratique, un graphe de concepts est associé à un corpus de textes 
mais en théorie, ce n'est pas le cas puisque l'ensemble des connaissances importantes 
extraites d'une collection de documents est indépendant de cette dernière. L'utilisa­
tion d'un graphe de concepts prédéfini lors de la première phase serait donc justifiée et 
permettrait d'extraire les informations importantes dans une représentation générale 
des connaissances. Cependant, comme en pratique un graphe de concepts est spéci­
fique à un corpus de textes, il serait préférable d'en utiliser un construit à partir de la 
collection à laquelle le document à résumer appartient. La deuxième phase utiliserait 
un modèle basé sur les graphes comme TextRank [2(1] pour obtenir un classement par 
ordre décroissant de pertinence des phrases dans un document. Le souci de cohérence 
du résumé obtenu amène à pondérer chaque arête par la valeur de similarité entre 
les deux documents qu'elle relie. La génération automatique d'un résumé d'un clus-
ter diffère peu de celle d'un document en considérant l'ensemble des documents d'un 
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cluster comme un seul document. Le problème supplémentaire à résoudre est la re­
dondance des informations importantes puisque les textes au sein d'un même cluster 
traitent de sujets similaires. Pour éviter ce problème, une solution serait de définir 
une arête entre deux phrases que lorsque ces dernières sont suffisamment dissimilaires 
ou de classer les phrases par ordre décroissant de pertinence et d'originalité vis-à-vis 
de l'information apportée [G]. 
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