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Abstract In systemmodeling, knowledge management comes vividly into the picture when dealing with
a collection of models. These models, being considered as sources of knowledge, are engaged in some
collective pursuits of collaboration and consensus formation. We show the use of information granules in
these processes by elaborating on their conceptual role. It is revealed that information granules are used
to facilitate processes of collaboration and consensus building. Such granular constructs, referred to as
granular models, can also emerge as a part of higher order models to reflect and quantify the diversity of
the sources of knowledge involved in knowledge management. Several detailed algorithmic schemes are
presented, alongwith related computational aspects associatedwith Granular Computing. It is also shown
how the construction of information granules, through the use of the principle of justifiable granularity,
becomes advantageous in the realization of granular models. This study builds upon seminal concepts
established in L.A. Zadeh’s Rosetta Stone paper devoted to information granulation.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY license. 1. Introduction
We steadily move from a concept of single, individual, and
local models to a family of models in which individual models
collaborate with others with the ultimate intent of forming a
more abstract, holistic model of the underlying phenomenon,
process or system. Alongwith tangible benefits, this shift brings
a number of new challenges irrespective of the development
technologies one has started with. There is no surprise that
fuzzy modeling with its plethora of design techniques (see
[1–9]) is faced with the same challenge.
Knowledge management, where each model is regarded as
an individual source of knowledge, implies that the holistic
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their thorough assessment, reconciliation and quantification
of differences. It also invokes some mechanisms of consensus
building. In this regard, fuzzy sets play a pivotal role as con-
vincingly documented in the existing literature (cf. [10–17]).
In this context, various algorithms of collaboration [18,19] are
of significant interest aswell. Owing to the nature of interaction
encountered in knowledge management, which is very much
realized at a more abstract rather than numeric level, a con-
cept of information granularity, ideas of information granules
and principles of Granular Computing are also of significant im-
portance (cf. [20,21]). Without venturing into details, one can
envision that the result of dealing with sources of knowledge,
irrespective of their nature and specific realization, will ulti-
mately give rise to more abstract constructs — granular archi-
tectures.
The objective of this study is to develop the concepts of
collaboration, consensus — building and knowledge exchange,
propose some general architectures supporting such activities
and come up with some algorithmic underpinnings. In all
these, we stress the important role of information granules and
granular architectures built upon such conceptual entities. The
study dwells upon seminal concepts established by L.A. Zadeh
in his Rosetta Stone paper devoted to information granulation
and its centricity in human-focused systems [20].
The organization of this paper is reflective of the main ob-
jectives of the overall study. In Section 2 we start with a gen-
eral idea of designing information granules based on existing
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justifiable granularity and show that the information granules
constructed in this manner constitute meaningful constructs
endowed with some level of very much desired parametric
flexibility. In Section 3, we introduce two categories (modes)
of collaboration and knowledge transfer. The ensuing detailed
considerations pertaining to fuzzy rule-based systems are pre-
sented in Section 4, where we stress the multi-objective nature
of the optimization when forming a granular model. Section 5
is devoted to the problem of knowledge reconciliation through
the incorporation of the component of information granularity.
Some conclusions are covered in Section 6.
2. Principle of justifiable granularity anddesign of fuzzy sets
The essence of the principle of justifiable granularity [18]
is that a meaningful representation of a collection of numeric
values (real numbers), say {x1, x2, . . . , xN}, can be realized as a
certain information granule rather than a single numeric entity,
nomatter how such single individual has been selected.What is
being done in statistics is an example of this principle realized
in the language of probabilistic information granules. A sample
of numeric data is represented not only by its mean or median
(which is a very rough description), but also by the standard
deviation. Both the mean and the standard deviation imply a
realization of a certain probabilistic information granule, such
as, e.g. a Gaussian one. Probabilistic information granules are
just one of the possibilities in building an information granule
to represent a collection of numeric data.
In case of other formalisms of information granulation,
development of the corresponding granules is guided by a
certain optimization criterion. In general, in such criteria we
manage two conflicting requirements. One is about forming an
information granule of a sufficiently high level of experimental
evidence accumulated behind it and, in this way, supports its
existence (usage). The second is about maintaining the high
specificity of the resulting information granule.
We discuss several general cases to venture into more
algorithmic details of the realization of information granules.
We show the construction of interval-based information
granules, as well as information granules represented as fuzzy
sets.
2.1. Design of interval-based information granule based on
numeric data
The data under discussion are illustrated in Figure 1.
We span the numeric interval, Ω(=[a, b]), in such a way
that:
(i) The numeric evidence accumulated within the bounds of
Ω is as high as possible. We quantify this requirement by
counting the number of data falling within the bounds of
Ω , that is card{xk ∈ Ω}which has to be maximized.
At the same time, we require that:
(ii) The support of Ω is as low as possible, which makes Ω
specific (detailed) enough.
These two requirements are in conflict. A possible way to
combine them into a single criterion is to consider the following
ratio:
Q = card(xk ∈ Ω)
supp(Ω)
= card(xk ∈ Ω)|b− a| , (1)Figure 1: Realization of the principle of justifiable granularity for numeric data
and interval form of information granules.
which is maximized with regard to the end-points of the
interval, namely, maxa,b Q .
The performance index represented by Eq. (1) is the simplest
alternative one can think of. Being more general, we can
consider Q to be a product of the two functional f1 and f2, Q =
f1 ∗ f2, where f1 is an increasing function of the cardinality of the
elements falling within the bounds of the information granule,
Ω , and f2 is a decreasing function of the support (length) of|b− a|.
One of the interesting alternatives is to use the following
functionals:
f1(u) = u,
and:
f2(u) = exp(−αu),
where u = |b − a| and α is a positive parameter controlling
the changes of the function. In the optimization problem, it
is helpful to consider a two-step process. First, a numeric
representative of the data is determined (this could be mean or
median) and the formation of information granules is realized
separately for the lower bound (taking all data that are lower
than this numeric representative) and the upper bound (where
we consider the data positioned to the right from the numeric
representative). The maximization of the expression:
card(x|A(x)) ∗ exp(−α|m− a|), (2)
where ‘‘m’’ stands for the numeric representative, is carried
out with respect to unknown lower bound ‘‘a’’. Likewise, we
proceed with the maximization of the expression (objective
function), card(x|A(x)) ∗ exp(−α|m − b|), with ‘‘b’’ being the
upper bound of the information granule. It is worth noting that
Eq. (2) comes with some parameter (α), which is essential to its
further usage in granular constructs.
With regard to the maximization of Eq. (2), one can note an
interesting and intuitively appealing relationship between ‘‘b’’
and the values of parameter α. Consider that the data points
higher than the numeric representative are x1, x2, . . . , xN , with
‘‘m’’ being a certain numeric representative. In spite of the
values of α, the location of optimal ‘‘b’’ is in-between min
xi and max xi. Given the form of Eq. (2), if b falls below the
bound min xi, then the performance index is equal to zero.
If b moves beyond max xi, the performance index decreases
monotonically. Indeed, take b1 and b2, where b1 < b2. In
this case, the value of the performance index, Q (b1), is higher
than that of Q (b2), which indicates that moving towards higher
values of ‘‘b’’ after exceeding max xi leads only to the reduced
values of the performance index.
Let us consider an illustrative example. The portion of data
positioned over the numeric representative is given as:
0.5 0.9 1.2 1.3 1.7 2.0

,
which is the numeric representative. When varying the values
of α, the obtained values of the performance index are
illustrated in Figure 2.
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Figure 2: The values of the performance index for selected values of α. (a) α = 0.5, (b) α = 1.0, and (c) α = 2.0.Figure 3: Realization of the principle of justifiable granularity for numeric
data with membership-graded (weighted numeric data) and interval form of
information granule and the optimization criterion (Eq. (3)).
Here, we design the interval information granule, consider-
ing that the numeric data come with membership values, that
is we are concerned with pairs (xk, µk) where µk stands for the
kthmembership value. This design situation is portrayed in Fig-
ure 3.
The same design development, as discussed in Section 2.1,
applies here. As each data point comes with the associated
membership value, the numeric evidence accumulated within
Ω has to be computed in such away that they are present in the
calculations and contribute to the accumulated experimental
evidence behind Ω . We determine the σ -sum of the evidence,
that is
∑
xk∈Ω µk. This leads to the maximization of the
following performance index:
Q =
∑
xk∈Ω
µk
supp(Ω)
. (3)
Alternatively, we can focus on formation of the information
granule, Ω , which leads to minimum changes of membership
grades of corresponding data. To admit xk, withmembershipµk
to Ω , we need to change (elevate) the membership grade, and
this change is equal to 1−µk. Similarly, if we exclude xk fromΩ ,
the corresponding change (suppress) inmembership value isµk
(for details see Figure 4). The criterion of interest is that of the
sum of all possible changes made to the membership grades.
We construct Ω in such a way that changes in membership
values are as low as possible. Formally, the performance index
is expressed as:
Q =
−
xk∈Ω
(1− µk)+
−
xk∉Ω
µk, (4)
and its minimization leads to the interval-type of information
granule:
min
a,b:a<b
Q . (5)
If the constructed information granule of interest is a fuzzy set
rather than the interval, the above considerations are slightly
revisited to account for membership degrees of information
granule A. An example of this type of optimization is illustrated
in Figure 5.Figure 4: The design of interval information granule realized through the
minimization of the criterion of modification of membership grades.
Figure 5: Realization of the principle of justifiable granularity for numeric data
and information granule represented as fuzzy set A.
The position of the modal value of A is determined by taking
the numeric representative of the data (say, mean or median).
Typically, to arrive at semantically meaningful A, we require
that the membership function A is unimodal. Given some type
of fuzzy set (say, triangular, parabolic, etc.), the optimization of
the spreads of the fuzzy set is realized independently for the
left- and right-hand spread. The performance index considered
here is a slightly modified version of Eq. (1), namely:
Q =
N∑
k=1
A(xk)
supp(A)
. (6)
Considering the fixed form of the membership functions, here
are two optimization problems of parametric character:mina Q
and minb Q .
Some further flexibility can be added to the problem by
introducing a parameter-enhanced version of Q , which reads
as follows:
Q =
N∑
k=1
Aγ (xk)
supp(A)
, (7)
where γ > 0. For γ ∈ [0, 1], there is less emphasis placed
on the membership values, in the sense that these values are
‘‘inflated’’. Note that if γ → 0, then Eq. (7) reduces to the
previous interval type of information granule.
The performance index expressed by Eq. (1) is modified to
account for the membership values present here. Instead of
cardinality card(x|A(x)), we use the so-called σ -count∑k A(xk)
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Figure 6: The values of the performance index for selected values of α. (a) α = 0.5, (b) α = 1.0, and (c) α = 2.0.and now the overall performance index reads as:−
k
A(xk) ∗ exp(−α|m− a|).
Using the same small set of numeric data as before, we obtain
the plots of the performance index for selected values of α, as
illustrated in Figure 6.
In case the numeric data are associated with somemember-
ship values, (µk), those are taken into account in the modified
version of the performance index, which includes these values:
Q =
N∑
k=1
µkA(xk)
supp(A)
. (8)
All the algorithms realizing the principle of justifiable granular-
ity produce an information granule (either an interval or a fuzzy
set) based on a collection of numeric data. The nature of the nu-
meric data themselves can be quite different. Two situations are
worth highlighting here:
(a) The numeric data could result from measuring some vari-
ables present in the system. In this case, information gran-
ules are treated as non-numeric data which can be then
used in the design of the model and highlight the structure
of a large number of numeric data.
(b) The numeric data aremembership values of some fuzzy sets
reported for a certain point of the universe of discourse. The
granular representation resulting from the discussed con-
struct gives rise to the information granule of higher type;
fuzzy set of type-2 to be more specific. Depending on the
nature of the information granule formed here, we arrive at
interval-valued type-2 fuzzy sets or just type-2 fuzzy sets.
It is worth stressing that in this manner, we have arrived at
a constructive way of designing such information granules
— the area that has been very much neglected in existing
studies.
The algorithms supporting the design of information granules
presented so far have been concerned with one-dimensional
data. In a situation of multivariable data, the algorithms
presented before are applied to individual variables separately.
An illustrative two-dimensional example is shown in Figure 7.
The projection of the data on the individual coordinates gives
rise to the corresponding intervals, which, when put together
(as a Cartesian product), result in a box-like information granule
in two-dimensional space.
We build intervals around the numeric representative of the
cloud of points by projecting the data onto the corresponding
axes, x and z. Then, the multivariable information granule is
built as a Cartesian product of the intervals,Ω ,∆, etc.
3. Two fundamentalmodels of collaborationandknowledge
transfer
We distinguish between two general models of collabora-
tion and knowledge transfer. In the first (refer to Figure 8), theFigure 7: Formation of multivariable information granule by building a
Cartesian product of information granules for individual variables.
Figure 8: From individual sources of knowledge to a granular model.
diversity of sources of knowledge is captured in the form of a
model formed at the higher level, and referred to here as a gran-
ular model. All interaction is realized in a knowledge manage-
ment space while the sources of knowledgemay exhibit a great
deal of diversity in terms of their nature. For instance, we can
envision fuzzymodels, neural network or,more generally,mod-
els of Computational Intelligence (CI).
The second general category of schemes of collaboration
and knowledge reconciliation is illustrated in Figure 9. Here, a
structure exploits a conceptual junction at which the sources
of knowledge interact and provide the individual models with
some feedback mechanism.
In both categories discussed above, wewitness an important
role, which is played by information granules. In the first
category, information granularity emerges as an immediate and
inevitable consequence of diversity of sources of knowledge
606 W. Pedrycz / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 18 (2011) 602–610Figure 9: Sources of knowledge (f1, f2, . . . , fc ) and their interaction linkages.
(models) involved in the reconciliation process. It is equally
important to underline that the granularity of the resulting
construct is essential to the description and quantification of
the diversity and coherence of the sources of knowledge. The
granularity itself cannot be ignored, as it constitutes an inherent
conceptual component of the granular model generated as
an effect of the overall collaboration. In the second category,
the component of granularity brings some level of flexibility
required to carry out interaction.
The distribution of the emerging granularity of information
is also quite different in the two categories discussed above. It
is schematically visualized in Figure 10. In the first case, the
granularity effectmanifests at the resultingmodel formed at the
higher level of abstraction, while, at the second, the component
of granularity comes at the level of the individual sources of
knowledge.
4. The detailed considerations: from fuzzy rule-based mod-
els to granular models
In this section, we present in more detail one of the
interesting scenarios of knowledge transfer in case the sources
of knowledge are represented as fuzzy rule-based models. The
transfer of knowledge realized here is focused on the use of
information granules forming a backbone of the individualfuzzy models. As the antecedents of the rules are formed based
on the basis of information granules, a realization of a certain
model at the higher level of hierarchy calls for a collection of
information granules to start with. Here we envision two main
directions as shown in Figure 11:
(a) Selection of a suitable subset of information granules form-
ing the individual models (Figure 11(a)). The prototypes of
the information granules are selected in such a way so that
they represent all prototypes of the models to the highest
extent. This is a combinatorial optimization problemwhich
may call for techniques of Evolutionary Optimization to ar-
rive at solutions to the problem.
(b) In the second approach, Figure 11(b) is concerned with
clustering (granulation) of prototypes available at the lower
level. In light of the construction of the information granules
built at the higher level (which are sought as amore abstract
view of the information granules present at the lower level),
we may refer to them as information granules of higher
type.
Given the collection of information granules (which can be
represented as a family of the prototypes), we are in a position
to develop a model at the higher level. We note that there is
an inherent granularity of the associated model which comes
from the fact that for any prototype formed at the higher level,
vi, each fuzzy model returns some numeric value, FM-1(v1),
FM-2(v2), . . . , FM-p(vi). It is very unlikely that all these values
are the same. This set of data is subject to the granulation
process (with G denoting a granulation mechanism described
in Section 2). The size (level of granularity) of the resulting
information granule depends upon the predetermined value
of the parameter, α, which was used to construct information
granules. We will be taking advantage of this flexibility in the
realization of the model guided by two conflicting objectives
(as will be discussed later).
Overall, for ‘‘c’’ information granules built at the higher level,
the available experimental evidence comes in the form:
{(v1,G(FM-1(v1), FM-2(v1), . . . , FM-p(v1))),
(v2,G(FM-1(v2), FM-2(v2), . . . , FM-p(v2))), . . .
(vi,G(FM-1(vi), FM-2(vi), . . . , FM-p(vi1))), . . .
(vc,G(FM-1(vc), FM-2(vc), . . . , FM-p(vc)))}, (9)Figure 10: The distribution of information granularity emerging in the two categories of schemes of collaboration and knowledge transfer and reconciliation. The
location of information granules is denoted by large grey dots placed next to the corresponding component.
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Figure 11: Formation of the information granules at the higher level. (a) Selection, and (b) clustering of prototypes.and involves an evident component of granularity, as illustrated
in Figure 12. Taking these data into consideration, we construct
a granular model. Preferably, the model of this nature has to be
structure free. In this case, a technique of case-based reasoning
or, being more specific, granular case-based reasoning can be
anticipated. The other option worth considering is a concept
of fuzzy regression. Moving to the computational details, we
compute a degree of activation of the cases by a certain input,
x,
ui(x) = 1c∑
j=1
 ‖x−vi‖
‖x−vj‖
2/(m−1) , m > 1. (10)
As the outputs are evidently granular, we determine the lower
and upper bound of the granular model based on the bounds
of y−i and y
+
i , where [y−i , y+i ] = G(FM − 1(vi), FM −
2(vi), . . . , FM − p(vi)), see Figure 13. We obtain the following
expressions for the bounds:
lower bound:
y−(x) =
c−
i=1
ui(x)y−i ,
upper bound:
y+(x) =
c−
i=1
ui(x)y+i .
An example of the granular ‘‘envelope’’ produced in this way
is shown in Figure 14. Note that parameter ‘‘m’’ affects theFigure 12: Experimental evidence behind the formation of the granular model
to be constructed at the higher level. Interval type of information granules are
considered here.
Figure 13: Themechanismof granular case-based reasoning and a construction
of lower and upper bound.
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and 3.0.
shape of granular mapping (this could be used as an additional
parametric flexibility inbuilt into the granular model).
The granularity of the data themselves depends upon the
value of α being used when running the process of justifiable
granularity. We are faced with a two-objective optimization
problem,where one of the objectives is tomake the envelope as
narrow as possible (to achieve high granularity which is desir-
able) and, at the same time, ‘‘cover’’ as much experimental evi-
dence (data) as possible (so a large number of data are included
within the lower and upper bounds). The two requirements,
which are evidently in conflict, are illustrated in Figure 15.
The satisfaction of the two requirements and a way of
achieving a sound compromise can be controlled by choosing aFigure 15: Illustration of the two objectives to be optimized in the construction
of the granular model.
Figure 16: Plot of I versus accumulated length L for selected values of α.
certain value of α. To proceed with a numeric quantification of
these two criteria, we introduce two indicators that are closely
reflective of the two criteria we identified above:
(a) The accumulated length of information granules (intervals):
L =
−
i
Li, (11)
which is reflective of the specificity (level of detail) achieved
in the granular model,
(b) Level of coverage of the data expressed as a ratio:
I = no. of data covered
all data
. (12)
The higher the ratio, the better the coverage of data.
An example plot in the I–L coordinates is shown in Figure 16.
An important characterization of the granularmodel is obtained
by determining an Area Under Curve (AUC). The higher the
value of the AUC, the better the granular model.
5. Knowledge reconciliation through exploitation of the
component of granularity
Let us consider ‘‘c’’ sources of knowledge, say models. All
of them are positioned in the same input space, X. They are
described in the form yi = fi(x, ai) where ai is a vector of
some numeric parameters and x is a vector of inputs, i =
1, 2, . . . , c . The quality of the ith source is expressed by some
associated figure of merit, λi, assuming values in the unit
interval. The value of λi = 1 indicates that λi is of the
highest merit, while values of λi close to zero points quantify
a poor quality of the ith source of knowledge. By Qi(ai), we
denote the value of the performance index associated with fi,
when assessed with respect to the locally available data set,
Di. At the local level (assuming that there is no interaction
with other sources of knowledge), we envision that an optimal
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vector of parameters, aopti , has been formed, for which the
performance index assumes its minimum, Qi(a
opt
i ) ≤ Qi(ai).
The detailed relationships among the sources of knowledge and
their interaction are displayed in Figure 17. The figure includes
also all required notation being used in the discussion.
Theway of reconciling differences and then quantifying how
well such a goal has been achieved, is described in terms of the
following performance index:
V =
c−
i=1
−
x∈D
λi‖yˆ− yi(ai)‖2, (13)
where symbol ‖.‖ denotes a certain distance function and
yˆ is the result of this interaction. The summation is taken
over all data, xk, in D, where D could be treated as a certain
data set independent from Di’s available locally, or D can be
formed as a certain function (g) of the individual, Dis, D =
g(D1,D2, . . . ,Dc). The choice depends on whether there is an
option of sharing data or not.
The component of granularity of information is regarded as
an important and unique conceptual resource, which facilitates
interaction and helps achieve higher levels of consensus.
Intuitively, to agree on a certain commonly acceptable outcome,
one has to become flexible and give up somewhat on the
already assumed position that is deemed as optimal when
assessed from the local perspective. The realization of this
self-explanatory observation translates here into a granular
realization of parameters, ai. Instead of the vector of numeric
entries, we allow ai to belong to Ai, where the latter is a
certain multidimensional information granule (say, a hyperbox
developed around the originally provided ai or a fuzzy set
spread around ai). The level of granularity of Ai is an essential
optimization resource, which secures an associated level of
flexibility, which implies higher levels of agreement among
the sources of knowledge. The less specific (more general) the
granular resource Ai, the more flexibility is allocated to the
process and the increased likelihood of achieving lower values
of V . In light of the fact that Qi(a
opt
i ) is the lowest value possible,
we have Qi(a∗i ) > Qi(a
opt
i ), where a
∗
i is the vector selected
from the region formed because of the allocated granularity
resource. In essence, the granularity helps reduce the values of
V , but at the expense of increasing values of Qi. Thus, these two
requirements are in conflict. The increased value of Qi, because
of the modified value of parameters a∗i , impacts the quality
of the source of knowledge as being provided externally. InFigure 18: Example of Pareto front indexed by the admitted levels of
granularity allocated to individual sources of knowledge (fi).
other words, when ai differs from a
opt
i , the value of λi becomes
reduced as well and is now expressed as follows:
λi = 1− Qi(a
∗
i )
Qi(a
opt
i )
. (14)
Plotting the values of V versus the sum Qi,
∑c
i=1 Qi, for a certain
allocated level of granularity of Ai, denoted by β , gives rise to a
Pareto front, when the points forming this front are indexed by
the values of the granularity. An example of the front is shown
in Figure 18. Note that the level of granularity can be expressed
in several different ways, say, by computing a length of the
interval of Ai in the case of set-based information granules.
6. Conclusions
This study, which focuses on a certain area of knowledge
management including processes of collaboration and consen-
sus formation clearly points to the role of information gran-
ules as a conceptual and algorithmic vehicle supporting the
underlying mechanisms of the reconciliation of diversities ex-
isting among knowledge sources. The two general categories of
topologies we covered in the paper emphasize the origin and
role of information granules.We showed that information gran-
ules reflect upon and quantify the diversity of existing sources
of knowledge.We also demonstrated that information granules,
and a level of granularity itself, could be effectively used as an
important design vehicle delivering a required level of flexibil-
ity necessary to elevate a level of consensus.
The discussion covered in this study elaborates on funda-
mental concepts, and delivers a suite of topologieswithinwhich
the detailed algorithmic investigations can bepursued.Wehave
not, however, engaged in these algorithmic pursuits, which are
still left for further discussion.
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