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Abstract
In the background of a charged AdS black hole, we consider a Dirac particle en-
dowed with an arbitrary magnetic dipole moment. For non-zero charge and dipole
coupling of the bulk fermion, we find that the dual boundary theory can be plagued
with superluminal modes. Requiring consistency of the dual CFT amounts to con-
straining the strength of the dipole coupling by an upper bound. We briefly discuss
the implications of our results for the physics of holographic non-Fermi liquids.
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1 Introduction
Gauge/gravity duality [1, 2, 3] may serve as a diagnostic tool for assessing the consistency
of a theory since it allows one to explore otherwise unaccessible regions of the parameter
space. Some pathological features of the theory may become more manifest in one side
of the duality or the other. Notable examples include the observed violation of causality
in the boundary CFT for some apparently healthy bulk duals with generic couplings:
ghost-free Gauss-Bonnet gravity in five dimensions [4, 5, 6], and Lovelock and other higher-
derivative theories of gravity [7, 8]. The bulk couplings are constrained by the consistency
of the boundary theory, and in the context of field theory this can be understood as
constrains imposed by unitarity [6, 9, 10]. It was not until recently [11] that these bulk
gravity theories are shown to have unambiguous signs of pathologies at the classical level.
The techniques of Ref. [11] however cannot be employed for electromagnetic (EM) cou-
plings1. To date, there is no known classical inconsistency for a massive charged spin-1
particle to have an arbitrary magnetic dipole moment [12]; only quantum consistency re-
quirements, like perturbative renormalizability and tree level unitarity, spell out a unique
bare value at the Lagrangian level [13]. Yet it was argued in Ref. [14] that once the theory
is placed in a charged AdS black hole background, a generic dipole coupling would afflict
the dual CFT with superluminal modes. A similar story is expected for the magnetic
dipole coupling of a massive Dirac fermion, which we are going to consider in this article.
Note that if the EM interactions preserve Lorentz, parity and time-reversal symmetries,
a spin-1
2
particle of mass m may possess a charge q and a magnetic dipole moment µm.
The Lagrangian for a Dirac field Ψ incorporates them through the minimal coupling and
the Pauli term:
L = −iΨ¯(γµDµ −m)Ψ + qλΨ¯ γµνFµνΨ, (1)
where the covariant derivative is Dµ = ∂µ − iqAµ, and the Γ matrices are the same as
those of Ref. [15]. The magnetic dipole moment has the value
µm =
q
2m
(2 + 4mλ) . (2)
The minimal coupling alone gives a gyromagnetic ratio of 2, as shown by Dirac. But
nothing forbids a non-zero contribution from the dipole coupling since the classical elec-
trodynamics is consistent for an arbitrary value of λ. However, the Pauli term renders
the theory power-counting non-renormalizable, and so quantum consistency requires that
λ vanish at the tree level [16]. In an effective field theory, though, quantum corrections
would generate a small but non-zero value for this coupling constant.
1For EM couplings, the scattering amplitude goes like the Mandelstam variable s, instead of s2. This
gives zero time delay for a fast particle crossing a shock wave. We thank A. Zhiboedov for this point.
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When coupled to gravity as well, the system would be described by the Lagrangian:
L = −i
√
− det g [ Ψ¯ (Γµ∇µ −m) Ψ + iqλΨ¯ ΓµνFµνΨ ] , (3)
where Γµ = eµaγ
a is given by the flat-space γ-matrices and the vierbein, the covariant
derivative ∇µ = Dµ + 14 ωˆµabγab incorporates the spin connection, and Γµν = eµaeνbγab.
When the fermion is a probe in an AdS Reissner-Nordstro¨m background, the system (3)
has a boundary dual that captures the physics of a non-Fermi liquid [17]. The dipole
coupling has been extensively studied in bottom-up [15, 18, 19, 20] and top-down [21,
22, 23, 24] AdS/CFT models. In this article we will use the same setup to show that
holography poses a constraint on the bulk dipole coupling.
The organization of the article, with Section 2 constituting the bulk, is as follows.
Given the AdS Reissner-Nordstro¨m geometry, we consider in Section 2.1 the equations
of motion of a probe fermion, which simplify considerably in some suitable region of
the parameter space, where the momentum, frequency, chemical potential and mass-
squared are all very large. The resulting zero-energy Schro¨dinger problem is considered
in Section 2.2 to show that there exist normalizable solutions peaked near the boundary.
The conditions that allow for such solutions also allow us to compute the group velocity
of certain modes coupled to the boundary fermionic operator. We derive an upper bound
on the strength of the dipole coupling, which when violated plagues the boundary theory
with acausality. This result is reconfirmed in Section 2.3, where we use the WKB method
and compute numerically the group velocity of the boundary modes from the resulting
Bohr-Sommerfeld quantization condition. In Section 3, we make some remarks and briefly
discuss the implications of our results for the physics of holographic non-Fermi liquids.
2 Fermion Dipole Coupling & Holographic Diagnosis
The charged AdS black hole is a solution of the Einstein-Maxwell system in AdSd+1 [25]:
ds2 =
r2
L2
[−f(r)dt2 + d~x2]+ L2
r2
dr2
f(r)
, Aσ = µ
(
1− r
d−2
0
rd−2
)
δtσ, (4)
where L is the AdS radius. The function f(r) and µ generically depend on the mass and
the charge of the black hole, but reduce in the zero temperature limit of the black hole to
f(r) = 1 +
d
d− 2
(r0
r
)2d−2
− 2(d− 1)
d− 2
(r0
r
)d
, µ = ±
√
1
2
d(d− 1) gF r0
(d− 2)L2 , (5)
where r0 is the horizon radius and gF is the effective dimensionless gauge coupling [17].
In this background, it is a great convenience that certain cubic and higher couplings
could be investigated at the level of a quadratic Lagrangian of the bulk field(s). From
the CFT point of view, it means that 2-point functions at a finite charge density contain
information about certain 3- and higher-point functions.
2
2.1 Fermion Fluctuations
Considering a probe Dirac fermion in the (d + 1)-dimensional AdS Reissner-Nordstro¨m
geometry, given by Eqs. (4) and (5), allows us to study the dynamics of a dual fermionic
operator O at zero temperature but at a finite chemical potential µ. The mass m of
the field, taken to be positive without any loss of generality, is related to the conformal
dimension ∆ of the operator as: ∆ = d
2
+mL, assuming a stable CFT for small mass [17].
The d-dimensional CFT has a global U(1) symmetry and an associated conserved current
Jµ, which the holographic duality maps to the bulk U(1) gauge field. The CFT operator
O has a charge q under the global U(1).
In the following we restrict ourselves to d = 3. For future convenience, let us choose the
black hole charge Q such that sgn(q) = sgn(Q) = sgn(µ). Without any loss of generality,
we take them all to be positive. The dynamics of a probe spin-1
2
field in the background
is governed by the Dirac equation obtained by varying of the action (3):
(Γµ∇µ −m)Ψ + iqλΓµνFµνΨ = 0. (6)
Rotational invariance allows us to consider small perturbations of the form Ψ(r, t, x),
which can be Fourier transformed as
Ψ(r, t, x) = (− detg grr)−
1
4
∫
dωdk
(2pi)2
ψ(r, ω, k) ei(kx−ωt). (7)
Substituting (7) into Eq. (6) one finds:
(γr∂r −m√grr)ψ − i
[√
grr
−gttγ
t
(
ω + qµ
(
1− r0
r
))
−
√
grr
gii
γxk − 2qλµr0√−gtt r2 γ
rt
]
ψ = 0.
(8)
Let us introduce a new radial variable:
ζ ≡ r0
r
, 0 ≤ ζ ≤ 1. (9)
Now the boundary is at ζ = 0 and the horizon at ζ = 1. We also define the parameters:
ω˜ =
ωL2
r0
, k˜ =
kL2
r0
, µ˜ =
qµL2
r0
, (10)
Denoting a derivative w.r.t. ζ by a prime, we rewrite the Dirac equation (8) as
ψ′ +Aψ = 0, (11)
where the matrix-valued function A = A(ζ) is given in terms of the Pauli matrices σ1,2,3:
A =

−k˜+2µ˜ζλ/L√
f(ζ)
σ1 + Ω(ζ)
f(ζ)
iσ2 − mL
ζ
√
f(ζ)
σ3 0
0 k˜+2µ˜ζλ/L√
f(ζ)
σ1 + Ω(ζ)
f(ζ)
iσ2 − mL
ζ
√
f(ζ)
σ3
 , (12)
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with
f(ζ) = 1− 4ζ3 + 3ζ4, Ω(ζ) = ω˜ + µ˜(1− ζ). (13)
For the sake of better physical understanding, let us apply the operator (1∂ζ −A) on
Eq. (11) to obtain a multi-channel coupled Schro¨dinger problem:
− ψ′′ + (A2 −A′)ψ = 0. (14)
Because the matrix A is block diagonal, the 2-component chiral spinors comprising ψ
decouple from each other. In other words, we can write
ψ =
(
ψ−
ψ+
)
, (15)
and split Eq. (14) into two: one with ψ− alone and the other with ψ+. However, the
components of ψ± themselves are non-trivially coupled, which makes the problem difficult.
We will now focus on some suitable region of the parameter space, where the momen-
tum, frequency, chemical potential and mass-squared are all very large. The system (14)
will be much simplified in this regime. To spell out the region of parameter space to be
considered, let us first define some dimensionless ratios:
u ≡ ω˜
k˜
, v ≡ µ˜
k˜
, w ≡ m
2L2
k˜
. (16)
Now we take the following limit of large momentum that simultaneously sets the frequency,
chemical potential and mass-squared large as well:
k˜  1, with u, v, w = constant. (17)
This limits our focus at a small corner of the vast parameter space of the boundary
field theory: one is choosing a large scaling dimension for the operator O, tuning the
chemical potential as large as ∆2, and looking at comparable frequencies and momenta.
Note that because of the large chemical potential the spinor field is subject to insta-
bility or condensation deep inside the bulk where the background EM field is sufficiently
strong. These effects are negligible as long as the EM field invariant is small: |Fµν |2  m4q2 .
In the vicinity of the boundary, a region [0, ζ] does not encounter these issues as long as
ζ is small enough: (
v
w
)2
ζ4  1. (18)
This means in particular that if v, w ∼ 1, as is chosen in Section 2.2, the idea of a long-lived
propagating particle makes sense only in the near-boundary region, which is where one
should focus at. As long as the condition (18) is satisfied, other values of the parameters
may render it safe to consider deep regions in the bulk as well (see Section 2.3).
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2.2 Causality Violation & Constraints
Let us set the AdS radius to unity: L = 1. In the limit (17), the two components of ψ±
decouple from each other, except for the near-horizon region. The single-channel quantum
mechanical problem one obtains in the limit (17) is a zero-energy Schro¨dinger equation:
− 1
k˜2
ψ′′± + V±(ζ)ψ± = 0, (19)
where the index labeling the different components of ψ± has been omitted (since the
equations are identical), and the approximate potential function is given by
V±(ζ) =
w
k˜ζ2f(ζ)
+
(1± 2λvζ)2f(ζ)− (u+ v − vζ)2
f 2(ζ)
. (20)
Despite a 1
k˜
-dependence, the first term in V±(ζ) becomes increasingly important as one
approaches the boundary, and makes the potential go to +∞ as ζ → 0. On the other
hand, deep inside the bulk V±(ζ) has large negative values. Therefore, if the potential
has a local minimum in the vicinity of the boundary, it will also have a local maximum
farther inside the bulk. Close to the boundary a pair of local minimum and maximum
will always exist, either for the ψ− or the ψ+ modes, if the parameters obey
u+ v = 2|λ|, (21)
4λ2 > 1. (22)
To see this, let us take the near-boundary expansion of the derivative of the potential:
V ′±(ζ) = −
2w
k˜ζ3
+ (u+ v ± 2λ) + 2v2 (4λ2 − 1) ζ − 12 (8λ2 − 1) ζ2 +O (ζ3) . (23)
Depending on the sign of λ, the constant piece (u + v ± 2λ) can always be set to zero
either for the ψ− or the ψ+ modes. This gives the choice of parameters (21). Provided
the condition (22) is also fulfilled, V ′±(ζ) has a zero at the point
ζmin ≈
[
w
k˜v2 (4λ2 − 1)
] 1
4
. (24)
For v, w ∼ 1, this is arbitrarily close to the boundary in the limit k˜ →∞. That ζmin is in
fact a minimum of the potential can be understood from its second derivative:
V ′′±(ζmin) ≈ 8v2
(
4λ2 − 1) > 0. (25)
Furthermore, the choices (21)–(22) also ensure that there is maximum “slightly” away
from the boundary, where the 1
k˜
-term is negligible; it is located at the point
ζmax ≈ v
2
6
(
4λ2 − 1
8λ2 − 1
)
, (26)
which is at least an order of magnitude smaller than unity for v ≈ 1.
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Figure 1: V−(ζ) is plotted for k˜ = 108, v = 1, w = 1
and λ = 0.6, subject to the conditions (21)–(22).
The potential develops a well close to the boundary.
V+(ζ) has an identical plot with the sign of λ flipped.
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Figure 2: V−(ζ) is plotted for k˜ = 108, v = 1, w = 1
and λ = 2.0, subject to the conditions (21)–(22).
The potential develops a well close to the boundary.
V+(ζ) has an identical plot with the sign of λ flipped.
Under the conditions (21)–(22), therefore, the potential develops a well in the vicinity
of the boundary, where the EM field is sufficiently weak. Indeed, the inequality (18) holds
very well for any ζ ∈ [0, ζmax]. The potential well will admit normalizable solutions of the
zero-energy Schro¨dinger problem (19) that are peaked near the boundary. For λ > 1
2
, the
ψ− modes will have such solutions, whereas if λ < −12 , they occur for the ψ+ modes.
The normalizable zero-energy solutions of the quantum mechanical problem corre-
spond to the existence of (quasi)particles in the dual CFT that are coupled to the operator
O. As one expects from Refs. [4, 7, 8, 14], the boundary theory may suffer from causality
violation for a generic dipole coupling. Such an inconsistency indeed arises unless the
bulk coupling parameter λ is appropriately constrained, as we are going to see. Note that
the phase velocity of the modes coupled to O is given by
cp ≡ ω˜
k˜
= u. (27)
When this is compared with the condition (21), one gets a simple dispersion relation for
the boundary modes, which takes the form:
cp = 2|λ| − µ˜
k˜
. (28)
This in turn allows one to compute the group velocity:
cg ≡ cp + k˜
(
∂cp
∂k˜
)
µ˜
= 2|λ|. (29)
Therefore, the group velocity exceeds unity on account of the condition (22). Because the
boundary theory is non-gravitational, this is an unambiguous signal of causality violation.
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This problem can be avoided by requiring that the conditions (21)–(22) be never
satisfied. The only meaningful choice is to constrain the magnetic dipole coupling:
λ2 ≤ L
2
4
, (30)
where the AdS radius L has been restored. Outside this range of values, −L
2
≤ λ ≤ +L
2
,
the boundary CFT will always be plagued with modes that propagate faster than light.
2.3 WKB Approximation: A Numerical Study
In this Section, we employ the WKB approximation method to reconfirm the occurrence
of causality violation for λ /∈ [−L
2
,+L
2
]
. In the limit (17), one can take ~ ≡ 1
k˜
and
follow Refs. [4, 5, 6, 7, 8] to write down a Bohr-Sommerfeld quantization condition, which
enables one to compute the group velocity of the dual field theory modes.
Let us recall from Eqs. (14)–(15) that while the chiral spinors ψ± are decoupled from
each other, their components themselves are not. Then, we start with the WKB ansatz:
ψα±(ζ) = exp
[
ik˜Sα±(ζ)
]
, α = 1, 2, (31)
where α labels the components of ψ±, and Sα± has an expansion in negative powers of k˜.
In order for the ansatz (31) to satisfy Eq. (14) to all orders in k˜, it is required that Sα±
contain half-integer powers of k˜ as well. Explicitly,
Sα± ≡ Sα0± + k˜−1Sα1± + k˜−
3
2Sα3
2
± + k˜
−2Sα2± + · · · . (32)
Substituting Eq. (31)–(32) into Eq. (14) one finds that the components of each chiral
spinor also get decoupled and obey identical equations to the leading order in 1
k˜
. As a
result, Sα0± = S0±, i.e., the leading-order WKB phase is independent of the channel. The
WKB momentum, p±(ζ) ≡ S ′0±(ζ), does not depend on the parameter w, and is given by
p2±(ζ) =
(1± 2vζλ/L)2f(ζ)− (u+ v − vζ)2
f 2(ζ)
. (33)
To proceed, an additional assumption is required, namely Sα1± = S1±. Note that
the imaginary part of S1± gives the WKB amplitude, while the real part the first-order
phase correction, and again these are channel independent. Now one can go on with the
requirement that the determinant of the 2 × 2 coefficient matrix of ψ± vanish order by
order in 1
k˜
(see, for example, Refs. [26] for a discussion). At the next-to-leading order, the
above requirement results in an algebraic equation that determines S ′1±(ζ), namely
S ′1±(ζ) = i∂ζ
(
ln
√
p±(ζ)
)
+ Real Part. (34)
Clearly, the amplitude is inversely proportional to
√
p(ζ) like the single-channel case.
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Normalizability implies that p2±(ζ) < 0 in the boundary neighborhood. In the bulk
there may exist turning points ζi, where the WKB momentum vanishes: p±(ζi) = 0. For
two turning points ζ1 and ζ2, one is lead to the Bohr-Sommerfeld quantization condition:
k˜
∫ ζ2
ζ1
dζ p±(ζ) +O(k˜0) = pi
(
n− 1
2
)
, ζ2 > ζ1 and n = 1, 2, . . . . (35)
From the holographic point of view, this can be understood as a dispersion relation for
the boundary modes coupled to the dual fermionic operator. Their group velocity
(
∂ω˜
∂k˜
)
µ˜
can be computed by differentiating both sides of Eq. (35). The result is
c±g =
∫ ζ2
ζ1
dζ
(
u∂p±
∂u
+ v ∂p±
∂v
− p±
)
∫ ζ2
ζ1
dζ
(
∂p±
∂u
) . (36)
In what follows we resort to numerics to find some regions in the parameter space that
allow for a pair of turning points to exist. This in turn enables one to evaluate numerically
the group velocity from Eq. (36). We take λ > 0 and focus on the chiral spinor ψ− that
serves our purpose (for λ < 0 we need to consider ψ+ instead). For simplicity, we further
restrict the exploration on the plane defined by Eq. (21) in the 3D space of (u, v, λ). The
existence of turning points crucially depends on the values of the parameters: At λ = L
2
,
a single turning point exists at ζ = 1
v
. For λ > L
2
, we distinguish two turning points ζ1
and ζ2, whose precise positions depend on the parameter values. For fixed v, the distance
ζ2 − ζ1 grows with λ as ζ2 moves towards the horizon. For fixed λ and increasing v, on
the other hand, both turning points move closer to the boundary.
Figs. 3 and 4 show that the group velocity c−g may indeed become superluminal for
λ > L
2
. For λ slightly larger than this value, causality violation is observed numerically,
on the plane (21) in the parameter space, for v > 1. As λ increases, acausality may only
be captured by sufficiently large values of v. Note that the group velocity formula (36) is
independent of the parameter w, and so one can choose the latter quantity large enough
in order to accommodate large values of v without violating the condition (18).
Thus Sections 2.2 and 2.3 independently confirm our result (21). But they differ in
methodology and the region of parameter space taken into account. In Section 2.2, we
took v ≈ 1 since otherwise the maximum (26) would not lie close to the boundary, and
this would invalidate the whole argument (recall that the single-channel problem obtained
in the limit (17) would cease to make sense in the near-horizon region). Moreover, the
condition (21), necessary for the existence of a potential well near the boundary, was
postulated to be the dispersion relation of the boundary modes. In contrast, in Section 2.3
the parameter v was free to take large values, and causality violation was seen only for
v > 1 on the plane (21). More importantly, the boundary dispersion relation (35) was
actually derived rather than postulated, which makes the analysis more rigorous.
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Figure 3: c−g is plotted against x ≡
(
λ
L − 12
)× 103
for (u, v) lying on the plane (21). Different colors
correspond to different values of v = 2, 3, 5, 10, 15, 20.
The group velocity is found to exceed unity.
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Figure 4: c−g is plotted against x ≡
(
λ
L − 12
)× 102
for (u, v) lying on the plane (21). Different colors
correspond to different values of v = 2, 3, 5, 10, 15, 20.
The group velocity is found to exceed unity.
3 Implications & Remarks
We have shown that the AdS/CFT correspondence poses non-trivial constraints on the
EM interactions of a charged massive Dirac particle: the otherwise undetermined strength
of the dipole coupling of the classical bulk theory must have an upper bound. We reduced
the problem to a zero-energy Schro¨dinger equation and argued about the existence of
normalizable solutions peaked near the boundary when the parameters obey a certain
relation. The latter served as a dispersion relation for some corresponding boundary
modes, which are found to propagate superluminally when the above bound is violated.
We also solved the coupled system of differential equations using the WKB approximation,
and numerically confirmed that the group velocity exceeds unity above this bound.
The bulk dipole coupling changes the structure of current-fermion-fermion 3-point
functions of the CFT, and one would like to investigate this point further. From the
CFT point of view, constraints on λ presumably correspond to constraints on the 4-point
functions derived from unitarity and crossing symmetry. A promising direction could go
along the lines of Ref. [27], where constraints related to charged operators were obtained.
Obtained by considering a probe fermion in the AdS Reissner-Nordstro¨m geometry,
our results are directly relevant for the physics of holographic non-Fermi liquids. Because
large values of λ2 are not physically meaningful, the disappearance of the Fermi surface
and the onset of a gap, reported in Ref. [18] for λ2 ' 4L2, can actually never happen.
Moreover, the shift in Fermi momentum observed in [15] for varying λ can only be small.
In other words, not only is the existence the Fermi surface robust but also the position
thereof is sort of rigid for the allowed values of the dipole strength. This fact is also
supported by the study of several top-down models, e.g. [24].
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A generic background may or may not have a holographic dual, but can only sharpen
the bound (30). On the other hand, one might argue that a more extensive holographic
analysis covering other regions of the parameter space could yield stronger constraints. In
all the known examples [4, 7, 8], however, it has been only the high momentum limit that
revealed the CFT pathology. This may not come as a surprise since causality is likely to
be connected to the local, short-distance behavior of the theory [4].
We have seen that a bulk theory with no known classical inconsistency may have a
boundary dual that exhibits pathologies. One is tempted to think that the CFT actually
probes the quantum consistency of the theory in the bulk, and that the duality holds good
only if the latter is well behaved quantum mechanically, at least in the weak coupling
regime. An example that seems to justify this point is the existence of some classically
consistent Vasiliev-like theories in AdS3 that are believed not to have healthy quantum
versions since the dual CFTs are non-unitary [28].
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