Hydrometallurgy is a metallurgical method for processing complex ores and low-grade ores while reducing environmental pollution. The density of the thickening process in hydrometallurgical production is rather poor, and there are many interference factors, resulting in frequent failures in the density of the thickening process. The main focus of this paper is to propose a method of fault monitoring and diagnosis for the density of the thickening process in hydrometallurgy. First, through the support vector machine (SVM) algorithm, the fault detection model is established to monitor the blockage of the underflow pipeline of the thickener. Second, the fault diagnosis model is established by using the random forest algorithm, and particle swarm optimization is used to optimize the fault diagnosis model. The fault type is judged using the optimized diagnosis model, and the corresponding treatment measures are taken accordingly.
I. INTRODUCTION
With the development of society, people have realized that the mineral resources granted by nature are limited; mineral resources are not only the basis of economic and social development but also the main factor that restricts economic and social development. Determining how to use low-grade nonferrous metal mineral resources economically and efficiently is of great significance to China's sustainable development. Hydrometallurgy is a metallurgical method for processing complex ores and low-grade ores that generates little environmental pollution [1] . Hydrometallurgical processes include pretreatment of ore raw materials, ore leaching, solid-liquid separation, extraction and replacement, and preparation of The associate editor coordinating the review of this manuscript and approving it for publication was Francesco Tedesco . products from solutions. Solid-liquid separation is the key intermediate link between the leaching process and the displacement process in hydrometallurgy. The thick washing process is based on the thickener as the main piece of equipment used for solid-liquid separation [2] - [4] . A thickener, as a large-scale piece of solid-liquid separation equipment, is expensive and complex in structure. The actual production site thickeners have a rather harsh production environment and many interference factors, causing the thick washing process to be prone to failure.
Currently, machine learning algorithms are increasingly used in fault diagnosis [5] , [6] , [25] , [26] , e.g., algorithms based on multi-layer feedforward networks (BP), support vector machines (SVMs), and other data-based artificial intelligence [7] . For the density of thickening, the commonly used methods of industrial production process monitoring VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ and fault diagnosis are mainly based on principal component analysis (PCA) and its improved methods [8] , [9] , fault trees [10] , and related statistical fault diagnosis methods [11] . As a new type of machine learning algorithm, support vector machine (SVM) has many unique advantages in solving small-sample, nonlinear and high-dimensional pattern recognition problems compared with previous machine learning methods. SVM has many advantages in industrial process monitoring and fault diagnosis and plays an increasingly important role [12] , [13] . In addition, randomized forests have good generalization and accuracy in the study of the fault diagnosis of identifiable dynamic systems [14] . The random forest algorithm is one of the classical algorithms in ensemble learning. More importantly, random forests can integrate multiple feature vectors to effectively improve the accuracy of fault diagnosis [15] , [16] . Chen et al. [17] proposed an intelligent method for fault diagnosis of array voltage and string currents based on random forests, and experimental results show that their method achieves high accuracy and generalization performance. At present, domestic and foreign scholars have performed many relevant studies and have developed improved random forest algorithms [18] - [20] , [31] ; these improved algorithms have been widely used in network fault diagnosis, text mining, and image processing. Some scholars have applied random forests for the fault diagnosis process in the hydrometallurgical industry [32] . This paper presents a proposed method of fault monitoring and diagnosis for the density of the thickening process in hydrometallurgy. First, through the support vector machine algorithm [20] , the fault detection model is established to monitor the blockage of the underflow pipeline of the thickener. Second, the fault diagnosis model is established by using the random forest algorithm, and particle swarm optimization (PSO) [22] - [24] is used to optimize the fault diagnosis model. The fault type is judged by using the optimized diagnosis model parameter [27] , and the corresponding treatment measures are taken accordingly.
II. WORKING PRINCIPLE OF THE THICKENER AND ANALYSIS OF COMMON FAULTS
In hydrometallurgy, sedimentation is used to perform solidliquid separation of a suspension. Density follows a physical separation process in which the concentration of a suspension is increased by the sedimentation of solid particles in the suspension under the action of gravity. The principle is based on the solid phase in the suspension. The difference in density between the liquid and the liquid phase is the main driving force for sedimentation of solid particles. The separation process of natural settlement due to the density difference in the gravitational field is called gravity concentration, also known as gravity thickening. In the density process, the coarser grades are easily settled and the fine material can achieve a better sedimentation effect by agglomeration or flocculation. Density is widely used as a process of liquid-solid separation. The thickener is the key piece of equipment in the thick washing process. The thickener plays a role in separating the solid and liquid phases in the pulp. The structure of the thickener is shown in Figure 1 .
In the production process, the underflow pipes of the thickener link the two production stages of density and pressure filtration, serving as bridges for their coordination and mutual operation. The normal safe operation of the underflow pipe of a thickener improves the operating efficiency of the entire dehydration stage and greatly reduces the time spent on the density process; moreover, it can help gain insight into the working principle of the thickener and the change in the underflow concentration while relieving the internal pressure of the thickener. Therefore, the normal and safe operation of a thickener's underflow pipe is of crucial significance regarding the hydrometallurgical density of the thickening process.
However, in the actual production process, the underflow pipes of the thickener are prone to blockage, primarily because of improper control and natural factors (foreign objects into thickener). This causes delays in the production process and results in huge human, material, and financial costs. During the operation of the thickener, according to expert experience and analysis of the relevant production data, when the underflow pipeline of the thickener is blocked, there are three types of common faults. The first type is that the viscosity of the pulp is too high. Because of factors such as temperature, excessive material particles, excessive reagents in the slurry, and excessive slime content, the viscosity of the pulp may be too high. When the pulp viscosity is too high, the pulp is likely to stick to the thickener wall and flow down the thickener wall, forming a deposit at the bottom of the thickener flow outlet, which in turn causes blockage of the underflow pipes of the thickener. The second type is that the underflow concentration of the thickener is too high. In the normal density process, the underflow concentration is maintained within a stable range. When the underflow concentration exceeds this range, the ore discharge pump must be opened in time to perform ore discharge. The reasons for the large underflow concentration are as follows: abnormality in the incoming condition of the thickener (excessive flow rate or excessive concentration), insufficient amount of washing water added to the thickener, and untimely opening of the discharge pump. If the underflow concentration is too high, then blockage in the underflow pipe of the thickener can easily occur. The third type is that foreign objects fall into the thickener. Because of human factors or the shedding of the device (impeller) in the thickener, the underflow pipe of the thickener may be blocked. This type of fault is extremely harmful, and it is easy to cause the rake-stopping accident of a thickener. The staff must detect faults early and take targeted measures in time.
III. ESTABLISHMENT OF THE BLOCKAGE FAULT DETECTION MODEL FOR THE UNDERFLOW PIPES OF THICKENER
Based on the SVM algorithm, the blockage fault detection model for underflow pipes of the thickener is established, as shown in Figure 2 .
(1) Analyse the industrial process for the density of thickening and then determine the fault status and influencing factors, namely, extract fault features. The operation process of the underflow pipeline of the thickener can be divided into the normal state and the blocked state, and the observed variables affecting the process are determined.
(2) Sample data collection. Historical data are acquired from the production site historical database. After data analysis, actual process analysis at the production site and on-site expert knowledge investigation, historical failure time periods are determined. Fault samples are obtained, and training samples and test samples are determined.
(3) Sample training. Input the training samples and normalize them by data reference formula (1) .
The training set is then used to train the SVM classifier to obtain a trained fault detection model for underflow pipes of the thickener. The kernel function used is the radial basis function, reference formula (2) .
(4) Inspection test. The detection model is used to perform the label forecasting on the test set. The test sample is input into the detection model, the test results are output to assist the actual decision and control, and the actual result is compared to adjust the parameters of the SVM classifier to achieve a better result.
IV. ESTABLISHMENT OF THE BLOCKAGE FAULT DIAGNOSIS MODEL FOR THE UNDERFLOW PIPES OF THE THICKENER
In this section, first, a fault diagnosis model is established using the random forest classification algorithm, and then, the particle swarm algorithm is used to optimize parameters of the established fault diagnosis; good results are obtained. 
A. FAULT DIAGNOSIS OF UNDERFLOW PIPE BLOCKAGE OF THE THICKENER BASED ON THE RANDOM FOREST ALGORITHM
The random forest algorithm is used to establish the diagnosis model for the underflow pipes of the thickener; the overall process of the diagnosis model is shown in Figure 3 . The specific steps are as follows:
(1) Analyse the industrial process for the density of thickening. When the underflow pipe of the thickener is clogged, determine the type of fault and the influencing factors and then extract each type of fault feature.
(2) Sample data collection. Historical data are acquired from the production site historical database. Based on data analysis, actual process analysis at the production site and on-site expert knowledge investigation, the historical failure time periods are determined. Fault samples are obtained, and training samples and test samples are determined.
(3) Sample training. The first type of fault is set to label 1, the second type of fault is set to label 2, and the third type of fault set to label 3; the training samples are input to obtain a trained fault diagnosis model for underflow pipe blockage of the thickener.
(4) Inspection test. The test sample must be input into the diagnostic model, and the diagnostic result is output to assist actual decision-making and control or to compare with actual results and achieve better test results.
B. OPTIMIZATION OF THE RANDOM FOREST PARAMETERS BASED ON PARTICLE SWARM OPTIMIZATION
When fault classification is performed based on the random forest algorithm, the predicted label deviates from the actual label, and the classification accuracy cannot reach 100%. If it is used in an industrial production process, there is a great risk. Therefore, it is necessary to optimize the fault diagnosis model constructed. According to the analysis, there are two main factors affecting the classification accuracy in the case of certain training samples: the number of attribute features randomly selected by a tree and the number of decision trees finally generated. When using the random forest algorithm to perform classification, the number of attribute features is related to the strength of the constructed decision tree and the correlation between the decision trees; the number of model decision trees determines the accuracy and the number of random forest votes. Therefore, the selection of parameters is an important issue affecting the classification effect of random forests. For this purpose, a parameter optimization is used: selection and optimization of random forest parameter based on PSO. Compared with other optimization algorithms (such as grid search optimization), PSO has better global search ability, low computational cost, simple structure and fast calculation speed [30] .
Assuming n is the dimension of the problem solution space, x i = (x i1 , x i2 , . . . , x in ) is the dimension vector of the i-th particle in the group. v i = (v i1 , v i2 , · · · , v in ) is the i-th particle's n-dimensional velocity vector. p i = (p i1 , p i2 , · · · , p in ) is the historical optimal position of particle i currently searched. p g = p g1 , p g2 , · · · , p gn is the historical optimal position of the particle group searched. t represents the iteration time or the number of iterations. The basic iteration formulas for the speed and position of the particle swarm algorithm are:
In the formula, i = 1, 2, · · · , m indicates that the group has m particles and c 1 , c 2 are the acceleration coefficient of the particle and the group acceleration coefficient, respectively, both of which are non-negative real numbers. ξ, η are uniformly distributed random numbers in the interval [0,1]. To suppress excessive particle speed and ensure the convergence of the algorithm, the particle velocity v i will be limited to a certain range.
In the formula, v j,max represents the maximum limited speed (absolute value) of particle j dimension.
Assuming f (·) is the fitness function, f (x i ) is the fitness of the current position of particle i. If the optimization goal is to calculate the maximum value, then the individual optimal position of the particle is updated to:
After the individual optimal position is updated, the group optimal position is updated to:
In the selection and optimization of random forest parameters based on particle swarm optimization (PSO-RF), the fitness function must first be determined. Because the purpose of the parameter optimization is to obtain higher classification accuracy, it can be converted into an optimization problem with maximum classification accuracy. Therefore, the fitness function of the particle swarm algorithm can be set to the overall accuracy of the classification. The overall process is shown in Figure 4 .
V. EXPERIMENTS AND APPLICATIONS A. FAULT DETECTION MODEL
The SVM algorithm was used to establish the fault detection model. We collect the operating signals of the thickener through a series of sensors. One sample mainly includes five parameters, which represent the compression zone pressure value, the interference settlement zone pressure value, the free sedimentation zone pressure value, the thickener underflow pump flow, and the thickener underflow pump current. In the collection process, 5 minutes was used as a monitoring cycle, with a total of 1500 features per monitoring cycle, and the data format is a numerical form. For the fault detection model, we used 90 samples as training samples (62 normal and 28 faults), 20 samples were used as test sets (13 normal, 7 faults).The normal sample was set to label 1, and the fault sample was set to label 2. Figure 5 shows the descriptive statistics of the fault detection data set. Figure 5 In this section, we compare the SVM model with the logistic regression model [28] , [29] . The logistic regression is mainly applied to the two-class classification. The results of the test samples applied to the fault detection model of the underflow pipe of thickener are shown in Figure 6 . Figure 6 (b) shows the classification results of the logistic regression model, the accuracy rate is 70%. This result illustrates that the SVM is better than logistic regression model in this classification problem.
To test whether the model has over-fitting, we use a crossvalidation method to test the model. For each test, we randomly selected 90 samples as the training set and 20 samples as the test set, and the accuracy of each test set is above 95%, so there is no over-fitting problem.
B. FAULT DIAGNOSIS MODEL
For the fault diagnosis model, 154 samples were used as training sets (including 51 groups of faults of the first type, 51 groups of faults of the second type, 52 groups of faults of the third type), 30 samples were used as test sets (12 groups of the first type of fault, 11 groups of the second type of fault, and 7 groups of the third type of fault). The first type of fault was set to label 1, the second type of fault was set to label 2, and the third type of fault was set to label 3. Figure 7 shows the descriptive statistics of the fault detection data set. the STD. DEV. values are in the range of 8-12, the mean values are in the range of 5-9, and the median values are also small, close to 0. For the label 3, STD. DEV. values are mainly in the range of 9-10, with two values in the range of 11, the mean values are in the range of 6, and the median values are also small.
The simulation results of random forest parameters optimized by particle swarm simulation are shown in Figure 8 .
The results of the experiment before optimization of the random forest parameters are shown in Figure 9 . The simulation experiment results before and after random forest parameter optimizations are shown in Table 1 . We use the overall accuracy (OA) and F1-score to evaluate the performance of the algorithms [33] , [34] .
From the comparison of the results in Table 1 , it can be seen that the selection of random forest parameters based on particle swarm optimization does indeed improve the classification accuracy and F1-score of random forests.
The random forest algorithm can solve the problems of artificial neutral network (ANN) slow convergence speed and propensity for overfitting, and it can also solve the shortcomings of SVM's inability to process large sample data. In this study, we compare the PSO-RF, extreme learning machine (ELM) [35] of ANN and SVM algorithms. The comparison results are shown in Table 2 . It can be seen that the OA and F1-score of PSO-RF are better than the ELM and SVM methods. This result proves the effectiveness of the proposed method.
C. APPLICATION
The application background of this topic is the density of the thickening process of a gold concentrator in Shandong. During the production process, the underflow pipeline of the thickener is prone to clogging. The actual production diagram is shown in Figure 10 .
The previous research was conducted on the fault diagnosis of the underflow pipe of a thickener regarding the density of the thickening process in hydrometallurgy. We studied two models for fault detection and diagnosis. The fault detection model is used to monitor the operation status of the thickener in real time. Once the pipe plugging fault is detected, a fault diagnosis model is established using the random forest algorithm, and the random forest parameters are optimized by the particle swarm algorithm. The fault type is determined by the diagnostic model and further targeted. Moreover, the validity and rationality have been verified by experiments, thus confirming that the use of the proposed fault detection model is an important approach for the fault diagnosis of the thickener. The data and codes are publicly available To better guide the monitoring of the density of the thickening process at the production site, based on the proposed fault detection and diagnosis model, this study established a platform for monitoring and fault diagnosis of hydrometallurgical thickeners. This platform fully integrates the Visual Studio 2010 (C#) friendly visual programming interface, the powerful numerical calculation and graphic display functions of MATLAB, and the powerful data access capabilities of the SQL Server 2008 R2 database. This platform realizes the function of modelling, on-line monitoring and fault diagnosis of the actual data of the production site collected during the thickener working process. The specific interface is shown in Figure 11 and Figure 12 .
VI. CONCLUSION
In this paper, through the study of the working principle of the thickener, the blockage faults of the underflow pipeline of the thickener were analysed in detail, the fault classification was made according to the cause of the plugging fault, and the countermeasures for the corresponding fault were studied. The SVM algorithm was used to establish fault detection model of the underflow pipe of thickener, and real-time online monitoring of the underflow pipe operation condition of the thickener was used. The fault diagnosis model was established using the random forest classification algorithm to diagnose the blockage fault detected. The simulation verified the accuracy of the model, and particle swarm optimization was used to optimize the parameters of the established fault diagnosis method, thereby improving the diagnostic ability of the fault diagnosis method. Finally, a fault monitoring and diagnosis platform for the thickener was built through the built fault detection model and the diagnostic model. The operation status of a thickener was monitored online, and good results were achieved in the actual production process.
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