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Abst rac t - -By  making use of the nonlinear multisplitting and the nonlinear relaxation techniques, 
we present, in this paper, a class of parallel nonlinear multisplitting successive overrelaxation meth- 
ods for solving the large sparse nonlinear complementarity problems on the modern high-speed mul- 
tiprocessors. These new methods particularly include the so-called nonlinear multisplitting SOR- 
Newton method, the nonlinear multisplitting SOR-chord method, and the nonlinear multisplitting 
SOR-Steffensen method. Under suitable conditions, we establish the local convergence theories of the 
new methods, and investigate heir asymptotic convergence rates. A lot of numerical results how 
that our new methods are feasible and efficient for parallel solving the nonlinear complementarity 
problems. 
Keywords--Nonlinear complementarity problem, Nonlinear multisplitting, Relaxation method, 
Local convergence, Parallel computation. 
1. INTRODUCTION 
Let R'* be the real n-dimensional linear space, and R~_ C R n be defined as 
R ={xlxeR n, x>0}. 
Assume F : R n --* R n to be a differentiable mapping. Then, the nonlinear complementarity 
problem is to find a vector x E R~_ such that 
xTF(x)  = O, F(x) -~ (fl(x), f2(x) , . . . ,  fn(X)) T E ~.  
We abbreviate this problem as NCP(F).  In particular, when F is a linear mapping, i.e., 
F ix  ) = Mx + q, M E L(Rn), x, q E R n, 
the NCP(F)  naturally reduces to the familiar linear complementarity problem (simply denoted 
as LCP(M, q)). 
Supported by the Natural Science Foundation of China. 
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There has been a lot of research on numerical methods for both linear and nonlinear comple- 
mentarity problems (see [1-6]). For example, the well-known Newton method [2,6], resulted from 
successively inearizing the nonlinear mapping F : R n --, R n and then solving the correspond- 
ing linear complementarity subproblems, i  really a rapidly convergent approximated method for 
solving the NCP(F). Based upon this method, many authors have further varied and developed 
a series of efficient methods for iteratively solving the NCP(F). Among them, most can be clas- 
sifted to the inexact Newton method class. Another important class of methods for the NCP(F) 
is the successively relaxed methods. These methods are much more suitable for solving large 
sparse problems. However, their convergence rates are distinctly lower than that of the Newton 
method. This is just a drawback of these methods. 
Following the rapid development of the multiprocessor systems, the study of efficient paral- 
lel methods for solving large scale linear and nonlinear complementarity problems has presently 
become a popular subject matter. The works of Mangasarian [7] and Pang [8] on the parallel 
numerical methods for these problems are much more representative. Various parallelizing ways 
presented in their papers for designing efficient parallel iterative methods for these large scale 
problems are considerably noticeable. Based on the equivalence of the NCP(F) to a special 
nonlinear system, which was established by Mangasarian [5] in 1976, and by the technique of 
nonlinear multisplitting, which was proposed by Frommer [9] in 1989, we present, in this paper, 
a different parallelizing way of constructing parallel methods for the NCP(F), in which a global 
approximate solution of the NCP(F) is obtained through parallel solving the local approximate 
solutions of several lower-dimensional systems of nonlinear equations. Then, with successive intro- 
duction of a relaxation parameter, we set up a class of parallel nonlinear multisplitting relaxation 
methods for solving the NCP(F) on the multiprocessor systems. Under suitable conditions, we 
discuss the local convergence theories of these new methods. Meanwhile, we do a lot of numerical 
computations, and obtain satisfactory numerical results. 
2. ESTABL ISHMENTS OF  THE METHODS 
For the nonlinear differentiable mapping F : R n --* R n, let us define a(c~ < n) smooth mappings 
F (i) : R n x R n ~ R n, i = 1, 2 , . . . ,  e~, 
(2.1) 
F(i)(x; y) e R n, V x, y E R n, 
where each F (0 satisfies 
F( i)(x;x)  = F(x) ,  Vx  E R n. (2.2) 
Evidently, we see that if x* E R n is a solution of the NCP(F), then by (2.2), x* also satisfies 
the NCP(F(0)(i = 1,2,... ,a). That is to say, it holds 
x* _> 0, F(i)(x*;x *) >_ O, (x*)TF(~)(x*;x *) ---- 0, i = 1,2,... ,a. 
Moreover, in accordance with the results in [5], we can demonstrate hat for a given x* E R n, 
the nonlinear complementarity problems 
y > 0, F(O(x*;y) > O, yTF(O(x*;y) = O, i = 1,2 , . . . ,a  (2.3) 
are equivalent to the nonlinear systems of equations 
_- 2 -  
j= l ,2 , . . . ,n ,  i=1 ,2  . . . .  ,a, (2.4) 
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where 
F(il(z’; y)T = fi(i)(z’; y), $)(z*; y), . . . , f?‘(z*; y)) 
G(+*; y)T = (&‘(z*; y), &z*; y), . . . , &‘(z*; y)) 
i = 1,2 I..., (Y, 
and 
YT = (Yl,Y2,...,Yn). 
In fact, for any i E {1,2,. . . , a}, let (CC*; y’) E lRn x IV be a solution of (2.3), i.e., 
y* L 0, F(‘)(z*; y*) 2 0, (y*)WQ*; y*) = 0. 
Then, there must hold yj’ = 0 or fji)(z*; y*) = 0 for each i E {1,2,. . . , a}. If yj’ = 0, then 
from (2.4), we have 
fp(zf;y”) = (f~i~(z*;y*))2 - $)(z*;y*) If3’i’(l*;y*)I 
= (fjfl(z*;y*))2 - (ffJ(“*;y*))2 = 0, 
and if fj(i)(z*; y*) = 0, from (2.4), again we can get 
$1 (z’; y*) = (y$ - y;/yg = (yf - (y;)’ = 0. 
Therefore, (z*; y*) E W” x HP” is a solution of the system of nonlinear equations (2.4). 
On the other hand, let (z’; y’) E R* x IF be a solution of (2.4). Then, we can verify that 
it must satisfy (2.3). To verify this, we first demonstrate that for any i E {1,2,. . . , a}, there 
hold fjo(z*;y*) 2 0 (j = 1,2,..., n). Let us assume that this proposition is not true. Then 
there must exist an i = is E {1,2,. . . , CY} and a j = js E {1,2, . . . , n} such that fi:’ (z*; y”) < 0. 
By (2.4), we can obtain that 
0 L (f;;)(s*;y*) - y;J’= f;:)(“*;y*) If;:)(z*;y*)I +yJO ly;J 
= - (@J (2’; y*))2 + YJO IY;J < YJO IY;J 5 (Y&)‘7 
which clearly implies 
YJO > 0, (f;;)(I*; y*))2 < (yJJ2. 
Noticing from (2.4), it holds 
&O’(z’; y’) = (Q’(z’; y*> - y;J2 + (QJ(2’; y*))l - (y;J’ 
= 2j;:)(x*; y*) (f;;‘(r*; y’) - y;J = 0. 
Hence, we know that 
@)(z*; y’) = yTO > 0. 
However, this inequality obviously contradicts our assumption. Thereby, it holds 
$)(z*; y’) 10, j=1,2 ,***, i= 1,2 ,...) cr. 
Secondly, we can similarly demonstrate that there holds y* > 0. Therefore, we see that for any 
j E {1,2,..., n} and any i E {1,2,..., a}, it holds the equalities 
which immediately gi~iJ(%*;y*) -y;>2 - (@~(z*;~~)~ - (y;)2 = 0, 
y#(r’; y’) = 0, j=1,2 ,..., 12, i=1,2 ,..., (Y. 
Up to now, the equivalence of the problems (2.3) and (2.4) has been completely confirmed. 
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This fact shows that if we obtain a nonlinear mappings F(O(i = 1, 2 , . . . ,  a) that satisfy (2.1) 
and (2.2), we can then turn the problem of solving the NCP(F) into a subproblems of solving 
the NCP(F(0)(i  = 1, 2 , . . . ,  a), and the later ones are also equivalent to the problems of solv- 
ing a systems of nonlinear equations (2.4). Just based upon this fact, we can establish nonlinear 
multisplitting relaxation methods for the NCP(F) by making use of the multisplitting technique 
of a nonlinear mapping. 
For this purpose, we first introduce the nonlinear multisplitting concept. Given a positive 
integer a(a  < n). Let Ji (i = 1, 2 , . . . ,  a) be a nonempty subsets of the integer set {1, 2 , . . . ,  n}, 
which satisfies 
o~ 
U J ,=  {1,2 , . . . ,n} .  
Then, we call (F(i),E~)(i = 1,2,. . .  ,c~) a nonlinear multisplitting of the mapping F : R n --, R n 
if for any i E {1,2,. . .  ,a}, the mapping F(0 : R n x R n --* R n satisfies 
F(i)(x;x) = F(x),  Vx E R", (2.5) 
and if there exist nonnegative diagonal matrices 
Ei - diag (e~0, e~0,... ,e(O) E L(Rn), i=  1,2,...,ot, 
such that 
e~,) _-- ( e~ i) _> 0, for j E Ji, a 
0, otherwise, Y~ e~0 = 1, 
i----1 
j=  l ,2 , . . . ,n ,  i=  l ,2 , . . . ,a .  
(2.6) 
A lot of important and useful examples of the nonlinear multisplittings have been given in [9]. 
Here, for the length of the paper, we will not enumerate them again. 
In accordance with this definition, the nonlinear multisplitting (G (i), Ei) (i = 1, 2 , . . . ,  a) of 
the nonlinear mapping G : R n --, R n, 
a(x)  T = (gl(x), g2(x) , . . . ,  g,~(x)) 
g j (x )  = ( fAx)  - x~)  2 - fax ) I IS j (~) I I  - xj I Ix~ll ,  j = 1 ,2 , . . . ,n  
should be the following a nonlinear mappings G (i) : R n x R n --, R n (i = 1,2,. . .  ,a),  
9J%:;,,,) = y,) '- sJ')(-;y) y, ly, l, 
j = 1 ,2 , . . . ,n ,  i--- 1 ,2 , . . . ,a ,  
which satisfies 
G(0(x; x) -- G(x), V x ~ R n, i = 1, 2 . . . .  ,a,  
together with a nonnegative diagonal matrices Ei G L(R n) (i -- 1, 2 , . . . ,  a), which satisfies (2.6). 
Now, we can define the nonlinear multisplitting relaxation method for the NCP(F) as follows. 
NMSOR-METHOD.  Given an initial vector x 0 E R n. For p = O, 1, 2 . . . .  until {x p} conver- 
gence, compute 
x p+I = ~ Ei x p'i, 
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with each of the components x~ '~ (j = 1, 2 , . . . ,  n) of the local variable x v,~ being 
f (1 it j • J,, xp,i ~ 
t • it j ¢ g,, 
j=  l ,2 , . . . ,n ,  i=  l ,2 , . . . ,a ,  
where ~'~( j  • Ji, i = 1 ,2 , . . . ,a )  are, respectively, the solutions of the systems of nonlinear 
equations 
• )T (2.7) 
= ~Xl  ' ' ' ' '~ j - l '  X j  , . . ,  , 
j • J~, i = 1 ,2 , . . . ,a ,  
and w • (0, +co) is a relaxation parameter. 
The NMSOR-method has a natural parallelism, since the computations of x p,~ for various i 
are independent and may therefore be performed in parallel. The jth component of x v'i needs 
not be computed if the jth diagonal entry e~ i) of Ei is zero. Hence, one may save computational 
time by not calculating these components if the nonlinear splitting F (i) (*; *) is of an appropriate 
form. 
How to efficiently solve the systems of nonlinear equations in (2.7) deserves to be further 
discussed in detail. Here, by making use of a general program of the nonlinear Jacobi-Newton- 
like iterations, the calculations of the local variables xp,i (i = 1, 2 , . . . ,  c~) in the NMSOR-method 
can be proceeded according to the following formulas: 
(1) p .  ~,'~ v 2 (~.) p.  xo,,i (1) 7,. P,~. ~' P 
• 
for any i • {1,2, . . . ,  a}, where for any j • J~ and any i • {1, 2 . . . .  , a}, 
~tj ~ xP ' i , . . . ,X j _ I ,X j , . . . ,Xn  , 
for any x = (x~, x2 , . . . ,  Xn) T • R n, 
1, if x~ > 0, 
sgn(x~) = 0, if x3 =0,  j = 1 ,2 , . . . ,n ,  
-1,  if x# < 0, 
for any j • {1,2,. . .  ,n}, for any i • {1,2,. . .  ,c~}, and any x,y • R n, H~)(x;y)  denotes the jth 
diagonal entry of some matrix H(~)(x;y); and w • (0,+o~) is again a relaxation parameter. 
We call this method as nonlinear multisplitting SOR-Newton-like method (NMSOR-Newton-like 
method). 
In particular, when we take 
H~)(x; y) = 02 $~)(x; y), (2.9) 
the NMSOR-method turns to a nonlinear multisplitting SOR-Newton method (NMSOR-Newton 
method) for the NCP(F) ,  since the systems of nonlinear equations in (2.7) are now solved ap- 
proximately by the well-known Newton method. Here, we use 02 f(~)(x; y) to represent the jth 
partial derivative of f)~)(x; y) with respect o the variable y; and when we take 
, (2 .10)  
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the NMSOR-method becomes to a nonlinear multisplitting SOR-chord method (NMSOR-chord 
method) for the NCP(F),  because the systems of nonlinear equations in (2.7) are presently 
solved approximately by the familiar chord method. Here, e T = (0 , . . . ,  O, 1, 0 , . . . ,  O) E R n 
represents the jth unit vector in R n, and h~0(x; y) E R 1 is a positive real number. Especially, 
when h~ i) (x; y) = f(0 (x; y), the NMSOR-chord method reduces to a NMSOR-Steffensen method. 
From the definition of the NMSOR-method, we clearly see that its essence is, first, split the 
original problem into c~ subproblems that can be independently solved on a processors of a 
multiprocessor system, and then, form the global variable x p+I that can be taken as the (p + 1) st 
approximate solution of the NCP(F)  by combining the local variables xP,~(i = 1, 2 , . . . ,  a) with 
the weighting matrices Ei (i = 1, 2 , . . . ,  a). This process is parallel proceeded until some given 
convergence criterion is attained. Evidently, the NMSOR-method affords a class of efficient 
parallel iterative methods for solving the NCP(F)  on the multiprocessor systems. 
3. CONVERGENCE THEORIES  OF THE METHODS 
For the NCP(F),  we assume that there exist partial derivatives with respect o both variables x
and y of the corresponding nonlinear mappings F (~) :R  n x R n --* R n (i = 1, 2 , . . . ,  c~) defined in 
Section 2. Then, from the definitions of F (~) (i = 1, 2 , . . . ,  a), we easily know that for all x E R n, 
there are 
F ' (x)  =01F( i ) (x ;y )+02F(~) (x ;y )  E L(Rn),  i = 1,2 , . . . ,a ,  
where 01 F (i) and 02 F (~) represent the partial derivatives of the nonlinear mapping F(0 : R n × 
R n --* R n with respect o the first and the second variables, respectively. Obviously, it holds 
01F( i ) (x ;y )  : (01 f (m~(X;y ) )  ~-  (0f(m/)(x;Y)) Oxj E L(Rn), 
02  (02 = L(R"), 
for all x E R n and i E {1, 2 , . . . ,  a}. 
Now, for an x* E R '~ and any i E {1, 2 , . . . ,  a}, let 
---~ ~ J22 " " • , ~ . ,nn  , 
and 
uF,, = (ucs':)~ e L(R"), \ m j )  
Then, it evidently holds that 
Hence, 
where 
(i) . . .  
(s,~)_ -02 I~ j (x  ,x ), 
Lmj  -- O, 
{ °°: 
f(i) (x*" x* -02  ~m~, , ,, 
for m > j and m, j E Ji, 
otherwise, 
for m > j and m, j E Ji, 
for m = j, 
otherwise. 
02F( i ) (X* ;X* )=Z)F , i - - f f~F , i - -14F ,  i ,  i = 1 ,2 , . . . ,a .  
F'(x*)  = DF,~ -- EF,~ -- VF, i, i = 1, 2 , . . . ,  a, 
VF,~ =14F, i -01F(O(x* ;x* ) ,  i = 1,2 , . . . ,a .  
The above investigation clearly shows that the collection of triples (DF,~ -- EF, i, ])F,i, E~) (i ---- 
1, 2 , . . . ,  a) constructs a multisplitting of the matrix F~(x *) E L (W ~) (For details, one can see [10] 
and references therein). 
We now state the following local convergence theorem about the NMSOR-method. 
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THEOREM 3.1. Let x* • R n be a solution of the NCP(F). Let (F(O,Ei)(i = 1,2 , . . . ,a )  be a 
non/inear multisplitting of the mapping F : R n --* R n, and F (0 : R n x R n --, R n (i = 1, 2 , . . . ,  a) 
be continuously differentiable in a neighborhood of ix*; x*). Assume (DF, i -- £F,i, VF, i, Ei) (i = 
1, 2, . . . ,  a) be a multisplitting of the matr/x F'(x*) • L(R n) such that 
dm,i=x*O2f(~) (x*;x*)+fm(x*)#O, m=l ,2 , . . . ,n ,  i= l ,2 , . . . ,a .  (3.1) 
I f  the spectral radius of the matr/x 
~/~ (x*) := Z Ei [DF + 1) (I)F,, -- W£F,i)] -x [(1 -- w) DF + T) ((1 -- w) DF, i + Wl)F#)] 
i= l  
(3.2) 
is less than one, i.e., p(Tl~(x*)) < 1, where 
:DR = diag (f l  (x*), h (x* ) , . . . ,  fn (x*)), 
D = diag (xl, x2 , . . . ,  xn), 
(3.3) 
then x* • R n is an attraction point of the NMSOR-method, and its Rl-convergence factor 
p(n~(~*)). 
PROOF. Because x* • R n is a solution of the NCP(F),  from the previous discussions, we see 
that (x*;x*) satisfies the NCP(F(0) (i = 1 ,2 , . . . ,~) ,  and x* • R n is also a solution of the 
system of nonlinear equations G(x) = O. In light of the continuous differentiability of the non- 
linear mappings, F (0 : R n x R n --* R n (i = 1, 2 , . . . ,  a) and the definitions of the nonlinear 
mappings G(0 : R'* × R n --* R n (i = 1,2,..  . ,a),  we know that for each i • {1 ,2 , . . . ,a} ,  
G(0 : R n x R n --, R n is also continuously differentiable in a neighborhood So of (x*; x*). 
Remembering that G(x) = G(O(x;x) (Vx • R n, i = 1,2 . . . .  ,a) ,  we have 
C'(z) = ol G(0(x; z) + o% G(0(z;z),  i = 1,2, . . .  ,a. 
In particular, it holds 
G'(x*)=OlG(O(x*;x*)+O2G(O(x*;x*), i=1 ,2 , . . . ,o ,  
If we analogously introduce matrices 
~)o,i = diag (02 G(0(x*; x*)) 
(L(~':)~ • L(~"), £G# = \ mj ] 
UG,, = (U (g'O~ • L(Rn), \ mj ]  
VG,i = (V (g'~.)~ • L(R"), \ mj / 
m, j  = 1,2 , . . . ,n ;  
. . . .  , 02 g,.~(z ; 
L~:~)= { O,-02g~(x*;x*)' otherwise,f°r m > j and m, j  E J,, {°, 
- o ,  
-0~ g~(x* ;~*) ,  
vm(g': ) = u (g'.' - 01 g~(~* ;  x*) 
,3 ra,3 
for m > j and m,j  E J,, 
for re=j ,  
otherwise. 
i - -  1 ,2 , . . . ,a ,  
then, we immediately know that it holds 
G~(x *) = DG# - £e,~ - Yc,i, i = 1,2,... ,  ~. 
Hence, the collection of triples (Da,i - £G,~, VG,i, E~) (d = 1, 2, . . .  ,~) forms a multisplitting of 
the matrix G~(x *) E L(Rn). 
86 Z.Z.  BAI AND D. R. WANG 
Observing that  (2.7) is equivalent to 
in accordance with [10], we see that the NMSOR-method is substantially a nonlinear multisplit- 
ting SOR method for the system of nonlinear equations G(x) = O. Hence, if we define matr ix 
TlG,w(x *) = ~ Ei (DG,i -- w £G,i) -1 [(1 -- w)Da,i + w l;a,i], (3.4) 
i----1 
then from Theorem 3.1 in [10], we know that x* E R n is an attraction point of the NMSOR- 
method, and its Rl-convergence factor is just p(7-la,w(x*)), provided the matrices Da,i  (i = 
1, 2, . . . .  a)  are nonsingular and it holds p(1-lG,w(x*)) < 1. 
However, considering the definitions of G (~) : R n x R n --* R n (i = 1, 2 , . . . ,  a)  and making use 
of the chain rule, we can directly calculate that  
DG, i --~ --2 (D:DF, i 3¢ :DF),  
£G,i = --2:D£F,i, i = 1 ,2 , . . .  ,a .  (3.5) 
~;G,i ----- --2:DYE, i, 
Since for i = 1, 2 , . . . ,  a,  we have from (3.5) and (3.1) that 
det (:DG,i) =( -2 ) "det  (:D/3F, i +/~F)  
n 
~---_. ( - -2 )  ~ II ] 
rn=l  
n 
=(-2)" H d~.i # 0, 
w$~l  
the matrices :DG,i (i = 1, 2 , . . . ,  a)  are all nonsingular matrices. In addition, by substituting (3.5) 
into (3.4), we can obtain 
7~G,~(x*) = ~-~Ei {[-2  (:D:DF, i + :DR)] -- w [--2 :D£f,i]} -1 
i=l  
x {(1 - w) [ -2  (Z~F, i  + :DR)] + W [--2 :DYE, k]} 
= ~ Ei [:DF + :D (:DF.i -- ~ £F.,)I -~ [(1 - ~):DF + :D ((1 -- ~):DF,, + ~ VF.i)] 
~-~'~(X*). 
Hence, p(7-lc,~(x*)) = p(7-lw(x*)) < 1. Up to now, the validity of the conclusion of this theorem 
is completely confirmed. 
Based on Theorem 3.1, we can further demonstrate the following result. 
THEOREM 3.2. Let x* E R n be a solution of the NCP(F).  Let ( F(O, Ei)(i = 1, 2 , . . . ,  a) be a 
nonlinear muitisplitting of the mapping F : R n --* R n, and F (i) : R n x R n --* R n (i = 1 ,2 , . . .  ,a )  
be continuonsly differentiable in a neighborhood of ( x* ; x*). Assume that F ~ (x* ) E L(R n) is an 
H-matt/x,  and (:DF, i -- £F,i, YF, i, Ei) (i = 1, 2, . . . .  a)  is a multisplitting of it satisfying 
D := diag (F ' (x*))  -- :DR, i, i = 1 ,2 , . . .  ,a ,  (3.6) 
and 
(F'(x*)) = IDF, i l -  I£F , , I -  IPF, il--= ID I -  IBh i = 1 ,2 , . . .  ,a ,  (3.7) 
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where (F ' (x*))  denotes the comparison matr ix  of the matr ix  F ' (x*)  • L(R"), 1-[ denotes the 
absolute value of  the corresponding matr/x (see [10,11]), and B = D - F ' (x*) .  I f  
dm = x* O fro(X*) + fro(X*) # O, 
m O:r, rn 
m = 1,2 , . . . ,n ,  (3.8)  
then x* 6 R"  is an attraction point of the NMSOR-method provided the relaxation parameter w 
satisfies 
2 
0 < ,,, < 1 + p( IO l - l lB I ) "  (3.9) 
PROOF. We adopt the same notations introduced in the proof of Theorem 3.1. Evidently, to 
prove this theorem, we only need to verify that under our conditions the matrix ~/~(x*) 6 L(R n) 
formulated by (3.2) is well-defined, and it satisfies p(7-l,,(x*)) < 1. 
In light of the continuous differentiability of the nonlinear mappings F (i) : R n x R n ---, R n (i = 
1, 2 . . . .  , a) and the definitions of the nonlinear mappings G : R n --, R n as well as G (i) : R n x 
R n ~ R n (i = 1 ,2 , . . . ,a ) ,  we know that all the mappings F : R n ~ R n, G : R n --, R n and 
G (i) : R n x R n --~ R n (i = 1,2, . . .  ,a)  are continuously differentiable in a neighborhood So 
of (x*;x*). 
Through direct calculations, we have 
og.,(x*) 
cOxj 
{'z* Olin(z*) ) 
- -  = -2  \ ~ Ozj  + I~(z* )emj  , m, j  = 1 ,2 , . . . ,n ,  
where 6mj is the Kronecker delta, that is, 
f 0, for m # j, 
6m¢ 
1, for m = j, 
m, j  = 1,2 , . . . ,n .  
Thereby, 
G' (x*) = -2  (DF '  (x*) + DF) ,  
here, 7) and :DR are defined by (3.3). By letting 
DG = diag (a ' (x* ) ) ,  BG = Da - G'(x*),  
we easily see that it holds 
~[)G,i = - -2  (~)~)F, i  "Jc :[)F) , Be = -2 l )B .  (3.1o) 
Clearly, (3.6) and (3.8) implies that DG is a nonsingular matrix, and there hold Da,i = DG (i = 
1,2 , . . . ,  a). Hence, the matrix 7-lG,,~(x*) defined by (3.4) is welldefined, and then, so is the matrix 
7~,~(x*) defined by (3.2). 
Since 
G'(x*) =De# --£G, i  --VG,i -- DG -- Be,  i = 1 ,2 , . . . ,a ,  (3.11) 
and from (3.6) it holds 
IBI = ILF#I + IVF, d ,  i = 1 ,2 , . . .  ,,~. 
By applying (3.5) and (3.10), and through direct manipulations, we can get the following equal- 
ities: 
(G'(x*)) = lOG[- [BG[ 
= [DG[ -- 29[B[ 
= [DG[ -- 2:/:)[[£F,i[ + ]VF, i[] (3.12) 
= IDo l -  IZ:c ,d-  IVc,d (i = 1 ,2 , . . . ,a ) .  
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Up to now, to fulfill this proof, we only need to verify that there holds p(~/~(x*)) < 1 under 
the conditions of this theorem. 
In fact, considering that F'(x*) E L(R n) is an H-matrix, we see that p([DI-I[BI) < 1. In 
addition, noticing that that x* E R n is a solution of the NCP(F) immediately results in 
v io l  < IVD + Z)Ff, 
from (3.10), we can get the estimate 
IDol- l iBel = [:DO + :DR[ -1 ~IBI 
= 1l)0 + :DF1-1 l:)[01 (IDI-11BI) 
< [Dl-l Isl.  
Hence, there holds p(IDc[- I[Bc I) <- P([D[ -11BI) < 1. This obviously shows that G'(x*) • L(R") 
is also an H-matrix. Now, in accordance with (3.11) and (3.12), we can easily prove that 
p(?-l~(x*)) = p(~o,,,(x*)) < 1, provided w is within the interval (3.9), by following a similar 
way to that in [10]. Thereby, we thoroughly complete the proof of this theorem. 
For the practical NMSORoNewton-like method, we can establish its local convergence theory 
analogously to Theorem 3.1 and Theorem 3.2. 
THEOREM 3.3. Under the conditions of Theorem 3.1, we additionally assume that for any 
i • {1,2,. . .  ,a} and any m • {1,2,.. .  ,n}, H(~)(x;y) is continuously differentiable in a neigh- 
borhood of (x*; x*), and there holds 
lim H(,~ ) (x; y) (i) • = 02 f~m(x;x*). (3.13) (x;~)--(z*;x*) 
Then, there exists an open neighborhood So C R n of x* such that the NMSOR-Newton-like 
method is well-defined in So. Moreover, x* • R n is an attraction point of this method, and its 
Rl-convergence factor is p(Tl~(x*) ). 
PROOF. For any m • {1, 2 , . . . ,  n} and any i • {1, 2, . . . .  a}, let 
-~( i ) .  {f(~)(x;y) (1 sgn(y,n))ym ram(x; y) = -2  - - 
-I" [ym-  (1-sgn(f (~'(x;y)) ) . f (~)(x;y)]  H(~)(x ;y) ) .  
Then, the continuous differentiability of the mappings F (i) : R n x R n --, R" (i = 1, 2 , . . . ,  a) and 
H (i) :RnxRn- - ,R  1, m- - l ,2 , .  ,n, i - -1 ,2 , . . ,a ,  
r t t l ' r t  ° "  • 
immediately show that the mappings 
~(i) Rn Rn ram: X --*R 1, m=l ,2 , . . . ,n ,  i= l ,2 , . . . ,a  
are continuously differentiable in S = So x So. Furthermore, (3.13) directly results in the equalities 
{f~)(x*;x*) (1 sgn(xm))x mlim Hm,n(x; y) = - 2 - - * * (xw)-*(x*;~*) 
-b [x~-(1-sgn(f(~)(x*;x*))) f(~)(x*;x*)] 02f(~)(x*;x*)} 
• ( i )  • • = -- 2 [fm(x*) "b XmO2 f~m(X ;X )] 
= x*), 
for all m • {1, 2 , . . . ,  n} and all i • {1, 2 , . . . ,  a}. 
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On the other hand, from (2.8) we know that x p'~ (i = 1, 2 . . . .  ,a)  can be equivalently expressed 
/ XPm-wH~)  (xP;u~i~, for m• J~, \ / 
x~, for m ¢ Ji, 
m=l ,2 , . . . ,n ,  i= l ,2 , . . . ,a .  
Now, closely following the proof of Theorem 4.1 in [10], we can fulfill this proof. 
THEOREM 3.4. Under the conditions of Theorem 3.2, we additionally assume that for any 
i • {1,2,. a}andanyme{1,2 , . . . ,n} ,  (~) • ., H~m(X; y) is continuously differentiable in a neigh- 
borhood of(x*; x*), and there holds (3.13). Then, x* • R '~ is an attraction point of the NMSOR- 
Newton-like method provided the relaxation parameter w satisfies (3.9). 
PROOF. This conclusion can be directly deduced from Theorem 3.3 and Theorem 3.2. 
As the end of this section, we make the following remark. 
REMARK. The convergence theories of the NMSOR-Newton method, the NMSOR-chord method 
and the NMSOR-Steffensen method can be set up in quite similar ways to Theorem 3.3 and 
Theorem 3.4. 
4. NUMERICAL  RESULTS 
In this section, we will further exhibit the numerical properties of our new nonlinear multisplit- 
ting relaxation methods by solving several concrete xamples of the nonlinear complementarity 
problems with the NMSOR-Newton method. 
EXAMPLE 4.1. Consider the NCP(F) ,  for which F : R 4 --~ R 4 is given by 
Sl(~) = 3~? + 2x1~: + 2x~ + ~ + 3~4 - 6, 
/~(~) = 2~ + ~1 + x~ + 10~3 + 2x~ - 2, 
f4(x) -- x21 + 3x 2 -t- 2X3 -b 3X4 -- 3. 
We take a = 2, and consider the following two cases of the nonlinear multisplitting 
(F(i),Ei)(i  = 1,2) of the nonlinear mapping F : R 4 ~ R4: 
CASE A. F(0 : R 4 x R 4 --* R 4 (i = 1, 2) are, respectively, defined by 
f~l)(x;Y) =3Y 2 +2Y 2 +Y3 + 2xlx2 + 3x4-6 ,  
f(1)(x;Y) = YlY2 + 2Y 2 ÷ 2y3 ÷ 3x 2 + 9x4 - 9, 
S~(1)(~; y) = y, + y~ + 10y3 + 2x~ + 2~4 - 2, 
d l ) (~;  y) = x~ + 3~ + 2~3 + 3y~ - 3, 
and 
f~2)(x;y) = 
S~2)(x;y) = 
d2)(~; y) = 3y~ + 3y4 + X~l + 
Ei • L (R 4) (i = 1,2) are, respectively, given by 
3y~ + 2ylx2 + 2x22 + x3 + 3x4 - 6, 
xly2 + 2y 2 + 2y3 ÷ 3x~ + 9x4 - 9, 
y2 + 10y3 + 2y4 + xl + 2x 2 - 2, 
2x3 - 3. 
E1 = diag (1.0, 0.5, 0.5, 0.0), 
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and 
CASE B. 
and 
E2 = diag (0.0, 0.5, 0.5, 1.0). 
F (0 : R 4 x R 4 --, R 4 (i = 1, 2) are, respectively, defined by 
I} y) 
f(31) (x; y) 
= 3y~ + 2y~ + x3 + 2XlX2 + 3X4 -- 6, 
= YlY2 + 2y~ + 2X3 n u 3Xl 2 + 9X4 -- 9, 
= 2x~ + x l  -{- x~ + 10y3 + 2x4 - 2, 
= x~ q- 3x~ Jr 2x3 + 3y4 - 3, 
i}2) (x; y) = 3y 2 + 2ylx2 -[- 2x22 + z3 -[- 3x4 - 6, 
= 3Xl 2 + xlY2 -[- 2y 2 + 2x3 + 9x4 - 0, 
= x2 + 10y3 q- 2y4 q- x l  -b 2Xl 2 - 2, 
f(2) (X; y) = 3X 2 -[- 3y4 -{- X 2 ~- 2X3 -- 3. 
E~ E L (R 4) (i - :  I ,  2) are, respectively, given by 
E l  = diag (1.0, 1.0, 0.0, 0.0), 
and 
E2 = diag (0.0, 0.0, 1.0, 1.0). 
Table 4.1. Numerical results for Example 4.1. 
(xo)T 
(o,o,o,o) 
(1,1,1,1) 
(-2,-2,-2,-2) 
Number of Iterations [ 
w 0.95 1.00 1.05 1.10 1.15 1.20 1.30 1.40 1.50 
Ca.seA 35 162 19 82 18 66 co co co 
Case B 15 86 49 40 60 38 co co 193 
Case A 12 I0 II Ii 12 15 16 21 25 
Case B 13 11 11 12 14 15 20 52 30 
Case A 85 149 22 149 21 34 co oo 32 
Case B 90 57 21 33 140 61 co 57 co 
Case A 18 16 16 16 17 17 20 25 36 
Case B 18 16 16 16 16 18 20 33 40 
Case A 18 16 16 16 17 18 20 28 27 
Case B 18 16 16 16 17 19 21 40 40 
Case A 15 9 9 i i  14 79 15 co co 
Case B 10 8 I i  12 15 95 co co 26 
Ca.seA 143 169 41 30 16 283 co co co 
Case B 13 12 13 22 14 13 co co 34 
Case A 104 270 90 109 185 171 22 co co 
Case B 142 40 346 68 145 241 26 44 co 
(lO,O, lO,O) 
(10,0,0,0) 
(0,1,1,0) 
(-1,1,-1,1) 
(-10,10,-10,10) 
Note that the two nonlinear multiple splittings in Case A have overlapping, while those in 
Case B have not. In our computations, all iterations are terminated once the current iterations x p 
satisfy l(xV)'rF(xV)[ <_ 10 -5, or this criterion is not satisfied after 5000 iterations. We use the 
sign "oo" to indicate this situation. Starting from various initial vectors and following different 
choices of the relaxation parameter w, we have done numerous numerical computations. Here, 
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we only enumerate part of them, for which the corresponding iteration numbers are listed in 
Table 4.1, so that the convergence properties of the NMSOR-Newton method can be clearly 
shown. We remark that all the convergent i erations give an approximate solution 
x* -- (0.0, 0.121320, 0.0, 0.0) x 
of the NCP(F).  
From Table 4.1, we see that for all the initial vectors and all the relaxation parameters what 
we have chosen, the most of our computations are success. Also, it is clear that suitable choice 
of the relaxation parameter can greatly accelerate the convergence rate of the NMSOR-Newton 
method. These observations will be further confirmed by the below examples. 
EXAMPLE 4.2. Consider the NCP(F),  for which F : R 4 ~ R 4 is given by 
f l (X)  = 3x~ T 2XlX2 -t- 2x2  -t- x3 -{- 3x4 - 6, 
f2(x)  = 3x 2 T XlX2 + 2x 2 + 2x3 + 3x4 - 1, 
/3(~) = 2~ + x, + ~ + 3~3 + 2~4 - 2, 
f4(X) = X 2 + 3X 2 + 2x3 -{- 3X4 -- 3. 
Likewise, we take ~ = 2, and consider the following two cases of the nonlinear multisplitting 
(F  (0, E~) (i = 1, 2) of the nonlinear mapping F :R  4 --* R 4. 
CASE A. F (0 : R 4 x R 4 ~ R 4 (i = 1, 2) are, respectively, defined by 
.f~l)(x;y) = 3y~ --{- 2y 2 + Y3 'i- 2xlx2 + 3x4 -6 ,  
f(1) (x; Y) ---- YlY2 "{" 2Yl -]- 2y3 "~- 3x2 + 3xa-  1, 
S~(1)(~; y )=y i  + yl + 3y3 + 2~ + 2x4-  2, 
f (D(x ;y )  = x 2 + 3x22 + 2X3 -{- 3y4 -- 3, 
and 
.f~2)(x;y) = 3y~ + 2ylx2 + 2x~ + X 3 -[- 3x4 -6 ,  
f(2)(X;y)-.~XlY2-~- 2y 2 + 2y3 -[- 3x~ ÷ 3x4-  1, 
f(32)(x;y) = y2 ÷ 3y3 ÷ 2y4 + x, + 2x~ - 2, 
f(2)(x;y) =3y i +3y4 ÷x 2 ÷ 2x3-  3. 
Ei E L(R4)(i = l, 2) are, respectively, given by 
E1 = diag (1.0, 0.5, 0.5, 0.0), 
and 
E2 = diag (0.0, 0.5, 0.5, 1.0). 
CASE B. F (0 : R 4 x R 4 --* R 4 (i = 1, 2) are, respectively, defined by 
12(1)(X; Y)----YlY2-]- 2Y 2 -{- 2X3 "~- 3X21 -~- 3X4-  1, 
S~(1)(x; y) = 2x~ + ~1 + ~ + 3y3 + 2~4 - 2, 
f(1)(x;y) = x21 ÷ 3x 2 ÷ 2x3 ÷ 3y4 - 3, 
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and 
f~2)(x; y) = 3y 2 + 2ylx2 + 2122 + 13 -b 314 - 6, 
I~2)(x; y)=31~ + ~1y2 + 2y~ + 2~3+ 3~4-1,  
f(2)(x;y) = 3y3 + 2y4 + Xl + 2X~ + X 2 - 2, 
A (2)(~; y) = 3y4 + ~ + 3~ + 2~3 - 3. 
E~ E L (R4) ( i  = 1,2) are, respect ively,  g iven by 
E1 =diag(1.O, 1.0, 0.0, 0.0), 
and 
E2 = diag (0.0, 0.0, 1.0, 1.0). 
Table 4.2. Numerical results for Example 4.2. 
xO) T 
t~ 
Case A 
(0,0,0,0) 
Case B 
Case A 
(1,1,1,1) 
Case B 
Case A 
(-2,-2,-2,-2) 
Case B 
Case A 
(10,0,10,0) 
Case B 
Case A 
(10,0,0,0) 
Case B 
Case A 
(0,1,1,0) 
Case B 
Case A 
(1,-1,1,-1) 
Case B 
Number of Iterations 
0.95 1.00 1.05 1.10 1.15 1.20 
152 co co co co co 
77 45 692 co oo co 
25 22 28 37 52 87 
22 22 28 36 52 86 
75 44 co co co co 
137 104 1349 oo co 86 
31 29 28 26 41 77 
31 29 28 26 39 77 
31 29 28 26 39 77 
31 29 28 26 39 77 
59 60 co co co co 
67 97 64 co 56 co 
29 28 26 25 37 70 
32 30 28 26 32 52 
Note also that the two nonlinear multiple splittings in Case A have overlapping, while those in 
Case B have not. In our computations, all iterations are terminated once the current iterations x v 
satisfy [[(zp)TF(xV)[[ <_ 10 -s, or this criterion is not satisfied after 5000 iterations. This situation 
is also indicated by the sign "oo". Starting from various initial vectors and following different 
choices of the relaxation parameter w, we have done a lot of numerical computations. Here, 
we only enumerate some of them, for which the corresponding iteration numbers are listed in 
Table 4.2. Evidently, our numerical data further confirm the observations from Table 4.1. We 
remark that all the convergent iterations give an approximate solution 
x* = (1.224746, 0.0, 0.0, 0.499998) T 
of  the  NCP(F ) .  
EXAMPLE 4.3.  Cons ider  the  LCP(M,  q), for which M E L (R  4) and q E R 4 are g iven by 
M = 
(3 ° I i) 1 3 1
0 1 4 
1 1 1 
q = 
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For this problem, we take (~ = 2, and consider the following two cases of the mult ispl itt ing 
(F  (~), E~) (i = 1,2) of the mapping F(x)  = Mx + q. 
CASE A. F (0 : R 4 x R 4 -~ R 4 (i = 1, 2) are, respectively, defined by 
f~ l ) (x ;  y) = 3yl + Y3 - -  1, 
and 
= Yl -t- 3y2 -t- Y3 -- 2, 
= Y2 + 4y3 -t- 2x4 -t- 1, 
= Xl + x2 + x3 + 5y4 -- 4, 
f 2)(x;y) 
g2)(x;y) 
f (2)(x;y)  = Xl + Y2 + Y3 + 5y4 - 4. 
E~ • L (R 4) (i = 1, 2) are, respectively, given by 
E1 = diag (1.0, 0.5, 0.5, 0.0), 
and 
CASE B. F (i) : R 4 × R 4 ---* R 4 
and 
= 3y l  +x3  - 1,  
= Xl + 3y2 + Y3 - 2, 
= Y2 + 4y3 + 2ya + 1, 
E2 -- diag (0.0, 0.5, 0.5, 1.0). 
(i = 1, 2) are, respectively, defined by 
f~l)(x; y) = 3yl + z3 - -  1, 
f~l)(x; Y) -- Yl + 3y2 + x3 - 2, 
f3(D(x; y) = x2 + 4y3 + 2x4 + 1, 
/~l)(x; y) = Xl + x2 + x3 + 5ya - 4, 
f~2)(x;y) -- 3yl -b x3 - 1, 
.f~2)(x;y) = X l  + 3y2 + x3 - 2, 
f?)(x;  y) = x2 + 4y3 + 2y4 + 1, 
f(2)(x; y) = Xl + x2 -t- Y3 + 5ya - 4. 
E~ • L (R 4) (i -- 1, 2) are, respectively, given by 
E1 = diag (1.0, 1.0, 0.0, 0.0), 
and 
E2 -- diag (0.0, 0.0, 1.0, 1.0). 
Note again that  the two multiple splittings in Case A have overlapping, while those in Case B 
have not. In our computat ions,  all iterations are terminated once the current iterations x p satisfy 
I I(xp)-rF(xP)l < 10 -5. Started from various initial vectors and following different choices of the 
relaxation parameter  w, we have done a lot of numerical computat ions.  Here, we only enumerate 
several of them, for which the corresponding iteration numbers are listed in Table 4.3. Again, our 
numerical data  coincide with the aforedescribed observations. We remark that  all the convergent 
iterations give an approximate solution 
x* = (0.333333, 0.555557, 0.0, 0.622222?- 
of the LCP(M,  q). 
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Table 4.3. Numerical results for Example 4.3. 
(~o)-~ 
(o,o,o,o) 
(1,1,1,1) 
(-2,-2,-2,-2) 
(1,-1,1,-1) 
(-10,10,-10,10) 
Number of Iterations 
0.95 1.00 1.05 1.10 1.15 1.20 1.30 1.40 1.50 
Case A 7 6 7 7 8 9 I0 13 16 
Case B 7 6 7 7 8 8 10 13 18 
Case A 9 7 8 8 9 10 12 17 21 
Case B 9 7 8 8 9 9 13 16 18 
Case A 17 26 15 12 10 26 14 18 22 
Case B 10 9 11 9 9 10 12 15 23 
Case A 10 8 9 9 10 10 13 17 21 
Case B i0 8 9 9 ii ii 14 17 23 
Case A 21 26 15 54 17 69 25 26 35 
Case B 22 17 19 90 25 31 19 30 41 
EXAMPLE 4.4. Consider the NCP(F ) ,  for which F : R n --* R n is given by 
fl(X) = 2Xl - x2 -4  x 2 x~ +6,  
fi(x) = 2zi - x~-I - z i+l  - 4 x 2 x' + 6, 
fn(x) = 2xn - xn-1 - 4 x 2 x" + 6. 
2<i<n-1 ,  
We take a = 2, and for any integers ml  and m2 satisfying 1 < m2 ~ ml  < n, consider the 
nonlinear multisplitt ing (F  (i), Ei)( i  = 1, 2) of the nonlinear mapping F : R n --, R n defined by 
f~l)(x; y) = 2yl - x2 - 4 x 2 ~1 + 6,  
f ( i l ) (x ;y )  = 2yi - Y i -1  - X i+ l  - 4 x 2 y '  -~- 6, 
f(~l)(x;y) = 2yi - x i - I  - xi+l - 4 x 2 x' + 6, 
fO)(x;  y) = 2yn - xn-1 - 4 x 2 x" + 6, 
f~2)(x; y) = 2yl - x2 - 4 x 2 xl + 6, 
f(2)(x;y) = 2y~ - xi-1 - Zi+l - -  4 x 2 x' + 6, 
/(2)(x; y) = 2y~ - Y~-I - Xi+l - 4 x 2 ~' + 6, 
f(2)(x;y) = 2yn -Yn-1 -4  x 2 u" +6,  
2<i<ml ,  
ml+l  < i<n-1 ,  
2<i<m2-1 ,  
m2<i<n-1 ,  
and 
E1 = diag ( ~ ,  
E2 = diag ( ~ ,  
rnl.-raz + 1 n-rna \ 
0.5 , . . . ,  0.5, 0 , . . . ,  0} , 
/ 
b.5,...,0.~, 
Clearly, different pairs of (m 1, m2) will result in different nonlinear multisplittings of the nonlinear 
mapping F : R n --, R n, and the larger the number (ml -m2)  is, the more the overlapping between 
the two nonlinear splittings of the nonlinear multisplitting will be. In our computations, we will 
just consider the following two cases: 
Case A m I = INT  (2n/3), m2 = INT (n /3) ,  
Case B ml  = INT  (4n/5), m2 - INT (n/5), 
where INT( . )  denotes the largest integer not greater than the corresponding real number. All 
our iterations are started from an initial vector with its i th element being ( -1 )  i x 2.0, and 
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terminated once the current iterations x p obey [(xp)TF(xP)[ <_ 10 -s, or this criterion is not 
satisfied after 50,000 iterations. With various choices of the relaxation parameter w, we have 
done numerous numerical computations. Here, we only enumerate some of them, for which 
the corresponding iteration numbers are listed in Table 4.4. From Table 4.4, it is clear that 
suitable choice of the relaxation parameter can really accelerate the convergence rate of the 
NMSOR-Newton method. We remark that all the convergent i erations give approximations of
the solution 
x* = (0.0, 1.0, 0.0, 1.0, . . . ,  1.0 + ( -1)  n- l ,  1.0 + ( -1)n)  n- 
of the NCP(F ) .  
On the other hand, our numerical experiments show that  this NCP(F )  has many solutions. 
Different selections of the initial vector x ° E R n can make the NMSOR-Newton method give 
approximations of these solutions. 
Concluding, our new parallel nonl inear mult ispl i tt ing SOR-Newton method is considerably 
efficient for solving the large sparse nonl inear complementarity problems. 
Table 4.4. Numerical results for Example 4.4. 
Number of Iterations for Case A and Case B 
10 20 
w (a) (b) (a) (b) (a) 
0.85 90 73 
0.90 71 86 88 
0.95 
1.15 109 57 
1.20 61 94 40 
30 40 i00 150 200 
(b) (a) (b) (a) (b) (a) (b) (a) (b) 
87 
58 41 59 57 
142 142 
59 
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