On 3D and 1D Weyl particles in a 1D box by De Vincenzo, Salvatore
ar
X
iv
:2
00
7.
06
42
3v
1 
 [q
ua
nt-
ph
]  
13
 Ju
l 2
02
0
On 3D and 1D Weyl particles in a 1D box
Salvatore De Vincenzo1, ∗
1Escuela de Física, Facultad de Ciencias, Universidad Central de Venezuela,
A.P. 47145, Caracas 1041-A, Venezuela.†
(Dated: June 26, 2020)
Abstract We construct the most general families of self-adjoint boundary condi-
tions for three (equivalent) Weyl Hamiltonian operators, each describing a three-
dimensional Weyl particle in a one-dimensional box situated along a Cartesian axis.
These results are essentially obtained by using the most general family of self-
adjoint boundary conditions for a Dirac Hamiltonian operator that describes a one-
dimensional Dirac particle in a box, in the Weyl representation, and by applying
simple changes of representation to this operator. Likewise, we present the most
general family of self-adjoint boundary conditions for a Weyl Hamiltonian operator
that describes a one-dimensional Weyl particle in a one-dimensional box. We also
obtain and discuss throughout the article distinct results related to the Weyl equa-
tions in (3+1) and (1+1) dimensions, in addition to their respective wave functions,
and present certain key results related to representations for the Dirac equation in
(1+1) dimensions.
PACS numbers: 03.65.-w, 03.65.Ca, 03.65.Pm
Keywords: relativistic wave equations; Weyl equations; Dirac equation; self-adjoint boundary
conditions
∗URL: https://orcid.org/0000-0002-5009-053X; Electronic address: [salvatore.devincenzo@ucv.ve]
†I would like to dedicate this paper to the memory of my beloved father Carmine De Vincenzo Di Fresca,
who passed away unexpectedly on March 16, 2018. That day something inside of me also died.
2I. INTRODUCTION
In 1928, in the first edition of his book in German [1], and in 1929, in a couple of articles
[2, 3], Weyl proposed – among other important things – two two-component wave equations
for the description of free massless fermions in (3+1) dimensions [4, 5] (an English translation
of Ref. [3] can be seen in Ref. [6]). In 1957, Lee and Yang chose to assign one of these two
equations specifically to the neutrino [7], but in 1958, Feynman and Gell-Mann showed that
it was actually correct to assign the other equation to this particle [8]. Because there is now
experimental evidence that a neutrino has a very small rest mass, the Weyl equations only
approximately describe the behavior of this particle and its antiparticle. In passing, the (free)
Weyl equations admit the standard minimal substitution and therefore admit an external
electromagnetic four-potential; thus, these equations could also approximately describe the
behavior of charged light fermions. In general, it can be said that the Weyl equations in
(3+1) dimensions describe three-dimensional Weyl particles (i.e., 3D Weyl particles), and in
(1+1) dimensions, they describe one-dimensional Weyl particles (i.e., 1D Weyl particles).
The Weyl equations in (3+1) and (1+1) dimensions are more easily constructed from
the respective Dirac equation (in its respective Weyl representation). A particularly nice
derivation of these equations in (3+1) dimensions can be seen in Ref. [9], p. 79. In this
reference, the Weyl equations were obtained by linearizing the van der Waerden second-order
equation and then making the rest mass of the particle zero. Other derivations can be seen,
for example, in Refs. [10–13].
Among other things, we want to explicitly obtain the most general family of self-adjoint
boundary conditions for each of the three (equivalent) one-dimensional Cartesian reductions
of the (three-dimensional) Weyl Hamiltonian operator (i.e., the usually named Dirac-Weyl
Hamiltonian operator) for a 3D Weyl particle inside a three-dimensional square box. Each
of these three operators describes a 3D Weyl particle that is ultimately restricted to a
one-dimensional box of width ℓ situated along a Cartesian axis. Essentially, we obtain
these three families of boundary conditions from the most general family of self-adjoint
boundary conditions for a Dirac Hamiltonian operator that describes a 1D Dirac particle
in a box of width ℓ, in the Weyl representation. That is, we can obtain the families of
boundary conditions for each of the three Weyl Hamiltonian operators by using only the
aforementioned (Dirac) general family of boundary conditions and making some simple
3changes of representation. All of these results are presented and developed in section III.
Key results pertaining to representations for the Dirac equation in (1+1) dimensions are
also presented in this section. Before this, in section II, we present distinct results related
to the Weyl equations in (3+1) and (1+1) dimensions and their respective wave functions.
In section IV, we present the most general family of self-adjoint boundary conditions for
a Weyl Hamiltonian operator that describes a 1D Weyl particle, also in a one-dimensional
box of width ℓ. Finally, our conclusions are presented in section V, and some results that
complement what has been stated throughout the article are exhibited in the appendix.
II. RESULTS PERTAINING TO THE 3D AND 1D WEYL EQUATIONS
A. In (3+1) dimensions
The equation for a single free massless Dirac particle in (3+1) dimensions has the form
iγˆµ∂µΨ = 0, (1)
where Ψ is the four-component Dirac wave function (or Dirac spinor), ∂µ = (c
−1∂t,∇), and
the Dirac gamma matrices γˆµ, with µ = 0, j, and j = 1, 2, 3, satisfy the Clifford relation
γˆµγˆν + γˆν γˆµ = 2gµν 1ˆ4, where g
µν = diag(1,−1,−1,−1) is the metric tensor (1ˆ4 is the 4× 4
identity matrix). Additionally, we have the relation (γˆµ)† = γˆ0γˆµγˆ0 († denotes the Hermitian
conjugate, or the adjoint, of a matrix and an operator, as usual). In the Weyl representation
(or the chiral or spinor representation), the four-component wave function and the Dirac
gamma matrices can be written as follows [14]:
Ψ ≡

 ϕ1
ϕ2

 , γˆµ =

 0ˆ2 −ˆ¯σµ
−σˆµ 0ˆ2

 . (2)
Likewise, the top two-component wave function can be written as ϕ1 ≡
[
ϕt1 ϕ
b
1
]T
and the
bottom one as ϕ2 ≡
[
ϕt2 ϕ
b
2
]T
, where ϕt1 and ϕ
t
2 are the top components and ϕ
b
1 and ϕ
b
2 are
the bottom components of the respective two-component wave function (T represents the
transpose of a matrix). In (3+1) dimensions, Ψ is usually called the bispinor. Additionally,
we have σˆµ ≡ (1ˆ2, σˆx, σˆy, σˆz) ≡ (1ˆ2, σˆ) and ˆ¯σµ ≡ (1ˆ2,−σˆx,−σˆy,−σˆz) ≡ (1ˆ2,−σˆ) (1ˆ2 is the
2 × 2 identity matrix and σˆj ’s are the usual Pauli matrices). Additionally, in Eq. (2), 0ˆ2 is
the 2-dimensional zero matrix.
4By substituting Ψ and γˆµ from Eq. (2) into Eq. (1), we derive the well-known (explicitly
covariant) two-component (free) Weyl equations, namely,
iσˆµ∂µϕ1 = 0 (3)
and
iˆ¯σµ∂µϕ2 = 0, (4)
where ϕ1 and ϕ2 are called Weyl spinors. Let us now forget how we obtained these two
equations. As is known, Eq. (3) is usually assigned to the massless antineutrino and Eq.
(4) to the massless neutrino [10]. However, it is possible that Eq. (4) only (or Eq. (3) only)
is sufficient for the description of a massless fermion, a case called Weyl’s two-component
theory [9]. Moreover, Eqs. (3) and (4) are non-equivalent two-component equations in
the sense that ϕ1 and ϕ2 transform in two different ways under a Lorentz boost, i.e., they
transform according to two inequivalent representations of the Lorentz group [13] (although
these two two-component wave functions transform in the same way under rotations). In
fact, let us write the typical Lorentz boost with speed v along the xj-axis in the following
way: [ ct′ x′ y′ z′ ]T = Λˆj [ ct x y z ]
T (i.e., xµ ′ = (Λj)
µ
ν x
ν ⇒ xµ = (Λ−1j )µν xν ′), where
Λˆj = Λˆj(ω) = exp
(
iωKˆj
)
, (5)
with
Kˆ1 =

 iσˆx 0ˆ2
0ˆ2 0ˆ2

 , Kˆ2 =

 0ˆ2 i2(1ˆ2 + σˆz)
i
2
(1ˆ2 + σˆz) 0ˆ2

 , Kˆ3 =

 0ˆ2 i2(σˆx + iσˆy)
i
2
(σˆx − iσˆy) 0ˆ2

 ,
(6)
and, as usual, tanh(ω) = v/c ≡ β and cosh(ω) = (1− β2)−1/2 ≡ γ (the speed of the primed
reference frame in the direction of the xj-axis with respect to the unprimed reference frame is
precisely v). Then, under this Lorentz boost, the Dirac wave function in (3+1) dimensions
transforms as Ψ′(xj ′, t′) = Sˆ(Λj)Ψ(x
j , t), where Sˆ(Λj) = exp(−ωγˆ0γˆj/2) and the latter
matrix obeys the relation (Λj)
µ
ν γˆ
ν = Sˆ−1(Λj) γˆ
µ Sˆ(Λj). Then, the 4 × 4 matrix Sˆ(Λj) is a
block-diagonal matrix (as expected in the Weyl representation), and we obtain the following
results [15]: 
 ϕt1 ′(xj ′, t′)
ϕb1
′(xj ′, t′)

 = [ cosh(ω
2
)
1ˆ2 − sinh
(ω
2
)
σˆj
] ϕt1(xj, t)
ϕb1(x
j, t)

 (7)
5and 
 ϕt2 ′(xj ′, t′)
ϕb2
′(xj ′, t′)

 = [ cosh(ω
2
)
1ˆ2 + sinh
(ω
2
)
σˆj
] ϕt2(xj , t)
ϕb2(x
j , t)

 . (8)
Thus, we have two different kinds of two-component Weyl wave functions (or Weyl spinors)
in (3+1) dimensions. That is, the result in Eq. (7) is for a type of 3D Weyl particle, for
example, for a massless antineutrino, and that in Eq. (8) is for the other type of 3D Weyl
particle, for example, for a massless neutrino.
Usually, Eq. (3) is called the right-chiral Weyl equation and Eq. (4) is called the left-
chiral Weyl equation because the four-component Dirac wave functions Ψ+ = [ϕ1 0 ]
T =
1
2
(1ˆ4+ γˆ
5)Ψ and Ψ− = [ 0 ϕ2 ]
T = 1
2
(1ˆ4− γˆ5)Ψ are eigenstates of the so-called chirality matrix
γˆ5 ≡ iγˆ0γˆ1γˆ2γˆ3 = diag(1ˆ2,−1ˆ2), namely, γˆ5Ψ± = (±1)Ψ± (Ψ+ is the right-chiral eigenstate
and Ψ− is the left-chiral eigenstate). The chirality matrix is Hermitian and satisfies the
relations (γˆ5)2 = 1ˆ4, and γˆ
5γˆµ + γˆµγˆ5 = diag(0ˆ2, 0ˆ2) [15, 16]. Incidentally, because the
matrices Sˆ(Λj) – boosts and rotations – commute with γˆ
5, these Lorentz transformations
do not change the chirality of a wave function.
Now, note that Eq. (1) can be written as (i~γˆ0∂0− γˆ · pˆ)Ψ = 0, where pˆ = −i~1ˆ4∇ is the
(Hermitian) Dirac momentum operator in (3+1) dimensions, and γˆ = (γˆ1, γˆ2, γˆ3). The latter
equation can also be written as (i~γˆ5∂0−Σˆ·pˆ)Ψ = 0, where Σˆ = γˆ5γˆ0γˆ = Σˆ†. Now, assuming
that the operator i~γˆ5∂0− Σˆ · pˆ is acting on a typical plane-wave solution Ψp, we obtain the
algebraic relation (sgn(E) ‖p‖ γˆ5− Σˆ ·p)Ψp = 0, where sgn(E) is the sign of the relativistic
energy of the massless Dirac particle, i.e., E = sgn(E) c ‖p‖. Thus, the (Hermitian) matrix
Σˆ · p/ ‖p‖ is related to γˆ5 via the aforementioned algebraic relation. More generally, we
could say that the (Hermitian) operator λˆ ≡ Σˆ·pˆ/ ‖p‖ = diag(σˆ ·pˆ[2]/
∥∥p[2]∥∥ , σˆ ·pˆ[2]/ ∥∥p[2]∥∥)
and the chirality matrix are linked (in the latter relation, p[2] indicates the eigenvalues of the
operator pˆ[2] ≡ −i~1ˆ2∇, namely, the Weyl momentum operator, and
∥∥p[2]∥∥ = ‖p‖). Finally,
as is known, the matrix Σˆj/2 is the infinitesimal generator of rotation through an angle θ
around the xj-axis, and this matrix is related to the generalization of the spin operator in
(3+1) dimensions, Sˆj = ~Σˆj/2 (see appendix, subsection A). Thus, the operator λˆ pertains
to the projection of the spin onto the direction of momentum (which is not necessarily the
direction of the particle motion) and is called the helicity operator (see appendix, subsection
B).
Observe that, because sgn(E)γˆ5Ψp = λˆΨp, Ψp = (Ψ+)p + (Ψ−)p and γˆ
5(Ψ±)p =
6(±1)(Ψ±)p, we have λˆ(Ψ+)p = sgn(E)1ˆ4(Ψ+)p and λˆ(Ψ−)p = −sgn(E)1ˆ4(Ψ−)p. The eigen-
state of λˆ with eigenvalue +1 is called the right-handed (or right-helical) state (spin parallel
to momentum), and the eigenstate of λˆ with eigenvalue −1 is called the left-handed (or left-
helical) state (spin opposite to momentum) [16]. Clearly, for positive energies, right-handed
and right-chiral, as well as left-handed and left-chiral, can be considered as similar concepts
(naturally, within the present discussion), i.e., (Ψ+)p and (Ψ−)p are eigenstates of λˆ and
γˆ5 with eigenvalues +1 and −1, respectively. From the two eigenvalue equations for the
operator λˆ, two eigenvalue equations for the operator λˆ[2] ≡ σˆ · pˆ[2]/
∥∥p[2]∥∥ are obtained,
namely, λˆ[2](ϕ1)p = sgn(E)1ˆ2(ϕ1)p and λˆ[2](ϕ2)p = −sgn(E)1ˆ2(ϕ2)p. As expected, the latter
two equations are precisely Eqs. (3) and (4) (with the latter for plane-wave eigensolutions).
Because ~σˆ/2 (≡ Sˆ[2]) is the spin operator for two-component wave functions, the operator
λˆ[2] can be considered as the helicity operator for this type of wave function. Thus, assum-
ing or postulating that (ϕ1)p describes the antineutrino, we can say that the helicity of this
positive-energy particle is positive, i.e., the antineutrino is right-handed (the latter fact has
been determined experimentally). However, the same equation for (ϕ1)p also tells us that
the helicity of the negative-energy antineutrino is negative, and according to the so-called
hole theory, this last result is interpreted as the helicity of the positive-energy neutrino also
being negative; thus, the neutrino would be left-handed (the latter fact has also been deter-
mined experimentally) [9, 10]. Alternatively, assuming that (ϕ2)p describes the neutrino, we
can say that the helicity of this positive-energy particle is negative; thus, the conclusion is
yet again that the neutrino is left-handed. The same equation for (ϕ2)p also tells us that the
helicity of the negative-energy neutrino is positive, and according to hole theory, this last
result is interpreted as the helicity of the positive-energy antineutrino also being positive;
thus, the conclusion is yet again that the antineutrino is right-handed [9, 10].
Finally, as is known, the Dirac equation (1) can provide real-valued solutions as long as
the Dirac gamma matrices satisfy (iγˆµ)∗ = iγˆµ; this is precisely the condition that defines the
Majorana representation of the Dirac matrices (the asterisk ∗ denotes a complex conjugate,
as usual). On the other hand, because the term iσˆ0 in the Weyl equation (3) satisfies (iσˆ0)∗ =
−iσˆ0, this equation can give real-valued solutions only if the matrices σˆµ for µ = 1, 2, 3 in
Eq. (3) also satisfy (iσˆµ)∗ = −iσˆµ, in which case we obtain µ = 1, 3 (the latter results for
the matrices σˆµ are obviously also valid for the matrices ˆ¯σµ present in the Weyl equation
(4)). Thus, although the (free) Weyl equations are considered to describe massless neutral
7fermions, the solutions of these equations are not always real. For example, the solutions
ϕ1 = ϕ1(y, t) (⇒ ∂1ϕ1 = ∂3ϕ1 = 0) of Eq. (3), i.e., of the equation (iσˆ0∂0 + iσˆ2∂2)ϕ1 = 0,
are always complex-valued. The same goes for the solutions ϕ2 = ϕ2(y, t) of Eq. (4) (in this
case, Eq. (4) is (iˆ¯σ0∂0+iˆ¯σ
2∂2)ϕ2 = 0). Certainly, because the Weyl equations (Eqs. (3) and
(4)) can explicitly arise by using the Weyl representation in the Dirac equation (Eq. (1)),
it is expected that these equations will also generate complex solutions. If the Majorana
representation is used in the Dirac equation, then a real system of coupled equations is
obtained (which is why it admits real-valued solutions), not two non-equivalent explicitly
covariant complex first-order equations [14].
B. In (1+1) dimensions
The equation for a single free massless Dirac particle in (1+1) dimensions (or the one-
dimensional free massless Dirac particle) has the form
iγˆµ∂µΨ = 0, (9)
where Ψ is a two-component wave function, and the Dirac matrices γˆµ, with µ = 0, 1,
satisfy the relations γˆµγˆν + γˆν γˆµ = 2gµν 1ˆ2, where g
µν = diag(1,−1) (1ˆ2 is the 2× 2 identity
matrix), and (γˆµ)† = γˆ0γˆµγˆ0. Here, we utilize the coordinates x0 = ct and x1 = x and
∂µ = (c
−1∂t, ∂x), as usual. In the Weyl representation, the two-component wave function
and the Dirac matrices can be written as follows [14]:
Ψ ≡

 ϕ1
ϕ2

 , γˆ0 = σˆx , γˆ1 = −iσˆy . (10)
By substituting Ψ, γˆ0 and γˆ1 from Eq. (10) into Eq. (9), we derive two one-component
equations, namely,
i (∂0 + ∂1)ϕ1 = 0 , and i (∂0 − ∂1)ϕ2 = 0. (11)
These two equations would be the (free) Weyl equations in (1+1) dimensions [17], and each
of them would describe – let us say – massless neutral one-dimensional “fermions” (i.e.,
1D uncharged Weyl particles). Additionally, the one-component wave functions ϕ1 and ϕ2
are transformed in two different ways under the Lorentz boost. In effect, let us write this
Lorentz boost with speed v along the x-axis in the following way: [ ct′ x′ ]T = Λˆ [ ct x ]T (i.e.,
8xµ ′ = Λµν x
ν ⇒ xµ = (Λ−1j )µν xν ′), where Λˆ = Λˆ(ω) = exp(iωKˆ), with Kˆ = iσˆx, tanh(ω) =
v/c ≡ β and cosh(ω) = (1 − β2)−1/2 ≡ γ (ω ∈ R). Then, under this transformation,
the Dirac wave function in (1+1) dimensions transforms as Ψ′(x′, t′) = Sˆ(Λ)Ψ(x, t), where
Sˆ(Λ) = exp(−ωγˆ0γˆ1/2) = exp(−ωσˆz/2), and the latter matrix obeys the relation Λµν γˆν =
Sˆ−1(Λ)γˆµSˆ(Λ). Then, the matrix Sˆ(Λ) is a diagonal matrix (as expected), and we obtain
the following results:
ϕ′1(x
′, t′) =
[
cosh
(ω
2
)
− sinh
(ω
2
)]
ϕ1(x, t) (12)
and
ϕ′2(x
′, t′) =
[
cosh
(ω
2
)
+ sinh
(ω
2
)]
ϕ2(x, t). (13)
Thus, we have two different types of one-component Weyl wave function in (1+1) dimensions.
That is, the result in Eq. (12) is for one type of 1D Weyl particle, and that of Eq. (13) is
for the other type of 1D Weyl particle. On the other hand, by comparing the relations in
(7) and (8) with those in (12) and (13), we see that the two-component wave function for a
one-dimensional Dirac particle could transform in a similar way to the two-component wave
function for a specific type of 3D Weyl particle. This is the case, for example, when the
one-dimensional Dirac particle is constrained to the z-axis, in which case its respective wave
function, Ψ(z, t) ≡ [ϕ1(z, t) ϕ2(z, t) ]T, is exactly transformed as the Weyl wave function
ϕ1(z, t) ≡
[
ϕt1(z, t) ϕ
b
1(z, t)
]T
(see Eq. (7)). The Dirac wave function Ψ(z, t) would also
transform as the Weyl wave function ϕ2(z, t) ≡
[
ϕt2(z, t) ϕ
b
2(z, t)
]T
if the replacement ω →
−ω is made in the function given by Eq. (8) (i.e., if the relative speed between the Lorentz
frames changes from v to −v).
In (1+1) dimensions, the matrix Γˆ5 ≡ −iγˆ5[2], where γˆ5[2] ≡ iγˆ0γˆ1, is the chirality matrix,
i.e., Γˆ5 = σˆz . As we know, this matrix is Hermitian and satisfies the relations (Γˆ
5)2 = 1ˆ2 and
Γˆ5γˆµ+ γˆµΓˆ5 = 0ˆ2 [14, 18]. Thus, the (2×2) chirality matrix in (1+1) dimensions satisfies the
same (three) basic properties as the (4×4) chirality matrix in (3+1) dimensions, as should be
the case. Evidently, the two-component Dirac wave functions Ψ+ = [ϕ1 0 ]
T = 1
2
(1ˆ2 + Γˆ
5)Ψ
(which must also satisfy the relations 1
2
(1ˆ2 + Γˆ
5)Ψ+ = Ψ+ and
1
2
(1ˆ2 − Γˆ5)Ψ+ = 0) and
Ψ− = [ 0 ϕ2 ]
T = 1
2
(1ˆ2 − Γˆ5)Ψ (which must also satisfy the relations 12(1ˆ2 − Γˆ5)Ψ− = Ψ−
and 1
2
(1ˆ2 + Γˆ
5)Ψ− = 0) are eigenstates of Γˆ
5. Again, Ψ+ is called the right-chiral eigenstate
(eigenvalue +1) and Ψ− the left-chiral eigenstate (eigenvalue −1). Certainly, because the
9matrices Sˆ(Λ) and Γˆ5 commute, the Lorentz boost does not change the chirality of the wave
function.
Note that Eq. (9) can be written as (i~γˆ0∂0 − γˆ1pˆ)Ψ = 0, where pˆ = −i~1ˆ2∂1 is the
(Hermitian) Dirac momentum operator in (1+1) dimensions. The latter equation can also
be written as (i~Γˆ5∂0 − pˆ)Ψ = 0 (remember that Γˆ5 = γˆ0γˆ1). Now, assuming that the
operator i~Γˆ5∂0 − pˆ is acting on a common plane-wave eigensolution Ψp, we obtain the
algebraic relation (sgn(E) |p| Γˆ5 − p1ˆ2)Ψp = 0, where sgn(E) is the sign of the relativistic
energy of the one-dimensional massless Dirac particle, i.e., E = sgn(E) c |p|. Thus, in (1+1)
dimensions, the 2 × 2 matrix p1ˆ2/ |p| is related to Γˆ5 via the aforementioned algebraic
relation. We could say far more generally that there is a connection between the operator
pˆ/ |p| = diag(pˆ[1]/
∣∣p[1]∣∣ , pˆ[1]/ ∣∣p[1]∣∣) and the chirality matrix (in the latter expression, p[1]
indicates the eigenvalues of the operator pˆ[1] ≡ −i~∂1, namely, the momentum operator that
acts on one-component wave functions, and
∣∣p[1]∣∣ = |p|).
Note that, because sgn(E)Γˆ5Ψp = (pˆ/ |p|)Ψp, Ψp = (Ψ+)p + (Ψ−)p and Γˆ5(Ψ±)p =
(±1)(Ψ±)p, we have that (pˆ/ |p|)(Ψ+)p = sgn(E)1ˆ2(Ψ+)p and (pˆ/ |p|)(Ψ−)p =
−sgn(E)1ˆ2(Ψ−)p. Thus, in (1+1) dimensions, for positive energies, (Ψ+)p and (Ψ−)p are
eigenstates of Γˆ5 and pˆ/ |p| with eigenvalues +1 and −1, respectively. From the latter two
eigenvalue equations, two other eigenvalue equations for the operator pˆ[1]/
∣∣p[1]∣∣ are obtained,
namely, (pˆ[1]/
∣∣p[1]∣∣)(ϕ1)p = sgn(E)(ϕ1)p and (pˆ[1]/ ∣∣p[1]∣∣)(ϕ2)p = −sgn(E)(ϕ2)p. Certainly,
the latter two equations are the equations in (11) for the eigenstates of the energy and mo-
mentum. Thus, in (1+1) dimensions, the momentum operator pˆ[1] plays a role somewhat
similar to that of the helicity operator λˆ[2] in (3+1) dimensions (see appendix, subsection
B). Naturally, in (1+1) dimensions, there is no such thing as helicity or spin. Note that
the momentum of the positive-energy 1D Weyl particle described with the wave function
(ϕ1)p is positive, and if it has negative energy, then its momentum is negative. Likewise, the
momentum of the other positive-energy 1D Weyl particle, described with the wave function
(ϕ2)p, is negative, and if it has negative energy, then its momentum is positive. In (1+1)
dimensions, the (Dirac) chiral plane-wave eigenstates (Ψ+)p and (Ψ−)p are such that the
charge conjugate of (Ψ+)p ((Ψ−)p) is also a right-chiral (left-chiral) state [14]. Thus, the
one-component states (ϕ1)p and (ϕ2)p would not exactly describe a particle-antiparticle pair.
It should be noted, in passing, that unlike what happens with the Weyl equations in
(3+1) dimensions (Eqs. (3) and (4)), the Weyl equations in (1+1) dimensions (equations
10
in (11)) can always give real solutions, i.e., the latter equations can have solutions ï¿œ la
Majorana. Certainly, complex solutions can also be obtained.
Now, let us return to the Dirac equation in (9). Certainly, in choosing a representation,
one is choosing a set of Dirac matrices that satisfies the Clifford relation. In addition to (i),
the Weyl (or chiral or spinor) representation, {γˆ0, γˆ1} = {σˆx,−iσˆy} (with the Dirac wave
function in Eq. (9) written as Ψ ≡ [ϕ1 ϕ2 ]T), we must consider three other representations
in (1+1) dimensions, namely, (ii) the Dirac (or standard or Dirac-Pauli) representation,
{γˆ0, γˆ1} = {σˆz, iσˆy} (in this case, we write Ψ ≡ [ϕ χ ]T); (iii) the Majorana representation,
{γˆ0, γˆ1} = {σˆy,−iσˆz} (in this case, Ψ ≡ [φ1 φ2 ]T); and (iv) the Jackiw-Rebbi representation,
{γˆ0, γˆ1} = {σˆx, iσˆz} (in this case, Ψ ≡ [χ1 χ2 ]T) [19–21]. In the next section, we present
some connections between these representations, i.e., the connections between the Dirac
matrices and the two-component wave functions in two different representations.
III. BOUNDARY CONDITIONS FOR THE 3D WEYL PARTICLE IN A 1D BOX
The Weyl equations (3) and (4), written compactly in Hamiltonian form, are
i~1ˆ2
∂
∂t
ϕa = Hˆaϕa , a = 1, 2, (14)
where
Hˆa ≡
j=3∑
j=1
Hˆa,j = −i~c(−1)a−1
j=3∑
j=1
σˆj
∂
∂xj
= −i~c(−1)a−1 σˆ · ∇ (15)
is the formally self-adjoint, or Hermitian, Weyl Hamiltonian operator (or Dirac-Weyl oper-
ator), i.e., Hˆa = Hˆ
†
a († denotes the Hermitian conjugate, or the adjoint, of a matrix and an
operator). Naturally, this operator can also be written in terms of the spin operator Sˆ[2],
namely, Hˆa = c Sˆ[2] · pˆ[2]/(−1)a−1 ~2 (as we know, the label a indicates a particular type of
3D Weyl particle). The latter expression for the operator Hˆa could be generalized to the
case of arbitrary spin (see Ref. [4] and references therein). In general, Hˆa acts on the two-
component Weyl wave functions ϕa = ϕa(r, t) that belong to the Hilbert space of square
integrable functions, H = L2(Ω)2, where Ω ⊂ R3 represents a volume in three-dimensional
space. The scalar product in H is denoted by 〈ψa, χa〉 ≡
´
Ω
d3rψ†aχa, and the norm is
‖ψa ‖ ≡
√〈ψa, ψa〉, as usual. The domain of the Hamiltonian, D(Hˆa), is the set of Weyl
wave functions in H on which Hˆa can act and (generally) includes the boundary conditions
that these wave functions must satisfy at the boundary of the volume Ω. Additionally, the
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Hamiltonian, when acting on one of these functions, must produce a function that belongs
to H. By virtue of one integration by parts, the self-adjointness condition (and therefore
the hermiticity condition) of Hˆa is obtained, namely,
〈ψa, Hˆaχa〉 = 〈Hˆaψa, χa〉 − i~c(−1)a−1
ˆ
Ω
d3r ∇ · (ψ†a σˆχa) = 〈Hˆaψa, χa〉, (16)
where the volume integral is the surface integral over the boundary of the volume, i.e.,¸
∂Ω
ψ†σˆχ · dS (because of the Gauss-Ostrogradsky theorem), and it must vanish because
one imposes some specific boundary conditions on ψa and χa at ∂Ω that belong to D(Hˆa) =
D(Hˆ†a). Remember that, given Hˆa, the relation 〈ψa, Hˆaχa〉 = 〈Hˆ†aψa, χa〉 is what essentially
defines the adjoint operator Hˆ†a on a vector space. If Hˆa is Hermitian (i.e., Hˆa = Hˆ
†
a, and
thus, Hˆ†a acts in the same way as Hˆa), then the relation 〈ψa, Hˆaχa〉 = 〈Hˆaψa, χa〉 is verified.
If Hˆa is self-adjoint in addition, then it must be Hermitian, but also, the domains of Hˆa and
its corresponding adjoint must be equal (for example, if χa ∈ D(Hˆa) and ψa ∈ D(Hˆ†a), then
χa and ψa must satisfy the same boundary condition).
Now, let us consider the following three particular cases, i.e., the following three particular
Weyl Hamiltonian operators:
Hˆa,j ≡ −i~c(−1)a−1 σˆj ∂
∂xj
, j = 1, 2, 3. (17)
Again, each of these operators is formally self-adjoint (Hˆa,j = Hˆ
†
a,j) and acts on the two-
component wave functions ϕa,j = ϕa,j(x
j , t) that belong to H = L2(Ω)2, where Ω ⊂ R3 is a
three-dimensional square box. However, in each case, the corresponding three-dimensional
Weyl particle can only move inside an interval of size ℓ (i.e., inside a one-dimensional box)
on the xj-axis, with ends, for example, at xj = 0 and xj = ℓ (⇒ Ωj = [0, ℓ]). The scalar
product in H becomes 〈ψa,j, χa,j〉 ≡ Aj
´
Ωj
dxj ψ†a,jχa,j , where Aj is the area of the side of
the three-dimensional square box perpendicular to the one-dimensional interval, as expected.
In this case, it can be demonstrated that the following relation is verified:
〈ψa,j , Hˆa,jχa,j〉 = 〈Hˆa,jψa,j , χa,j〉 − i~c(−1)a−1Aj
[
ψ†a,j σˆjχa,j
]∣∣∣ℓ
0
, (18)
where [ f ]|ℓ0 ≡ f(xj = ℓ, t)− f(xj = 0, t). Certainly, if the boundary conditions imposed on
ψa,j and χa,j at the endpoints of the interval Ωj lead to cancellation of the boundary term
in Eq. (18), then the operator Hˆa,j will be at least Hermitian. Precisely, the most general
family of self-adjoint boundary conditions for each of the Weyl operators Hˆa,j (j = 1, 2, 3) is
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obtained below from the most general families of self-adjoint boundary conditions for three
(free) Dirac operators in (1+1) dimensions.
Similarly, the Dirac equation (9) in Hamiltonian form is
i~1ˆ2
∂
∂t
Ψ = hˆΨ, (19)
where
hˆ = −i~c γˆ0γˆ1 ∂
∂x
(20)
is the formally self-adjoint, or Hermitian, (free) Dirac Hamiltonian operator, hˆ = hˆ†. This
operator acts on the two-component Dirac wave functions Ψ = Ψ(x, t) that belong to the
Hilbert space H = L2([0, ℓ])2. The scalar product in H is denoted by 〈Φ, χ〉 ≡ ´
[0,ℓ]
dxΦ†χ,
and the norm is ‖Φ ‖ ≡ √〈Φ,Φ〉, as usual. In this case, it can be demonstrated that the
following relation is verified:
〈Φ, hˆχ〉 = 〈hˆΦ, χ〉 − i~c [Φ†γˆ0γˆ1χ ]∣∣ℓ
0
. (21)
As we know, if the boundary conditions imposed on Φ and χ at the endpoints of the interval
[0, ℓ] lead to cancellation of the boundary term in Eq. (21), then the operator hˆ will be at
least Hermitian. However, given a set of boundary conditions imposed on χ ∈ D(hˆ), if the
cancellation of the boundary term in Eq. (21) only depends on imposing the same boundary
conditions on Φ ∈ D(hˆ†), then the Hamiltonian is also a self-adjoint operator.
Now, with the operator hˆ in mind, let us construct the following three Dirac Hamiltonian
operators:
hˆj ≡ −i~c σˆj ∂
∂xj
, j = 1, 2, 3. (22)
Clearly, these three operators are essentially the three Weyl Hamiltonian operators Hˆa,j
(j = 1, 2, 3) in Eq. (17). Additionally, note that hˆj satisfies the relation given in Eq. (21)
with the replacements hˆ → hˆj , γˆ0γˆ1 → σˆj , Φ → Φj and χ → χj, and the latter relation is
similar to the one that Hˆa,j must satisfy (i.e., Eq. (18)). On the other hand, note that hˆ1 is
the Dirac Hamiltonian for a one-dimensional Dirac particle in the interval x ∈ [0, ℓ] in both
the Dirac and Majorana representations (γˆ0γˆ1 = σˆx). Likewise, hˆ2 is the Dirac Hamiltonian
in the interval y ∈ [0, ℓ], in the Jackiw-Rebbi representation (γˆ0γˆ1 = σˆy), and hˆ3 is the Dirac
Hamiltonian in the interval z ∈ [0, ℓ] in the Weyl representation (γˆ0γˆ1 = σˆz). Precisely, we
already know which is the most general family of boundary conditions for the self-adjoint
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operator hˆ3 (see Refs. [22, 23] and references therein), namely,
 ϕ1(z = ℓ, t)
ϕ2(z = 0, t)

 = Uˆ3

 ϕ2(z = ℓ, t)
ϕ1(z = 0, t)

 , (23)
where Uˆ3 is a unitary matrix; thus, this set of boundary conditions is characterized by four
real parameters. Certainly, the latter result can be obtained using the von Neumann theory
of self-adjoint extensions of symmetric operators, although the construction of the result can
also be done using less rigorous arguments [22].
From the result in Eq. (23), we can find the most general set of boundary conditions
for the self-adjoint operator hˆ1, which is written in both the Dirac and Majorana represen-
tations. For example, the Hamiltonian hˆ1 in the Dirac representation and hˆ3 (in the Weyl
representation) are related via a unitary transformation, namely, Sˆ13; as a consequence,
hˆ3 = Sˆ13 hˆ1 Sˆ
†
13 (certainly, we are assuming that the spatial variable is the same), and
 ϕ1
ϕ2

 = Sˆ13

 ϕ
χ

 , with Sˆ13 = 1√
2
(σˆx + σˆz) (24)
(see Ref. [14]). The first relation in Eq. (24) allows us to obtain the Dirac wave function
associated with the operator hˆ3 from the Dirac wave function associated with the operator
hˆ1 in the Dirac representation. Thus, the most general family of boundary conditions for
the self-adjoint operator hˆ1 is obtained by substituting the entire result in Eq. (24) into Eq.
(23) and finally making the obvious replacements z → x and Uˆ3 → Uˆ1, namely,
 ϕ(x = ℓ, t) + χ(x = ℓ, t)
ϕ(x = 0, t)− χ(x = 0, t)

 = Uˆ1

 ϕ(x = ℓ, t)− χ(x = ℓ, t)
ϕ(x = 0, t) + χ(x = 0, t)

 , (25)
where Uˆ1 is the unitary matrix in this case. Certainly, in the Majorana representation, the
most general family of boundary conditions for the self-adjoint operator hˆ1 has the same
format as that given in Eq. (25), namely,
 φ1(x = ℓ, t) + φ2(x = ℓ, t)
φ1(x = 0, t)− φ2(x = 0, t)

 = Uˆ ′1

 φ1(x = ℓ, t)− φ2(x = ℓ, t)
φ1(x = 0, t) + φ2(x = 0, t)

 , (26)
where Uˆ ′1 is also a unitary matrix. To demonstrate this, we can follow the following simple
procedure (which is identical to the one that led to the result given in Eq. (25)). Note, first,
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that the Hamiltonian hˆ1 in the Majorana representation and hˆ3 (in the Weyl representation)
are also related via a unitary transformation, namely, Sˆ ′13; therefore, hˆ3 = Sˆ
′
13 hˆ1 (Sˆ
′
13)
†, and
 ϕ1
ϕ2

 = Sˆ ′13

 φ1
φ2

 , with Sˆ ′13 = 12 (−i1ˆ2 + σˆx + σˆy + σˆz) = exp
(
−iπ
4
) 1√
2

 1 1
i −i


(27)
(see Ref. [14]). The first relation in Eq. (27) allows us to obtain the Dirac wave function
associated with the operator hˆ3 from the Dirac wave function associated with the operator
hˆ1 in the Majorana representation. Then, the most general family of boundary conditions
for the self-adjoint operator hˆ1, i.e., Eq. (26), is obtained by substituting the entire result
in Eq. (27) into Eq. (23), also making the obvious replacements z → x and Uˆ3 → Uˆ ′1 and,
finally, certain simplifications.
Similarly, from the result in Eq. (23), we can find the most general set of boundary con-
ditions for the self-adjoint operator hˆ2, which is written in the Jackiw-Rebbi representation.
In effect, the Hamiltonians hˆ2 and hˆ3 (in the Weyl representation) are related via the unitary
matrix Sˆ23; thus, hˆ3 = Sˆ23 hˆ2 Sˆ
†
23, and
 ϕ1
ϕ2

 = Sˆ23

 χ1
χ2

 , with Sˆ23 = 1√
2
(1ˆ2 − iσˆx). (28)
The first relation in Eq. (28) allows us to obtain the Dirac wave function associated with
the operator hˆ3 from the Dirac wave function associated with the operator hˆ2. Thus, the
most general family of boundary conditions for the self-adjoint operator hˆ2 is obtained by
substituting the entire result in Eq. (28) into Eq. (23) and finally making the obvious
replacements z → y and Uˆ3 → Uˆ2, namely,
 χ1(y = ℓ, t)− iχ2(y = ℓ, t)
χ2(y = 0, t)− iχ1(y = 0, t)

 = Uˆ2

 χ2(y = ℓ, t)− iχ1(y = ℓ, t)
χ1(y = 0, t)− iχ2(y = 0, t)

 , (29)
where Uˆ2 is a unitary matrix.
From the results given in Eqs. (23), (25) (or (26)) and (29), we can immediately write
the most general families of boundary conditions for the self-adjoint Weyl operators Hˆa,3,
Hˆa,1 and Hˆa,2, respectively. First, the operator
Hˆa,1 ≡ −i~c(−1)a−1 σˆx ∂
∂x
(a = 1, 2) (30)
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can act on two-component wave functions ϕa,1 ≡ ϕa =
[
ϕta ϕ
b
a
]T
that satisfy any of the
following boundary conditions:
 ϕta(x = ℓ, t) + ϕba(x = ℓ, t)
ϕta(x = 0, t)− ϕba(x = 0, t)

 = Aˆ1

 ϕta(x = ℓ, t)− ϕba(x = ℓ, t)
ϕta(x = 0, t) + ϕ
b
a(x = 0, t)

 , (31)
where Aˆ1 is a unitary matrix. Because we want to highlight here the dependence of the
boundary conditions with the label a, we can assume that the operator
Hˆa,2 ≡ −i~c(−1)a−1 σˆy ∂
∂y
(a = 1, 2) (32)
can act on two-component wave functions that we write again as ϕa,2 ≡ ϕa =
[
ϕta ϕ
b
a
]T
and
that satisfy any of the following boundary conditions:
 ϕta(y = ℓ, t)− iϕba(y = ℓ, t)
ϕba(y = 0, t)− iϕta(y = 0, t)

 = Aˆ2

 ϕba(y = ℓ, t)− iϕta(y = ℓ, t)
ϕta(y = 0, t)− iϕba(y = 0, t)

 , (33)
where Aˆ2 is a unitary matrix. Similarly, the operator
Hˆa,3 ≡ −i~c(−1)a−1 σˆz ∂
∂z
(a = 1, 2) (34)
acts on the wave functions ϕa,3 ≡ ϕa =
[
ϕta ϕ
b
a
]T
that satisfy at least one of the following
infinite boundary conditions:
 ϕta(z = ℓ, t)
ϕba(z = 0, t)

 = Aˆ3

 ϕba(z = ℓ, t)
ϕta(z = 0, t)

 , (35)
where Aˆ3 is a unitary matrix.
Note that the Weyl equations with the operators Hˆa,1 and Hˆa,3, i.e., Eq. (14) with the
replacements Hˆa → Hˆa,1 and Hˆa → Hˆa,3, can provide real solutions (see the comment made
in the last paragraph of section II, subsection A). Thus, if we impose on the corresponding
wave function ϕa the reality condition (ϕa = ϕ
∗
a), ϕa and ϕ
∗
a must meet the boundary
conditions in Eqs. (31) and (35), in which case the unitary matrices in these equations,
Aˆ1 and Aˆ3, must also be real, i.e., these matrices must be orthogonal. Consequently, in
this case, the families of general boundary conditions given in Eqs. (31) and (35) only
depend on one real parameter. On the other hand, the Weyl equations in (14) with the
replacement Hˆa → Hˆa,2 cannot give real-valued solutions. Thus, these necessarily complex
solutions support any boundary condition included in the real four-parameter general family
of boundary conditions given in Eq. (33) (see appendix, subsection C).
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IV. BOUNDARY CONDITIONS FOR THE 1D WEYL PARTICLE IN A (1D)
BOX
We have described above general families of self-adjoint boundary conditions for a 3D Weyl
particle in three one-dimensional boxes. Let us now consider a one-dimensional Weyl particle
in a box of size ℓ, with ends, for example, at x = 0 and x = ℓ. First, the two Weyl equations
in Eq. (11) can be written in a single equation in their canonical form as follows:
i~
∂
∂t
ϕa = hˆaϕa , a = 1, 2, (36)
where
hˆa ≡ −i~c(−1)a−1 ∂
∂x
(37)
is the formally self-adjoint, or Hermitian, one-dimensional Weyl Hamiltonian operator, i.e.,
hˆa = hˆ
†
a. Note that hˆa is practically the non-relativistic momentum operator [24], i.e.,
hˆa = c(−1)a−1pˆ[1] (as we know, the label a indicates the type of 1D Weyl particle that we are
describing). The Hamiltonian is also a self-adjoint operator; this is (essentially) because its
domain, i.e., the set of Weyl one-component wave functions ϕa = ϕa(x, t) in the Hilbert space
of the square integrable functions H = L2[0, ℓ] on which hˆa can act (≡ D(hˆa) ⊂ H), includes
the generalized periodic boundary condition dependent on a single parameter, namely,
ϕa(ℓ, t) = exp(iθa)ϕa(0, t), (38)
with θa ∈ [0, 2π); in addition, hˆaϕa ∈ H (for a complete derivation of the latter result, see
Ref. [24]). Moreover, the scalar product in H is denoted by 〈ψa, χa〉 ≡
´ ℓ
0
dxψ∗aχa, and
the norm is ‖ψa ‖ ≡
√〈ψa, ψa〉. Precisely, hˆa satisfies the following condition, that is, the
hermiticity condition (or, in this case, the self-adjointness condition):
〈ψa, hˆaχa〉 = 〈hˆaψa, χa〉 − i~c(−1)a−1 [ψ∗aχa ]
∣∣ℓ
0
= 〈hˆaψa, χa〉, (39)
where ψa and χa are Weyl wave functions in D(hˆa) = D(hˆ†a).
Note that the (free) Weyl equations in (1+1) dimensions (see Eq. (36)) can always provide
real-valued solutions. Thus, if we impose on the wave function ϕa the reality condition, i.e.,
ϕa = ϕ
∗
a, then ϕa and ϕ
∗
a must satisfy the same boundary condition written above, in which
case the phase factor exp(iθa) must be real. The latter condition implies that θa = 0 or
θa = π. Thus, the boundary conditions for the (uncharged) 1D (free) Weyl particle are
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ϕa(ℓ, t) = ϕa(0, t), i.e., the periodic boundary condition, and ϕa(ℓ, t) = −ϕa(0, t), i.e., the
antiperiodic boundary condition.
V. CONCLUSIONS
Our primary objective in this article was to obtain the most general families of (self-adjoint)
boundary conditions that can be imposed on the general solutions of the time-dependent
Weyl equations that describe a 3DWeyl particle and a 1DWeyl particle in a one-dimensional
box. Because the one-dimensional box can be placed on any Cartesian axis, one has three
Weyl equations for the 3D Weyl particle in the box (i.e., Eq. (14) with the replacement
Hˆa → Hˆa,j, where Hˆa,j is given in Eq. (17)). Each of the Weyl Hamiltonians present in these
equations can be identified with a Dirac Hamiltonian that describes a 1D Dirac particle
in a one-dimensional box. Because we know which is the most general family of boundary
conditions for the Dirac operator in the Weyl representation, we were able to construct,
from the latter, the most general families of boundary conditions for the other two Dirac
operators by means of unitary transformations (i.e., via changes of representation). In the
end, the three general families of (self-adjoint) boundary conditions for the 3D Weyl particle
in the 1D box are characterized by four real parameters (which, in each case, constitute
a 2 × 2 unitary matrix). In the cases where Weyl’s equations can give real-valued general
solutions, each family of four real parameters becomes two families each characterized by a
single real parameter (each parameter within a 2× 2 orthogonal matrix).
On the other hand, for the 1D Weyl particle, we have a Weyl equation whose Weyl
Hamiltonian is similar to the non-relativistic momentum operator for the particle in a box
(see Eqs. (36) and (37)). Thus, the most general family of (self-adjoint) boundary conditions
for the 1D Weyl particle in the (1D) box is characterized by one real parameter. In this
case, the general solutions of the Weyl equation can always be real-valued, but then these
solutions can only accept periodic and antiperiodic boundary conditions.
The mathematical manner in which the Weyl Hamiltonian (and that of Dirac) acts on
a wave function in (3+1) dimensions, that is, in a way that depends on the direction in
which the particles move and on certain matrices along that direction (the “σˆ · pˆ[2]” term
in the Weyl Hamiltonian), has found applications that far surpass high-energy physics. For
example, in condensed-matter physics, the Weyl and the Dirac equations can be used to
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describe the band structure of Dirac materials (or systems where the low-energy electronic
excitations are essentially described by Weyl or Dirac equations). A famous two-dimensional
Dirac material is graphene, which hosts excitations described by a 2D Weyl equation (see,
for example, Refs. [25, 26] and references therein). We hope that our results, although valid
for a one-dimensional system, can also be applied to some of the various accessible systems
within condensed-matter physics.
VI. APPENDIX
A. On rotations
Let us write an ordinary spatial rotation through an angle θ around the xj-axis, that is,
[ ct′ x′ y′ z′ ]T = Λˆj [ ct x y z ]
T (i.e., xµ ′ = (Λj)
µ
ν x
ν ⇒ xµ = (Λ−1j )µν xν ′), where
Λˆj = Λˆj(θ) = exp
(
iθJˆj
)
, (A1)
with
Jˆ1 =

 0ˆ2 0ˆ2
0ˆ2 σˆy

 , Jˆ2 =

 0ˆ2 i2(1ˆ2 − σˆz)
− i
2
(1ˆ2 − σˆz) 0ˆ2

 , Jˆ3 =

 0ˆ2 − i2(σˆx − iσˆy)
i
2
(σˆx + iσˆy) 0ˆ2

 .
(A2)
Then, under this linear transformation, the Dirac wave function in (3+1) dimensions trans-
forms as Ψ′(xk ′, t′) = Sˆ(Λj)Ψ(x
k, t) (k = 1, 2, 3), where Sˆ(Λj), which obeys the relation
(Λj)
µ
ν γˆ
ν = Sˆ−1(Λj) γˆ
µ Sˆ(Λj), is given by Sˆ(Λj) = exp(iθ iγˆ
kγˆl/2) (l = 1, 2, 3) for cyclic
{j, k, l}. Because Σˆ = (iγˆ2γˆ3, iγˆ3γˆ1, iγˆ1γˆ2) (= γˆ5γˆ0γˆ), we can write the 4× 4 matrix Sˆ(Λj)
as follows:
Sˆ(Λj) = exp
(
iθ
Σˆj
2
)
, (A3)
i.e., the spin operator in (3+1) dimensions Sˆ = ~Σˆ/2 is essentially the generator of
spatial rotations. In the Weyl representation, Sˆ(Λj) is a block-diagonal matrix because
Σˆ = diag(σˆ, σˆ), and we obtain the following results:
 ϕt1 ′(xj ′, t′)
ϕb1
′(xj ′, t′)

 = [ cos(θ
2
)
1ˆ2 + i sin
(
θ
2
)
σˆj
] ϕt1(xj , t)
ϕb1(x
j , t)

 (A4)
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and 
 ϕt2 ′(xj ′, t′)
ϕb2
′(xj ′, t′)

 = [ cos(θ
2
)
1ˆ2 + i sin
(
θ
2
)
σˆj
] ϕt2(xj , t)
ϕb2(x
j , t)

 .
That is, the two-component wave functions (or Weyl spinors) in (3+1) dimensions ϕ1 and
ϕ2 transform in the same way under spatial rotations. Obviously, in (1+1) dimensions, a
pure (spatial) rotation is not possible.
B. On the concept of helicity
In (3+1) dimensions, the eigenstates (Ψ+)p = [ (ϕ1)p 0 ]
T and (Ψ−)p = [ 0 (ϕ2)p ]
T of the
helicity operator λˆ ≡ Σˆ · pˆ/ ‖p‖ = Sˆ · pˆ/~
2
‖p‖ (= diag(λˆ[2], λˆ[2])) satisfy the following
relations that depend on the sign of the energy:
Sˆ · pˆ‖p‖ (Ψ+)p = sgn(E)
~
2
1ˆ4(Ψ+)p , Sˆ · pˆ‖p‖ (Ψ−)p = −sgn(E)
~
2
1ˆ4(Ψ−)p, (B1)
and therefore,
Sˆ[2] ·
pˆ[2]∥∥p[2]∥∥ (ϕ1)p = sgn(E)
~
2
1ˆ2(ϕ1)p , Sˆ[2] ·
pˆ[2]∥∥p[2]∥∥ (ϕ2)p = −sgn(E)
~
2
1ˆ2(ϕ2)p, (B2)
where λˆ[2] ≡ σˆ · pˆ[2]/
∥∥p[2]∥∥ = Sˆ[2] · pˆ[2]/~2 ∥∥p[2]∥∥ and ∥∥p[2]∥∥ = ‖p‖. Thus, the eigenvalues
of the operators λˆ and λˆ[2] only indicate whether the direction of the spin of the particle
in question is parallel or antiparallel to its respective momentum; however, all of these
eigenvalues are also dependent on the sign of the energy.
Let us now introduce the so-called (Hermitian) classical velocity operator vˆcl ≡ c2pˆEˆ−1
(which corresponds to the formula of classical relativistic mechanics that provides the ve-
locity as a function of momentum and energy), where Eˆ is the Dirac Hamiltonian operator
[27]. Clearly, if vˆcl acts on the Dirac plane-wave solution Ψp, one obtains the eigenvalue
vcl = c
2p/E, i.e., vcl = sgn(E) cp/ ‖p‖ (⇒ ‖vcl‖ = c, as expected). Then, we can use these
results to write the relations in (B1) and (B2) such that they do not depend on the sign of
the energy, that is,
Sˆ · vˆcl
c
(Ψ+)p =
~
2
1ˆ4(Ψ+)p , Sˆ · vˆcl
c
(Ψ−)p = −~
2
1ˆ4(Ψ−)p, (B3)
and
Sˆ[2] ·
(vˆcl)[2]
c
(ϕ1)p =
~
2
1ˆ2(ϕ1)p , Sˆ[2] ·
(vˆcl)[2]
c
(ϕ2)p = −~
2
1ˆ2(ϕ2)p, (B4)
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respectively (where (vˆcl)[2] = sgn(E) c pˆ[2]/
∥∥p[2]∥∥ and vˆcl = diag((vˆcl)[2], (vˆcl)[2])). In this
way, the eigenvalues of the operators Sˆ·vˆcl/c and Sˆ[2] ·(vˆcl)[2]/c indicate whether the direction
of the spin of the particle in question is parallel or antiparallel to the movement of the
particle. For example, the spin of the 3D Weyl particle described by (ϕ1)p is always parallel
to its direction of motion, but the spin of the 3D Weyl particle described by (ϕ2)p is always
antiparallel to its direction of motion.
As we have seen, the eigenstates of the operator pˆ/ |p| in (1+1) dimensions, (Ψ+)p =
[ (ϕ1)p 0 ]
T and (Ψ−)p = [ 0 (ϕ2)p ]
T, comply with relations that depend on the sign of the
energy, namely,
pˆ
|p|(Ψ+)p = sgn(E)1ˆ2(Ψ+)p ,
pˆ
|p|(Ψ−)p = −sgn(E)1ˆ2(Ψ−)p, (B5)
from which similar relations for (ϕ1)p and (ϕ2)p are immediately obtained, namely,
pˆ[1]∣∣p[1]∣∣(ϕ1)p = sgn(E)(ϕ1)p ,
pˆ[1]∣∣p[1]∣∣(ϕ2)p = −sgn(E)(ϕ2)p, (B6)
where pˆ/ |p| = pˆ[1]1ˆ2/
∣∣p[1]∣∣ and ∣∣p[1]∣∣ = |p|. Clearly, the operators pˆ/ |p| and Sˆ · pˆ/ ‖p‖,
as well as pˆ[1]/
∣∣p[1]∣∣ and Sˆ[2] · pˆ[2]/ ∥∥p[2]∥∥, have a certain similarity (when acting on their
respective chiral plane-wave eigenstates). The Dirac plane-wave Ψp is also an eigensolution
of the (Hermitian) classical velocity operator vˆcl ≡ c2pˆEˆ−1 and has eigenvalue vcl = c2p/E =
sgn(E) c p/ |p| (Eˆ (= hˆ) is the Dirac Hamiltonian operator in (1+1) dimensions). This fact
allows us to write the relations in (B5) and (B6) in a form independent of the energy sign,
namely,
vˆcl
c
(Ψ+)p = 1ˆ2(Ψ+)p ,
vˆcl
c
(Ψ−)p = −1ˆ2(Ψ−)p, (B7)
and
(vˆcl)[1]
c
(ϕ1)p = (ϕ1)p ,
(vˆcl)[1]
c
(ϕ2)p = −(ϕ2)p, (B8)
respectively (where (vˆcl)[1] = sgn(E) c pˆ[1]/
∣∣p[1]∣∣ and vˆcl = (vˆcl)[1]1ˆ2). Clearly, the eigenvalues
of the operators vˆcl/c and (vˆcl)[1]/c indicate whether the particle in question, whether it is
a 1D Dirac particle or a 1D Weyl particle, actually moves to the right or to the left. For
example, the 1D Weyl particle described by (ϕ1)p always moves to the right (left), but the
1D Weyl particle described by (ϕ2)p moves to the left (right).
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C. On the boundary conditions for the Weyl equations
We have obtained the most general families of boundary conditions for the (time-dependent)
Weyl equations given in Eq. (14) (i.e., in (3+1) dimensions), where the (self-adjoint) Weyl
Hamiltonian operators present are precisely the operators Hˆa,j given in Eq. (17). Each of
the three families of boundary conditions (labeled by j = 1, 2, 3 and given in Eqs. (31), (33)
and (35)) is parametrized by a unitary 2 × 2 matrix, that is, by 22 = 4 real parameters. A
feasible parametrization for these unitary matrices, for example, for the matrix Aˆ1 in Eq.
(31), is given by
Aˆ1 = exp(iµ)

m0 − im3 −m2 − im1
m2 − im1 m0 + im3

 , (C1)
where µ ∈ [0, π), and real quantities m0, m1, m2 and m3, satisfy (m0)2 + (m1)2 + (m2)2 +
(m3)
2 = 1 (but also det(Aˆ1) = exp(i2µ)) [28]. For other interesting examples of Hamilto-
nians operators whose self-adjoint extensions (or sets of general boundary conditions) are
characterized in terms of unitary matrices, see Refs. [29, 30].
On the other hand, all boundary conditions that are part of each of these three families
of self-adjoint boundary conditions cancel the boundary term in Eq. (18), which implies
that
c
[
ϕ†a,j σˆjϕa,j
]∣∣∣ℓ
0
≡ [ Ja,j ]|ℓ0 = 0 ⇒ Ja,j(xj = ℓ, t) = Ja,j(xj = 0, t), (C2)
where Ja,j = Ja,j(x
j, t) is the probability current density [11]. Thus, all of the self-adjoint
boundary conditions lead to the equality of Ja,j at the ends of the box. Within each gen-
eral family of boundary conditions, there are boundary conditions that simply cancel the
probability current density at these extremes; they are called confining boundary condi-
tions. For example, the following confining boundary conditions for the Weyl Hamiltonian
Hˆa,1 are contained in Eq. (31): ϕ
t
a(x = ℓ, t) = ϕ
t
a(x = 0, t) = 0 (Aˆ1 = −1ˆ2), i.e., the
upper component of the wave function ϕa,1 ≡ ϕa can satisfy the Dirichlet boundary condi-
tion; ϕba(x = ℓ, t) = ϕ
b
a(x = 0, t) = 0 (Aˆ1 = +1ˆ2), i.e., the lower component of the wave
function ϕa,1 ≡ ϕa can also satisfy the Dirichlet boundary condition. However, the entire
two-component Weyl wave function ϕa,1 ≡ ϕa does not support this boundary condition at
the walls of the box, i.e., the latter is not contained in Eq. (31). This result is also fulfilled
by the Dirac wave function [31]. Likewise, there are also boundary conditions that do not
cancel Ja,j at the ends of the box; they are called non-confining boundary conditions. For
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example, the following non-confining boundary conditions for the Weyl Hamiltonian Hˆa,1
are also contained in Eq. (31): ϕta(x = ℓ, t) = ϕ
t
a(x = 0, t) and ϕ
b
a(x = ℓ, t) = ϕ
b
a(x = 0, t)
(Aˆ1 = +σˆx), i.e., the wave function ϕa,1 ≡ ϕa can satisfy the periodic boundary condition;
ϕta(x = ℓ, t) = −ϕta(x = 0, t) and ϕba(x = ℓ, t) = −ϕba(x = 0, t) (Aˆ1 = −σˆx), i.e., the wave
function ϕa,1 ≡ ϕa can also satisfy the antiperiodic boundary condition.
As was noted in section III, the (time-dependent) Weyl equations with the (self-adjoint)
Hamiltonian operators Hˆa,1 and Hˆa,3 can provide purely real-valued solutions. Thus, if we
impose on the respective wave functions the reality condition, these wave functions and their
respective complex conjugates must satisfy the same boundary conditions, in which case the
unitary matrices Aˆ1 and Aˆ3 must each be orthogonal. For example, in this case, the unitary
matrix Aˆ1 in Eq. (C1) takes the form
Aˆ1 =

m0 −m2
m2 m0

 , (C3)
where (m0)
2 + (m2)
2 = 1, and therefore, det(Aˆ1) = +1 (because m1 = m3 = 0 and µ = 0).
Likewise, Aˆ1 in Eq. (C1) can also take the form
Aˆ1 =

m3 m1
m1 −m3

 , (C4)
where (m1)
2+(m3)
2 = 1, and therefore, det(Aˆ1) = −1 (because m0 = m2 = 0 and µ = π/2)
[28]. Contrarily, the (time-dependent) Weyl equation with the (self-adjoint) Hamiltonian
operator Hˆa,2 cannot provide real-valued solutions; thus, the corresponding wave functions
support any boundary condition included in Eq. (33).
On the other hand, in (1+1) dimensions, the most general family of self-adjoint boundary
conditions for each of the (time-dependent) Weyl equations given in Eq. (36) is characterized
by a phase, i.e., by a single real parameter. All boundary conditions present in these two
families of boundary conditions cancel the boundary term in Eq. (39), which implies that
[ϕ∗aϕa ]|ℓ0 ≡ [ ̺a ]|ℓ0 = 0 ⇒ ̺a(x = ℓ, t) = ̺a(x = 0, t), (C5)
where ̺a = ̺a(x, t) is the probability density. In this case, each Weyl equation leads to
an atypical continuity equation, in which the probability density is precisely proportional
to the probability current density, namely, ∂(ϕ∗aϕa)/∂t + (−1)a−1∂(c ϕ∗aϕa)/∂x = 0. With
23
that said, it is clear that all boundary conditions within the two one-parametric families of
boundary conditions are non-confining boundary conditions, i.e., none of them can cancel
the probability current density at the ends of the box.
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