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ABSTRACT 

The work described in this thesis is based on the results of a clinical trial conducted by the research team 
at the Medical Informatics Unit of the University of Cambridge, which show that the Ballistocardiogram 
(BCG) has prognostic value in detecting impaired left ventricular function before it becomes clinically 
overt as myocardial infarction leading to sudden death. The objective of this study is to develop and 
demonstrate a framework for realising an on-line BCG signal classification model in a portable device 
that would have the potential to find pathological signs as early as possible for home health care. 
Two new on-line automatic BeG classification models for time domain BeG classification are 
proposed. Both systems are based on a two stage process: input feature extraction followed by a neural 
classifier. One system uses a principal component analysis neural network, and the other a discrete 
wavelet transform, to reduce the input dimensionality. Results of the classification, dimensionality 
reduction, and comparison are presented. It is indicated that the combined wavelet transform and MLP 
system has a more reliable performance than the combined neural networks system, in situations where 
the data available to determine the network parameters is limited. Moreover, the wavelet transfonn 
requires no prior knowledge of the statistical distribution of data samples and the computation complexity 
and training time are reduced. Overall, a methodology for realising an automatic BeG classification 
system for a portable instrument is presented. 
A fully paralJel neural network design for a low cost platform using field programmable gate 
arrays (Xilinx's XC4000 series) is explored. This addresses the potential speed requirements in the 
biomedical signal processing field. It also demonstrates a flexible hardware design approach so that an 
instrument's parameters can be updated as data expands with time. To reduce the hardware design 
complexity and to increase the system performance, a hybrid learning algorithm using random 
optimisation and the backpropagation rule is developed to achieve an efficient weight update mechanism 
in low weight precision learning. The simulation results show that the hybrid learning algorithm is 
effective in solving the network paralysis problem and the convergence is much faster than by the 
standard backpropagation rule. The hidden and output layer nodes have been mapped on Xilinx FPGAs 
with automatic placement and routing tools. The static time analysis results suggests that the proposed 
network implementation could generate 2.7 billion connections per second performance. 
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Chapter 1 
Introduction 
1.1 Introduction 
Heart disease is a major public health problem in the industrialised countries. According to research in 
Glasgow (Dargie, 1994), the proportion of heart failure caused deaths was 55% in 5 years in the hospital, 
and 40% to 60% in 1 year outside the hospital. Figure 1.1 also shows the results of survey data in the 
United States in 1991 (Cura, 1995) which indicated that heart disease is the main killer both in men and 
women. Reduction in the mortality of this disease could be achieved primarily through early detection 
and treatment. Over the past few decades, scientists and doctors have built up many methods to monitor 
cardiac performance and to diagnose heart disease. Among these methods, the non-invasive approaches 
for monitoring physiological values, such as Electrocardiography (ECG), Seismocardiography (SCG), 
and Ballistocardiography (BCG), have continued to stimulate interest. 
Traditionally, the physicians in hospitals need to interpret characteristics of the measured records 
and to calculate relevant parameters to determine whether or not the heart shows signs of cardiac disease. 
Recently, the advances in computer and electronic technology have provided a basis for automatic 
cardiac performance monitoring and heart disease diagnosis to assist clinical practice by saving 
diagnostic time. These technologies along with artificial intelligence research have also established 
entirely new applications in detecting the risk of heart disease (Harrison et ai., 1991). However, the 
demands of practical health care require that these technologies are not limited to hospital environments 
but are able to detect the vital signs of heart disease during daily life under unrestricted conditions. For 
example, it would be helpful for both doctors and patients, if the preliminary heart condition could be 
monitored regularly at the home before making the decision whether or not it is necessary to visit 
hospital, for further multiple assessment and treatment. Thus, the time and transport expenses could be 
saved. Moreover, the recent state-of-the-art communications technology has influenced the new 
technology, telemedicine, which lets doctors investigate the patients via electronic information exchange. 
Complex equipment is of little use to this application unless it simplifies the complicated procedure and is 
less expensive (Ream, 1978). These requirements lead to increasing innovation in portable systems 
resulting in reduction in size, weight and power consumption to an extent that the instruments are 
available in routine life monitoring and diagnosis to many users. Wiesspeiner and Xu (1992) reported a 
miniature data processing system for monitoring circulation related biosignals. Bertolet and Pepine 
(1994) described a portable device for ECG monitoring for which the recorded signal can be transmitted 
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to the hospital via a telephone line. Leong and Jabri (1995) implemented an artificial neural network 
algorithm to an implantable cardioverter defibrillator (ICD) device for arrhythmia classification. The 
advantage of these devices is that patients are allowed to monitor their heart condition in a variety of less 
restricted situations. It offers a great flexibility in real world applications. 
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Figure 1.1: Heart disease is the greatest killer as shown by data for 1991 in U. S. A., after Cura (1995) 
A ballistocardiograph is a record of the movements of the body caused by shifts in the centre of 
mass of the blood, including recoil force during cardiac ejection, and by the motion of the heart itself 
during each cardiac cycle (Star and Noordergraaf, 1967). This body movement can be recorded by a 
BeG apparatus provided that the coupling of the subject to the measurement platform is sufficiently tight. 
There are three types of BeG apparatus. In the first the subject lies on a bed. In the second the subject 
sits on a chair, and in the third the subject stands on a platform. The main distinguishing feature of this 
technique is that no electrodes are needed to be attached to the body during the measurements. This 
provides a potential application that the BeG can serve as a relatively low cost, non-invasive, easy-to­
use, home screening procedure for heart condition assessment so saving transport, time and money. 
In the past several years, the BeG has been used in a variety of clinical studies such as 
prognosis, monitoring, screening, physical conditioning, stress tests, evaluation of therapy, cardiovascular 
surgery and clinical conditions (Brown et aI., 1965; Starr and Noordergraaf, 1967; Marineli et. al., 1991). 
Starr and Wood (1961) studied the baUistocardiograms of a group of volunteers and followed them for 
17-23 years until some of them eventually developed various kinds of cardiac disease. Their results have 
shown that, in spite of the difficulties in calibration, a simple qualitative classification of the resting BeG 
could be used to predict, with considerable confidence, the development of ischemic myocardial disease, 
even when the electrocardiogram was normal. Other research also proved the prognostic value of the 
BeG in cardiovascular screening and epidemiological studies (Kiessling, 1970; Lynn and Wolf, 1974). 
Using BCG for sleep research has also been conducted (Erkinjuntti et a1., 1984; Jansen and Shankar, 
1993; Polo et a1. 1992). In a recent pilot study, Zhao (1994) has used combined statistical pattern 
recognition and neural network methods for BeG signal analysis and the preliminary results indicated 
that the chair BeG (subject sitting on a chair) signal has potential application in the prognosis of heart 
'" 	
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attack risk. It would therefore be of value if the BCG could be used as a non-invasive alternative for the 
prediction of subjects at risk of heart attack that could help clinicians to establish an early treatment. 
Although studies have been made in the last few decades on the subject of improving BCG 
measurement technology, there has tended to be relatively little work done to attempt to improve the 
BCG process and analysis methods by using modem signal processing technology (Zhao, 1994). In fact, 
the analysis is usually performed by manually taking the measurements from a chart recorder or on 
digital computers with software packages. There is little work on developing computer assisted analysis 
systems that are capable of operating in real time, especially those incorporating artificial intelligence 
methods for BCG pattern classification. Moreover, no reports have been made in the literature to 
implement decision making algorithms in a portable system for real world application (Yu et ai., 1995). 
There is a need to add such capabilities in the field of the BCG, in particular, the problems of diagnosis 
and prognosis, so that the BCG data can be processed in an integrated environment. Furthermore, the 
automated BCG diagnostic system can provide a means for BCG diagnostic standardisation. This thesis 
is concerned with developing and demonstrating the effectiveness of an automatic BCG classification 
system which can be implemented using artificial neural networks architecture to provide an inexpensive 
and convenient diagnosis and prognosis means in patients' homes. The BCG data used in this study is 
provided by the Medical Informatics Unit of the University of Cambridge on a collaboration basis. 
1.2 	 Ballistocardiography and Ballistocardiography 

Instrumentation: An Overview 

1.2.1 	 BeG Background 
The ballistocardiographic system as a whole consists of the cardiovascular system as primary source of 
force, the human body acting as a connecting link, and the mechanical part of the ballistocardiographic 
apparatus as the receiver of the mechanical transmission system. The transmission ofthe force from the 
source to the ballistocardiographic apparatus is influenced by the mechanical characteristics of all these 
parts (Smith, 1974). The function of a BCG transducer is therefore to transform the BCG force into a 
form that can be readily available for direct analysis or acquisition. 
In contrast to the ECG, the BCG signal is a number of events which act simultaneously 
throughout the cardiac cycle, so that a wave tip merely means that the sum of several events is maximal 
or minimal. Therefore, a wave peak or inflexion of the record cannot, in general, be attributed to a single 
physiologic event in clinical diagnosis, although one event may be the major contributor (Smith, 1974), 
Figure 1.2 presents a typical cycle of a BCG signal and simultaneous ECG records. It is a difficult signal 
to decompose. Usually the R-wave of the ECG record is used to identify the BCG cardiac cycles. The 
pattern begins with a small headward deflection, the H wave, which is thought to be initiated by the apex 
thrust that occurs during the isometric contraction (Hamilton et a!., 1945). The I wave is probably caused 
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by the footward component of the cardiac recoil accompanying ventricular ejection. The J wave 
corresponds to the deceleration of either the blood or impulse wave, or both, by the aortic and pulmonary 
arches and possibly by the head (Brown et ai., 1952). The J wave is the highest normal deflection and 
estimates the stroke volume and the forcefulness of cardiac ejection (Brown et al. 1952). The J-K 
deflection probably represents the deceleration of the footward travelling impUlse wave by the arteriolar 
peripheral resistance in the legs (Hamilton et ai., 1945). The L, M, N, and 0 waves are called "after 
waves" which are produced during diastole (Polo, 1992). 
J 
BCG Signal 
R 
ECG Signal 
Figure 1.2: A cardiac cycle ofan BeG and EeG signal 
The BeG was first observed by Parry in 1786 to detect the oscillations of the trunk synchronous 
with heart beat. The first BCG recording was published by Gordon (1877) who demonstrated that motion 
of the body occurs with each heart beat. Along with Cougus and Haldane, Henderson constructed a 
much simpler and less reliable instrument to record BeG. Starr and his co-workers (1939) paved the 
way for cardiac evaluation based on analysis of the BCG by showing that the ejection from the right 
ventricle reflected in the BeG is approximately one-fifth that of the left ventricle. Thus, they proved that 
the BeG is mainly determined by the ejection pattern of the left ventricle of the heart. Starr (1939) also 
established a model of cardiac dynamics. He judged that the deflection of a high frequency BeG 
waveform was caused by the mass of the blood and its acceleration. Since then scattered attempts have 
been made to investigate the BeG and its application in medicine. In 1970, the emphasis on non-invasive 
techniques for the cardiac diagnosis in contemporary medicine has made the ballistocardiogram more 
appealing (Smith, 1974). The development in recent years has involved new methods for measuring and 
interpreting ballistocardiograms based on transducer and computer techniques (Alihanka et aI., 1981; 
Hanka, 1979; Rohen, 1985; Schwerdt et aI., 1987; Zhao, 1994). These developments allow 
measurements to be standardised and to be more accurate. 
The type of apparatus used in obtaining ballistocardiograms vary in their frequency response and 
structure. They can be divided into high frequency (HF) BeG with natural system frequency around 15 
Hz , Low frequency (LF) BCG with natural system frequency about 1.0 to 1.5 Hz and Ultra Low 
5 
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frequency (ULF) BCG with a natural frequency below 0.5 Hz. However, there is no specific defmition of 
frequency ranges for these systems in the literature. 
It was noted that both the HF BCG and the LF BCG are more easily affected by high frequency 
interference than ULF BCG (Noordergaaf, 1965). The ULF BCG has proved to be more useful and 
studied more in modem BCG applications (Wright, 1975; Alihanka, 1987; Zhao, 1994). It is the more 
practical system used in today's BeG study. 
1.2.2 Survey of Existing BeG Instrumentation 
Wright (1975) described a practical portable instrument to record the BCG. The primary goal 
of his work was to develop a practical BCG recording instrument for following changes in heart action in 
the intensive care situation or during anaesthesia, when the patient will normally be lying fairly still. The 
instrument consists of a pneumatic accelerometer which is worn on the top of the head, secured by a strap 
under the chin. The recorded BCG waveform can be displayed on a meter, or interfaced to a BCG 
recorder, to record the waveform for later analysis. This method provides the potential application for the 
BeG signal to be recorded in the patient's bed at home. However, there is no signal processing part 
included in the instrumentation. The portable BCG device provides an interface port which can be 
connected to either a chart recorder or a data acquisition system to record the signal for later analysis. 
However, the BCG analysis must be done in the hospital or laboratories. Therefore, it is an on-line 
recording instrument and needs off-line analysis equipment. 
Alihanka (1987) developed a static charge sensitive bed (SeSB) to measure the BeG signals. 
The SCSB provides a new method that allows long-term monitoring of the BCG in the subject's own bed. 
The BlOREC Company has now made a prototype as a commercial product based on the SCSB method 
for recording the BCG signal and body movement during sleep, which is named BioMatt Monitoring 
System (BIOREC, 1994). In this method, the subject lies on a mattress system and various body 
movements induce potential difference between two large metal plates located under the mattress and 
isolated from each other by a stiff insulating plate. The potential difference between the metal plates is 
recorded by a conventional differential amplifier. The recorded signal is a mixed effect of body 
movements, heart beat, blood transportation and respiration etc., that all contribute to the change of the 
static charge distribution. The SeSB method provides a simple and comfortable way of BCG detection 
in the home. A software package runs on a personal computer (PC) to record, process and monitor on­
line SCSB output. The software can automatically calculate three parameters: respiratory movement, 
cardiac force and body movement. However, the on-line monitoring system, as shown in Figure 1.3, 
needs a 386 or later version PC with the minimum hardware requirements of at least 100 MB hard disk 
space for saving the original signals and 10 MB free hard disk space to run the specific program. It is an 
automated monitoring and data acquisition system. The diagnosis decisions still rely on doctors' 
knowledge. 
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Figure 1.3: An on-line monitoring system for Static Charge Sensitive Bed (SCSB). 
In order to obtain a three dimensional impression of ballistocardiac action, Schwerdt et al. 
(1987) developed a computer based force vectorballistocardiography that detects the ballistocardiogram 
in three directions. Three piezoelectric force transducers are placed on the patient who lies on the bed. 
Each of the transducers permits simultaneous recording of dynamic forces in three orthogonal directions. 
The outputs of the x, y and z components of each force transducer are added algebraically to give the 
total x, y and z components of the BCG force vectors respectively. A computer is used to co-ordinate 
three channel sampling. The authors only described the simple signal processing procedure implemented 
on the computer for noise removal. A reliable method for automatic analysis of the 
vectorballistocardiography signals is required for real application. The instrumentation can be used as an 
on-line monitoring application. 
In order to develop a more convenient, effective and comfortable method for the detection of 
ballistocardiograms, Rohen (1985) has developed a light-weight chair with a soft mattress that replaces 
the rigid surface of the chair to measure the BCG signal. Recently, a new design was carried out by Zhao 
(1994). The new design is based on the mechanism of displacement measurement with a capacitive 
transducer. The basic idea is that conductor plates or electrodes embedded in the mattress can form a 
capacitor, the capacitance of which varies as the distance between plates is changed by the force (human 
body weight, BeG force, etc.) acting upon the mattress. The BeG signal was measured from the seat of 
the chair and the surface ECG is recorded from the electrodes at the arms of the chair. The BCG signal 
processing procedure is shown in Figure 1.4. The BeG signals were logged on to a microcomputer on 
site and the data files were later transferred to the laboratory for analysis on a PC. The BCG signal pre­
processing method discussed in section 2.4.2 of chapter 2 was used. The BCG signal analysis was based 
on a combination ofa Kittler-Young transform (Kittler and Young, 1972) and a multilayer perceptrons. 
I 
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The review of the Kittler-Young transform method is given in the next section. The use of multilayer 
perceptron is discussed in section 2.3.2 and section 2.3.3 of chapter 2. 
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Figure 1.4: A two stage BCG analysis system developed in the University of Cambridge. 
In an attempt to develop a home monitoring device, Yamakoshi et a1. (1996) reported a 
technique of recording body weight and ballistocardiogram in the lavatory. A U-shaped weight 
measuring platform with four strain-gauge type load sensors was designed to measure the body weight 
and BeG signal while subjects stand on the platform in the toilet. Two channel signals of total body 
weight and BeG are simultaneously recorded. A microcomputer is used to control the system operation 
and store data in a 3.5" floppy disk. As indicated by the authors, there are many artefacts in the signals 
and further improvement of the measurement device is required before conducting discriminate analysis. 
However, it provides a non-conscious and automated measurement means for health care in daily life. 
1.2.3 Computer Assisted Methods for BeG Classification 
Some wave complexes of the BCG signals have proven to have directly clinical value. The term 'wave 
complex' represents local wave amplitude, width and shape within a BeG signal. Brown et a!. (1952) 
have established a qualitative analysis based on the variation in BeG form and amplitude seen during a 
respiratory cycle, subsequently improved by Starr and Noordergraaf (1967). The records are normally 
divided into four groups or classes: normal, slightly abnormal, markedly abnormal and extremely 
abnormal based on the variation in BCG waveform and amplitude during a respiratory cycle. In this I~ 
classification system, the records which are normal in waveform during the entire respiratory cycle are 
classified as normal. The slightly abnom1al group includes those records in which a minority of 
complexes during the respiratory cycle are abnormal. In the third group, the majority of complexes are 
abnormal. In the fourth group, the complexes may be so disorganised that the position of systole cannot 
be identified with certainty from the BCG alone. However, these methods lack accuracy, especially when 
the waveforms are contaminated with outside noise, that makes it difficult or impossible to identify either 
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the waves themselves or the position of systole, even for highly trained human observers. Moreover, the 
visual inspection method is also time consuming. 
Talbot (1966) and Harrison (1967) described an automatic method for BCG features analysis. 
The features rely on the measurement of the wave amplitudes of H, I, and J, slopes of base-line to H, H-J, 
and I-J, and the wave type such as simple, slur, jog, notch or split, and times of R-H, R-I as well as R-H 
and R-I in percent of heart period. These parameters are measured by "disinterested operators". The 
advantage of this technique is that no BCG length adjustment is required. This method was used for 
classifying two groups of subjects. One group includes 20 normal subjects and the other group are 24 
patients with coronary heart disease. By using statistical methods of regression, correlation and 
discriminate analysis to classify these features, 75% of the correct classification rate was obtained for the 
whole group. 
Due to the time consuming nature of manually obtaining features from BCG waves, several 
programs to automate or assist with extraction have been developed. Bancroft et. al. (1973) have 
developed software to automatically identify and to measure the BCG complexes. The operator needs to 
monitor the curve identification. When a required position is identified, analogue to digital conversion is 
started by depressing a key. The program first identifies the baseline and then locates the wave peaks 
according to the baseline crosses. A programme for automatic detection and location of the amplitudes 
of the static charge-sensitive bed BCG has been implemented (BIOREC Co., 1994). By combining this 
method and moving cross-correlation techniques, the computer assisted method for the investigation of 
the relationship of the BCG, respiration variation and the body movements have been developed (Polo, 
1992). 
Hanka (1979) has proposed a statistical pattern recognition technique using the information 

contained in the components of the BCG waveform to classify 131 recordings into the normal group and 

pathological group. The BCG signals were averaged and normalised into standard length of 100 sample 

points. A distance measure, the Mahalanobis distance, is adopted as an alternative to Euclidean distance 

for BCG signal clustering analysis. Euclidean distance favours hypersphericaUy shaped clusters of equal 

size. The Mahalanobis distance can be used to take care of data sets which do not have spherically 

shaped clusters or equal size. The squared Mahalanobis distance between pattern vector Xi and the 

mean of the k th class Mk is defined as: 

(1.1) 
where c;I is the inverse of the covariance matrix of the k th class, and k is the number of classes and 
is the number of patterns. He found that diseases and BCG wave peaks were related. Large distances 
show relationships with peaks H and I (Zhao, 1994). The largest ten Mahalanobis distances were used as 
features for classification analysis. A discriminate classifier was implemented to discriminate the features 
i 
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into two classes. The whole data set was divided into training and testing sets, and the training set was 
used to estimate the parameters of the discriminate function and the testing data was used to test the 
classifier performance. A misclassification rate of 4% on the abnormal group was achieved. However, 
the drawback of Mahalanobis distance is that the calculation of the sample covariance matrix is 
computationally expensive. 
A complicated classification system has been implemented on a computer by Jansen and 
Shankar (1993). This classifier is based on the assumption that the features have a multi-variant Gaussian 
probability density function. The BeG signals recorded from the SeSB are digitised at 200 Hz. A 
number of 30-s intervals are selected for each sleep stage. These data are processed sequentially to 
extract 15 features which can be divided into five groups. The first group of features are zero-crossing 
measurements which contain (1) the number of zero crossings of the signal; (2) the number of zero­
crossings of the first derivative of the signal; (3) the number of zero-crossings of the second derivative of 
the signal. The second group of features include three features developed by Hjorth (1970) for use in 
quantitative electroencephalogram (EEG). The third group are waveform measures which are : (a) the 
mean and the variance coefficients of the difference in amplitude between successive extremes; (b) the 
mean and the variance of the time difference between successive extremes; (c) the mean and variance of 
the time difference between successive inflection points. The fourth group of features is power-spectral 
in the 3-6 Hz band. The fifth group of features are the heart rate and its variability measurements. 
Six volunteers were recorded. Half of the data was used for training and the rest for testing. A 

classification rate of between 52% and 75% was obtained for sleep staging and the wake state by using a 

quadratic classifier. These rates improved to between 78% and 89% for classification between awake, 

rapid eye movement (REM) sleep and non-REM sleep. 

Following the early study using statistical pattern recognition techniques conducted by Hanka 
(1979), Rohen (1985) investigated using nearest-neighbour classification for the whole BeG waveform to 
classify the normal group, mild hypertension group, coronary artery stenosis group and recent myocardial 
infarction group. The main contribution of the work is to solve the problem of variation of BeG signal 
lengths due to the differences between individuals and also between heart beats of the same subject I 
(Rohen, 1985). The proposed algorithm adjusts the individual waves to a standard time window of 80 I 
sample points while retaining all the information contained in the shape of the original signal. It was 

shown that the nearest-neighbour classifier performs well in discriminating the four groups. 

In a recent pilot study using artificial neural networks for BeG signal processing, Zhao (1994) 

proposed a combined statistical method and feedforward neural network for chair BeG signal 

classification. Each beat of the BeG signal is scaled within a standard window of 80 points. Altogether, 

there are 339 samples for the study. Because the available data set is small compared with network free 

parameters to be determined if the whole BeG waveform is used as input, a statistical feature extraction 
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approach is adopted to reduce the feature dimensionality. The feature extraction is based on the Kittler­
Young (K-Y) transform (Kittler and Young, 1972). Generally speaking, the K-Y method is developed 
from the Karhunen-Loeve (K-L) expansion method. Unlike other K-L based methods, the K-Y method 
takes into consideration the discriminatory infonnation contained in the class means as well as the class 
variances. Let input pattern vector X::::: [Xl' X 2' '" X N r belong to one of 3 possible classes (j) i 
(i ::::: 1,2,3), where the probability of occurrence of i th class is P((j) i) and T denotes the transpose 
operator. The K-L expansion is carried out on the centralised patterns, 
(1.2) 
where U is the matrix of the system eigenvectors of the covariance matrix C, which is described in 
section 2.2.1. 
The feature vectors derived from equation 1.2 are transformed by a linear transformation: 
(1.3) 

where S::::: (SpS2, ... ,S,J is the standard deviation vector of the i th feature (i=l, .. ,n) and 

S i ::::: 1 / .[X;. A, j are their associated eigenvalues. 
As a result of these two transformations, the centralised input patterns X is transformed into a 
new feature vector G::::: (gp g2'." gill, the K-L expansion procedure is applied again to the entire 
transformed input training pattern G, 
(1.4) 

where F::::: (J; ,1; , ... , f, ) T is the final feature vector and the matrix B is the system of eigenvectors 

of the covariance matrix Cg ::::: l:P(OJi)E{gig;}. The whole K-Y transform for feature extraction 
involves three transformation calculations: 
The K-Y method was implemented on the BeG records and the three principal features fi, 12 I 
and h were extracted from the whole data used for classification by a one hidden layer network. This :1 
work provides a foundation of the combination of standard statistical method and neural network for .~ 
BeG signal analysis. However, there is no test data to test the robustness of the eigenvectors obtained in 
this study. The features extracted were based on the statistics of the whole data set. Thus, the l 
generalisation of this feature extraction method is still in doubt. Moreover, this method can be 
computationally somewhat expensive due to repeatedly solving the largest eigenvalues and their 
corresponding eigenvectors to obtain the matrix U and B. When a new sample X is added, all the 
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computation for solving matrix V , S and B need to be repeated again. This method has the limitation 
similar to other conventional statistical methods in that it is not suitable for real applications where data 
comes incrementally (Xu and Yuille, 1995). 
1.3 Limitations of Existing Methods 
Most existing BCG analysis methods have a disadvantage for real applications in domestic situations in 
that they rely on two stages; first, recording the BCG waveform and, second, playing back to digital 
computers to analyse later. The time from measurement to obtaining the result could be measured in 
terms of hours. Furthermore, most of the analytical approaches rely on expensive software packages 
running on the digital computers. These analysis packages are computationally intensive and the physical 
space and power consumption needed are considerable. Thus, these BCG systems are suitable for 
laboratory or clinical applications. Recently, there is an increasing demand in home health care for 
robust, low-cost and user-friendly instruments which can automatically interpret biosignal information in 
real time. Therefore, the goals for the design of the BCG classification instruments for home applications 
should be small and lightweight, and not require the patient to perform complex operation of the 
instrument. The classification results should be easy to read by the patients in real time. PC based 
prognostic/monitoring systems, however, are not user friendly in home applications because users often 
are not computer-literate. 
The BioMatt monitoring system developed by BIOREC Co. has shown the possibility that an 
instrument can be used at the patients' own home (BIOREC, 1994). A commercial computer is used as 
an automatic data analysis system. Although nowadays the computers are a solution in data processing 
and have been frequently used in this type of application, in the real domestic applications, users often are 
not computer-literate. It is required that the system should be easy to understand and operate. Moreover, 
the automatic data analysis system only provides 15 parameters processed from the basic signals, which 
aim at offering medical doctors a clear understanding and diagnostic information. No decision making 
processes are included in the system. Thus, the BioMatt instrument still has limited use as a compact and 
easy-to-use heart condition assessment device at the patient's home. 
It can be seen from the above survey that extensive progress has been made to develop practical 
and convenient BCG recording techniques on the various forms of bed and chair apparatus. However, 
the means of BCG signal analysis have barely been influenced by state-of-the-art signal processing 
techniques. In the BCG features extraction phase, programs for automatically measuring the individual 
wave parameters are still human dependent, and could miss some additional diagnostic information 
because of the noisy nature of the BCG recording. Moreover, further knowledge is still required to 
decide which combination of these feature parameters are the optimal parameters for the specific 
diagnosis purpose. Statistical methods for feature extraction have mostly been used for BCG analysis. 
-
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However, one practical problem of these methods is that their computation complexity dramatically 
increases with increasing raw data dimensionality, and they have difficulty in incorporating new data. 
Another disadvantage is similar to that of the statistical classifier which will be discussed next. In real 
time applications, it is required that the system works reliably and easily. 
Many previous classification methods in literature are based on off-line analysis methods using 
conventional statistical approaches (Talbot et aI., 1966; Harrison et aI., 1967; Hanka, 1979; Rohen, 1985; 
Jansen and Shankar, 1993; Polo, et aI., 1992). Statistical classifiers such as linear and quadratic 
discrin1inate functions (Fisher, 1936) have been studied for many years. In a typical statistical method, a 
linear discriminate function is determined by formulating a linear function that produces the maximum 
degree of separation consisting of two or more measured attributes. Linear regression, however, imposes 
linearity on the mapping function even though the system to be modelled may not be very linear. 
Transformations of variables to make the data linear can be made to enable linear regression to be as 
accurate as desired, but achieving this goal requires special assumptions on the statistical distribution of 
feature vectors or models (Brouwer, 1995). Statistical classifiers also perform poorly when presented 
with non -linear relationships (Lovell and Bradley, 1996). 
There are other techniques that can cope with non-linear relationships. For example, the 
perceptron (Rosenblatt, 1958) and the back-propagation neural network (Rumelhart et aI., 1986) which 
adjust the parameters of a discriminate function until it is optimal, or at least satisfactory, according to 
predefined criteria. When distributions are non-linear and strongly non-Gaussian, neural network 
classifiers may prove to be more reliable (Smith, 1993). Artificial neural networks based signal 
processing methods have been shown to have significant robustness in processing complex, degraded, 
noisy, and unstable signals (Hassoun et aI., 1994). The highly parallel neural network architecture makes 
it attractive for hardware implementation in parallel to solve time critical problems. Recently a specific 
application study showed that ANNs tend to be superior in terms of speed and memory requirements 
compared to nearest neighbour methods in pattern recognition problems, while performing comparably to 
the near-neighbour classifier (Weideman et al., 1995). Furthermore, it is known that a properly trained 
neural network architecture has good generalising capability, that is, it will give good predictions on 
unseen examples provided that they satisfy some conditions (Rumelhart et aI., 1986B; Lippman, 1989; 
Hertzetal.,1991). 
1.4 The Aims and Scope of This Thesis 
Currently, one focus of the development of ANNs has been on the intelligent automatic diagnosis 
instruments in the medical field. The reason for this is that neural networks have the capability of 
massive parallelism and learning ability. This property of learning through examples is extremely useful 
when the problems are difficult to model with conventional methods or the nature of the process is 
unknown. In applying neural networks to real world problems, it has been found that the networks have 
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good generalisation capability. Furthermore, when a network is trained with noisy data, it is often found 
to perform as a robust classifier (Holmstrom & Koistnen, 1992; Chakrabarti et al., 1995). For heart 
disease classification purposes, the classifier can be created off-line with available samples. The trained 
classifier can be implemented to specify the class to which each case actually belongs during on-line 
processing. 
As demonstrated by a series of recent studies (Bortolan and Willems, 1994; Hu et al., 1994; 
Stamkopoulos et al., 1992), artificial neural networks have provided satisfactory results in the ECG signal 
analysis field. However, except for Zhao's work using artificial neural networks in BeG analysis (Zhao, 
1994), past research has shown very few applications using artificial neural networks for BCG signal 
processing. Most of the published works are based on traditional statistical analysis and heuristic 
methods. Therefore, the issues of improving BCG signal processing techniques and computer-aided 
BCG analysis, such as state-of-art pattern recognition techniques and neural computing, need to be better 
addressed (Zhao, 1994). The present work will concern these issues in the engineering field. 
In the previous work of BCG classification using neural network, Zhao (1994) has addressed the 
point that if the available data set is small compared to the network size, reducing the feature 
dimensionality can improve the classification performance. In real applications, a large neural network 
has the limitations that it requires a long training time and a large circuit to implement it. Conventional 
statistical methods, such as principal component analysis (PCA), Karhunen-Loeve expansion or Kittler­
Young transform are based on computing the input data covariance matrix and then applying a numerical 
procedure to extract the eigenvectors and the corresponding eigenvalues. However, for large data sets, 
the dimensions of the covariance matrix grow significantly large making its computation and 
manipulation practically inefficient. Recently, the development of neural network based PCA shows the 
ability to extract principal components directly from the input data set. Neural networks have the 
property of parallelism, speed and trainability. They provide good, if not the best, architectures for fast 
and efficient processing of large amounts of data and can be adopted for real time application. Using 
neural networks based PCA as an alternative technique for BCG feature extraction needs to be explored 
as it is the computationally efficient method in that it does not need to form the data covariance matrix. 
The last few years have seen an explosion of multiresolution techniques in signal and image 
processing research. Multiresolution offers an effective framework for extracting information from 
signals and images at various scales. Mallat (I989) has shown that the multiresolution wavelet can be 
computed with a pyramid algorithm based on convolution with quadrature mirror filters. In this way, the 
computational complexity of signal processing operations is significantly reduced. At each pyramidal 
process, the signal is decomposed into its coarse and detailed components at various scales. Signals at 
various resolutions give information about different features. In the classification phase, not every 
resolution is equally important to provide the classification information. Therefore, choosing the proper 
, I 
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resolution and discarding the unnecessary components can be used as an alternative method for BeG 
dimensionality reduction. 
With the advances in computer and electronic techniques, there is an increasing trend in using 
computer based medical systems to collect, store, and process digitised biological signals. As new 
technologies and processing algorithms are under development, more computational resources are 
needed. For a real time system, an instrument may have to deal with a high volume of data in a short 
time. Traditional techniques using computers (Von Neumann machines) have the problem that the 
sequential computational hardware may not meet the constraints of the computing time. Thus, it is 
necessary to consider a particular technique that can efficiently map these algorithms to special purpose 
hardware to balance these requirements. On the other hand, in many portable medical instrument 
applications, it is required that the system can quickly process real time information without complex 
programming. This means that, the system should be able to indicate the class of a vector, representing 
both input and output as an electrical signal in a short time. The primary requirements in hardware 
implementation is maximum performance at minimum power consumption and cost. This requirement 
presents challenges in making decisions in algorithm, circuit technology and design methodology. 
Although a special technology can be used to enhance the performance and design, the implementation of 
a new technology is usually very expensive. In this case, commercially available integrated circuits are 
the cost effective solution. On the other hand, in the system prototype stage, it is desirable that the 
custom design allows the optimisation of the parameters or new algorithms. Therefore, the hardware 
platform should be flexible. 
It follows from the above discussion that the BeG has the potential to serve as a low cost, non­
invasive, easy-to-use, domestic screening procedure. The existing BeG systems are suitable only for 
laboratory or clinical applications. They have limited usefulness for domestic applications. A 
convenient, easy to use, small size and inexpensive real time system, which can provide an automatic 
diagnosis is highly desirable in order to bridge the gap between laboratory research and domestic 
applications. 
The principal aim of the work presented here is to suggest, and to demonstrate, a general 
framework for developing a practical real time system in BeG signal analysis. The goal is to achieve 
low cost, small size and ease of use by incorporating a neural classifier into an intelligent portable 
system. The particular application discussed in this work is to use the BeG to identify patients with a 
risk of heart attack or with mild hypertension. Furthermore, motivated by the potential requirements of 
parallel processing in the biomedical field, another goal of this work is to exploit a method for 
implementing a fully parallel neural network in hardware with off-line training and on-line 
implementation. It takes up the challenge to explore the trade-off between calculation precision 
requirement and classifier performance. The implementation of the neural network on a flexible 
platform, using digital field programmable gate arrays (FPGAs), is explored to demonstrate the 
15 Chapter 1: Introduction 
programmable technology that enables rapid hardware design with improved performance and the 
flexibility to meet the research requirements of a variety of biomedical applications. To facilitate 
acceptance for practical application, the same BeG data are used as in an earlier study by Zhao (1994). 
These were recorded from the chair in routine practice by the Medical Informatics Unit of Cambridge 
University. 
1.5 Organisation of the Thesis 
This thesis has 6 more chapters, which are arranged in the following way. In chapter 2, a method using a 
neural network to implement principal component analysis for feature extraction is described. Following 
a brief review of static neural classifiers, the multilayer perceptron (MLP) with error backpropagation 
training algorithm is adopted in the rest of this study. By using the technology introduced above, a 
combined peA network and MLP system are evaluated with both leave-one-out and data partitioning 
schemes. The performances of linear PCA and non-linear peA networks for BCG feature extraction are 
compared. The results are compared with the result derived by Zhao (1994) using the combined Kittler­
Young transform method with MLP. Furthermore, the robustness of the combined classification systems 
to the effect of noise was tested. By analysing the experimental results, it is suggested that the statistical 
method for feature extraction is not an optimal method, if a class data set is too small compared with 
other classes. The constraint of the limited data set in this study needs the development of an improved 
method for feature dimensionality reduction. 
In chapter 3, following a brief review of discrete wavelet transforms, a wavelet transform is 
introduced for time domain BCG dimensionality reduction. The idea is to decompose the original signal 
into a series of views at different scales, and the coarse components which contain the significant 
information are presented to an MLP classifier. The performance and computation efficiency of the 
combined wavelet transform and MLP approach is compared with the results presented in chapter 2. 
Based on the comparison results, an automatic BeG classification system using combined wavelet 
transform and MLP is proposed. 
In chapter 4, related off-line methods for reducing the weight precision are reviewed. It is 
shown that when the weight precision becomes lower, the updating change in weight could vanish and 
the network could not carry on learning. A modified new hybrid learning algorithm is proposed 
intending to overcome this problem. The proposed learning algorithm combines the conventional 
backpropagation method and random weight optimisation method to prevent the problem of network 
paralysis during low precision training. Two benchmark problems are used to test the hybrid algorithm 
and the results show that the proposed algorithm is superior to the conventional backpropagation learning 
method. By using the proposed algorithm, it is shown that a 6-bit weight precision MLP can still give 
satisfactory performance compared with high precision. Therefore, the hardware implementation 
complexity can be greatly reduced. 
16Chapter 1.' Introduction 
In chapter 5, implementing a fully parallel neural network on Xilinx's XC4000 series field 
programmable gate arrays for specific application is described. The work can be considered as extension 
of the work of Cox and Blanz (1992) and Botros and Abdul-Aziz (1993). However, instead of complex 
adder design to improve performance, a simple ripple carry adder tree is adopted to make use of the fast 
carry logic feature of the XC4000 series to achieve the performance. The sigmoid function is 
implemented with lookup tables. In chapter 6, the method of mapping each hidden neuron with 20 inputs 
to one FPGA and 3 output neurons to one FPGA is demonstrated for the Xilinx XC4000 series. The 
design is based on the combined VHSIC hardware Description Language (VHSIC is short for "Very High 
Speed Integrated Circuit") and schematic entry method which make the later parameters update and 
network expansion more flexible. The work uses available resources for design, synthesis and timing 
analysis of hidden and output neurons. Resources were not available to transfer the design into 
hardware. The neurons implementation and time analysis results suggest that the proposed design has a 
maximum 37 nano-second delay which is possible to give 27 million decisions per second performance 
for a physical hardware system. 
Finally, Chapter 7 of the thesis provides conclusions of this study. The methodology presented 
in this thesis is the first step towards developing on-line BCG classification models for portable 
instrument applications. A model which combines wavelet transformation and multilayer perceptron is 
developed for on-line BCG classification. A method for implementing an automatic BeG classification 
instrument is presented. A new hybrid learning algorithm is developed for weight precision selection of 
the neural classifier to reduce the hardware implementation complexity. Furthermore, the approach of 
off-line training and on-line implementation of a feedforward neural network with FPGAs has been 
demonstrated, that has various potential applications in the biomedical signal and image processing field. 
Finally, a discussion of future work is given. 
Chapter 2 
Combining a Principal Component Analysis Neural Network 
and a Multilayer Perceptron for BCG Classification 
2.1 Introduction 
In chapter 1, it is indicated that most of the existing BeG classification methods use off-line processing 
techniques; that is, previously recorded BCG patterns are analysed in the laboratory. It is desirable to 
develop an on-line classification system which can operate quickly in situ. In the on-line method, the 
classification system needs to connect to the BCG sensors and to automatically interpret the information 
in real time. Among the advantages of automated processing are objectivity, repeatability, and speed. 
The objective of this chapter is to investigate an on-line BCG classification system based on a 
combination of a neural network that performs principal component analysis and a multilayer perceptron 
classifier. The term "combined neural network" is used for this system in this work. 
Biological inspired neural networks have several properties that make them promising in real 
world applications. They are capable of learning patterns of an arbitrary nature by using simple general 
learning algorithms. Once trained with data which is sufficiently representative, the neural network can 
perform correctly on inputs that it has not seen during the training and produce the desired output. 
Neural networks also exhibit very good performance on noisy patterns which they previously learned 
(Bassoun et aI., 1994). These properties have made them widely used for automatic signal processing 
problems. For example, Widrow and Winter (1988) have implemented an adaptive filter on a neural 
network for fetal ECG diagonal analysis. Chakrabarti et al. (1995) illustrated that a multilayer 
feedforward network provided a higher successful classification rate than a conventional minimum 
distance classifier for radar target classification. In the last few years, several versions of feedforward 
neural classifiers have been applied in the field of medical classification and diagnosis. In a diagnostic 
ECG classification experiment, Borh>lon and Willems (1994) indicated that a feedforward neural network 
trained with backpropagation rule has better accuracy than conventional statistical methods such as 
classical linear discriminate analysis in the problem of diagnostic classification of the electrocardiogram. 
Farrugia et aI. (1993) illustrated a MLP approach to the classification of arrhythmia from the ventricular 
intracardiac electrogram. A feature extraction and neural classifier scheme is adopted. The experimental 
results show that the artificial neural network performed better than a rate-based scheme used in some 
commercial devices. Overall, these reported works indicate that neural network technology provides a 
much better performance than the conventional statistical classifier in solving medical pattern 
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classification problems. The BeG patterns classification has a similarity with ECG signal analysis by 
considering amplitudes and timing of different peaks. Thus, the capability of neural network in ECG 
signal analysis suggests that the artificial neural networks provides an attractive alternative for BeG 
signal classification. 
In a previous work, Zhao (1994) has illustrated a framework using a single feedforward neural 
network to classify whole time domain BCG waveforms. The input to the neural network is a 
standardised BeG wave pattern with 80 sample points. The results showed that with the available data of 
339 samples, the misclassification rate for heart attack subject was 66.7%, which is not acceptable in 
prognostic applications. One obvious problem is that the error was caused by the low ratio of heart attack 
class samples to the feature dimensionality in the training set, which is 0.075 (Zhao, 1994). In a 
theoretical framework, Baum and Haussler (1989) suggested that the number of samples needed to 
achieve a generalisation error rate of E is roughly the number of weights divided by 8 for classification 
problems. Therefore, it is necessary to reduce the input dimensions to minimise the network size for such 
limited samples. Furthermore, if a high sample rate is implemented in some BeG systems, a classification 
of the whole BeG waveform would be computationally intensive and time wasting by the artificial neural 
networks, because the high dimension input forces us to use one large network architecture with a high 
number of free or effective parameters (i.e. the number of adaptive weights and neurons). Moreover, the 
presence of irrelevant feature combinations can also obscure the impact of the more discriminating 
inputs. There is considerable empirical evidence that networks can be made to perform well on a given 
task by minimising the size of the network and reducing number of weights (Hammamoto et. al., 1996). 
Thus, if the number of inputs to the ANN can be reduced without significant loss of information, then it 
should be possible to successfully classify the signal based on a reduced or compressed data set. There 
are several advantages of using feature extraction in the pattern classification field. First, reducing the 
dimensions of the data makes the problem more over-determined by the training set and therefore can 
increase the classification rate; second, reducing the dimensions of the data speeds up the training; and 
last, features can incorporate invariance such as scale, translation, etc., to avoid impractically large 
training sets. Finally, in real time applications, it is important to reduce the number of features to cut 
down the information storage and computation cost, not only in software but also in hardware as well. 
Zhao (1994) introduces a statistical method for feature extraction and shows that using extracted 
features as inputs to a neural classifier provides a better performance than a single neural classifier 
approach. The presented work was based on a statistical method of K-Y transformation (Kittler & 
Young, 1979) for BeG feature extraction. As stated in Chapter 1, the K-Y transform requires expensive 
computation power to extract the eigenvalues and corresponding eigenvectors which make it inefficient 
to adapt to new data in real time applications. The proposed K-Y transform is a modification of the 
Karhunen-Loeve (K-L) expansion. Principal component analysis (peA) and the closely related K-L 
expansion are well established statistical methods in many engineering and scientific feature extraction 
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and data compression applications (Devijver and Kittler, 1982). It is an optimal method for determining 
the minimum number of linear combinations of the input data that permit accurate reconstruction of the 
data. In recent years, neural network approaches to principal component analysis using Hebbian learning 
(OJ a, 1982) have attracted a tremendous interest. They can learn directly from input patterns to obtain 
expected solutions. Only a simple learning algorithm associated with simple computations is required, so 
that, they can be implemented for on-line data processing (Mao and Jain, 1995). The neural extension 
approach for PCA has received much attention in the domain of feature extraction, especially within 
signal processing, data compression, and automatic target recognition applications (Sanger, 1989; Kung, 
1993; Nagasaka and Iwata, 1993; Rogers et aI., 1995; Ramanan, et aI., 1995). It has been shown that 
PCA networks have good generalisation capability in image processing (Bannour and Sadjadi, 1995). 
Thus, this capability of PCA networks can be used to extract features if the data has consistent statistical 
properties. Moreover, their architectures are also suitable for hardware implementation with very large 
scale integrated (VLSI) circuits for real time application (Kotilainen, et aI., 1992). 
In view of Zhao's earlier work (1994), the objective of this Chapter is to explore a 
computationally competitive method based on PCA networks as an alternative method for on-line BCG 
feature extraction. In section 2, both linear and non-linear training rules for neural network 
implementation of PCA are described. In section 3, following a brief review of several neural classifiers, 
a multilayer perceptron model with backpropagation training is adopted for experimentation. Section 4 
evaluates the combined PCA network and MLP approach in BCG classification. Based on simulation 
results, a comparative analysis of the proposed approach and the method describe by Zhao (1994) is 
presented in section 5, and section 6 concludes the chapter. 
2.2 	 Principal Component Analysis Neural Networks for Feature 

Extraction 

2.2.1 	 Principal Component Analysis 
Principal Component Analysis exploits the statistical regularities of input data, extracting and 
compressing the inforn1ation contained in it. The compression is achieved by projections of the input 
data from their n-dimensional space onto an m -dimensional output space (m « n) which retains as 
much as possible of variation of the input data. This reduction is achieved by projections of the data 
samples onto the eigenvectors of the data correlation matrix. The principal components (PC) thus 
obtained are ordered so that the first few retain most the variation present in the data. For the detailed 
mathematical theory of PCA, please refer to J oliffe (1986). 
Principal components are usually derived by numerically computing the eigenvector of the 
variance matrix. Those eigenvectors with largest eigenvalue (variance) are used as features onto which 
the data are projected (Joliffe, 1986). This method may be considered optimal, in the sense that mean 
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square linear reconstruction error is minimised. For a given data set X =(Xp X 2 , ••• XN ) with a zero 
mean, a simple approach to PCA is to compute the simple variance matrix 
1 N T 
c=- Ix;Xj (2.1) 
N ;=1 
The next step is to use any of the existing standard eigenvector analysing algorithms to fmd the 
m largest eigenvalues and their corresponding eigenvectors of the data covariance matrix: 
(2.2) 
where A is the eigenvalue, and rjJ is its corresponding eigenvector. The m principal components of n 
dimensional data are the m orthogonal directions in n spaces which capture the greatest variation in the 
data. These are given by the eigenvectors ¢ . 
This standard eigenvector-analysing-based approach is expensive in computation. So the 
approach is not suitable for real applications where data arrives incrementally or on-line (Xu & Yuille, 
1995). 
t t t t Output Layer 
Input Layer 
t t t ttttt ttt t t t 
-Xl ~ x 3 •••••••• Xn-2 .x;,.-l .xn 
Figure 2.1: PCA network architecture 
2.2.2 Principal Component Neural Networks 
A variety of two layer neural network learning algorithms for extracting multiple principal components 
have been proposed (Sanger, 1989; Rubner and Tavan, 1989; OJa, 1992; Xu, 1993; Matsuoka and 
Kawamoto, 1994; Palmieri and Zhu, 1995). Most of them are based on Oja's earliest one-unit algorithm 
(OJa, 1982) or similar, though not identical. From the hardware implementation point of view, Oja's 
modified subspace rule is chosen in this study because of its properties of homogeneity and locality, and 
because it does not require any externally "hardwired" asymmetry such as the model proposed by Sanger 
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(1989), nor lateral orthogonalization networks as proposed by Rubner and Tavan (1989). More recently, 
the PCA networks, which stemmed from Oja's constrained Hebbian rule, have been extended from linear 
cases to non linear cases (OJa, 1992; Baldi and Hornik, 1995; Karhunen and Joutsensalo, 1995; Xu, 1993; 
Palmieri and Zhu, 1995). The basic two layer PCA network is shown in Figure 2.1. The architecture 
consists of an input layer and an output layer. The learning rule extracts a weight matrix that spans the 
same subspace as the m largest principal components. 
2.2.2.1 Linear peA Network 
Oja has shown that a single linear neuron with a Hebbian learning rule is able to extract the 
largest principle component from its training inputs by forcing the weights to have a constant value (Oja, 
1982). Let the X = [XPX2, ... X,J denote the n-dimensional input vector. For a one output network, 
the output is Y = WXT. The purpose of the learning algorithm is to find a suitable weight vector 
W =(wp W 2" •• w,J. In other words, W is a principal component and Y is the score on the 
principal component. The one-unit Oja's learning rule at t th iteration can be written as follows: 
~W(t) = 1J(t)Y(t)(X(t) - Y(t)W(t)) (2.3) 
where 1J(t) > 0 is the learning rate parameter. ~W(t) is the change of Wet) on presentation of the 
t th input data vector. This rule is used to train a linear neuron whose output yet) is equal to the 
product of weight vector Wet) and input pattern X(t) at time t . 
Based on the single linear processing unit PCA model, Oja extended the learning rule to m 
linear processing units. The activation of each neuron is a linear function of its inputs. The architecture 
of the network is shown in figure 2.1. Suppose the output of j th neuron is 1) = ~XT, where 
j =1,2, ... m. The weight vector update rule is expressed as: 
~w,; (t) = 1J(t)[X(t)~ (t) - ~ (t)Im W; (t)f; (t)] (2.4) 
i=l 
This algorithm is called the symmetrical subspace learning algorithm. It learns the space 
spanned by the eigenvectors corresponding to the largest m eigenvalues of the data correlation matrix, 
but usually not the true eigenvectors themselves. Therefore, it does not generate true principal 
components. Re,cently, a new modified subspace algorithm that Can perform true PCA has been proposed 
by Oja et al. (1992), and independently proved by Xu (1993). This property is also confirmed by 
Palmieri and Zhu (1995). The modified learning rule enables the symmetrical network to perform PCA 
by introducing a scalar parameter to each weight vector. The modified learning rule can be expressed as: 
m 
~~ (t) = 1J(t)[X(t)1) (t) - gj1j(t)I W;(t)~(t)] (2.5) 
;=1 
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where G = [g" g2"" gm] are arbitrary positive parameters with g, > g2 > ... > g",. It is proved 
that the parameters gj break the symmetry in the subspace learning rule and ensure that the weight 
vectors will tend to the true PCA eigenvectors. 
2.2.2.2 Non-Linear peA Network 
By introducing non-linearity units into the output units in the PCA network, the Hebbian 
learning rule can be extended to non-linear PCA networks (Xu, 1993; Oja et aI., 1992; Karhunen and 
10utsensalo, 1995). For the case of the Hebbian learning rule in a linear unit, the objective function 
projects the input patterns in the directions of maximum variance. The same criterion function applied to 
non-linear units, on the other hand, may lead to results radically different from those produced by linear 
units. Both linear and non-linear learning rules are seeking a set of weight parameters such that the 
outputs of the unit have the largest variance. The non-linear unit, however, constrains the outputs z to 
remain within a bounded range, e.g., Z =tanh(j3Y) limits the output within [-1, 1]. Oja and his co­
workers (1991) proposed various possible non-linear activation functions and their corresponding 
criterion functions. Karhunen and 10utsensalo (1993) showed that the utilisation of units with non-linear 
activation functions which employ Hebbian learning may lead to robust principal component analysis. 
Sudjianto and Hassoun (1995) demonstrated that non-linear Hebbian units have better capability in data 
clustering. Thus, it has potential applications in feature extraction. The non-linear Hebbian learning rule 
used in their study is one of Oja's proposed variations as shown in equation 2.4. The learning rule is as 
follows (Sudjianto and Hassoun, 1995), 
dZ.(t) m 
Llw,;(t) = rJ(t)Zj J [X(t) - 2: 1¥;(t)Y;(t)] (2.6) 
d~(t) i=' 
2.2.2.3 Summary of peA Network Training Algorithms 
The above linear principal component analysis proposed by Oja et al. (1992) and Xu (1993), and non­
linear principal component analysis proposed by Sudjianto and Hassoun (1995) are used in this study for 
BCG feature extraction. These algorithms can be summarised as follow: 
1. Initialise all connection weights to small random values and choose the values of the 
learning parameters. 
2. Randomly select an 80-dimensional BCG pattern and present it to the network. 
3. Update the connection weights between the input nodes and the output layer using equation 
(2.5) for the linear PCA network and equation (2.6) for the non-linear PCA network 
respectively. 
4. Modify the learning rate parameter. 
5. If the iteration value reaches the defined criteria, then stop; else go to step 2. 
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2.3 Neural Network Classifiers 
Today, artificial neural networks comprises a well established field of research. As the tenn 'neural 
network' implies, it was originally aimed more towards modelling networks of real neurons in the brain. 
The subject reached a first peak in the 1940's due to McCulloch and Pitt's work (McCulloch and Pitts, 
1949), then again in the 1960's with Rosenblatt's perceptron convergence theorem (Rosenblatt, 1962) 
and the very similar networks called ADALINES invented around the same time by Widrow (Widrow, 
1962). Rosenblatt's main objective was to demonstrate analytically and experimentally that adaptive 
neural networks with a rich interconnectivity and synapse could mimic many observed cognitive 
functions, and that the existence of such structures did not conflict with the available biological evidence. 
However, the limitation of Rosenblatt's classifier in its inability to solve problems which are not linearly 
separable, was discussed by Minsky and Papert (1969) in their book "Perceptrons". In their book, 
Minsky and Papert suggested that it would be more profitable to explore other approaches to artificial 
intelligence. Although there were still a number of people who continued to develop neural network 
theory in the 1970's (Anderson, 1970; Marr, 1969; Kohonen, 1974; Grossberg, 1969; etc.), attention left 
the neural network paradigm for nearly 20 years. It returned finally for a third time in the 1980's with the 
Hopfield energy approach in 1982 (Hop field, 1982) and the back-propagation learning algorithm for 
multilayered feedforward networks which was proposed first by Werbos (1974) in the mid-70's, and then 
independently rediscovered around 1985 by Rumelhart and his PDP project colleagues (Rumelhart et al., 
1986B). 
2.3.1 Related Neural Based Classifier Techniques 
The attractive property of neural networks for real world problems is that, after a number of presentations 
of the entire training samples, the networks can self stabilise, and can read out the expected output for 
each input without search. This property has been used in the field of classification and has led to the 
development of various "neural" classifiers. In relation to the neural networks learning algorithms, the 
neural classifiers can be categorised into two main paradigms: supervised networks and unsupervised 
networks. In the supervised group, these include the multilayer perceptron (MLP), radial basis functions 
(RBF), decision based neural networks (Kung, 1993), Boltzman networks, and supervised learning vector 
quantization (LVQ) etc. The unsupervised group of neural-like schemes such as the adaptive resonance 
theory (ART) map, self organising map (SOM), principal component analysis networks which have been 
described in the previous section and Hopfield network etc., have also received considerable attention. 
The strength of both groups of classifiers lies in their applicability to problems involving 
arbitrary distributions. For an unsupervised learning rule, no external teaching is required. The network 
learns to form internal representations or codes from the input data, or correlation between patterns, and 
organises patterns into categories from these correlations. SOM and ART networks have been used in a 
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number of applications including robotics control, speech and pattern recognition. However, the SOM 
network usually needs more neurons to attain a fixed level perfonnance, and the general architecture of 
ART networks are more complicated. Both models are relatively inefficient in their use of output 
neurons. The properties of PCA networks are mostly applied to the feature extraction and data clustering 
applications. This study focuses on supervised learning models for classification. 
Supervised learning networks dominate the mainstream in pattern recognition applications. 
Usually the training data consists of many pairs of input/output training patterns. Adaptation occurs 
when the system directly compares the network output with a known correct or desired answer. 
Therefore, the learning will require the assistance of teachers. Integrating neural networks with other 
soft-computing tools such as fuzzy logic and evolutionary computations also provides a much more 
attractive and strong computational methodology for solving complex pattern recognition problems. 
2.3.2 Static Classifier 
There are two types of classifiers in the supervised learning group. One is the static classifier such as the 
MLP, RBF, and L VQ classifiers mentioned above and the other is the recurrent neural network for spatio­
temporal information processing such as Hopfield networks and dynamic recurrent networks. Although 
these dynamic classifiers are more powerful and promising for complex computations than static 
networks, the added complexity to the network means that they need longer training schedules and 
increasing computational power. To favour simplicity for real time implementation, the considerations in 
this study are restricted to the static classifier only. 
One of the advantages of the static classifier is its generalisation ability, which means that after 
the network has been properly trained, it has the ability to classify unseen data. This generates a wide 
interest for real time applications. Besides the mostly populated MLP, RBF, and LVQ type static 
classifiers, there are several other neural-like candidates such as polynomial networks including higher 
order networks, sigma-pi networks and some functional link architectures (Shin and Ghosh, 1995). 
Multilayer feedforward neural networks that adapt weights using gradient descent of the mean 
squared error (MSE) in weight space, are the most commonly used neural network classifiers. The most 
popular kinds of multilayer feedforward networks are multilayer perceptrons in which each 
computational unit employs a non-linear transfer function which mostly is a sigmoidal function. Hornik 
et al. (1989) proved that the MLP is capable of approximating any function of interest. The development 
of the backpropagation learning algorithm for determining weights in a multilayer perceptron has made 
these networks the most popular among researchers and users of neural networks. The MLP classifiers 
have good performance with noisy signals. MLP methods are simple and need less memory compared to 
the other classifiers, which makes them good candidates for hardware implementation. 
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Radial basis function networks belong to the group of kernel function networks that utilise 
simple kernel functions, distributed in different neighbourhoods of the input space. Each hidden node in 
the RBF network represents one of the kernel functions.. The main difference between MLP and RBF 
networks lies in the fact that basis functions used in the hidden-layer nodes of RBF networks are 
Gaussian, while the MLP uses sigmoid functions. It has been shown that RBF networks with one hidden 
layer can also be used as universal approximates (Hartman, et aI., 1990). Applications of RBF networks 
as classifiers have been reported in the literature. Roy et a1. (1995) presented extensive comparison 
experiments between RBF and other techniques for a wide variety of classification problems. The 
computational results show that the RBF classifier works quite well on those problems. The results are 
robust with respect to variations in the class distributions. However, the RBF networks need much 
shorter training times at the expense of additional memory as compared to the MLP. Moreover, for many 
problems, the RBF network often involves a large number of hidden units. This results in that the run 
time (after training) speed of the RBF networks is often slower than that ofa MLP. 
The L VQ is a nearest neighbour classification method which assigns an unclassified sample 
vector to the nearest class of a set of correctly classified prototypes, or codebook vectors (Kohonen, 
1989). It has been reported that the further refinements such as L VQ2, and LVQ3 need somewhat less 
training time than an MLP-based classifier for comparable performance (Geva and Sitte, 1991). The 
memory requirements are also similar. However, experimental results show that their performance is 
more sensitive to the initial choice of reference vectors (Song and Lee, 1990). 
Static classifiers offer such a wide variety choice that it is not practical to construct exhaustive 
computation experiments to compare them all for a single problem. Furthermore, Ng and Lippmann 
(1990) show that classification error rates are similar across different classifiers when they are powerful 
enough to form minimum error decision regions, when they are properly tuned, and when sufficient 
training data is available. Practical characteristics such as training time, classification time, and memory 
requirements, however, can differ by orders of magnitude. The feasibility of hardware implementation 
has also constrained the neural model selection. Taking these factors to account, the multilayer 
perceptron is adopted as the BeG classifier for this study due to its popularity and its ability to learn non­
linear functions. The multilayer perceptron networks have found numerous applications in pattern 
recognition and function approximation (Hertz et aI., 1991). They have been successfully used in a wide 
range of medical applications (Farrugia et al. 1993; Hu et aI., 1994; Dassen et. aI., 1994; Nekovei and 
Sun, 1995; Leong and Jabri, 1995). They also show a good fault tolerance to noisy data (Reed et aI., 
1995). 
Although there are some existing theoretical methods in literature providing guidelines for 
considering the design issues such as how many layers are needed for a given task, how many units are 
needed in the hidden layer and how large the training set should be for "good" generalisation, for many 
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task specific applications, many design parameters still must be deternlined by trial and error (Bortolan 
and Willems, 1994; Hu et aI., 1994; Nekovei and Sun, 1995). This is because these guidelines are 
derived under the assumption that the training data is ideal and sufficiently large. In real world 
applications, the data samples may be limited and also noisy. Therefore, in this study, a three-layer 
feedforward neural network is adopted and the number of hidden nodes is decided empirically. The 
architecture of the three-layer feedforward neural network is shown in Figure 2.2. The hidden layer and 
the output layer are connected to bias elements. 
2.3.3 MLPs Learning Algorithm 
Back-propagation is a popular training algorithm for MLPs, and has been widely recognised as a 
powerful tool for learning input-output mapping in many neural network applications. However, it has 
several well known drawbacks, which are the slowness of the learning process, especially when large 
training sets, or large networks have to be used; the lack of good theoretical results to determine the 
optimal network architecture for a given task; and also there is no guarantee that the network will 
converge to the global minimum error. It is a rich and open research area to improve the network 
learning efficiency. The speeds of algorithms have been significantly improved during the last few years 
by introducing many different approaches. For example, it has been shown that the learning speed can be 
improved by dynamically adapting the learning rate (Jacobs, 1988; Tollencere, 1989), or by using new 
error functions (Humpert, 1994), or by using second order information (Battiti and Masulli, 1990; Becher 
and Le Cun, 1988). Methods for the optimisation of network architecture have also been developed, such 
as pruning the network to remove the non-useful neurons and connections during training (Sietsma and 
Dow, 1988; Giles & Omlin, 1994), or including prior task specific knowledge in the network initial 
design (Courrieu, 1993). To overcome the problem of the network stuck in a local minimum, possible 
modifications including simulated annealing (Masters, 1993) and applying genetic search technique (Lee, 
1996) have been proposed. Researchers have shown that proper initialisation of weights can alleviate the 
local minima problem ( Denoeux and Lengelle, 1993). More recently, Yu and Chen (1995) found that 
the error surface of a backpropagation network with one hidden layer and N - 1 hidden sigmoid units 
has no local minima, if the network is capable of implementing an arbitrary training set consisting of N 
different patterns. 
Although there are many improvements on network learning algorithms, no study has shown a 
clear advantage of one method over others in convergence ability, architecture optimisation, 
generalisation capability and learning speed. The good performance of a meth~d in one application does 
not assure that it will be the same for other problems which have different emphasis in difficulties 
(Finnoff et al., 1993). Moreover, most of these methods solve individual problems by introducing a 
number of extra independent free parameters which causes extra cost of computational power. Because 
in many real applications a network needs only one training, and then it may be used for a long time, the 
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difficulty of long learning time may not affect the network performance. In exhaustive comparison 
experiments using a wide range of modifications to the backpropagation algorithm to train a one hidden 
layer neural network on a real-world medical signal classification problem, Alpsan et al. (1995) have 
concluded that for pattern classification tasks, when the training set is learned within a certain error 
tolerance, the standard backpropagation rule may well be good enough compared with more sophisticated 
second order methods. Thus, considering its desirable properties as a classifier, including its success at 
generalisation and its complex decision boundary, the MLP with back propagation learning was used as 
the neural classifier in this study for BeG signal classification. 
2.3.3.1 Standard Backpropagation Rule 
The Back-propagation (BP) method described by Rumelhart and his co-workers (1986A) has been widely 
used to adapt artificial neural networks for various actual pattern classification problems. This 
standardised learning rule is briefly described in the following for a three layer feedforward neural 
network. As shown in Figure 2.2, the input layer consists ofN nodes, the hidden layer has K nodes, and 
the output layer contains M nodes. A bias neuron 8 is employed in the input and hidden layer. For a 
given p th input pattern of X pi' X p2 ••• XpN" the network produces output 0 pi to 0 pM' at the output 
layer. The total difference between ideal output and real output of the neural network is defmed by the 
following cost function: 
1~ 2E =	- L..J (0pm - d pm ) (2.7) 
2 p 
where 0 pm and dpili are the actual output from the m th unit of the output layer corresponding to the 
P th pattern and the ideal output shown by the teacher, respectively. Let w:'k denote the weight 
connection between the n-th input node (where n=I,2, ... , N) and the k-th hidden node (where k=1,2, ... ,K). 
The output of the k-th node in the hidden layer for the p-th pattern is given by: 
N 
O~k =I(I w;,kxpn + 8) (2.8) 
11=1 
Similarly, let wkm denote the weight connection between the k-th hidden node and the moth 
output node (where m=1,2, ... ,M). the output of the moth node in the output layer is given by: 
K 
0plII = I(I WklllO~k + 8) (2.9) 
k=l 
where the 1 is the logistic sigmoidal function used in this study which is defined as follows: 
I(output) = 1 / (1 + e -output) (2.10) 
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Input layer Hidden layer Ouput layer 
Figure 2.2: The architecture of a neural network with one hidden layer. 
The standard BP learning algorithm involves finding a set of network weights that minimises the 
cost function E for the given training set. An initial set of weights is randomly chosen, and then the 
weight update starts from the output layer and proceeds backward layer by layer. For the p th input 
pattern at the (t+ 1)th iteration, the weight connection between hidden nodes and the output nodes can be 
expressed as follows, 
p 
~wkm (t +1) = 1]L 0" pm (t)o~k (t) (2.11) 
p=! 
where the 0" is the error signal. 
8 pm = (dpm - 0 pili )0pm (1- 0 pm) (2.12) 
The weights changes between the input nodes to the hidden nodes can be expressed as: 
where 
M 
8pk = 0PIII(1- Opm)I 8 pmWkm (2.14) 
m=1 
It has been shown in the literature that an extra momentum term, y, can be used to accelerate the 
convergence time and to prevent getting suck at a local minima (Rumelhart et aI., 1996). In this case, the 
weight update equation (2.11) and (2.13) can be modified to 
p 
~wkm(t+l)= 1]IO"pmO~k +a~wklll(t) (2.15) 
p=! 
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P 
~W~k (t + 1) = r/[)5pkXpll + a~w~k (t) (2.16) 
p=l 
This weight update rule is used in the rest of this chapter and in chapter 3 for network training. 
2.4 	 The Combined Neural Networks Approach for BCG 
Classification 
2.4.1 	 Description ofBCG Data 
The data used in this study were obtained from the Medical Informatics Unit of the University of 
Cambridge derived from a field trial to assess the suitability of a BCG monitoring chair for the detection 
of cardiac condition (Rohen, 1985). Recordings of BCGs were made over two years from normal health 
volunteers at Shell Headquarters in London, from students of the University exercising in the Physical 
Education Centre at Fenners, Cambridge and from subjects attending the mild hypertension clinic at one 
of the Cambridge surgeries. During the trials, for each subject, 1500 points of the BCG waveform were 
recorded from the seat of the BCG chair and a reference ECG signal was recorded simultaneously at a 
sampling rate of 100 Hz. The R-waves in the ECG signal were used to segment the BCG signal into 
individual beats. Altogether, 339 BCG recordings have been subjected to the analysis described in the 
following sections. During the trial, general practitioners of all subjects participating in the trial had been 
contacted and issued with a clearly marked envelope which was inserted into relevant medical records 
kept in the surgery. 10 cards have been returned within 24 months of the BCG recording. Of these 6 
records belonged to subjects who died suddenly due to myocardial infarction. Zhao (1994) first analysed 
these data using ANNs and the results indicated that the chair BCG signal can find an application in 
predicting those subjects who will later suffer serious cardiac events before any symptoms become 
clinically overt .. 
2.4.2 	 Data Pre-processing 
The BCG signal pre-processing method has been established in the Medical Informatics Unit, led by Dr 
Hanka, over years of research effort. Because of the random behaviour of biological processes and the 
complexity of transducer techniques employed to provide sufficient sensitivity during the acquisition of 
signals, various kinds of noise and interference are inevitably included in the BCG. To remove this 
noise, a phaseless recursive digital filter implemented by Pynsent and Hanka (1982) was adopted as a 
band pass filter with zero phase shift to cut off noise outside the signal band (Zhao, 1994). As discussed 
by Zhao (1994), this filtering procedure is based on an assumption that the signal and noise are separable 
in the frequency domain. In an experimental study, Zhao (1994) has shown that the phaseless recursive 
digital filter outperforms the backpropagation network based filter for noise removal in BCG signal and 
concluded that this digital filter is an effective method for getting rid of unwanted noise. 
z 
Chapter 2: Combining a Principal Component Analysis Neural Network and a Multi/ayer 30 
Perceptron for BCG Classification 
11 21 31 41 51 61 71 11 21 31 41 51 61 71 
(A) (B) 
Figure 2.3: BeG mean of the normal (A) and hypertension (B). 
As far as the variation of heart beats is concerned, the individual BeG beats vary from each 
other even within one recording. The most common method to keep the constant information contained 
in each beat is to appropriately average the BeG beats (Noordergraaf and Spier, 1962, Zhao, 1994). 
However, due to differences in the cardiac cycles of individual people, the averaged BeG beat vectors 
have different lengths. It is not realistic just to stretch or compress the length of every mean linearly to a 
standard length because the constriction of ventricles takes more or less constant time over a wide range 
of heart beat rates (Zhao, 1994). Rohen (1985) studied this problem extensively and developed an 
algorithm of non-linear adjustment of the length. She chose 80 points as the standard length of BeG. 
This approach is based on a dynamic time-wrapping (DTW) algorithm developed by Moor (1984) for the 
standardisation of speech signals. Rohen (1985) improved the DTW method by using local cross­
correlation in place of DTW and producing a smooth translation table for each possible length of the 
BeG (between 26 and 100). The standardisation is done by first looking up the path corresponding to the 
length of the given mean and then adjusting the sample points accordingly. The averaged BeG means 
are stretched into the same length of 80 points which will be used for the classification. The standard 
BeG is obtained from the following equation (Zhao, 1994), 
(2.17) 
where Xi is the averaged BeG with length of len, and Yj is the standard BeG of 80 
samples(j = 0, ... ,79), the SUbscript i is i = (int)(surface(len,j)). The surface(len,j) is the 
pre-calculated length adjustment table given by Rohen (1985). Figure 2.3 shows the standard length 
BeG signal of normal and hypertension subjects. It shows that it is difficult to distinguish the features of 
these signals by visual inspection. 
As indicated at section 1.4 of chapter 1, the same BeG data used by Zhao (1994) were used for 
the rest of this study. The sampled BeG signals had been processed using the above data pre-processing 
method. That is, the signal first passes through a phase less recursive filter and then 10 BCG beats are 
averaged for noise removal. Then the averaged BCG signal is stretched or compressed to a standard 
length for comparison. 
------~--------
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2.4.3 The Architecture of the Proposed Classification Scheme 
As discussed in the first section, the aim of this study is to investigate the performance of the proposed 
neural classification system for real time application. peA is adopted for BeG feature extraction due to 
its capability that it extracts information by finding the directions in input space in which the inputs 
exhibit most variation (Jollife, 1986) and then it projects the inputs onto the subspace to perform a 
dimensionality reduction. The features are then presented to a neural classifier whose function is to 
partition the space of features into decision regions. The proposed classification system is summarised in 
Figure 2.3. It has a two stage architecture. First, the peA network is trained with training data off-line 
using the unsupervised learning rule described in section 2. Then, the peA network weights are frozen 
and the BeG signal features are extracted from the training data. These features are then used to train the 
MLP classifier off-line. Next, the two resulting networks with fixed architecture and weights are 
incorporated into an on-line feedforward automatic classification system. As the outputs of the peA 
networks have unbounded ranges, it is necessary to normalise the peA networks outputs to values 
between 0 to 1. 
Otf-line peA network Training 
Off-line Classifier Training 
On-line Feedforward Classification 
Figure 2.4 The proposed two stage network architecture for BeG automatic classification 
As it has been discussed before, the amount of data to work with is relatively small. The 
technique for best using the available data to estimate the classification performance is usually the leave­
one-out method (Devijver & Kittler, 1982). This method leaves one sample out of the whole data set 
and trains with the rest of the samples at each time. Then, the left out sample is used for test, and the 
whole process repeated again until all of the data samples have been tested. Each design and test may be 
regarded as independent. The disadvantage of this method is that it involves excessive computation for 
the whole process. On the other hand, it is of great interest in engineering applications to evaluate the 
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classification system generalisation ability. In this study, both leave-one-out and data partitioning 
scheme experiments were conducted. In the leave-one-out scheme, the whole data set was used to train 
peA network and then the features were used to train the neural network classifier using leave-one-out 
strategy. In the data partitioning scheme, the BCG data was randomly divided into two data sets: a 
training data set and a testing data set. The training set consisting of nearly half of the data was used to 
determine the necessary parameters required for both each networks. The independent set of test data 
was used to test the predictive accuracy of the classification system. All the simulation experiments were 
performed on a 486-33 MHz Personal Computer with single floating point precision and the code was 
compiled in Microsoft C/C++ V 1.0. 
2.4.3.1 Networks Training Strategies 
Unsupervised PCA network training uses whole time domain BCG waveform as its input. As Zhao 
(1994) has shown that 3 features derived from K-Y transform are sufficient for neural classifier, the PCA 
networks with 5 and 10 outputs were adopted in the study. In the training phase, each vector in the 
training set is presented sequentially to the input of the PCA network in random order. The goal of the 
learning rule is to produce an output which maximally represents the variations in the input patterns. 
Before learning, in this study the weights were randomly initialised in a range between -0.2 and 0.2. 
During training, the learning rate was gradually decreased in the form of 15 I (200 + i), where i is the 
iteration number. For the linear PCA network, G = (1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.3). In 
several experiments, it has been experienced that the termination criterion was found around 1500 to 
2000 iterations. 
During the feedforward network training, the target values used for the output units were set to 
0.0 and 1.0 respectively. The training used fixed values for the learning rate and momentum, and these 
were determined experimentally as 0.25 and 0.5 respectively. The initial weights were randomly set 
between -0.5 to 0.5. Logistic sigmoidal activation functions were used for hidden and output neurons. A 
bias neuron with default value of I was employed in the input layer and hidden layer. Three output 
neurons were used; one for each of the three classes, i.e. one neuron representing the normal subjects, one 
for the hypertension subjects and one for the patients with potential heart attack. 
In MLP classifier training, the backpropagation learning rule was used and the connection 
weights were updated after each training example. Thus, an epoch is the number of sets of training data 
presented to the network between weight updates. During the learning , the mean square error is 
monitored against the number of presentations of the training set. An appropriate point is chosen such 
that no significant improvement in the mean square error is seen. The network was then trained and 
stopped at this chosen point. After training, the network weights were frozen and both training data set 
and testing data set were used to evaluate the network performance. The classification rule is based on 
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the simple and most commonly used rule, the "winner takes all" rule which assigns the pattern to the 
class whose corresponding output neuron has the highest value (Rumelhart et al., 1986). 
2.4.3.1.1 Training Network with Leave One Out Method 
In this experiment, all of the BeG records were used as a training set for peA network. In order to obtain 
'zero mean data' as required for principal component analysis, the mean vector was estimated from the 
whole training set and subtracted from each data vector. Two peA networks (linear and non-linear) 
were implemented The linear peA network used in this experiment was trained with the modified Oja's 
rule that has homogeneity and locality. A non-linear peA network with the learning rule of the equation 
(2.6) was also explored. The non-linear output is defined by Zj = tanh(~i)' peA networks with 5 
and 10 outputs were evaluated. For the non-linear peA networks, the gain of the transfer function fJ 
was tried with values 1,2 and 3. 
Once the peA network training process was completed, the corresponding converged weights of 
the outputs were used to reduce 80 inputs pattern to just 5 or 10 components. These components were 
normalised into a range between 0 and 1. To ease the comparison, the number of hidden nodes 
implemented in the classifier were defined according to the experiment results described in section 
2.4.3.1.2. For 5 principal component outputs, the number of hidden nodes was fixed to 4, and for 10 
outputs, the number of hidden nodes was fixed to 8. The normalised peA components were used to train 
the neural classifier with the leave-one-out method. This method has been applied to the training of 
neural network classifiers in small sample size situation (Martin et al., 1994; Zhao, 1994). It has been 
shown that this method can provide nearly unbiased estimates (Devijver and Kittler, 1982; Ney et al., 
1995). For a training set ofN vectors, the training scheme can be summarised as follows: 
1. Drop one BCG record out of the data set 
2. Design the classifier based on the remaining N-l training vectors 
3. Test with the vector that was dropped out 
4. Repeat the step 1, until the N vectors were tested 
However, this method is very expensive in computation because it needs N times training 
process. For a 10:8:3 network, 144 hours were required for one training run with a 486DX-33 PC. 
2.4.3. I.2 Training Network with Partitioned Data set 
Although the leave-one-out method would be best in minimising the bias of the estimate error for it 
makes use all available data samples, it is not practical for use in neural network training since that would 
require training the network thousands of times, once for each dropped feature sample. In applying the 
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classification system to real world problem, the question of generalisation ability of the system is of great 
interest for solving real world problem. A popular method to understand the generalisation ability of a 
system is data partitioning scheme that a data set is divided into two subsets; one is called the training set 
and the others is called testing set. The training set is used to train the system until the different of 
described outputs and actual output is minimum. Elements from testing set is used for measuring the 
generalisation ability of the system. In order to obtain computable estimates of the generalisation 
performance of the combined system, data partitioning scheme was also conducted. This is essential for 
a system which is to be trained off-line and implemented on-line, as shown in Figure 2.4. 
Table 2.1 shows the partitioned training set and testing set. The training data samples were 
randomly selected from the BCG data base. First, the PCA network was trained using the procedure 
described in section 2. The mean of the training data was estimated from each individual training data 
vector to obtain zero mean for the training input vectors. After training, the PCA network weights were 
fixed to 8-bit resolution for BCG feature extraction. The extracted features were then normalised to 
values between 0 and 1 which were used to train a three-layer feedforward network to produce the 
identity of the class. The neural classifier architecture and the parameters were the same as with the 
leave-one-out neural classifier. 
Table 2.1: Training and Testing Data Sets 
Subjects Training Data Set Testing Data Set 
Normal 30 28 
Hypertension 111 164 
Risk of Heart Attack 3 3 
To decide the number of hidden nodes required in the MLP, an experiment was conducted by 
varying the number of hidden nodes using linear PCA components. Four runs of different initial weight 
values were carried out for each network architecture. Each run of the training process was fixed to 5000 
iterations. One of the best performance of all the runs was chosen for training data and testing data 
evaluation. Figure 2.5 shows the results ofthe overall misc1assification rate as a function of the number 
of hidden nodes for 5 inputs MLP and for 10 inputs MLP respectively. It is noted that with the 5 inputs 
MLP classifier, four hidden nodes gave a low misclassification rate in both training and testing data sets 
compared with 3 hidden nodes and 5 hidden nodes. A low misclassification rate was achieved for the 10 
input MLP, when the number of hidden nodes was set to 8. Thus, the number of hidden nodes were fixed 
to 4 and 8 for 5 input MLP and 10 input MLP respectively. 
The number of iterations used in training the MLP was estimated from a two pass procedure; 
where in the first pass the mean square error is monitored against the number of iterations. An 
appropriate point is chosen such that no significant improvement in the mean square error is seen, and all 
the training was repeated up to this chosen point. Once the training was finished, the network weights 
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were fixed and the networks were tested with the testing data set. Since the backpropagation algorithm is 
sensitive to different starting points, the classifier training was carried out with 4 runs starting from 
different random initialisation for the weights of the network. The best performance network was chosen 
for the [mal test. The same procedure was used for both the 5 and 10 component outputs. 
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Figure 2.5: Misclassification rate at a function of the number of hidden nodes for (A) 5 inputs MLP' 
classifier and (B) for 10 inputs MLP classifier. 
2.4.4 The Effects of Noise on the Network Performance 
As mentioned in section 2.4.4 that BCG data used in this study has been pre-filtered and averaged to 
improve the signal-to-noise ratio, the evaluation of the classification system performance is based on a 
relatively 'noise free' condition. In real world application, it is unavoidable that the BCG signal could be 
severely corrupted. Therefore, the evaluation of the robustness of the proposed classification system in 
extreme cases could provide an insight for future robust system design. It has been reported that the 
influence of respiration and of abrupt shifts in baseline caused by body movement during the 
measurement are the most serious sources of noise for the chair BCG signal (Brown et al., 1952). The 
signal pre-processing method developed in the Cambridge University might not be effective in removing 
the severe body movement noise because the 10 signal averages might not be enough. In this study, 
abrupt movements and the respiration were selected as representative noise sources. Movement of the 
patient while recording the BCG was simulated by adding a DC bias to a given segment of the BCG. The 
maximum level was 25% of the maximum amplitude of the uncorrupted BCQ, This is equivalent to a 
noise level of 250% in one BCG signal before averaging 10 of them. Figure 2.6 - (B) shows the plot of 
the BCG corrupted by the abrupt shifts in the baseline. Respiration interference was simulated by adding 
a low frequency sinusoid signal to the BeG means. The frequency was 0.33 Hz (Friesen et aI., 1990) and 
the maximum amplitude was 25% of the maximum amplitude of the uncorrupted BCG, This could be 
considered a noise level around 180% in one BCG signal before averaging 10 of them, A plot of the 
BCG signal corrupted by baseline drift due to respiration is given in Figure 2.6-(A). 
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Figure 2.6: BCG corrupted with baseline drift due to respiration (A) and abrupt shift (B). 
Many studies of artificial neural networks have noted that adding noise (e.g. Gaussian noise) to 
the training data could improve the network generalisation and fault tolerance (Holmstrom and 
Koistimen, 1992; Jim et al., 1996). However, researches have also shown that a small learning rate and a 
large number of training samples are required to average over the noise to achieve the good 
generalisation results (Reed et al., 1995; Peterson et. ai., 1995). The study in chapter 3 shows that the 
small number of sample patterns of the heart attack class cause a bias estimation problem. Thus, adding 
noise to BCG signals is only used for the trained network test in this chapter. 
2.5 Experiment Results 
Several simulation experiments were conducted to evaluate the network performance. The classification 
results are used to build a confusion matrix of a table whose each row represents the actual outputs of the 
network. 
2.5.1 Leave One Out Training Scheme 
The results ofthe leave-one-out experiment are summarised in the following confusion matrix tables. 
Table 2.2: Classification Results Using 5 Principal Components (Linear PCA Network) 
Class Normal Hypertension Heart Attack 
Normal 47 11 0 
Hypertension 5 270 0 
Heart Attack 1 5 0 
Overall Performance 93.5% 
Table 2.3: Classification Results Using 5 Principal Components (non-linear PCA Network, ~=l) 
Class Normal Hypertension Heart Attack 
Normal 48 13 0 
Hypertension 4 271 0 
Heart Attack 2 4 0 
Overall Performance 94.1% 
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Table 2.4: Classification Results Using 5 Principal Components (non-linear PCA Network, ~=2) 
Class Normal Hypertension Heart Attack 
Normal 48 10 0 
Hypertension 4 271 0 
Heart Attack 1 3 2 
Overall Performance 94.7% 
Table 2.5: Classification Results Using 5 Principal Components (non-linear PCA Network, p=3) 
Class Normal Hypertension Heart Attack 
Normal 40 19 0 
Hypertension 12 263 0 
Heart Attack 1 3 2 
Overall Performance 90% 
The experimental results for the non-linear PCA networks show that the best performance was 
achieved for ~=2. It was considered that using 5 principal components might not provide sufficient 
information. Thus, the experiment was carried out with the output components increased to 10. For the 
non-linear PCA network, only the training with ~=2 was implemented because it provided good 
performance. Table 2.6 shows the performance of linear PCA with 10 output components, and Table 2.7 
shows the non-linear PCA network with ~=2. 
Table 2.6: Classification Results Using 10 Principal Components (Linear PCA Network) 
Class Normal Hypertension Heart Attack 
Normal 54 4 0 
H ypertensi on 6 269 0 
Heart Attack 1 5 0 
Overall Performance 95.3% 
Table 2.7: Classification Results Using 10 Principal Components (non-linear PCA Network, ~=2) 
Class Normal Hypertension Heart Attack 
Normal 51 7 1 
Hypertension 5 265 5 
Heart Attack 1 1 4 
Overall Performance 93.8% 
2.5.2 Partition Training Scheme 
From the leave one out training results, it is noted that the non-linear PCA network with ~=2 gives the 
best performance in classifying the heart attack subjects. It is also shown that the 10 principal 
components have more discriminate information for the neural classifier. In the data partition scheme, 
we only consider the linear PCA network and non-linear PCA network with P=2 which gives the best 
result. It is considered that the performance error can be used to compare with the results of the leave­
one-out method. 
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Table 2.8: Classification Results Using 5 Principal Components (Linear PCA Network) 
Training Data Testing Data 
Class N H HA N H HA 
Normal (N) 28 2 0 21 7 0 
Hypertension (H) 0 111 0 6 158 0 
Heart Attack (HA) 0 3 0 0 3 0 
Overall Performance 95.1% 91.8% 
Table 2.9: Classification Results Using 5 Principal Components (Non-Linear PCA Network, ~=2) 
Training Data Testing Data 
Class N H HA N H HA 
Normal (N) 28 2 0 20 8 0 
Hypertension (H) 0 111 0 4 160 0 
Heart Attack (HA) 0 3 0 0 3 0 
Overall Performance 95.1% 92.3% 
Table 2.10: Classification Results Using 10 Principal Components (Linear PCA Network) 
Training Data Testing Data 
Class N H HA N H HA 
Normal (N) 28 2 0 23 5 0 
Hypertension (H) 0 111 0 2 162 0 
Heart Attack (HA) 0 3 0 0 3 0 
Overall Performance 96.53% 94.87% 
Table 2.11: Classification Results Using 10 Principal Components (Non-Linear PCA Network, ~=2) 
Training Data Testing Data 
Class N H HA N H HA 
Normal (N) 30 0 0 22 6 0 
Hypertension (H) 0 111 0 3 160 1 
Heart Attack (HA) 0 1 2 1 2 0 
Overall Perfom1ance 99.31% 93.33% 
2.5.3 Noise Data Testing 
In this study, previously trained combination of 10 outputs linear PCA network and MLP, and 
combination of 10 outputs non-linear PCA network with MLP were evaluated. Simulated respiration and 
abrupt noises describe in section 2.4.4 were added to the 80 points BCG data. All the parameters in the 
networks were kept the same as before. The testing data set results are shown in Table 2.12 and 2.13 
respectively. 
Table 2.12: Classification Results Using 10 Principal Components (Linear PCA Network) 
Respiration noise test Abrupt noise test 
Class N H HA N H HA 
Normal (N) 22 6 0 21 7 0 
Hypertension (H) 4 160 0 7 157 0 
Heart Attack (HA) 0 3 0 0 3 0 
Overall Performance 93.33% 91.28% 
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Table 2.13: Classification Results Using 10 Principal Components (Non-Linear PCA Network, ~=2) 
Respiration noise test Abrupt noise test 
Class N H HA N H HA 
Normal (N) 21 7 0 23 5 0 
Hypertension (H) 3 161 0 2 162 0 
Heart Attack (HA) 0 3 0 0 3 0 
Overall Performance 93.33% 94.87% 
2.6 Discussion 
2.6.1 Performance Analysis 
With the available data set in hand, combined networks with 5 and 10 features have been tested with a 
leave-one-out evaluation scheme. From results in Table 2.2, 5 features derived from the linear peA 
have poor performance on the heart attack class. In the variation of the transfer function gain of the non­
linear PCA network experiments, it is illustrated that the best performance was achieved with J3 =2 at 
which 2 of the heart attack subjects were correctly classified. Comparing Table 2.4 with Table 2.5, 
shows that further increasing the p value did not improve the classification performance of heart attack 
subjects, but decreased the performance of normal and hypertension classification. 
When the number of features was increased to 10, the results in Table 2.6 and Table 2.7 show 
that the classification accuracy of the linear PCA improved on the normal and hypertension subjects, but 
still could not classify the heart attack subjects. This might be caused by unbalanced training patterns in 
the training set. During the network training, the small number of heart attack class patterns could not 
affect the weight change efficiently. However, a significant improvement was achieved with the non­
linear peA as shown in Table 2.7. 4 heart attack subjects were successfully classified. This result 
demonstrates that the change to non-linear PCA projection can provide good discriminate information in 
this particular problem. These results also suggested that 5 features could not provide enough 
information for the neural classifier and that 10 features have the ability to maintain the required 
information. In a previous study using the K-Y transform for BeG signal feature extraction, the 
classification results achieved with a 3 inputs, 3 hidden units and 3 outputs network trained with the 
leave-one-out scheme is shown in Table 2.14 (Zhao, 1994). This result shows that features generated by 
the K-Y transformation can yield superior performance by considering the class variance and between­
class variance. However, our results show that for the classification accuracy of the normal and 
hypertension subjects, the features derived by the linear or non-linear PCA network have competitive 
performance compared with K-Y features. The poor performance of the heart attack subject for the non­
linear PCA features might be caused by unbalanced class patterns in the training set. Thus, it is expected 
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that the classification perfonnance on this class can be improved when the available samples are 
increased. 
Table 2.14: Classification Results Using K-Y Features with a MLP [3:3:3] (Zhao, 1994) 
Class Nonnal Hypertension Heart Attack 
Nonnal 55 3 0 
Hypertension 2 273 0 
Heart Attack 0 I 5 
Overall Perfonnance 98.23% 
2.6.2 Generalisation Capability 
Comparing the results of 5 feature classification in Table 2.8 and Table 2.9, and the results of 10 
feature classification in Table 2.10 and Table 2.11, it is suggested that the feature dimensionality has a 
significant effect on the generalisation capability of features generated by a linear PCA network, but 
much less on that of the non-linear PCA network. For the heart attack subjects, even the features 
generated using non-linear PCA could not be classified. This suggests that the small distribution of class 
patterns in the training data set could not provide enough infonnation to code network weights. Overall, 
the experimental results suggest that features generated by linear PCA and non-linear PCA networks 
provide similar generalisation capability on nonnal and hypertension subjects. The poor generalisation 
for the heart attack subject might be caused by the small number of class patterns presented in the 
training samples. Thus, it is expected that the generalisation ability of the combined neural classification 
system would be improved if the class patterns in the training set were balanced and a large number of 
training data samples were available. 
The study of leave-one-out and data partitioning results shows that the standard statistical 
methods for BCG feature extraction are not the optimal methods for this problem when only a limited 
amount of data is available. Theoretically, the statistical method needs a large training set to provide 
reliable statistical estimates, and the test set must be drawn from the same probability distribution as the 
training set (Raudys & Jain, 1991). Unless a special modification is applied (Hoffbeck and Landgrebe, 
1996), it is not ideal to use the standard statistical methods for feature extraction in this study. Although 
the K-Y transform method illustrates good results in feature extraction by using the whole data as training 
set, the generalisation capability of this method is not evaluated. With such a small data set, it is not 
expected that good generalisation results could be achieved. It is suggested that standard statistic 
methods should be avoided in BCG feature extraction study unless the data set is big enough. 
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2.6.3 Effect of Noise in Testing Data 
The robustness of the proposed classification systems have been evaluated by presenting noise 
in the testing data set. It is noted that respiration noise and abrupt noise have a small effect on the 
combined classification system performance. The combined linear peA and neural classifier system has 
better tolerance to respiration noise than to abrupt movement noise. The combined non-linear peA and 
neural classifier system shows robustness against both noise types. This result suggests that the non­
linear peA network is more robust than the linear peA. Thus, the combined non-linear peA network 
and neural classifier system is a good candidate for real time application, especially in a noisy 
environment. Although the performance of the network to the noise data can be significantly improved 
by using noisy data to train the network, the limited training data set could decrease the performance, as 
will be discussed in the network pruning section in chapter 3. 
2.7 Conclusions 
In this investigation, motivated by the study conducted by Zhao (1994), an alternative classification 
system based on combined neural network approaches is proposed to classify normal, hypertension and 
heart attack subjects, aiming at on-line BCG classification in real time. The neural network 
implementation of peA is adopted for feature extraction. Both leave-one-out and data partitioning 
methods were implemented to evaluate the proposed classification system. In the leave-one-out training 
experiment, it is shown that for the combined linear peA network and neural classifier system, the 
misclassification rate for the heart attack class is 100%, but for the combined non-linear PCA and neural 
classifier system, the classification accuracy for this class was improved to 66.7%. It is suggested that 
about 10 features will be required to maintain classification accuracy ~or the proposed combined neural 
network system for this particular problem. In the partitioned data experiment, the generalisation ability 
of the combined neural network systems were evaluated. The results suggest that the classifier is 
sensitive to the dimensionality of features generated by linear peA network but less dependent to the 
dimensionality changing of features which are generated by non-linear peA network. The results 
indicate that the number of data samples and balance of the class patterns in the samples have a 
significant influence on the generalisation capability of the combined classification systems. Finally, the 
robustness of the proposed systems was tested with noise added to the testing data set. The results show 
that the combined non-linear peA network and neural classifier system has better noise tolerance ability 
than the combined linear peA system. 
The overall results of this study show that the statistical method has potential capability for 
BeG feature extraction in real world application if the training samples were adequate. However, it is 
not an optimal method for this study with such limited amount of data samples, since the statistical 
method needs a large training data set to provide reliable statistical estimates, for example, to accurately 
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estimate a sample covariance matrix (Hoffbeck and Landgrebe, 1996). Although the K-Y transform 
methods show that a better result can be achieved by making use of the class assignment information in 
the whole data set, it has not been tested for generalisation performance. Furthermore, the factor of 
collecting the heart attack subject data is a difficult and time consuming task. It is expected that shortage 
of heart attack subject data will always persist in the studies. Therefore, it is concluded that one should 
avoid directly using standard statistical methods for the feature extraction studies with a limited data set, 
as the limited data set could cause errors in statistical estimation and degrade the classifier performance. 
A further investigation of non-statistical methods for BeG signal dimensionality reduction is required to 
meet real time application requirements. In the next chapter, a method using a multiresolution wavelet 
transform method for BeG signal dimensionality reduction is explored. 
Chapter 3 
BCG Classification Using Wavelet Transform and Neural 
Networks 
3.1 Introduction 
In chapter 2, the combined neural network approach for BCG signal classification has been investigated. 
The neural extension of PCA was adopted for BCG feature extraction. The results show that feature 
extraction based on the standard statistical method could bias the generalisation result because the 
numbers of available data samples is too small to provide enough information for statistical estimates. 
Because of the difficulty and expense involved in collecting heart attack subject data, it is desirable to 
develop a BCG feature dimensionality reduction method using the available data set without involving 
the statistical feature extraction procedure. Thus, a multiresolution analysis method for BCG feature 
dimensionality reduction is explored in this chapter. 
Among the methods in the literature for signal processing, a new transform method, the wavelet 
transform, has become a very important and effective tool in signal and image processing. Unlike 
Fourier transform that represents a function as superposition of sines and cosines, the wavelet transform 
contains more complicated basis functions called wavelets. This allows translating a time domain 
function into a representation that is localised not only in frequency but in time as well. In the last few 
years, the wavelet transform has proved useful in a variety of medical signal and image processing 
applications, including ECG signal compression (Thakor et aI., 1993; Chen et. a!., 1993), ECG diagnosis 
analysis (Crowe et. a!., 1992) and EEG signal analysis (Petrosian et aI., 1995). The combined wavelet 
transformation and neural network approach has been shown to be a robust solution for complex, real 
world applications (Shukla et aI., 1993; Moor and Merany, 1995; Szu et a!., 1996). 
An attractive feature of wavelet transformation is its suitability for extracting information from 
the original signal at various scales (Daubechies, 1988; Mallat, 1989). The basic idea behind the 
multiresolution analysis is to split up the given signal at different resolutions and to analyse them 
separately. This idea is justified by the fact that the information at different resolutions generally 
characterises different physical structures of the signal (Mallat, 1989). Therefore, these independent 
frequency channels can be treated according to their different physical properties. The multiresolution 
representation can be viewed as passing a signal through a sequence of filters with successively narrower 
bandwidths. This approximation process results in a set of successively lower resolution representations 
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of the original signal. The information lost at each stage of the smoothing process is retained in a detail 
signal (Mallat, 1989). If the correct scale ofwavelet muitiresolution analysis is chosen, it can provide the 
information of interest with reduced dimensionality. Therefore, it is possible to classify the data in a 
compressed format to reduce the data dimension and to save the computation time. Motivated by this 
idea, the multiresolution wavelet analysis is used here for BCG signal dimensionality reduction. A small 
subset of the wavelet coefficients are used as the input to the neural classifier. To the best of the author's 
knowledge, this is the first time that wavelet transforms have been applied to BCG signal analysis. 
The remainder of this chapter is organised as follows: In section 2, following a brief 
background review of discrete wavelet transforms, the method of BCG signal dimensionality reduction 
using a fast discrete wavelet transform algorithm is implemented. In section 3, a combined fast wavelet 
transform algorithm and neural network classification system is proposed and evaluated. The simulation 
results are presented in section 4. Based on the simulation results, a comparison with the combined 
statistical method described in chapter 2 is discussed in section 5. Finally, the conclusion is given in 
section 6. 
3.2 Multiresolution Analysis 
3.2.1 Discrete Wavelet Transform 
The essential idea of a wavelet analysis is to choose a generation function, the wavelet, and to give an 
associated transformation of a time-scale representation of functions called the wavelet representation. In 
a wavelet representation, continuous wavelet transformation (CWT) corresponds to both time and scale 
parameters being continuous, and discrete wavelet transformation (DWT) corresponds to both time and 
scale parameters being discrete (Rioul and Vetterli, 1991). DWT has attractive features in practical 
applications that use digital computers to transform sampled signals. The detailed mathematical aspects 
of DWT are discussed by Daubechies (1988) and Mallat (1989). This section briefly describes the 
multiresolution representation of a function using orthonomal wavelets. That is, the families of wavelet 
functions are orthogonal and normalised. Consequently, the signal is decomposed into pairs of signals 
from which the original could be reconstructed. 
The specific features of the multiresolution wavelet are that wavelet functions and scale 
functions at successive scales are orthonormal. The functions can be defmed by a pyramidal processing 
that decomposes the signal of interest f( x) into its coarse component Cj,n and detail component Dj,n 
at various scales 2), where j is a scale parameter and n is a position parameter. The coarse 
component C.J,1l represents the approximation of the original signal f(x) with a resolution of one point 
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per every 2j points of the original signal. The detail component Dj,n represents the details of the 
original signal at the corresponding levels of resolution (Figure 3.1). 
Coarse features of a function f(x) are localised with the aid of a scaling function ¢(x). This 
function can be selected to decompose the signal over a dyadic scale, ¢j,n (x) =2 - j ¢(2-j x - n). 
The scaling function assists in the localisation of the coarse features: 
(3.1) 
where the notation < feu), ¢j,n (u) > refers to an inner product Cf(u)¢ j,n (u)du which is the 
convolution of the input signal with the scaling function at scale 2j and position n. 
The detail components of the function f(x) can analogously be retrieved by employing a 
wavelet function Ij/(x) called mother wavelet which is orthogonal to ¢(x) , again selected to 
decompose the signal of interest over a dyadic scale. The detail components can be obtained by 
generating a series Ij/ j,n (x) =2 -j !fI(2 - j x - n). The wavelet function assists with the extraction of 
the detail features: 
(3.2) 
Mallat (1989) has shown that the tree or pyramid algorithm can be adapted to the DWT using 
the wavelet coefficients as the filter coefficients to apply to a raw data vector. One filter works as a low 
pass filter to obtain the resolution change, and one filter works as high pass filter that to bring out the 
data's detail information. The low-pass filter coefficients are associated with the scaling function ¢(x). 
The high-pass filter is associated with wavelet function !fI(x). The computation of the coarse and the 
detail components from discrete samples can be obtained by the following convolutions: 
co 
C/n) = 'Lh(2n-k)Cj_l(k) (3.3) 
k=-co 
co 
Djen) = Lg(2n - k)Cj_1(k) (3.4) 
k=-co 
where k is the sample index of the inputs to the filters and n is the sample index of the outputs from the 
filters. Mallat (1989) shows that for the filter bank algorithm (Figure 3.1), the functions and filters 
coefficients are related by : 
hen) =< ¢I 0(u), ¢(u - n) > hen) =h(-n) (3.5) 
g(n) =< !fI1,O (u),¢eu - n) > g(n)=g(-n) (3.6) 
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More details on wavelet multiresolution analysis can be found in MaIlat (1989) and Daubechies 
(1988). The specific example of determination of the filter coefficients proposed by Mallat (1989) is 
reproduce in Appendix A. 
3.2.2 Multiresolution Representation 
In the BeG signal classification, most of the information needed for classification is in the BeG shape 
and related parameters, such as the wave amplitudes of H, I, and J, slopes of base line to H, H-J, and I-J, 
and times ofH-J, I-J as well as H-I and H-J in percent of heart period (Harrison et aI., 1967). These kinds 
of features are often dependent on the degree of resolution. At a coarse resolution, information about the 
large features of the complex waves is represented; while at a fme resolution, information about more 
localised features of individual waves is formed. Upon discarding selected detail, one can obtain the 
required information for the classifier without much signal distortion. It is true that not every resolution 
is equally important to provide the classification information in the classification phase. Therefore, it is 
possible to choose a proper resolution and discard the selected component without much signal distortion. 
Using the wavelet transform, one can project the raw BeG data into a small dimension space and 
decompose the original signal into a series of sub-signals at different scales. The coarse components 
which still have the significant shape information can be used to present to the neural network classifier. 
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Figure 3.1 Wavelet decomposition algorithm (MalIat, 1989). 
One of the most useful features of wavelets is that one can choose the defming coefficients for a 
given wavelet system to be adapted for a given problem. In Mallat's original paper (1989), he developed 
a specific family of wavelets that is good for representing polynomial behaviour. As there is no prior 
information to suggest that one wavelet function would be better suited to BeG analysis than others, the 
filter coefficients derived by Mallat (1989) are adopted for this study. The algorithm for calculating the 
coefficients constructed by Mallat (1989) is given in Appendix A. In this study, the signal reconstruction 
procedure is not required. Thus, only low pass filter processing is used to approximate the original BeG 
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signal. The fast discrete wavelet transform algorithm described by Cody (1992) is implemented in C 
code for BeG signal decomposition. 
As the original data frame has 80 sample points, at each successive resolution level, the 
pyramidal algorithm compresses the data by a factor of 2. Figure 3.1 shows the three level 
multiresolution wavelet decomposition algorithm. At the first process level, the N dimension signal 
f(x) is taken as Co and is decomposed into two bands: coarse component C.J,n and detail component 
D},n which both have N/2 samples. At the next level, only the low-pass output signal is further split into 
two bands. Signals at various resolutions give information about different features. Figure 3.2 shows 
three levels of coarse coefficients derived by using the fast wavelet transform algorithm. In time scale, 
they are 40,20, and 10 samples respectively. 
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Figure 3.2 Coarse components of the BCG waveform at each level 
The multiresolution representation process results in a set of successively lower resolution 
representations of the original BCG signal. Notice that the 40 and 20 coarse components have kept most 
of the original waveform features, and the 10 coarse components have totally lost the H wave which 
might have classification information for this study. It a previous study, it has been shown that the useful 
frequency range of these BeG signals is within 0-20 Hz (Yu et aI., 1996). During the forward wavelet 
transformation, the pyramid algorithm divides the spectrum into octave bands. As the BCG signal 
sampled at 100 Hz, the low pass bands covered by wavelet coefficients CI, C2 and C3 represent 
frequency cut off at 25 Hz, 12.5 Hz and 6.5 Hz respectively. It is obvious that some of the spectrum 
components have been attenuated for 20 coarse coefficients and more spectrum components are lost for 
10 coarse coefficients. However, due to the feature of wavelet transform that allows translating a time 
domain function into a representation that is localised not only in frequency but in time as well, the 
localised waveform features, such as wave complexes, could still be preserved for classifications even 
though some high frequency information has been lost. To verify this point, three experiments are 
constructed to train the neural networks using 40, 20 and 10 coarse components respectively. Each 
neural network is trained with the leave-one-out method. The preliminary classification results showed 
that the performance with 20 coarse components has same performance to that of 40 coarse components 
on heart attack subjects which has a misclassification rate of 33.3%. However, 10 coarse components 
I 
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give a misclassification rate of 66.6% on heart attack subjects. In this study, 20 coarse components are 
used for the neural classifier inputs. 
3.3 	 Description of the Combined Wavelet Transform and Neural 
Network Classification System 
The proposed classification system is illustrated in the Figure 3.3. The on-line classification system is 
based on two processing phases. A two level wavelet transform is implemented. The original BCG 
signal is passed to the first low-pass filter which subsamples the inputs by a factor of two. Then, the low­
pass filter output is used as the data input for another low pass filter, identical to the first one, generating 
another set of approximation coefficients at the second level of scale. At the output of the second level, 
the 20 approximation coefficients are then normalised into the range between 1 and 0 as the neural 
classifier inputs. A MLP classifier is applied to classify these wavelet coefficients into associated classes. 
The network architecture and the weights were determined off-line as stated in chapter 2. 
Hypertension 
Normal 
Wavelet Transform Neural Classifier 
Figure 3.3: The combined BCG classification system 
In order to make a fair comparison with previous results, both the leave-one-out and data 
partitioning schemes described in the chapter 2 were evaluated. The previous partitioning of the data set 
was used for the training data set and testing data set. The partitioning data scheme was used to decide 
the number of hidden units required. The training procedure and parameters were the same as in chapter 
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2. The perfonnances were evaluated on both the training data set and the testing data set. The number of 
hidden nodes used to construct the classifier were decided empirically. Tables 3.2 to 3.6 show the 
perfonnance results with variations of the number of hidden units from 8 to 3. Based on the results, the 
number of hidden nodes was fixed to 4 for the rest of the study. 
3.4 Experimental Studies in BCG Classification 
3.4.1 Results ofthe Network Trained with Leave One Out Scheme 
Based on the experimental results in section 3.4.2, the number of hidden neurons were fixed to 4. The 
perfonnance of training set and testing set with leave-one-out scheme are shown in Table 3.1. 
Table 3.1: Classification Results Using Leave-One-Out Training Scheme 
Class Normal Hypertension Heart Attack 
Nonnal 54 4 0 
Hypertension 2 271 2 
Heart Attack 0 2 4 
Overall Perfonnance 97.1% 
3.4.2 Results of the Data Partition Scheme 
The same partitioning of the data set was used in all runs of this investigation. The wavelet coefficients 
were truncated to 8-bit resolution and nonnalised into the range between 0 and 1. It was observed that 
4000 iterations were adequate for network convergence. The generalisation capability of the neural 
classifier was evaluated using the same strategy. The results for variations in the number of hidden nodes 
are shown in Table 3.2, Table 3.3, Table 3.4, Table 3.5 and Table 3.6 respectively. The results show that 
the neural classifier with 4 hidden nodes gives the best generalisation perfonnance on the testing data set. 
Therefore, the network with 4 hidden nodes is adopted in the data partitioning scheme. 
Table 3.2: Classification Results Using 8 Hidden Nodes 
Training Data Testing Data 
Class N H HA N H HA 
Normal (N) 30 0 0 24 3 1 
Hypertension (H) 0 III 0 5 158 1 
Heart Attack (HA) 0 1 2 0 1 2 
Overall Perfonnance 99.3% 94.36% 
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Table 3.3: Classification Results Using 6 Hidden Nodes 
Training Data Testing Data 
Class N H HA N H HA 
Normal (N) 30 0 0 24 3 1 
Hypertension (H) 0 III 0 3 158 3 
Heart Attack (HA) 0 2 0 1 2 
Overall Performance 99.3% 94.36% 
Table 3.4: Classification Results Using 5 Hidden Nodes 
Training Data Testing Data 
Class N H HA N H HA 
Normal (N) 30 0 0 24 3 1 
Hypertension (H) 0 111 0 3 159 2 
Heart Attack (HA) 0 2 0 2 
Overall Performance 99.3% 94.87% 
Table 3.5: Classification Results Using 4 Hidden Nodes 
Training Data Testing Data 
Class N H HA N H HA 
Nonnal (N) 30 0 0 25 2 1 
Hypertension (H) 0 111 0 2 159 3 
Heart Attack (HA) 0 2 0 2 
Overall Perfonnance 99.3% 95.38% 
Table 3.6: Classification Results Using 3 Hidden Nodes 
Training Data Testing Data 
Class N H HA N H HA 
Normal (N) 30 0 0 24 3 1 
Hypertension (H) 0 110 5 156 3 
Heart Attack (HA) 0 1 2 0 1 2 
Overall Performance 99.3% 93.3% 
3.4.3 Pruning Network with Weight Decay Technique 
The classification system presented in this chapter is based on the combination of DWT and MLP. The 
inputs to the neural classifier are a low resolution representation of the BCG waveform. It would be 
useful to examine whether some features could be irrelevant or less relevant to this classification task. 
Pruning is one of the practical methods for network architecture optimisation (Hertz et al., 1991). It has a 
clear advantage of improving the network generalisation capability by removing unnecessary weights or 
even nodes. Furthermore, removing the unnecessary weights or nodes can also reduce the computation 
complexity for real time implementation. One common technique is the weight decay method. This 
technique augments the usual least squares cost function E with a function which is the sum of the 
square of all the weights in the network ( Krogh & Hertz, 1992; Plaut & Hinton, 1987): 
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This cost function leads to a simple "weight decay" term in the weight update: 
wct +1) = wet +1) - AW(t) (3.8) 
This is easy to implement, and limits the development of any weights with "large" absolute 
value and the weights that are unimportant for the task will decay to zero at a rate determined by A. 
Thus, it is claimed that it can prevent the network from over-fitting the data and minimises the sensitivity 
of the output to noise in the input (Nowlan & Hinton, 1992). It leads the network to generalise well. In 
this experiment A was set to 0.0001. After the training, only 13 out of 99 total weights had a magnitude 
close to zero. The results for the application of weight decay to the network with A = 0.0001 are 
shown in Table 3.7. The generalisation for the hypertension class was slightly improved on the testing 
data set, the normal subject classification was not improved and the heart attack cases were totally 
misclassified. Compared with results for the network trained without weight decay, the overall 
classification accuracy had dropped. Apparently, the penalty term in the weight decay method limited the 
weight growth in early stages of training. If the population of the pattern in the training sample 
distribution has a significant difference, the weight update value of the small distributed class patterns in 
the training data samples will become even weaker due to the penalty term of weight decay. This can 
actually destroy the ability of the training process to find complex localised structure in the small class 
patterns. Therefore, a large samples are needed in order to be confident that the correct correspondence 
was not pruned. Since the performance for heart attack subjects was poor after only a small number of 
weights were removed, no further pruning experiments were made to further reduce the weights. 
Table 3.7: Classification Results with Weight Decay Parameter A = 0.0001 
Training Data Testing Data 
Class N H HA N H HA 
Normal (N) 20 0 0 24 4 0 
Hypertension (H) 0 111 0 4 160 0 
Heart Attack (HA) 0 3 0 0 3 0 
Overall Performance 97.22% 94.4% 
3.4.4 Robustness to Noise 
To test the robustness ofthe combined wavelet transform and neural classifier system, noise was added 
to the testing data set as discussed in chapter 2. The results are summarised in Table 3.8. Many studies 
have noted that adding small amounts of noise to the training data often results in improvement 
generalisation and fault tolerance (Sietsma & Dow, 1988; Weigend et aI., 1991; Holmstrom and 
Koistinen, 1992; Chakrabarti et aI., 1995). This improvement is important for real world applications. 
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Thus, an experiment was conducted by adding 25% abrupt shift noise and 25% respiration noise to the 
training data separately. Table 3.9 shows the performance of the testing data result. 
Table 3.8: Results ofAdding Noise to the Testing Data Set 
Added respiration noise Added abrupt shift noise 
Class N H HA N H HA 
Normal (N) 23 4 1 24 3 1 
Hypertension (H) 8 150 6 16 l38 10 
Heart Attack (HA) 0 1 2 0 0 3 
Overall Performance 89.7% 79.5% 
Table 3.9: Classification Results of the Network Trained with a Noisy Data Set 
Added respiration noise Added abrupt shift noise 
Class N H HA N H HA 
Normal (N) 21 6 1 23 4 
Hypertension (H) 5 156 3 7 152 5 
Heart Attack (HA) 0 1 2 0 1 2 
Overall Performance 91.8% 90.8% 
3.5 Discussion 
3.5.1 Performance Analysis 
3.5.1.1 Comparison of the Proposed System with Previous Systems 
The objective of this study is to develop a reliable, simple and fast system which can perform well with 
the limited data set that is to hand. The property of the wavelet decomposition of signals is to identify 
features that are localised in a waveform ( such as H, I, J and K peaks etc. in Figure 1.2) and in time 
scale. It is considered that this method is a kind of feature extraction method that takes the wave complex 
into account. Thus, the feature extraction is achieved by projecting the waveform onto a low resolution 
representation to keep necessary information. In this study, the original dimensionality was reduced by 
75%. 
Table 3.2 shows that performance estimated using the leave-one-out method is competitive with 
that of the combined K-Y transform and MLP system proposed by Zhao (1994). By using the data 
partitioning scheme, Table 3.6 shows that the best results were achieved on the testing data set by using a 
20-4-3 architecture, especially for the heart attack class. Overall, both leave-one-out and data partitioning 
results demonstrated that the combined wavelet transformation and MLP classification system 
outperforms the combined PCA and MLP networks system. The generalisation capability for the small 
class of heart attack patterns was improved. In view these results and the fact that the total number of 
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examples is not very large, the combined wavelet transform and MLP classification system can be said to 
perform well compared to the results discussed in section 2.6.1. 
Research suggests that selecting an appropriate training data set can improve the network 
generalisation capability (Plutowski and White, 1993; Hasegawa et aI., 1996). If the training set is not 
ideal, it will not make the network generalise well. As the training data set and testing data set was 
randomly selected, it is difficult to be sure that the training data set covers all. An experiment was 
conducted by swapping the training data set with the testing data set. With 4 hidden nodes, the 
experimental results were as shown in Table 3.10. The results in the experiment indicated that the 
generalisation performance of the network was little changed. It is concluded that the partitions of the 
training data set and testing data set generally have similar distributions. 
Table 3.10: Classification Results of Swapped Data Sets 
Training Data Testing Data 
Class N H HA N H HA 
Normal (N) 28 0 0 27 3 0 
Hypertension (H) 0 164 0 0 107 4 
Heart Attack (HA) 0 1 2 0 1 2 
Overall Performance 99.49% 94.44% 
3.5.1.2 Comparison of the Wavelet Transform and Signal Re-sampling Scheme 
In order to reduce the neural network size, Zhao (1994) has tried the effect of res amp ling the BCG data at 
50 Hz to reduce the number of network inputs to 40. A network with 40 inputs, 5 hidden nodes and 3 
outputs is trained with the leave-one-out method. The results are shown in Table 3.11. Comparing this 
classification result to the Table 3.1, it is shown that the classification result using wavelet coefficients is 
superior to the signal resampling method. The BCG signals have a frequency range 0-20 Hz. According 
to the sampling theorem, it is not possible to downsample the BCG signal to 20 points. However, the 
experimental results indicate that the wavelet transform is capable to reduce the BCG dimensionality to 
20 points for classification. This provides an attractive alternative for BCG signal analysis. 
Table 3.11: Classification Results Using Leave-One-Out Training Scheme with 40 Inputs (Zhao, 1994) 
Class Normal Hypertension Heart Attack 
Normal 49 9 0 
Hypertension 6 266 3 
Heart Attack 0 4 2 
Overall Performance 93.51% 
3.5.1.3 Visualisation of Data Distributions 
In order to analyse the original data and reduced data distribution visually, the linear PCA 
mapping algorithm described in section 2.2.2.1 is utilised, which projects all data samples onto a two 
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dimensional plane which contains components in the fIrst and second eigenvectors. This will give the 
directions with large variances in the distribution of both original BeG data and wavelet transformation 
output. (Yu et. aI., 1996). Figure 3.4 shows distribution maps of the original BeG data and wavelet 
transform output in A and B. It shows that the distribution of all patterns before and after wavelet 
transformation have similar' directional distribution structures. The pattern after wavelet transformation is 
a more compact in the vertical direction and extended in the horizontal direction compared to the map of 
the original signals. There is a great similarity between the two maps. This suggests that much 
significant information is preserved after wavelet transformation. 
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Figure 3.4: Two principal components map of (A) original BeG signal and (B) 20 coarse components. 
3.5.1.4 Pruning Network 
A common weight decay method was implemented in an attempt to improve the network generalisation 
by removing unnecessary weights. The experimental results suggested that it might be difficult to 
improve the network generalisation performance with small training samples. Apparently, the penalty 
term in the weight decay method limits the weight growth in the early stages of training and can actually 
destroy the ability of the training process of finding complex localised structure in the data if the class 
patterns in the training samples is small. This result confirmed the points made by Hasagawa et al. 
(1996) that if the training set is not ideal, it is difficult to improve the network generalisation by using 
network generalisation improvement methods. 
3.5.1.5 Effect of Noise 
The effect of noise on the proposed classification system was evaluated. As shown in Table 3.9, the 
results show that the performance decreases dramatically when the classifIer is tested with noisy data, 
especially for the abrupt noise caused by baseline shift. This is probably caused by the fact that the 
classifier relies on the wave shape and wave complexes information. When the waveform is corrupted 
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with noise, the classifier carmot properly classify the corrupted waveform according to the original 
information learned. Compared with the results of the combined PCA and MLP network system, the 
combined wavelet transform and neural classifier system has worse performance on the noise test. The 
combined PCA and MLP'network system has a large number of weights which can provide a good fault 
tolerance capability. To improve the noise tolerance of the combined wavelet transformation and MLP 
system, the method of adding noisy data in the training data set to train the network was investigated. 
Table 3.10 shows the testing results when the networks were trained with respiration noise and abrupt 
shift noise added to the training data set. The results of this investigation show that the overall 
performance of the trained network on the noisy test data set was significantly improved. However, the 
normal and heart attack classes had no significant improvement. This was probably caused by the small 
number of training patterns. Reed et al. (1995) have pointed out that a large number of training samples 
and a small learning rate are required to average the noise. The experimental results suggest that adding 
noise to the training data set is an effective method for improving the network fault tolerance. This 
method should be considered in future to improve the robustness of the proposed classification system 
when a moderate number of training samples are available. 
3.5.1.6 Computation Efficiency 
For real time applications, the reduction of computation complexity is of greatest concern for the 
engineering design. Table 3.12 shows a comparison of the forward pass computation complexity of the 
two combined classification systems. It shows that the computation operation required for the combined 
wavelet transformation is similar to that of the combined PCA network with 10 outputs. However, the 
memory storage required for the combined wavelet transform and neural classifier system is much 
smaller. Moreover, unlike the PCA networks, no training procedure is required to generate the features 
for classifier inputs. This provides a great advantage for real time implementation. The comparison 
results of performance and computation efficiency suggest that the combined wavelet transformation and 
MLP system is suitable for real time implementation. 
Table 3 12' Comparison of the Computation Complexity for BCG Feature Extraction 
Combined PCA Method Combined Wavelet Method 
Multiplication Addition Storage Multiplication Addition Storage 
Feature Extraction 800 808 808 720 660 12 
Classifier 115 115 115 99 99 99 
Total 915 923 923 819 759 111 
3.5.2 Implementing an Automatic BCG Classification System 
In view of the studies of the previous chapter and this chapter, an automatic system for chair BCG 
classification in real time is proposed as illustrated in Figure 3.5. The system mainly consists of three 
function blocks; signal pre-processing, wavelet transform and neural classifier. Two channels of real 
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time signals from sensors are connected to the on-line classification system. The R wave peak detected 
by the R-wave trigger circuit is used to identify the BCG cycle (Richez, 1992). The incoming BCG 
signal first passes though a high pass analogue filter to reduce the respiration noise level. Then the signal 
is digitised at 100 samples/second with 8-bit resolution. The records of 10 beats are averaged by 
accumulation to improve the signal to noise ratio. The averaged BCG record is stretched or compressed 
to a standard length of 80 points by making use of a standardisation lookup table. The stretch or 
compress procedure is described in section 2.4.2 of chapter 2. 
A two level fast wavelet transform is applied to the 80 points of the signal pattern to reduce the 
dimension to 20 points. Although constructing a compact supported mother wavelet involves complex 
mathematics, the calculation of the wavelet transform is relatively simple. The wavelet transform can be 
implemented as finite impulse response (FIR) filters as shown in Figure 3.l. In this specific application, 
only low-pass filters are needed. The 20 points signals are then classified into three classes; normal, 
hypertension or risk of heart attack by a neural classifier. The architecture and weights of this on-line 
neural classifier are determined using the off-line training method that is described in chapter 2. The 
implementation of these three function blocks could be either pure software solution or the combination 
of software and hardware approaches. As discussed in chapter 1, one of the primary goals of this study is 
to investigate implementing neural network on hardware so that the instrument can quickly process real 
time information. Thus, a hardware implementation ofthe neural classifier for this specific application is 
adopted for the proposed system implementation. 
R peak 
of th ECG signal 
BCG Signal 
.._+ Normal 
11-_+ Hypertension 
..-+ Heart Attack 
Figure 3.5 The block diagram of the proposed automatic BCG classification system 
3.6 Conclusions 
This chapter proposed a new method for BCG classification. It consists of a two stage process: the 
multiresolution wavelet transform for B'CG feature reduction and a neural classifier to partition the space 
of features into decision regions. Since the characteristics of BCG signals are mainly features of shape 
and time interval between peaks, these kinds of features often depend on the degree of resolution. 
Multiresolution analysis offers the practical solution to this problem. Mallat's spline wavelet (Maliat, 
1989) is used in BCG signal decomposition. The simulation results using the leave-one-out training 
scheme show that the proposed classification system has better performance than a combined neural 
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networks approach, and has comparable performance with the combined K-Y transform and neural 
classifier method proposed by Zhao (1994). The data partitioning scheme test showed that the combined 
wavelet transformation and MLP classification system has better generalisation than the combined neural 
networks system (Yu, 1996). Two common methods for improving network generalisation and 
robustness are evaluated; one is to use a weight decay technique, and the other is to present noise to the 
training data set. The simulation results also suggested that the improvement is constrained by the 
limited number of data samples. Comparing to the BeG signal resampling scheme used by Zhao (1994), 
it indicates that the wavelet transform is an effective approach in BeG signal dimensionality reduction. 
Furthermore, it has been demonstrated that the wavelet transform has a compact computational 
complexity. From the classification performance and real time implementation point of view, the 
multiresolution wavelet is promising for an on-line dimensionality reduction in BeG analysis. Finally, 
an automatic classification system is proposed for real time BeG signal classification. The proposed 
classification system incorporates signal pre-processing, wavelet transform and neural classifier modules. 
The implementation of the proposed system can be either pure software or the combination of software 
and hardware approaches. In this study, a hardware implementation of the neural classifier for this 
specific application is adopted to address one of the goal of the project. 
Chapter 4 
Developing a Hybrid Learning Algorithm for Weight 
Precision Selection 
4.1 Introduction 
In chapter 3, a combined wavelet transform and MLP technique was proposed that can achieve the goal 
of automatic BeG classification for real world application. In implementing neural networks to solve 
real world problems, a hardware implementation of the neural network is usually required to meet the 
speed and space constraints needs (for example, bioelectric potentials, such as ECG, BCG, EEG, and 
biomedical image processing). However, one of the problems in the design of neural hardware is the 
resolution of the synaptic weights. It is not possible to implement high precision in analogue circuits, 
and high precision requires a big multiplier and a large memory to store weights which occupy large 
areas on digital chips. It has been demonstrated that a high performance can be achieved with limited 
precision in weights (Lont and Guggenbuhl, 1992; Barranco et al., 1993). Research also shows that the 
precision required for the weights varies and is dependent on the problem difficulty and on the network 
size (Yoo and Pimmel, 1994). Boser et al. (1992) developed a neural circuit with 5-bit weights for 
optical character recognition. Lisa et al. (1993) demonstrated a 2-bit weights network to solve the vehicle 
licence recognition problem. More recently, Leong and labri (1995) have implemented a neural classifier 
in a multilayer perceptron chip (Kakadu) with analogue technology for cardiac arrhythmia classification. 
The synaptic weights implemented in the chip have only 6-bit resolution. It is a common question to be 
considered before the neural hardware design what minimum number of bits is necessary for successful 
operation of the neural classifier. If the optimal trade-off is achieved, the design and power cost of the 
instrumentation can be significantly reduced. 
By analysis of the backpropagation learning rule described in chapter 2, two phases of 
operations can be distinguished; forward pass and backward pass. In the forward pass, the networks take 
input patterns from the training sets and compute the network outputs; during the backward pass, the 
outputs are compared with desirable outputs to generate the error signal which is used to adjust the 
connection weights. Once the network is properly trained, the neural networks perform the forward pass 
phase to retrieve corresponding outputs. Usually, a high precision is required in the backpropagation 
phase to help the network to converge to the desired point. For the forward pass classification phase, it 
has been shown that the neural networks require less weight precision (Boser et al., 1992; Piche, 1995). 
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According to the training phase implementation, the hardware implementation of neural networks can be 
divided into two categories, on-chip training and off-chip training methods. 
In the on chip training method, both phases are performed by the hardware and the weights 
update is operated on-line. There has been considerable work on implementing the backpropagation 
algorithm in dedicated hardware to speed up the computation. However, the precision required during 
the training is usually high (Holt and Hwang, 1993). Hollis et al. (1990) show that 12-bit resolution is 
required to learn a non-linear simple problem and a typical suggested resolution is 16 bits. This results in 
extensive hardware area and complexity. It is possible to relax the required weight precision with other 
learning methods such as weight perturbation (Jabri and Flower, 1992). Sakaue et al. (1993) illustrated a 
weighted error function learning algorithm for digital number recognition with 8 bit resolution. 
However, the cost in these methods for achieving learning with low precision weights is an increase in 
the complexity of the training algorithms. Therefore, these algorithms usually need complex circuits to 
implement them for on-line learning which also means that a large silicon area and power consumption 
are required for digital implementation. 
In most of the real word applications using neural networks, the neural networks are trained on 
serial computers off-line, with possible later implementation in hardware once a satisfactory set of 
weights is found. In the off-line training method, both phases are simulated on a digital computer. All 
the network parameters are determined during the simulation. During the training, the weights are 
quantized and the performance is evaluated until the network reaches a satisfactory performance. The 
final weights are fixed and then downloaded into hardware processors specialised for forward pass 
operation. This method provides the capability to devise algorithms for very low precision weight 
representation. Thus, a dedicated hardware implementation of such a neural network can have improved 
processing speed and reduced circuitry complexity and power consumption. One disadvantage of this 
method, however, is that it might require a longer training cycle than the on-line training method. 
The approach of off-line training with high precision, on-line implementation with reduced 
precision is useful in practical applications, as in most real world cases the neural classifiers need only 
one training with sufficient data samples and can then be used for a long time. Thus, the development of 
a general methodology for the implementation of such systems in a specific technology(e.g. VLSI) can 
reduce the circuit complexity, operate much faster, and save cost. The work presented in the following 
chapters belongs to this category. 
As the weight precision required depends on the specific task, it is necessary to investigate the 
variation in diagnosis accuracy with the weight precision in this BeG classification task. Moreover, a 
specialleaming scheme is required so as to obtain compact weight precision. This chapter is devoted to 
the limited precision weight learning problem. A training algorithm for weight precision selection is 
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introduced for real world applications. This chapter is organised as follows: following a brief review of 
the related works in limited weight precision learning on section 2, a new hybrid learning algorithm is 
proposed in section 3 and a comparison with the standard backpropagation (BP) method is conducted 
using two benchmark problems. In section 4, the proposed learning algorithm is used for precision 
reduction in the BeG neural classifier. Finally, a discussion and conclusions are presented in section 5 
and section 6 respectively. 
4.2 Related Works 
Reduction in weight precision is an active area in artificial neural network research. Nakayama et al. 
(1990) proposed an algorithm that trains networks with high precision using the standard 
backpropagation rule and then gradually reduces the number of precision bits during retraining cycles. It 
is found that this method can reduce weight precision significantly compared with conventional 
backpropagation method with discrete weight resolution. It has been demonstrated that this method can 
reduce the weight precision to 2-bit for a digital number recognition problem. Lisa et. al. (1993) reported 
a learning algorithm that introduces a penalty term to the backpropagation cost function. The network is 
first trained with high resolution weights with the penalty term set to zero. When the network converges, 
the penalty term is increased gradually during the retraining phase. Thus, at the fmal stage, a network 
with low resolution weights and simple activation function can be obtained. However, the above 
methods have one common problem of convergence in that the network can become stuck in a local 
minimum during learning, due to limited weight precision and rounding operations. 
In order to overcome this problem, Dundar and Rose (1995) proposed a "backpropagation with 
quantization" algorithm. In this algorithm, the network is trained with high resolution. When the training 
is completed, the weights are quantized and the network is retrained. If the network becomes paralysed, 
the updates for all the weights are registered. The n largest updates are chosen and the least significant 
bits of the weights associated with these updates are flipped. As a result, the network can avoid local 
minima created by the process of quantization. Alibeik et al. (1995) developed a learning algorithm by 
combining quantized weight learning and weight perturbation. The network is initially trained with high 
resolution. When the training is completed, the weights are quantized and the network is trained with a 
quantized gradient descent rule (QGDR) to avoid local minima. The weights (W; ) are updated in the 
opposite direction of 8E / OW; for an amount equal to one quantization step. This change is accepted if 
it decreases the network error function E, otherwise it is rejected. This process is applied to all of the 
weights in the network until the error function becomes less than a predefined value or no further change 
in the weights are made in one epoch. It was shown that the QGDR algorithm can reduce the weights 
precision to 2-bit for the Arabic digit recognition problem. 
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In addition to the modified backpropagation algorithms for discrete weight learning, a new type 
of weight perturbation method and associated modification algorithms for low precision learning have 
been introduced ( Jabri & Flower, 1992; Leong & Jabri, 1995; Maeda et. al., 1995). The characteristic of 
these algorithms is that they estimate the gradient of the error with respect to a certain weight, by 
perturbing the weight and dividing the reSUlting change in the error by the amount of the weight 
perturbation. In order to obtain the required weight precision, several learning algorithms have been 
proposed. It has been shown that these algorithms can train the network with reduced precision. 
However, Dundar and Rose (1995) have pointed out that computational complexity depends more 
strongly on network size with these methods than with standard backpropagation. Therefore, these 
methods are not efficient for training large networks. The backpropagation rule is arguably the most 
popular network training algorithm in off chip learning to achieve the lowest resolution weights because 
of its simplicity and its popularity for multilayer feedforward neural network learning (Dundar and Rose, 
1995). 
4.3 A Hybrid Learning Algorithm for Fixed Point Precision 
Network Training 
4.3.1 Finite Precision Computations 
In fixed precision learning, the weight values have a given q +1 bits fixed point form, while expressed 
as one sign bit plus q - n bits integer and n bits to the right of the point with proper range which 
depends on the problems associated. In general, the rounding or truncating error due to the limited 
precision in the learning phase can be described in the following two cases: 
1. 	 If values require more than q bits precision, but are less than 2 (q-n) in magnitude, the 
rounding/truncation operation will chop the lowest order bits off. 
2. 	 If values are less than 2-n in magnitude, they will be treated as zero. 
Because of the truncating operation in fixed precision learning, low precision weights could 
cause the problem that most of the weights might be truncated to zero especially when the learning rate is 
small. In this case, the backpropagation error signal described in chapter 2 (2.10) and (2.12) could be 
very small, and no weights updating can be applied even though the difference between the actual 
outputs and desirable outputs are still high (Reyneri & Fillippi, 1991, Dundar and Rose, 1995). The 
performance improvement of the classification drops to very low levels or even approaches zero. One 
practical method to deal with this problem is to use a large learning rate during the training (Dundar et al., 
1995). However, ifthe learning rate is too large, the derivative f'(x) = f(x)[l- f(x)] could vanish 
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due to the rounding operation and the learning procedure again becomes stuck (Salomon & Hemmen, 
1996). Once a neural network is stuck, escaping from this state using gradient based learning is 
extremely difficult, because the amount of weight update on the neuron is near zero. Thus, the network is 
paralysed. In the following section, an addition is made to the standard backpropagation algorithm to 
improve the network convergence for low precision learning. 
In this study, inputs and outputs are 8-bit values to the right of the point with range [0.0, 1.0]. 
The bias value e is an 8 bit value with range [0.0, 1.0]. The weight values are expressed as q +1 bits 
fixed point form. During the simulation, truncation is used after each weight update calculation. 
4.3.2 The Combined Training Algorithm 
To tackle the network paralysis problem, a modified random search approach is added to the standard 
backpropagation algorithm to prevent the conventional BP rule from stopping on a paralysis problem. 
The random optimisation method has the property that it ensures convergence to a global minimum of the 
neural network error function (Baba, 1989). However, this approach has the limitation that it sometimes 
takes a long time for convergence. On the other hand, standard backpropagation has a good capability 
for local optimisation. Thus, a hybrid algorithm is proposed to make use of both the merits of the 
backpropagation method and the random optimisation method of Solis and Wets (1981) to fmd global 
minimum in a small number of iterations. In this proposed hybrid algorithm, the standard back­
propagation algorithm is used to decrease the error function with comparatively small steps and the cost 
function changes are monitored after a number of iterations. If the variation of the cost function is bigger 
than a defined value, the backpropagation rule is used to continue to update the weights. Otherwise, it 
means that the weight update has stopped and the network is paralysed. In this case, a random weight 
perturbation method is used to update the weight value to help the network to escape paralysis. 
In this study, the backpropagation algorithm described in chapter 2 was used without a 
momentum term. The network weights were updated after every example. As elsewhere in this study, 
the mean squared error (MSE) function E was used: 
E = _1LI(dpm -opm)2 (4.1) 
pm p m 
where m is the number of output nodes, and p represents the number of input patterns. 
The random optimisation method proposed by Solis and West (1981) was modified to 
accommodate fixed precision calculation. Instead of using a Gaussian function to generate the random 
numbers, random values were chosen from within the quantization step interval. The modified random 
optimisation method for the network weights update is defined as following: 
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1. 	 Generate random values which are equally distributed in the interval (-il, +il), where 
il is a quantization step. 
2. 	 If E(w; +il) <E(w;),then W;+1 =w; +il. 
3. 	 If E(w; + il) > E(w i ) and E(w j - il) < E(w;) , then Wi+l = Wi - il. 
4. 	 If E(w; + il) > E(w;) and E(w; - il) > E(w;) , then Wj+l == w;. 
The criterion of gradient threshold (GT) and error threshold (ET) proposed by Leung et al. 
(1994), is adopted in this study to check whether a paralysis is met. If the network is paralysed, the 
random optimisation method is applied to help the network convergence. Otherwise, the 
backpropagation learning rule is used for weights update. The modified learning algorithm can be 
summarised as following: 
Step 1: Initialise the random weight values. 
Step 2: Perform a forward pass and calculate the system error of the n-th iteration En' 
Step 3: If E" < defined stop criterion, then stop; otherwise, perform a backward pass: update the 
weights. 
step 4: Check the iteration steps. If the iteration steps have not reached the defined number of 
iterations, go to step 2; otherwise go to step 5. 
Step 5: Compute the error gradient M by: 
M = (En - E(n-I+l)) / t 
where t is the number of iterations for estimation of M. 
Step 6: If (I LlEI < gradient_threshold and (E" > error_threshold), it means that no error change has 
occurred and the network has been paralysed. In this case, the backpropagation rule cannot 
adjust the network weight any more. Thus, the modified random optimisation method is 
applied to break such minima and to help the network converge. After random weight 
optimisation for one epoch, go to step 2; otherwise directly go to step 2. 
In this algorithm, the chosen number of iterations t is important. If a large value is chosen, the 
effect of the MSE changes could be ignored and the learning might be trapped in one situation for a long 
time. If too small a window size is used, the backpropagation algorithm cannot update the weights 
properly. There will be more oscillation during the network training. In this experiment, t was chosen 
as 10 iterations. The same procedures are repeated several times, until the MSE is less than the default 
value or no further improvement is achieved. 
The value of GT usually depends on the weight precision defined during the training. If the 
weight precision is high, a small value should be chosen otherwise no error improvement is recorded in a 
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specific window and the random optimisation method cannot be applied. The network is trained with the 
standard backpropagation rule only. However, if the precision becomes low, one can expect a large MSE 
oscillation because of the truncating error. A small GT in low precision weight training could cause the 
network to use the random optimisation method frequently and eliminate the backpropagation fme tune 
capability. Therefore, a relatively high GT should be used. Another important value is the choice of the 
ET. If the ET is too small for the very low precision weight training, it could affect the network 
convergence as the low resolution weight usually generates a slightly high error signal. If the ET is too 
large, the random weight perturbation will become useless and the learning rule becomes standard 
backpropagation. Figure 4.1 shows the training of a network on the XOR problem as described below 
with 10 bit weight resolution. It is shown that a large ET gives the same total error function as the 
backpropagation method. When the ET value is set up between 10-2 and 10-3 , the network converges 
well. 
1 101 201 301 401 501 601 701 801 901 
Iteration 
Figure 4.1: Learning curves ofthe 1 O-bit weights network on XOR problem. 
(I) Back-propagation (BP) algorithm 
(2) Hybrid algorithm with ET = 0.5 
(3) Hybrid algorithm with ET =0.01 
(4) Hybrid algorithm with ET = 0.001 
4.3.3 Benchmark Results 
Two benchmark problems were used to evaluate the proposed algorithm. One is the XOR problem and 
the other is the classification of a two-class problem with overlapping regions. The goals in choosing the 
benchmark problems are that the samples should be adequate and simple enough to allow an analysis and 
comparison study, while on the other hand, they should be representative of real world classification 
problems. 
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4.3.3.1 XOR Problem 
The XOR problem (or two-bit parity problem) is a hard classification task. It is used often as a standard 
benchmark to test new learning algorithms because it is a simple yet highly non-linear function which 
may be viewed as a special case of a more general problem (Minsky and Papert, 1969; Rumelhart et al., 
1986B). Figure 4.2 illustrates the classic XOR problem. For two binary inputs Xl and x2 ' the system 
outputs a 1 if it receives a [0,1] or a [1,0] and responds 0 otherwise. It clearly shows that this pattern 
could not be linearly separated. 
Figure 4.2: XOR problem. 
Both conventional back-propagation and the proposed algorithm were used to train a neural 
network with 2 input nodes, 2 hidden nodes and one output node respectively. The initial weights were 
randomly generated in the interval of [-0.5,0.5]. The discrete weight precision was varied from 12-bit to 
6-bit. For each weight precision, 20 runs of the learning algorithm were carried out with a maximum 
iteration number of 1000. As suggested by Neubauer (1995), a successful training sequence was 
considered to have been achieved if the error criterion E was below 0.02. 
All the number of bits given for the weights in this study include 1 bit for the sign bit. The 
corresponding convergence rate r was then calculated as the number of successful training sequences 
divided by the number of all training sequences. Typicalleaming curves are shown in Figure 4.1, Figure 
4.3 and Figure 4.4 respectively for lO-bit, 8-bit and 7-bit weight precision, using the same initial weight 
values. 
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Figure 4.3: Learning curves of limited weight precision of 8-bit. 
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Figure 4.4: Learning curves oflimited weight precision of7-bit. 
Table 4.1: Convergence Results ofBP Method and Hybrid Method 
BPMethod Hybrid Method 
Weight Learning Rate Conv. Rate GT ET Conv. Rate 
Precision 
10-bit 0.95 0.8 0.001 0.01 0.8 
9-bit 1.0 0.65 0.001 0.01 0.75 
8-bit 1.85 0.7 0.001 0.01 0.9 
7-bit 2.25 0.7 0.001 0.02 0.85 
6-bit 2.25 0.7 0.001 0.02 0.85 
It can be seen from the learning curves that the hybrid algorithm has the better capability to 
minimise the total error signal and gives faster convergence than the conventional standard BP method. 
However, it takes a relatively long time to settle when the weight resolution is low, due to the low 
precision causing a higher error signal. The convergence results show that the ability to converge at low 
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weight precision of the proposed algorithm is higher than that of the conventional backpropagation 
method. 
4.3.3.2 Overlapping Classes Classification Problem 
An experiment was carried out in order to investigate the proposed algorithm for the problem where the 
output classes in the training set overlap. Both the standard backpropagation method and the proposed 
algorithm were used to train a network to separate two Gaussian noise sources. This benchmark problem 
was presented by Lovell and Bradley (1996) in their Multiscale Classifier evaluation. The first 1,000 
points ofthe training set is shown on Figure 4.5. There was a training set of2,000 examples and a test set 
of another 2,000 examples. The Multiscale Classifier with a pruned tree has achieved 94.9% accuracy on 
the test set of the noise source. Two networks both with 2 input nodes, 1 hidden node and 2 output nodes 
corresponding to each class were constructed. The first network was trained with the proposed algorithm 
and the second was trained with the standard backpropagation algorithm. All experiments were 
performed using the same initial random weight file. The Gaussian noise sources are normalised into 8­
bits ranging between 0 and 1. After the training, the networks were tested with 2000 testing samples. If 
the output value of an output node exc~eded the threshold (0.5) then it was considered to be 1, and if it 
was less than the threshold (0.5) then it was considered to be O. The performances of the two networks 
on the test data set are summarised in Table 4.2. 
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Figure 4.5: Overlapping Gaussian noise sources training data of first 1000 data points 
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The results given in Table 4.2 show that the network trained with the proposed algorithm at low 
resolution has a stable generalisation ability compared to the conventional backpropagation method. 
These results suggest that, if the training sample is large 5 enough, the proposed algorithm can learn 
quite well at low precision calculation. 
Table 4.2: Results ofBP Method and Hybrid Method on Gaussian Distributions of Test Set 
BP Method Hybrid Method 
Weight Precision Learning Rate Performance GT. ET Performance 
8-bit 1.5 94.65% 0.0001 0.01 95.55% 
7-bit 2.5 95.45% 0.001 0.02 95.9% 
6-bit 3.0 95.2% 0.001 0.03 95.5 
5-bit 4.0 94.2% 0.001 0.03 95.55% 
4.4 The Selection of Low Precision Weights for BeG Classification 
As discussed in chapter 2, there are two constraints in this BCG classification study. One is that the 
number of available samples is small and the other is that the distribution of heart attack patterns in the 
training samples is too small compared with other classes. If it is decided simply to rely on the hybrid 
learning algorithm for weight selection, it might be possible to miss the heart attack subjects because the 
small number of heart attack subjects can only make a small contribution to the final error function as we 
have discussed in chapter 3, section 3.4.3. This means that although the fmal error signal might be 
small, the misclassification of the heart attack subjects might be high. In a comparative study evaluating 
an approach that trained the network directly with fixed precision weights and a method that trained the 
network with high precision first and gradually reducing the weight precision, it was demonstrated that a 
better performance was achieved by using the second method (Yu et aI., 1995). This is because, during 
the high precision training, the information can be properly coded into the weight connections. 
Therefore, in this experiment, the same strategy was adopted. The network was firstly trained with high 
precision calculations using the same training data set as was described in chapter 2, section 2.4.3.1.2. 
After the network converged, the hybrid algorithm was applied to train the network and to gradually limit 
the weight precision. The network was then tested using the testing data set to evaluate the performance. 
As described in chapter 3, the network adopted in this study has 20 input nodes, 4 hidden nodes 
and 3 output nodes. Since the resolution of ADC for the BCG signal is 8-bit, it is considered that 8-bit 
precision is sufficient for the inputs to the neural classifier. The network was trained by updating the 
weights after every training sample. Consider the situation in which a training pattern p with a small 
cost function Ep is presented; it would be a waste of time to update the weights again for this pattern. 
Furthermore, this small error E p usually has little effect on the MSE of E. Hunt and Deller (1995) 
have pointed out that it is almost unnecessary and computationally expensive to use all training data at 
every iteration to refine the weights. They gave the explanation as follows: "A training pattern whose 
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individual performance surface is almost flat at the present weights does not contribute significantly to 
the determination of the gradient direction. The effect of including a training pattern with a small 
corresponding derivative, one whose performance surface is almost flat at the present weights, is smaller 
than the effect of another training pattern with a large derivation, or a performance error surface that is 
not as flat." Thus, concentrating on those patterns which make large contributions to the total error 
function and eliminating unnecessary weight updating procedure seems to be a way to speed up the 
training process (Sakaue et aI., 1993). For the p th pattern, if all idp- 0 pi < T , where T is a weight 
updating threshold value which is below 0.5, the update weight calculation is eliminated. Otherwise, the 
weights are updated using the learning rule. The overall training procedure used was as follows: 
a) At first, the network was trained with high resolution calculation, using standard BP. 
b) Set the GT and ET to appropriate values. Apply the hybrid learning algorithm to 
train the network, until the network converges. 
c) Test the network performance with testing data set. If satisfactory, then go to (d). 
otherwise, exit. 
d) Decrease the weights resolution by 1 bit and go to (b). 
The training data set and testing data set used in this study were the same as described in the 
previous chapters 2 and 3. The 20 wavelet coefficients were normalised between 0 to 1 with 8-bit 
precision. The learning was initiated by setting the connection weights to random values between -0.5 to 
0.5, and then it proceeded by interactively presenting the training data to the input nodes. The weight 
resolution was defined as 12-bit at first. A learning criterion of 0.01 for each pattern was set for the 
termination of the learning process. If the network had not converged after 1500 iterations, the training 
was stopped. Table 4.3 give the results of the network trained with 12-bit resolution. 
Table 4.3: Classification Results of the Network with 12-bit Weight Precision 
Training Data Testing Data 
Class N H HA N H HA 
Normal (N) 30 0 0 25 2 
Hypertension (H) 0 111 3 158 2 
Heart Attack (RA) 0 1 2 0 I 2 
Overall Performance 99.3% 95.39% 
By implementing the method of reducing the weight precision gradually, the minimum weight 
precision which could not affect the heart attack classes was found to be 6-bit. The results of variation of 
the weight precision are shown in Table 4.4 and Table 4.5. 
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Table 4.4: Classification Results of the Network with 6-bit Weight Precision 
Training Data Testing Data 
Class N H HA N H HA 
Nonnal (N) 30 0 0 26 2 
Hypertension (H) 0 111 0 4 156 1 
Heart Attack eHA) 0 2 0 1 2 
Overall Perfonnance 99.3% 95.36% 
Table 4.5: Classification Results of the Network with 5-bit Weight Precision 
Training Data Testing Data 
Class N H HA N H HA 
Nonnal (N) 30 0 0 26 
Hypertension (H) 0 111 0 10 151 3 
Heart Attack eHA) 0 2 0 2 
Overall Perfonnance 98.6% 91.8% 
4.5 Discussion 
A hybrid learning algorithm has been developed to improve the MLP for fixed precision training. Two 
bench mark problems have been tested. Figure 4.1, Figure 4.2, and Figure 4.3 show the learning curves 
for the XOR benchmark problem of the hybrid learning algorithm and the standard backpropagation 
algorithm. The MSE curves show that the hybrid algorithm converges relatively quicker than the 
standard backpropagation algorithm. Although there were several oscillations which were caused by 
random optimisation, the MSE function can rapidly drop to a lower value. From the results of Table 4.1, 
it can be derived that the convergence rate of the hybrid algorithm is superior to that of the standard 
backpropagation algorithm. This suggests that the random optimisation method enables the network to 
escape the paralysis situation in low precision learning. The result showed in Figure 4.1 suggests that the 
choice of the number of iteration steps and threshold values has a significant effect on the network 
convergence. In the second benchmark problem, the hybrid learning algorithm was compared with the 
standard backpropagation algorithm on an overlapping classes classification. For the standard 
backpropagation algorithm, the network perfonnance was tested with 7-bit to 6-bit weight precision. 
However, the generalisation perfonnance was decreased when the weight precision was further reduced. 
The proposed hybrid algorithm had a consistent generalisation performance. These results demonstrated 
that a fast convergence ability and a robust classification perfonnance can be achieved by the proposed 
hybrid algorithm compared to the standard backpropagation algorithm. 
The proposed hybrid learning algorithm has been used to select the weight resolution for 
wavelet coefficients classification which was described in chapter 3. The training strategy proposed in a 
previous study was adopted. To improve the training speed, a further modification has been introduced 
to avoid unnecessary weight updates. By using the same partitioned data set, the effect of weight 
precision on the neural network perfomlance for the BCG classifier was evaluated. Table 4.4 shows that 
when the weights were reduced to a 6-bit expressions, the results for the training data and the testing data 
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set were the same as for the high precision training. When the weight precision was further reduced to 5­
bit, the accuracy for the testing data set was decreased. This misclassification error is attributed to 
inadequate weight precision (Yoo and Pimmel, 1994). Thus, it is suggested that 6-bit is the minimum 
weight precision to keep the required performance with the available data set. 
Research has shown that the performance of feedforward neural networks depends on both 
weight precision and the number of hidden neurons (Nakayama et aI., 1990; Sakaue et ai., 1993). The 
weight precision could be further reduced below 6-bit while keeping the same performance, if extra 
hidden neurons were added. However, as discussed in the previous chapters, the available data set 
composition constrains the evaluation of network generalisation in this study. On the other hand, adding 
an extra neuron means that extra lIO (input/output) resources are required. Thus, in this study, the 
minimum number of hidden neurons are used in a trade-off between circuit complexity and I/O resources. 
4.6 Conclusions 
In this chapter, a hybrid learning algorithm has been described to improve the network learning ability in 
low precision training. Two benchmark examples commonly used in the literature are used to compare 
the effectiveness of the proposed hybrid algorithm and the standard backpropagation rule. From the 
experimental results, it is suggested that the new hybrid learning algorithm has good generalisation and 
convergence capability in discrete weights learning compared to the conventional backpropagation 
method. It was noted that in limited precision learning, the convergence of the standard backpropagation 
is sensitive to the initial weight values. However, the proposed algorithm offers robust performance. 
Finally, the hybrid algorithm is applied to BeG classifier weight precision selection. A training strategy 
is developed using high precision first and then reducing the weight precision gradually. The result 
demonstrates that the generalisation capability of a MLP with 6-bit precision weight provides comparable 
performance to the high precision network. 
The advantage of the proposed hybrid learning algorithm is that the additional calculations 
involved for the modification are relatively small. It offers high speed of convergence and robustness 
compared with conventional backpropagation rule. This feature makes the hybrid algorithm applicable 
for large size networks training to save time. Another advantage of the hybrid algorithm is that it is 
possible to allow the network to escape from regions of the weight space from which the standard 
gradient d¢ent might need a lot of iteration to escape. In this study, the proposed hybrid algorithm is 
compared with the standard backpropagation algorithm. However, a further investigation is required to 
compare the proposed hybrid algorithm with other modified BP methods (e.g. Dundar and Rose, 1995; 
Alibeik et ai., 1995) to justify the effectness of the proposed hybrid algorithm. 
p 
Chapter 5 
Method of a Fully Parallel Neural Network 
Implementation in FPGAs 
5.1 Introduction 
In chapter 3, an automatic classification system based on the wavelet transform and feedforward neural 
network has been proposed. Furthermore, a method to reduce the weight precision has been introduced 
in chapter 4 to simplify the hardware implementation for real time application. As discussed in chapter 1, 
one of the primary objectives of this project is to explore parallelism in hardware using commercially 
available VLSI chips. Such an advancement will create the potential for new biomedical applications for 
diagnostic, monitoring, and life support systems. For instance, a fast device is required to deal with three 
channel vectorballistocardiography signal processing in real time applications (Schwerdt et aI., 1987). 
The expanding frontiers of vision technology in biomedical applications such as computerised 
tomography (CT) and magnetic resonance imaging (MRI) demand even more computation power to 
process high dimension data (Christensen et aI., 1996). Increasing demands of speed and higher 
performance have made research in the hardware implementation of algorithms in the fields of pattern 
recognition and machine intelligence very active in the last decade. 
The common characteristic of neural networks or neural-like algorithms is that they are parallel 
in nature and can employ large amounts of computation in parallel. These requirements have presented 
significant challenges in parallel computing technology and very large scale integration (VLSI) 
architecture research. Due to the fast progress of VLSI technology and its trend in cost reduction, it 
possesses the high speed and massive computing capabilities which provide effective and economical 
solutions in real world applications. 
There are a wide variety of implementation techniques in parallel network studies. Many 
researches have illustrated that the approach for improving performance in a specific application is to 
implement the specific functions and algorithms into specific integrated circuits (Hammerstrom, 1990; 
Boser et aI., 1992). In chapter 4, the author has discussed the off-line learning method to reduce the 
weight precision and the simulation results have shown that 6-bit weight precision is adequate for this 
particular application. This result suggests that research into special-purpose hardware allows 
optimisation at every level of the implementation and permits certain functions to be realised in much 
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smaller areas and to operate much faster than standard hardware. Selection of the integrated circuit 
technology is a problem dependent decision. The cost, performance, flexibility and schedule for the 
product would all be affected by this decision. In most medical applications, data collection is a costly 
and time consuming part of the work. Flexibility and performance are usually the main considerations 
which determine whether a design can accommodate later data expansion. On the other hand, reducing 
the time to market is one of the great challenges faced in the instrumentation industry today. 
With the advance of large look-up table based FPGAs, the necessary performance and density 
are now available in a programmable form. High density FPGAs allow the designer to implement 
complex circuits on a single chip. Any of a number of potential configuration programs can be 
downloaded into the system's FPGAs to alter the logic or operation for particular applications as needed. 
There are proposals for adopting FPGAs for rapid in house prototyping (Noore, 1991), the use of FPGA 
based reconfigurable systems for testing designs (Bout et. a1., 1992; Farrow, 1987), and the use of FPGAs 
as an alternative solution to 'hardwire' DSP algorithms in digital logic (New, 1995; Altera, 1996). Thus, 
it makes sense to use FPGAs for portable system prototyping, to respond to new parameters, application 
conditions, or special customer requests. This can significantly reduce the hardware resources and the 
design cycle. Furthermore, as the price of FPGAs rapidly declines, using FPGA technology provides an 
effective and low cost method for the development and prototyping of applications on hardware 
platforms. 
Implementing a parallel neural network on the FPGA devices have been reported (Cox and 
Blanz, 1992; Botros and Abdul-Aziz, 1993). However, the reported works based on the XC3000 series 
needs tow chips for one neuron design due to the limitation of the architecture and logic density of 
XC3000 series. This makes the network bulky. The new XC4000 series offers the different structure and 
high logic density. Therefore, the aim of this study is to exploit the one neuron one chip solution by 
using improved FPGA architecture for specific applications. 
This chapter is organised as follows: In section 2, following a brief discussion of technique and 
methodology in hardware implementation of neural networks, FPGAs are considered for the hardware 
platform. In section 3, following a survey of related work on recent developments in neural hardware 
implementation with FPGAs, a method is described for implementing a fully parallel neural network on 
the Xilinx 4000 family chips by making use of the fast carry logic feature. The design method is [mally 
summarised in section 4. 
5.2 Technology Selection for Neural Network Implementation 
The techniques of neural hardware implementation are various and also are size dependent. Analogue 
circuits are quite attractive in terms of hardware size, power consumption, and speed. However, they 
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suffer the drawbacks of sensitivity to noise, lack of scalability and difficulty in storing moderate weight 
precision. Digital circuits offer greater flexibility, scalability, and accuracy, and lower power 
consumption than analogue circuits. However, the disadvantage of the digital circuit approach is that a 
large silicon area is required to implement multiplication. A combined analogue and digital circuit 
approach has been used to trade-off these problems (Lee et al., 1993). Research into an optoelectronics 
approach has also been conducted for large size networks which are massively parallel. Although 
optoelectronic, analogue and hybrid implementations are not rare, usually the underlying technology is 
digital. This study focuses on the digital implementation technique. 
Tremendous effort on neural hardware studies has produced various implementations over past 
decades. The model orientated implementation, such as large feedforward neural networks (Yasunaga, et 
al., 1993), Kohonen maps (Onodera and Takeshita, 1993) and cellular neural networks (Miyanaga and 
Tochinai, 1993), aims at proof of concept. These researches have produced large systems, but these do 
not migrate to the field easily because of their high cost (Moini et aI., 1995). In most of the specific 
applications, the special purpose systems have a fixed network topology and fixed weights. In these 
cases, networks are often fully implemented by a special piece of hardware. Custom application specific 
integrated circuits (ASICs) provide an approach to implement neural like algorithms into hardware with 
the benefits of wide availability and higher performance through taking advantage of parallelism and 
optimised circuit placement (Boser et al., 1992; Watanabe et aI., 1993). However, the costs, in terms of 
time and fabrication charges, of building application specific circuit systems are high. It is necessary to 
perform enough simulations before committing the design to silicon (Gillis et aI., 1996). Furthermore, 
the hardwired design lacks flexibility in the situation that a late design change in functions or algorithms 
is required. ASIC technology makes sense in high volume applications from both cost and performance 
standpoints (Chen and Rabaey, 1992). It rarely makes a cost-effective solution for low-volume products, 
or at the system prototyping stage. 
On the other hand, most off-the-shelf hardware chips that implement, in a general way, a given 
neural model usually are inefficient in circuit size, flexibility, speed and power consumption. Moreover, 
in the spectrum of application-orientated neural circuits research, there is little market for moderately 
parallel, general purpose neural chips. There is a niche of small-to-medium scale neural circuits that are 
tailored to the specific needs of given real time applications. For most of the specific purpose 
applications, the weight precision can be trimmed to lower precision after the proper training. In such 
situations, as the custom chips have a fixed arithmetic precision, the low precision calculation might 
waste the extra resources of the standard device. On the other hand, research to develop both the models 
and their optimal implementation is still limited (Hurdle et aI., 1993). Meanwhile, the need for 
sophisticated algorithms for processing, coding, and automatically interpreting the information of 
biomedical signals is increasing. Therefore, using programmable techniques for study is sensible. 
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In the off the shelf VLSI digital hardware domain, FPGAs provide a popular alternative to 
standard chips and mask ASICs. High density FPGAs and associated complex programmable devices 
(CPLDs) share the ability of ASICs to fit the architecture to the algorithm. One benefit of the FPGA 
technology is the flexibility that allows the circuit to be reconfigured in system, which is ideal for 
adaptive system design. With such technology, the function in the hardware can be reprogrammed and 
loaded with new algorithms under program control. 
It is considered that FPGAs offer an ideal platform for prototyping specific circuits in medical 
applications. First, to develop truly robust ANNs, investigators are required to train their networks on 
huge training data sets. However, in real world application, it is not realistic to obtain large data samples 
at the initial phase. In this application, for example, the data samples for heart attack subjects take 
several years to gather. Thus, when the patient database expands later, the neural network parameters 
(i.e. weights) or even the network configuration needs to be changed to improve the diagnostic accuracy. 
The reprogrammability of FPGAs in system is suitable for this dynamic environment. The low price and 
high programmability of the FPGAs offers an alternative to solve this problem. Second, recent advances 
in semiconductor technology and improved architecture in FPGAs has made them available in a 
complexity which is suitable for complex circuit design, with many mature and powerful CAD tools to 
support the FPGA development. The development of logic synthesis tools have allowed the hardware 
designs to be described in high level hardware description languages (HDL). This makes the hardware 
design on the FPGAs more flexible. 
5.3 Implementing Neural Networks with XiHnx FPGAs 
5.3.1 Reconfigurable Logic Technology 
Current commercial FPGA products can be categorised into static random access memory (SRAM) based 
FPGAs and antifuse-based FPGAs. The SRAM based FPGA has programmable connections controlled 
by SRAM cells and basic lookup logic blocks. In these FPGAs, the logic functions and interconnections 
are determined by configuration program data stored in the internal static memory. Thus, they can be re­
configured at any time in the application. The advantage of SRAM based FPGAs is that the hardware 
design can be adapted for varying tasks. The main manufacturers of SRAM based FPGA are Xilinx, 
Altera, AT&T and Atmel. The similarities and differences in function and architecture of these products 
can be found in Brown and Rose (1996). 
The anti-fuse based FPGAs can be described as one time programmable devices. The 
connections between logical cells can be programmed by the user. Once the circuit is verified, a special 
high voltage is applied to fuse the connection permanently. Compared with the SRAM based FPGAs, the 
anti-fuse based FPGAs are one time programmable devices that cannot be reconfigured in circuit. 
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However, the antifuse switching elements are much smaller than the RAM-based switches, allowing more 
routing resources with less silicon area. They also provide design security. The leading manufacturers 
for such devices are Actel, Quicklogic and Cypress. Brown et al. (1992) have compared the details of 
FPGAs and CPLD architectures and their functions. 
Although there are many types of FPGA architectures and development tools, the Xilinx 
development system and the Viewlogic CAD (computer added design) tool are used in this design 
hccause there were existing education versions at the Faculty of Design and Technology, the University 
of r.uton, and to meet the financial constraint in this project. 
5.3.2 Previous \Vork on Neural Network Implementation with FPGAs 
There is n growing interest in FPGA based neural network implementation. Cox and Blanz (1992) 
rqi{\rtcd the impiement!!ti(In of a feedforward network in lookup table based FPGAs for multiple pattern 
I'ccoglli!il>fl tasks witll(mt a physical change in the system. The fully interconnected one hidden layer 
feedf()rw~1fd neural network with 12 inputs, 14 hidden units and 4 outputs was implemented with Xilinx 
FPGA5. The resolution of all values was 8-bit. Each neuron occupied two XC3090 FPGAs and the 
sigmoid ftmctj()fls were implemented in programmable read only memory (PROM). The output of each 
ncumn W:1S used as addrC'!>!) data for the PROM table. The weights were hardwired into the multiplier 
In order to accommodate the Xilinx architecture, each 8-bit by 8-bit mUltiplication was split into 
two 8-hit by 4-bit multiplictltions with one final addition operation to achieve the goal of minimum logic 
ar1.:.! on FPCiA. A combined three to two and carry save adder tree was used to achieve the final 
summation in pnrdllel. The implemented classifier achieved 4.48 billion connections per second (BCPS) 
perfOrtllance. The authors. have applied the same classifier to several industry image processing 
problems. 'nICY demonstr.lte the advantage of reconfigurable hardware in that it allows users to 
the weigh! parameters for different image processing applications without physical change. 
Ho\\'cver, the work show::; that one neuron implementation needs two chips, even though the maximum 
density XC:;090 is used. Thus, this makes the network design bulky. 
Bntros and Abdul-Aziz (1993) have reported u neural network with 5 inputs, 4 hidden units, and 
2 outputs implemented with Xilinx fPGAs. The weight multiplier logic implementation was similar to 
the work Cm: and Blanz (1992). 'The sum operation was implemented on a combined carry 
adder Md an acctlnlulatnf. The final output of the accumulator was used to address a sigmoid 
hmclion l('Iok-up table \\hich \\iI1S implemented in an EPROM. Each neuron consists two XC3042 
Fl"{tAs ~)l'je IK:.8 fPROM. For the ~ inputs,4 hidden units. and 2 outputs network, the simulation 
resuh.. ,;1'\"",,·,1 that 4 million connections pt:r second (MCPS) was achieved. The drawback of this design 
i!> that !he to hidden nel.mm~ art sequential through a mUltiplexer, although hidden neurons 
l1mli, the system throughput depends on the number of inputs so that the system 
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performance will degrade when implementing a middle size network. Furthermore, two chips are 
required for one neuron design, even though the network is small. Compared with the work of Cox and 
Blanz (1992), the design for final result summations is simplified. However, the performance and 
compactness of the design is not as good as Cox and Blanz's implementation. 
Considering the expense of digital implementation of multiplication, several researches were 
reported to implement non-multiplication neural models on FPGAs. Hikawa (1995) demonstrated the 
implementation of an on-chip learning multiplier-less multilayer neural network proposed by Marchesi et 
al. (1993) with FPGAs. In this method, the sigmoid function was replaced with a comparator and all 
calculations are replaced with simple summation. To further reduce the circuit's size, bit serial 
communication and bit serial arithmetic operation were used. A three input, four hidden nodes and two 
output nodes network is implemented on a Xilinx FPGA (XC4013). The simulation shows that 14.6 
MCPS was achieved. This work has provided a potential application of implementing a on-chip learning 
neural network on FPGAs to achieve high performance for real time application. However, in most 
practical applications, the neural models to be implemented require the multiplication operations. 
Several researches have been reported to improve the use of the circuit density of FPGAs for 
large neural network implementation. Eldredge and Hutchings (1994) explored the run-time 
reconfiguration property of FPGAs to implement neural co-processors with on-line learning ability. The 
neuron processing was divided into three sequential execution stages: feed-forward, backpropagation, 
and weight update. At each stage the hardware circuit module was configured on the FPGA once during 
the process. The advantage of this method is that it improves the hardware utilisation, so allowing more 
hardware neurons to be implemented on the available FPGAs resources. Thus, the hardware density 
required can be greatly reduced. This work demonstrates a framework of implementing neural network 
using run time reconfigurability of FPGA to save hardware resources. However, this method cannot be 
used for high speed applications since reconfiguration time is of the order of milliseconds. The design 
has been implemented on the XC3090 Xilinx product and simulated at 14 MHz clock. The results show 
that the network performance increases monotonically with the number of FPGAs used. For 10 FPGAs, 
the performance was about 10 MCPS. 
Bade and Hutchings (1994) investigated the feasibility of using FPGAs to implement the 
stochastic neural network architecture. The architecture was developed specifically for Xilinx FPGAs. 
All the calculations and activation functions are mapped into the lookup tables. A single layer neural 
network with 12 inputs and 10 outputs was implemented on one XC4003, which has 100 CLBs. It is 
estimated that this architecture could operate at 21.7 MCPS. Although this method can significantly 
reduce the circuits required for neural network implementation, the control complexity is increased as the 
bit serial stochastic computing needs precise timing control. 
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The implementation of neural networks with FPGA can be roughly divided into two categories, 
serial and parallel. Serial design allows more compact implementation with multi clock cycles and the 
parallel design allows the network implementation performance complex operation in a single clock cycle 
with expense in circuit area. For this BCG classifier implementation, both serial and parallel design can 
be adopted because the signal sampling rate is slow. However, motivated by the potential requirements 
of parallel processing in the biomedical field. This case study focuses on neural network parallel 
implementation with FPGAs. 
Although some early work has been done on parallel implementation of parallel neural 
networks, most implementations using the XC3000 series need complex arithmetic unit logic due to the 
cumbersome nature ofXC3000 architecture. One neuron design usually needs two FPGA chips (Cox and 
Blanz, 1992; Botros and Abdul-Aziz, 1994). As there is an on going FPGAs technology curve that 
continues to provide high density logic and improved architecture, it would be desirable to exploit the 
improved architecture of FPGA series in implementing arithmetic units to produce a more compact 
neuron design. As the Xilinix 4000 series offers the improved architecture and high density, it is a goal 
of this study to exploit the effect on the hardware size and performance for a parallel network 
implementation. The available CAD development tools and Xilinx XC4000 library resources are used in 
this study. 
5.3.3 Design Considerations 
The network to be implemented has 20 inputs, 4 hidden nodes and three output nodes as described in 
chapter 3. Using the simulation results of chapter 4, the weight precision is 6-bit and the input precision 
is 8-bit. It has been shown in Chapter 2 that for the classification phase, the particular implementation of 
each neuron simply performs the operation of multiplying each input with its weight and summing the 
products. The fmal result goes through a sigmoid function. For the input neurons, they just simply 
buffer the input data. In order to achieve the maximum performance, it is most desirable to exploit the 
maximum amount of parallelism. This study focuses primarily on the parallel implementation of a neural 
network with efficient logic area on XC4000 FPGAs. 
5.3.3.1 Multiplication 
The digital multiplier design provides the key to neural network performance and complexity. Typical 
high performance multipliers employing Booth encoding (Huang et aI., 1994), and Wallace tree (Nichani 
and Ranganathan, 1992) techniques, would require complicated interconnection patterns which are 
expensive to route on an FPGA. The carry save adder (CSA) array technology is the most popular 
method for parallel multiplier implementation (Lee et al., 1987; Lu and Samueli, 1993). However, CSA 
array multiplier needs a large logic area in an FPGA. There are several types of mUltiplier design that 
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make use of the properties of look-up table based FPGAs. These include the ROM (read only memory) 
based multiplier, the recursive add-accumulator multiplier, logic tree multiplier and small look-up table 
multiplier. 
As each function generator of the XC4000 can be configured as on chip ROM, the products can 
be precalculated for all possible inputs and stored in the ROM. In the ROM multiplier, all possible 
products are precalculated and stored in the ROM. The inputs then are used to address the ROM. The 
product is read back as data from the ROM. However, the ROM-based design could need large FPGA 
resources when large inputs are involved. For this application, one 5-bit weight by 8-bit multiplication 
requires a 13-bit wide and 256 words deep (ROM) lookup table which needs 147 CLBs. One hidden 
neuron has 21 weight multiplications which means that 3,087 CLBs are required. This would need 
several FPGA chips to meet the requirements. 
The recursive add-accumulate multiplier is an area efficient implementation and requires a 
clocked system. In this design, each bit of the multiplier factor is used to do an add/pass operation; the 
shift is also done in routing. A single add/pass stage is used with a single accumulation and the partial 
product held in the accumulator is fed back to the add/pass stage each clock cycle. The output of the 
add/pass stage is routed to the next clock cycle of the multiplication to provide the product. Although 
area-efficient in design, this multiplier has the constraint that it can only execute one bit of the multiplier 
operation per clock cycle. For each pair of factors, a product will be available in the number of clock 
cycles equal to the number of bits in the multiplier factor. Thus, the performance of this design is 
limited. 
In a logic tree multiplier design, each of the resultant bits is a logic function of the relevant bits 
of each operand. The logic involved tends to have a high fan-in requirement and the gate count depends 
on the input resolutions. As each CLB has maximum inputs of 9, large inputs must be split to fit the 
architecture. This prevents a compact design and also increases the design complexity. 
Cox and Blanz (1992) have implemented implement dedicated arithmetic by 'hardwiring' the 
constant weights in the FPGA logic for multiplier design. The basic idea is that the weight value is 
known prior to the hardware design. Thus, each of the result bits can be expressed as a function of the 
input variable. As each CLB can perform two independent logic functions on any 4 inputs, an input 
variable that is more than 4-bit can be split into severa14-bit input to generate the partial products. These 
partial products can be added in a final stage to form the multiplication product. Cox and Blanz (1992) 
have shown that this method is an efficient way of saving logic for multiplication implementation. This 
method has been adopted in this study. However, instead ofkeeping the lower partial product positive to 
eliminate the need for sign extension when adding it to the upper partial product, a two's complement 
multiplier is implemented (Yu and Dent, 1994). In this application, the multiplication Is a 6-bit constant 
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multiplied by an 8-bit input. Thus, multiplication was split into two 6-bit by 4-bit multiplications with a 
final adder. 
The weight multiplication consists of two parts: generation of partial products and addition of 
partial products. Let the W[S..O] represent the constant weight and X[7..0] represents the input 
variable. The two partial products can be expressed as follows: 
P = W[S..O] x X[3..0] (5.1) 
P' = W[S..O] x X(7..4] (5.2) 
where the P represents the low partial products and pI represents the high partial products. 
The Baugh and Wooley (1973) two's complement algorithm is used for direct two's 
complement multiplication. The advantage of this algorithm is that the negative numbers are 
transformed, allowing direct addition. As the input value is always positive (sigmoid function), the 
partial product is generated as shown in Figure 5.1. The whole product value can be obtained by adding 
the two partial products together as shown in Figure 5.2. It is not possible for the adder to overflow 
because it is known that multiplication of two integers of 6-bits and 8-bits respectively will generate a 
6+8 bit result. 
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Figure 5.1: 6-bit by 4-bit Baugh-Wooley Two's Complement Multiplication. 
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Figure 5.2: 6-bit by 8-bit parallel multiplier implementation 
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5.3.3.2 Summation 
The next step for each neuron is to sum all products together to form a final result. Among the solutions 
proposed in the literature, carry lookahead adders (CLA) are the fastest (Hwang, 1979). However, they 
require a large numbers of CLBs. The carry-save adder (CSA) tree (Yu et aI., 1995), or the combined 
three to two adder and carry-save adder tree (Cox and Blanz, 1992) have a compact layout on FPGA and 
can have a fast throughput by incorporating a pipelining design. For XC4000 architecture, one CSA 
needs a single CLB. However, for the ripple carry adder (RCA) design, each CLB can implement 2 
ripple carry adders which means that it uses the least amount of logic area. Furthermore, due to the fact 
that dedicated carry circuitry in XC4000 device is so fast and efficient, the conventional speed-up 
methods using additional logic to generate the fast carry are meaningless compared with the ripple carry 
adder for 16-bit wide designs (Xilinx, 1994). The ripple carry adder has an easy and compact layout on 
the XC4000 series FPGA and has no delay penalty, if the adder size is not large. Thus, the ripple carry 
adders are adopted in the design as an area efficient addition architecture. For the hidden layer, each 
node sums 20 weight multiplication products plus a bias. The 21 additions are realised with a ripple carry 
adder tree to produce the final summation. 
6STAGE 1 STAGE Z STAGE STAGE 4 STAGE 5 5'AGE 
Figure 5.3: The pipelined adder tree used in the hidden neurones. 
In this application, only a high throughput is required and constraints on latency are not a critical 
issue. Therefore, it is convenient to adopt a pipe lined architecture. Because the data flow in the adder 
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tree is along a path without any feedback loop, the system can be set to work on a higher clock rate by 
breaking the path and inserting pipeline registers. In the previous section, it was mentioned that each 
CLB has two flip-flops available "for free". By making use of these two flip-flops as registers for two 
function generator outputs, the pipeline design can be completed without any logic expense. The 
summation adder trees implemented in one of the hidden nodes consist of six levels each with a pipeline 
register as shown in Figure 5.3. The first pipeline stage corresponds to the output of the partial products 
adder of the weight multiplier. The 14-bit products are latched in the first 14-bit pipeline register as the 
summation adders inputs. Here, the maximum time delay is determined by the longest ripple carry adder. 
In the hidden layer neurones, the maximum adder delay is dependent on a IS-bit ripple carry adder. For 
the output layer, each node only has 4 feature inputs. Thus the adder trees are simpler than in the hidden 
nodes, as will be discussed in the next section. 
In real time application, it is important to prevent overflow to keep the result right. One solution 
is to use the sign extension technique before adding two integers together. However, this method will 
need an extra ripple carry adder stage. It will be more convenient to use the overflow and final sign 
extension to generate the sign extension bit. There are three possible cases in two's complement addition 
(Hwang, 1979). Let A and B be two's complement integers with n bits. In case one, both A and B 
are positive. No carry can be generated out of the sign position, if A + B < 2,,-1. Thus, the addition 
result S = A + B =sn_I",slsO is in correct form and the sign bit S,,_I will be zero (positive). If 
A + B 2: 2,,-1 , the carry will enter the sign position and overflow will take place. 
In case two, both A and B are negative. The two's complement of these two integers can be 
expressed as A=2" - A and Jj =2" - B. In this case, both a,,":'1 and b,,_1 are always "I". There 
is always a carry out of the sign position and this carry needs to be ignored to keep the right result. The 
result is in correct form 2" - (A + B), if A + B:::; 2,,-1. Otherwise, an addition overflow has 
occurred if A + B > 2,,-1. 
In case three, one of the integers is positive and the other is negative. In this case, no overflow 
will occur. The result will always be in correct form. Considering the above three cases, an extra bit is 
added to the ripple adder to prevent the overflow cases. Table 5.1 summarises the logic truth table of the 
above three cases, where C,,_l represents the carry generated by sign bit S,,_l ' the C,,_2 denotes the carry 
entering into the sign position, and the Sn is the extended bit which is used to prevent the overflow. In 
the simulation study, it was shown that no overflow occurs for the final adder in the adder tree. Thus, no 
extend bit is needed for the final adder implementation. 
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Table 5.1: Logic Truth Table ofAdding Extra Bit to Prevent the Overflow 
Cn_ 1 Cn- 2 S,,_I Overflow S" 
1 0 0 1 1 
1 1 1 0 1 
0 I I 1 I 
0 0 0 0 0 
1 1 0 , 0 0 
0 0 1 0 I 
By simplifymg the Table 5.2 logic truth table, one can get an adder with an extra bit in the fmal 
sum result. An adder tree based on the overflow prevention adder was constructed to generate the fmal 
sum. 
5.3.3.3 Activation Functions Implementation 
In the basic computation of the feedforward neural networks, the final accumulated result is evaluated by 
the activation function which in our application is the sigmoid function f(0) =1 / (1 + e-0). Because 
of the computational complexity of implementing the sigmoid function, the efficient implementation in 
digital design is to use a lookup table instead of direct calculation. This look-up table can easily be 
implemented on the off-the-shelf programmable read only memory (PROM) or erasable programmable 
read only memory (EPROM). The output of the accumulated result is in 18-bit two's complement form. 
However, an 8-bit two's complement result is required to be output by the hidden neurons. This can be 
achieved by using the scaled accumulated results to address an 8-bit wide look-up table. By further 
looking at the sigmoid function behaviour in Figure 5.4, it is shown that the output of the sigmoid 
function saturates to approximately l.0 when the summation result 0 ~ +8.0 and saturates to 
approximately 0.0 if the summation result 0 S -8.0. Therefore, 9-bit plus one sign bit is adequate to 
address the sigmoid look-up table. Accordingly, IS-bit accumulated result is scaled to address a look up 
table. If the value is greater than 8.0 or less than -8.0, a saturation flag is set. The sign bit is added to the 
remaining 9-bit value and a saturation flag to address the sigmoid function look-up table. 
For the output layer nodes, one is only interested in the class status rather than actual output 
values. Thus, it is not necessary to let the output summation go through the ROM lookup table. The fmal 
summation results can compete using the winner take all rule which was discussed in chapter 2. The 
magnitude comparators are implemented to compare the magnitudes of two numbers. Again by using the 
fast carry logic, 2-bit subtraction operations can be implemented in a single CLB. The outputs of the 
comparators are 'Great Than (GT)' or 'Less Than (LT)', if the two number are different. If the two 
numbers are the same, both GT and LT are set to logic '0'. Figure 5.5 shows function diagram of the 
three output layer nodes. Two nodes are compared first. The comparison result controls a multiplexer 
which allows the bigger magnitude number to go through. If these two number are the same, one of the 
numbers will go through. The output result of the multiplexer is compared with the third number. The 
! 
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comparison results drive a logic expression function. The largest magnitude number will set to logic' 1 ' 
and the others will set to logic '0'. If the three numbers are the same, then the three outputs will all be set 
to logic '0'. 
0.9 
0.2 
0.1 
·10 ·9 -8 -7 ·6 ·5 -4 ·3 ·2 ·1 9 
Figure 5.4: Sigmoid function 
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Figure 5.5: Function diagram of implementation of the three output neurones in output layer 

5.4 Summary 
In this chapter, the use of SRAM based FPGA technology for the digital implementation of neural 
networks has been discussed. It is shown that FPGA technology allows users to implement optimised 
designs to achieve the required performance. Because of its reprogrammability, it is useful in a range of 
biomedical signal processing situation where the algorithm parameters need to be updated as the database 
2 
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expands. It is argued that the FPGAs/CPLDs offer ease of use, off-the-shelf availability, 
reprogrammability, and low cost features for medical instrument prototype studies. 
Although early works have addressed parallel implementation neural networks with SRAM 
based device (Cox and Blanz, 1992; Botros and Abdul-Aziz, 1993), the design issue is associated with 
the XC3000 series structure. In these designs, one neuron implementation needs two chips which makes 
the network bulky. As the new family of XC4000 offers an improved architecture, a continuing 
investigation into implementing neural networks on improved architecture FPGAs to achieve one neuron 
one chip solution is still necessary. In this study, a method of implementing neurons for a fully parallel 
network design on Xilinx XC4000 series FPGAs has been described. The network has 20 inputs, 4 
hidden nodes and 3 output nodes. The activation function for the hidden nodes is the sigmoid function. 
For the output layer nodes, the winner take all rule which was discussed in chapter 2 is adopted. The 
hardwired weight multiplication scheme is similar to the previous works (Cox and Blanz, 1992; Botros 
and Abdul-Aziz, 1993). To make use of the feature of XC4000 architecture, a parallel ripple carry adder 
tree is adopted. The pipelined stages have been incorporated in the RCA trees to achieve a high 
throughput. It is shown that the CLBs required for implementing adders for XC4000 series are less than 
XC3000 series. 
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Chapter 6 
Implementing Neurons in FPGAs 
6.1 Introduction: Overview of Xilinx FPGAs Design 
Based on the discussion of the methodology of implementing arithmetic units on FPGAs in chapter 5, 
this chapter describes the experiment of implementing the neuron function on Xilinx FPGAs for real time 
application. The main goal is to show that by using the available development tools and resources, one 
could develop a practical system with adequate performance and flexibility. The implementation 
procedure consists of two stages; individual neuron design and connecting these neurons together to 
construct a fully parallel feedforward neural network. However, resources were not available to transfer 
the design into hardware. Only the first stage is carried out in this study. 
The development software used is Workview PLUS version 5.2 and Xilinx XACT version 5.1 
which can only implement devices up to 13,000 usable gates (corresponding to the XC4013 FPGA). All 
designs were conducted on a 486-33 PC with 32 mega-byte RAM. 
The complete design flow with View logic and Xilinx XACT is shown in Figure 6.1. The 
custom logic is entered either using a hardware description language (HDL) such as Very High Speed 
Integrated Circuit HDL (VHDL), or through the use of the ViewDraw schematic capture tool and the 
XACT logic library (Viewlogic, 1993). The completed design is synthesised with the Xilinx library. 
This automatically generates a Xilinx Netlist Format (XNF) file. The netlist file can be used for logic 
function simulation. After verifying the functionality of the complete design from the ViewSim 
simulation, the XACT software is applied to partition and place the design into logic blocks with a near­
optimal placement for each block, and finally to select the interconnect routing to fit the XC4000 
architecture. Once the design is placed and routed, additional timing information due to the actual 
interconnection is back annotated to the Xilinx netlist and can be used for static timing analysis. Once 
the procedure is finished, the completed design can be translated to a serial bitstream file to be down 
loaded into the FPGA hardware. 
The organisation of this chapter is as follows. Section 2 describes the detailed design of the 
multiplier and the ripple carry adders. The neuron chip layout and test results are presented in section 3. 
Section 4 discusses the implementation, performance and flexibility. The conclusions are given in 
section 5. 
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Figure 6.1: Xilinx FPGA design flow 
6.2 Neuron Implementation 
A combined VHDL and schematic design entry is adopted in this study. This is because the fast carry 
logic implementation imposes restrictions on using the soft macro library. Macros are easily integrated 
with schematic design entry and can be customised to meet individual design requirements, for example, 
adders, subtractors, or counters. The design for a 6-bit by 4-bit Baugh-Wooley two's complement 
mUltiplication described in section 5.3.3.1 of chapter 5 is entered in VHDL code. The available 
Viewlogic synthesis tool has problems in removing redundant logic during the synthesis process. This 
makes it inefficient for large logic circuit synthesis. In order to make sure that one partial product is 
mapped into one function generator of a CLB, each partial product generator is defined as an individual 
unit and the partial multiplication is expressed as Boolean logic. An example generating partial product 
bit 4 is as follows: 
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library synth; 

use synth. stdsynth. all; 

ENTITY product4 is 

PORT( SIGNAL feature : IN VLBIT_! D (3 downto 0); -- 4-bit inputs 

SIGNAL pl_4 : OUT VLBIT -- i-bit output product 

); 

END product4; 
ARCHITECTURE multiplication OF product4 IS 
CONSTANT weight : VLBIT_1D (5 downto 0) := "101110"; -- 6-bit two's complement 
-- weight 
BEGIN 
c31 < =c31 adder(weight,feature),' --call user's function library to generate the first 
-- carry from column 3. 
c32 <= c32adder(weight,feature); -- call user's function library to generate the second 
--carry from column 3. 
c33 <= c33adder(weight, feature); -- call user'sfunction library to generate the third carry 
--from column 3. 
s4! <= (weight(4) AND feature(O)) XOR (weight(3) AND feature(!));--thefirst row addition 
s42 <= s41 XOR (weight(2) AND feature(2)) XOR c31; -- the second row addition 
s43 <= (weight(1) ANDfeature (3)) XOR s42 XOR c32; -- the third row addition 
pl_4 <= s43 XOR c33; - the final result 
END multiplication; 
In this implementation, the partial product function block consists of 4 input bits and one output 
bit. The weight value is defined as a constant binary vector of 6-bit in two's complement format. The 4 
input bits multiplied by the weight constant generates one bit of partial product output, which can be 
implemented in a half CLB function block. The advantage of this method is that it allows the weight 
value to be changed by entering the new weight statement and automatically synthesised into gate level 
logic using View logic. Thus, updating a new weight value for a later modification can be an easy task 
without going deep into the actual FPGA logic design. Figure 6. 2 shows the automatically synthesised 
combination logic schematic of the weight multiplication for product bit number 4. The synthesised logic 
is packed into a CLB function generator. When all the partial product modules have been created by the 
VHDL synthesis tool, the outputs of the modules are added together to form the final product (Figure 5.2 
in chapter 5). 
The ripple carry adder design relies on the Xilinx soft macros library to control the carry 
propagation direction. These soft macros allow the designer to access carry logic easily and to control 
mapping and block placement. Figure 6.3 shows a lO-bit ripple carry adder design with fast carry logic 
implemented by using relationally placed macros (RPMs). This adder is used to add two partial products 
together. Each adder is designed with a carry logic mode macro and a function generator. As shown in 
Figure 6.3, the carry logic mode is used to generate the fast carry and the function generator to combine 
the carry with operands to form the sum. By using the Xilinx RPM, the ripple carry outputs are routed 
p 
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between CLBs on high-speed dedicated paths. A FORCE-O (CY4_37) RPM is used to initialise the carry 
path to zero. As this FORCE-O RPM only involves the carry logic, all the non-carry resources of the 
CLB are available for other uses. As shown in the schematic diagram, each CLB can implement two bit 
addition. Thus, 5 CLBs are required to implement the IO-bit ripple carry adder. The flip-flops in the 
CLB are inserted into the sum path to provide the pipelined design as described in the previous chapter. 
The summation for the partial product will not generate the overflow. Thus, no overflow prevention 
circuits are implemented at the significant bit. The outputs are fed into a clocked register for pipelining. 
In order to achieve high speed synchronous operation, the system clock is derived from a fast global 
driver. As each partial product bit needs only half a CLB, one weight multiplication requires 15 CLBs. It 
was estimated that, for the hidden layer, each node can be implemented in one XC4013, and for the 
output layer, the three nodes can be integrated into one FPGA device. 
----~------ ~--.-~-~--.----------.. ---.-------. 
prodct4 
--.--.-----.----------------~~---- -------------_._-----------_---.! 
Figure 6.2: The partial product bit 4 schematic produced by VHDL synthesis 
The plastic quad flat package (PQFP) XC4013PQ240-5 with speed grade of 5 is adopted for 
hidden neuron implementation. This is the highest density chip that the available development tool can 
support. A prior implementation results showed that each hidden node design uses 78% of the 575 CLBs 
and 92% of the 192 lOBs available. However, the design was failed during the PPR (Partition, Place and 
Route) process. The PPR tool generate a error message which shows that it cannot place the design. As 
the available tools could not support the placement and routed for complex design at the time, an effort to 
cut down the design to 54% CLB usage by using two FPGAs proved to be routable using available 
automatic place and routing tools. This suggested that the available placement and routing strategies in 
the software could not cope satisfactorily with the large arrays. Therefore, inefficiencies in the placement 
performed by the PPR tool prevent the necessary utilisation of the XC4013 resources. It may be possible 
to squeeze all of the design into a single chip by manual placement and routing. In this way, one could 
also minimise wire length to improve the performance, by forcing less critical nets onto the slower paths 
-90 Chapter 6: Implementing Neurons in FPGAs 
and using fast paths for the critical nets. However, the drawback of this optimisation method is not only 
that it is time consuming but also it causes design errors. With today's high density circuits and advanced 
CAD tools, this method appears to have less advantage. Moreover, it would exceed the time constraint 
on this project. It is expected that on going development tools will provide solutions for these problems 
(e. g. XACT version 6.1). Thus, instead of implementing one hidden node on a single FPGA, two chips 
are used to implement the design. One is XC4013PQ240 chip which has 240 pins and the other is 
XC4006PQ 160 which has 160 pins. For the output layer design, three nodes are successfully 
implemented in a single chip of XC4013 PQ240 with a 56% usage of the CLBs. 
Figure 6.3: The 10-bit ripple carry adder with pipelined registers 
6.3 Results 
Thc: XACT static timing analysis was used to estimate the "worst case" of time delay. The timing data 
from these paths gave a good indicator of the performance of both the technology and the circuit library. 
The maximum ripple carry adder in the adder tree is IS-bit. The carry propagates through 18 half CLB 
function blocks. Therefore, each function block has a time penalty associated with it. Figure 6.4 shows 
an Xde\ay time analysis report. The delay of an IS-bit ripple carry adder was started from the initial 
carry-in CLB. The propagation delay for each function block is approximately 1.5 ns (nano-second). An 
I8-bit ripple carry adder with pipe lined register has only 18.1 ns delay. This result indicates that the new 
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XC4000 architecture can provide sufficient performance for most time critical applications without 
special dedicated arithmetic design. 
The design was fully implemented on the FGPAs and analysed with the static timing analysis 
tool. The worst time delay for the first hidden neural chip is 36.2 ns and for the second hidden neural 
chip is 36.3 ns. The maximum delay for the output neural chip is 33.9 ns. Thus, the maximum clock 
speed for hidden neurons is 27.6 MHz. The mapping result is summarised in Table 6.1. Comparing the 
[mal neuron routing result and I8-bit RCA timing result, one can see that there are delay factors that 
affect the design performance such as routing delay and I/O delay. As the nets, especially the long nets, 
need to go through a number of "configured switch boxes", that causes time delay. A careful route could 
avoid the longer delays by using long-lines rather than configured switch boxes. The layouts for the one 
hidden node and three output nodes implementations are shown in Figure 6.5 and Figure 6.6 respectively. 
XDelay Report File: (4006PQ160-5), XACT 5.1.0, 
From: Blk CLBI to CLB_R24C7.COUT: G.Ons ( G.Ons) 
Thru: Net $llIlC_IN to CLB_R23C7.CIN: G.Ons ( O.Ons) 
Thru: Blk SDO to CLB_R23C7.COUT: I.5ns ( l.5ns) 
Thru: Net $lI1/CI to CLB_R22C7.CIN: a.Ons ( I.Sns) 
Thru: Blk SD2 to CLB_R22C7.COUT: l.5ns ( 3.0ns) 
Thru: Net $1II/CB3 to CLB_R2IC7.CIN: O.Ons ( 3.0ns) 
Thru: Blk S04 to CLB_R2IC7.COUT: l.5ns ( 4.5ns) 
Thru: Net $1I1ICB5 to CLB_R20C7.CIN: O.Ons ( 4.Sns) 
Thru: Blk S06 to CLB_R20C7.COUT: 1.5ns ( 6.0ns) 
Thru: Net $1I1/C7 to CLB_RI9C7.CIN: O.lns ( 6.1ns) 
Thru: Blk SD8 to CLB_RI9C7.COUT: l.5ns ( 7.6ns) 
Thru: Net $1I1/C9 to CLB RI8C7.CIN: a.Ons ( 7.6ns) 
Thru: Blk sOIa to CLB=RI8C7.COUT: l.Sns ( 9.lns) 
Thru: Net $lll/CII to CLB_RI7C7.CIN: O.Ons ( 9.1ns) 
Thru: Blk SOl2 to CLB_RI7C7.COUT: l.5ns ( lO.6ns) 
Thru: Net $ II IIC \3 to CLB_RI6C7.CIN: G.Ons ( IO.6ns) 
Thru: Blk SDI4 to CLB_RI6C7.COUT: l.5ns ( 12.1 ns) 
Thru: Net $IIl/CIS to CLB_RISC7.CIN: O.Ons( l2.lns) 
To: FF Setup (D), Blk SOI6: 6.0ns (IS.lns) 
Target FFX drives output net "SOI6" 
Target FFY drives output net "SOI7" 
Oest clock net: "CLK" (Rising edge) 
Figure 6.4: A I8-bit ripple adder time delay analyse results 
This individual neurons are ready to be download into physical components now. The proposed 
BacNet (Ballistocardiogram classification Network) can be integrated on a standalone board with 
interface components for BCG classification in real time. By making use of the advantage of the 
hardware reconfiguration capability, the proposed BacNet can be adopted for other medical field 
applications, such as biomedical image processing, by simply modifying the network weight parameters. 
The characteristics of the proposed BacNet are summarised in table 6.2 
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(A) 
Draw World: NERONS_1.LCA (4013PQ.240-5),)(ACT 5.1.0, Thu 0"'24 12:40:54 1996 
,.,. 
(B) 
Figure 6.5: The layout of one hidden neuron in two FPGA chips. (A) is XC4013 and (B) is XC4006. 
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Draw World: ONODE_1.LCA (4013PQ24D-S), XACT 5.1.0, Thu Oct 24 1 
f~ ._r::=-:::-+':;-:,=-+"~,.., 
.1: 
Figure 6.6: The layout of three output nodes in a single FPGA. 
Table 6.1: Results of the Neurons Mapping 
One Hidden Node One Output Node 
Number ofCLBs Used 440 94 
Number of pins Used 171 34 
FPGA Implementation XC40 13 & XC4006 1/30fXC4013 
Sigmoid Function lK *8-bit PROM None 
Maximum path delay 36.3 nano-second 33.9 nano-second 
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Table 6.2: BacNet System Characteristics 
Network Architecture 20 inputs, 4 hidden nodes and 3 outputs (20:4:3) 
Number of Weights 99 
Processing Parallelism Fully Parallel 
Maximum Clock Speed 27.6 MHz 
Classification Speed 27 MPPS (million pattern per second) 
Computation Speed 2.7 BCPS (billion connection per second) 
Input Features 2's complement; -127 to + 127 
Weights 2's complement; -32 to +32 
Hidden Layer Node Outputs 2's complement; -127 to +127 
Output Layer Node Logic 1 and 0 
FPGA Chips Required 5 XC4013 and 4 XC4006 
6.4 Discussion 
6.4.1 Implementation 
Inefficiencies in the placement performed by the available development tool prevents the necessary 
utilisation of the XC4013 resources and so the placement of the single hidden neuron had to be 
implemented in two FPGA chips. By reviewing the die layout of the hidden neuron chip in Figure 6.5, 
one finds that the automatic tool placed most of the design on the four comers and there are still routing 
resources available in the middle of the area. This suggests that because middle area function blocks 
need long wires to connect to I/O which could consume more routing and decrease the performance, the 
trade-off of the automatic place and routing tool leaves the middle area unrouted. This result indicates 
that there is a possibility that a single hidden neuron can be routed in one XC4013 chip by carefully 
routine the design in the middle area of the chip. The improvement in placement density to fulfil the 
potential of the XC4000 series could be achieved by using the new updated place and routing tool (e.g. 
XACT 6.1) or another development tool (e.g. IBM BooleDozer). These modem development tools 
suppOli floorplanning design features which allow the user to iteratively improve design compactness and 
performance. 
For a fixed size network, the available parallelism is set by the number of inputs and neurons. 
Theoretically, the techniques described in this chapter and chapter 5 can be expanded to a large size 
neural network implementation by using higher density FPGAs and a high degree parallelism to make it 
attractive in speed. In building such a system, one must observe the constraints imposed by the 110 and 
the number of chips. The input bandwidth required of each FPGA in such a system might be too high, 
even though it has adequate internal logic density. On the other hand, it should be noted that, in SRAM 
based FPGA design, one has to trade usable logic gates for routing resources. These resources can 
constrain the design routed on several chips. Thus, a large parallelism could increase the circuit board 
size which makes it physically bulky. For a large size neural network implementation, a balance between 
the necessary requirement and the cost can be achieved using serial computation technology. The 
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advantage of the bit-serial design is that it requires less area than parallel implementations. For example, 
Eldredge and Hutchings (1994) show that one neuron can be implemented on a single XC3090 FPGA 
with bit-serial implementation. Design experience suggests that one should take both resources and 
performance into consideration for an application. 
6.4.2 Performance 
Hardware parallelism with a performance of 27 MPPS under a 27 MHz system clock was realised 
through automatic placement and routing. The experiments demonstrated that the built-in special carry 
logic of the XC4000 device provides high speed for arithmetic units such as a ripple carry adder. The 
delay of a RCA mainly depends on the number of adder bits. It is suggested that long line routing is one 
of the main factors affecting the system performance. 
Table 6.3 provides the performances of some implementations using custom technology, FPGAs 
and DSP technology reported in the literature. It is difficult to directly compare these performances, 
because of the variety of characteristics involved in the implementation technology and the degree of 
parallelism, for example, calculation precision range, neuron parallelism, input parallelism, or bit 
parallelism. Some typical implementations reported in the literature are selected in the Table. 
Furthermore, the speed measurement of connections per second (CPS) is not a good measure of parallel 
machine performance, since this criterion is so dependent on the size of the network (number of weights). 
Thus, the number of patterns per second (PPS) is used regardless of pattern size or network size. 
Table 6.3: Some Neural Network Implementations 
System Number of Peak Weight Implementation 
Neurons Performance Precision Technology 
Digital Chip 1024 500 KPPS 8 bits Single CMOS 
(Watanabe et al., 1993) chip 
ANNA 16-256 20 MPPS 5 bits Single CMOS 
(Boser et al., 1992) Chip 
GANGLION 30 20 MPPS 8 bits 36 FPGAs 
(Cox & Blanz, 1992) chips 
FPGA Network 11 70 KPPS 8-bit 10 FPGAs 
(Botros & Abdul-Aziz, 1993) chips 
MUSIC 1530 30.4 KPPS 32-bit floating 40 DSP chips 
(Muller et al., 1995) point 
The digital Chip based on a DRAM memory is design by Watanabe et al (1993). The chip was 
fabricated with 0.5-)lm CMOS technology with 1.5 -v operation. An one-transistor DRAM cell array is 
used to store synapse weights to reduce the chip area. The arithmetic precision is 8-bit. The chip 
contains 256 parallel processing circuits and can be used for up to 1024 neuron implementation. The low 
power consumption made this chip suitable for portable instrument application. 
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Artificial neural network ALU (ANNA) is proposed by Boser et al. (1992). This special design 
is customised to a precision reduction application in which the input is 3-bit and the weight is 5-bit. 
Although processing element parallelism is realised on the chip, the input is sequential to reduce the chip 
input VO. The chip can be configured as 161!-eurons with 256 inputs or 256 neurons with 16 inputs. Due 
to the reduction in computa~ion precision, the chip has a high performance. 
The Multiprocessor System with Intelligent Communication (MUSIC) aims to provide a high 
performance and low cost system for neural model simulation (Muller et al., 1995). The parallel 
processing elements of 63 Motorola DSP 96002 chips are implemented on a 21 board system. Each 
board contains 3 DSP and a board interface manager (Transputer T805). All the weights are stored in fast 
RAM. The floating point precision used is 32-bit. The system can perform continuous weight updates 
with backpropagation learning. 
The FPGA based parallel neural network implementation such as GANGLION (Cox and Blanz, 
1992) and FPGA Network (Botros and Abdul-Aziz, 1993) are closely related to the work reported in this 
chapter. Both GANGLION and FPGA network used the same XC3000 series FPGA. The different 
implementation methods achieved different performances. Although the FPGA Network was 
implemented in a parallel processing fashion, the sequential accumulator design degraded the system 
performance. On the other hand, GANGLION was implemented with a dedicated parallel adder tree to 
improve the system performance. Compared with the XC3000 series design, the proposed BacNet 
implementation based on XC4000 series can achieve a higher performance at 27 MPPS using a simple 
ripple carry adder tree. Furthermore, the design with ripple carry adders is simple and the VHDL method 
eases the weight parameters update. Further performance improvement can be achieved by using 
dedicated arithmetic unit design. 
6.4.3 Flexibility 
As the weight multiplication was realised by using VHDL statement, the weight parameters change is 
quite straightforward by simply change the binary value. The synthesis time involved is PC dependent. 
On a 486-33 PC, a couple of hours is required to synthesis the total 46 weight multipliers. These weight 
multiplication modules can be placement controlled to replace the old weight multiplication hardware. 
Thus, a new system can be prototyped within a couple of hours to update to new weight values when the 
network can be retrained with additional data set. Furthermore, the ripple carry adder allows easy 
expansion in the schematic design. For new applications that requires different neural architectures, the 
hidden and output neurons can be easily expanded with same design approaches to adapt to new 
requirements. 
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6.5 Conclusions 
In this chapter, a method for mapping a feedforward neural network to Xilinx FPGAs is presented. The 
design is based on the combined VHDL and schematic method, thereby, future weight updating 
procedure is simplified. Hardware parallelism is achieved using an automatic place and routing tool. Due 
to the inefficiency of available development tools and resources, one hidden neuron is implemented in 
two devices. However, it is shown that it is feasible to realise a one neuron per chip solution on the 
XC4000 series. The simulation results show that the implemented neurons are capable of operating at a 
27 MHz system clock and provide 27 million processes per second performance. This result supports the 
belief that a compact and improved performance network implementation can be achieved by making use 
of improved FPGA architecture. By comparing to the previous design based on XC3000 series, it is 
shown that using improved FPGA architecture for neural network implementation simplified the 
hardware design and provided a superior performance. It is also demonstrated that parallel hardware 
based on FPGAs can deliver a high performance and flexibility for real time applications. The design 
method described in this study can also be extended to other biomedical signal and image processing 
fields. It is indicated that the development tools have an impact on optimal design and high performance 
for SRAM based devices. 
p 
Chapter 7 
Conclusions and Suggestions for Future Work 
7.1 Conclusions 
7.1.1 Summary 
The work presented in this thesis was originally motivated by the desire to investigate the capabilities of 
artificial neural networks for automatic BeG classification in portable medical instruments. The primary 
reason for this interest is the feature that no electrodes need to be attached to the body during 
measurement. It provides a potential application, in that the BeG can be used as a relatively low cost, 
non-invasive, easy-to-use, home screening procedure to find pathological signs as early as possible and to 
treat at the earliest possible stage. However, previously reported work for BeG analysis relies on an off­
line two stage analysis method; recording the BeG signal in the clinical environment and playing records 
back to digital computers for analysis.. This off-line method is suitable for laboratory study, but not 
suitable for home care applications. The time and labour involved from measurements to analysis are 
expensive and inconvenient for the patients. Furthermore, most of the published works are based on 
traditional statistical analysis and heuristic methods. Therefore, the issues of using improved signal 
processing techniques, such as state-of-art pattern recognition techniques and neural computing, need to 
be better addressed in the BeG signal analysis field. There is only one reported work using artificial 
neural network for BeG signal analysis which was conducted by Zhao (1994). He demonstrated a 
framework of a neural based classification system using the combination of a statistical method and a 
feedforward MLP technique for BeG classification. However, the feature extraction is based on the 
whole data set and the classifier is trained with the leave-one-out method. The generalisation ability of 
the system to unseen data is in doubt. This makes the method only suitable for analysis of collected BeG 
data in the Laboratory so that it could not be applied for real time applications. 
The presented work in this thesis can be considered as the first step toward developing an on­
line BeG classification system for portable instrument applications. The main contributions of this work 
can be summarised as: (1) two new classification models for real time automatic classification of time 
domain BeG signal are developed and evaluated; (2) a methodology for implementing the two stage 
classification systems for automatic BeG signal analysis is presented; (3) a new hybrid learning 
algorithm is developed for weight precision selection of the feedforward multilayer perceptrons to reduce 
the hardware implementation complexity; (4) an approach of off-line training and on-line implementation 
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of a neural classifier using FPGAs for BeG signal processing instrument is presented. The framework 
presented in this thesis also provides a further motivation for the study of neural networks based systems 
for automatic BeG signal analysis and instrument development. It is believed that the methods presented 
can be easily generalised to other biomedical signal processing fields. 
7.1.1.1 Review of the Work 
This presented work can be summarised as follows: 
1. 	 A neural network for principal component analysis is introduced and applied to BeG feature 
extraction to overcome the problem that a limited data set and a relatively small number of heart 
attack subjects in the data samples can degrade generalisation performance of the neural classifier. 
This method allows the features to be generated automatically from training data using an 
unsupervised learning rule network. 
2. 	 A combination of a peA network and a feedforward MLP system is developed for BeG 
classification. Both linear peA and non-linear peA networks have been studied. 5 peA network 
outputs and 10 peA network outputs are used for the neural classifier in the experiments. The 
performance of the neural classifier is evaluated by leave-one-out and data partitioning schemes. 
The best classification on heart attack subjects was achieved with a 10 output non-linear peA 
network with ~=2. 
3. 	 A methodology for off-line training and on-line implementation is established for the combined 
neural networks classification system implementation. This method implements the neural models 
with less complex design for portable instrument applications. 
4. 	 A multiresolution wavelet technique is introduced for the first time in BeG signal analysis. By 
choosing appropriate resolution signals to be input to the neural classifier, a dimensionality reduction 
is achieved. This method requires no prior knowledge of the statistical distribution of data samples 
(c.f. principal component analysis, Kittler-Young transform). 
5. 	 A system combining multiresolution wavelet transform and MLP classification is developed. The 
experimental results indicated that using 20 coarse components as neural classifier inputs, the 
combined multiresolution wavelet transform and MLP system has much better performance than the 
combined peA network and MLP scheme. 
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6. 	 A method for realising a rapid classification instrument for real time applications is presented. The 
proposed system mainly consists of three function modules; signal pre-processing, wavelet transform 
and neural classifier. 
7. 	 A hybrid learning algorithm is developed to reduce the weight precision of the neural classifier. This 
allows the neural network to be implemented on limited precision hardware to reduce the hardware 
design complexity. Two benchmark experiments demonstrate the effectiveness of the hybrid 
learning algorithm in convergence ability for low weight precision learning compared to the standard 
backpropagation rule. 
8. 	 A flexible hardware platform using field programmable gate arrays is introduced into the BCG 
instrument development field. A method of implementing a fully parallel neural network on 
Xilinx's FPGAs (XC4000) is described. The work demonstrates that reconfigurable hardware allows 
hardwired parameters to be updated as further data is gathered, which is a common case in medical 
applications. It also provides a low-cost and fast design cycle solution in the biomedical application 
field using semi-custom circuit design to achieve high performance. 
7.1.2 On-Line Approaches for BeG Classification 
7.1.2.1 A Combined PCA Network and MLP Classification Model 
Due to the limited number ofBCG samples in this study, the reduction of the number of input features to 
the neural network to improve neural classifier performance forms the main consideration in developing a 
classification system for practical applications. In a previous work, Zhao (1994) has demonstrated that a 
statistical method, K-Y transformation, has the capability of transforming the 80 dimension BCG input 
into a 3 dimensional feature input to the neural classifier. This classification scheme achieved good 
classification results on heart attack subjects. As discussed in chapter 1, the feature extraction is based 
on the statistics of the whole data set so that the result is not optimal in a theoretical sense (Lee and 
Landgrebe, 1993). Furthermore, the neural classifier is evaluated with a leave-one-out method so that it 
could not generalise to new cases in real applications. However, the capability that the statistical 
approach showed in feature reduction was encouraging. Along this line, a computationally efficient 
classification model based on the combination of a PCA network and a MLP is proposed for automatic 
BCG classification. 
As discussed in chapter 1 and chapter 2, the conventional PCA or the related Karhunen-Loeve 
transform are performed by calculating the covariance matrix and analysing its eigenvectors which 
involves substantial computation time on a sequential computer. Moreover, the approach is not suitable 
for the situation where data come incrementally or in the on-line way (Xu and Yuille, 1995). The peA 
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network using an unsupervised learning rule, however, can overcome these limitations. The PCA 
network has the ability to extract the principal components directly from the data and it provides the 
capability to process the incoming data in real time. The parallel property of the network enables the 
hardware implementation to speed up the performance. A method for implementing the combined neural 
network system for portable instruments is presented. This method is based on the off-line training and 
on-line implementation strategy in order to reduce the design complexity and system cost in a portable 
instrument. 
The BCG signal pre-processing technique proposed by the Medical Informatics Unit of the 
University of Cambridge is adopted throughout the study. It consists of filtering noise, signal averaging 
and normalising the time domain signal to a standardised length. The performance of the proposed peA 
network and MLP model was compared with the scheme using the K-Y transform and MLP (Zhao, 
1994). The experiments show that the statistical method for feature extraction was not satisfactory with 
the data set under investigation. The important effect on the generalisation performance of such a 
combined system is that a limited data set and unbalanced classes in the training set can cause a bias in 
the statistical estimation during the feature extraction phase (Hoffbeck and Landgrebe, 1996). This raises 
a difficult problem for the validation of the proposed system's ability to generalise. The results of this 
study suggest that the statistical method for feature extraction could not be the optimal approach to the 
data set under study. The results indicate that a careful attention should be paid when using statistical 
methods for feature extraction with a limited data set and unbalanced classes in the training set. 
Although experimental results show that the proposed peA networks and MLP systems have not 
achieved the expected performance, one of the most important results is that it demonstrates a practical 
way for implementing a combined neural network classification model for real time applications. 
Furthermore, it has demonstrated an approach for BCG signal analysis using PCA neural networks which 
has always been done with conventional peA methods in the literature. The presented peA network 
method leads to suggest a practical way for adaptive BCG signal processing, for example, BeG signal 
compressing and clustering. By implementing the PCA network in hardware (Kotilainen, et aI., 1992), it 
is feasible to use a peA network to process high volume data such as vectorballistocardiography in real 
time. Moreover, the work using non-linear peA networks presented in chapter 2 also provides a 
potential application area that analyses signals with high order statistical methods ( Karhunen and 
Joutsensalo, 1995). Overall, the classification model proposed in this study offers the interest for future 
investigation when the database is expanded. 
7.1.2.2 A Combined Wavelet Transform and MLP Classification Model 
The simulation experiments indicate that the limited data set is a severe limitation in this study. 

Therefore, multiresolution wavelet transformation which has not previously been used for BeG feature 
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dimension reduction, is explored. It is based on the orthononnal wavelet theory that an arbitrary signal 
can be represented exactly as a weighted sum of wavelet basis functions. By using the wavelet transfonn, 
one can project the raw BCG signal into a low dimension space and decompose the original signal into a 
series of sub-signals at different scales. If the amplitudes and timing of different peaks of a BCG signal 
can be preserved at a low resolution, a BCG feature reduction can be achieved. One of the advantages of 
the wavelet transfonn is that it requires no prior knowledge of the statistical distribution of data samples. 
Therefore, this allows further focus on the improvement of MLP generalisation. Furthennore, due to 
pioneer research work by Daubechies (1999) and Mallat (1989), the wavelet transfonn can be easily 
implemented as a FIR filter. 
A comprehensive perfonnance evaluation of the proposed system is presented using the 
available data set. Compared to the combined PCA network and MLP classification models, the 
combined wavelet transfonn and MLP system provides much better performance than the combined PCA 
network and MLP model and has a comparable performance to the combined K-Y transform and MLP 
scheme. In regard to perfonnance, memory and computation cost, the combined wavelet transform and 
MLP model has clear advantages over those BeG classification schemes considered. The comparison 
results indicates that effectiveness and performance of wavelet transfonn method is better than the simple 
signal resampling scheme which was tested by Zhao (1994). To date, the choice of the most appropriate 
wavelet function is still an open research issue. The orthonormal wavelet developed by Mallat (1989) has 
proved quite successful in this application. 
In the biomedical signal processing field, there have been few attempts to apply wavelet 
transfonns and neural networks.to solve signal classification problems. Most of the work reported in the 
literature uses wavelet transfonns for signal compression and noise filtering. This study is the first to 
attack the BeG classification problem with a combination of wavelet transform and neural network 
approaches, and is the first research to apply wavelet transfonn method to the BeG signal analysis field. 
This research suggests that the wavelet transfonn offers an attractive alternative method in BeG signal 
analysis. The wavelet transform provides an efficient way to reduce the signal resolution of interest for 
analysis. Therefore, it offers a practical approach to solve real world problems. The work presented in 
this study can be considered as a motivation for future study to compare the classical signal processing 
method such as fast Fourier transfonn to this signal processing technique on BeG signal analysis. 
Two common methods for improving network generalisation are discussed and evaluated in 
chapter 3; one is to use a weight decay technique and the other is to add noise to the training data set 
before training the network. The evidence suggests that the performance improvement is closely related 
to the training samples. If the data set is small, these techniques are not applicable. Overall, a 
methodology for implementing a real time BeG classification system for portable instrumentation is 
presented in chapter 3. The system mainly consists of three functional modules; signal pre-processing, 
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wavelet transfonn and neural classifier. The proposed system has the advantage of being 
computationally efficient for real time applications. It is believed that the methods presented can be 
easily generalised to other BeG classification applications, such as on-line sleep classification study for 
the BioMatt Monitoring System (BIOREC, 1994). 
7.1.3 Hardware Implementation of Neural Networks 
Neural networks have increasing numbers of applications. But hardware implementation is still not as 
popular as the use of software tools for neural network applications. As more and more practical 
biomedical signals and image processing require more computational resources to process the demanding 
volume of data, speed is often the most critical factor determining the usefulness of a solution. These 
problems can be solved by taking full advantage of parallel processing. On the other hand, in many 
portable medical instrument applications, it is required that the system should be able to indicate the class 
of a vector, representing both input and output as an electrical signal in a short time. It is aimed to 
demonstrate an approach to implement a neural network on flexible hardware which can be extended to 
other biomedical signal and image processing fields where a high speed is required. The presented work 
is to explore a fully parallel neural network design with FPGAs using an off-line training and on-line 
implementation approach. 
7.1.3.1 Weight Precision Selection with a Hybrid Learning Algorithm 
One of the issues in the design of neural network hardware is the precision of the synaptic weights. A 
high precision weight requires a big multiplier and a large weights storage which occupy large areas on 
digital chips. On the other hand, a high speed can be achieved with limited precision in weights. The 
standard backpropagation algorithm has the disadvantage for limited weight precision learning that when 
the weight precision becomes low, the updating weight change could vanish and the network could be 
stuck in a paralysis situation so that learning could not go _further. 
A hybrid learning algorithm for low weight precision network training is developed to overcome 
this difficulty in chapter 4. The algorithm is different from reported work in that it makes use of the 
advantages of two algorithms to overcome the network paralysis problem and to improve the learning 
process. The random optimisation algorithm has the capability of global search even in low weight 
precision learning, but is rather slow to reach the solution. Standard backpropagation has a good 
capability for fine tuning the solution. By effectively using the random optimisation algorithm, an 
efficient weight update mechanism can be achieved. The simulation results on two benchmark problems 
are used to compare the effectiveness of the hybrid algorithms and the standard backpropagation rule. 
The experiments indicate that the new hybrid . learning algorithm is an improvement on the standard 
backpropagation algorithm both in convergence capability and robustness. Furthermore, a training 
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strategy (Yu, et al., 1996) for an extension of the work of Nakayama et al. (1990) for low precision 
learning with small data sets, and the hybrid learning algorithm is applied to the BCG neural classifier 
weights precision selection. The results demonstrate that the generalisation capability of a MLP with 6­
bit weight precision provides comparable performance to the network with floating point computations. 
One advantage of the proposed learning rule is that it is easy to implement and the additional 
calculations involved for the modification are relatively small. The second is that it has high speed of 
convergence and robustness compared with the conventional backpropagation rule. These features offer 
the potential application that it is possible to further modify the proposed algorithm for on-line learning 
with limited precision. Finally, the introduced random optimisation method enables the network to 
escape local minima during the network training. The experimental results suggest that the developed 
training strategy is able to cope with the small data set problem. This algorithm can generally apply to 
those standard feedforward neural networks for weight precision reduction. In this study, the constant 
learning rate is adopted. However, the adaptive learning rate scheme could be considered in future to 
further improve the convergence speed. Furthermore, a comprehensive comparison of the proposed 
hybrid algorithm with other modified learning schemes (e.g. Dundar and Rose, 1995; Alibeik et ai., 1995) 
would merit future research. 
7.1.3.2 Hardware Implementation 
As discussed in chapter 5, in many real world problems, a specific hardware parallelism is required to 
deal with high volume signal processing in real time. Flexibility, cost and fast design cycle are also 
major factors for hardware implementation, especially for instrument prototype stage. Taking these 
design issues into consideration, it suggests that FPGAs are an ideal platform for this study. In fact, it is 
not realistic to obtain an adequate data set in a limited time in most biomedical instrument studies. 
Therefore, a flexible design is essential for these applications that require the parameters to be modified 
later to improve instrument performance. To this end, a case study is presented for placing hidden and 
output neurons on FPGAs (chapter 5; chapter 6). 
The work can be considered as an extension to the work of Cox and Blanz (1992), and Botros 
and Abdul-Aziz (1994). In this study, an improved SRAM based architecture FPGA, and combined 
VHDL and schematic design are used to implement neurons. Due to the inefficient FPGA 
implementation tools, one hidden node is mapped into two FPGA chips. For the output layer, three nodes 
are successively mapped into one XC4013 chip. Five XC4013 and four XC4006 FPGA chips are totally 
required for implementing a 20 inputs, 4 hidden nodes and 3 outputs network with 8-bit inputs and 6-bit 
weights.. The analysis results suggest that it would be possible to achieve a one neuron per chip solution 
on XC4013 with improved placement and routing tools. Thus, the network size could be further reduced 
to five XC4013 chips. Although resources were not available to transfer the design into hardware, the 
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neurons implementation and time analysis results suggest that the proposed design has a maximum 37 
nano-second delay which means that it is capable to generate 27 million pattern per second performance. 
This performance is much better than the previous reported work (Cox and Blanz 1992; Botros and 
Abdul-Aziz 1994). 
The weight multiplication design with VHDL technology shows that the weight parameters can 
be easily changed without deeply involved hardware knowledge. The synthesis time involved for 
updating new weight parameters takes only a couple of hours. As the VHDL based design offers clear 
advantages over traditional schematic design methods, this work could be considered as a basis for future 
HDL-based design of neural networks and wavelet transforms. In fact, the demonstrated design method 
is intended to be sufficiently general that it can be easily applied to a wide variety biomedical signal and 
image processing applications. Furthermore, it demonstrates a method of implementing the neural 
classifier in low precision hardware for real world applications in the BCG signal processing field. A 
comparison with some specifically designed neural chips shows that FPGA based neural implementation 
offers a competitive performance. Overall, this work demonstrates a flexible hardware design approach 
dealing with the problems in biomedical instrument developments where the database expands with time. 
The design method and the proposed system performance presented here leave room for further 
development and improvement. 
7.2 Suggestions for Future Work 
It has been noted throughout this study that the sm'all number of BCG data samples, especially for the few 
heart attack patterns in the data samples, causes an estimation problem in the generalisation capability of 
the classification models. To fully evaluate the prognostic value of the proposed classification system, a 
large scale trial using the proposed classification system must be conducted. However, a sufficient fund 
is required to cover the time and resources cost to achieve this goal. Furthermore, it would be interesting 
to include more parameter measurements such as body temperature and other cardiac conditions, for 
example, heart rate variability, into the proposed system for home cardiac function assessment and 
monitoring applications. A further research of these parameters associated with the prognostic values 
could make the instrument more useful. 
Wavelet transformation provides an interesting subject for future research in BCG features 
reduction. A further subject for future research is the experimental investigation of selecting appropriate 
wavelet basis functions to improve signal approximation accuracy. A comparison of wavelet transform 
with other conventional signal processing methods would also merit future research interest. Moreover, 
applying wavelet transform for BCG signal normalisation and comparison with other approaches (e.g. 
multirate signal processing) forms an interest direction for future investigation. 
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In medical applications, the subsequent identification and elimination of patients with false 
positives is an unacceptable factor (Ream, 1978). Therefore, research is needed into ways of increasing 
required classification performance to accommodate the misclassification rate. To further improve the 
MLP classifier performance, investigating improved learning strategies with small training data sets will 
form one of the subjects for future research to obtain a better performance. Along this line, using an 
improved learning rule such as the learning algorithm proposed by Jeong and Lee (1996) provides a 
important subject for future research. Furthermore, another direction for future investigation is to 
improve classification reliability by taking a decision to reject an uncertain sample instead of running the 
risk of misclassifying it (Cordella et aI., 1995). This can keep misclassification rates as low as possible 
by increasing the reject rate. The technique of improving data pre-processing for the classifier training 
also provides opportunities for further research, such as selecting concise training sets from data samples 
(Plutowski and White, 1993). 
A further extension to future research arising from chapter 4 is the experimental comparison of 
the proposed hybrid learning algorithm with the alternative available approaches suggested in section 4.6. 
Along with the experimental evaluation of the hybrid learning algorithm, it would be interesting to 
further modify the algorithm for on-line training implementation in VLSI. This would improve the 
usefulness of the instrument for real time applications. 
The advance in FPGA technology has always posed a design challenge in trades-off between 
cost and speed. A further subject for future research is the consideration of the development of a flexible 
portable BCG classification system, with in-system dynamic reconfiguration capability for on-line neural 
network training and BCG data compression algorithms implementation to improve the instrument 
efficiency and capability in real time. An alternative approach to future research is to use HDL based 
design to implement the classification model to make the system expansion and modification more 
convenient. Initial work has been explored by the author using Altera's SRAM based device (Neale, 
1996). 
The trade-off of the proposed portable system is that the raw data would not be available for 
I further analysis or for use with more powerful algorithms at the hospital. One solution would be to have 
l in-system memory to store the raw data and send this data to the hospital later via a telephone line. 
Another direction is to research a transmission technology for the portable monitoring system to send the 
data to a central hospital computer. This can be particularly appropriate in "hostile" environments. I 
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Appendix A 
Deriving Filter Coefficients 
The following is extracted from the method for computing the coefficients for the filter H 
corresponding to the scaling function ¢(x) applied by Mallat (1989) based on polynomial spline 
functions. The frequency response of the filter H( ill) is related to the filter coefficients h(n) by the 
Fourier transfonn: 
+00 
H(m) = Lh(n)e- inUJ (A.I) 
11=-00 
The Fourier transfonn of a scaling function of ¢(x) is defmed as ?>(ill). In Mallat's original 
paper (1989), he has proved that the ¢( ill) is related to the Fourier transfer function H(ill) of a 
quadrature mirror filter as follows: 
~ ~ 
¢(2ill) = H(w)¢(ill) (A.2) 
The Fourier transfonn of the scaling function associated with multiresolution approximations 
built from polynomial splines of order 2p +1 is given by Lemarie and Meyer (1986) as follows: 
where n = 2 + 2p and the function Ln (ill) is defined as 
(AA) 
As suggested by Mallat (1989), one can compute a closed fonn of Ln (w) by calculating the 
I derivative of order n - 2 of the equation: 
1 (A.5)I L/m) = -4-,s-in-:- lV-I2-)2-( 
A.l 
From A.2 and A.3, one can get 
(A.6) 
For the case p = 1 and thus n = 4, the multiresolution approximation is built from cubic 
splines. By inverse Fourier transform, one can obtain the filter coefficients h(n) correspond to the 
impulse response of H. The fIrst 12 filter coefficients as computed by Mallat (19&9) are shown in Table 
A.I. The corresponding scale function ¢(x) is shown in Figure A.i. 
Table A.I: Filter Coefficients (MalIat, 19&9) 
dl(x)
, l 
0.5 r 
I I
;{ I [~\. J I 0 
~ 
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Figure A.I: Wavelet scaling function ¢(x) (MalIat, 19&9). 
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AppendixB 
.Xilinx XC4000 Series 
The first generation XC2000 family was introduced in 1985. This family has two members ranging in 
complexity from 800 to 1500 gates. In 1987, the second generation XC3000 devices were introduce with 
a complexity range from 1,300 to 10,000 usable gates. In 1990, the third generation XC4000 family 
devices, with on-chip memory capability, featured logic densities up to 25,000 usable gates. The 
XC4000 family devices also have a fast carry propagate adder feature which provides dedicated circuitry 
for the computation and interconnection of carries. To further reduce the chip cost, XC5200 family 
devices were introduced in 1995. The XC5200 family has the same fast carry logic feature and high 
density as the XC4000 family, but no on-chip RAM is available on the chip. However, the cost for the 
XC5200 family is only half of the XC4000 series. In 1996, the new XC6200 FPGA architecture was 
introduced that is specifically designed for implementing reconfIgurable coprocessors in embedded 
system applications. The XC6200 architecture features a built-in processor interface and support for fast 
partial or full reconfiguration (Xilinx, 1995). 
Table B.1: XC4000 Family Overview 
I 
k 4003 4005 4006 4008 4010 4013 4020 4025 
Usable Gates 3,000 5,000 6,000 8,000 10,000 13,000 20,000 25,000 
Max. RAM Bits 3,200 6,272 8,192 10,368 12,800 18,432 25,088 32,768 
NO.ofCLBs 100 196 256 324 400 576 784 1,024I Max liDs 80 112 128 144 160 192 224 256 
I Table B.1 shows for the XC4000 family of FPGAs that the maximum number of usable gates is 
I 
25,000. The architecture of the XC4000 family consists of three types of configurable elements: a 
perimeter of I/O blocks (lOBs); a core of ConfIgurable Logic Block (CLBs); and an interconnection area. 
I The CLBs provide the functional elements for constructing the user's logic. The lOBs provide the 
interface between the package pins and internal signal1ines. The programmable interconnect resources 
I 
:~ 
I 
provide routing paths to interconnect the inputs and outputs of CLBs and lOBs. Customised 
configuration is established by programming internal static memory cells that determine the logic 
functions and the interconnections implemented in the logic cell array (LCA). Figure B.l shows the 
I 
block diagram of a single CLB. Each CLB has two independent 4-input function generators ( Fl - F4 and 
G 1 - G4). These function generators, whose outputs are labelled F' and G', are each capable of 
;01 
I 
implementing any arbitrarily defined Boolean function of their four inputs as memory look-up tables. A 
B.l 
third function generator, H' , can implement any Boolean function of its three inputs: F' and G' and a 
third input from an outside block (HI). Thus, a CLB can be used to implement any two independent 
functions of up to four variables, or any single function of five variables. The two storage elements in the 
CLB are edge-triggered D-type flip-flops with common clock (K) and clock enable (EC) inputs. A third 
common input (SIR) can be programmed as either an asynchronous set or reset signal independently for 
each of the two registers (Xilinx, 1994). 
Cl C2 C3 C4 
G4 
G3 
G2 
Gl 
F4 
F3 
F2 
Fl 
Logic . 
Function G 
of 
Gl·G4 
81 
CINl 
CIN2 
cout 
LOGIC 
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1---....-101'01-04 suml 
sumO 
BO F2 ---+....--1 
~ Fl------+----;____~ 
Simplified Block Diagram of XC4000 Configurable Logic Block Fast Carry Logic in Each CLB 
I Figure B.1 Simplifier Diagram of an XC4000 CLB and the fast carry logic embedded in each CLB 
I 
In addition, each CLB F' and G' function generator contains dedicated arithmetic logic for 
the fast generation of a carry signal. The two 4-input function generators can be configured as a 2-bit 
adder with built-in hidden carry that can be expanded to any length. This dedicated carry circuitry opens 
the door to many new applications, where the previous generations of FPGAs were not fast and/or not 
efficient enough. It greatly increases the efficiency and performance of arithmetic unit design. 
I 

I 
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Appendix C 
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IMPLEMENTING NEURAL NETWORKS IN FPGAs 
XinsMng Yu ami Don Den! 
AanRAcr 
The reconfigurability ofcertain field programmable gate arrays(FPGAs) has shown their 
advantage of flexibility in digital system design. With the availability of greater density 
and high speed of FPGAs, the ability to realise special purpose processors will become 
possible. In this paper, we present our research work of implementing specific trained 
neural network in Xilinx XC4000 series FPGAs for portable digital system prototype in 
heart disease classification process. 
INTRODUCTION 
Artificial neural networks(ANNs) can solve difficult problems in areas such as pattern recognition, 
image processing, and medical diagnostic[1-2]. The biologically inspired ANN models require the m<&ive 
parallel computation. Thus, the high speed operation in real time applications can be achieved only if the 
networks are implemented using parallel hardware architecture. 
Implementing ANNs is the procedure of mapping the neural model into hardware in an efficient 
form. Research in this area falls into two categories: general-purpose neurocomputers for emulating a wide 
range of neural network models and special purpose VLSI neural systems which are dedicated to a specific 
neural network model. The general purpose neurocomputers offers the flexibility and a high degree of 
observbility into the inner working of neural algorithms, and the special purpose VLSI designs provides high 
speed and compactness for typical applications. One can find a wide variety of implementation studies and 
techniques in these area [3-7]. 
The special-purpose VLSI chips allow to overcome neural network implementation problems in real 
time applications with enhanced processing speed and compactness, but due to different neural models and 
limited use it has been prohibitively expensive and time consuming to develop such chips. Such VLSI chips 
are fixed mapping, so the degree of flexibility is limited. With the introduction of field programmable gate 
armys(FPGAs), it is feasible to provide custom hardware for application specific computations design. The 
changes in designs in FPGAs can be accomplished within a few hours and thus result in significant savings in 
cost and design cycle. Cox et. al. (6] proposed a method of implementing a fully connected feedforwanl 
network with Xilinx FPGAs for image processing that the single processing node was partitioned into two 
XC3090 chips. Ruckert et. al. [7] reported a neural associative memories implementation based on RAMs and 
XC3090 FPGAs. However, it is desirable to improve the speed and size in an FPGA based design for portable 
system implementations. This paper deals with efficient implementation of feedforward networks in table­
lookup FPGAs for a portable digital system in classification of balliscardiogram(BCG) for automatic heart 
disease monitoring. By making use of the features of XC4000 series FPGAs and low precision method, we can 
Significantly reduce the number of CLBs in hardware implementation for compact design. 
NEURAL NE1WORKS lIARDwARE 
In the neural model, each neuron computes a weighted sum of its inputs and applies a non-linear 
function to its results. Each input is either tied to the output of another neuron or to an external input. 
Architectural parameters, such as the number of inputs per neuron, and each neuron's conductivity vary 
considerably within a network, and from application to application. A special-purpose neural network 
hardware must be carefully balanced for the special nature and efficient implementation within reach of today's 
technology. 
• Faculty of Design & Technology. University of Luton, Park Square, Luton LUl 3JU 
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We can distinguish two phases of operation in many neural network applications. During the learning 
phue. the topology and weights of the network are determined from a labelled set of examples using a rule 
such as the backpropagation algorithm. In the subsequent retrieval or classification phase. the network 
recognises pattern ~ed on information stored in the architecture and weights during training. Since the 
computational and infrastructure requirements during the learning phase are considerably more complex than 
classification. it is considered that the efficient implementation of network is to separate the learning and 
retrieval phase in hardware. The network parameters can be determined during learning pha:se off the line. 
After learning, these parametelS are downloaded into hardware processors specialised for the classification 
task. 
Precision of processing elements have a significant impact on area, power, and performance. The 
efficient hardware implementation can be achieved by matching suitable arithmetic resolution. Experiments 
and theoretical study show that the precision requirements of neurons within a single network vary[8]. Many 
research works show that during the training procedure the weights are very sensitive to the precision and 
number range used. Once the networks is fully trained. the number of bits needed for weights can be very low 
and remains virtually unchanged in a classification task[9]. Thus the hardware complexity can be further 
optimised by matching the computational accuracy of the processor to the requirements of typical neural 
networks to simplify the hardware design complexity and improve the processing speed. 
Co 
x y 
Figure 1. Simplifier Diagram of an XC4008 CLB 
XILINx FPGAs OVERVIEW 
The Xilinx's XC4008'products were adopted in our study, as the new Xilinx 4000 series offer the 
improved architecture and short time delays. The Xilinx 4000 series of FPGAs uses lookup tables to implement 
combination logic. The density of XC4008 is in 8,000 equivalent gates and the device consists of a 18x18 grid 
of configurable logic blocks(CLBs) interconnected hOrizontally and vertically by programmable routing lines. 
Several long lines provide a reduced delay of large fanouts for each row and column of interconnects. In the 
speed grad-6 XC4008 the minimum interconnect delay 1.9 os occurs between adjacent C~. Interconnection 
delay increase with increasing fanout and routing distance. In a Simplified diagram, the configuration of each 
CLB is shown in Figure 2. The throughput delay of each CLB is shown in Table 1. 
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The XC4008 also has a fast carry propagate adder feature which provides dedicated circuitry for the 
computation and interconnection of carries. The fast propagate addition feature provides an implementation of 
the least delay and area[10]. 
CO~IU_tion Delay (ns) 
Table F or G to Output X or Y 6.0 
Tables F and/or G through H to Output X or Y 8.0 
Flip Flop Input to Output(Setup and Clock-to-Q) S.O 
C inputs via H to X or Y 7.0 
Table 1. Throughput Delay of a CLB 
NE1WORK ARCHITECTURE BASE ON FPGAs 
Usually the most popularly used neural model in cl~sification application is feedforward networks 
with backpropagation learning rule. The neurons in the network are arranged in layers, each of which receives 
inputs only from neurons in the previous layer. The basic operation performed by a neuron during 
classification is a weighted sum, followed by a non-linear transform function f: 
y .. !<2:j Xj Wj +b) 
Where y is the output of node, Xj is referred to the input of the neuron and Wj is the parameters of the 
weights. Each input is either tied to the output y of another neuron or to an external input. Optionally. a bias 
-(~ %jWj+b) 1 
b may be added to the weighted sum. In our application a sigmoid function f 0= (1 +e .£" ) - is used. 
When mapping algorithm to FPGAs, it is desirable to exploit the maximum amount of parallelism for 
the trade off area and for incremental speedup. Instead of direct calculation, the Sigmoid function is 
implemented in a lookup table. 
The three layers network is trained by off-line simulation of the network on a PC with 
backpropagation rule. The extracted BCG signal features are normalised as inputs with 7-bit. First the 
network is trained in normal high resolution calculation, and then gradually reduce the number of precision 
bits. Finally the weights are carefully quantized to approximately 4 bits. The implementation of the fully 
connected network is mapped on to the Xilinx FPGA The same layer processing nodes parallelism is adopted 
in our architecture. The input layer nodes are just simply buffer the input data. 
The architecture of a single hidden processing node is given in Figure 2. The multiplication is an 7­
bit variable multiplied by an 5-bit constant which produces an 12-bit product. The special fixed multiplier 
architecture[6] is used. Each bit of the 12-bit result can be expressed as a function of 7-bit variable. As the 
XC4000 series CLB can implement the functions of up to nine variables, one CLB can generates I-bit of the 
I2-bit product. The 12-bit product will require 12 CLBs. For XC3000 series only have 5 variable inputs per 
CLB, it need to break the multiplication into two 4-bit by 5-bit operations. One addition process is required to 
sum the two partial products. By making use of XC4000 series our multiplier architecture directly produces the 
final product and does not need the extra addition operation. Therefore, the delay of partial product addition 
cycles are reduced. 
ARCHITECTIJRE MULnPUER ADDER 
XC3000 8 CLBs(partial multiPlication) 30CLBs 
XC4000 UCLBs 9CLBs 
Table 2 Comparison of XC3000 and XC4000 implementation 
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Our experiment shows that a factor of 4 to input 12-bit is enough to prevent the overflow for the 
summing operation. The carry lookahead adder is used for the adder design. For this 16-bit adder the 30 CLBs 
are required for XC3000 series with SO ns delay, but by making of use the fast carry logic of XC4000 series 
only 9 CLBs are needed with 20.S ns performance. In Table 2 we give the CLBs required for multiplication 
and adder implementation. 
As the 16-bit product-sum is not effective due to the saturation characteristic of the sigmoid function, a 
scaling process is used to scale the sum into 10 bit value to address the activation function lookup table. The 10 
bits address and 7 bits output data will require about 1 Kx7-bit PROM or RAM. 
Figure 2. A block diagram of single hidden node implementation 
DISCUSSION AND CONCLUSION 
The goal of our work is to implement a neural based instrument for automatic heart disease screening. 
It is desirable that the parameters of hardware network can be easily altered when the patients database 
improved later. As FPGAs allow the hardware design via configuration software control, the improvement of 
~. 
.. circuitry design is just a matter of modifying, debugging and downloading the new configuration code in a 
short time. There are many mature and powerful CAD tool technology to support the FPGAs design. It is 
possible to incorporate user-defined function into standard libraries. To design a circuitry, which is to perform 
a given function and which is to be implemented on a FPGAs, instances of appropriate functional modules are 
invoked from the library and then interconnected. The FPGAs approach offers the very desirable features such 
as design flexibility, expandable size and low cost for rapid circuit prototyping. 
In classification area, the necessary calculation accuracy varies by application. The low precision can 
simplify the hardware implementation complexity and speedup the performance. With the availability of recent 
high density FPGAs, such as the available XC4013 which the equivalent gates is up to 13,000, it is possible to 
include more processing nodes and circuitry in a single chip for the moderate size network implementation. 
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with available XC4000 series the same arithmetic unit implementation can reduce nearly half of number CL.'& 
required in XC3000 series. 
In summary, the FPGAs approach for network implementation provides the flexibility as 
programmable system. For the neural bmed instrument prototype in real time application, conventional 
specific VlSI neural chips design suffer the limitation in time and cost. This problem can be overcome with 
configurable FPGAs techniques. The specific parameters can be configured to allow the adaptation to a variety 
of difference classification tasks. With low precision arithmetic design, we can achieve adequately high speed 
and small size for real time pattern classifier implementation. The programmability of the configurable FPGAs 
yields the availability of fast special purpose hardware for wide applications. Its programmability could set the 
conditions to explore new neural network algorithms and problems of a scale that would not be feasible with 
conventional processors. 
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ABSTRACT 
Artificial neural networks have been shown to be a practical solution in many medical and 
engineering applications. This leads to an increasing interest in specific hardware 
implementations of neural networks. This paper describes an empirical method to replace 
the sigmoid function with a threshold function for a limited weight precision network in a 
Ballistocardiogram classification application. The simulation results show that such 
networks have a good performance compared with high precision networks with sigmoid 
activation function. The advantage of this method is that the hardware implementation can 
be further reduced. An investigation involving the implementation of one hidden layer 
network with three input, three hidden and three output nodes in a field programmable gate 
arrays chip is presented. 
INTRODUCTION 
A ballistocardiogram (BCG) complex is the pattern of small body movements 
caused by the mechanical activity of the heart. The advantage of the BCG method is that 
no electronic leads need to be attached to the patient. The development of the ultra-low­
frequency techniques has enabled further improvement in BCG research. The BeG has 
been used to diagnose coronary disease [1], to differentiate uncomplicated hypertension 
from hypertensive heart disease [2], and to diagnose congestive heart disease [3]. Various 
recording and analysis methods have been developed. Alihanka [4] developed a static 
charge sensitive bed (SeSB) used in the home for whole night sleep recording. This 
method enables long term monitoring of basic physiological functions such as cardiac 
function and respiration, together with their respective regulatory mechanisms, as well as 
of different motor activities in sleep. Hanka [5] proposed a method to record the short tenn 
BCG signal with a chair to screen people into normal, hypertension and heart attack risk 
categories. However, the reported BeG interpretation methods rely on tape recording 
followed by analysis with digital computers. The limitation ofthis processing technique is 
that it is expensive and inconvenient for a routine screening procedure. Thus, the research 
and deVelopment of an easy-to-use, small size but inexpensive real time system, which can 
automatically classify the BCG into categories, is desired to fill the gap. 
The ability of neural networks to learn from examples has given powerful 
approaches in image processing, pattern classification and non-linear dynamic system 
modelling. The feed forward multilayer perceptron (MLP) model has been shown to 
provide practical solutions to a variety of problems in medical diagnostic applications. A 
feed forward neural network is one kind of parallel information processing system and the 
conventional serial machine implementation of such an algorithm cannot always meet real 
time process requirements. Therefore, the operation speed will be achieved by a parallel 
hardware implementation solution. On the other hand, some portable, stand-alone 
instruments require that the system will be ready to process real time information without 
complex programming. The topology and weights of the network can be detennined off­
line in a computer and, after learning, these parameters are downloaded into hardware 
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processors specialised for the classification task. Therefore, we focus on this area of 
hardware implementation. 
The research results show that weight precision has a significant impact on power, 
system cost and speed in neural hardware design [6]. The problem of selecting suitable 
precision for weights has been studied by theoretical [7] and empirical [8] methods. The 
theoretical approach could be used as a guideline to chose a suitable precision. However, 
this method does not find the optimal low precision in a specific application. Empirical 
methods can be used to find the lowest precision at the cost of extra training time. It is felt 
that little research has been carried out on the effects of low precision weights on accuracy 
in medical applications. Thus, an empirical approach to investigate the effects of low 
precision weights in a network for BCG classification has been carried out in our previous 
work [9]. 
This paper describes a method of replacing the sigmoid function with a threshold 
function for the limited weight precision networks to further simplify the network 
implementation. The performances of the networks were compared with our previous 
results. The possibility of implementing the trained network in field programmable gate 
arrays (FPGAs) has been investigated. 
WHY FPGAs ? 
Neural hardware has been studied over past decades. Most of the reported works 
are based on application specific integrated circuits (ASICs) which are targeted at specific 
algorithms. These platforms offer excellent performance and complexity, but they need 
specific software and hardware development tools, and a long time to validate the design 
which rarely makes a cost-effective solution at the system prototype stage. On the other 
hand, there is little market for small-to-medium general purpose neural chips in 
application-orientated neural circuits research. 
FPGAs are a programmable platfom1 and the gate arrays can be reprogrammed an 
unlimited number of times. With such technology, the function in the hardware can be 
reprogrammed and loaded with new algorithms under program control. Therefore, the 
changes in designs in FPGAs can be accomplished within a few hours which results in 
significant savings in cost in the design cycle. It is considered that FPGAs are ideal 
candidates in medical instrument prototyping. First, to develop truly robust ANN based 
classifiers, large data sets are required to train the network and to validate the results. It is 
expected that the network weights could be updated as the patients database increases. The 
reprogrammability of FPGAs in situ is suitable for this dynamic environment. Second, the 
cost is comparatively low, considering the time and fabrication charges of building custom 
ASIC circuits, especially for low volume and prototype products. Third, recent advances 
in semiconductor technology and improved architecture has made FPGAs available in a 
complexity which is suitable for ANN design, with many mature and powerful CAD tools 
supporting the FPGA development. Finally, research in the applications of ANNs is still 
an open area. It is desirable that neural circuitry has the ability to accommodate changes to 
new algorithms. 
BCG SIGNAL AND FEATURE EXTRACTION 
A one dimensional BCG signal is recorded from two ultra-low frequency 
acceleration transducers on the bottom of the chair. A single channel surface 
Electrocardiogram (ECG) is simultaneously recorded via the two arms of the chair. The R 
wave peak of the ECG signal is used to define the BCG beats. Both BCG and ECG signals I 
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are sampled at 100 samples/second with 8-bit resolution. An averaging technique is used 
to recover the useful information from background activity and system noise. Figure 1 
shows a sequence of BCG signals with R wave trigger (Figure I-A) and an averaged BCG 
signal (Figure I-B). The averaged BCG signal is then normalised to give 80 samples in the 
time scale. A Kittler and Young linear transform as proposed by the University of 
Cambridge Clinical School is used to extract the features. Their analysis results show that 
three features were accurate enough to represent information for classification. Following 
our analysis, the coefficients of the system eigenvectors were rounded to 10-bit. The 80 
inputs are transformed to a three dimensional feature vector with I8-bit resolution. 
(A) (B) 
Figure 1: (A) BCG signal with R wave trigger (dash line) and (B) after average BCG signal 
SIMULATION RESULTS 
I 
With BCG feature data sets of normal (59 subjects), hypertension (275 subjects) 
and heart attack risk (7 subjects) that were provided by the University of Cambridge, an 
experiment was conducted to investigate different weight precision effects on the 
classification accuracy. The standard backpropagation learning rule is adopted in our I study. We divide the available data set into two parts, training and test. 49% of normal 
subjects, 40% ofhypertension and 57% heart attack risk patients are used as a training data ; set. The remaining data are used as a test set to verify the network performance on patterns 
I 
not seen during training. The sigmoid activation function f(x):::; I! (1 +exp(-x» is used for 
the hidden and the output nodes. The target values of the output nodes for the training set I are 0 and 1, respectively. In the evaluation phase, if the output value of an output node 
exceeded the threshold (0.5) then it was considered to be 1, and if it was less than the 
threshold (0.5) then it was considered to be O. An output vector of [1, 0, 0] represented a 
normal subject, an output vector of [0, 1, 0] represented a hypertension subject, and an 
output [0, 0,1] represented a heart attack risk subject. Output of [1,1,0], [0, 1, 1], [1, 1,I 1], [1, 0, 1] and [0,0,0] were indetern1inate(nondiagnostic). If the actual output does not 
match the desired output, e. g. for the normal subject the output is [0, 1,0] or [0,0, 1], it is 
considered to be a missc1assification. The training was performed on a 486 based PC withI 
single floating point precision. I The experiment tested the perceptron with varying numbers of hidden nodes, as 
shown in Table 1. As can be seen, there was little change in performance between 3 
I hidden nodes and 7 hidden nodes. 
I No. of Nodes 
accuracy(%) 
Several inputs precision were tested. The network was firstly trained with high 
resolution calculation calculations with full 18-bit input resolution. Then the input vectors 
.~ 
I 
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were rounded to 7-bit and 4-bit respectively and the networks were re-trained. The result 
is shown in Table 2. The 7-bit input is used for the remainder of this study. 
Table 2: Performance of input range test 
IS-bit input 7-bit input 4-bit input 
Training Testing Training Testing Training Testing 
Data Set Data Set Data Set Data Set Data Set Data Set 
Correct(%) 99..31 97.45 99.31 97.45 97.93 97.45 
Incorrect(%) 0.69 2.04 0.69 2.04 2.07 2.04 
Indeterrninate(%) 0 0.5 0 0.5 0 0.5 
In our previous study [9] , we have developed a method for selecting limited 
precision weights for BeG classification. By using this method, the network was trained 
with high precision calculation first. After the network convergence, the weight values are 
normalised in a small range and the network is re-trained using same training set, until the 
network converges. Then the weight precision is reduced step by step during the 
training[8], until a network with satisfactory generalisation performance is obtained. This 
provides weight values in the range of ±2(n-l) , where n-bit is used to represent the weight. 
The results obtained by this method is shown in Figure 2. Figure 2 (a) and (b) show the 
results of training data set. Figure 2 ( c) and (d) are the results of testing data set. 
(a) (b) 
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Figure 2: (a) and (b) show the number of incorrect and indeterminate classification for the training data test. 
(c) and (d) show the number of incorrect and indeterminate classification for the testing data set respectively. 
Although this method has reduced the weight precision to 7-bit, a non-linear 
sigmoid function is still required which needs more memory to store a lookup table. 
Therefore, it is desirable that, if possible, the sigmoid function could be replaced by a 
simple threshold function while still keeping the limited weight precision expression. We 
modified the training algorithm to increase the gain parameter ('A,) of the sigmoid function 
f(x) = 11 (1 + e -Ax) and train the network in a high precision calculation. When the network 
converged, A was increased by one. The training process was repeated until the error was 
stable when further increasing A. The method described previously was used to obtain low 
precision weights. Finally, the network weights are transferred to another networks of 
which the transfer function is a threshold function [0, 1]. The results are summarised in 
Figure 3. There is no indeterminate situation in threshold function networks. It indicates 
that a 7-bit weight network has a better accuracy in the testing data set and has one normalI subj ect missclassified in the training data set compared with high precision sigmoid 
I 
function networks. The 6-bit weight threshold network has the same performance in the 
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training data set and a better accuracy in the testing data set. Thus, the 6-bit weight 
network is used in hardware implementation study. 
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Figure 3: Threshold networks test results, (a) for training data set and (b) for testing data set. 
NEURAL NETWORK IMPLEMENTATION 
The Xilinx XC4000 series of FPGAs use lookup tables to implement combination 
logic. The configurable logic blocks (CLBs) are interconnected horizontally and vertically 
by programmable routing lines. Each CLB contains two lookup tables. A CLB can be 
used to implement any two independent functions of up to four variables, any single 
function of five variables, any function of four variables together with some functions of 
five variables, or it can implement even some functions of up to nine variables. They also 
have a fast carry propagate adder feature which provides dedicated circuitry for the 
computation and interconnection [10]. 
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Figure 4: The block diagram of the hidden node implementation 
The Xilinx XC4010 can be used for implementing the 6~bit weight precision I network. The architecture of the XC40 I 0 consists of 400 CLBs with a complexity of up to 
I 
10,000 usable gates. The input layer nodes just simply buffer the input data. For the 
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hidden layer node, each input will be multiplied by its weight, and then the products will 
be summed together with a bias. If the final sum is bigger than 0, output a 1, otherwise, 
output a O. The sign of the final sum can be used to generate the output. The Baugh­
Wooley algorithm [11] is adopted to achieve two's-complement multiplication. The 
multiplication is a 7-bit variable(input feature) multiplier by an 6-bit signed constant 
(weight). Thus, the known weights are hardwired in the FPGA logic and the multiplication 
is broken into one 4-bit by 6-bit and one 3-bit by 6-bit multiplication with one addition 
[12]. As each CLBs can implement any two independent function of four variables, one 
CLB is used to generate two bits of the product. A ripple carry adder (RCA) is used to add 
the two partial products together. Three weighted input with the bias are added by using a 
carry save adder (CSA) tree of four inputs. A RCA is used to add the sum vector and the 
carry vector of the CSA into one final sum. To improve the throughput rate, a pipeline 
scheme can be incorporated in the design. The sign of the final sum is used to generate the 
threshold value I or o. Figure 4 shows a function block diagram of a hidden nodes. 
The output layer nodes design can be further simplified. As the input precision is 
only I-bit, I-bit by 6-bit multiplication is just the simple weight 'and' 'I' or '0' operation. 
Thus, the partial products multiplication and summation can be eliminated. Furthermore, 
the weight value is known so the adding operation can be implemented in a lookup table 
which is similar to the multiplication implementation we mentioned above. The three 
outputs of the hidden nodes directly address the lookup table. Thus, the CLBs used for 
output nodes can be significantly reduced. A comparison of the CLBs required to 
implement the arithmetic units of sigmoid function and threshold function networks with 
6-bit weight expression is summarised in Table 3 
Table 3: Comparison of implementation of threshold function network and sigmoid function with FPGAs 
Sigmoid function Threshold function 
Multiplication 198 CLBs 99 CLBs 
Summation 210 CLBs 117 CLBs 
PROMs 3 0 
The conventional FPGA base network implementation needs external memory to 
hold the sigmoid function table, such as, PROMs [12] or RAMs. However, with the 
method of replacing the common sigmoid function by a threshold function, the design 
complexity can be significantly reduced. It is possible to implement the network with a 
single XC40 1 0 chip, which make the design more compact and improve the speed. 
CONCLUSIONS AND FUTURE WORK 
The simulation results suggest that, if limited precision weights can be found to 
produce the desired output in a common sigmoid function network, it is possible to replace 
the sigmoid function with a threshold function by gradually increasing the slope of the 
sigmoid function and re-training. It is interesting to note that, using the method described 
above, the networks have better classification accuracy for the testing data set than those 
common sigmoid function networks. As the data sets for the symptom of emergency heart 
attack subjects are limited, it is difficult to compare the classifier performance in this 
category. However, the results of normal and hypertension subjects have shown good 
agreement. Therefore, it is concluded that it is possible to use the threshold function to 
replace the non-linear transfer function in this application without a significant effect on 
classification accuracy. It demonstrates that this method has a great advantage in reducing 
the complexity of the hardware implementation. 
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An investigation of a threshold function network implementation has been 
presented. With this method, it is possible that the proposed network can be realised in a 
single XC4010 chip. Although the implementation example is a small network, it can be 
expand to realise more complex applications. To verify the classifier performance, further 
development of a large database is required and a theoretical investigation to exploit the 
property will be carried out. 
ACKNOWLEDGEMENTS 
The authors would like to thank Dr. R. Hanka and his research team of the Clinical 
School of the University of Cambridge for their collaboration on this project. We thank 
Dr. D. Crecraft for his technical advice. We also thank Dr R. Harvey, Dr. R. Hearing and 
Mr J. Caplan for their encouragement and help. This programme was supported by the 
University of Luton. 
REFERENCES 
1. 	 R. Brown and V. Delalla, "Ballistocardiogram, description and clinical use," Am. J. 
Med. Vol. 9, pp. 718-727,1950 
2. 	 R. Brown, V. Dellala, M. A. Epstein and M. J. Hoffman, "clinical 

Ballistocardiography," The Macmillan Company, New York, 1952 

3. 	 Starr, "Clinical studies with ballistocardiograph: in congestive failure, on digitalis 
action, on change in ballistic form and in certain acute experiments," Am. J. M. Sc. 
204,469,1941 
4. 	 Alihanka, "Basic principles for analysing and scoring Bio-Matt(SCSB) recordings," 

Annales Universitatis Turkuensis, D26, 1-129, 1987 

5. 	 Dr R. Hanka, private communication, 1993-1994 

6. 	 J. B. Burr, "Digital Network Implementations," in Neural Networks Concepts, 

Applications, and Implementations, Edited by P. Antognetti and V. Milutinovic, 

Prentice-Hall, Inc. 1991 

7. 	 L. Holt and J. Hwang, "Finite precision error analysis of neural network hardware 

implementations," IEEE Transactions on Computers, Vol. 42, No.3, pp. 281-290, 

1993 

8. 	 Nakayama, S. Inomata, and Y. Takeuchi, " A digital multilayer neural network with 

limited binary expression," Proc. Int. Joint. Conf. Neural Networks, Vol. 2, pp. 587­
592, 1990 

9. 	 X. Yu, D. Dent and C. Osborn, "The selection of weights precision for 

Ballistocardiography classification," To appear in Proc. ofIEEE ICNN'95, 1995 

10. 	 Xilinx, "The programmable logic data book," San Jose, USA, 1994 

11. 	 C. R. Baugh and B. A. Wooley, "A two's complement parallel array multiplication 

algoritlun," IEEE Trans. Comput., Vol. C-22, pp. 1045-1047, 1973 

12. 	 E. Cox and W. E. Blanz, " Ganglion a fast field programmable gate array 

implementation of a connectionist classifier," IEEE Journal of Solid-State Circuits, 

Vol. 27, No.3, pp. 288-299, 1992 

188 
The Selection of Weights Precision for Ballistocardiography Classification 

Xinsheng Yu, Don Dent and Colin Osborn 

Faculty of Design and Technology, University of Luton, Luton, LUI 3JU, England 

ABSTRACT 
Artificial Neural Networks have been effectively applied to a variety of medical diagnostic and 
cl~sification situations. More recently, there is a growing interest in implementing such algorithms for 
real-time monitoring or fast-time scanning in the classification of nonnal and abnormal. These 
applications will benefit from hardware implementation. It is well known that the input and weights 
precision has a considerable impact on the circuit's complexity, speed and power consumption. This 
paper evaluates two training methods for selecting limited precision weights for Ballistocardiogram 
c1~sification and suggests that a 7-bit weight precision can provide a similar performance compared 
with a high precision weights expression. Furthermore, a method is proposed for implementing the 
artificial neural networks using field progranunable gate arrays for the rapid prototyping of algorithm 
specific hardware. 
1. Introduction 
The development of ultra-low-frequency techniques 
has enabled further interest in 
Ballistocardiography(BCG) research. The BCG is a 
movement related signal caused by shifts in the centre 
of mass of the blood that consists of components 
attributable to cardiac activity, respiration, and body 
movement. It has great potential value in that it 
directly reflects heart action and provides important 
diagnostic infonnation. The BCG is different from 
other heart monitoring methods in that no electrodes 
need be attached to the human subjects. Therefore, it 
may be used as a low-cost tool for heart dise&e 
screening. However, most of the reported BCG 
interpretation methods rely on two separate 
procedures that is, tape recording followed by analysis 
with digital computers[1][2], which are cumbersome 
and inconvenient for routine screening procedures. 
Thuc;, research and development on a convenient, 
small size but inexpensive real time system, that can 
automatically classify the BCG into categories, is still 
aChallenge. 
Biologically inspired artificial neural 
networks(ANNs) potentially offer a compact, powetful 
approach for solving classification and prediction 
problems. ANNs have been successfully employed in 
a variety of medical diagnostic situations such liva 
cancer diagnosis[3], ECG signal analysis[4] and heart 
attack detection[5}. Many medical appUcatiom 
require a portable, stand-alone and easy to tu 
cl~sifier that can quickly process real time 
information. The system should be ready to operate 
without complex programming. This means that. 
after learning, the network parameters can be 
transferred to the hardware implementation to 
indicate the patient category. To this end. it is our 
goal to implement the parallel neural-like 
classification algorithms in hardware to efficiently 
process real time information. 
One problem with the hardware implementation of 
neural networks is the multiplication of input vectors 
by synaptic weights. A large silicon area is required 
for even simple hardware multipliers. The reported 
work shows that the weight preciSion required to solve 
a particular application requirement depends on the 
problem difficulty and network architecture used[6]. 
As the relationship of the number of weight bits to 
circuit complexity. speed and cost is significant, the 
optimal weight size has been investigated so that the 
appropriate balance between diagnostic accuracy and 
hardware cost can be determined. On the other hand, 
in turning the design concepts into a applicable 
system, an instrument prototyping stage is usually 
required to evaluate the initial trial algorithms and to 
be demonstrated in field tests. In medical 
applications, it is also necessary that the implemented 
network has the ability to adapt as the patient 
database expands. Thus, a flexible efficient neural 
circuit is required to meet the need. 
In this paper, the performance of different weight 
precision in a BeG cl$sification application is 
evaluated with modified backpropagation and 
weighted error function learning algorithms. Using a 
a BCG database developed in the University of 
Cambridge Clinical School , an experiment was 
conducted to investigate the variations in the 
diagnostic accuracy with the precision of weights. 
The simulation tests were performed using normal, 
hypertension and heart attack risk cases. Finally a 
flexible hardware platform using field programmable 
gate arrays(FPGAs) is proposed for neural network 
implementation in the medical applications. 
0-7803-2768-3/95/$4.00 © 1995 IEEE 2485 

2. BeG signal processing and feature 
extraction 
A one dimensional BCG signal is obtained from two 
ultra-low frequency acceleration transducers on the 
bottom of a experiment chair constructed in the 
University of Cambridge Clinical School. A single 
channel surface Electrocardiogram(ECG) is 
simultaneously recorded via the two arms of the chair 
and the R wave peak of the ECG signal is used to 
define the BCG beats. Figure 1 shows the BCG and 
BeG signalS. Both the BCG and ECG signals are 
sampled at 100 samples/second with 8-bit resolution. 
. The 20 beats of the BCG signals are averaged to 
recover the useful information from background 
activity and system noise. The averaged BCG signal 
is then normalised to give 80 samples in the time 
scale. A Kittler and Young linear transform is used to 
select the features. From the analysed results 
produced by the University of Cambridge Clinical 
School, three features were chosen for this study. The 
feature vector is fed to a feed forward multilayer 
perceptron(MLP) to classify the feature vectors into 
associated categories. 
Q S 
Fig. 1: One dimensional BCG and ECG signal. 
3. Neural networks simulation with limited 
weight precision 
The network is a feed forward, fully connected three­
layer network with 3 input nodes, corresponding to 
the 3 dimensional feature vector. The output layer 
consists of three nodes representing people who have 
normal heart, or hypertension, or potential heart 
~ttack risks~ .The standard backpropagate(BP) rule[7] 
lS used to tram the network with varying hidden nodes 
from 1 to 9. The results show that, except for the 
network with 6 hidden nodes that has a slightly better 
performance than 3 hidden nddes, the performance of 
3 hidden nodes has the same or better performance 
than all other networks. Therefore, the bidden nodes 
are fixed to 3 nodes considering the trade-off between 
performance requirement and e$e hardware 
implementation. 
The feature data sets used throughout this study are 
summarised in Table 1. All the feature vectors are 
normalised between 0 to 1. The initial weights are 
generated randomly. The target values of the training 
set are 0, 1 respectively. Several experiments were 
conducted to generate the random weights for training 
and then tested with test data sets. The highest 
accuracy initial values are used for later experiments. 
The activation function is a sigmoid function with 
range 0 to 1. Each output represented one of the 
three classes. An output larger than 0.5 wac; 
considered as 1, and an output smaller than 0.5 wac; 
considered as O. An output vector of [1, 0, 0] 
represented a normal subject, an output vector of [0, 
1, 0] represented a hypertension subject, and an 
output [0, 0, 1] represented a heart attack risk SUbject. 
Output of [1, 1,0], [0, 1, 1], [1, 1. 1], [1, 0, 1] and [0, 
0,0] were indeterminate(nondiagnostic). If the actual 
output does not match the desired output, e.g. for the 
normal subject the output is [0, 1, 0] or [0, 0, 1], it is 
considered to be a missciassification. 
T b Ie 1: Ta raininR and Testing Data Sets 
SymptolJl Trainiag Testing Data Total 
Dab Set Set 
Normal 30 29 S9 
HV!la1eaSion III 164 275 
Hearl Attack Risk 4 3 7 
3.1 Network training 
In order to test what precision of input signal can 
preserve the required information, an experiment was 
conducted to test different input precision 
representations. The results showed that 7-bit input 
precision is sufficient to represent the features 
information for classification. TherefQre, the input 
signals are fixed to 7-bit. 
The weights precision required for the conventional 
BP method has been studied and error analysis shows 
that 12-bit to 14-bit precision is required to learn 
successfully over a range of applications[6]. 
Nakayama et al. [8J proposed an algorithm that 
gradually reduces the number of precision bits as the 
learning process continuous. This method 
demonstrates an effective way to reduce the weights 
precision to 2-bit for digital numeral patterns 
recognition. However, the results are obtained from a 
input of binary. Sakaue et al.[9] presented a weighted 
error function(WEF) learning algorithm and the 
results show that it has a better performance than 
conventional BP in 12-bit and 8-bit precision training. 
In this study, we modified the conventional BP rule in 
a similar way to that proposed by Nakayama. We 
refer this learning method as the modified BP(MBP) 
learning rule. The MBP method is compared with the 
WEF algorithm in weight precision selection. When 
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the training had finished, both network perfonnance.s 
were measured on the test data set. 
All simulations were performed on a personal 
computer(pC) with floating point or fixed point forms 
respectively. With the MBP method, the network was 
trained with continuous weight(CW) in high 
resolution calculation using the entire training set. 
The conventional iterative gradient descent method is 
used to minimise the mean square error between the 
desired output and the actual output from the net 
which is defined as: 
where E is the error, lk is the desired output, and 
Ok is actual node output. 
We start by training the network with high precision 
calculation. After the network convergence, the 
weight values are normalised in a small range and the 
network is re-trained using same training set, until 
network is converged. Then the weight precision is 
reduced step by step during the training, until a 
network with satisfactory generalisation performance 
is obtained. The weight values are now in the range 
:t2(n-l). where n-bit are used to represent each 
weight. 
The WEF algorithm is different from the conventional 
BP method in that the mean square error is minimised 
by using a weight coefficient gk and a skipping 
coefficient G. Thus, the minimised square error 
function is rewritten as: 
The gk and G are defined as the following 
iflok - tkl > Tg 
otherwise 
G{- 0 ijVklok - tkl < To 
- 1 otherwise 
During training, the weights are expressed as the q-bit 
integer part and the s-bit fractional part. H the 
absolute value is greater than 2 q - 2-3 , then it will be 
rounded to 2q - 2-$; values less than 2-3 are 
rounded to 2-3 • 
4. Results and discussion 
The test data set was used to test the trained network. 
All weights are expressed as n-bit, which includes 1 
signed bit. Table 2 shows the results by using the 
WEF training method and Table 3 illustrates the 
results of MBP method. 
Table 2' Performance of VIEF method 
Weight 12-bit 8-bil 
Co~~ 97.45 96.43 
lllcorrec(%l L02 1.02 
IDdelermiu...!!:!.%.1 1.53 2.55 
Table 3' PerformaDce of MBP method 
Weight CW 7-bit ~il 5-bil 
Co~%.l 97.45 97.45 97.96 96.43 
llIco~~%.l 2.04 2.04 1.02 1.02 
IDdetermilla!t{~ O.S O.S 1.02 2.55 
The reSults in Table 2 indicate that 12·bit weight error 
function training algorithm gives the same result as 
the BPmethod with the CW expression. When 
training the network with 8-bit weights, this method 
increa<>ed the indeterminate rate and the accuracy 
becomes low. This is believed to be caused by 
inadequate weight update information. The results in 
Table 3 showed that 7-bit weight precision can give 
the same performance as continuous weights. The 6­
bit weight network gave the highest accuracy. When 
further reducing the weight precision to 5-bit, the 
accuracy is decreased dramatically and the 
indeterminate rate gets higher. This could be caused 
by inadequate weight precision to keep the required 
inforrnatio n. 
The performance were further assessed by calculating 
sensitivity and specificity[lO], which are given in 
Table 4 and Table 5 for both methods. 
Table 4: Sensitivil)'(%) 
WEF MBP 
12 bits 8bilS cw 7-bit 6-bit 5-bil 
Normal 96.55 93.1 96.55 100 93.1 93.1 
Hypert­ 98.17 98.17 97.56 97.56 98.78 99.39 
c:asiOI 
Heart 100 100 100 100 100 100 
Attack 
Table 5: Specifici I)'(%i 
WEF MaP 
12-bil "it cw 7-bit 6-bil S-bil 
Normal 99.4 98.8 98.8 98.2 100 100 
Hypel1­ 96.88 96.88 96.88 96.88 93.75 87.5 
casiolt 
Heart 99.48 99.48 99.95 99.95 100 98.96 
Attack 
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The ideal requirement in medical diagnosis is that 
both sensitivity and specificity approach 100%. The 
comparison of these results indicates that the 12-bit 
weights precision obtained from the WEF training 
and 7-bit weights obtained from the MBP training 
have equal or better performance than the high 
resolution BP trained network in terms of sensitivity 
and specificity. However, the preliminary results 
showed the MBP method is more effective to obtain 
the lowest precision. 
~r-----------------------------~ 
-MPOV>tn> 
......V6'aQ>Iha 
Ql 
FPGAs are a programmable platform and the gate 
arrays can be reprogrammed an unlimited number of 
times. With such technology, the function in the 
hardware can be reprogrammed and loaded with new 
algorithms under program control. It is considered 
that they are an ideal platform in medical instrument 
prototyping in terms of performance, design cycle and 
cost. 
The previous reports of network implementation in 
FPGAs are based on the Xilinx XC3000 series which 
have some limitations because of their architecture. 
The XC4000 family provides a regular, flexible 
programmable architecture of configurable logic 
block(CLBs), interconnected by a powerful hierarchy 
of versatile routing resources and surrounded by a 
perimeter of programmable input/output 
o+---_--_-----+---+--~ blocks(IOBs)[14]. Each CLB includes high-speed 
SIt ~ &Ii CI¥ 
Wi(ttPl8il!ial 
Fig. 2: Average value of hidden Dode derivative for differeDl Weight 
precision 
Furthermore, the robustness of the networks was 
evaluated, in ca;e reducing weight preciSion made 
them sensitive to small perturbations. Murray et. 
al[ll] indicated that hidden nodes that are firmly ON 
or OFF are less likely to Change state as a result of 
small variations in the input data and it is reasonable 
to infer that this will improve the generalisation 
ability of a classifier. This matter is also confirmed in 
Nakayama's study[8]. Therefore, we adopt Murray's 
method to measure the hidden layer stability by 
calculating the average of the output activation 
derivative over the whole test data set: 
where P is the number of patterns, N is the number 0[ 
hidden nodes, and On is the hidden node activation 
output. The results are shown in Fig. 2 and confirm 
that the 7-bit weight precision network trained with 
MBP methods has a similar value of D compared with 
the high resolution network. The WEF method 
provides nearly the same stability in 12-bit preciSiOn. 
but the averaged value is increased when the weight 
precision is decreased. 
5. Implementing a trained network with 
FPGAs 
Recently, there is an increasing number of very large 
scale integration(VLSI) neural networks and one can 
find some implementations b$ed on FPGAs[12],[13]. 
carry logic that can be activated by configuration. A 
CLB can be used to implement any two independent 
functions of up-to-four variables, or any single 
function of five variables, or any function of four 
variables together with some functions of five 
variables, or it can implement even some functions of 
up to nine variables. The XC4010 has been used in 
our implementation study. The architecture of 
XC40l0 consists of 400 CLBs with a complexity of up 
to 10,000 usable gates. 
The multiplication operation is a 7-bit variable(input) 
multiplied by an 7-bit signed constant(weight). Thus, 
the known weights can be hardwired in the FPGA 
logic and the mUltiplication can be broken into 4-bit 
by 7-bit and 3-bit by 7-bit multiplication with one 
addition[12]. One CLB is used to generate two bits 
of the products. Therefore. one synaptic multiplier 
only requires 11 CLBs. As the XC4000 series provide 
the fast carry logic, the partial products adder can be 
implemented in 5 CLBs. Pipelined carry save 
adder(CSA) trees are used to implement the summing 
operation. A ripple carry adder merges the sum 
vector and the carry vector of the CSA into one final 
sum. Our simulation shows that the significant lO-bit 
of the product-sum is adequate to address the sigmoid 
look up table due to the saturation characteristic of the 
sigmoid function. Thus, the final sum is scaled to 10­
bit value to address the sigmoid function look up table 
which is implemented in a PROM. Therefore, three 
hidden nodes with a bias can be realised in a single 
XC4010 chip with 3 external PROM. The fully 
parallel network can be implemented in two XC4010 
chips with three PROMs. 
6. Conclusions 
In this paper, the preliminary results indicate that a 
limited binary weight expression can still provide a 
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satisfactory performance compared with a high 
precision weights expression. The WEF algorithm of 
12-bit weight precision can perform a 12-bit precision 
learning and provide similar performance to a high 
precision network. It is shown that the performance 
of a 7-bit precision weight network trained with the 
MBP method can give the same performance as a 
high precision weight network in hypertension and 
heart attack risk categories. The simulation results 
suggests that 5-bit precision for weights is the 
minimum requirement in this specific application. It 
is also demonstrated that the application of low 
precision network produced results that are both 
accurate and robust. It is noted that the database used 
in this study is insufficient especially for the symptom 
of heart attack. However, the results of normal and 
hypertension subjects support the general conclusion. 
The results of this study show that it is feasible to 
reduce the precision bits required in the BCG 
classifier without significantly reducing the accuracy. 
This simplifies the hardware implementation 
complexity and increases the processing speed: The 
possibilities for the realisation of trained neural 
networks in FPGAs was studied. With such 
technolOgy, the function in the hardware can be 
Changed and loaded within a few hours which results 
in significant savings in cost in the design cycle. It is 
shown that the approach using FPGAs for network 
implementation provides the flexibility for instrument 
proto typing in real time applications. 
7. Acknowledgement 
The authors would like to thank Dr R. Hanka from the 
University of cambridge Clinical School for 
providing the BCG data sets and technical advice. 
We thank Dr C. Crecraft for valuable discussion. 
Thanks also to Dr R. Harvey, Dr. R Hearing and Mr J. 
Caplan for their encouragement and support. This 
research program was supported by the University of 
Luton. 
8. References 
[1] 	 H. Jansen and K. Shankar. "Sleep staging with 
movement-related signals," International Journal 
of Biomedical Computing, pp. 289-297, Vol. 32, 
1993 
[2] 	 O. Polo, M. Tafti. M. Hamalainen, K.. 
Vaahtoranta and J. Alihanka, "Respiratory 
variation of the ballistocardiogram during 
increased respiratory load and voluntary central 
apnoea,n Eur. Respir. Journal, pp. 257-2b2, Vol. 
5,1992 
[3] 	 L. Astion and P. Wilding, nApplication of neural 
networks to interpretation of laboratory data in 
cancer diagnosis," Clinical Chemistry, pp. 34-38, 
Vol. 38, No.1. 1993 
[4] 	 S. Farrugia, H. Yee and P. Nickolls, "Implantable 
cardioverter defibrillator electrocardiogram 
recognition with a multilayer perceptron," PACE, 
pp. 228-234. Vol. 16, No.2, 1993 
[5] 	 F. Harrison, J. Marshall and L. Kennedy, "The 
diagnosis of heart attack: a neurocomputation 
approach." Computers in Cardiology. IEEE 
Computer Society, pp. 1-5, Vol. 1, 1991 
[6] 	 J. L. Holt and J. Hwang, "Finite preciSion error 
analysis of neural network hardware 
implementations," IEEE Transactions on 
Computers, pp. 281-290, Vol. 42, No.3, 1993 
[7] 	 D. Rumelhart and J. McCeHand, "Parallel 
distributed processing," MIT Press. Cambridge, 
MA,1986 
[8] 	 K. Nakayama, S. Inomata, and Y. Takeuchi, "A 
digital multilayer neural network with limited 
binary expresSion," in Proc. Int. Joint. Conf. 
Neural Networks, pp. 587-592, Vol. 2,1990 
[9] 	 S. Sakaue. T. Kohda, H. Yamamoto, S. Maruno, 
and Y. Shimeki, "Reduction of required precision 
bits for backpropagation applied to pattern 
recogni tion," IEEE Transactions on Neural 
Networks, pp. 270-275, Vol. 4, No.2, 1993 
[10]1. A. Swets, "Measuring the accuracy of 
diagnostic system." Science, pp. 1285-1293, Vol. 
240,1988 
[lIlA. F. Murray and P. J. Edwards, "Synaptic 
weight noise during multilayer perceptron 
training: fault tolerance and training 
improvements." IEEE Transactions on Neural 
Networks, pp. 722-725, Vol. 4, No.4, 1993 
[12]C. 	E. Cox and W. E. Blanz, HGangIion-a fast 
field-programmable gate array implementation of 
a connectionist classifier," IEEE Journal of Solid­
State Circuits, pp. 288-299. Vol. 27, No.3, 1992 
[13]N. 	M. Botros and M. Abdulaziz, " Hardware 
implementation of an artificial neural-network 
using field-programmable gate arrays(FPGAs)," 
IEEE Transactions on Industrial Electronics, pp. 
665-667, Vol. 41, No.6, 1994 
[14] Xilinx, "The programmable logic data book," San 
Jose, USA, 1994 
2489 

To appear in Proc. 1996 IEEE Engineering in Medicine and Biology 18th Annual International Conference, IEEE Press 
Paper Number: 626 
CLASSIFICATION OF BALLISTOCARDIOGRAPHY USING WAVELET 
TRANSFORM AND NEURAL NETWORKS 
Xinsheng Yu, Don Dent and Colin Osborn 

Faculty of Design & Technology, University of Luton, Luton LUI 3LF, U.K. 

Abstract : Ballistocardiography(BCG) has a,n interesting 
feature that no electrodes are needed to be attached to the 
body during measurements. This provides a potential 
application to asses the patients heart condition in the 
home. Artificial neural networks(ANNs) have several 
properties that make them promising for the automatic 
signal classification problems. In the time domain of the 
BCG classification, the whole cardiac cycle of BCG 
waveform needs a large size neural network which makes 
the classification a computationally intensive task. By 
classifying the data in a compressed formal, savings in 
computer time may be realised. In this paper, we used 
wavelet multiresolution propriety analysis that allows to 
bring significant information content of BCG signal. Small 
subsets of the wavelet coefficients were used to classify the 
normal, hypertension and heart attack risk by neural 
networks. It is shown that the proposed system achieved 
overall 95.39% correct classification rate for testing data 
set. The classification of the features obtained by principal 
component analysis can only achieve 92.8% overall 
performance. The advantage of the proposed classification 
system is to be easily implemented in a portable device. 
INTRODUCTION 
Heart disease is one of the main factor causing death in the 
developed countries. Over several decades, variety of 
electronics and computer technologies have been 
developed to assist clinical practices for cardiac 
performance monitoring and heart disease diagnosis. 
computers with software packages, which are time 
consuming. It is hoped to develop a portable device for 
BCG signal processing so that the BCG can be used as an 
inexpensive and convenient screening test to help to 
diagnose the heart attack disease in their earliest and most 
treatable stages. 
In this paper, we proposed an automatic BCG 
classification system based on the wavelet multiresolution 
analysis property and the learning capability of the neural 
network. The idea is to decompose the original signal into 
a series of views at different scales, then the coarse 
coefficients that have the significant information are 
presented to the neural network classifier. The proposed 
combined classification system can be easily implemented 
with today's available VLSI or DSP techniques for a 
portable device in real world applications. 
Hypen1:OlInalon 
Figure 1: Combined Classification System Diagram 
COMBINED WAVELET TRANSFORM AND NEURAL 

NETWORK CLASSIFICATION SYSTEM 

However, the demands of practical health care requires that 
these technology are not limited to hospital environment 
but to be able to detect the risk of the heart disease in daily 
life in unrestricted condition. These requirements lead a 
increasing innovation in portable systems in reduction in 
size, weight and power consumption to an extent that the 
instruments are available in routine life monitoring and 
diagnosis to many users. BCG provides a potential 
application to monitor heart condition in the home because 
there is no electrodes required to be attached to the body 
during the measurements. Starr and Wood [1] shown that 
the BCG could be used to predict the development of 
ischemic myocardial disease. The prognostic value of the 
BeG in cardiovascular screening and epidemiological has 
also been reported [2], [3]. Recently, Zhao [4] studied 
chair BCG signals and indicated that the BeG has the value 
to predict the patients with mild hypertension who could be 
died due to myocardial infarction. However, all those 
reported works in the literature rely on the off-line analysis 
approaches of either visual interpretation of the BCG 
waveform or analysis the previous records on the digital 
The BCG data set used in this study was provided by the 
Medical Informatics Unit of the Cambridge University. 
The signals was sampled at 100 samples/Seconds from the 
seat of the chair. During the BCG recording, the reference 
ECG signal were recorded simultaneously form the arm of 
the chair at the same sampling rate. The R-wave of the 
ECG signal is used to identify each BCG cycle. The BCG 
signals are filtered and then averaged to reduce the 
background noise. Each averaged BCG signal was 
normalised into 80 points. Altogether, there are 58 normal 
subjects, 275 mild hypertension subjects and 6 subjects 
who died suddenly due to myocardial infarction within 24 
months of the BCG recording. A classification of the 
whole BCG waveform can be computationally intensive by 
the ANNs. The high dimension inputs forces us to use a 
network with a higher number of free parameters which 
need a large training samples. Moreover, the presence of 
irrelevant feature combinations can actually obscure the 
impact of the more discriminating inputs. If the number of 
inputs to the ANN can be reduced without significant loss 
To appear in Proc. 1996 IEEE Engineering in Medicine and Biology 18th Annual International Conference, IEEE Press 
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of infonnation, then it should be possible to successfully 
classify the signal based on a reduced or compressed data 
set. A smaller data set would mean a smaller ANN and 
savings in time and hardware implementation complexity 
for the classification. 
Mallat [5] show that the difference of information 
between the approximation of a signal at the resolution 
2j +! and 2 j can be extracted by decomposing this signal 
on a wavelet orthononnal basis of L2(Rn). In L2(Rn) , a 
wavelet orthonormal basis is a family of functions which is 
built by dilating and translating an unique function. The 
idea is inspired by the fact that a prototype wavelet with its 
scaled and shifted versions used to express the original 
signal is usually an BCG like waveform. Thus, we 
decompose the original signal into a series of sub-signal at 
different scales, then the small approximated signal which 
still have the significant information were present to the 
neural network classifier. The proposed classification 
system is show in Figure 1. A fast wavelet transform 
program is implemented to decompose the BCG signal. 
The 12 coefficients of the impulse response derived by 
Mallat [5] is used in this study. A single hidden layer 
feedforward neural network trained with standard 
backpropagation learning rule was used. The hidden nodes 
were empirically defined as 4 hidden nodes. The 20 
approxinlated coefficients were used as inputs to the neural 
network. The 3 outputs represent the nonnal, hypertension 
and heart attack subjects. The learning rate and momentum 
are empirically defmed as 0.25 and 0.5 respectively. The 
whole BCG data set was partitioned into training data set 
and testing. set. To get a realistic figure of the 
performance, a test data set which is not previously used in 
the training phase is used to estimate the performance. The 
classification results are shown in Table 1, where N 
represents the normal subjects, MP represents the mild 
hypertension subjects, and HAR represents the patients 
have the heart attack risk that causes death. 
Table 1: Classification Results of wavelet coefficients 
Training Data Testing Data 
Class N MH HAR N MH HAR 
N 30 0 0 25 2 1 
MH 0 III 0 2 159 3 
HAR 0 1 2 0 1 2 
99.3% 95.39% 
To evaluate the performance of the proposed 
classification system, the conventional feature extraction 
method of principal component analysis (PCA) was used 
for BCG signal feature extraction. A neural network 
learning algorithm for PCA based on the modified Oja's 
rule [6] was implemented to extract the first 10 principal 
components. The combined PCA classification system 
consists two phases. First, the PCA network was trained 
with unsupervised learning BCG training set which the 
mean of the data was subtracted from each individual data 
vector, and then the extracted features were labelled and 
used to train a feedforward neural network with 10 inputs, 
4 hidden nodes and 3 outputs. Once the training was 
finished, the unused testing data set was used to evaluate 
the performance. Table 2 shows the classification results. 
Table 2: Classification Results of PCA features 
Training Data Testing Data 
Class N MH HAR N MH HAR 
N 29 1 0 25 3 0 
MH 0 III 0 6 156 2 
HAR 0 3 0 0 3 0 
97.2% 92.8% 
DISCUSSION AND CONCLUSIONS 
The objective of this study is to develop a simple and 
reliable classification system which can be implemented 
into a portable device for real world application. The 
property of the wavelet decomposition of signals is to 
identify features such as wave peaks localised in time and 
scale. It is considered that this method is similar to the 
feature extraction method that take the wave peak, wave 
type and slop etc. into account. Thus, the wavelet 
transform provides a new approach in BCG data 
dimentionality reduction. Furthermore, the wavelet 
transform has a compact on the computation complexity. 
Comparing to the conventional peA method for 
feature extraction, the proposed classification system has 
demonstrated a good performance on the testing data set, 
especially on the heart attack subjects. On the other hand, 
the wavelet transform can be simply realised by fmite 
impulse response(FIR) filters. These property make them 
suitable for real time application. 
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ABSTRACT: Ballistocardiography (BeG) has an BCG signals and indicated that the BCG has the value to 
interesting feature that no electrodes are needed to be predict the patients with mild hypertension who could be 
attached to the body during measurements. This died due to myocardial infarction later. If these patients 
provides a potential application to asses the patients can be diagnosed in an early stage, the necessary 
heart condition in the home. Artificial neural networks treatment could be carried out to prevent the death. 
(ANNs) have several properties that make them However, the reported works for BCG signal processing 
promising for the automatic signal classification in the literature rely on the off-line analysis approaches 
problems. In the time domain of the BeG classification, of either visual interpretation of the BCG waveform or 
the whole cardiac cycle of BeG waveform needs a big analysis the BCG records on the digital computers with 
size neural network and a large training samples which software packages. The time requirement and cost for 
make the classification a computationally intensive task. these methods are considerable. There is an obvious 
By classifYing the data in a compressed formal, savings need to develop an automatic BCG classification system 
in computer time may be realised. In this paper, we so that the BCG can be used as an inexpensive and 
used wavelet multiresolution analysis propriety that convenient screening test to help to diagnose the heart 
allows to bring significant information content of the attack disease in their earliest and most treatable stages. 
BeG signal. Small subsets of the wavelet coefficients In this paper, we proposed an automatic BCG 
were used to classify the normal, hypertension and heart 
classification system based on the property of wavelet
attack risk subjects by a single hidden layer neural 
multiresolution analysis and the learning capability of
network. It is shown that the proposed system achieved 
the neural networks. The idea is to decompose the 
overall 94.66% correct classification rate for testing 
original signal into a series of views at different scales, data set. The advantage of the proposed classification 
then the coarse coefficients have the significant
system is to reduce the computation complexity and to be information are presented to the neural classifier. The
easily implemented into a standalone device for real proposed combined classification system can be easy to 
time application. be implemented with today available VLSI or DSP 
techniques for portable device in real world applications. 1. INTRODUCTION 
Heart disease is one of the main factor causing death in 2. BCG SIGNAL PRE-PROCESSING AND 

the developed countries. Over several decades, variety DIMENSIONALITY REDUCTION TECHNIQUES 

of electronics and computer technologies have been 
 The BCG data set used in this study was provided by the developed to assist clinical practices for cardiac Medical Informatics Unit of the Cambridge University. performance monitoring and heart disease diagnosis. The signals was sampled at 100 samples/Second from However, the demands of practical health care requires 
the seat of the chair in a clinical trial. During the BCG 
that these technology are not limited to hospital 
recording, the reference ECG signal were recorded
environment but to be able to detect the risk of the heart 
simultaneously form the arms of the chair at the same disease in daily life in an unrestricted condition, so the 
sampling rate. The R-wave of the ECG signal is used to patients can receive the correct treatment at early stage. identify each BCG cycle. The BCG signals are filtered 
These requirements lead a increasing innovation in 
and then averaged to reduce the background noise. Each portable systems in reduction in size, weight and power 
averaged BCG signal was then normalised into a
consumption to an extent that the instruments are 
standard 80 points. Altogether, there are 58 normal
available in routine life monitoring and diagnosis to 
subjects, 275 mild hypertension subjects and 6 subjects 
many users. BCG provides a potential application to 
who died suddenly due to myocardial infarction within 
monitor heart condition in the home because there is no 24 months of the BCG recording. 
electrodes required to be attached to the body during the 
measurements. Starr and Wood [1] shown that the BCG A classification of the whole BeG waveform 
could be used to predict the development of ischemic can be computationally intensive by the ANNs. The high 
myocardial disease. The prognostic value of the BCG in dimension inputs forces us to use a network with a 
cardiovascular screening and epidemiological has also higher number of free parameters which means a large 
been reported [2], [3]. Recently, Zhao (4] studied chair 
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Figure 1: BeG mean of the normal (A), hypertension (B), and heart attack (C) subjects and its corresponding FFT. 

training samples is required to estimate these Recently, the development of wavelet 
parameters. The time involved in the network training is transform has introduced a new technique for various 
considerable. Moreover, the presence of irrelevant signal processing application [5], [6]. Mallat [7] shown 
feature combinations can actually obscure the impact of that the difference of information between the 
the more discriminating inputs. If the number of inputs approximation of a signal at the resolution 2j +1 and 2j 
to the ANN can be reduced without significant loss of can be extracted by decomposing this signal on a 
information, then it should be possible to successfully 
wavelet orthonormal basis of J3(Rn). In L2(Rn). A
classify the signal based on a reduced or compressed 
wavelet orthonormal basis is a family of functions which data set. As can be seen form Figure 1, the spectra 
is built by dilating and translating an unique function. power are mostly within 20 Hz. A smaller data set 
The wavelet multiresolution is computed with a
would mean a smaller ANN and savings in time and 
pyramidal algorithm based on convolution withhardware implementation complexity in real world 
quadrature mirror filters. Figure 2 shows theapplication. 
multiresolution wavelet decomposition algorithm. h 
represents low pass filter and g represents the high pass 
filter. At each pyramidal process, the signal j(x) is 
decomposed into its coarse component e2i j and detail 
component D2j j at various scales 2 j . Signals at 
various resolution give information about different 
features. At a coarse resolution, we get information 
about the large features of the BeG wave; while at a fine 
resolution, we get information about more localised 
Figure 2: The multiresolution wavelet decomposition features of the single wave peaks. In the classification 
algorithm phase, not every resolution is equally important to 
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provide the classification information. We can choose a 
proper resolution and discard the selected component 
without much signal distortion. Thus, we decompose 
the original signal into a series of sub-signal at different 
scales, then the small coarse components which still 
have the significant information are present to the neural 
network classifier. The filter used in this study is 12 
coefficients derived by Mallat [7]. In this classification 
application, the signal reconstruction procedure is not 
required. Thus, only low pass filter processing is 
considered. A fast wavelet transform algorithm is 
adopted [9]. As the original data frame has 80 sample 
points, at each successive resolution level, the pyramidal 
algorithm compresses the data by a factor of 2. Figure 3 
shows the three levels of the coarse coefficients. In our 
experience, the level two of 20 coarse components are 
accepted. This transform level has relatively good 
classification performance according to the preliminary 
results. 
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Figure 3: Coarse components of the BeG waveform 
! 
I 3. CLASSIFICATION RESULTS 
I 
~ 
To get a realistic figure of the performance, a test data 
set which is not previously used in the training phase is 
used to estimate the generalisation performance. 
Considering the limited patterns of heart attack subjects 
in the whole samples, we partitioned the whole BCG 
data set randomly into two data sets which shows in 
Table I. One data set is used for the neural classifier 
training and another data set is used for test. We then 
swap the training data set and testing data set and repeat 
the training and testing procedure. 
A single hidden layer feedforward neural 
network trained with standard backpropagation learning 
rule is presented for the separation the subjects. The 
hidden nodes were empirically defined as 4 hidden 
units. The 20 approximated coefficients were used as 
inputs to the neural network. The 3 outputs represent 
the normal, hypertension and heart attack classes. The 
learning rate and momentum are empirically defined as 
0.25 and 0.5 respectively. The training process was 
stopped until no obvious MSE changes. Both training set 
and testing set are used to evaluate the network 
performance. The classification results are used to built 
the confusion matrix that the row represents the actual 
output of the network. The results of using data set 1 as 
training data set are shown in Table 2 and Table 3 
illustrates the classification results of using data set 2 as 
the training data set. 
Table 1: Partitioned Two Data Sets 
Data Set I Data Set 2 
Normal 30 28 
Hypertension 111 164 
Heart Attack 3 3 
Table 2: Classification Results ofUsing Data Set 1 as 
Training data 
Training Data Testing Data 
Class N M HA N H HA 
Normal (N) 30 0 0 24 3 1 
Hypertension (H) 0 111 3 159 2 
Heart Attack (RA) 0 1 2 0 I 2 
99.3% 94.87% 
Table 3: Classification Results of Using Data Set 2 as 
Training data 
Training Data Testing Data 
Class N M HA N H HA 
Normal (N) 28 0 0 27 3 0 
Hypertension (H) 0 164 0 107 4 
Heart Attack (HA) 0 1 2 0 1 2 
99.49% 94.44% 
4. DISCUSSION 
The experiment results show that the overall 94.66% 
performance on the testing set was achieved. We then 
using data set 1 as training data to train a single 
feedforward neural network' with 15 hidden units in the 
hidden layer. The results are illustrated in Table 4. 
Comparing the Table 4 with Table 2, the performance 
of combined wavelet transform and neural classifier 
system offer the better results than the single neural 
classifier especially for the heart attack subject. This 
might due to the fact that only small heart attack patterns 
in the training samples. In real world application, it is 
not realistic to obtain a large database. Therefore, it is 
desirable to reduce the input features to minimise the 
network size and to improve the classification 
performance. Wavelet transfonn provides a solution to 
this problem. 
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Figure 4: Two principal components map of (A) original 
BeG signal and (B) 20 coarse components. 
The property of the wavelet decomposition of 
signals is to identify features such as wave peaks 
localised in time and scale. It is considered that this 
method is similar to the feature extraction method that 
take the wave peaks, wave type and slop etc. into 
account. Thus, the wavelet transfonn provides a new 
approach in BCG data dimentionality reduction. 
Furthermore, the wavelet transform has a compact on 
the computation complexity. To explore the decimated 
BeG signal properties, the flrst two principal 
components of both original BCG signal set and the 20 
coarse components were extracted using the principal 
component analysis (PCA) network [8]. Figure 4 
illustrates the 2D projection maps for these two data 
sets. By visualisation the two dimensional maps, we 
can observed that both map have the similar pattern 
distribution. The 20 coarse components are capable to 
reserve the most of the signal information as the whole 
BeG wavefonn has but with less dimentionality. On the 
other hand, the wavelet transform can be simply realised 
by finite impulse response (FIR) fllters. These property 
make system suitable for real time implementation. 
Table 4: Classification Results of Whole waveform 

Using Data Set 1 as Training data 

Training Data Testing Data 
Class N M HA N H HA 
Normal (N) 29 1 0 25 3 0 
Hypertension (H) 0 111 5 155 4 
Heart Attack (HA) 0 2 1 1 2 0 
97.9% 92.3% 
5. CONCLUSIONS 
The objective of this study is to develop a simple and 
reliable classification system which can be implemented 
into a standalone device for real world application. It is 
well known that the neural networks have the good 
generalisation on the unseen data when the network are 
properly trained. Thus, the trained network architecture 
can be fixed into an automatic classification system for 
on-line application. A classification of whole BCG 
wavefonn needs a large network and large training 
samples to estimate the higher free parameters. In real 
world application, it is not realistic to obtain a large data 
samples. Thus, it is desirable to reduce the number of 
input features without significantly loss of classification 
information. We have proposed a BCG classification 
system based on the multiresolution wavelet transfonn 
and neural network. By using different resolution 
signal, the input dimension can be significantly reduced. 
The experiment results show that the proposed 
classification system have the better perfonnance than a 
single neural classifier. As the wavelet transfonn can be 
simply realised by fmite impulse response (FIR) filters, 
the computation complexity is significantly reduced. It 
is hoped that the true performance of the system will be 
assessed by a wide clinical trial. 
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