Droughts may be classified as meteorological, hydrological or agricultural. When meteorological drought appears in a region, agricultural and hydrological droughts follow. In this study, the standardized precipitation index (SPI) was applied for meteorological drought analysis at five stations located around the Lakes District, Turkey. Analyses were performed on 3-, 6-, 9-and 12-month-long data sets. The SPI drought classifications were modeled by artificial neural networks (ANN), which has the advantage that, in contrast to most of the time series modeling techniques, it does not require the model structure to be known a priori. 
INTRODUCTION
Drought analysis is important in water resources management, planning and for long term economic and social planning. In Turkey, total useable water amount reaches 110 billion m 3 which is the sum of annual mean stream flow and ground water potential. Considering that the population of Turkey is 70 million, about 1570 m 3 of water is available per capita annually, which indicates that in future Turkey may encounter serious problems especially in drought periods (Keskin et al., 2009) . Türkeş (1999) examined regional and historical changes of precipitation and drought index series as climatic factors for 1930 to 1993. He indicated that extreme drought is seen in Southeast and Middle Anatolia regions due to climatic effects while in the Mediterranean and Aegean regions due to human effects. Pongracz et al. (1999) used as input El Niño *Corresponding author. E-mail: merol@mmf.sdu.edu.tr. Southern Oscillation (ENSO) for regional drought estimation and formed a fuzzy based model with modified Palmer Index estimation for the case study of a typical Great Plains state, Nebraska. Fowler and Kilsby (2002) investigated effect of weather condition on historical drought records by using Lamb weather tips, since 1881. Three main drought tips are determined as east drought, Pennine or west drought and other region's drought in Yorkshire. Hisdal and Tallaksen (2003) studied meteorological and hydrological drought characteristics by using monthly precipitation and runoff values for Denmark. Decrease of runoff is found infrequent in longer period than reduction in precipitation. Bonaccorso et al. (2003) performed drought analysis by using Standardized Precipitation Index (SPI) in 43 gauges over Sicily and selected periods that are determined when the index affected results sensitively. Sırdas and Şen (2003) defined connection between drought duration and amplitude by drawing an optimum line and formed drought maps for Turkey. Tsakiris and Vangelis (2004) (Mishra and Desai, 2006) .
Value of SPI
Drought category 0 to -0.99
Mild drought -1.00 to -1.49
Moderate drought -1.50 to -1.99
Severe drought ≤ -2 Extreme drought formed drought monitoring system using SPI with geographical information system in the island of Crete. Dinpashoh et al. (2004) separated Iran into seven regions. Six regions had homogeny characteristics and one had different pattern. Drought analysis was performed depending on fifty seven different climatic and geographic variables. Paulo et al. (2005) determined occurrence probability of each drought categories by using Markov chain. SPI was applied for sixty eight-year precipitation data for several sites of Alentejo, a drought prone region of southern Portugal. It was stated that drought monitoring with stochastic models and early warning system were feasible. Moreira et al. (2006) performed drought study using sixty eight-year normalized precipitation data in Alentejo region in south Portugal. Performances of log-linear models were found good for comparison of drought categories among different periods. Mishra and Desai (2006) compared linear stochastic models, recursive multi-step neural network and direct multi-step neural network for drought forecasting in the Kansabati River Basin, which lies in the Purulia district of West Bengal, India. They obtained that recursive multi-step approach is best suited for onemonth ahead prediction. Mishra et al. (2007) 
Standardized precipitation index (SPI)
Standardized precipitation index (SPI) was developed by Mckee et al. (1993) . It transforms precipitation value to only one numerical value for defining drought of different categories. Computation of index is complex since precipitation may not adapt normal distribution in 12 months or shorter periods. Each of the data sets is fitted to the Gamma function to define the relationship of probability to precipitation. Once the relationship of probability to precipitation is established from the historic records, the probability of any observed precipitation data point is calculated and used along with an estimate of the inverse normal to calculate the precipitation deviation for a normally distributed probability density with a mean of zero and standard deviation of unity (Mckee et al., 1993) . SPI values show linearly increasing or decreasing tendency with precipitation deficiency. Drought intervals in selected period are represented in Table 1 . In drought evaluation based on SPI values, period is defined as "drought" if index is negative. While the first month index is negative it is accepted as starting of drought if it is positive then it is accepted as ending of drought (Kömüşcü et al., 2002) . Drought intensity based on SPI is classified according to categories given in Table1. A monthly precipitation data set is prepared for a period of m months, ideally for a continuous period of at least 30 years. A set of averaging periods are selected to determine a set of time sequence of period i months where i is 3-, 6-, 12-, 24-, or 48-month. The data set is moving in the sense that each month a new value is determined from the previous i months. Each of the data sets is fitted to the Gamma function to define the relationship of probability to precipitation. Once the relationship of probability to precipitation is established from the historic records, the probability of any observed precipitation data point is calculated and used along with an estimate of the inverse normal to calculate the precipitation deviation for a normally distributed probability density with a mean of zero and standard deviation of unity (Mckee et al., 1993) . Time intervals may be different according to water resources condition in the region. These time intervals are chosen according to subjective logic when the effect of decrease in rainfall can be felt on available water resources (Kömüşcü et al., 2002) .
Artificial neural networks
Neural networks are promising new generation of information processing systems that demonstrate the ability to learn, recall, and generalize from training patterns or data. Artificial neural networks (ANN) are systems that are deliberately constructed to make use of some organizational principles resembling those of the human brain.
ANN has a large number of interconnected processing elements (nodes or units) that usually operate in parallel and are configured in regular architectures. The collective behavior of an ANN, like a human brain, demonstrates the ability to learn, recall, and generalize from training patterns or data. ANN is inspired by modeling networks of real (biological) neurons in the brain. Hence, the processing elements in ANN are also called artificial neurons, or simply neurons. A typical neuron has three parts: the cell body or soma, where the cell nucleus is located, the dendrites, and the axon. Dendrites are tree like networks of nerve fiber connected to the cell body. An axon is a single, long, cylindrical connection extending from the cell body and carrying impulses (signals) from the neuron. The end of an axon splits into strands or a fine arborization. Each strand terminates in a small bulblike organ called a synapse, where the neuron introduces its signal to the neighboring neurons. The receiving ends of these junctions on the neighboring neurons can be found both on the dendrites and on the cell bodies themselves. There are approximately 10 4 synapses per neuron in a human brain.
The signals reaching a synapse, and received by dendrites are electric impulses. Such signal transmission involves a complex chemical process in which specific transmitter substances are released from the sending side of the junction. This raises or lowers the electric potential inside the body of the receiving cell. The receiving cell fires if its electric potential reaches a threshold, and a pulse or action potential of fixed strength and duration is sent out through the axon to the axonal arborization to synaptic junctions to other neurons. After firing, a neuron has to wait for a period of time called the refractory period before it can fire again. Synapses are excitatory if they let passing impulses cause the firing of the receiving neuron, or inhibitory if they let passing impulses hinder the firing of the neuron.
Although simplicity models a biological neuron as a binary threshold unit, a McCulloch-Pitts (1943) neuron has substantial computing potential. It can perform the basic logic operations NOT, OR, and AND when weights and thresholds are selected accordingly. Since any Keskin et al. 4471 multivariable combinational function can be implemented by these basic logic operations, a synchronous assembly of such neurons is capable of performing universal computations, much like an ordinary digital computer (Lin and Lee, 1996) . The back-propagation learning algorithm is one of the most important historical developments in neural networks. It has reawakened the scientific and engineering community to the modelling and processing of many quantitative phenomena using neural networks. This learning algorithm is applied to multi-layer feedforward networks consisting of processing elements with continuous and differentiable activation functions. Such networks associated with the back-propagation learning algorithm are also called back-propagation networks. Given a training set of input-output pairs, the algorithm provides a procedure for changing the weights in a backpropagation network to classify the given input patterns correctly. The basis for this weight update algorithm is simply the gradient-descent method as used for simple perceptrons with differentiable neurons (Terzi and Keskin, 2010) .
For a given input-output pair, the back-propagation algorithm performs two phases of data flow. First, the input pattern is propagated from the input layer to the output layer and, as a result of this forward flow of data, it produces an actual output. Then the error signals resulting from the difference between output pattern and an actual output are back-propagated from the output layer to the previous layers for them to update their weights (Lin and Lee, 1995) .
MATERIALS AND METHODS

Study area and data
The Lakes district lies at south of the Mediterranean in Turkey (Figure 1 ). Its surface area is 8.933 km 2 and it is located between 30°20´ to 31°33´N and 37°18´ to 38 30´S. The mean altitude of district is 1050 m.
As a consequence of climatologic analysis of long period observations, both Mediterranean and terrestrial climate types are seen, while Mediterranean climate is observed in the south of this region (that is, Sütçüler), terrestrial climate appears in the north (Yalvaç). The mean annual precipitation is 551.8 mm/m 2 . The important part of precipitation is in the winter and spring months (72.69%). Summer and autumn months are rather dry (29.31% of total precipitation).
In this study, monthly mean precipitation values of Isparta (Centrum), Eğirdir, Uluborlu, Yalvaç and Sütçüler and Lakes district, Turkey have been obtained from Turkish State Metrological Service for meteorological drought analysis. Record intervals of precipitation values are listed in Table 2 .
Application
Instructions of European Union meteorological drought analysis is one of the hydrological studies. Meteorological drought is performed with respect to continuous 
Station
Record interval Isparta (Centrum) 1964 Eğirdir 1964 Uluborlu 1964 (except 1968 ) Yalvaç 1964 Sütçüler 1975 -1992 monitoring of water resources potential, for short, mid and long range management planning, preventing or diminishing of negative effects by conventional methods and artificial intelligence methods mostly used in recent years. Keskin et al. (2009) used ANFIS and fuzzy logic techniques for modeling drought. In this study, it is examined that ANN can be used to model drought. It investigated which probability distribution fits into the precipitation data of station for identification of observed precipitation probabilities. Guttman (1999) examined the effect on the SPI values computed from different probability models for The United States and defined that the Pearson Type III distribution is the "best" universal model. However, Compo et al. (2007) said that seasonal mean precipitation is fitted significantly non-Gaussian in semi-arid regions of descent. In this study, gamma distribution is tested for stations in region and it is seen that gamma distribution fits to precipitation values in Figure 2 . SPI values of stations are computed for 3-, 6-, 9-, 12- -1964 Jan-1966 Jan-1968 Jan-1970 Jan-1972 Jan-1974 Jan-1976 Jan-1978 Jan-1980 Jan-1982 Jan-1984 Jan-1986 Jan-1988 Jan-1990 Jan-1992 Jan-1994 Jan-1996 Jan-1998 Jan - -1975 Jan-1976 Jan-1977 Jan-1978 Jan-1979 Jan-1980 Jan-1981 Jan-1982 Jan-1983 Jan-1984 Jan-1985 Jan-1986 Jan-1987 Jan-1988 Jan-1989 Jan-1990 Jan-1991 Jan-1992
SPI 12
Time ( month periods and then categorized as in Table 1 . Representative SPI time series for Isparta and Sütçüler stations are given for 12-month in Figure 3 . SPIs are estimated by ANN for 3-, 6-, 9-, 12-month periods by considering P t-1 and P t as inputs in the model, where P t-1 is the precipitation for the previous period and P t is the precipitation for the estimation period. For proper modelling, data is divided into two sections as training and testing set. 80% of total data is reserved for training and the remaining 20% for testing. The Neural Networks Toolbox of MATLAB R2008b was used for ANN models.
The adequacy of the ANN is evaluated by considering the coefficient of determination (R 2 ) and mean square error (MSE) based on the drought estimation errors as:
Where n is the number of observed data, D i(observed) and D i(model) are observed SPI values and ANN results with respect to the monthly mean observed drought values D mean . The resulting R 2 and MSE values are given in Tables 3 and 4. In this study, ANN(i,j,k) indicates a feed forward back propagation network architecture with i, j and k neurons in input, hidden and output layers, respectively. Herein, i is 2; whereas k is 1. j is experimented for different hidden layer neuron in order to decide about the best ANN model alternative. Prior to execution of the model, standardization of the data, X i , ( i = 1, 2, …,n) is done according to the following expression such that all data values fall between 0 and 1. 
Where x i is the standardized value but X max and X min are the maximum and minimum measurement values. Such standardization procedure renders the data also into dimensionless form.
In Table 3 , the highest R 2 values belong to 12-month period. ANN models which have different hidden layers have better R 2 and lower MSE than the other periods models for both training and testing, as shown in Table 1 Figure 4 for the testing stage.
The straight lines in these graphs show 45° lines, which show the perfect correspondence between the observed and model values. However, the results from ANN model are given as a set of scatter points, which are randomly scattered around the perfect line. This point indicates the success in the overall model without any bias. On the other hand, in order to appreciate the SPI-12 observations and ANN model SPI-12 outputs the two time series are presented in Figure 5 , which indicates obviously that they follow each other closely within less than 10% overall average relative error. Examining the time series given in Figure 5 , for Isparta and Sütçüler stations, it is shown that ANN models have the ability to better predict drought categories (SPI <0) than wet categories.
Conclusions
In the present study, drought prediction for the Lakes District, Turkey is performed using artificial neural networks (ANN). First, time series of standardized precipitation index (SPI) are constituted for different periods based on monthly mean precipitation values for determination of drought categories for wet and drought periods. Then, different ANN models are developed to predict SPI categories for 3-, 6-, 9-and 12-month periods. The comparison shows that there is a better agreement between the results of the ANN models and SPI values for only 12-month periods as the highest R 2 and the lowest MSE values are obtained for 12 month periods for each station. The prediction of the drought also need more meteorological parameters than ANN models, and the drought could be easily estimated from available precipitation data using the ANN approach. It is seen that there is a good agreement between results of ANN model and SPI values. As a result, analyzing of the regional meteorological drought using artificial neural networks method developed in this study will be helpful in continuous monitoring of the water resources potential, planning of the short, medium and long-term management projects, preventing or minimizing adverse 1989 1989 1989 1989 1990 1990 1990 1990 1990 1990 1991 1991 1991 1991 1991 1991 1992 1992 1992 1992 1992 impacts to be encountered at the hydrological studies. The developed ANN models are found suitable to predict effectively for peak point predictions. Drought prediction is a real problem for local administrations and water resources planners. Hence, this paper presents an applicable approximation to this planning stage by using ANN approach.
