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We study the phase transition of three-dimensional (3D) classical O(3) model as well as both
the quantum phase transitions of two-dimensional (2D) and 3D dimerized spin-1/2 antiferromag-
nets, using the technique of supervised neural network (NN). Moreover, unlike the conventional
approaches commonly used in the literature, the training sets employed in our investigation are
neither the theoretical nor the real configurations of the considered systems. Remarkably, with such
an unconventional set up of the training stage in conjunction with a semi-experimental finite-size
scaling, the associated critical points determined by the NN method agree well with the established
results in the literature. The outcomes obtained here imply that certain unconventional training
strategies, like the one used in this study, are not only cost-effective in computation, but are also
applicable for a wild range of physical systems.
PACS numbers:
I. INTRODUCTION
The applications of artificial intelligence (AI) meth-
ods and techniques to the studies of many-body systems
have recently inspired the communities of physics, ap-
plied physics and physical chemistry. Moreover, many
important and exciting achievements have been obtained
using the AI approach in the last a few years1–83. Among
these achievements, first principles calculations of prop-
erties of materials and analyzing the signals from collid-
ers in high energy physics are two such notable examples.
Yet another significant accomplishment is the success of
investigating critical phenomena using both the super-
vised and unsupervised neural networks (NN).
By employing the dedicated convolutional neural net-
work techniques (CNN) which can capture certain char-
acteristics of the studied models, it has been demon-
strated that the phase transitions associated with many
classical and quantum systems, including the Ising
model, the XY models, as well as the Hubbard model
have been studied with various extent of satisfaction. Be-
cause of these numerous successful examples mentioned,
it is optimistically believed that with the ideas of AI one
may be able to uncover features of certain systems that
cannot be obtained by the conventional methods. Even
those days, seeking devoted AI techniques to surpass the
success that the traditional approaches can reach is still
vigorous.
The standard procedure, i.e., the most considered
scheme, of investigating the phase transitions of physical
models by supervised NN consists of three steps21,75,77,
namely the training, the validation, and the testing
stages. Among these three stages, the training is the
most flexible one and various strategies have be used for
this step21,28,47,83. Typically real configurations of the
studied systems obtained from certain numerical meth-
ods are employed as the training sets. In addition, the
training has been applied to various chosen temperatures
T (relevant parameter) across the transition temperature
Tc (critical point). This indicates that in principle Tc
(or the critical point) should be known in advance be-
fore one can employ the NN techniques. Such a training
approach has led to success in studying the critical phe-
nomena associated with several many-body systems such
as the Ising and the Hubbard models. Other schemes,
like the one of using the theoretical ground state configu-
rations in the ordered phase instead as the training sets,
are demonstrated to be valid as well. For the readers who
are interested in the details of these training processes,
see Refs.21,47,75,77,83.
The strategy of considering the theoretical ground
states in the ordered phase as the training sets requires
only one training and the knowledge of the associated
critical point(s) is not needed. This approach has been
applied to both the ferromagnetic and the antiferromag-
netic Potts models, and the obtained outcomes show that
the idea is effective47,83. In particular, numerical evi-
dence strongly suggests that with this method, the com-
putational demanding for the training stage is tremen-
dously reduced, and its applicability is broad.
Despite the NN results of estimating the critical points
associated with the Potts models, using the method of
considering the ground state configurations in the or-
dered phase as the training sets, is impressive, an in-
teresting question arises. Specifically, is this approach
applicable for studying the zero temperature phase tran-
sitions of quantum spin systems, as well as the phase
transitions of models with continuous variables such as
the classical O(3) model?
To answer the crucial question outlined in the previous
paragraph, here we study the phase transition of three-
dimensional (3D) classical O(3) (Heisenberg) model as
well as the quantum phase transitions of two-dimensional
(2D) and 3D dimerized spin-1/2 antiferromagnets, using
the simplest deep learning neural network, namely the
multilayer perceptron (MLP). In particular, unlike the
conventional or the unconventional training procedures
introduced previously, in this investigation, following the
idea of using the theoretical ground states in the ordered
phase as the training sets, we have adopted an alternative
strategy for the training. In particular, the training sets
employed here belong to neither the theoretical nor the
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2FIG. 1: The studied dimerized quantum antiferromagnetic
Heisenberg models: 2D ladder (left) and 3D plaquette (right)
models. The bold and thin bonds shown in both sub-figures
represent J ′ and J couplings, respectively.
real configurations of the considered systems.
The motivation for using the simplest deep learning
NN in the study is that whether a NN idea is valid or
not should not depend on the detailed infrastructure of
the built NN. Hence a MLP made up of only three layers
are employed here. One can definitely considered a more
complicated (and dedicated as well) NN such as CNN for
the associated investigations. This will be left for future
work.
Remarkably, even using the extraordinary training sets
mentioned above and a semi-experimental finite-size scal-
ing (which will be introduced later), the constructed
MLP can effectively detect the critical points of all the
studied classical and quantum physical systems. The in-
triguing outcomes obtained here strongly suggest that
the approach of investigating the targeted physical sys-
tems before employing any objects for the training, such
as those done here and in47,83, is not only cost-effective
in computation, but also leads to accurate determination
of the associated critical points.
This paper is organized as follows. After the introduc-
tion, the studied microscopic models and the employed
NN are described. In particular, the NN training sets and
labels are introduced thoroughly. Following this the re-
sulting numerical results determined by applying the NN
techniques are presented. Finally, a section concludes our
investigation.
II. THE MICROSCOPIC MODELS AND
OBSERVABLES
A. The 3D classical O(3) (Heisenberg) model
The Hamiltonian HO(3) of the 3D classical O(3)
(Heisenberg) model considered in our study is given by
βHO(3) = −β
∑
〈ij〉
~si · ~sj , (1)
where β is the inverse temperature and 〈ij〉 stands for the
nearest neighboring sites i and j. In addition, in Eq. (1)
~si is a unit vector belonging to a 3D sphere S
3 and is
located at site i.
Starting with an extremely low temperature, as T rises,
the classical O(3) system will undergo a phase transi-
tion from an ordered phase, where majority of the unit
vectors point toward the same direction, to a disordered
phase for which these mentioned vectors are oriented ran-
domly. Relevant observables used here to signal out the
phenomenon of this phase transition are the first and the
second Binder ratios (Q1 and Q2) defined by
Q1 = 〈|m|〉2/〈m2〉, (2)
Q2 = 〈m2〉2/〈m4〉, (3)
where m = 1L3
∑
i ~si and L is the linear box size of the
system84.
B. The 2D and 3D dimerized quantum
antiferromagnetic Heisenberg models
The 2D and 3D dimerized quantum antiferromagnetic
Heisenberg model share a similar form of Hamiltonian
given as
H =
∑
〈i,j〉
Jij ~Si · ~Sj , (4)
where again 〈i, j〉 stands for the nearest neighboring sites
i and j, Jij > 0 is the associated antiferromagnetic cou-
pling (bond) connecting i and j, and ~Si is the spin-1/2
operator located at i. The cartoon representation, in par-
ticular the spatial arrangement of the antiferromagnetic
couplings, of the studied models are shown in fig. 1 (In
this study, these quantum spin models will be called 2D
ladder and 3D plaquette models if no confusion arises).
From the figure one sees that, as the ratios J ′/J (of both
models) being tuned, quantum phase transitions from or-
dered to disordered states will take place in these models
when g := J ′/J exceed certain values gc. Relevant ob-
servables considered in our investigation for studying the
quantum phase transitions are again the first and the
second Binder ratios described above. For the studied
spin-1/2 systems, Q1 and Q2 have the following defini-
tions
Q1 = 〈|Ms|〉2/〈M2s 〉, (5)
Q2 = 〈M2s 〉2/〈M4s 〉, (6)
Ms =
1
Ld
∑
i
(−1)i1+i2Szi , (7)
here d is the dimensionality of the studied models.
These mentioned gc of the quantum spin systems, as
well as the Tc of the 3D classical O(3) model introduced
previously, have been calculated with high accuracy in
the literature85–88.
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FIG. 2: The NN (MLP), which consists of one input layer, one hidden layer, and one output layer, used here and in Ref.83.
In the figure d is the dimensionality of the considered system. In addition, the objects in the input layer are made up of 200
copies of only two configurations for all the studied models. Finally, there are 512 (or 1024) nodes in the hidden layer and
each of these nodes is independently connected to every object in the input layer. Before each training object is connected
to the nodes in the hidden layer, the steps of one-hot encoding and flatten are applied. The activation functions (ReLU and
softmax) and where they are employed are demonstrated explicitly. For all the considered systems, the output layers consist
of two elements.
III. THE CONSTRUCTED SUPERVISED
NEURAL NETWORKS
In this section, we will review the supervised NN,
namely the multilayer perceptron (MLP) used in our
study. The employed training sets and the associated
labels for the studied models will be described as well.
A. The built multilayer perceptron (MLP)
The MLP used in our investigation is already detailed
in Ref.83. Specifically, using the NN library keras91, we
construct a supervised NN which consists of only one in-
put layer, one hidden layer of 512 (or 1024) independent
nodes, and one output layer. In addition, The algorithm,
optimizer, and loss function considered in our calcula-
tions are the minibatch, the adam, and the categorical
cross entropy, respectively. To avoid overfitting, we also
apply L2 regularization at various stages. The activation
functions employed here are ReLU and softmax. The de-
tails of the constructed MLP, including the steps of one-
hot encoding and flatten (and how these two processes
work) are shown in fig. 2 and are available in Ref.83.
Finally, for the three studied models, results using 10
sets of random seeds are all taken into account when
presenting the final outcomes.
B. Training set and output labels for the 3D
classical O(3) model
Regarding the training set employed in the calcula-
tions, instead of using real configurations obtained from
simulations or the theoretical ground states in the or-
dered phase of the considered system, here we use a
slightly different alternative. Specifically, to train the
NN on a L by L by L cubical lattice for the 3D clas-
sical O(3) model, the training set consists of only two
configurations. In addition, 0 is assigned to every site
of one configuration and the other configuration is made
up by giving each of its sites the value of 1. As a re-
sult, the output labels are the vectors of (1, 0) and (0, 1).
The motivation for considering such a training set will
be explained in next subsection.
C. The expected output vectors for the 3D
classical O(3) model at various T
It should be pointed out that an O(3) configuration is
specified completely by the associated two parameters,
namely θ and ψ at each site of the underlying cubical
lattice. At an extremely low temperature T , all the unit
vectors of a O(3) configuration point toward a particular
direction. Under such a circumstance, ψ mod pi is either
0 or 1 for every unit vector (of an O(3) configuration).
4The employed training set described in the previous sub-
section is motivated by this observation. As a result, the
magnitude R of the output vector for a ground state O(3)
configuration is 1. When the temperature rises, one ex-
pects that R diminishes with T and for T ≥ Tc, R takes
its possible minimum value 1/
√
2. Consequently, study-
ing the magnitude of the NN output vectors as a function
of T can reveal certain relevant information of Tc.
Here we would like to emphasize the fact that ψ rather
than θ is considered in our investigation. This is be-
cause for any two given fixed values of ψ, their related
arc length on the 3D unit sphere are the same. For θ,
this is not the case. Therefore, with ψ one should arrive
at more accurate outcomes.
D. Training set and output labels for the 2D and
3D quantum spin models
For the 2D and 3D dimerized quantum antiferromag-
netic Heisenberg models investigated here, their associ-
ated classical ground state configurations (in the order
phase) are adopted as the training set. Specifically, the
training set for each of these two models consists of two
configurations. Moreover, the spin value of every lattice
site is either 1 or -1 and they are arranged alternatively.
In other words, for a site which has a spin value 1 (-1),
the spin values for all of its nearest neighbor sites are -1
(1). With such set up of the training sets, the employed
output vectors should be (1, 0) and (0, 1) naturally.
We would like to emphasize the fact that the training
sets considered for the studied 2D and 3D quantum spin
models are not even among any of the possible ground
state configurations of these two systems.
E. The expected output vectors for the 2D and 3D
dimerized quantum spin models at various g
Due to quantum fluctuations, it is not possible to as-
sign any definite spin configurations for these investi-
gated quantum spin models when g = 1 and g > gc.
Therefore, how the corresponding output vectors behave
with respect to the dimerized strength g will be treated
classically here. Consequently, R should be 1 and 1/
√
2
for g = 1 and g ≥ gc, respectively. As we will demon-
strate shortly, the R (magnitude) of the outputs associ-
ated with the NN studies of these quantum spin systems
follow these rules (i.e., the values of R are 1 and 1/
√
2
for g = 1 and g > gc, respectively) in a satisfactory man-
ner, hence lead to fairly good estimations of the critical
points.
IV. THE NUMERICAL RESULTS
The configurations associated with the considered sys-
tems, namely the 3D (classical) O(3), the 3D plaque-
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FIG. 3: Q1 as functions of β for the 3D classical O(3) model.
tte, as well as the 2D ladder models are generated
by the Wolff and the stochastic series expansion (SSE)
algorithms87,89,90. In addition, for each of the stud-
ied model, the corresponding configurations are recorded
once in every two thousand Monte Carlo sweeps after the
thermalization, and at least one thousand configurations
are produced. These spin compositions are then used for
the calculations of NN. A semi-experimental finite-size
scaling, which is adopted to estimate the critical points,
will be introduced as well in this section.
A. Results of 3D classical O(3) model
In fig. 3, the observable first Binder ratio Q1 are con-
sidered as functions of β for L = 8, 12, 16. As can be
seen from the figure, the curves corresponding to various
L intersect at a value of β close to the predicted critical
point βc = 0.6929
85,86.
For a O(3) configuration obtained from the simulation,
all the S3 vectors associated with it are converted to ψ
mod pi and the resulting configuration is then fed into
the trained NN.
R as functions of β for L = 8 and L = 20 are shown in
fig. 4. While it is clear that both panels of fig. 4 imply
R change rapidly close to βc = 0.6929, βc cannot be
calculated unambiguously when only the information of
R is available.
If one assumes that R diminishes linearly with β in the
critical region, then βc can be approximately estimated
by the intersection of the curves of R and 1/
√
2 + 1−R.
Such an idea has been used in Ref.83 to calculate the Tc of
the 3D 5-state ferromagnetic Potts model as well as the
gc of the 3D plaquette model (the latter will be studied
in more detail here). Here we adopt a more appropriate
approach for the determination of the considered critical
points by taking into account the deviation between the
theoretical and the calculated R.
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FIG. 4: R as functions of β for the 3D classical O(3) model.
The top and bottom panels are for L = 8 and L = 20, respec-
tively.
Ideally, at extremely low temperature region, the ob-
tained R should be 1. To fulfill this criterion, an overall
shift ∆, which is the difference between 1 and the R from
the simulation with the largest β, is conducted92. Fig-
ures 5 and 6 demonstrate the associated curves made up
of considering the data of R+ ∆ and 1/
√
2 + 1−R−∆
as functions of β for L = 4, 8, 12, 20, 24. As can be seen
from the figures, the intersections of these two curves for
all the L (except the one of L = 4) are in good agreement
with the theoretical prediction βc ∼ 0.693 (which are the
vertical dashed lines in these figures). While for large L,
the estimated values of β at which the mentioned two
curves intersect are slightly away from βc = 0.6929, the
results shown in figs. 5 and 6 indicate that the idea of es-
timating βc by considering the intersection of the curves
associated with R+ ∆ and 1/
√
2 + 1−R−∆ is an effec-
tive approach. In particular, considering the simplicity of
both the training procedure and the semi-experimental
method of calculating βc (for any finite L) employed in
this study, the achievement reaches here for the deter-
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FIG. 5: R + ∆ and 1/
√
2 −∆ + 1 − R as functions of β for
the 3D classical O(3) model. The top and bottom panels are
for L = 4 and L = 8, respectively.
mination of the Tc of the complicated 3D classical O(3)
model is remarkable.
The success of calculating the Tc of 3D classical O(3)
model through the idea of only considering ψ mod pi in-
dicates that partial information of the model is sufficient
to estimate its associated critical point accurately.
To calculate the critical points of the studied mod-
els with high precision using the intersections described
above, one may apply certain forms of finite-size scaling
to those crossing points. Based on the outcomes demon-
strated in figs. 5 and 6, it is clear that the R associated
with the 3D classical O(3) model receives mild finite-size
effect. Apart from this, accurate determination of the
crossing places in the relevant parameter space is needed
in order to carry out the fits. Hence we postpone such
an analysis to a latter subsection where the 2D 3-state
ferromagnetic Potts model on the square lattice is dis-
cussed.
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FIG. 6: R + ∆ and 1/
√
2 −∆ + 1 − R as functions of β for
the 3D classical O(3) model. The top, middle, and bottom
panels are for L = 12, L = 20, and L = 24, respectively.
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FIG. 7: Q1 (of L = 16, 24, 32) as functions of g for the 2D
dimerized quantum ladder model.
B. Results of 2D quantum spin system
The first Binder ratio Q1 close to gc for the studied 2D
dimerized spin-1/2 antiferromagnet (2D ladder model)
are shown in fig. 7. Similar to the case of 3D classical
O(3) model, various curves of large L tend to intersect at
a value of g around 1.9. The estimated intersection g ∼
1.9 matches nicely with the known result gc = 1.90948(5)
in the literature87. Of course, a better determination
of gc requires the performance of a dedicated finite-size
scaling analysis.
For the 2D ladder model, the associated R as func-
tions of g for L = 24, 48 are shown in fig. 8. Moreover,
by using the idea of estimating βc for the 3D classical
O(3) model, the curves resulting from treating R + ∆
and 1/
√
2+1−R−∆ as functions of g are demonstrated
in figs. 9 (L = 24, 32) and 10 (L = 48, 64). The verti-
cal dashed lines in these figures are the theoretical gc.
Here ∆ is the difference between the theoretical and the
calculated values of R at g = 1. As can be seen from
the figures, when box size L increases, the g at which
the mentioned two curves intersects is approaching the
theoretical gc. Hence the outcomes demonstrated in the
figures support the fact that our method of determining
the critical points is also valid for the investigated quan-
tum (spin) system.
C. Results of 3D quantum spin system
The gc of the 3D plaquette model studied in Ref.
88 can
be determined by considering the Ne´el temperatures TN
of various g close to gc. Specifically, if the logarithmic
correction is not taken into account, then close to gc,
TN can be described by TN ∼ A|g − gc|c + B|g − gc|2c,
here A, B, and c are some constants. As a result, gc
can be calculated by fitting the data of TN of various
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FIG. 8: R as functions of g for the 2D dimerized quantum
ladder model. The top and bottom panels are for L = 24 and
L = 48, respectively.
g to this form. The gc estimated by this approach lies
between 4.35 and 4.375, see fig. 11. This obtained gc will
be used to examine the effectiveness of the NN method
of calculating the gc of the 3D plaquette model.
R as functions of g for L = 16 and 32 for the 3D
plaquette model are shown in fig. 12. In addition, the
curves resulting from considering R+ ∆ and 1/
√
2 + 1−
R−∆ as functions of g are demonstrated in fig. 13 (L =
16, 32). The vertical dashed lines in these figures are
4.35 which is the estimated lower bound for gc discussed
in the previous paragraph. Here ∆ is again the difference
between the theoretical and the calculated values of R at
g = 1.
Remarkably, just like what we have found for the 2D
quantum ladder model, the results shown in the figure
clearly reveal the message that our NN method is valid
for 3D quantum spin model as well.
It is interesting to notice that the crossing points in
both panels of fig. 13 are slightly below the critical point
calculated from TN . We attribute this to the facts that
the systematic influence of some tunable parameters of
NN as well as certain corrections to the employed finite-
size scaling method are not taken into account here.
Nevertheless, based on the outcomes associated with
both the investigated 2D and 3D dimerized quantum an-
tiferromagnetic Heisenberg models, it is beyond doubt
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FIG. 9: R+ ∆ and 1/
√
2−∆ + 1−R as functions of g for the
2D dimerized quantum ladder model. The top and bottom
panels are for L = 24 and L = 32, respectively.
that the NN approach employed here can be used to es-
timate the critical points of quantum phase transitions
efficiently.
D. Verification of the semi-experimental finite-size
scaling
In previous subsections, it is shown that the critical
point can be obtained by considering the intersection of
two curves made up of quantities associated with R. To
obtain a high precision estimation for the critical point
using the crossing points, one can apply certain expres-
sion of finite-size scaling to fit the data (of the crossing
points). Here we use the data of the 2D 3-state ferro-
magnetic Potts model on the square lattice available in
Ref.47 to carry out such an investigation.
Figure 14 shows that data of R + ∆ and 1/
√
3 + 1 −
R−∆ as functions of T for various L for the 2D 3-state
ferromagnetic Potts model on the square lattice47. A
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2D dimerized quantum ladder model. The top and bottom
panels are for L = 48 and L = 64, respectively.
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fit of the form a + b/Lc, where a, b, and c are some to
be determined constants (a is exactly the desired Tc), is
used to fit the data of the crossing points obtained from
L = 10, 20, 40, 80, 120, 240 (The data of L = 120 and 240
are not presented in fig. 14). When carrying out the fits,
Gaussian noises are considered in order to estimate the
corresponding errors of the constants a, b, and c.
The fits lead to a = 0.995(3) which agrees quantita-
tively with the theoretical prediction Tc ∼ 0.99497, see
fig. 15. This in turn confirms the validity of calculating
the critical points using the NN approach presented in
this study.
Before ending this subsection, we would like to point
out that in principle the supervised NN method is a opti-
mization procedure. As a result, to obtain a more accu-
rate estimation of the critical point in a (supervised) NN
investigation, the systematic impact associated with the
tunable parameters of a built NN, such as the number of
epoch, batchsize, nodes in the hidden layers and so on,
should be examined.
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2−∆+1−R as functions of g for the
3D dimerized quantum plaquette model. The top and bottom
panels are for L = 16 and L = 32, respectively.
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FIG. 14: R+ ∆ and 1/
√
3 + 1−R−∆ as functions of T for
various L for the 2D 3-state ferromagnetic Potts model on the
square lattice.
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FIG. 15: Fit of the crossing points (of various finite L) to the
ansatz a + b/Lc. The data are associated with the 3-state
ferromagnetic Potts model on the square lattice47 and the
dashed line in the figure is obtained by using the results of
the fits.
V. DISCUSSIONS AND CONCLUSIONS
In this study we investigate the phase transition of
3D classical O(3) model as well as the quantum phase
transitions of both 2- and 3-D dimerized spin-1/2 anti-
ferromagnetic Heisenberg models using the simplest deep
learning NN, namely a MLP that is made up of only one
input layer, one hidden layer, as well as one output layer.
In our investigation, the training set for each of the
studied models consists of only two objects. In partic-
ular, none of the used training objects belongs to the
theoretical or the real configurations of the considered
physical systems.
Remarkably, with such an unconventional approach of
carrying out the training processes in conjunction with
a semi-experimental finite-size scaling, the resulting out-
comes from the built MLP lead to very good estimations
of the targeted critical points. The results reached here
as well as that shown in Refs.47,83 provide convincing
evidence that the performance of certain unconventional
strategies, such as employing the theoretical ground state
configurations as the training sets, are impressive. Par-
ticularly, the simplicity of these approaches make them
cost-effective in computation.
We would like to point out that for the 3D classical
O(3) model, the training set used here consists of two
configurations (their elements are either all 1 or all 0). In
principle, one can consider training set made up of three,
four, or even five configurations following the same idea
as that of two objects training set. To examine whether
using the training sets, which constitute more than two
objects, one can arrive at the same level of success as that
shown in the previous section, we have performed three
more NN calculations using n = 3, n = 4, and n = 5
training sets. Here n denotes the number of objects con-
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FIG. 16: R + ∆ and 1/
√
4−∆ + 1− R as functions of β for
the 3D classical O(3) model.
taining in the training set. Interestingly, the precision of
the estimated Tc of the 3D classical O(3) model obtained
from these additional calculations is becoming slightly
less satisfactory with n, see fig. 16 for a outcome related
to n = 4 and L = 20. Intuitively, this can be understood
as follows. Let us assume that initially all the unit vectors
belong to a category of the classification scheme imple-
mented in the training stage. Then any local fluctuation
will have greater impact on the resulting NN outputs if
the training set contains more types of objects. Despite
this, it is beyond doubt that the outcomes associated
with training sets consisting of only 2 configurations, in-
cluding those from all the three studied models, strongly
suggest the effectiveness of the approach presented in this
study.
Finally, we would like to emphasize the motivations for
the series of our studies of applying the NN techniques
to investigate the phase transitions of several physical
systems, as shown in Refs.47,83 and here. Convention-
ally, the application of a supervised NN to explore the
critical phenomenon of a specific system has a caveat,
namely the knowledge of the critical point is required in
advance before one can employ the methods of NN for
the investigation. Hence for systems with unknown crit-
ical points, it may not be easy to apply such standard
NN procedures to the studies in a straightforward man-
ner. The approaches considered in Refs.47,83 and here
definitely can take care of this issue, hence promote the
use of NN methods in various fields of many-body sys-
tems. In particular, these unconventional methods are
adequate for carrying out any NN investigations of ex-
amining whether certain proposed theories are relevant
for a real and unexplored physical system.
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