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Abstract 
Many Condition Indicators have been implemented, yet success has been limited owing to their sensitivity to artifacts that invariably corrupt 
vibration measurements under real-life operations. Here we report a novel approach based on a stochastic non-linear fault evolution model. 
This probabilistic machine learning algorithm estimates fault magnitudes and probabilities, which were compared to component removals 
validated by tear down analyses, and achieved a 94% consistency rate over all available data thanks to excellent artifact rejection. This novel 
maintenance support tool can detect hidden conditions early while virtually eliminating NFF (false positives). 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Programme Chair of the Fourth International Conference on Through-life Engineering Services. 
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1. Introduction 
Vibration monitoring of dynamical systems such as those 
onboard (fixed or rotary wing) aircraft, wind power 
generators, engines, transmissions, oil drills, positioning 
systems and several others, hold the potential to reduce 
maintenance costs by detecting faults before failures, allowing 
maintainers to substitute unscheduled with scheduled 
maintenance. If this potential were to materialize, reactive 
actions would give way to proactive measures, minimizing 
equipment downtime, increasing availability and reducing 
overall cost. 
Typically, vibrations recorded from these systems are 
analyzed by an algorithm that estimates the health state of 
mechanical components. This health measure is termed a 
Condition Indicator, or CI. The underlying premise is that 
significant faults alter the vibrational signature of the 
component, and this alteration becomes manifest in its Power 
Spectral Density (PSD). Numerous studies encompassing a 
wide range of mechanical components have demonstrated this 
to be the case (see, for instance, [1]). 
Importantly, the bases for CIs were developed from seeded 
fault experiments under controlled laboratory conditions. In 
these experiments, a fault is purposely introduced into a 
normal part of a component. Then, the effects of the fault on 
the vibration PSD are recorded and analyzed. In this way it 
became possible to design CIs for specific failure modes of a 
given component. However, this approach did not transition 
well from the laboratory environment to the actual working 
conditions for use. Artifacts in the vibrations spectra caused 
by other dynamic components present in actual environments 
often masked or amplified the assumed spectra seen in 
controlled environments. Likewise, the variance in flight 
conditions including such factors as cargo loads, weather 
conditions, mission profiles, and pilot performance could have 
a significant impact on vibration spectra.  
All these factors are externalities that influence and distort 
the CI, and mask true conditions. For instance, in a study 
using fielded rotorcraft Health and Usage Monitoring Systems 
(HUMS) data, Dempsey et al. found that different flight 
regimes affected CI response in at least some gear faults, 
concluding that “more studies are required to determine their 
sensitivity to regimes” [8].  
There are other problems in addition to regime sensitivity. 
CIs are typically based on fleet averages, rather than 
individual aircrafts. For instance, tolerance thresholds are 
typically set using Receiver Operating Characteristic (ROC) 
curve optimization [9]. This approach disregards variabilities 
in both manufacturing and use history, which can be 
significant and lead to unacceptable results. For example, 
Antolick et al. evaluated a gear CI and determined a false 
positive (NFF) rate of 69%, too high for the organization’s 
standards [10]. Fleet-wide thresholds can be implemented 
easily in the field, but the resulting output is not successful in 
all cases.  
Wade et al. provided a brief but clear description of CI 
limitations [9]. Due to these limitations, it is not uncommon 
for a CI to exceed permissible thresholds multiple times, 
confounding and eventually desensitizing the maintainer [9]. 
Consequently, CIs have not achieved their intended goals 
when fielded in actual applications. 
The crux of the problem, then, is to derive a CI that is 
robust with respect to the unavoidable artifacts corrupting the 
internal dynamics of mechanical components. This problem is 
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complex because artifacts are generally unknown externalities 
that are difficult or impossible to model. In mathematical 
terms, they constitute non-stationary probability distribution 
functions that are a priori unknown. Here, we attempt to 
model with sufficient accuracy the knowable processes of 
fault evolution. The hope is that any signature that does not 
conform to fault processes will be, in essence, disregarded as 
artifacts, thus achieving robustness. 
2. Numerical Method 
It is generally observed that fault (or crack) appearance and 
growth are rare events that seem to occur at random intervals, 
even though the process is driven by external stressors [2]. 
Also importantly, fault growth is a fast and irreversible 
process. These observations underlie a mathematical model 
that is not only stochastic, but also non-linear. Hence, the 
numerical method must be equipped to interpret sequential 
vibration data in the context of a fault evolution model. More 
specifically, given only time-sequential noise and artifact-
corrupted vibration (or its corresponding PSD), we seek good 
estimates of fault magnitudes that are indicative of the internal 
mechanical health state of a given component. 
In order to draw these sequential estimates we adopted a 
Sequential Monte Carlo (SMC) algorithm. SMC is more 
powerful and general than its predecessors, the linear, 
extended and sigma-point Kalman methods, because SMC 
methods do not make any assumptions about the forms of 
either the process or measurement models. That is, 
nonlinearities and noises can take any form [3-4]. SMC 
methods have resulted in several engineering breakthroughs 
during the last decade, including major advances in 
autonomous navigation, tracking and voice recognition [5]. 
Here we have attempted to leverage its power to advance 
reliability engineering. 
Briefly, SMC, which constitute a modality of unsupervised 
probabilistic machine learning, are the only known numerical 
methods that can estimate the states of non-linear systems, as 
is the case with any fault process, with high accuracy. SMC is 
based on the representation of PDFs of any form as a 
collection of independent and identically distributed (i.i.d.) 
probability particles. As each particle is individually 
propagated through the model (dynamic state-space model, or 
DSSM), a time-updated prior PDF is estimated. The prior is 
convolved with new noisy samples (measurements) by use of 
the Bayesian update rule to yield the posterior PDF (Figure 1). 
As the number of particles grows large, estimates converge to 
true distributions and the algorithm reaches optimality. That 
is, it makes the best possible use of all available information.  
In applying SMC to real world problems, the only 
remaining possible source of inaccuracy is the model itself. 
The rewriting of deterministic physical models to stochastic 
forms are not straightforward, and a rather heavy burden is 
placed on the modeler. Importantly, our approach does not 
make use of neural networks. 
In practical terms, we seek to develop a DSSM containing, 
at the very least, an accurate description of fault evolution 
from an intact material. Also, due to the mathematical 
structure of the method, the DSSM should be a Markov 
process of 1st order. The DSSM takes on the general form: 
 and   (1) 
That is, the hidden system state, xk (e.g., fault magnitude), 
propagates over time index k, according to the system model f 
(component), and system noise vk-1 (external stresses). In the 
second equation, noisy observations, yk (vibration) about the 
hidden states are given by the observation model h (sensor), 
and observation noise nk (measurement noises). Both f and h 
can be any nonlinear map. Also, vk and nk are not necessarily 
additive or Gaussian. The problem is to successively estimate 
the hidden states given only noisy samples. This task can be 
performed by various proprietary and open-source SMC 
software. 
The dynamic state-space model (DSSM), which the SMC 
numerical engine operates, provides the context for learning 
and interpreting vibration signals. It contains three major 
components. The first is the stochastic fault evolution model. 
This is coupled to a vibration model, which describes how the 
vibration signature (or its PSD) is altered due to the severity 
of the fault. Lastly, we have a description of the vibration 
measurement (transduction). Here, we include all known 
noises associated with the non-idealities of the sensor, its 
digital readout, and electronic interferences from the 
surrounding environment. This is illustrated conceptually in 
Figure 2. 
For each time sample, we report the fault magnitude and 
the fault probability. The fault magnitude is the mean value of 
the fault magnitude probability distribution function (Figure 
3). The fault probability is the total probability above an 
arbitrary threshold. The threshold indicates a minimum size, 
above which the fault is considered significant to the 
maintainer. Accordingly, the fault magnitude quantifies the 
severity, whereas the fault probability quantifies the 
xk = f(xk−1,v k−1) yk = h(xk ,nk )
Figure 2. Block diagram representation of the DSSM. The dynamic 
state-space model functional structure is represented schematically, starting 
from pseudo-random external stresses and ending with power spectral 
density time-series.
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Figure 1. Overview of the probabilistic machine learning tool for fault 
diagnostics. A sequential Monte Carlo engine was adapted to use a dynamic 
state-space model of fault evolution, which included fault appearance, 
progression, and related changes to the dynamic response of the component. 
The numerical engine uses the Bayesian update rule to generate corrected 
probability distribution functions of fault magnitude, given vibration data 
input. Then, probabilities are propagated in time through the model to 
generate predicted distribution functions and actual fault magnitudes and 
probabilities.
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likelihood that the component contains a significant fault.  
3. Experimental Setup 
For this experiment, historical flight vibration data was 
obtained from Health and Usage Monitoring Systems 
archives. Custodians of the archive performed the data 
selection and provided to our research team.  
Data was selected from the archives based on several 
criteria. All data sets corresponded to components that were 
subsequently removed, and these components went through a 
tear down analysis after removal. The final tear down reports 
indicated if there was a true fault found in the component or if 
there was no evidence of failure (NFF). Based on the 
teardown analyses, the data selection team identified a 
number of faulted and normal data sets.  
For each component type (e.g. Engine Nose Gearbox, Aft 
Transmission, etc.), the algorithm was trained using at least 
one faulted data set and one normal (i.e. NFF) data set. The 
remaining data sets were used for testing the algorithm. For 
the test sets, the research team was only given vibration data. 
Component removal date and tear down analyses were not 
shared with the research team until after the testing was 
complete. The algorithm output was scored using tear down 
analyses. 
4. Results 
We analyzed vibration data from 14 mechanical 
components, including transmissions and hanger bearings, in 
three fleets consisting of several hundred aircraft and 
spanning several years of operation in various scenarios, 
including combat operations. Here, we will describe a couple 
of examples and then present the current overall performance 
of the new algorithm in terms of detecting hidden conditions 
early, as well as eliminating No Fault Found (NFF). 
In the first case (Figure 4) we plot data from a number 1 
engine transmission. Existing CIs (bearing energy) increased 
in magnitude, but in this case did not cause a removal. 
Instead, a cockpit chip light turned on, causing an emergency 
grounding of the aircraft and the removal of the transmission. 
Inspection revealed a bearing inner race that broke in multiple 
fragments. Those fragments caused secondary damage within 
the housing and the illumination of the chip warning light. 
In contrast, our algorithm indicated a ~100% probability of 
a fault in the transmission about 705 flight hours prior to the 
chip light and the subsequent removal. Providing an early 
alert of this type would have called the attention of the 
maintenance crew to monitor the fault magnitude closely 
(Figure 4). Then, as the fault magnitude eventually surpassed 
the tolerance criteria (e.g. an incipient failure threshold), the 
crew would schedule a maintenance activity to replace the 
transmission. This would have eliminated the emergency 
grounding of the aircraft, reducing downtime and costs, as 
well as preventing the secondary damage to the component. 
 
In another aircraft, a number 1 engine transmission was 
removed due to the bearing energy CI (Figure 5). Inspection 
revealed abnormal wear patterns on both the input pinion and 
output bevel gear teeth with abnormal staining on the inner 
bearing race. Also, another bearing exhibited false brinelling 
on both inner and outer bearing races. These damages were 
determined by the airworthiness authority to be not 
significant. As a result, the component condition was set to 
green and the removal was considered a NFF. The fault 
magnitude for this component is seen to raise gradually from 
zero by mid-year 2012 to ~0.23 at the time of replacement 
about 5 months later. The low value of fault magnitude 
indicated a fault was developing but did not yet merit a 
removal, thus supporting the operational status and 
eliminating the NFF. 
 
So far 34 ground truth datasets, that is, vibration data with 
associated teardown and visual inspections validating the 
Figure 3. Fault magnitudes and probabilities. A fault magnitude 
probability distribution function is plotted. The mean value of the 
distribution is reported as the fault magnitude (solid line), and has arbitrary 
units. The total probability above the fault threshold (dashed line) is the 
fault probability (shaded area).
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Figure 4. Results for a #1 engine transmission. The algorithm shows a 
high fault probability 705 flight hours before a cockpit chip light turned on, 
causing the grounding of the aircraft and the replacement of the 
transmission. Inspection revealed a bearing inner race failure and 
secondary damage. We estimate that, on average, 1 sample number = 3.5 
flight hours = 66 calendar hours. Fault magnitude units are arbitrary and 
fault probabilities are normalized to 1. CIs failed to trigger an inspection 
(also shown).
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Figure 5. Low damage severity in a #1 engine transmission. The bearing 
energy CI caused a removal by the end of the plotted time history. 
Inspection found some, but insignificant damage and the component 
condition was set to green. The fault magnitude at the time of inspection 
was ~0.23, which is consistent with the level of damage found. We 
estimate that, on average, 1 sample number = 3.5 flight hours = 66 
calendar hours. Fault magnitude units are arbitrary and fault probabilities 
are normalized to 1.
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condition of each removed component, were made available 
to us (Table 1). The algorithm developed in the present study 
was used to process all the data associated with those datasets 
in order to gauge its performance. The results showed 
unambiguous agreement with 32 out of the 34 ground truth 
datasets, an accuracy of 94%. Note that algorithms for 
different components were all identical except for the 
calibration (a set of three vectors). Different components 
require different calibrations in order to account for the 
differences in the mechanical design. Also note that after each 
component removal, all accumulated prior knowledge, which 
was associated with the old component, was erased from 
memory in order to allow the algorithm to start learning the 
new component. 
5. Conclusions 
We have reported a new approach for interpreting vibration 
signals. First, we developed a non-linear stochastic model to 
represent fault evolution, as well as the effect of fault on 
vibration. Then, we contacted the model to vibration signals 
though a SMC algorithm, thus creating a probabilistic 
machine learning tool that supplies dynamic health state 
estimates from vibration. 
With this maintenance decision tool, artifacts generally 
corrupting vibration signals were rejected to a high degree, 
enabling faults to be estimated not only accurately, but also 
early. In fact, most were detected several months prior to the 
actual replacement, which would have allowed the 
replacement to occur during a scheduled event, minimizing 
cost and maximizing availability. NFFs would have been 
virtually eliminated, enabling significant reductions in cost 
and downtime. Fault magnitudes and probabilities are easy to 
interpret because they grow monotonically and indicate the 
actual severity of the condition with high accuracy. 
The initial successes of this new approach shows that 
actionable maintenance information can be obtained from 
vibration data, offering an opportunity that has not been 
demonstrated to date. We are continuing to work with all 
stakeholders to maximize the available data and ground truth, 
as well as expand our approach to more components and 
airframes. 
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