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Nano-scaled devices continue to draw interest from the science community at 
large.  One of the major hurdles in creating these devices is understanding their 
mechanical and adhesive interactions at the molecular level.   
The Atomic Force Microscope (AFM) is an instrument that is capable of imaging 
at the atomic scale.  It is also capable of measuring intermolecular forces between single 
molecules.  This makes it an ideal tool for the measurement and characterization of single 
molecules.   
Carbon nanotubes have high electrical and thermal conductivity.  Additionally, 
they have been shown to have elastic and shear moduli that exceed any known material.  
Their properties make them ideal for incorporation in nano-scaled devices.  Little is 
known about their interfacial properties. 
Multi-Parameter Force Spectroscopy (MPFS) is a technique that enables the 
acquisition of force curves and thermal resonance of the system under investigation.  
With proper interpretative models, this technique can shed light on the mechanical 
behavior at the molecular level.  Recent improvements to MPFS have enhanced its 
sensitivity over background noise.   
The work presented herein investigates the mechanical and interfacial properties 
of three carbon nanostructures:  long nanotubes, nanocoils, and nanoloops.  Different 
types of adhesion are encountered, measured and discussed:  friction, rupture, and 
peeling.  The results lead to a better understanding of the mechanical and tribological 







In his famous lecture entitled There's Plenty of Room at the Bottom, Richard 
Feynman challenged the science community to begin working at the single molecule 
level.  He stated that the goal of this endeavor was to design, create, and control devices 
at the molecular, and perhaps, atomic level.  The value added from this endeavor is best 
illustrated by the miniaturization of electronic components.  In the late 1950’s, a single 
transistor in an integrated circuit occupied an area that was measured in square 
millimeters.  Today, transistors occupy areas measured in square nanometers.
1-4
  In 
response to Feynman’s challenge, physicists and electrical engineers worked together to 
develop new electronic devices with performance characteristics and capabilities 
unimaginable at the time he presented his lecture.   
Years after Feynman’s challenge, K. Eric Drexler issued a more detailed 
challenge to the scientific community for the development of molecular machinery and 
manufacturing.
5
  Drexler envisioned a world where nano-assemblers are used to fabricate 
other nanoelectromechanical devices.  Before the specific challenge of nano-assemblers 
can be met, a broad challenge of better understanding the intra and intermolecular forces 
must be met.  This challenge is currently being answered by chemists and materials 
scientist with research that focuses on understanding and controlling the chemistry and 
material properties at the molecular level.   
A current focus involves the design, creation and testing of nanomechanical 
devices.  One would expect the lessons learned from miniaturization of electronics should 
be applicable to other nanotechnologies, such as actuators or composite materials.  
 2 
Largely, however, commercially successful products based on nanomechanical devices 
have not yet been realized.  The primary challenge in manufacturing nanomechanical 
devices lies in positioning and affixing molecules in desired locations using a technology 
that enables mass production of these devices.  The ability to measure, position, sculpt, 
and build at the molecular scale is well published but is applicable to the manufacture of 
prototypes and has not yet been realized for mass production.
6-13
  Although success has 
been met in the field of academic research in terms of molecular arrangement, there are 
still few applications.        
The remaining challenge is the ability to hold molecules in place.  At the macro-
scale, this can be accomplished through physical means, e.g. nuts and bolts, and chemical 
means, e.g. adhesives.  Adhesives, however, can still be used even at the molecular level.  
Adhesives hold objects together through the strength of intermolecular forces.  Adhesives 
and adhesion is therefore a physical chemistry problem.
14
  Most of the methods used to 
measure adhesion and interfacial energy are bulk methods.  These methods rely are 
averaging the forces over a unit area. These surface averaging methods assume 
homogeneity and uniform coverage.  These assumptions are unacceptable at the 
molecular level because any local heterogeneity may significantly affect the adhesive 
interactions.   
Precursors to the development of molecular-scale devices are an improved 
understanding of intermolecular forces and tools to measure them.  The advantage to 
using adhesion over covalent bonding is that molecular building blocks can be assembled 
and held in place by intermolecular forces.
15, 16
  This reduces the complexity associated 
with forming bonds between each block.  New insights into intermolecular forces and 
energies between single molecules will come from accurate measurement of these forces.  
From these insights, nanomechanical devices can be designed and constructed from the 
molecular level.  Only then will Feynman’s challenge be achieved! 
 3 
1.2 Research Aims 
Measuring adhesive and mechanical properties at the molecular level is the 
overarching goal of the work presented herein.  The atomic force microscope (AFM) is 
the ideal instrument to perform these measurements.  It is capable of applying and 
measuring forces of a few piconewtons and manipulation in the x, y, and z directions 
over the range from a few micrometers down to several angstroms. The measurement of 
piconewton forces is regularly achieved. 
17
   
The adhesive interactions of interest in this work are chemically modified 
surfaces.  The chemical modification occurs by self-assembly.  In self-assembly, 
molecules form an ordered arrangement on the surface.  Applications for self-assembled 
molecules include lubricants for nanomechanical systems.  Additionally, self-assembled 
molecules enable control of the surface chemistry.     
This work also focuses on high aspect ratio carbon nanostructures.  These were 
chosen because of their wide range of potential applications in nanoelectromechanical 
systems, artificial muscles, and lightweight/high-strength composite materials.
18-26
  As 
carbon nanostructures are mechanically deformable, measuring intermolecular forces is 
convoluted with their mechanical response.  Successful measurements of the 
intermolecular forces must be able to distinguish between the force of adhesion and the 
mechanical forces that deform the nanostructure.   Incorporation of carbon nanostructures 
into future applications requires that their mechanical and interfacial properties be well 
understood.   
The specific aims of this investigation are: 1) deconvolute mechanical and 
adhesive forces acting on the carbon nanostructures; 2) quantify the tribological 
properties, i.e. rupture, friction, and/or peeling, of carbon nanotubes on chemically 
modified surfaces; 3) quantify the mechanical properties of the carbon nanostructures.  
Conventional AFM is unable to deconvolute the mechanical and adhesive forces.  Multi-
parameter force spectroscopy (MPFS), first introduced in 2004
27, 28
, provides additional 
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data that aids in separating the contributions from mechanical deformation and adhesive 
interaction.  A corollary to the work presented herein is to improve and communicate the 
fundamental understanding required for analysis of data acquired by MPFS.   
This dissertation is organized in the following manner.  Chapter 2 presents an 
overview of the AFM.  Details of the primary components of the instrument are provided.  
Applications of the AFM in both microscopy and force spectroscopy are discussed using 
examples from modern research.  Chapter 3 provides an overview of carbon nanotubes.  
Their unique structure is discussed along with different methods of fabrication.  Current 
and proposed applications from literature are reviewed.  Efforts to measure the physical 
properties of carbon nanotubes are also discussed.  Chapter 4 contains a detailed 
discussion of MPFS.  Each parameter and how it is acquired is discussed.  Models used to 
interpret the data are presented.  Improvements in the understanding and instrumentation 
of MPFS are presented.  Finally, the methods and materials used in this investigation are 
introduced. Chapter 5 is a direct application of MPFS to measuring the mechanical 
properties of long, straight carbon nanotubes.  Discussion of critical buckling forces is 
included along with a parametric study of the effects of compression and tension.  
Finally, by applying an elastica model to the results, the static coefficient of friction is 
estimated.  Chapter 6 details the measurement of adhesion and mechanical response of a 
carbon nanocoil at large contact angles.  An important conclusion distinguishing MPFS 
over dynamic force spectroscopy is made.  Chapter 7 contains the results and conclusions 
of investigating carbon nanoloops.  A distinction between rupture and peeling is made, 
along with quantification of the adhesive forces.  Chapter 8 summarizes the results.  New 
areas of interest for measuring adhesion of single molecules are suggested and 




ATOMIC FORCE MICROSCOPE 
 
2.1 History 
The atomic force microscope (AFM) was invented in 1986 by Binnig, Quate, and 
Gerber.
6
  The primary impetus for the AFM was measuring small forces.  They predicted 
that with improvement of the instrumentation, the AFM would be capable of detecting 
forces as small as 10
-18
 N.  With that limit of detection, the AFM could detect even the 
weakest of intermolecular forces.  One of the immediate benefits of the AFM is its ability 
measure forces and obtain topographic images on insulators.  The scanning tunneling 
microscope (STM), invented by Binnig, Rohrer, Gerber and Weibel in 1982, had 
achieved atomic resolution in three dimensions.
29
 It, however, was limited to imaging 
conductive substrates.  The AFM overcame this limitation.
30
   
Since the invention of the AFM, it has become ubiquitous for a wide range of 
fields.
31











 and surface 
science.
31, 52, 53, 59-71
  There is broad applicability of the AFM for microscopy and force 
spectroscopy. 
2.2 Instrument Overview 
The atomic force microscope measures the motion of a microfabricated probe.  
The probe is a cantilever with a tip on the end.  The probe is brought into contact with a 
surface.  The cantilever deflects upon contact with the surface.  As the cantilever is 
rastered across the surface, a feedback loop maintains a constant deflection of the 
cantilever by adjusting the height of the surface.  A topographic map of the surface can 
 6 
be generated by recording the x, y, and z coordinates.  A typical setup of an AFM is 
presented in Figure 2.1.  In this particular setup, the substrate is rastered using a piezo 
scanner while the cantilever is fixed in space.  Other experimental setups have the 
cantilever raster over a fixed surface.  The location of the scanner has no effect on the 
measurements.  The diagram displays the necessary components of an AFM:  cantilever, 
scanner, detector, and computer controller.   
2.2.1 AFM Cantilever 
The first AFM cantilever was a thin piece of aluminum with a diamond tip 
attached to it.
6
  Now, cantilevers are batch fabricated using silicon micromachining 
techniques.
72
  These techniques allow cantilevers to be made of many materials, but 
typical cantilevers are made from single crystal silicon or silicon nitride.   
There is a broad selection of commercially available cantilevers, each designed 
for different applications.  Cantilever geometry can be either rectangular or triangular.  
Rectangular cantilevers are sensitive to torsional movement during scanning whereas 
triangular cantilevers are resistant to this motion.  Cantilevers can be made with or 
without tips during fabrication.  The selection of physical properties of the cantilever 
depend on the intended application; all cantilevers should have a resonance frequency 
greater than 1 kHz to reduce coupling from building vibrations and greater than 20 kHz 
to reduce coupling with acoustic noise.  Cantilevers are commercially available with 
spring constants that range from 0.01 to 40 N/m.  Cantilevers with spring constants on the 
lower end of the range are more sensitive to forces and are therefore better suited to 
imaging soft samples or for force measurements.  Stiff cantilevers resist surface forces 
and have a higher resonance frequency, and are therefore better suited for intermittent 
contact mode imaging.   
The tip geometry is of utmost importance in AFM imaging.  The shape and size of 











Figure 2.1.  General experimental setup of an atomic force microscope.  The essential 




fabricated with a radius of curvature of >30 nm.  This limited the lateral resolution to a 
few nanometers.  Sharper tips are manufactured through different proprietary processes.  
Current AFM tips can have a radius of curvature of <2 nm.  As the tips are scanned 
across the surface, they can become worn, reducing resolution.  In general, sharper tips 
lack the mechanical stability of the larger tips and blunt faster.    
Cantilevers can be modified to enhance their sensitivity and selectivity to measure 
different interfacial interactions between the tip and the substrate.  Improvement to 
sensitivity is achieved by depositing a thin coating of metal on the backside of the 
cantilever.  This significantly increases the reflectivity of the cantilever and improves the 
signal to noise ratio for optical detection methods.  Cantilevers can be chemically 
modified by various methods, e.g. derivatization of a silicon cantilever using silanization 
or deposition of a self-assembled monolayer on a gold-coated cantilever.  By altering the 
chemical species on the tip, different surface interactions can be preferentially selected.  
For example, antibody/antigen recognition can be favored by coating the tip with an 





  The limit of modification is constrained only 
by the investigator’s creativity. 
2.2.2 Piezoelectric Scanner 
Piezoelectric materials are deformed by an applied potential.  The amount of 
deformation is directly related to the applied potential.  Piezo scanners have a fast 
response time and are capable of operating at kHz frequencies. The range of motion is 
determined by the type and dimensions of the scanner and the voltage range.  
Displacement of a tenth of an angstrom is possible.  The disadvantage of piezoelectric 
scanners is that the response is only linear over a small voltage range.  Adjustment for 
this non-linearity in response can be performed in two ways.  The scanner may be 
calibrated at different scan ranges with samples with known, well-defined dimensions. 
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Alternatively, a feedback circuit can be used to adjust the voltage applied to achieve the 
desired deformation.  Since the piezo response drifts with temperature and time, it must 
be calibrated regularly.  The controlled and calibrated response of piezoelectric materials 
makes them ideal scanners for AFM. 
2.2.3 Detectors 
Several methods have been used to detect cantilever motion.  The first published 
detector employed a scanning tunneling microscope (STM).
6
  By measuring changes in 
tunneling current, the motion of the end of the cantilever was deduced.  The limitation of 
this method is that it required separate instrumentation to detect, measure and interpret 
the tunneling current.  Another method involves patterning electrodes on the cantilever 
chip and conductive pathways up and down the length of the cantilever.
77-79
  This 
effectively makes the cantilever a strain gauge:  changes in the cantilevers deflection 
cause changes in resistance of the conductive pathway.  By deflecting the cantilever over 
a known distance on a hard surface, the change in resistance can be directly related to the 
displacement of the cantilever.  The optical lever method reflects a laser off the end of the 
cantilever.
80, 81
  The reflected laser is directed to a position sensitive detector (PSD), 
typically a photodiode array.   
Movement of the cantilever causes the laser spot to move on the PSD, which 
causes a change in voltage.  The detector sensitivity can be determined by deflecting a 
cantilever a known distance on a hard surface.  A derivative of the optical detection 
method is using interferometry.
82
  Reflected laser light causes constructive or 
deconstructive interference that changes the measured intensity of the laser spot.  The 
most common method for commercial AFMs is the optical lever detection method.  The 
deflection of the cantilever is measured by a change in voltage over a split photodiode 
array.  Initially, the photodiode array had only two sectors.  A two segment PSD is 
capable of measuring vertical deflection only.  Any torsional movement is construed as 
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vertical deflection.  A PSD with four segments is capable of separating the vertical and 
horizontal movement of the cantilever.  This allows for the measurement of cantilever 
torsion.  Figure 2.2 demonstrates how a deflection signal is acquired using a four-
segment PSD.   
2.2.4 Computer 
Depending upon the manufacturer, the computer can be one or multiple pieces of 
equipment.  For the sake of discussion, it is treated as one entity.  The computer handles 
all signal acquisition and processing.  The resolution of acquired data is a direct result of 
bit resolution of the analog to digital converter (ADC), digital to analog converter (DAC), 
and the sampling rate.  Since the signals sent to and from the AFM are measured in volts, 
the computer uses the calibration parameters to convert the signals into more useful units 
such as height, force or amplitude.  The computer provides a user interface for controlling 
the AFM scan parameters and recording the data.   
2.3 Imaging Modes 
There are several imaging modes in AFM.  To Binnig et al.’s credit, all of them 
were proposed in the first AFM paper.
6
  In contact mode imaging, the tip is in contact 
with the surface and applies a force as it is rastered.  In noncontact mode imaging, the 
cantilever is oscillated near its resonance frequency at small amplitudes, <10 nm.  The tip 
is not in contact with the surface, but is held tens of angstroms above the surface.  The 
long-range surface forces affect the amplitude of the oscillating cantilever.  Intermittent 
contact mode, or Tapping Mode™, imaging is similar to noncontact mode.  The 
cantilever is oscillated near its resonance frequency, but with a much larger amplitude, 
>50 nm.  The reduction in amplitude occurs as the cantilever comes into momentary 
contact with the surface.  A diagram relating the surface forces to distance away from the 
































Figure 2.2.  Diagram demonstrating the measurement of the deflection signal for a four-
segment photosensitive detector.  The location of the reflected laser light on the PSD 
changes as the cantilever deflects.  This causes a change in voltage.  The relationship of 
the intensity of light on each segment (A-D) for each the vertical and horizontal 
deflection is also shown.  The output signal is normalized to the total measured intensity 
of the laser light.   
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2.3.1 Contact Mode Imaging 
Two modes of contact imaging exist: constant deflection and constant height.  In 
the latter, the applied load varies with substrate topography.  Additionally, there is no 
feedback loop to keep the cantilever in contact with the surface.  Instead, it is up to the 
user to place the cantilever at the correct position in space.  It is possible for the 
cantilever to release from the surface if the surface topography goes below the position of 
the cantilever, preventing any true measurement of topography.  Constant deflection is 
preferred because imaging is done under constant applied load using a feed back loop.  
This ensures that the cantilever is always in contact with the surface.  For these reasons, 
the following discussion will focus on constant deflection.   
Contact mode imaging implies that the AFM probe is in intimate contact with the 
surface.  The typical method of detection is by constant deflection, i.e. constant force.  As 
the cantilever is rastered, the feedback loop adjusts the scanner extension so a constant 
force is applied to the surface.  The voltage applied to the scanner to maintain the applied 
force is recorded for every (x, y) location.  The sample topography can be reconstructed 
by applying the calibration parameters to convert the scanner voltages into distance.  The 
largest drawback to contact mode imaging is the force applied to the sample.  Soft 
samples can appear flattened or crushed from the applied load.  Similarly, dragging the 
probe tip across the surface can alter the topography by creating grooves along the path 
of the AFM probe or by moving material.  Tips must be replaced often as they wear down 
from being dragged across the surface.   
A direct application of contact mode is torsional mode, or friction mode.  Both 
vertical and horizontal forces act on the cantilever as the cantilever is dragged across the 
surface.  Since a fixed load is applied to the surface, changes in the horizontal force can 
be directly related to change in friction.  The cantilever undergoes torsion in response the 











Figure 2.3.  Force versus tip-sample distance as it pertains to different AFM imaging 
modes.  Contact mode operates in contact with the surface, resulting in large forces.  
Noncontact mode operates off the surface measuring long-range force between the tip 
and sample.  Intermittent contact mode operates between the other two.  (Figure used 
with permission from NT-MDT.) 
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films at the nanometer level.
83-86
  Previous spectroscopic methods were only able to 
resolve a few hundred nanometers.  This mode is for imaging purposes only.  It can 
identify regions of different friction, but it cannot identify the chemical species that give 
rise to the changes in friction.   
Force modulation mode is another derivative technique of contact mode.  This 
mode can be used to measure changes in compliance of the surface as the cantilever is 
dragged across it.
87
  The cantilever is oscillated at a frequency other than its natural 
frequency, typically in the range of 5-20 kHz.  The frequency must be greater than the 
scan rate. This ensures that a sufficient number of oscillation occur so the system is at 
steady state for each data point.  Stiff material resists the oscillation of the cantilever 
causing the amplitude of the oscillations to increase.  Soft materials deform with the 
oscillation causing the amplitude to decrease.  As with friction mode, force modulation is 
an imaging technique only.  It differentiates between soft and hard surfaces, but it cannot 
identify the chemical species that comprise different regions.     
2.3.2 Noncontact Mode Imaging 
In noncontact, or dynamic force, mode imaging, the cantilever is held a few 
nanometers off the surface.
88
  The cantilever is driven near its resonance frequency to 
maintain a small oscillation amplitude, <10 nm.  The topography of the sample is mapped 
similar to contact mode imaging, but the focus of the feedback loop is not the deflection 
of the cantilever.  Instead, the feedback loop is set to maintain a fixed amplitude.  Long-
range forces extending from the surface cause shifts in the oscillation ampltidue.  
Noncontact mode is ideal for imaging soft samples because the probe does not apply a 
force that could deform, disturb or destroy.  As the probe tip is not in contact with the 




2.3.3 Intermittent Contact Mode Imaging 
Intermittent contact mode, or Tapping Mode™, imaging also oscillates the 
cantilever at a frequency near the resonance frequency.  The amplitude of oscillation is 
much greater than noncontact mode.  This enables a greater sensitivity to changes in 
oscillation amplitude.  The large oscillation causes the AFM probe to contact the surface.  
The contact occurs at the downswing of the cantilever so very little force is applied to the 
surface.  Additionally, the tip only applies a vertical force to the surface, avoiding lateral 
perturbation of the surface.  Intermittent contact mode imaging has been used to image 
soft materials without deforming them.
89-96
 The soft interactions with the surface and 
high dimensional resolution has made intermittent contact the primary imaging mode for 
the AFM.   
Phase imaging is a direct development of intermittent contact mode.  The 
measured oscillation amplitude always has a phase lag from the frequency driving the 
cantilever oscillation.  As the sample interacts with the surface, the phase lag changes.  
As the compliance and adhesive force of the surface changes, the phase shifts.  This 
technique has been used to image inside cell membranes,
89, 97, 98
and locate defects or 
phase separations in polymer films.
99-105
  An example of a phase image of a cell is shown 
in Figure 2.4. The resolution of phase imaging and its ability to map different surface 
interactions makes it an invaluable method for imaging with an AFM.  Although phase 
imaging is sensitive to changes in force of adhesion and compliance of the surface, it 
cannot distinguish between the two.  Additionally, a shift in the phase lag occurs at step 
edges.  As such, the shift in phase from adhesion or compliance cannot be separated from 










Figure 2.4. Height and phase images of a human sperm nucleus.  The images were 
acquired simultaneously.  The height image (left) shows the characteristic shape of the 
nucleus.  Residual nuclear material inside the nuclear membrane can be seen in the phase 
image (right).  (Reprinted from 
98
, Copyright 1997, with permission from Elsevier.) 
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   2.4 Force Spectroscopy   
2.4.1 Static Force Spectroscopy 
The original intent of the AFM to measure very small forces
6
 has not been 
neglected, and several improvements to the AFM have been made to measure different 
types of forces.  Static force spectroscopy is the primary technique for using the AFM to 
measure forces by acquiring force curves.  A force curve presents the deflection of the 
cantilever as a function of distance from the surface.  If the spring constant of the 
cantilever is well known, then its displacement can be directly related to force.  The force 
curve can be used to measure the collective surface forces acting on the probe.
17, 106-109
   
Static force spectroscopy is limited to the measurement of the cantilever 
deflection as the scanner extends and retracts.  Simple force curves are depicted in Figure 
2.5.  The forces observable by static force spectroscopy include, but are certainly not 
limited to, surface compliance, capillary force, electrostatic interactions between the tip 
and the substrate, adhesion, and force-induced elongation and unfolding of molecule(s) 
found in the contact region.  The ability to measure so many different types of forces is 
both the strength and weakness of static force spectroscopy.  The strength lies in its 
applicability to many scientific fields.  The weakness results in being unable to 
deconvolute the effects from all of the forces acting on the AFM probe.  Several areas of 
research are aimed at improving the understanding the results obtained during force 
spectroscopic data.   
Chemical Force Spectroscopy (CFS) is a static force spectroscopic technique that 
can obtain chemical specific information and quantify the force of adhesion between two 
chemical species.
35, 110-115
  In this technique, the cantilever, the surface, or both are 
derivatized with a specific chemical species.  The force required to pull the two species 



















































































































Figure 2.5.  Examples of force curves.  During approach, the probe is free above the 
surface.  There is a small jump to contact followed by repulsion of the probe as the 
scanner extends upward.  During scanner retraction, the cantilever bends down with the 
scanner.  In the left force curve, the cantilever lets go of the surface at the point where the 
probe contacted the surface because there is no adhesive interaction.  The right force 
curve shows the effect of strong adhesive interaction.  The probe is bent downward until 




different locations on the surface.  The adhesion force is determined by the product of the 
cantilever spring constant and the magnitude of downward cantilever deflection at the 
moment of release of the tip from the surface. When adhesion forces are plotted as a 
histogram, a Gaussian shape usually emerges.  Based on the distribution, authors often 
conclude that their measurements are statistically significant, and the average force of the 
sample is taken to be the actual value.   
Acquiring a large number of force curves is necessary to produce a sample that 
can be considered representative.  One problem that can arise during these experiments is 
changes in morphology of the surface.  This can produce a non-Gaussian distribution, 
making it difficult to draw conclusions on the force of adhesion.  Poggi et al. observed a 
bimodal distribution when performing CFS on carbon nanotube paper.  They mapped the 
adhesion force to the (x, y) coordinates using force volume imaging.  Force volume 
imaging is an AFM mode that acquires force curves and topography while scanning the 
surface laterally.  They correlated the magnitude of adhesion forces with contact area.  A 
portion of their results is shown in Figure 2.6.   
As the measured forces become more complex, e.g. tension, capillary forces and 
intermolecular bonding, static force spectroscopy fails to differentiate between the forces 
and can only measure the total work required to pull the AFM probe off the surface.  
More information is needed to be able to interpret the force curve.   
2.4.2 Dynamic Force Spectroscopy 
Dynamic force spectroscopy (DFS) is a force spectroscopic technique that has 
grown out of the dynamic imaging modes, i.e. intermittent contact and noncontact.
88
  In 
this spectroscopic technique, the cantilever is oscillated near its resonance frequency by 
an external source.  The deflection of the cantilever and the oscillation amplitude are 
acquired simultaneously as a function of scanner position.  An example of a force curve 




Figure 2.6.  Topography, force, and adhesion results from a force volume image acquired 
on carbon nanotube paper.  (a) Topographical image of carbon nanotubes.  The image is 
highly pixelated because of the data storage limitations of the software.  (b) Force volume 
image acquired simultaneously with the topographical image.  (c) A map of the adhesion 
measured from the force curve.  The colors in the adhesion map are blue, 0 to 4 nN; 
purple, 4-8 nN; and yellow, 8-12 nN.  Comparison with the topographical images shows 
that the smaller forces, blue, occur on top of a nanotube whereas the higher forces, 
yellow, occur between nanotubes.  (Reprinted with permission from 
113
.  Copyright 2005 
American Chemical Society.) 
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simultaneously if a lock-in amplifier is used to monitor the frequency of oscillation.  The 
extra information from oscillation amplitude and phase can be used to help interpret the 
force curve.
116, 117
   
Changes in phase and oscillation amplitude occur as energy is dissipated from the 
oscillation of the cantilever.  There have been different approaches to quantify the energy 
dissipation.  Cleveland et al. related energy dissipation to changes in amplitude and phase 
from an energy balance perspective.
118
  They reported that the average rate of energy 

























ts  Equation 2.1 
where k is the spring constant of the cantilever, A is the measured oscillation amplitude, 
ω0 is the natural resonance frequency of the cantilever, Qcant is the quality factor of the 
cantilever, A0 is the driven oscillation amplitude, and ϕ is the measured phase lag.  Only 
A and ϕ are measured quantities.  The other parameters are properties that can be derived 
from cantilever motion in air.
119, 120
  A similar analytical description was published by 
Tamayo and Garcia.
121
  Other solutions have also been derived.
88, 122-129
  The greatest 
limitation of these solutions is that they only describe the dissipation of energy.  DFS is 
able to distinguish attractive and repulsive interactions, but it is up to the investigator to 
design experiments to distinguish the sources of energy loss.   
There have been numerous publications using DFS that includes single molecule 
force spectroscopy,





  Many of these 
experiments involve mechanical systems, such the unfolding and stretching of 
polymers
73, 135, 142, 143
 or the elastic deformation of objects. 
137, 144, 145
  DFS is a high 
visibility force spectroscopic technique that has been used to study numerous systems.   
The general assumption of DFS is that as the tip approaches the surface the long-
range forces cause the oscillation amplitude to dampen and the frequency slightly 
decreases from the small increase in effective mass.  This description only applies to the 
 22 
region where long-range forces occur.  For reference, this area is highlighted by green 
boxes in Figure 2.7.  It should be noted that other forces of interest occur outside the 
region modeled by DFS theories.   
DFS has been regularly used to measure both the elasticity of polymer molecules 
at the air-substrate or liquid-substrate interface and the force required to detach the 
polymer from the surface.
40, 73, 130, 135, 139
  Relating features in the cantilever deflection 
versus the tip-surface separation results requires knowledge about the points of contact to 
the polymer and a precise estimate of the number of molecules undergoing elongation.  
Interpretation of this data is often based on a set of assumptions.  These include the 
assumption that all of the components in the probe molecules (i.e., the molecule and 
linking moieties that provide points of contact to the tip and the opposing surface) behave 
ideally and that repeated pulls on the probe molecules do not change this behavior. In 
practice, however, polymer relaxation following force-induced elongation results in 
significantly different conformations. This often results in non-orthogonal pulling 
geometries and changes in the way the molecule interacts with the surface.  There has 
been no indication in literature to the awareness of these assumptions.   
2.4.3 Peeling Force Spectroscopy 
Peeling force spectroscopy is an emerging technique.  It is different from previous 
spectroscopic techniques because of how it measures the intermolecular forces.  Previous 
results of force spectroscopy have used Hertz, JKR or DMT theories of adhesion to 
model and then quantify the results.
14, 17, 108, 146, 147
  Although the mathematical solution to 
each of these theories is slightly different, the basic assumption is the same:  complete 
rupture from the surface must occur for the adhered object to be released.  The object is 
either adhered or not.  Peeling theory has a different basic assumption: adhesive force is 
in direct relation to the new area created by the release.  This means that part of the object 





Figure 2.7.  Example plots of a force curve and oscillation amplitude on a compliant 
fiber.  This force curve was acquired on a fiber with a low elastic modulus.  This example 
shows the complexity of a force curve that is convoluted with the fiber’s compliance and 
adhesion.   The green box highlights the area where theories of DFS can be applied.   
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tape adhered to a surface.  Under the rupture theories, the models predict the force 
required pull the entire piece of tape off at once.  Peeling theory models the force 
required to free an area of the tape.    
Peeling theory dates back over five decades, and has been used extensively to 
measure the adhesive interactions of a variety of macro-scaled systems.
14, 148-159
  These 
tests find wide applications because they are relatively simple to perform and the results 
are reliable.  The appeal of this theory lies in its straightforward models.  Figure 2.8 
shows the most basic model of the peel test:  a thin strip is pulled from a substrate at an 
angle.  In this model, peeling of the strip is assumed to be the only source of energy 
dissipation from the applied load.  By applying a load to the extended strip, work is done 
in the form of fracturing the adhesive energy from the intermolecular forces.  The 








=  Equation 3.1 
where F is the applied load to the peeling arm, d is the distance between the initial and 
final point of contact, θ is the peeling angle and SA is the new surface area generated by 
the peeling event.  The normalized adhesive fracture energy is a direct result of the 
intermolecular bond energies between the strip and the substrate.  It is evident from this 
equation why peeling is such an attractive technique to measure the intermolecular bond 
energies. 
As elegant as this model is, it can be too simple for all peeling tests.  The basic 
assumption that the energy from the applied load is only dissipated through the act of 
peeling is often not applicable.  In the case of a realistic system, there is dissipated 
energy, Udis, from the extension of the peeling arm.  In terms of single molecules, the 
dissipated energy is the unraveling of the peeling arm to full extension.  Essentially this is 
the axial elastic modulus of the single molecule.  Another outcome of this unraveling is 



















Figure 2.8.  Schematic of a simple peel test.  A force, F, is applied to the peel arm at 
angle θ.  As the strip is peeled from the substrate, a new surface area is created.  The 
work to create that new surface area is equivalent to the adhesion fracture energy.  That 




be subtracted from the external energy, i.e. the applied load, such that the adhesive 











. Equation 3.2 
If the single molecule undergoes linear elastic unraveling/extension, which is reasonable 
for slow load rates and applied loads that anticipate the elastic modulus of the peeling 


















G  Equation 3.3 




=ε  Equation 3.4 
where Acr is the cross-sectional area of the peeling arm and E is the elastic modulus of the 
peeling arm.    Another source of energy dissipation takes the form of plastic deformation 
at the bending point.  To account for this energy, the yield stress of the peeling arm must 
be well known and either the local angle at the peeling front must be known or the radius 
of curvature at the peeling front must be known.  In macro-scale experiments, this is 
much easier to do, but on the single-molecular scale, this can be exceedingly difficult.  
However, since these investigations include single molecules, the only possible plastic 
deformation would require permanent changes in the bond lengths, angles, and/or 
geometries.  Clearly, this type of molecular change is outside the practical realm for the 
proposed experiments, so it is reasonable to ignore the factors from plastic deformation at 
the bending front.  This leaves Equation 3.3 as the model for peeling single molecules 
from a surface.  
 Peeling theory first entered force spectroscopy in 2005 through molecular 
dynamics simulations.
160
  Shi et al. modeled the forces and energies needed to peel short 
strands of single stranded DNA off a surface.  The theory included in their work is a 
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direct application of the general theory of peeling discussed above.  Others attempted to 
model peeling carbon nanotubes from graphite.  Coffin et al. derived an area dependent 
solution to the Lennard-Jones potential for two graphite surfaces.
161
  Sasaki’s research 
team also used the Lennard-Jones potential, but included molecular mechanics.
162, 163
  
Their theoretical results were able to distinguish the peeling force for nanotubes of 
different chirality.   
The first peeling experiments soon followed.  Manohar et al. peeled DNA from 
graphite.
164
  Their work, however, is rife with assumptions that do not match their 
experimental design.  For example, they assume only a single molecule is bound near the 
apex of the AFM tip.  The entire cantilever is covered with gold, so multiple DNA 
molecules could bind at the apex of the tip.  They also assume a constant peeling angle of 
90°, for which there is no well-defined basis.  The list of assumptions continues, but even 
so, theirs is the first peeling experiments of DNA to be performed.  Others have 
performed peeling force spectroscopy on carbon nanotubes.
71, 165, 166
     
It should also be noted that previous investigators have misinterpreted peeling as 
friction.
69
  Their experimental design exactly follows the peeling model depicted in 
Figure 2.8, yet they claim to measure friction.  This distinction is noted by some of the 
original authors, 
167
 but with no attempts to modify their results.  Reinterpretation of their 
results using peeling theory rather than friction may lead to more meaningful 
conclusions.  Under proper application, peeling force spectroscopy is a new technique 
that may be capable at determining the strength of intermolecular forces.   
Force spectroscopy is still a growing field of interest.  Most of the literature 
favors the ability of DFS to deconvolute the forces acting on the cantilever.  Peeling force 
spectroscopy shows promise as a technique to measure the interfacial energy.  A 
consensus, however, has not been reached. 
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2.4.4 Calibration of Cantilever Spring Constant 
The most important aspect of force spectroscopy is the measurement of the forces.  
The spring constant of the cantilever must be well known to accurately convert from 
deflection to force.  There have been many different methods to determine the spring 
constant of cantilevers.  Cleveland et al. suggest measuring the resonance frequency of 
the cantilever before and after a known mass is added to the end of the cantilever.
168
  The 
change in resonance frequency is directly related to the spring constant of the cantilever.  
This method is very accurate, but required exact positioning of micrometer scale objects 
at the end of the cantilever.  Hutter and Bechhoefer also used cantilever resonance to 
determine the spring constant of a cantilever.
120
  They applied the equipartition theorem 
to the thermal vibrations of the cantilever.  Statistical mechanics states that the simple 
harmonic motion of the cantilever must be equal to the thermal energy.  To convert the 
thermal resonance frequency of the cantilever into SI units, the position sensitive detector 
must be calibrated.  This requires that the AFM probe must be brought into contact with a 
hard surface.  Butt and Jaschke offered an important correction to the application of the 
equipartition theorem by correcting for the angle at which the cantilever is mounted in 
most AFMs.
169
  Sader et al. provided a method of solving for the spring constant from the 
geometry of the cantilever, its resonance frequency, and quality factor.
119, 170
  This 
method takes viscous damping into account, which allows for the spring constant to be 
determined in fluid.  Their solution for the geometry of the cantilever was based on a 
perfect rectangle.  Very few cantilevers are perfect rectangles.  Poggi et al. suggested a 
correction to Sader’s method for cantilevers with trapezoidal cross-sections.
171
  Sader’s 
method is the preferred method for cantilever manufacturers.  Gibson et al. and Torii et 
al. published similar methods using a reference cantilever.
172, 173
  Their methods rely on 
accurately determining the spring constant of one cantilever.  The calibrated cantilever 
can serve as a reference for a secondary cantilever.  The two cantilevers are brought into 
contact with each other and a force curve is acquired.  A force curve is also acquired 
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when the cantilever with the unknown spring constant is brought into contact with a hard 
surface.  The ratio of the slopes from the two force curves is directly related to the ratio 
of the two spring constants.  The difficulty in this method centers on positioning two 
cantilevers on top of each other.  To maintain certainty of the measurements, the two 
spring constants must be within an order of magnitude.  This often means that several 
calibrated cantilevers are needed.  Other methods focus on finite elemental analysis 
computations.
174
  These require precise measurements of the dimensions of the cantilever 
and generally assume homogeneous density and elastic modulus throughout the 
cantilever.  An excellent review of the strengths and weakness of all the methods 







3.1 History of Carbon Nanotubes 
Carbon nanotubes were an accidental discovery first published in 1991 by 
Iijima.
176
  He discovered carbon nanotubes as a byproduct of the arc-discharge method he 
was using to synthesize fullerenes. Instead of being spherical like fullerenes, carbon 
nanotubes (CNT) are hollow cylinders of graphitic carbon.  The structure of CNTs is 
similar to a sheet of graphene that has been rolled up.  Later discoveries showed that 
there are two main types of carbon nanotubes:  single walled carbon nanotubes and multi-
walled carbon nanotubes.  Single walled carbon nanotubes are a single carbon atom thick 
and can range from 1.5-20 nm in diameter.  Multi-walled carbon nanotubes are several 
single walled tubes wrapped around each other.  The concentric tubes of a multi-walled 
carbon nanotube (MWNT) are not bonded to each other.  Each interior tube is free to 
rotate, much like layers of graphite slip past one another.   
The carbons atoms of CNTs are sp
2
 hybridized with 120° between each bond.  
The carbon atoms are arranged in hexagons, as depicted in Figure 3.1.  Carbon nanotubes 
are differentiated by the direction in which the graphene sheet is rolled into a tube.  The 
wrapping vector, or chirality, of the CNT is defined by the number of carbon atoms in 
each basal vector a1 and a2, first used by White.
177
  The chiral vector can be used to 
predict properties of the carbon nanotube.   
The physical properties of the CNT are controlled by the chirality of the 
nanotube.
21
  The in-plane rigidity is based on the strength of the sigma bonds from the sp
2
 
hybridization.   All carbon nanotubes are expected to display similar mechanical strength 












Figure 3.1.  Illustration of how a carbon nanotube can be generated by wrapping a 
graphene sheet.  The chirality of the nanotube is determined by the wrapping vector, Ch, 
which is usually defined the coordinate pair (n, m).  In this schematic, the outlined 
nanotube would have a chiral vector of (4, 1).  ((Reprinted with permission from 
178
. 
Copyright 2008, American Institute of Physics.)  
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electrical conductivity and bending modulus are controlled by the delocalized pi bonds.  
The pi bonds can be aligned during wrapping to permit a high electron conductivity, 
similar to the conductive pathway in graphite and graphene.  Mintmire and coworkers 
predicted in 1992 that single walled nanotubes with an armchair configuration, where n = 
m, would be excellent conductors, with conductances in the comparable to metals.
179
  The 
wall bending depends on both the chirality and the number of walls.  MWNTs have been 
shown to have a much higher stiffness than single walled carbon nanotubes because the 
concentric tubes reinforce one another.
180
    
The timely predictions of Mintmire et al. along with Iijima’s discovery of carbon 
nanotubes led to an explosion of research in carbon nanotubes as a means to provide 
nanometer scaled conductive paths.  One of the outcomes of the increased interest in 
carbon nanotubes is the measurement of their mechanical strength and stiffness.  It has 
been shown through both experiment and modeling that carbon nanotubes have an elastic 
modulus >500 GPa, exceeding that of any known material.
181, 182
  For comparison, steel 
has an elastic modulus of 200 GPa and concrete has an elastic modulus of 30 GPa.  The 
high strength, stiffness, and electrical conductivity of CNTs warrant the amount of 
research to characterize and then use them.   
3.2 Carbon Nanotube Synthesis 
There are two main categories of methods to synthesize carbon nanotubes.  
Plasma condensation methods involve using a high-energy source to generate a plasma at 
the surface of a carbon containing substrate.  As the plasma cools, the carbon condenses 
into amorphous carbon, fullerenes and carbon nanotubes.  The second category is 
classified as chemical vapor deposition (CVD).  A catalyst is placed on an inert substrate 
in an atmosphere that contains a gaseous source of carbon.  The system is heated to 
several hundred degrees, which causes the carbon source to decompose into elemental 
carbon at the catalyst.  The catalyst mediates the formation of the carbon nanotubes.  
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Catalyst size, amount, and composition influence the defect density, number of walls, and 
diameter of the CNT grown in CVD methods.  High-resolution transmission electron 
microscope (TEM) images of CNTs grown by different methods are shown in Figure 3.2.   
The arc-discharge method is classified as plasma condensation.  This method was 
used when Iijima first discovered carbon nanotubes in 1991.
176
  The method was later 
refined by Ebbesen and Ajayan a year later.
183
  Pure graphite electrodes serve as the 
carbon source in this method.  A voltage is applied across the two graphite electrodes.  As 
the carbon electrodes are brought closer together, an arc of plasma forms between the two 
electrodes.  The current passing through the electrodes is typically 100 A.  To prevent 
oxidation of the carbon source during arc discharge, an inert gas, e.g. He or Ar, is used at 
a reduced pressure.   This method is the earliest reported in literature and is easy to 
perform.  It can also be scaled up for industrial production.
24, 183-185
  The disadvantage is 
that growth is rather uncontrolled.  Both single and multi-walled carbon nanotubes are 
produced. Carbon nanotubes are not the only product, and they must be separated and 
purified from the other carbonaceous material.  The yield of CNTs is low, 30%, and the 
purification methods can even result in damage to the CNTs.
21, 185-187
 
  Laser ablation is another prominent plasma condensation method.  This method 
was first used by Smalley et al. in 1995 to synthesize MWNT by focusing a laser on a 
pure graphite target.
188
  The laser generates a localized plasma at the surface of the 
graphite target.   The same group later discovered that adding a small amount of metal 
catalyst alters the growth mechanism, yielding single-walled nanotubes.
189
  The laser 
power, temperature of the reaction vessel, and composition of the target affect the purity 
and size of the nanotubes.
190-194
  In contrast to the arc-discharge method, the parameters 
of laser ablation can be tuned to synthesize the desired carbon nanotube structures.  This 
method does suffer from high cost in both the instrumentation and materials.  
Additionally, the carbon nanotubes must still be separated from the other soot generated 







Figure 3.2.  TEM images of carbon nanotubes.  (a) Single-walled nanotube ropes are 
bundled together grown by laser ablation.  Each nanotube is approximately 1.4 nm in 
diameter.  (b) The center of a hollow MWNT is incased by several concentric walls.  This 
MWNT was produced using the arc-discharge method.  (c) CVD grown MWNTs have 
varying degrees of order.  The size, composition and amount of catalyst can control the 
defect density of the MWNT.  (With kind permission from Springer Science+Business 
Media:  
195
)   
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The other category for nanotube synthesis contains the numerous CVD methods.  
CVD was first used in 1993 by José-Yacamán and coworkers to produce MWNTs with a 
helical twist in 1993 by decomposing acetylene on an iron catalyst.
197, 198
 Pressure and 
composition of the gases, size and composition of the catalyst, use of a plasma, and 
temperature of the reaction vessel allow for precise control of the growth of the CNTs.
199-
210
  The yield of CNTs is very high but requires purification of the catalyst.
186, 196, 199, 206-
208, 211-213
   The CVD methods are easily scaled to production level.
184, 185, 208, 213-216
   
3.3 Applications of Carbon Nanotubes 
3.3.1 Composite Materials 
The use of carbon nanotubes as the reinforcement material in composites dates 
back to the prediction of their high strength.
18-23, 217-220
  The hope is that lightweight, but 
very strong composites will be produced from the use of CNTs as the reinforcing material 
inside polymer matrix.  Although early predictions indicated that nanotube composites 
would revolutionize materials science and application, only minor improvements have 
been made.  There are three main impediments preventing realization of high strength 
composites incorporating CNTs:  1) self-aggregation of CNTs; 2) poor alignment of 
nanotubes within the polymer matrix; 3) poor adhesion at the nanotube/polymer 
interface.
20, 22-26, 161, 219, 221-233
  When nanotubes are dispersed in a polymer matrix, they 
form aggregates. Aggregates of nanotubes do not act as reinforcement throughout the 
entire composite, resulting in weak sections.  Even when the nanotubes are aligned, 
studies have shown that they can slip within the polymer matrix because of poor adhesion 
between the nanotube and polymer matrix.  If the nanotubes are able to slide inside the 
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polymer, their ability to reinforce is severely impeded.  Before nanotube composites 
become commercially viable, these problems must be solved.    
3.3.2 AFM Probes 
The aspect ratio and diameter of carbon nanotubes make them ideal probes for 
atomic force microscopy.
234-236
  Their high aspect ratio allows them to image inside 
trenches and pores.
237
  Their diameters, as small as 1.2 nm, result in unparalleled lateral 
resolution,
238-242
 with some claiming atomic resolution.
64, 243
  Their high strength allows 
them to be used over many experiments without being damaged by wear.
244
  For 
comparison, conventional AFM probes have a radius of curvature from 2–10 nm, but 
become blunted with extended use.  CNT probes can also be used for chemical force 
microscopy on both chemical and biological surfaces.
34, 48, 67, 238, 245-249
  Using CNTs as 




The preferred method for manufacturing CNT modified AFM probes is performed 
by growing a nanotube on the end of an AFM.
254-257
  The method of synthesis is 
performed by CVD, with the catalyst deposited only at the apex of the probe tip.  The 
previously described benefits of CVD synthesis remain true for nanotubes grown on 
probe tips.  CVD synthesis has already been scaled to produce entire wafers of CNT 
modified AFM probes.
75
  Another method for manufacturing CNT modified AFM probes 
involves welding the nanotube to the AFM tip.  This method has the advantage that the 
user can design the location and angle of the nanotube on the AFM tip.
258, 259
   
3.3.3 Nanoelectromechanical Devices 
The high thermal and electrical conductivity of CNTs makes them suitable for 
incorporation in nanoscale electronics devices.
260, 261
  Recent activity has focused on their 
use as transistors.
262-267




  Fabrication of graphite electrodes with carbon nanotubes extending from 
the surface significantly improves the total surface area electrode and the total charge 
density that can be stored in the capacitor.  Nanotubes have also been shown to serve as 
memory storage,
269
 with one group claiming stability for billions of years.
270
  Other 
applications include nanotube actuators which could be used as artificial muscles.
271-275
  
With the extent and magnitude of research invested in carbon nanotubes, one can expect 
to see their use in future electronic devices.   
3.4 Physical Properties of Carbon Nanotubes 
Before any commercial application can be realized, the physical properties of 
carbon nanotubes must be well understood.  There has been a host of research 
investigating the electrical, mechanical, and tribological properties of carbon nanotubes.  
Included herein is a small sample of the research aimed at measuring the physical 
properties of carbon nanotubes with the goal of incorporating them into useful 
applications.   
3.4.1 Investigations of CNT Conductivity 
An exciting property of carbon nanotubes were their predicted high 
conductivity.
179
  Research has focused on measuring the conductivity when the nanotube 
is relaxed and bent.
228, 276-284
  Ebbesen et al. studied the conductivity of individual 
nanotubes by depositing tungsten on top of each CNT, and then measuring the resistance 
using the four-point probe technique.
285
  De Heer’s research has shown that CNTs are 
quantum conductors.
286-289
  The experiments were performed by dipping individual 
carbon nanotubes into mercury and applying a voltage.  Their results show that the 
conductance is not dependent on the length.  Tombler et al. have shown that the 
conductance does depend on the stress applied to the nanotube.
290
  By deforming a 
nanotube with an AFM tip, they were able to change the conductance of a CNT.  
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Collectively, these studies demonstrate the useful electrical properties of CNTs.  The 







on the geometry of the CNT.
276, 285, 291
  The reported current densities are at least an order 
of magnitude greater than copper.  With their small diameters, long lengths and high 
conductivity, CNTs are poised to become the wiring for future nanoscale electronic 
devices.   
3.4.2 Investigations of CNT Elastic Modulus 
Soon after their discovery, their were several attempts to predict the strength of 
CNTs by molecular modeling.
292-297
  The theoretical calculations unanimously predicted 
that nanotubes have the highest strength of any known material with an elastic modulus 
exceeding 1 TPa and a shear modulus greater than 50 GPa.   
The first experiments aimed at measuring the elastic modulus of CNTs were 
performed by vibrational analysis.  It was noted by Treacy et al. that nanotubes vibrated 
during imaging by TEM.
297, 298
  By adjusting the temperature of the chamber inside the 
TEM, the spring constant of each nanotube could be calculated by applying the 
equipartition theorem.  Euler beam theory was then used to estimate the elastic modulus 
for each CNT based on the length, inner and out diameters, and spring constant.  The 
elastic modulus for single-walled carbon nanotubes was calculated to be 1.3 (±0.5) TPa, 
and 1.8 (±1.4) TPa for MWNTs.  Poncharal et al. also used vibrational analysis to 
calculate the elastic modulus of CNTs.
299
  Rather than changing the temperature, they 
applied an electrostatic field to cause the CNTs to vibrate at their resonance frequencies.  
The elastic modulus was shown to vary depending on the diameter of the MWNT, with a 
range of 0.1-1.0 TPa.   
Mechanical displacement by applying a load to individual nanotubes has also 
been used to calculate the elastic modulus.  Salvetat et al. estimated the elastic modulus 




They accomplished this by laying CNTs on a porous membrane, and pushing on 
individual CNTs with an AFM probe, as illustrated in Figure 3.3.  The AFM probe was 
used to apply a load to the center of the CNT, causing it to deflect.  The force and amount 
of deflection was measured by AFM force spectroscopy.    
Ruoff and his research team have used a more elegant method to estimate the elastic 
modulus of both carbon nanotubes and nanocoils.
302-304
  They attached individual 
nanotube/coils between two AFM probes, as seen in Figure 3.4.  Using a 
micromanipulator, they moved AFM probes apart.  The cantilevers deflected based on the 
displacement during separation.  This applied a force that put the nanotube/coil into 
tension, which caused the nanotube to extend.  The product of the cantilevers’ 
displacements with their spring constants is the force applied to the system.  That force 
causes the extension of the nanotube/coil, which is directly related to the spring constant 
of the nanotube/coil.  Using the length, number of walls, and tube diameter, the elastic 
modulus of the individual nanotubes was calculated to be in the range of 11-63 GPa for 
MWNTs, and shear modulus of 2.3 (± 0.6) GPa for the carbon nanocoils.  Their results 
for MWNTs are significantly lower than other published values.  They attribute this to 
the nanotubes being covered with amorphous carbon left over from the method of 
synthesis, arc-discharge.  It is also possible their method of attaching the nanotubes to the 
AFM tips, electron beam induced deposition, weakened the CNTs by creating defects at 
or near the point of attachment to the cantilever.  This may also explain why their yield 
strength, 5.3%, is much lower than 16% measured previously.
293, 305
  Although this 
method is elegant in the direct measurement of the elastic modulus under tension, it 
requires highly specialized instrumentation that operates inside the vacuum chamber of 
an SEM.    
Recently, the behavior of carbon nanocoils has been shown to correlate with their 
structure.
306
  Using multi-parameter force spectroscopy, Barber was able to differentiate 





Figure 3.3.  Image and schematic of an experiment to measure the deflection of a carbon 
nanotube and calculate the elastic modulus.  (a) AFM image of a single-walled carbon 
nanotube bundle laying across pores of an alumina membrane.  (b)  Illustration of Euler 
beam theory applied to calculate the elastic modulus of the nanotube from the deflection 
of the nanotube, δ, at any point along the length of the nanotube, L.  (Reprinted figure 
with permission from 
300










Figure 3.4.  Image and schematic of the experimental method to measure the elastic 
modulus of carbon nanotubes in tension.  (A) SEM image of two AFM probes with a 
CNT attached between them.  (B) Magnified SEM image of the area highlighted in (A).  
The CNT can be seen spanning the gap between the two AFM probes.  (C) Illustration of 
the measurable displacement, d, of the less stiff cantilever and the displacement of the 
nanotube, δL.  (From 303, www.sciencemag.org.  Reprinted with permission from AAAS.) 
C 
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angle of the nanocoil with the substrate, he was able to distinguish between buckling and 
slip-stick events.  Finally, he estimated the elastic and shear moduli of the carbon 
nanocoils by applying macro-scale spring models.   
All of the above experimental methods rely on applying a force to displace the 
CNT, measuring the induced deflection, and then applying Euler beam theory to solve for 
the elastic modulus.  Through both experiment and theory, the elastic modulus of CNTs 
has been shown to depend on the number of walls and diameter.
180-182, 226, 302, 303, 307-314
  
Both theory and experiment regularly reach the comparable values for the elastic 
modulus of nanotubes with similar dimensions.
181, 182
  The experimental evidence has 
shown that CNTs have the largest elastic modulus of any known material.      
3.4.3 Investigations of CNT Adhesion 
A direct application of the high strength of carbon nanotubes is to use them as 
reinforcement in composite materials.  To produce composites, the interface between 
CNTs and the surrounding matrix must be well understood.  The fundamental question of 
adhesion is what work must be done to separate two materials.   Traditionally, this has 
been performed by measuring the force required to pull two materials apart.  Poggi et al. 
set out to answer this question directly using chemical force spectroscopy.
113, 315
  A 
chemically modified AFM probe was repeatedly brought into contact with nanotube 
paper.  Their results show that the contact area is directly related for the force of 
adhesion, as predicted by JKR theory.
146
  Friddle et al. later repeated the same 
experiments as Poggi et al., but with fewer chemical functionalities and used ab initio 
calculations to interpret the forces.
114
  Their conclusions show the same trend of the 
strength of adhesion for the terminal functional group as Poggi et al.:  -NH2 > -COOH > -
C=C > -OH > -CF3 ≈ -SH > -CH3.  Both of these experiments attempt to determine the 
rupture force between a single molecule and a nanotube.  Neither succeeds directly, but 
both are able to estimate the force of adhesion by assuming the number of molecules per 
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unit area.  Both research teams leave the calculations at rupture force, and do not relate 
the force to work or energy.   
A different approach to measuring adhesion is through friction.  The theory 
behind these measurements is that a nanotube inside a polymer matrix cannot rupture, but 
it is possible for it to slide within the matrix.  A better understanding of the tribology of 
the nanotube/polymer interface could help produce composites that reduce nanotube 
slippage.
316
  Falvo et al. were the first to investigate the frictional force of nanotubes on 
surfaces.
305
  They used an AFM probe to translate and bend CNTs on a mica surface, but 
no direct measurements of friction were made.  Ishikawa’s research group has measured 
the frictional force of carbon nanotubes.
67, 317
  They have performed their experiments 
both with the nanotube on the surface and by dragging a nanotube attached to an AFM 
probe across a surface.  Very few experiments have directly measured the friction of a 
nanotube in contact with a chemically modified surface.  Instead the primary focus has 
been using CNT probes in frictional force microscopy, where changes in friction can be 
used to distinguish different chemical interactions occurring between the probe tip and 
the surface.
34, 236, 238, 245, 247, 249, 250, 318
  Bhushan et al. have measured the force of friction 
between an CNT modified AFM probe and individual CNTs.
137, 144
  They performed their 
experiment by sliding a CNT modified AFM probe along a CNT suspended across a 
trench.  A schematic of their experimental setup is shown in Figure 3.5.  Using dynamic 
force spectroscopy to determine the tribological properties of the two CNTs, they 
estimated the following forces acting on the nanotubes:  intershell adhesion of 6.0 nN, 
static force of friction of 1.3 nN, static coefficient of friction of 0.2, and kinetic 
coefficient of friction of 0.003.  Even with the abundant use of CNTs as AFM probes, 
there remains no direct measurement of the frictional force or coefficient of friction on 
chemically modified surfaces.    
As a direct experiment to measure the strength of CNTs in a polymer matrix, 









Figure 3.5.  Schematic of the experimental setup used to measure friction between 
individual nanotubes.  The AFM probe is cycled in the z direction while it applies a force, 
N, to the CNT bridge.  The frictional force, F, is measured by the vertical deflection of 
the AFM probe.  (Reprinted figure with permission from 
137
. Copyright 2008 by the 
American Physical Society.) 
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By acquiring force curves while pulling on the nanotube, they calculated the shear 
strength of the nanotube/polymer interface.  Their results showed no correlation between 
the shear strength and the length of the nanotube embedded in the polymer matrix.  Other 
studies have focused on the failure of the composite material and the bulk properties.
225, 
226, 230
 Theses experimental methods are useful for testing and predicting failure of 
nanotube composites, but have not shown any results that can be used to predict which 
chemistries adhere to CNTs.   
Recently, peeling theory of adhesion has been applied to carbon nanotubes.  A 
theoretical approach to solving peeling for carbon nanotubes was first introduced by 
Sasaki et al.
162, 163
  They generated simulated force curves for peeling CNTs off graphite.  
They followed up their theoretical calculations with experiment and were able to 
visualize peeling a CNT off of graphite inside an SEM using a custom built detector.
165
  
SEM images captured during their experiments are shown in Figure 3.6.  They used their 
theory to calculate the energy of adhesion to be 78 keV.  Considering van der Waals 
binding energy to be 10 kcal/mol, this would represent breaking approximately 1.8 x 10
5
 
intermolecular bonds.  Strus et al. performed the similar experiments on both graphite 
and polymer surfaces.
71, 166
  They calculated an interfacial energy of 15 eV between the 
nanotube and a graphite surface, which could be approximately 35 intermolecular bonds.  
Strus and coworkers claim that the large discrepancy between the two results exists 
because each research group used a different model to interpret their results.  It is more 
likely that the number of interactions is different.  A solution to this disagreement is 
needed. The fundamental question of adhesion between carbon nanotubes and chemically 





Figure 3.6.  SEM images of a carbon nanotube as it is peeled off a graphite surface.  (A) 
The probe is above the surface. (B) The CNT makes contact with the surface. (C) The 
silicon tip of the AFM probe makes contact. (D-F) The AFM probe is retracted from the 
surface, and the CNT slowly peels off from the graphite.  (G) The nanotube is released 
from the surface.  (Reprinted with permission from 
165
. Copyright 2008, American 
Institute of Physics.) 
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CHAPTER 4 
MULTI-PARAMETER FORCE SPECTROSCOPY 
 
4.1 Overview of Multi-Parameter Force Spectroscopy 
A commercial AFM in force spectroscopic mode is capable of providing data 
from the cantilever deflection and the amplitude of oscillation at the cantilever’s 
resonance frequency.  Multi-parameter force spectroscopy (MPFS) monitors several 
additional parameters:  horizontal movement, thermal resonance frequency, and scanner 
movement.  The AFM base was previously modified to gain access to these raw voltage 
signals that are not normally recorded on commercial AFMs.
28, 306
  A block diagram of 
this setup is provided in Figure 4.1.  The extra parameters provide the advantage of being 
able to monitor and/or pre-process signals from the AFM base that are not normally 
recorded on commercial AFMs.  The extra data is crucial to being able to accurately 
interpret the mechanical response of the various systems in this study. 
4.2 Parameters Acquired during MPFS 
4.2.1 Conventional Parameters 
The conventional data of cantilever deflection and oscillation amplitude are 
obtained in force spectroscopic mode using the commercial software.  Recalling from 
Chapter 2, the vertical deflection of the cantilever is measured in volts from a position 
sensitive detector.  Cantilever bending results from either attractive or repulsive forces 
from interaction of the probe tip with the surface.  The oscillation amplitude data 
represents the RMS amplitude of cantilever vibration at its resonance frequency.  
External energy must be applied to the cantilever for this amplitude to be measureable.  
































Figure 4.1.  Schematic of the experimental setup for MPFS.  The commercial components 
of the setup include the AFM base, the signal access module, the controller, and a 
computer.  The commercially provided software is used to control and acquire 
conventional force spectroscopic data.  The additional components, the I/O interface, the 
data acquisition card (DAQ), and a computer with custom software are used to acquire 





damped.  Contact between two hard surfaces results in complete damping at the 
resonance frequency; contact with a compliant surface results in a partial decrease.    
 The cantilever deflection response can be convoluted with the mechanical 
response of the surface.
27, 68, 113, 145, 252, 293, 307, 315, 316, 320-330
  Oscillation amplitude 
represents only the change in amplitude at the resonance frequency of the cantilever.  The 
cause of the change can only be described as attractive or repulsive interactions with the 
surface.
145, 331-333
  A more complete method needs to incorporate additional data that can 
help provide a better interpretative framework.   
4.2.2 Horizontal Movement 
Typically, only the vertical deflection is recorded during force spectroscopy 
experiments as it provides the most sensitivity to forces exerted between the tip and the 
substrate.  This is appropriate when a cantilever with a perfectly centered, hard tip 
contacting a hard, flat, planar surface.  In this ideal case, the cantilever would not 
undergo any torsional movement.  However, most systems investigated by force 
spectroscopy are far from ideal.  Recording the horizontal deflection data provides 
additional information about the movement of the cantilever.   
The horizontal deflection signal is acquired by the data acquisition card.  Custom 
software records the data as voltage versus time, similar to a conventional oscilloscope 
output.  Any horizontal deflection of the cantilever is recorded as a shift in voltage, 
similar to the way a change in vertical displacement of the cantilever results in a change 
in the voltage signal from the position sensitive detector.  Incorporating the horizontal 
deflection data to MPFS gives additional credence to any interpretation.  The cantilever 





4.2.3 Thermal Resonance 
The thermal resonance provides the most information concerning changes in the 
mechanical system.  As the cantilever interacts with the surface, several changes to the 
resonance frequency can occur.   The amplitude can be damped,
88, 127, 133
 but the system 
can also change resonance frequency.  Being able to monitor these changes is an essential 
step toward correctly interpreting results from a complex mechanical system.   
In addition to the unprocessed vertical deflection acquired through the NanoScope 
software, a raw vertical deflection signal of the undriven cantilever is also acquired from 
the base of the AFM.  The time variant voltage signal for the vertical deflection 
undergoes a discrete Fourier transform (DFT).   A Blackmann-Harris window is applied 
to the voltage signal prior to DFT to prevent spectral leakage.  Spectral leakage occurs if 
a frequency is not evenly divisible by the time domain.  A Blackmann-Harris window is 
used because it has a high dynamic range.  After the DFT, the amplitude-frequency 
results are ensemble averaged to improve the signal to noise ratio.   The ensemble 
averaged data is displayed as a power spectral density plot (PSD).  Each PSD is time 
stamped as it is acquired.  The PDSs are then displayed in waterfall (WF) format 
correlated with time.  Figure 4.2 demonstrates the pre-processing method for the data 
from thermal resonance.  The waterfall plot is used to monitor changes in resonance 
frequency and amplitude over time.   
4.2.4 Scanner Movement 
Because the horizontal deflection and the thermal resonance are acquired 
separately from the NanoScope software, a signal that represents the scanner movement 
is acquired from a signal access module.  The actual voltage applied to the z-piezo can 
range from ±220 V, which is typically far above the voltage range of most signal 




































































Figure 4.2.  Process for acquisition and conversion of thermal resonance frequency data.  
The time variant vertical deflection signal is sampled and undergoes a DFT into the 
frequency domain.  Amplitude-frequency data are ensemble averaged and time encoded.  
The power spectral density plots are then displayed with respect to time in a three 
dimensional waterfall format.  Amplitude, the z-axis, is color encoded to help distinguish 
features.  In this particular case, resonance peaks can be seen to alter in time.  Changes in 
resonance frequency can be correlated with scanner motion.   
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V, which is compatible with signal analyzers.  The scanner movement is correlated in 
time so the horizontal movement and the thermal resonance can be directly related 
scanner displacement.  Comparison among vertical deflection, oscillation amplitude, 
horizontal deflection and thermal resonance can be accomplished because the scanner 
movement is recorded for both data sets.    
4.3 Modeling Cantilever Motion 
Appropriate models must be used to interpret the data.  A cantilever is often 
modeled as a spring with a mass.  As the cantilever interacts with the surface, different 
models of springs can be applied to interpret the results.   
4.3.1 Modeling Cantilever Deflection 
Deflection at the end of the cantilever, z, is directly related to the force applied at 
the end of the cantilever, F, given by Hooke’s law:   
kzF −=  Equation 4.1 
where k is the spring constant of the cantilever.  Figure 4.3 compares cantilever deflection 
to a spring.  An AFM cantilever is shown as it is compressed by an extending surface.  
The extension of the surface causes the end of the cantilever to deflect upwards the same 
distance the scanner is extended.  The reverse is true for retraction as long as the 
cantilever remains in contact with the surface.  The change in deflection of the cantilever 
is measured by reflecting a laser beam off the end of the cantilever and onto a position 
sensitive detector.   
The single spring model is an accurate description when AFM cantilever makes 
contact with a hard surface.  The only response to the applied force is the deflection of 
the cantilever.  If, however, another compliant object is between the cantilever and the 
surface, then that compliant object can compress.  Figure 4.4 demonstrates the effect of 












Figure 4.3.  Diagram demonstrating the equivalence of cantilever deflection to deflection 
of a spring.  The movement of the surface, zsurf, displaces the cantilever, zcant.  An 
equivalent description is that movement of a surface displaces a spring.  For an AFM 
cantilever, the deflection at the end of the cantilever is measured by reflecting a laser 
beam off the end of the cantilever and onto a position sensitive detector.  The deflection 
at the end of the cantilever can be described as the deflection of the mass attached to the 











Figure 4.4.  Diagram demonstrating the equivalence of cantilever deflection to deflection 
of springs in series when a compliant object is placed between the cantilever and the 
surface. A displacement of the surface, zsurf, causes the cantilever and the compliant 
object to displace.  The displacement of the cantilever, zcant, is not equal to the 
displacement of the object, zobj.  For an AFM cantilever, the deflection at the end of the 
cantilever is measured by reflecting a laser beam off the end of the cantilever and onto a 
position sensitive detector.  The deflection at the end of the cantilever can be described as 
the deflection of node connecting the two springs.   
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a force being applied to both springs.  The applied force causes the object to compress 
and the cantilever to deflect; only the deflection of the cantilever, zcant, is measurable. The 
addition of the compliant object requires another spring to be added to the model.  The 
amount of compression for the object is related its spring constant.  The total 
displacement of the surface is equal to the sum of the displacement of the compliant 
object and the cantilever.  The spring constant of the system is given by 
objcantsys kkk
111
+= . Equation 4.2 
The system is modeled as springs in series because the force distributed between each of 
the springs is the same, and the displacement of each spring is determined by its spring 
constant.    
Often, only the spring constant of the cantilever is known.  The spring constant of 
the object must be calculated.  This can be accomplished by first calculating the spring 
constant of the system.  On a hard surface, the slope of the deflection distance-curve is 
directly related to the spring constant of the cantilever.  On a compliant surface, the slope 
is directly related to the spring constant of the system.
310, 325, 334-336
  The ratio of the two 






k = , Equation 4.3 
where shard and ssys are the slopes of the deflection-distance curve on a hard and compliant 
surface, respectively.  This relationship holds true for the linear region of the slope.  









= . Equation 4.4 
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Using the model of springs in series, the spring constant of the system and the compliant 
object can be calculated from the response of the deflection distance curve and the spring 
constant of the cantilever.   
4.3.2 Modeling Cantilever Resonance in Free Space 
The oscillation of the first mode of vibration of a cantilever in free space is 
described as a spring with a mass.  The mass at the end of the spring undergoes periodic 
vibration, which is that of a simple harmonic oscillator (SHO).   The vibration at the end 
of the cantilever is equivalent to the oscillation of the mass at the end of the spring.  Any 
modification of the AFM probe can be ignored in this description as long as it does not 
add significant mass.  For higher modes of vibration, it is more appropriate to model the 
cantilever motion using beam theory.
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  Figure 4.5 displays the first three modes of 
vibration for a beam in free space.  The model applied to the cantilever vibrating in free 
space uses boundary conditions of a clamped-free beam.  In the case of an AFM 
cantilever, the clamped end is attached to the chip, and the free end is vibrating in space.  
The higher modes of the cantilever have reduced amplitudes and higher frequencies of 
vibration. Nonetheless, they can still be acquired using MPFS.  It should be noted that the 
model of SHO can be used to describe each mode of vibration individually.   
Cantilever vibration arises from thermal energy.  This relationship is defined by 
the equipartition theorem: 
2
AkTkB = ; Equation 4.5 
where kB is Boltzmann’s constant, T is temperature, k is the spring constant of the 
spring/cantilever, and <A
2
> is the mean-square amplitude of the oscillation.  Equation 
4.5 models an ideal oscillator.   Butt and Jaschke point out that when an optical lever 
detection system is used for an AFM cantilever, the mean-square amplitude that is 
measured is not the absolute mean-square amplitude.
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Figure 4.5.  Shape of the first three vibrational modes of a cantilever as predicted by 
beam theory.  The left figure describes the motion of a cantilever in free space.  The right 
figure describes the motion of a cantilever adhered to a surface.  The shape, frequency 
and amplitude of the cantilever vibration change when it makes contact with the surface. 
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vibration is affected by the inclination of the cantilever.  They offer a correction to 




AkTkB = . Equation 4.6 
The corrected form of the equipartition theorem is a better description of what is 
measured in the thermal spectrum using the optical lever detection method.   
The frequency of oscillation of the cantilever is described by the time variant 






0 = , Equation 4.7 
where f0 is the resonance frequency, k is the spring constant, and meff is the effective mass 
of the cantilever.  Both the resonance frequency and the amplitude of the simple 
harmonic motion rely on the spring constant of the cantilever.   
 Hutter and Bechhoefer developed a method of calculating the spring constant of a 
cantilever based on the assumptions of the equipartition theorem for a SHO.
120
  The 
amplitude at any frequency, A(f), of a SHO, can be fit to a Lorentzian function: 



















fffAfA DC , Equation 4.8 
where ADC is the base amplitude, and γ is the amplitude scaling factor.  It should be noted 
that γ is not the beam quality factor, Q, as has been previously reported.28, 306, 341  For a 
Lorentzian function, γ relates the maximum amplitude of the resonance peak to the base 
amplitude.  The beam quality factor is defined as the full width at half height at the 
resonance frequency and represents the rate of energy dissipation for a SHO.  Because of 
the geometry of a SHO resonance peak, there is a direct relationship between γ and Q:  γ  
is greater than Q by a factor of the square root of three.  The previously reported values 
of Q are actually γ.  The authors, therefore, overestimated Q by the square root of three.  
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Equation 4.8 can be fit to the thermal resonance data recorded by MPFS.  The results of 
the fit are integrated numerically to provide the mean-square amplitude.  The mean-
square amplitude can be used in Equation 4.6 to calculate the spring constant of the 
cantilever.   
Rarely, however, does Equation 4.8 adequately model the system measured in 
MPFS.  Often, white noise and the 1/f noise from the position sensitive detector are also 
incorporated in the data.  The noise terms are added into Equation 4.8 to generate 

























CfA DCC , Equation 4.9 
where C0 is the white noise amplitude, C1 is the amplitude effect for the 1/f noise, and C2 
is the damping constant for the 1/f noise.  With the addition of the noise parameters from 
the position sensitive detector, a better fit to the data is possible.   
A previous investigator fit Equation 4.9 to the data directly only over a reduced 
bandwidth, with all six variables (C0, C1, C2, ADC, f0, and γ) fit simultaneously.
306
  The 
noise variables are, by definition, independent of the SHO.  Fitting Equation 4.9 to the 
thermal spectrum sequentially is a more accurate method.  The white noise, C0, can be fit 
by finding the average amplitude of a narrow bandwidth far from the influence of the 1/f 
noise, any SHO contributions, and any systematic noise.  With the white noise set at a 
fixed value, the first two terms of Equation 4.9 are then fit to a bandwidth that is 
dominated by the 1/f noise.  Once the noise parameters are fixed, Equation 4.9 can be fit 
to a reduced bandwidth centered at the resonance peak.   
Both the method previously reported, i.e. simultaneous, and the method described 
herein, i.e. sequential, are used to fit Equation 4.9 to a thermal spectrum using least-
squares regression.  A comparison of the fit for each method is shown in Figure 4.6.  





Figure 4.6.  Comparison of the fits of simultaneous and sequential methods to the same PSD data.  In each plot, the red points are the 
data from the thermal spectrum, and the blue line is the fit.  A and B are the reduced and full spectrum, respectively, with the data fit 
to Equation 4.9 simultaneously.  C and D are the reduced and full spectrum, with the data fit to Equation 4.9 sequentially. Both 
methods are fit over a reduced range:  84-103 kHz.  As a note, the additional peak at ~150 kHz is from a higher mode of vibration that 





Table 4.1.  Comparison of the results from fitting the simultaneous and sequential methods to several cantilevers.  The cantilevers 
included in this comparison have a wide range of spring constants.  The fitting parameters follow a similar trend for both methods, 




, on soft cantilevers.  
The simultaneous method fails to return reasonable values for stiff cantilevers.  For comparison with the sequential method, ADC, f0, 
and γ parameters from the simultaneous method were integrated numerically using the SHO term only, generating k†.  Excluding the 




.  It should be noted that both f0 and k do not fall within the range 
provided by the manufacturer for several of the cantilevers.  The manufacturer uses a different method to calculate the spring 
constant.
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CSC12-E 7.9 0 0 1450 64 12.0 .13 0.21 9.4 14.1 1 1360 65 12.0 0.20 7-14 
0.01-
0.08 
CSC12-F 4.3 0 0 1054 86 16.3 0.17 0.22 5.9 12.3 1 994 84 16.3 0.23 14-28 0.02-0.2 
NSC12-E 5.5 0 0 664 93 21.8 0.22 0.39 6.7 9.1 1 616 93 21.8 0.36 17-24 0.1-0.4 
CSC12-D 2.8 0 0 612 109 22.4 .29 0.38 4.9 8.3 1 581 102 22.4 0.40 9.5-19 0.01-0.1 
CSC12-A 1.3 0 0 243 197 65.9 0.39 0.45 2.5 5.5 1 218 207 65.9 0.48 65-150 0.25-2.5 
NSC12-F 3.2 0 0 412 117 29.3 0.41 0.59 4.3 10.3 1 368 124 29.3 0.60 33-49 0.35-1.2 
CSC12-C 1.3 0 0 241 167 48.1 .63 0.74 2.4 4.2 1 216 173 48.1 0.79 50-105 0.15-1.5 
NSC12-D 5.6 0 0 189 170 43.1 0.49 1.3 6.5 7.5 1 165 179 43.1 1.1 23-34 0.2-0.7 
CSC12-B 0.55 0 0 81 254 93.4 1.9 2.2 0.98 2.4 1 73 266 93.4 2.3 95-230 0.45-5.0 
NSC12-C 2.4 0 0 21 469 141.5 1.9 12 2.5 4.1 1 19 462 141.5 8.8 120-190 3.5-8.5 
NSC12-A 1.6 0 0 11 729 195.1 3.7 20 1.7 3.7 1 11 707 195.1 15 165-240 3.5-12.5 
NSC12-B 2.1 0 0 4 1064 278.6 2.0 73 2.1 2.3 1 4 1023 278.6 33 240-405 6.5-27.5 
 
*
Numerical integration of A(f) includes SHO and noise terms from the simultaneous method.  
†
Numerical integration of A(f) includes SHO term only using 
parameters from the simultaneous method.  
§
Numerical integration of A(f) includes SHO term only using parameters from the sequential method.
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data better in the reduced range than the sequential method (Figure 4.6C).  However, the 
comparison of the fit to the full thermal spectrum shows the importance of using the 
correct fitting routine.  The simultaneous method does not fit the full thermal spectrum.  
The sequential method provides a much better fit over the entire range of the thermal 
spectrum.  The discrepancy lies in that the simultaneous method can arbitrarily adjust the 
noise components and the SHO components in the reduced range to create a better fit.  
The sequential method takes the noise from the full range, and then uses the noise 
components while fitting to a SHO in the reduced range.  As can be clearly seen from the 
results, noise components should be fixed before fitting the reduced data range.    
Both methods are applied to cantilevers with a large range of spring constants.  A 
term-by-term comparison of the two fitting methods is displayed in Table 4.1.  The 
simultaneous method fails to fit any 1/f contribution for all of the cantilevers, i.e. it sets 
those parameters equal to zero.  This is discouraging since several of the less stiff 
cantilevers have resonance peaks in the 1/f region.  The simultaneous method consistently 
returns spring constants that are lower than those fit by the sequential method.   
Interestingly, the simultaneous method includes the noise components in the 
numerical integration,
306
 even though the mean-square amplitude should only include the 
contributions from the SHO.
120
  Including the noise terms in the numerical integration 
results in a larger mean-square amplitude, which yields a lower calculated spring 
constant.  The calculated values from the simultaneous method for the stiff cantilevers, 
NSC12-A, B, and C, are grossly below the range provided by the manufacturer.  The 
sequential method performs the numerical integration only on the SHO term of Equation 
4.9, as dictated by the equipartition theorem.   
For comparison, only the SHO terms from the simultaneous method were 
integrated numerically. These calculated spring constants match those from the sequential 
method, except for the stiffer cantilevers.  In this case, the spring constants are 
significantly larger than those calculated using the sequential method.  The simultaneous 
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method fails to calculate reasonable values for the spring constant of stiff cantilevers.  By 
fitting all six variables simultaneously, multiple optima exist.  The simultaneous method 
can calculate values that are a better fit mathematically, but an incorrect fit according to 
the model.   
The critical issue in choosing a fitting routine is that the model is accurate.  
Integrating noise components is not a correct application of the equipartition theorem.  In 
contrast, the sequential fitting routine, Appendix A.3, is self-consistent within the bounds 
of the equipartition theorem.  By fitting the each term of Equation 4.9 sequentially, the 
problem of multiple optima is drastically reduced.  The sequential method is the better 
method for fitting the equipartition theorem to the thermal resonance data. 
4.3.3 Modeling Thermal Resonance in Contact  
Beam theory is used to describe the motion of the cantilever when it contacts a 
hard surface.
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  The boundary conditions of the model used to describe the cantilever 
change when the cantilever makes contact with the surface.  It is no longer appropriate to 
describe the cantilever as clamped-free.  The clamped-pinned boundary condition is a 
more accurate description.  Figure 4.5 displays the motion of a beam pinned to a surface.  
The shape, frequency, and amplitude of cantilever vibration change when it makes 
contact with the surface.   Note that for an optical lever detection method, a small 
amplitude for the first mode of vibration can be observed because the laser spot covers an 
area at the end of the cantilever.  This makes it possible to detect the oscillation of the 
cantilever.  The measured amplitude is small because of the location of the laser spot in 
relation to the maximum displacement of cantilever motion.  A larger amplitude would be 
measured if the laser spot were centered on the cantilever.  When the laser spot is at the 
end of the cantilever, the measured amplitude is near or below the noise floor, especially 
for stiff cantilevers.   
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If a compliant object is placed between the cantilever and the surface, the end of 
the cantilever is free to vibrate.  This system can be described with springs in parallel.  
The arrangement of the cantilever/object system and the spring model is shown in Figure 
4.7.  As with the previous descriptions, the vibration at the end of the cantilever is 
measured from the laser light reflecting off the cantilever and onto a position sensitive 
detector.  This is equivalent to the oscillation of the effective mass in the spring model.  
Springs in parallel can be drawn two ways.  The left diagram looks similar to that of the 
cantilever system.  The diagram on the right is the same system, but drawn in a way to 
illustrate the parallel nature of the springs.  The movement of the end of the cantilever is 
modeled by the movement that of the mass between the two springs.  For springs in 
parallel, the relationship of the spring constant of the system is given by: 
objcantsys kkk += . Equation 4.10 
The vibration of the two spring system does not necessarily occur at the resonance 
frequency of the cantilever.  The resonance frequency is dependent on the spring constant 
of the system.  The resonance frequency of the system can be calculated by inserting 










0 . Equation 4.11 
The model describes the motion of the mass between the two springs, which is 
equivalent to the vibration at the end of the cantilever.  For springs in parallel, the amount 
of force compressing the two springs does not affect the resonance of the system.   
 For all four different scenarios, the only observable is the movement of the 
cantilever.  Cantilever motion can be described by four different spring models.  In the 
case of cantilever deflection, this is modeled as the deflection of a spring.  The deflection 
of the cantilever can be convoluted by the compression of a compliant object.  By adding 










Figure 4.7.  Diagram demonstrating the equivalence of cantilever resonance to resonance 
of springs in parallel when a compliant object is placed between the cantilever and the 
surface. The frequency of the system, zsys, is only dependent on the two spring constants, 
as Equation 4.11 suggests.  As a reminder, the deflection at the end of the cantilever is 
measured by reflecting a laser beam off the end of the cantilever and onto a position 
sensitive detector.  The resonance measured at the end of the cantilever can be described 
as the resonance of the mass between the two springs.   
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easily be deconvoluted.  For cantilever resonance in free space, the cantilever vibration is 
modeled as the simple harmonic motion of a mass hanging from a spring.  For cantilever 
resonance in contact with a compliant object, a model of springs in parallel describes the 
motion of a mass between two springs.  Each of the different scenarios is encountered in 
MPFS, and the application of the correct model is essential for accurate interpretation.   
4.4 Improving Multi-Parameter Force Spectroscopy 
Because the thermal resonance acquired during MPFS originates from small 
changes in voltage, electronic noise both from within the MPFS setup and from external 
sources often acts as interference peaks.  To improve the quality of the thermal resonance 
data, the source of the noise needs to be isolated and then corrected.   
4.4.1 Random Noise 
As expected with any small, transient voltage signal, the random noise inherent to 
the electronics results in a poor signal-to-noise ratio after a single DFT.  The signal-to-
noise ratio can be improved by ensemble averaging individual PSDs.  The effect of 
averaging can be seen in Figure 4.8.  Increasing the number of PSDs averaged together 
improves the signal-to-noise ratio.  For example, the noise peak at 300 kHz can only be 
distinguished above the noise after 64 averages.  The drawback to using a large number 
of averages is time.  During a MPFS experiment, the z scanner is moving.  By having a 
large number of averages making up a single PSD, the scanner displacement per PSD 
increases.  Any sudden changes in the resonance frequency or amplitude of the system 
could be averaged out.  If the number of averages is left too low, changes in the 
resonance frequency or amplitude could be obscured by the random noise.  A balance 
between the signal-to-noise ratio and the ability to discriminate changes in time must be 





































































































Figure 4.8.  Comparison of the effect of averaging on the random noise for a power 
spectral density plot.  The signal-to-noise ratio improves with increasing number of 
averages in each PSD.  A noise peak at 300 kHz can only be differentiated after 64 
averages.  Averaging, however, does not alleviate systematic noise.  Peaks at 55, 63, 300, 
and 370 kHz are all peaks from systematic noise, denoted with *.  The peaks at 20, 70, 
110, 160, and 345 kHz result from oscillatory motion of the cantilever, indicated with 
arrows.   
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4.4.2 External Systematic Noise 
Averaging improves the signal to noise ratio for random noise.  Another source of 
noise is systematic.  A large source of the systematic noise in MPFS comes from displays 
that use a cathode ray tube (CRT) to produce the image.  CRT monitors produce 
electromagnetic fields that are coupled to the signal carrying wires.  When any CRT 
monitor is on, several sharp noise peaks appear in the PSD.  Previously protocol dictated 
that the monitors were to be turned off before MPFS data is acquired.  This left the user 
unable to observe and control the AFM because the monitors are off.  Several solutions 
exist for this problem.  Faraday cages are placed around essential monitors to help 
alleviate the noise from the CRT. Some monitors can be relocated away from any signal 
carrying wires.  All other monitors are turned off during data acquisition.  This 
significantly reduces the noise peaks recorded in the PSD. 
4.4.3 Internal Systematic Noise 
Even after reducing random noise and removing external noise, a strong noise 
peak at 63 kHz remains, as seen Figure 4.8.  This peak’s location and intensity often 
interferes with MPFS data.  Several cantilevers used herein have resonance frequencies in 
the 50-80 kHz range.  This peak and the other smaller noise peaks, denoted with (*) in 
Figure 4.8, exist at a fixed amplitude and frequency for all cantilevers and even when no 
cantilever is present.  This suggests that the noise is internal to electronics of the MPFS 
system.  A thorough investigation of the MPFS instrumentation was needed to locate the 
source of the noise. 
Each component of the MPFS experimental setup was removed in sequence to 
isolate the source of the electronic noise peaks.  The noise peaks exist even when no 
power is provided to the AFM base.  Without power to the AFM, there is no signal 
generated for MPFS to acquire.  This suggests that the noise is not generated by the 
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MPFS electronics.   It is possible the noise is from an RF source that is coupled in the 
signal wires.  Most of the signal wires are shielded to prevent coupling of RF noise.  
Shielding was added to all signal wires, but the noise peaks remained.  The only 
remaining reasonable explanation for persistent noise peaks is a ground loop.    
A ground loop exists when there is a potential difference between two grounds.  
This potential difference causes a current to run through the ground connections.  Since 
ground is often used as the reference voltage for signal analysis, any current in the ground 
will create noise in the signal.  Figure 4.9 is a block diagram of the MPFS setup 
highlighting the connections to ground.  The only connections to ground occur through 
the safety grounds of the power cords.  The connection to ground is transmitted through 
the signal wires.  Every component counterclockwise from the red dashed line in Figure 
4.9 was removed from the experimental setup to verify the existence of the ground loop.  
The instrumentation to the left of the red dashed line must be powered and grounded to 
record any frequency data.  Each component was added in sequentially and connected to 
ground.  The connection to ground was made from the shielding for wires and from the 
case for all other components.  Any time a ground connection was made, the noise 
returned.  For verification, the safety ground to all the components of the setup was 
removed while the system was powered, and the noise peaks disappeared.  Unfortunately, 
removing the connection safety ground is not an acceptable solution.  Safety grounds are 
needed to prevent the voltages from building up on the instrumentation.  If voltage is 
allowed to build up, the discharge of that voltage could damage the instrumentation 
and/or the user.   
Any connection to ground (e.g. grounding through power cords, manually 
grounding the case, or connecting the cable ground line to building ground) resulted in 
the same noise peaks with the same amplitude.  Since the amplitude of the noise was 
fixed, a preamplifier was added in-line between the vertical deflection signal and the 




























Figure 4.9.  Schematic of the MPFS experimental setup highlighting the connections to 
ground.  The ground connection circled in green is made through the power cords for the 
monitor and Signal Analysis CPU.  The ground connection circled in blue is made by 
through the power cord for the monitor, NanoScope CPU and NanoScope controller.  
Both of these connections to ground are safety grounds and are required during MPFS 
experiments.  The ground loop is carried circles around the instrumentation through the 
shielded wires and case grounds.   Removing all connections to ground counterclockwise 
of the red dashed line removed the noise peaks.   
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The effect of the preamp gain on to the noise signal is shown in Figure 4.10.  The 
first thing to note is the increase in the number of noise peaks from the raw (red) to the 
preamp with a gain of one (blue).  The addition of preamplifier altered the noise 
frequencies and amplitudes.  These extra noise peaks were verified to be ground loop 
noise using the same procedure discussed above.  Even though the ground loop noise 
changed, the peak at 63 kHz remains, and there are several additional large noise peaks 
above 100 kHz.  The gain on the preamp was increased to amplify the signal above the 
noise peaks.  As Figure 4.10 shows, increasing the gain on the preamp causes the noise 
floor to raise above the noise peaks.  The noise still exists, but it is below the amplified 
noise floor.   
Amplification does not alter the shape or location of the resonance peaks, as seen 
in Figure 4.10.  It does increase the measured base amplitude and amplitude of the noise 
floor.  Recalling from the SHO model, Equations 4.6 and 4.9, changing the measured 
amplitude significantly affects the calculated spring constant.  Each term in Equation 4.9 
contains an amplitude coefficient.  Since the gain is amplifying all signals, its effect on 
each amplitude coefficient can be factored out of Equation 4.9.  The next step in the 
fitting routine is the numerical integration of Equation 4.9.  The square of the gain can be 
factored out of this step.  To correct for the amplification of the preamp, the mean-square 
amplitude of the measured PSD is divided by the square of the gain.  This can be done by 







TkB = . Equation 4.12 
where G is the gain setting from the preamp.  By adding this correction factor, the spring 
constant of the cantilever can be calculated for any gain setting. 
In summary, a methodical investigation of the sources of noise resulted in the 
reduction of noise in the PSD plots acquired during MPFS.  It has been shown that 
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Figure 4.10.  Plot showing the effect of amplifying the signal from the position sensitive 
detector.  The red line is the raw voltage signal, without the preamp in-line.  The blue line 
is after the addition of the preamp, but with the gain set to one, i.e. no amplification.  The 
other plots are with increasing gain.  With the gain set at 5 (green line), most of the noise 
that appears with a gain of 1 is below the amplified noise floor.  At a gain of 50, only the 
most intense noise peak, 365 kHz, remains above the noise floor.  The noise peaks are 
removed from the PSDs by amplifying the vertical deflection signal from the base of the 
AFM.   
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signals must be carefully thought out.  These changes must be accounted for in any post 
processing or calculations.     
4.5 Experimental Methods 
Multi-parameter force spectroscopy was performed using the following methods.  
These methods were established to acquire data that could be compared among 
experiments and to be compatible with pre-existing and custom programs for data 
extraction and analysis.   
4.5.1 AFM Settings 
The atomic force microscope used in this study was a Multimode AFM with a 
NanoScope IIIa controller with an extender electronics package (Veeco Metrology, Santa 
Barbara, CA).  The AFM was also equipped with a signal access module.  The 
NanoScope software (version 5.31r1) was used to control the AFM during MPFS 
experiments.  The software allows the user to define and control the scan range, scan rate, 
scan offset, drive amplitude, and drive frequency.   The NanoScope software is used to 
acquire the vertical deflection of the cantilever and the oscillation amplitude of cantilever 
at its natural resonance frequency.   
Several precautions were taken to prevent damage to AFM probes during 
engagement.  Image acquisition was commenced in Tapping Mode™ without the probe 
in contact with the surface.  The x-y scan range was set to zero so that if the AFM tip did 
make contact, it would not be dragged across the surface.  With the AFM probe above the 
surface, the z scanner was extended in small increments (~10 nm) while monitoring the 
vertical deflection and oscillation amplitude.   
As soon as the first event occurred in the oscillation amplitude plot, MPFS 
experiments were carried out at several increasing steps of the z-scanner. Vertical 
deflection and oscillation amplitude were acquired through the force spectroscopic mode 
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of the software with 1024 pixels per trace per data set.  Data was acquired with the 
external drive voltage both on and off at each increment of the z scanner.  Figure 4.11 
shows the response recorded by the NanoScope software for both the driven and the 
undriven case.  When the external drive voltage is off, the oscillation amplitude falls to 
the baseline.  The data was extracted using custom software that is provided in Appendix 
A.1.   
4.5.2 Dynamic Signal Analyzer Settings 
The vertical deflection, horizontal deflection and scanner movement were routed 
through a BNC-2110 I/O interface card and acquired on a PCI-6120 DAQ (National 
Instruments, Austin, TX).  The vertical deflection signal was amplified using a SR560 
Low-Noise Preamplifier (Stanford Research Systems, Sunnyvale, CA) that was placed in-
line between the AFM base and the I/O interface.  The preamp was set for DC coupling 
and no high/low pass filters were applied.  The maximum input for the preamp was 3 
Vpp and the maximum output of the preamp was 10 Vpp.  To prevent the preamp from 
overloading during experiments the gain was set to 10 and the input voltages were kept 
below 1.0 Vpp.  The gain was reduced if the amplitude of the input signal exceeded 1.0 
Vpp. 
The signals from the DAQ card were acquired using custom software written in 
LabVIEW™ (National Instruments, Austin, TX) by Jeff Boyles (Georgia Institute of 
Technology, 2006).  The software graphical user interface is depicted in Figure 4.12.  It 
operates like a three channel dynamic signal analyzer (DSA).  The horizontal deflection 
voltage and scanner movement are displayed in voltage versus time.  The acquisition rate 
was set to 5 Hz for each, which was at least two orders of magnitude greater than the scan 
rate.  The raw vertical deflection signal was sampled at 800 kHz.   Each sampling was 
processed through a Blackmann-Harris window.  After windowing, the time-variant 











Figure 4.11.  Force spectroscopy data acquired using the NanoScope software.  Vertical 
deflection (A and C) and oscillation amplitude (B and D) are captured at the same z-
scanner offset, scan range, and scan rate.  In A and B, the external drive voltage is turned 
on, whereas in C and D the external drive voltage is set to zero.  There is no discernable 
change between the two vertical deflection-distance curves (A and C).  External drive 












Figure 4.12.  Graphical user interface used to control the acquisition of MPFS data.  The 
software interface allowed several parameters to be adjusted during the acquisition of 
MPFS data.  The data is displayed in real-time in each of the plot windows during MPFS 
experiments.   
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DFT is determined by the number of DFT lines.  There was a tradeoff between 
acquisition time and DFT resolution.  Typically, 4000 DFT lines were used over the 800 
kHz sampling rate, which resulted in a resolution of 100 Hz and an acquisition time of 10 
ms per PSD. Several PSDs were then ensemble averaged to reduce the random noise.  
The typical number of averages for MPFS was set between 15 and 25, depending on the 
rate of the z-scanner.  The number of waterfalls, i.e. averaged PSDs, determined the 
duration of the acquisition of the entire data set, and was set high enough to capture two 
full cycles of the z-scanner.    
4.5.3 Calibration of Spring Constant  
Before and after each experiment, PSDs were acquired similar to that for MPFS, 
with a few key alterations.  The cantilever was withdrawn far way (>100 µm) from the 
surface and the z-scanner was halted, preventing any short or long range forces from 
damping the cantilever’s thermal vibration.  The number of averages per PSD was set to 
625.  The high number of averages ensured that the random noise was significantly 
reduced, enabling improved estimates of the noise floor.  Equations 4.9 and 4.12 were fit 
to the data using custom code written in MATLAB version 7.4 (The MathWorks, Natick, 
MA).  The source code for this program can be found in Appendix A.3. 
The amplitude of the cantilever vibration is measured in volts from the position 
sensitive detector.  In order to be able to relate the voltage to the displacement of the 
cantilever, the detector needs to be calibrated.  This is traditionally done by bringing an 
unmodified cantilever into contact with a hard surface.  The slope of the deflection-
distance curve (in V/nm), often called the deflection sensitivity, is the detector calibration 
for that cantilever.  With a modified AFM probe, this is not possible if the modification is 
compliant, e.g. nanotube.  The slope of the deflection-distance curve will always be 
convoluted with the relationship between the compliance of the object and the 
compliance of the cantilever per Equation 4.2.  The deflection sensitivity must be 
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acquired away from the compliant modification.  Since most modifications occur at the 
tip of the AFM probe, either the front edge of the cantilever or the area immediately 
behind the tip can be used to obtain the deflection sensitivity.   
To avoid possibly damaging or removing the modification on the tip of the AFM 
probe, the area immediately behind the AFM tip is used to acquire the deflection 
sensitivity.  A schematic of this method is shown in Figure 4.13.  A modified AFM probe 
is brought into contact with another cantilever, perpendicular to each other.  To 
differentiate between the two cantilevers during further discussion, the cantilever whose 
deflection sensitivity is being measure is referred to as the cantilever, and the cantilever 
that is acting as the substrate is referred to as the crossbeam.  The crossbeam is mounted 
sideways on a shim so the side crossbeam makes contact with the cantilever.  The 
cantilever is brought into contact with the crossbeam near the attachment point of 
crossbeam to its chip.  This reduces any sway or torsion that occurs at the end of the 
crossbeam and any physical interference from the tip on the crossbeam.  The crossbeams 
are 2 µm thick, which allows for fine placement directly behind the tip of the cantilever.   
The crossbeam method has been verified by measuring the deflection sensitivity of 
unmodified AFM probes by bringing them into contact with both a hard surface and a 
crossbeam.  The same deflection sensitivity was obtained for both methods.   
 4.6 Materials 
AFM cantilevers were modified with CNTs in two ways.  Cantilevers with small 
walled nanotubes (SWNT) attached to the probe tip were purchased from NanoDevices 
(now Veeco Metrology, Santa Barbara, CA). These SWNT modified tips were fabricated 
using a chemical vapor deposition method similar to that previously described.
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Attachment of the SWNT to the tip is assured by patterned deposition of the catalyst onto 
the tip and direct growth of the nanotube onto the catalyst.  The nanotubes were 






















Figure 4.13.  Schematic of the crossbeam method for obtaining the deflection sensitivity 
for modified AFM probes.  The top view shows the approximate location of contact 
between the modified AFM probe and the crossbeam cantilever.  The “x” designates the 
position of the modified AFM tip, which is into the plane of the paper.  The contact is 
made closer to the base of the crossbeam to reduce any sway or torsion effects from the 
crossbeam.  The side view depicts the stepwise approach of the crossbeam.  The 
crossbeam would be brought into contact far away from the modified AFM tip.  The 
crossbeam was repeatedly moved into contact while slowly decreasing the distance 
between the AFM tip and the crossbeam.  The compliant object attached to the tip of the 





(length ≥2 um) straight SWNTs, kinked SWNTs, and looped SWNTs.   
Coiled carbon nanotubes (CCNT) were synthesized by a CVD method by C.V. 
Nguyen and R.M. Stevens at NASA Ames Research Center (ARC) using a proprietary 
catalyst. The coiled carbon nanotubes were attached to NSC18 cantilevers (MikroMasch 
USA, San Jose, CA) by arc welding the nanotubes onto nickel coated AFM tips.
27, 250, 306
  
This method grants user control of the orientation of the CCNT with respect to the AFM 
tip.   
Prior to and following the AFM studies described herein, each SWNT modified 
tip was examined with a LEO 1550 scanning electron microscope (Carl Zeiss, 
Thornwood, New York) or a Nova NanoLab 200 dual ion/electron beam microscope (FEI 
Corp., Hillsboro, OR).  The accelerating voltages were kept below 10 kV to reduce 
nanotube vibration and possible damage incurred from exposure to the electron beam.  
The ion beam on the Nova was left off to prevent any beam-induced damage.  Examples 
of several of the types of SWNTs used in this investigation are included in Figure 4.14.  
After MPFS experiments were concluded, the nanotube modified AFM tips were imaged 
in a JEOL100CX-2 transmission electron microscope (TEM) using a custom built 
holder.
306
  The AFM chip is too large for a traditional TEM grid; the cantilevers would 
have to be broken from the chip to acquire TEM images.  The custom holder allows the 
intact AFM chip to be brought into the TEM for imaging.    
Several surfaces were used throughout this study.  Silicon chips were diced from 
<100> silicon wafers into 1 cm x 1 cm squares.  The chips were cleaned with a hot 
piranha (7:3 H2SO4:H2O2) solution, rinsed in filtered absolute ethanol, dried under a 
stream of N2, and stored in a desiccator until use.  Highly oriented pyrolytic graphite 
(HOPG) of SP-1 grade (SPI Supplies, West Chester, PA) was freshly cleaved 
immediately before each experiment using the tape method.  Template stripped gold 
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(TSG) was used as the substrate for self-assembled monolayers (SAM).
342, 343
  TSG was 
created by depositing ~500 nm of gold onto freshly cleaved mica sheet using any 
physical vapor deposition technique, e.g. thermal evaporation, electron beam evaporation, 
or sputtering.  Circles 7/16” in diameter were punched from the gold/mica sheet and fixed 
onto silicon chips using epoxy 377 (Epoxy Technology, Chelmsford, MA) with the mica 
side facing up.  The mica was released from the gold by soaking the substrate in THF for 
several seconds.  The TSG was quickly rinsed off using filtered absolute ethanol and then 
immersed in a 2 mM thiol solution of filtered absolute ethanol for self-assembly for 2 
hours.  This method of generating self-assembled monolayers of thiols on gold is well 
documented.
344, 345
  The thiols used in this study were 1-undecanethiol, 11-hydroxy-
undecanethiol, 11-mercapto-undecanoic acid and 11-amino-undecanethiol.  The first 
three were used as received from Sigma-Aldrich (St. Louis, MO); the last was used as 
received from Dojindo Chemicals (Rockville, MD). These thiols were chosen for 
increasing polarity of the end group.  Surfaces of each thiol were periodically imaged 
using AFM to verify that the monolayer was intact.  The RMS roughness of the films 
measured to be 0.5 (± 0.2) nm.   
Trenches were etched into silicon to serve as substrates for mechanical testing.  
The trench pattern was designed by this author, but the following steps were performed in 
the MiRC Cleanroom facilities by Jabulani Barber (Georgia Institute of Technology, 
2009).  A four inch silicon <100> wafer was RCA cleaned:  1) organic contaminants are 
removed by soaking in an aqueous solution of 5:1:1 H2O:H2O2:NH4OH; 2) The thin 
silicon dioxide layer is removed by soaking in a dilute 20:1 H2O:HF solution; 3) ionic 
and heavy metal contaminants are removed using an aqueous solution of 6:1:1 
H2O:H2O2:HCl.  A thermal oxide ~550 nm thick was grown on a clean <100> silicon 
wafer using dry/wet/dry thermal oxidation for 5/45/5 minutes, respectively.  The wafer 
was then patterned using photolithography.  The wafer was coated with an adhesion 







Figure 4.14.  SEM Images of different carbon nanotube modified AFM probes used in 
this investigation.  Operating voltage was set to 10 kV or less to reduce electron beam 
induced damage of the carbon nanotubes.  The perspective for each of these images is 
looking at the front of the AFM probe down the length of the cantilever.  The scale bar in 
each image represents 1.0 µm.  A-C are SWNTs grown from a catalyst on the AFM tip.  
D is a CCNT that was arc welded onto a nickel coated AFM probe.   
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rapidly spun off after coating.  Shipley Microposit® S1813 photoresist (MicroChem 
Corp., Newton, MA) was deposited on the wafer by spin-coating at 4000 rpm for 30 
seconds.  The photoresist was soft-baked at 115 °C for 60 seconds. The pattern was 
exposed into the photoresist using a MA-6 mask aligner (Karl-Suss, Palo Alto, CA).  The 
exposed photoresist was developed using Microposit® 351 developer (MicroChem 
Corp., Newton, MA) with a 1:5 dilution in water.  After development, the remaining 
photoresist was hard baked at 115 °C for 20 minutes.   Portions of thermally grown oxide 
layer were now exposed from the photolithography.  The wafers with the remaining 
photoresist were transported to this author for further processing.  The thermally grown 
oxide layer that was exposed during photolithography was etched using buffered oxide 
etch, 1:5:5 HF:NH4HF:H2O for 2.5 minutes.  This exposed bare silicon, which was 
etched with 35% aqueous solution of KOH at 80 °C for 7 minutes.  KOH etches silicon 
anisotropically, which results in angled sidewalls of the trenches but reduces over 
etching.  The KOH also removes all the photoresist.  The thermally grown oxide layer 
prevents the KOH from etching any undesired locations.  Figure 4.15 shows an optical 
and SEM image of the trenches.  Each 1 cm x 1 cm square contained 70 trenches that had 
integer widths ranging from 4 µm to 10 µm with each width having 10 trenches.       
Each of the above surfaces was mounted to a steel shim using double-sided tape.  
The steel shims were held in place by a magnet in the piezo scanner.  Steel shims of three 
different angles, 0°, 5°, and 10° were used to tilt the surface with respect to the 12° 






Figure 4.15.  Optical and SEM images of trenches etched into silicon wafers.  The optical 
image (A) shows the layout of the silicon chips after etching but prior to dicing.  Each 
trench width is in groups of ten, which are separated from each other and have markings 
to indicate their width.  The color in the image comes from the thickness of the oxide 
layer.  The large rectangles are guide lines for dicing.  A SEM image (B) of one trench 
shows the angled sidewalls created by the anisotropic etch of silicon by KOH.  The 
substrate has been tilted 52°, and the scale bar represents 5 µm.  A polymer fiber spans 
the trench and has been patterned with platinum using ion beam induced deposition.   
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CHAPTER 5 
MPFS OF LONG CARBON NANOTUBES 
 
This chapter contains an investigation of the adhesive and mechanical response of 
small walled carbon nanotubes (SWNT) during both compression and tension.  The 
SWNTs were repeatedly brought into and out of contact with the substrate by extending 
and retracting the scanner in the z-direction while monitoring cantilever deflection and 
thermally driven resonance.  The results from compression and tension data can be 
examined in three different ways.  An elastica model was applied to the results to draw 
conclusions about nanotube buckling, elastic modulus, and the static coefficient of 
friction.  For clarity, each of these results is discussed individually.    
5.1 Buckling of Carbon Nanotubes 
An example of the SWNTs included in this investigation is provided in Figure 
5.1.  The nanotubes were long (>2 µm) and straight.  Approach of the substrate to the 
probe was performed in intermittent contact mode.  The point of contact is established 
with a drop in oscillation amplitude as illustrated in Figure 5.2A.  The oscillation 
amplitude of the externally driven cantilever only shows a partial decrease at initial 
contact, but it quickly returns to the preset drive amplitude.  This suggests that any 
damping forces at contact are quickly removed.  Upon retract the amplitude completely 
drops for a brief distance while the scanner retracts.  Figure 5.2B shows a typical force 
curve acquired with a SWNT tip with reversal of the direction of the scanner movement 
60 nm after contact of the probe with the surface.  The force curve was acquired at the 
same scan parameters as Figure 5.2A but with the drive amplitude of the oscillation set to 
zero.  Note that the sinusoidal pattern in this curve is a result of the optical interference 











Figure 5.1.  SEM images looking at the front (A) and the side (B) of a carbon nanotube 
modified AFM tip.  This carbon nanotube is a good representation of the carbon 
nanotubes used in this investigation.  From the side view, the nanotube is pointing 




Figure 5.2.  A representative MPFS data set for a carbon nanotube modified AFM tip under short (<60 nm) compression on an 
alkanethiol modified template stripped gold surface.  Oscillation amplitude (A) of the externally driven nanotube modified AFM 
cantilever shows partial decrease in amplitude on approach (blue) and a complete drop on scanner retraction (red).  The force curve 
(B) for the undriven cantilever at the same scan settings in (A) shows no deflection on approach and small adhesion on scanner 
retraction.  The sinusoidal shape is characteristic of optical interference from the spillover of the laser onto a highly reflective surface.  
The measured frequency response results in a three dimensional waterfall plot (C).  Time and frequency are the in-plane axes, with the 
amplitude of thermal resonance on the z-axis.  The amplitude is color encoded to help visualize changes.  Because of the complexity 
of the three dimensional plot, the waterfall data is passed through a peak-picking routine and displayed in two dimensions (D).  This 
allows correlation of changes in frequency (green) with the scanner displacement (black).  This method to display the waterfall data 
will be used throughout the rest of the chapter. 
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there is no measurable deflection of the cantilever during approach and that only a small 
downward deflection occurs on scanner retract.  The zero or little deflection is attributed 
to the high spring constant of the cantilevers (2-3 N/m) relative to the spring constant of 
the SWNT.   
The thermal resonance of the cantilever-SWNT system was acquired continuously 
during force curve acquisition.  Figure 5.2C is waterfall plot for the force curve data 
presented in Figure 5.2B.  Time and frequency are the in-plane axes, with the amplitude 
of thermal resonance on the z-axis.  The amplitude is color encoded to help visualize 
changes.  To reduce complexity, the data is presented in an alternative format.  The plot 
presented in Figure 5.2D depicts the frequency of maximum amplitude for cantilever 
resonance as a function of time.  Superimposed onto this data is the movement of the 
scanner over the identical time period to enable correlation of changes in frequency with 
scanner extension.  Note that there is no shift in the thermal resonance frequency during 
approach.  A shift of 4 kHz is measured upon retract and indicates that during retraction, 
the nanotube is put into tension. 
When the nanotube came into contact with the substrate, the momentary decrease 
in the oscillation amplitude plot along with no measured shift in the thermal resonance 
frequency suggest that the nanotube mechanically failed, i.e. it buckled.  Our 
interpretation that the nanotube undergoes buckling is in agreement with the similar 
observations made by Jiang et al.
145
 Using a scanning electron microscope, they clearly 
saw that compression of multi walled carbon nanotubes resulted in buckling at short 
compression distances.   
The critical buckling load for the nanotubes used herein was calculated to verify 
the assumption of buckling.  Applying a clamped-pinned model from the Euler equation 
to this system, such that the nanotube is clamped at the AFM tip and pinned by the 










=  Equation 5.1 
where E is the elastic modulus of the SWNT, I is the area moment of inertia, β is a 
constant determined by the boundary conditions, and LSWNT is the effective length of the 
SWNT.   For a clamped-pinned column, β = 4.4934. Using the median values for a 
SWNT,
181, 182
 with an outer diameter of 1.3 nm, an inner diameter of 0.62 nm, an elastic 
modulus of 1.0 TPa, and a representative length from the samples of 3.0 um, the critical 
buckling load is calculated to be 0.6 pN.  Considering the spring constants of the 
cantilevers used this experiment, the critical buckling load is reached in the first 
nanometer of compression.  This would strongly suggest that the nanotubes buckle upon 
initial contact with the surface.     
5.2 Tensile Loading of Carbon Nanotubes 
When the scanner retracts away from the nanotube tip, the nanotube-cantilever 
system is put into tension and shifts to a singular frequency.  The shift in frequency when 
the nanotube is put into tension can be modeled as two springs in parallel:  the nanotube 
along its long axis is one spring, the AFM cantilever the other spring, with the mass of 
the AFM tip separating the two springs.  The change in resonance frequency, ∆f, for such 
a system is directly proportional to the ratio of the two spring constants.  For springs in 











 Equation 5.2 
where f0 is the thermal resonance frequency of the system in free space, kSWNT and kCANT 
are the spring constants of the SWNT and cantilever, respectively.  In free space, f0 is 
dominated by the AFM cantilever spring constant and cantilever’s effective mass.  This 
equation assumes that there is no change in the effective mass of the system.  This is 
reasonable since the mass of the SWNT is negligible compared to the mass of the 
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cantilever and tip.  The spring constant of the SWNT can be used to determine its elastic 





E = , Equation 5.3 
where S is the cross-sectional area and LSWNT is the length of the nanotube.   
Figure 5.3 shows the frequency response of the system as the SWNT probe is 
slightly compressed onto three different surfaces.  Under the low compression regime 
displayed in this figure, no frequency shift is measured during scanner extension.  During 
scanner retraction, the nanotube-cantilever system is put into tension and shifts to a 
singular frequency.  Note that the frequency shift is similar for all of the surfaces even 
though each surface is known to have different adhesive interactions with SWNTs.
114, 315
  
For springs in parallel, the resonance frequency is independent of system loading.  As 
Equation 5.2 points out, the shift in frequency is dependent only upon the constants of the 
two springs.  Since the results do not show a correlation between adhesion and the 
frequency shift, this model is appropriate.   
To compute the elastic modulus of the SWNT using Equations 5.2 and 5.3, an 
accurate measure of tube dimensions is required. Measurement of the length of these long 
SWNTs was made with a scanning electron microscope.  Measurement of the diameter is 
best performed with a transmission electron microscope (TEM).  Attempts to acquire the 
latter met with two undesirable outcomes.  Attempts to acquire TEM images prior to 
mechanical loading experiments resulted in pyrolysis of the tube presumably due to 
charging effects and poor grounding of the probe while being imaged at high voltages.  
Pyrolysed nanotubes were no longer suitable for mechanical testing.  Acquisition of TEM 
images was delayed until after mechanical loading studies.  During this phase of the 
investigation, the all of the nanotube modified AFM tips were separated from the AFM 
tip as evidenced in Figure 5.4.  The repeated mechanical stresses imposed on the CNTs 











Figure 5.3.  Waterfall data for three different self-assembled monolayers on template 
stripped gold:  (A) methyl alkyl thiol, (B) hydroxyl alkyl thiol, (C) amino alkyl thiol.  
Despite the different chemical functionalities of each surface, the thermal resonance 
frequency of the nanotube and cantilever system has the same shift in frequency, 10 kHz, 











Figure 5.4.  Images demonstrating the mechanical failure caused by repeated 
compression.  SEM images of the same carbon nanotube modified AFM tip before (A) 
and after (B) the carbon nanotube broke off.  The scale bar represents 1.0 µm.  Sectional 
analysis of an AFM image (C) of one of the nanotubes that was found after fracture 
reveals the height of the nanotube on the surface to be 1.4 nm.  The AFM image was 
acquired in intermittent contact mode using the same tip from which the nanotube broke 
off. 
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the nanotubes to break at the nanotube/catalyst junction.  Some of the broken nanotubes 
were able to be located on the surface while imaging with the AFM tip to which they 
were formerly attached, as shown in Figure 5.4C.  This author was unable to locate any 
of the broken SWNTs on the surface, but SWNTs from the same batch were located by 
Mark Poggi (Georgia Institute of Technology, 2004).
28
  Since the SWNTs are from the 
same batch, it is reasonable to assume that they have similar dimensions.  Tube diameters 
were determined from measured heights.   
The cross sectional area needed in Equation 3 was computed in the following 
way.  An average diameter of 1.4 ± 0.1 nm was found from AFM images of broken 
nanotube tips.  The manufacturer of the SWNT probes claimed that they were assumed to 
be single-walled; the measured diameter is consistent with this claim.  Nanotube lengths 
were determined from SEM images and ranged from 2.0 to 5.7 µm.  Using these values, 
the elastic modulus of the small-walled carbon nanotube is found to be 1.6 ± 1 TPa.  This 
is in good agreement with previous literature values for the elastic modulus of SWNT.
181, 
182
  The uncertainty in our reported result is due to the precision of frequency 
measurements and the relative magnitudes of kSWNT and kCANT.  In our system, kCANT is 
an order of magnitude greater than kSWNT; the uncertainty of the calculated modulus 
decreases exponentially as the ratio of the spring constants approaches unity.
172
   
5.3 Friction Analysis of Carbon Nanotubes  
The SWNT tips were also subjected to larger compression displacements.  
Thermal resonance data for a nanotube brought into and out of contact with amino-
terminated alkanethiol modified gold surface is presented in Figure 5.5 as the extent of 
compression is increased.  In each graph, the dashed line indicates the initial contact 
determined from the oscillation amplitude.  The frequency response changes in 
magnitude and duration with increasing compression. Figure 5.5A is similar to the 









Figure 5.5.  Waterfall data for a SWNT compressed for three different distances on an 
11-amino-undecanethiol monolayer:  (A) 50 nm, (B) 300 nm, and (C) 710 nm.  The 
dashed line indicates the contact point calculated from the oscillation amplitude when the 
system was externally driven with the same scan settings.  At each increasing 
compression step, the oscillation amplitude is acquired by externally driving the system 
and performing cycle.  The external drive signal is then turned off, and the thermal 
resonance frequency data is acquired without changing any of the scan settings.  This 
allows correlation to the point of contact with the MPFS waterfall data.   
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tension during retract.  In Figure 5.5B, after initial contact and buckling, the frequency 
rises and falls with scanner extension.  Sudden shifts to higher frequency indicate that the 
nanotube is pinned on the surface and provides resistance to cantilever oscillation.  
Sudden shifts to lower frequency indicate that the nanotube buckles and slips on the 
surface, removing this resistance.  During scanner retraction, larger shifts in frequency 
are observed; upward shifts in frequency result from increased tension in the system.   
Downward shifts in frequency indicate sudden decreases in tension that result from slip 
or release events. In Figure 5.5B, the nanotube undergoes two distinct slip-stick-buckle 
events during approach.  During retract, several stick-tension-slip events are observed.  
The retract portion of the force curve displays a saw tooth pattern that is indicative of 
slip-stick motion.  As the compression on the nanotube is further increased, additional 
slip-stick-buckle and stick-tension-slip events are observed (Figure 5.5C). Note that the 
magnitude of frequency shifts in Figure 5.5C are greater than that found in Figures 5.5A 
and B.  This increase in magnitude reflects increased tension on the nanotube that results 
from increased slippage.  The effective length of the spring is inversely proportional to 
the amount of slippage. 
The slip-stick phenomenon depends upon the chemistry at the SWNT-substrate 
interface. Figure 5.6 shows the thermal resonance frequency response for a single SWNT 
probe brought in and out of contact with three different chemically-modified gold 
substrates.  Figure 5.6A depicts the interaction of the SWNT with a methyl-terminated 
alkanethiol.  Minimal shifts in frequency are observed during compression and tension 
indicating that the nanotube slides freely along the surface. Figure 5.6B depicts the 
interaction of the SWNT with a hydroxyl-terminated alkanethiol. A measurable 
frequency shift is observed; increased affinity of the nanotube with the hydroxyl-
terminated surface is indicated by the increased tension seen during scanner retraction.  
Figure 5.6C depicts the interaction of the SWNT with an amino-terminated alkanethiol. 











Figure 5.6.  Waterfall data of a large compression for three different self-assembled 
monolayers on template stripped gold:  (A) methyl alkyl thiol, (B) hydroxyl alkyl thiol, 
(C) amino alkyl thiol.  The dashed line indicates the contact point estimated from the 
oscillation amplitude when the system was externally driven.  At larger compression, the 
different chemical functionalities result in different responses.  The larger frequency shift 
during scanner retraction follows that the force of adhesion is CH3 < OH < NH2.   
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collectively, the data presented in Figures 5.5 and 5.6 suggests that the number and extent 
of slip events is indicative of the strength of adhesion between the nanotube and the 
surface, i.e. -CH3 < -OH < -NH2.  This trend is consistent with previously published 
adhesion measurements.
113, 114, 315
  There is currently no consensus as to what gives rise to 
the strength of adhesion.  Polarity, hydrophilicity and electronic interactions have been 
suggested.       
The results in Figures 5.3 and 5.6 may, at first glance, appear to be in conflict. At 
minimal compression, the SWNT buckles but does not slip.  In the absence of slip, the 
surface chemistry has no effect on the frequency response of the system.  In the presence 
of slip, nanotube-substrate chemistry mediates the extent and duration of the observed 
frequency shifts.  Differences in the chemistry of the interface can be distinguished after 
compression-induced buckling and slip.  Thus, there is no conflict between the data 
presented in the two figures. 
Interestingly, after the buckling event (the system is now defined as post-
buckled), the force required to overcome the adhesion at the pinned end of the nanotube 
and enter the slip-stick domain is, by definition, the frictional force.  A prediction can be 
made about the shape of the buckled nanotube as it undergoes further compression by 
applying an elastica model of a post-buckled column.  The ordinary differential equations  






















, Equation 5.4 
where z and x are the coordinate system used for calculation, s is the arc length along the 
nanotube, θ is the angle the nanotube makes with respect to the surface, m is the bending 
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moment and pH and pV are the horizontal and vertical loads in the nanocoil.  For 
simplicity of modeling, the terms in Equation 5.4 are dimensionless.  Conversion to real 














, Equation 5.5 
where l is the length of the nanotube and EI is the bending rigidity of the nanotube.  
Figure 5.7 shows the general solution of this boundary value problem immediately after 
the first buckling event, L(z) = 0.99, and is overlaid with the parameters contained within 














































, Equation 5.6 
where the first set of boundary conditions describe the clamped end of the column, i.e. at 
the AFM tip.  The second set describes the pinned end of the column, i.e. adhered to the 
surface. 
Through the solutions of the boundary value problem, the horizontal and vertical 
forces at the pinned endpoint can be calculated at different compression steps.  The 
distance from the unbuckled length of the nanotube, l, is given by dimensionless L(z).  
The horizontal force, PH, is equivalent in magnitude to the force of static friction, Ff, and 
the vertical load, PV, is equivalent to the magnitude of the normal force, FN, exerted by 
the buckled nanotube.  The coefficient of friction, µ, can be found using  
Nf FF µ= . Equation 5.7 
For each compression step, the minimum coefficient of friction required to keep the tube 




















Figure 5.7.  Theoretical parameters for the elastica model of a post-buckled column.  The 
AFM tip is included for reference to the clamped end of the nanotube.  The vertical and 
horizontal forces are indicated.  The magnitude of these forces is used to calculate the 
minimum force of friction to keep the nanotube from slipping out of its pinned condition. 





coefficient of static friction must increase if the nanotube is to remain pinned to the 
surface.  This effect is depicted graphically in Figure 5.8.  Applying this model to the 
displacement of the scanner necessary to transition from the post-buckled state and into 
the slip-stick domain allows for the calculation of the minimum coefficient of friction for 
three surfaces of self-assembled monolayers on template stripped gold:  0.02 ±0.02, 0.06 
±0.02, and 0.08 ±0.02 for 11-methyl-, 11-hydroxyl-, and 11-amino-undecanethiol, 
respectively.  These results are within the ranges seen by others who worked on friction 
of SixNy AFM tips and self-assembled monolayers
346
 and different carbon materials.
67, 144, 
347
  For comparison, the coefficient of friction between hydrogenated amorphous carbon, 
a lubricant in hard disks, and silicon was measured to be 0.33.
347
   
5.4 Conclusions 
The advantages MPFS offers to studying mechanical and adhesive interactions at 
the nanoscale have been demonstrated. By monitoring the shift in the thermal resonance 
frequency, MPFS enables the calculation of the spring constant and elastic modulus of 
carbon nanotubes under ambient conditions.  This approach described herein is not 
limited to SWNTs; it is directly applicable to a wide variety of nano-objects.  
Additionally, an elastica model of the post-buckled state of the nanotube has been 
developed.  By monitoring the location of the frequency shift in thermal resonance, the 
static coefficient of friction has been calculated from experiments performed on three 
different chemically modified surfaces. The results presented herein are the first static 
friction results for carbon nanotubes on self-assembled monolayers.    
In a broader context, this work cautions that high aspect ratio nanotube probes 
buckle under minimal compressive loads.  Nanotube buckling leads to imaging 
artifacts.
253
  Imaging in intermittent contact mode does not, necessarily, prevent this 
artifact.  As demonstrated in Figure 5.2A, a buckled nanotube does not necessarily reduce 





Figure 5.8.  Plot of minimum coefficient of friction as a function of nanotube 
compression.  The plot is extracted from the elastica model at each compression step, 
L(z).  The blue line models a nanotube contacting the surface at 90°.  The green lines 






amplitude plot and setting the set point value to the first reduction of the oscillation 
amplitude.  The spring constant of the cantilever must also be carefully chosen.  Equation 
1 predicts the force at which a SWNT buckles.  The following equation is suggested for 
choosing a cantilever with spring constant kCANT so that it will not cause a nanotube with 
an aspect ratio, AR, and outer diameter, d, to buckle after contact and 10 nm of axial 









CANT . Equation 5.8 
This equation treats the nanotube as a column whose inner diameter is half of its outer 
diameter because that approximates the relationship for SWNTs.  The constant at the end 
of the equation is for conversion product of all other constants and conversion factors to 
SI units.  During intermittent contact mode imaging, it is possible that the nanotube can 
experience compressive loads up to 10 nm.  Without careful consideration of the spring 
constant of the AFM cantilever relative to the critical buckling load, high aspect ratio 




MPFS OF CARBON NANOCOIL AT LARGE CONTACT ANGLES 
 
Coiled carbon nanotubes are a unique vehicle to study adhesion and mechanical 
properties using multi-parameter force spectroscopy.  They behave like springs, and their 
coils provide distinct regions where contact can occur.  Previous work has focused on 
their compression mechanics and correlation of physical properties to their structure.
306
  
In this investigation, a coiled carbon nanotube, henceforth nanocoil, was studied to 
interrogate its mechanical and adhesive properties.  
A nanocoil was attached to an AFM cantilever using previously described 
techniques.
250
  Three substrates were used in this study: silicon chips diced from a 
polished <100> silicon wafer, silicon chips with trenches etched into them, and highly 
oriented pyrolytic graphite (HOPG).  A complete description of the materials used herein 
can be found in Chapter 4.   
6.1 Results of Compression and Tension 
An SEM image of the nanocoil used in this investigation is shown in Figure 6.1.  
The grey boundary, added to the image after it was acquired, provides a visualization of 
the contact angle the nanocoil makes with the surfaces used herein.  Each surface was 
tilted to alter the angle the nanocoil makes contact.  By changing the angle, the distance 
between contact and release of each coil was altered.  Additionally, changing the angle 
has been shown to affect the mechanical behavior of the nanocoil as it is compressed.
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6.1.1 Contact Angle of Fifty-nine Degrees 
The force spectroscopic responses for the nanocoil on both silicon and HOPG are 
shown in Figure 6.2.  The contact angle for each substrate was 59° (±1°) as measured 










Figure 6.1. SEM images of a carbon nanocoil attached to an AFM probe.  The left image is from the taken from the side, and the coils 
are labeled for discussion throughout this chapter.  The gray boundary at the bottom was added to the image to illustrate the contact 
angle with respect to the surface.  This angle includes the angle of inclination inherent to the cantilever holder used in the 
investigation.  The nanocoil extends towards the front of the AFM cantilever (see inset).  The right image is taken looking at the front 










Figure 6.2.  Force spectroscopy response of a nanocoil on silicon and HOPG.  Force 
curves (A and B) and oscillation amplitude (C and D) of the same nanocoil at a contact 
angle of 59°, where blue is the trace for the approach and red is for the retract (this color 
scheme will be used throughout this chapter).  A and C are data from contact with a 
silicon surface, whereas B and D are on HOPG.  The sharp, linear increase in force to the 
left of each graph is the AFM tip touching the surface.  This is accompanied by the 
oscillation amplitude falling zero.  Approximately 50 nm before the AFM tip makes 
contact there is a small drop in oscillation amplitude.  On retract from the silicon surface 
the oscillation amplitude of the nanocoil-cantilever system remains diminished for 550 
nm after the tip is released from the surface, which is accompanied by 2.6 nN of adhesion 
in the force curve.  On retract from the HOPG surface, amplitude of the system remains 
diminished for 1390 nm after the tip is released from the surface, which is accompanied 





substrate in small steps of the z-scanner and stepper motor while monitoring the 
deflection and oscillation amplitude.  During the approach, no change in either the force 
curve or the oscillation amplitude was discernable until the contact point displayed in 
Figure 6.2.  A sharp, linear increase in force to the left of each graph is accompanied by 
oscillation amplitude falling to zero.  Approximately 50 nm before the AFM tip makes 
contact there is a small drop in oscillation amplitude.  The thermal resonance frequency 
showed no shift from its free space value until contact was established.  Upon contact, the 
amplitude of the thermal resonance frequency fell below the noise floor (data not shown).  
This is characteristic of the primary mode of vibration changing frequency and amplitude 
when placed in contact with a hard surface.
340
  Based on the evidence from the force 
curve, the oscillation amplitude and the frequency response, the contact event is the AFM 
tip hitting the surface.  This would suggest that at this large of a contact angle, the 
nanocoil readily gives way to the force from the undeflected cantilever.   
During retract, the oscillation amplitude does not immediately return to its free-
space amplitude.  On retract from the silicon surface the oscillation amplitude of the 
nanocoil-cantilever system remains diminished for 550 nm after the tip is released from 
the surface, which is accompanied by 2.6 nN of adhesion in the force curve.  On retract 
from the HOPG surface, the oscillation amplitude of the system remains diminished for 
1390 nm after the tip is released from the surface, which is accompanied by 5.0 nN of 
adhesion in the force curve.  The force of adhesion is measured from the minimum of the 
downward deflection to the next data point.  This method to measure force was chosen 
because the interference pattern prevented an accurate measurement of the nominal 
deflection value.  The reduced oscillation amplitude can only be caused by a portion of 
the nanocoil remaining in contact with the surface.  This is interesting considering there 
was no evidence of nanocoil contact during scanner extension in any of the frequency 
data sets for a contact angle of 59°.  
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6.1.2 Contact Angle of Forty-nine Degrees 
Each substrate was tilted 10° by attaching it to an angled shim to interrogate more 
of the nanocoil-substrate interactions.  This resulted in a contact angle of 49° (±1°).  In 
this configuration, the contact of the end of the nanocoil with the substrate can be 
discerned in the oscillation amplitude, as shown in Figure 6.3.  The drop in oscillation 
amplitude from contact is small and short, suggesting that the nanocoil slips or buckles.  
During approach, there is no measureable deflection on the cantilever, as evidenced in the 
inset of Figure 6.3.  Upon retract, an adhesion event does occur between the end of the 
nanocoil and the substrate. The adhesion force was 3.4 nN on silicon and 6.6 nN on 
HOPG.   Even though contact is made during approach, the oscillation amplitude returns 
to its free space value and there is no measured upward deflection of the cantilever.  
Further compression steps using the z-scanner resulted in no new events until the 
upper limit of the scanner was reached (an additional 1.5 µm from the contact point seen 
in Figure 6.3).  Then the stepper motor was used to bring the raise the substrate.  The 
substrate was raised approximately 2 µm before the next event was recorded.   After 
traveling approximately 3.5 µm from the contact event in Figure 6.3 using both the z 
scanner and the stepper motor, distinct compression and adhesion events were measured 
in the force, amplitude and frequency responses; these are depicted in Figure 6.4.  The 
bottom trace is the first measured events while using the stepper motor to raise the 
substrate.  The z scanner was extended 115 nm to generate the middle trace each plot.  
The scanner was again extended 40 nm more (155 nm from bottom trace) to generate the 
top trace in each plot.  Several of the events are highly reproducible, suggesting that the 
events result from the geometry of the nanocoil.   
The scan cycle with the largest compression (top trace) from Figure 6.4 was 
repeated at a slower scan rate of 50 nm/s to improve the temporal resolution in the 
frequency plot, seen in Figure 6.5.  The force curve and thermal oscillation amplitude are 











Figure 6.3.  Force spectroscopy response of a nanocoil on a silicon surface that was tilted 
ten degrees.   A drop in the oscillation amplitude, red and blue lines, occurs well before 
the AFM tip makes contact.  The force curve, red and blue dots, shows that the cantilever 
does not deflect during scanner extension and has a small downward deflection that 
occurs during scanner retraction.  A similar response was recorded on HOPG (data not 
shown).  The adhesion force on silicon and HOPG were 3.4 nN and 6.6 nN, respectively.  
Even though contact is made during approach, the oscillation amplitude returns to its free 







Figure 6.4.  MPFS results for the nanocoil on a tilted HOPG surface at three different 
compression steps.  In the force curve (A), oscillation amplitude (B), and resonance 
frequency (C), the middle plot is 115 nm more compression than the bottom plot, and the 
top is an additional 40 nm more compression than the middle plot.  Many of the features 
are reproducible for each compression step.   
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changes direction at the 40 s mark, depicted as a color change in the force curve and 
thermal oscillation amplitude plots.  The thermal oscillation amplitude is obtained from 
the waterfall data at the resonance frequency of the undriven cantilever, 81.4 kHz.  This 
is exactly how the oscillation amplitude in Figure 6.4B is obtained, except the cantilever 
is externally excited at its resonance frequency.  The thermal oscillation amplitude has a 
poor signal to noise ratio because the noise floor is not a fixed value.  The signal to noise 
ratio could be improved by increasing the number of averages for each data point, but the 
tradeoff would be temporal resolution.  Even with the poor signal to noise ratio, the same 
events that are recorded in the externally driven oscillation amplitude, Figure 6.4B, are 
observed in the thermal oscillation amplitude, Figure 6.5B. 
The compression and adhesion events can be interpreted by comparing the force, 
thermal oscillation amplitude, and the frequency of the cantilever-nanocoil system.  The 
events of interest are numbered in Figure 6.5.  At point 1, the resonance frequency 
becomes noisy, the cantilever begins to deflect slightly, and the thermal oscillation 
amplitude decreases.  This would suggest that one of the upper coils (B or C in Figure 
6.1) makes contact but either slips or buckles.  Starting at point 2, the thermal resonance 
frequency increases by 5.5 kHz, the deflection of the cantilever increases non-linearly, 
and the oscillation amplitude falls.  It is incorrect to call the drop in oscillation amplitude 
at point 2 damping because the resonance frequency of the system changes.  The thermal 
resonance frequency decreases during compression from point 2 to 3 then starts to level 
off.  This leads to the conclusion that the nanocoil is buckling; a similar conclusion has 
been drawn from previous work on nanocoils.
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  At point 3, the cantilever deflection 
drops suddenly and levels off.  Additionally, the resonance frequency shows a marked 
drop back towards the free-space frequency, but there is no change in the thermal 
oscillation amplitude.  This would strongly suggest that the force at the end of the 
buckled nanocoil overcame the surface adhesion, causing the nanocoil to slip from the 

























Figure 6.5.  MPFS results of the nanocoil on HOPG at a reduced scan rate of 50 nm/s.  A 
complete scan cycle is performed in 80 seconds at this scan rate.  Only a partial cycle of 
the scan range is shown so that the features are easily distinguished.  The frequency 
response (purple) is overlaid with the force curve, A, and the thermal oscillation 
amplitude, B.  The thermal oscillation amplitude is the amplitude of the waterfall data at 
the resonance frequency, 81.4 kHz.   
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increase in deflection occurs, which is usually attributed to the AFM tip making contact.  
The frequency response, however, does not fall below the noise floor as it did on the 
previous untilted surfaces.  Instead, the frequency jumps to 384 kHz and undergoes a 
symmetric U-shape that is indicative of buckling, shown in Figure 6.6.  This suggests that 
the nanocoil is between the AFM tip and the surface, allowing the end of the cantilever to 
vibrate.
348
  The slope of the force curve in Figure 6.5 is reduced from that on untilted 
substrates, Figure 6.2.  This change in slope has been used by other authors for 
calibration of cantilever spring constants
172, 173, 175
 or for investigating the mechanical 
properties of fibers.
325, 334-336
   
Upon retract, there is a large adhesion force from the compressed spring as it is 
removed from the surface, point 5.  The thermal oscillation amplitude increases 
momentarily from the energy of the release event.  A second adhesion event occurs at 
point 6.  This adhesion is most likely from the point to which the nanocoil slid during the 
slip-stick motion between points 3 and 4.  It should be noted that there is no change in the 
oscillation amplitude at point 6.  The increase in resonance frequency suggests that the 
nanocoil is put into tension.  The conclusion that point 3 is slip-stick motion is 
corroborated in that the location and magnitude of the adhesion at point 6 varies with 
correlation to the distance the nanocoil slid.  Comparing the location of this adhesion 
event for the top and middle trace of Figure 6.4A illustrates this idea.  Point 7 aligns with 
the original buckling of the nanocoil at point 3.  This adhesion event is highly 
reproducible regardless of compression, and results in a partial relaxation of the 
oscillation amplitude and resonance frequency.  It is therefore most likely attributed to 
the nanocoil geometry.  From point 7 to 8, there is a slight decrease in the deflection of 
the cantilever.  This would suggest that the nanocoil is pulling on the cantilever until its 
rupture from the surface at point 8.  The frequency response from point 7 to 8 mimics the 
response from points 1 to 2.  At the rupture of point 8, the oscillation amplitude steps 







Figure 6.6.  Thermal resonance frequency response of the nanocoil-cantilever system at a 
contact angle of 49° on HOPG.  The thermal resonance frequency (purple, left axis) shifts 
upwards twice on scanner extension (blue, right axis).  The first shift occurs during the 
non-linear compression of the nanocoil, as seen at point 2 in Figure 6.5, and the second 
shift to 384 kHz occurs at point 4 in Figure 6.5.  Only a portion of the data is displayed so 
features in the thermal resonance frequency response can be distinguished.  The scan rate 
was 30 nm/s over a scan range of 1500 nm.   
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their free space values.  This suggests that the rupture event at point 8 is related to the 
nanocoil geometry.  At point 9, there is another rupture event.  For both release events at 
points 8 and 9, there is no shift in the thermal resonance frequency, which suggests that 
the nanocoil-cantilever system is free to vibrate up and down at its thermal resonance 
frequency because the nanocoil buckles or bends easily.  This is supported by the thermal 
oscillation amplitude.  The reader is reminded that the end of the nanocoil is still in 
contact even after further retraction of the scanner from point 9.  The final release of the 
nanocoil cannot be captured in the same window because of the scan range limitations of 
the z scanner.   
6.1.3 Contact Angle of Four Degrees 
The nanocoil was brought into contact with the sidewalls of trenches etched into 
silicon.  The x-y controls of the piezo scanner were used to control placement of the 
nanocoil within the trench.  The results are shown in Figure 6.7.  When the nanocoil was 
positioned against the sidewall of the trench but without the AFM making contact, A, 
there is no response in the force curve.  The oscillation amplitude decreases linearly with 
scanner extension leading up to contact with the surface.  Once contact is made, B, the 
oscillation amplitude drops to zero.  The AFM probe was translated to the other sidewall 
of the trench so that the nanocoil was facing into the trench but not able to make contact 
with a sidewall, C.  In this case, there is no decrease in the oscillation amplitude until the 
AFM tip makes contact.  The force curves, green and orange for approach and retract 
respectively, are unremarkable and do not contain any compression or adhesion events 
besides tip contact.  For both B and C, the contact event was verified to be the AFM tip 












Figure 6.7.  Illustrations of scanner cycles between nanocoil-cantilever system and a 
silicon trench with the corresponding results.  The x-y piezo controls were used to 
position the nanocoil inside the trench.  The substrate was positioned so: A) only the 
nanocoil made contact; B) the nanocoil and the AFM tip made contact; C) only the AFM 
tip made contact.  The oscillation amplitude for each scan is in blue and red for the 
approach and retract respectively.  Force curves were acquired simultaneously; green is 
approach and orange is retract.  The sinusoidal shape in each of the curves is from laser 
light spilling over the cantilever and reflecting off the sidewall of the trench, resulting in 
an interference pattern.  The shape of the interference pattern changes with the location of 
the AFM probe over the trench.    
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6.2 Discussion of Nanocoil Response 
6.2.1 Determining a Model for Interpretation 
There are two different interpretative models to apply to the results:  quasi-static 
and dynamic.  The quasi-static model primarily relies on the contact geometries of the 
nanocoil for interpretation.  This model recognizes that there is some motion of the 
cantilever and nanocoil but assumes that this oscillation is sufficiently small enough that 
the nanocoil and cantilever do not significantly deviate from their static geometries.  In 
this model, the nanocoil is assumed to impose a force to restore itself to its static 
geometry, depicted in Figure 6.1.   
 The dynamic approach considers that the cantilever and the nanocoil are 
oscillating.  The source of this oscillation can be either from thermal energy or from 
external energy provided by driving a piezo at the cantilever’s resonance frequency. 
Since the cantilever oscillation is much faster than the scanner movement, and the 
nanocoil is presumed to vibrate at a high frequency as well, then the nanocoil would 
mostly likely contact the surface at the bottom of its down swing, as depicted in Figure 
6.8.  This model allows the nanocoil to contact the surface before the static geometry 
permits.  From contact, there are two possibilities:  the nanocoil buckles or it slips along 
the surface.   
If the nanocoil buckled after initial contact, then the thermal resonance frequency 
should have shifted, the force curve should have undergone non-linear compression, and 
there should have been a decrease in oscillation amplitude.   This is the response seen for 
nanocoil at smaller contact angles.
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  This response is only seen a couple of hundred 
nanometers before the tip makes contact, as seen at point 2 in Figure 6.5.   At the contact 
angles used in this investigation, the data strongly suggests that the nanocoil does not 














Figure 6.8.  Illustration of the two conformations an oscillating nanocoil can make with a 
surface.  Vibration of the nanocoil causes it to contact the surface before its static position 
(red dotted line).  The nanocoil can either buckle or slip along the surface during scanner 
extension, blue dashed line.  If the nanocoil sticks on the down swing and then buckles, 
hatched black line, it exerts a force on the AFM tip that would cause damping and/or 
deflection.  If the nanocoil slips from its initial contact point, then no response would be 
measured by MPFS, and the nanocoil returns to its static configuration, solid black line.   
 
 118 
the nanocoil slipping on the surface, suggests that the nanocoil returns to its static 
geometry, and can then be interpreted using the quasi-static model. 
The strong similarity between driven and undriven data sets suggests that the 
amplitude of vibration does not affect the results.  Several drive amplitudes were applied 
to the piezo holding the cantilever to test this hypothesis, seen in Figure 6.9.  The amount 
of energy put into the system by driving the cantilever does affect the ability to resolve 
events in the oscillation amplitude, Figure 6.9A.  During scanner retraction, at the large 
drive amplitude there are several small steps that occur between 1900 and 1250 nm.  As 
the drive amplitude is reduced, these features become difficult to resolve.   Considering 
the difficulty in resolving the features, changes in the drive amplitude have no effect on 
the location of any event in either the force curve or the oscillation amplitude.  This 
makes a strong case for the quasi-static model.  The same scanner cycle in Figure 6.9A 
was repeated with the drive amplitude off.  The thermal oscillation amplitude plot is 
shown in Figure 6.9B.  The same region between 1900 and 1250 nm exists, as it did in 
when the cantilever was driven.  Based on this evidence, the decreases in oscillation 
amplitude seen in Figure 6.9A are not caused by damping, but from an increase in 
stiffness of the system.  It is fair to conclude that the oscillation amplitude has no effect 
on the location of the compression and adhesion events, and the dynamic model does not 
describe the system.  Further discussion uses the quasi-static model for interpretation.   
6.2.2 Contact Angle of Fifty-nine Degrees 
The compression results from contact angle of 59° are inconclusive.  There is a 
3% decrease in the oscillation amplitude 50 nm before the tip makes contact with either 
surface, but the distance does not correlate to structure.  The distance between AFM tip 
contact and each labeled coil in Figure 1 are  A) 2.30 µm; B) 1.46 µm; C) 540 nm; D) 
never.  These distances are calculated from the contact angle and the geometry of the 







Figure 6.9.  Effect of input energy on oscillation amplitude of the nanocoil-cantilever 
system at a contact angle of 49° on HOPG.  The driven oscillation amplitude plots, A, 
show similar events regardless of drive amplitude.  The plots are artificially offset on the 
y-axis for comparison purposes.  An oscillation amplitude plot generated from the 
waterfall data, B, shows the same shape and location of events.  The thermal oscillation 
amplitude plot suffers from a poor signal to noise ratio, but some features are discernable. 
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that the end of the nanocoil will make contact before any of the features.  The difficulty 
with applying this model to scanner extension is that after the end of the nanocoil 
contacts the surface, the nanocoil is then forced to bend upwards, changing the geometry.  
The results suggest that at a contact angle of 59°, coils A-C either slip along the surface 
or the nanocoil bends with the surface. 
The quasi-static model is more applicable to scanner retraction because the 
nanocoil will impose a force to restore itself to its static geometry.  During scanner 
retraction at a contact angle of 59°, an adhesion event takes place 550 nm after the tip 
releases from the silicon surface and 1390 nm after the tip releases from the HOPG 
surface, as seen in Figure 6.2.  The release point from the silicon surface agrees well with 
the distance required for coil C to return to its static position.  The distance between tip 
release and the second adhesion event on HOPG suggests that coil C is adhered to the 
surface much past its static geometry.  The adhesion force on HOPG, 5.0 nN, is almost 
twice that of on silicon, 2.6 nN.  The larger adhesion force allows the nanocoil to bend 
and extend until the restoring force of both the cantilever and the nanocoil cause coil C to 
release from the surface.  No release event is recorded for coil B on either surface.  The 
oscillation amplitude does display small reduction at the turn around point of the scanner 
(Figures 6.2C and 6.2D).  On the HOPG surface, this small decrease in oscillation 
amplitude is accompanied with an increase in noise.  Based on geometry, coil B would 
begin to be put into tension at 1.46 µm after the tip releases, which is shortly before the 
oscillation is slightly reduced.  The small, noisy reduction in oscillation amplitude is 
caused by the adhesive interaction between coil B and the substrate.  There was no 
evidence of coil A releasing from the surface as the limit of the scan range prevented the 




6.2.3 Contact Angle of Forty-nine Degrees 
The contact geometry for a contact angle of 49° indicates that the coils should 
contact the surface at the following distances:  A) 3.50 µm; B) 2.45 µm; C) 1.15 µm; D) 
150 nm.  The distance between the contact event shown in Figure 6.3 and the sharp 
compression at point 4 in Figure 6.5 is approximately 3.5 µm, which agrees well with the 
geometry of coil A.  The compression event at point 2 in Figure 6.5 corresponds to the 
coil D contacting the surface.  This event occurs 165 nm before the sharp increase at 
point 4, which is close to the value predicted by the static geometry of the nanocoil.  .  
The discrepancy exists because the cantilever was deflecting upwards from points 2 to 4.   
No events are recorded for coils B or C.  Their contact mostly likely occurs while the 
nanocoil is bending up with scanner extension.     
As previously mentioned, the slope of the force curve in Figure 6.5 is reduced 
from the slope of the AFM making contact.  Using Equations 4.2 and 4.3, the spring 
constant of the nanocoil is calculated to be 80 N/m with an uncertainty of 30%.  The large 
uncertainty can be attributed to the poor match of spring constants.
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    The spring 
constant is calculated to be 100 N/m using the frequency shift method discussed in 
Chapter 5.2.  The uncertainty for this method is also large, 35% because of the resolution 
in frequency and the poor match of spring constants.  Since the calculated spring constant 
is for the buckled portion of the nanocoil, it cannot be used to calculate the elastic 
modulus of the coil.  The reasonable agreement between the two methods for calculating 
the spring constant suggests that they can be used together to better estimate the spring 
constants of compliant materials between the AFM tip and a hard surface.   
When the scan direction is reversed, a large adhesion event occurs when the 
buckled portion of coil D is released from the surface.  The adhesion event at point 6 
correlates to the release of coil D from the surface, and aligns well with the static 
geometry.  The adhesion event at point 8 marks that the nanocoil is releasing from the 
surface, but it does not correlate to a return to static geometry.   This release event occurs 
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because the nanocoil had slipped up the substrate as it approached.  As the scanner 
retracts, the nanocoil is adhered to the surface at a different position than its static 
geometry would normally allow.  This release event allows the nanocoil to relax from 
that position.  Point 8 does correlate to the static geometry of coil C.  This distance from 
the nanocoil buckling at point 5 to point 9 is 1.61 µm.  This adhesion event occurs 
without any change in oscillation amplitude of frequency shift, supporting the claim that 
coils B and C contact the surface without perturbing the thermal resonance of the 
cantilever.  Scan range limitations prevented seeing any more events.   
6.2.4 Contact Angle of Four Degrees 
The results from the compression of the nanocoil in the silicon trench are 
unremarkable concerning nanocoil geometry.  Neither the oscillation amplitude nor the 
force curve display any adhesion events other than the AFM tip.  The thermal resonance 
frequency data is also uneventful in that there is no change in resonance frequency until 
the AFM tip makes contact, at which point the resonance frequency drops below the 
noise floor.  This is perplexing considering that the contact angle is 4° from the surface 
normal.  A previous investigator has used angled shims to adjust the contact angle near 
perpendicular.
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  A careful examination of the direction of the applied force, however, 
shows that tilting the substrate does not move the force to coincide with the contact angle.  
There are two angles in which the force acting on the cantilever can occur:  the contact 
angle and the compression angle.  The compression angle is the angle at which the force 
is applied to the nanocoil, as is measured by the tilt of the surface normal from away from 
the z scan direction.  At a contact angle of 0° and a compression angle of 0°, the nanocoil 
is compressed.  This is equivalent to compressing a nanocoil perpendicular to the surface.  
For a contact angle of 50° and a compression angle of 0°, the nanocoil can compress, 
bend and/or slip along the surface.  This scenario is equivalent to what is seen in section 
6.1.2 on both HOPG and silicon.  For a contact angle of 0° and a compression angle of 
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50°, the nanocoil can compress or more likely bend as the scanner extends.  The results 
from the silicon trenches are best described by this scenario.  Even though the contact 
angle is near perpendicular, the force applied to the nanocoil is not along the axis of the 
nanocoil.  The cantilever and the scanner movement are responsible for the forces 
imposed upon the nanocoil, which cause it to bend rather than compress.  Tilting the 
substrate does have an affect on the an effect on the slip-stick behavior of the nanocoil
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but it does not mean the force applied to the nanocoil is along axis of the nanocoil.   
6.3 Conclusions 
Based on the evidence, the quasi-static model is the appropriate model to apply to 
the data. Results from each substrate and contact angle are dominated by the geometry of 
the nanocoil.  It is clear that the drive amplitude has no affect on the location of any 
adhesion or compression events.  This is interesting considering the fact that this is a 
dynamic system; even when the system is undriven, it has a measureable thermal 
resonance frequency.  The ability of the quasi-static model to explain most of the 
adhesion events leads to the conclusion that the forces generated by the oscillating 
cantilever and nanocoil are small compared to the force of adhesion.   
The direction of the applied force does not change upon tilting the surface.  
Instead, the tilt angle changes the magnitude of the force acting along the axis of the 
nanocoil and perpendicular to the nanocoil.  This can influence whether the nanocoil 
bends like a cantilever, slips along the surface, or compresses.  Only a sufficient force 
along the axis of the nanocoil is capable of compressing the nanocoil like a spring, which 
can best be achieved by having the contact angle and compression angle parallel to the 
movement of the z-scanner.  In this investigation, the applied force causes the nanocoil to 
bend and slip, which makes the nanocoil behave like a cantilever during scanner 
extension.    
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The complexity of the system prevents an accurate measurement of the adhesion 
and mechanical forces.  There are several forces acting in the system at each adhesion 
event that cannot be differentiated:  the restoring force of the cantilever, the restoring 
force of the bent nanocoil, the restoring force of the compressed nanocoil, the friction 
force between the nanocoil and the surface, and the adhesive force between the each of 
the coils and the substrate.  Gross assumptions concerning the contact area and off-axis 
spring constant of the nanocoil would have to be made before any attempt to could be 
made to calculate the force of adhesion.   Although coiled carbon nanotubes offer a 
unique mix of mechanics and adhesion, deconvolution of these properties from there 
results presented herein is not possible.  The high spring constant of the cantilever used in 
this study, 5 N/m, prevented the deconvolution of the forces because the frequency of 
cantilever vibration is the only observable in MPFS.     
The results do raise questions about using oscillation amplitude for interpretation.  
In several instances, both the externally driven and thermal oscillation amplitudes do not 
show compression or adhesion events that do occur in the force curve and frequency 
response, e.g. points 3 and 6 in Figure 6.5.  In both of these examples, the frequency of 
the system has shifted away from the frequency at which the oscillation amplitude is 
measured.  It is also incorrect to use the term damping when the oscillation amplitude 
decreases if there is a positive shift in resonance frequency of the system, e.g. point 2 in 
Figure 6.5.  The oscillation amplitude is not damped because the resonance frequency of 
the system has increased.  This shift naturally results in the amplitude at the measured 
frequency to be reduced.  By only monitoring the oscillation amplitude at a fixed 
frequency, information necessary to correct interpretation of changes in the mechanical 
system is not recorded.  Damping and a change in resonance frequency are both observed 
as a decrease in the oscillation amplitude when measured at a fixed frequency.  It is, 
therefore, unwise to use oscillation amplitude as a means to interpret changes in 
mechanical systems that could cause a change in the resonance frequency of the system.  
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A similar conclusion can be made about phase.  The shift in phase is recorded by 
monitoring the phase lag of the cantilever oscillation compared to the signal sent the 
piezo that externally drives the cantilever.  Like oscillation amplitude, phase is measured 
at a fixed frequency:  the natural resonance frequency of the cantilever in free space.  If 
there is a significant change in resonance frequency, i.e. >100 Hz, in the system, the 
phase lag becomes meaningless.  It is grossly inaccurate to measure the phase lag 
between two different frequencies.  Change in resonance frequency of the system 
significantly reduces the usefulness of oscillation amplitude and phase data for correct 
interpretation.   





 unfolding.  Damping and changes in resonance frequency 
cannot be deconvoluted from the oscillation amplitude.  Likewise, phase lag and changes 
in resonance frequency cannot be deconvoluted.  If there is any significant change in 
resonance frequency of the system, then the results cannot be properly interpreted.  Based 
on the evidence presented herein, it is questionable for any research team to draw 
conclusions of mechanical systems using only oscillation amplitude and phase without 
also measuring changes in frequency.   
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CHAPTER 7 
MPFS OF CARBON NANOLOOPS 
 
This chapter contains an investigation of the adhesive and mechanical response of 
three small walled carbon nanoloops during both compression and tension on five 
different surfaces.  After the mechanical failure of the attachment point for long, straight 
carbon nanotubes, see Chapter 5, the extent of compression is purposely kept small.  
SEM images of the nanoloops are presented in Figure 7.1.  The nanoloops were 
repeatedly brought into and out of contact with the substrates by extending and retracting 
the scanner in the z-direction while monitoring cantilever deflection and thermally driven 
resonance.  The results for each nanoloop are presented separately.  A qualitative 
discussion of the results follows.  An elastica model developed for macro-scale loops is 
proposed to quantify the results.  The results show characteristic differences between the 
force to bend the nanoloops and the force of adhesion for rupture and peeling. 
7.1 MPFS Results for Nanoloops 
7.1.1 MPFS of Loop-1  
Loop-1 is a carbon nanotube loop (CNL) with a radius of curvature of 137 nm and 
an outer diameter of 14 nm.  The radius of curvature was measured from SEM images 
and the diameter from TEM images. The curvature of this loop is parallel to the direction 
of the cantilever whose spring constant was calculated to be 8 N/m.  SEM images of 
Loop-1 are provided in Figure 7.1A.   
Loop-1 was brought into contact with five different surfaces to measure the 
mechanical and adhesive interactions.  Loop-1 was brought into contact at six different 






Figure 7.1.  SEM images of a carbon three different carbon nanoloops.  In each set, the 
left image is looking at the front of the tip, down the length of the cantilever.  The right 
image is looking at the side of the tip, with the front facing to the right.  (A) Loop-1 is 
oriented parallel to the direction of the cantilever beam.  (B) Loop-2 is oriented 
perpendicular to the direction of the cantilever beam. (C) Loop-3 is oriented parallel to 
the direction of the cantilever beam.  The scale bar in each image represents 500 nm.   
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alkanethiol monolayer.  The results for the largest extent of compression are shown in 
Figure 7.2.  The large interference pattern in the force curve is unavoidable because the 
template stripped gold is highly reflective.  This makes it difficult to discern any changes 
in cantilever deflection.  Upon contact with the surface at point 1, the abrupt change to a 
linear trace indicates the onset of cantilever deflection.  This accompanied with an 
increase in the resonance frequency.  As the scanner extends, the resonance frequency 
decreases.  At point 2, the resonance frequency begins to increase and then levels off.  
The force curve becomes curvilinear again, typical of that observed prior to the loop 
coming into contact with the surface.  This behavior suggests that Loop-1 is slipping on 
the surface.  At point 3, the scanner begins to retract.  From point 3 to 4, the cantilever 
deflection mirrors the deflection from point 2 to 3.  The frequency, however, increases.  
At point 5, a small adhesion event in the force curve is accompanied with an increase in 
frequency.  The final pull off force is measured to be 4.7 (± 2.1) nN.  The frequency shift 
at the release event is measured to be 3.7 (± 0.5) kHz.   
MPFS of Loop-1 was also performed on a hydroxyl-terminated alkane thiol 
monolayer at six different extents of compression:  5, 15, 30, 55, 70, and 95 nm.  The 
results for the largest extent of compression are shown in Figure 7.3.  At point 1, a small 
jump to contact is accompanied with an increase in resonance frequency.  After this 
abrupt increase, the resonance frequency continues to rise slowly as the scanner extends.  
At point 2, the scanner changes direction.  The frequency continues to increase as the 
scanner retracts until the release event at point 3.  This trend is indicative of increased 
tension on the system up until the point of rupture of the loop from the surface.  The force 
at the release event is measured to be 7.9 (± 2.7) nN and the frequency shift at the release 
event is 4.5 (± 0.4) kHz.     
Loop-1 was brought into and out of contact with an amino-terminated alkane thiol 
monolayer at six different extents of compression:  5, 20, 35, 50, 65, and 80 nm.  The 


















Figure 7.2.  MPFS results of Loop-1 on a methyl-terminated alkanethiol monolayer.  The 
blue trace is the force curve for scanner extension and the red trace is during scanner 
retraction.  The purple data points are the thermal resonance frequency of maximum 
amplitude.  This color scheme will be used throughout the rest of this chapter.  The 
response in the force curve is overwhelmed by an interference pattern.  Light reflected 














Figure 7.3.  MPFS results of Loop-1 on a hydroxyl-terminated alkanethiol monolayer.  
Light reflecting from the surface causes the interference pattern, which makes 


















Figure 7.4.  MPFS results of Loop-1 on an amino-terminated alkanethiol monolayer.  A 
larger adhesion event is observed.  The force curve response is masked by a large 




occurs at point 1.  The frequency increases when the loop contacts the surface.  As the 
scanner extends, the deflection and frequency level off.  At point 2, the scanner changes 
directions.  A release event is observed at point 3.  The force of adhesion is calculated to 
be 10.7 (± 3.7) nN and frequency shift is 4.8 (± 1.0) kHz. 
Loop-1 was brought into and out of contact with a silicon surface at six different 
extents of compression:  10, 25, 40, 60, 70, and 85 nm.  The results for the largest extent 
of compression are shown in Figure 7.5.  Unlike contact with the previously described 
surfaces, no jump to contact is observed, but the frequency shift establishes the point of 
contact at point 1.  A jump to contact may be hidden by the interference pattern.  A 
similar shape of the frequency pattern seen on the previous surfaces is observed here.  As 
the scanner extends, the deflection and frequency level off.  At point 2, the scanner 
changes directions.  A release event is observed at point 3 and the frequency increases as 
the system is put into tension.  The force of adhesion is calculated to be 10.6 (± 3.2) nN, 
and frequency shift is 3.8 (± 0.6) kHz. 
MPFS of Loop-1 was also performed on HOPG at six different extents of 
compression:  15, 30, 50, 60, 75, and 95 nm.  The results for the largest extent of 
compression are shown in Figure 7.6.  Any jump to contact at point 1 is obscured by the 
interference pattern.  The increase in thermal resonance frequency is used to establish the 
point of contact.  The resonance frequency dips and slowly rises as the scanner extends.  
This suggests that the nanoloop buckles and then stiffens as the scanner is extended.  At 
point 2, the scanner changes direction.  This results in a decrease of resonance frequency, 
which is interpreted as a reduction in the stiffness of the system.  During scanner 
retraction, the frequency increases up to the release event at point 3.  The force at the 
release event is measured to be 21.0 (± 3.0) nN and the frequency shift at the release 
event is 6.7 (± 0.7) kHz.  The waterfall plot is included in Figure 7.6B to demonstrate that 
the frequency of maximum amplitude in 7.6A matches the shape of the thermal resonance 
















Figure 7.5.  MPFS results of Loop-1 on a silicon surface.  A larger adhesion event is 








Figure 7.6.  MPFS results of Loop-1 on HOPG.  (A) A response similar to other surfaces 
is observed for both the force curve and the thermal resonance frequency plot.  (B) 
Waterfall plot prior to the peak picking routine.  Note the agreement between the color-







Figure 7.7.  Force curves and thermal resonance frequency for Loop-1 at increasing 
extents of compression on HOPG.  The force curves, A, are reproducible regardless of 
the extent of compression.  The force curves are aligned to the jump to contact.  The 
interference pattern makes any interpretation other than the release event difficult.  The 
thermal resonance frequency, B, show the same shape regardless of the extent of 
compression.  The thermal resonance frequency plots are aligned to scanner extension.  
The traces in each plot are artificially offset for to aid comparison.  Starting from the 
bottom trace in each plot, the extent of compression is 15, 30, 50, 60, 75, and 95 nm. 
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The effect of the extent of compression on HOPG is shown in Figure 7.7.  The 
force curves are reproducible regardless of the extent of compression.  The sharp change 
in each of the force curves is from the reflectivity of the HOPG surface.  In contrast to the 
force curves, resonance frequency curves change markedly with the extent of 
compression, suggesting that these changes in the resonance of the system are directly 
related to the compression of the nanoloop.  The extent of compression is directly related 
to the distance in which the nanotube is relaxing during scanner retraction.  The 
relaxation of the nanotube is evidenced by the decrease in resonance frequency after the 
scanner changes directions.  The release event recorded in both the force curves and the 
frequency plots is reproducible, and is therefore not related to scanner extension.  Similar 
responses were observed on all the other surfaces investigated with Loop-1.  Only the 
compression events and subsequent relaxation events correlated to scanner movement.  
For each substrate, the force of adhesion and shift in resonance frequency are 
independent of scanner extension.    
7.1.2 MPFS of Loop-2  
Loop-2 is a carbon nanotube loop with a radius of curvature of 198 nm and an 
outer diameter of 28 nm.  The curvature of this loop is perpendicular to the direction of 
the cantilever.  The spring constant of the cantilever was calculated to be 3 N/m.  SEM 
images of Loop-2 are provided in Figure 7.1B.  Loop-2 was brought into contact with 
five different surfaces to measure the mechanical and adhesive interactions.     
Loop-2 was brought into contact at six different extents of compression on a 
methyl-terminated alkanethiol monolayer:  10, 25, 35, 50, 65, and 80 nm.  The results for 
the largest extent of compression are shown in Figure 7.8.  A jump to contact occurs at 
point 1 in the force curve (Figure 7.8.A).  The frequency shifts at contact and then falls 
off while the cantilever is deflected upwards while the scanner continues to extend 









Figure 7.8.  MPFS results of Loop-2 on a methyl-terminated alkanethiol monolayer.  (A) 
The response in the force curve is similar to that of a typical force curve.  There is a slight 
curvature in the force of the cantilever as the scanner extends past the point of contact.  
The frequency response is a symmetric “U” shape, which is indicative of the nanoloop 
buckling and unbuckling from scanner extension and retraction.  (B) Waterfall plot of the 
same frequency response in (A) is provided because the amplitude of the frequency 
response is approaching the noise floor.  This plot helps the reader better view the shape 
of the thermal resonance frequency response. 
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been drawn for carbon nanocoils.
27, 306
 At point 2, the scanner begins to retract.  The 
cantilever relaxes from its deflected state until it is put into tension at point 3.  The state 
of tension is determined by the increasing resonance frequency of the system leading up 
to point 3.  The force of the release event is measured to be 12.0 (± 2.9) nN.  The 
frequency shift at the release event is measured to be 37.9 (± 2.1) kHz.   
An interference pattern from the reflected light still exists in the force curve, but 
cantilever motion is easily distinguished.  This can be attributed to the fact that the 
cantilever to which Loop-2 is attached has a lower spring constant than the cantilever to 
which Loop-1 is attached.  In the frequency response, the white noise floor often has 
peaks larger than the thermal resonance frequency of the system.  The white noise floor 
also is affected by the interference pattern from the reflected light.  As in this case, the 
optical interference increases the amplitude of the white noise floor.  The peak picking 
routine is not capable of discerning between the two.  For clarity, the waterfall plot is 
provided in Figure 7.8B.  The thermal resonance frequency shifts are more easily 
discerned in the waterfall plot.   
MPFS of Loop-2 was performed on a hydroxyl-terminated alkane thiol monolayer 
at six different extents of compression:  20, 45, 70, 95, 120, and 145 nm.  The results for 
the largest extent of compression are shown in Figure 7.9.  At point 1, there is a small 
jump to contact that is accompanied with an increase in resonance frequency.  On this 
particular surface, the amplitude of the thermal resonance frequency of the system is at 
the noise floor.  A symmetric “U” shape can be discerned in the waterfall plot provided in 
Figure 7.9B.   At point 2, the scanner changes direction.  The slope of the force curve 
during scanner retraction is non-linear, indicating that the nanoloop transitions from 
unbuckling to tension.  The frequency increases until the release event at point 3.  The 
force at the release event is measured to be 17.2 (± 4.1) nN and the frequency shift at the 









Figure 7.9.  MPFS results of Loop-2 on a hydroxyl-terminated alkanethiol monolayer.  
(A) The response in the force curve is similar to that of a typical force curve.  There is a 
slight curvature in the force of the cantilever as the scanner extends and retracts between 
the point of contact, 1, and the release event, 3.  The frequency response is difficult to 
discern above the noise floor.  (B) Waterfall plot of the same frequency response in A is 
provided but the amplitude of the thermal resonance frequency is near the noise floor.  










Figure 7.10.  MPFS results of Loop-2 on an amino-terminated alkanethiol monolayer.  
(A) The response in the force curve is similar to that of a typical force curve.  The release 
event at point 3 is not sharp which indicates that the nanoloop is slowly released from the 
surface.  The frequency response is difficult to discern above the noise floor.  (B) 
Waterfall plot of the same frequency response in (A) is provided but the amplitude of the 
thermal resonance frequency is at the noise floor.  Any shape that is observed in the 
waterfall plot is not meaningful because the signal to noise ratio is approximately 2. 
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Loop-2 was brought into and out of contact with an amino-terminated alkane thiol 
monolayer at six different extents of compression:  15, 30, 40, 55, 75, and 90 nm.  The 
results for the largest extent of compression are shown in Figure 7.10.  A small jump to 
contact occurs at point 1.  At the point of contact, the frequency increases.  As the 
scanner extends, the deflection of the cantilever increases.  The ratio of noise floor and 
the amplitude of the thermal resonance frequency prevent any interpretation.  A keen eye 
may be able to discern a “U” shape in the waterfall plot, but the signal to noise ratio is 
approximately 2.  This prevents any concrete discussion of the results for the thermal 
resonance frequency.   At point 2, the scanner changes directions and the cantilever 
begins to relax.  At point 3, a release event is observed.  Note that the shape of the release 
event is not sharp as it is for Loop-2 on previous substrates.  This suggests that Loop-2 is 
gradually released from the amino-terminated monolayer.  The force of the cantilever’s 
largest downward deflection to it free space is measured to be 10.8 (± 3.9) nN.  A 
frequency shift at the release event cannot be determined because of the proximity of 
amplitude of the thermal resonance frequency to the white noise floor. 
Loop-2 was brought into and out of contact with a silicon surface at six different 
extents of compression:  15, 40, 60, 75, 100, and 115 nm.  The results for the largest 
extent of compression are shown in Figure 7.11.  As before, the peaks from the noise 
floor overwhelm the peak-picked thermal resonance frequency.  The shape of the thermal 
resonance frequency is better discerned in the waterfall plot in Figure 7.11B.  A jump to 
contact is observed at point 1, and the frequency increases.  As the scanner extends, the 
cantilever continues to deflect.  At point 2, the scanner changes directions.  At point 3, 
there is a discrete change in the slope of the force curve during scanner retraction.  This 
change is observed to occur at the same point for each extent of compression.  The 
frequency levels off from point 3 to 4, which also occurs regardless of the extent of 










Figure 7.11.  MPFS results of Loop-2 on a silicon surface.  (A) The force curve displays 
non-linearity after the nanoloop makes contact during both scanner extension and 
retraction.  The frequency response levels off at point 3.  This is accompanied with a 
discrete change in the force curve, which indicates that the system reaches a steady state 
in its vibration, even though the force in the system increases.  (B) Waterfall plot of the 
same frequency response in (A) is provided to aid the reader in seeing the shape of the 











Figure 7.12.  MPFS results of Loop-2 on HOPG.  (A) The force curve displays non-
linearity after the nanoloop makes contact during both scanner extension and retraction.  
The event at point two causes a change in the slope of the force curve, and the resonance 
frequency increases during continued scanner extension.  (B) Waterfall plot of the same 
frequency response in (A) is provided to aid the reader in seeing the shape of the thermal 
resonance frequency response. 
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is put into tension.  The force is measured to be 17.8 (± 4.2) nN, and frequency shift is 
40.0 (± 0.6) kHz. 
MPFS of Loop-2 was also performed on HOPG at six different extents of 
compression:  25, 60, 85, 110, 135, and 160 nm.  The results for the largest extent of 
compression are shown in Figure 7.12.  At point 1, the system jumps to contact and the 
resonance frequency increases.  During scanner extension, the cantilever deflects upward 
and the resonance frequency falls.  At point 2, a discrete event results in a change of the 
slope of the force curve.  Additionally, the frequency response shifts upward as the 
scanner continues to extend.  This suggests that the event at point 2 causes the nanoloop 
to shift such that stiffness is added to the system as the scanner extends.  At point 3, the 
scanner changes direction.  During scanner retraction, the frequency response mirrors that 
observed during scanner extension leading up the release event at point 4.  The force at 
the release event is measured to be 25.7 (± 6.1) nN and the frequency shift at the release 
event is 44.3 (± 2.1) kHz.   
The effect of the extent of compression on HOPG is shown in Figure 7.13.  The 
force curves are reproducible regardless of the extent of compression.  During scanner 
extension, the thermal resonance frequency is a direct result of the extent of compression.  
As the extent of compression is increased, the shape of the frequency response transitions 
for a “U” shape to a “W” shape.  The “U” shape indicates that the nanoloop undergoes 
symmetric buckling and unbuckling as the scanner extends and retracts.  The W shape 
suggests that after the initial buckling period, stiffness is added to the system.  The 
release event recorded in both the force curves and the frequency plots is not related to 
scanner extension.  For each substrate, the force of adhesion and shift in resonance 








Figure 7.13.  Force curves and thermal resonance frequency for Loop-2 at increasing 
extents of compression on HOPG.  The force curves, A, are reproducible regardless of 
the extent of compression.  The force curves are aligned to the jump to contact.  The 
thermal resonance frequency, B, transitions from a “U” shape to a “W” shape as the 
extent of compression is increase.  The thermal resonance frequency plots are aligned to 
scanner extension.  The traces in each plot are artificially offset for to aid comparison.  
Starting from the bottom trace in each plot, the extent of compression is 25, 60, 85, 110, 
135, and 160 nm. 
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7.1.3 MPFS of Loop-3  
Loop-3 is a carbon nanotube loop with a radius of curvature of 525 nm and an 
outer diameter of 7 nm.  The curvature of this loop is parallel to the direction of the 
cantilever.  The spring constant of the cantilever was calculated to be 3 N/m.  SEM 
images of Loop-3 are provided in Figure 7.1C.  Loop-3 was brought into contact with 
five different surfaces to measure the mechanical and adhesive interactions.  The 
waterfall plots are not included in the following results because the amplitude of the 
thermal resonance frequency remains above the noise floor.   
Loop-3 was brought into contact at six different extents of compression on a 
methyl-terminated alkanethiol monolayer:  5, 15, 40, 50, 60, and 80 nm.  The results for 
the largest extent of compression are shown in Figure 7.14.  A jump to contact 
accompanied with an increase in thermal resonance frequency occurs at point 1.  At point 
2, the scanner begins to retract.  On the way to point 3, the cantilever deflects downward 
while there is no discernable shift in thermal resonance frequency.  After the small 
release event at point 3, the cantilever deflection remains constant while the frequency 
shifts upward, indicating the system is in tension.  After the release event at point 4, the 
cantilever begins to deflect downward during scanner retraction.  The frequency shifts 
upward until a small release event at point 5.  Points 5, 6, 7 and 8 all display release 
events in the force curve and are accompanied with increases in resonance frequency 
leading up to the release event, followed by a drop after the release.   The release events 
in the retract portion of the force curve are highly reproducible are not affected by extent 
of compression.    
MPFS of Loop-3 was performed on a hydroxyl-terminated alkane thiol monolayer 
at six different extents of compression:  15, 20, 30, 35, 50, and 60 nm.  The results for the 
largest extent of compression are shown in Figure 7.15.  At point 1, a large jump to 



















Figure 7.14.  MPFS results of Loop-3 on a methyl-terminated alkanethiol monolayer.  
From point 1 to point 4, the frequency response has a “W” shape, indicating the nanoloop 
buckles and then resists compression during scanner extension whereas the nanoloop 
relaxes and is then put into tension during scanner retraction.  Points 5-8 display a saw 
tooth pattern that indicates several release events.  Each release event is accompanied 
with an increase in frequency leading up to the release, followed by a sharp drop in the 






















Figure 7.15.  MPFS results of Loop-3 on a hydroxyl-terminated alkanethiol monolayer.  
From point 1 to point 3, the frequency response has a “U” shape, indicating the nanoloop 
buckles during compression and then unbuckles during scanner retraction.  Points 4-7 
display a saw tooth pattern that indicates several release events.  Each release event is 
accompanied with an increase in frequency leading up to the release, followed by a sharp 




scanner changes direction.  From point 1 to 3, both the force curve and frequency 
response show symmetry around point 2.  The frequency response is a “U” shape, 
strongly suggesting that the nanotube undergoes reversible buckling.  From point 3 to 4, 
the cantilever deflection decreases.  The frequency first falls and then increases with the 
tension of the system until the release event at point 4.  Points 5 through 7 each display 
release events in the force curve and are accompanied with increases in resonance 
frequency leading up to the release event, followed by a drop after the release.   The 
release events in the retract portion of the force curve are highly reproducible are not 
affected by extent of compression. 
Loop-3 was brought into and out of contact with an amino-terminated alkane thiol 
monolayer at six different extents of compression:  15, 30, 40, 55, 75, and 90 nm.  The 
results for the largest extent of compression are shown in Figure 7.16.  A small jump to 
contact occurs at point 1, and the thermal resonance frequency increases.  At point 2, the 
scanner changes directions and the cantilever begins to deflect downward.  This is 
accompanied with a sharp increase in the resonance frequency until point 3.  At point 3, a 
small release event is observed.  Note that the resonance frequency does not fall 
immediately after the release event as it previously has.  Instead, the resonance frequency 
decreases with scanner retraction even though the cantilever continues to deflect 
downward.  As the restoring force of the cantilever increases, the resonance frequency 
decreases.  This result is opposite to normal adhesion events where increasing the 
restoring force causes an increase in the resonance frequency.  At point 4, the nanoloop is 
released from the surface.  These results suggest that tension is not building up in the 
system during scanner retraction even through the nanoloop is still adhered to the surface 
and the restoring force of the cantilever is increasing.  The waterfall plot is included in 
Figure 7.16B to demonstrate that the frequency of maximum amplitude in 7.16A matches 










Figure 7.16.  MPFS results of Loop-3 on an amino-terminated alkanethiol monolayer.  
The force curve and frequency response, A, is very asymmetric.  Point 1 is the jump to 
contact.  From point 2 to 3, the force curve and the frequency response indicate that the 
system is put into tension.  The frequency does not immediately fall after the release 
event at point 3.  Instead, the resonance frequency of the system gradually decreases as 
the restoring force of the cantilever increases.  The nanoloop is released from the surface 
at point 4.  The waterfall plot, B, is included to demonstrate that the frequency response 
in A follows the true frequency shift.   
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 Loop-3 was brought into and out of contact with a silicon surface at six different 
extents of compression:  25, 50, 75, 110, 140, and 170 nm.  The results for the largest 
extent of compression are shown in Figure 7.17.  The jump to contact occurs at point 1 
and the thermal resonance frequency of the system increases.  During scanner extension, 
there are two small events at point 2 where the cantilever deflection suddenly decreases.  
The frequency response at each of these events also decreases.  The cantilever then 
deflects linearly until the scanner changes direction at point 3.  From point 3 to 4, both 
cantilever deflection and the frequency response of the system mirror that from point 2 to 
3.  Release event is observed at points 5 and 6.  The frequency response shows an 
increase leading up to the release event, followed by a sharp decrease in frequency after 
the release event.  After the release event at point 6, the cantilever deflects downward and 
the resonance frequency increases, apparently leading up to a release event.  Instead, the 
cantilever deflection levels off at point 7, and it remains steady for 340 nm of scanner 
retraction.  The frequency response decreases during this portion of scanner retraction.  
As with the amino-terminated alkane thiol monolayer, this suggests that tension in the 
system is decreasing even though the cantilever exerts a restoring force.   
MPFS of Loop-3 was also performed on HOPG at six different extents of 
compression:  45, 70, 100, 125, 155, and 185 nm.    The results for the largest extent of 
compression are shown in Figure 7.18.  The nanoloop makes jumps into contact at point 
1.  The resonance frequency of the system increases.  During scanner extension from 
point 1 to 2, the cantilever deflects upward while the resonance frequency decreases.  At 
point 2, the cantilever deflection decreases slightly and the resonance frequency increases 
sharply.  The scanner changes directions at point 3.  During scanner retraction, the 
resonance frequency increases leading up to the release event at point 4.  After the release 
event, the resonance frequency remains high for 50 nm of further retraction of the 
scanner until it drops sharply at point 5.  No force response is observed during this 




















Figure 7.17.  MPFS results of Loop-3 on a silicon surface.  After the jump to contact at 
point 1, the response from point 2 to point 4 is symmetric around the change in direction 
of the scanner at point 3.  Discrete release events are observed at points 5 and 6.  At point 
7, the system cantilever deflection levels off while the frequency of the system gradually 


























Figure 7.18.  MPFS results of Loop-3 on HOPG.  Of note is the decrease in resonance 
frequency from point 6 to 7 while the restoring force of the cantilever increases.  In 
addition, discrete release events are observed at points 8, 9, and 10.  The frequency 






cantilever deflects downward while the resonance frequency increases.  At point 6, the 
shift in the resonance frequency changes directions, but again the cantilever deflection 
continues its previous trend.  At point 7, a release event is observed in the force curve and 
there is a sharp decrease in the resonance frequency.  Points 8 through 10 are discrete 
tension events that have the characteristic deflection of the cantilever and the increase in 
resonance frequency immediately followed by a sharp decrease.  After point 10, the 
nanoloop is free from the surface.   
The effect of the extent of compression on silicon is shown in Figure 7.19.  The retract 
portion of the force curve is independent of the extent of compression.  Similarly, the 
retract portion of the thermal resonance frequency response is highly reproducible. The 
extent of compression only affects the response during compression and immediately 
after the scanner changes directions.  Figure 7.20 demonstrates the results for the extent 
of compression on HOPG.  As with the silicon surface, the response during scanner 
retraction is reproducible.  Each release event appears in the same place regardless of the 
extent of compression.  This is interesting considering the difference in response between 
the two surfaces.  Taken collectively, this suggests that the nanoloop adheres to the 
surface at the jump to contact and no new additional portion of the nanoloop adheres 
upon further compression.   
7.2 Discussion of MPFS Results for Nanoloops 
7.2.1 Discussion of Loop-1 and Loop-2 
Quantifying the results from Loop-1 and Loop-2 proved challenging.  The 
interference pattern generated by reflected laser light in the data sets for Loop-1 obscured 
any subtle features that could exist in the force curve.  Additionally, the interference 
pattern reduces confidence in the measured force of adhesion.  For Loop-2, the amplitude 






Figure 7.19.  Force curves and thermal resonance frequency for Loop-3 at increasing 
extents of compression on a silicon surface.  The force curves, A, are aligned to the jump 
to contact.  The thermal resonance frequency, B, plots are aligned to scanner extension.  
The traces in each plot are artificially offset for to aid comparison.  Note the highly 
reproducibility during scanner retraction for both the force curves and the thermal 
resonance frequency plots.  Starting from the bottom trace in each plot, the extent of 






Figure 7.20.  Force curves and thermal resonance frequency for Loop-3 at increasing 
extents of compression on HOPG.  The force curves, A, are aligned to the jump to 
contact.  The thermal resonance frequency, B, plots are aligned to scanner extension.  The 
traces in each plot are artificially offset for to aid comparison.  Note the highly 
reproducibility during scanner retraction for both the force curves and the thermal 
resonance frequency plots.  Starting from the bottom trace in each plot, the extent of 




floor is also affected by the interference pattern caused by the reflected light.  When 
viewed as amplitude with respect to time, the vertical bands visible in each waterfall plot 
have a sinusoidal shape that is similar to the interference pattern in the force curves.  The 
forces can still be measured, but, as has been demonstrated throughout the work 
presented herein, the frequency response is critical to interpreting the mechanical 
response of the system.  Thus, the results for Loop-1 and Loop-2 can be discussed 
qualitatively.   
Comparison of the dimensions of the two nanoloops suggests that Loop-1 is less 
stiff that Loop-2.  Although the radius of the curvature of the loop for Loop-2 is 30% 
larger, the diameter of the tube is 100% larger.  The results confirm that conclusion in 
two ways.  The cantilever deflection is very small for Loop-1, whereas the cantilever 
holding Loop-2 does deflect significantly.  Using the frequency shift immediately before 
the final release event with Equation 5.2, the spring constant of Loop-1 is estimated to be 
approximately 1 N/m.  The spring constant of Loop-2 is estimated to be approximately 4 
N/m.  The spring constants are only estimates because the exact state of the loop and the 
direction of the applied force are unknown.   
Another comparison can be made about the adhesive force.  For each loop, the 
shape of the force curves and frequency responses are qualitatively similar among all the 
substrates and are unaffected by the extent of compression.  This strongly suggests that 
any adhesive interactions are determined by the geometry of the nanoloop at initial 
contact.  The contact area is assumed to be the portion of the tube that is within 1 nm of 
the surface, which for undeformed loops is an ellipse.  The radius of curvature for both 
nanoloops was measured from SEM images and the radius of the tube was measured 
from TEM images.  Table 7.1 displays the estimated adhesion force per unit area for 
Loop-1 and Loop-2 on all five surfaces.  The marginal agreement between the two loops 
suggests that the contact area may be a means at quantifying the work required to pull the 








Table 7.1.  Estimated force of adhesion per unit area for Loop-1 and Loop-2.  The 
marginal agreement between the two loops suggests that a more accurate model that takes 
the force exerted by the nanoloop may be able to quantify the force of adhesion per unit 
area.   
 Dimensions 
 Loop-1 Loop-2 
Loop Rc (nm) 137 198 






























































 Estimated Work of Adhesion (kcal/mol) 
-CH3 0.69 1.0 




Si 1.1 1.1 
HOPG 0.15 0.11 
*The release event for Loop-2 on the amino-terminated alkanethiol monolayer was gradual, not rupture like 




























 then the force to rupture 
each interaction can also be calculated.  If rupture from the surface is assumed to require 
moving the atoms one nanometer apart, then the work of adhesion can be estimated.  The 
estimated work of adhesion is included in Table 7.1.  The work of adhesion is equivalent 
to the energy required to break the intermolecular bonds.   
The number of assumption required to estimate the work done by adhesion is 
significant.  The assumptions ignore any strain stored by the deformed nanoloops.  
Additionally, the contact area is calculated from the undeformed nanoloop.  Nonetheless, 
the bond strength is the same order of magnitude as weak van der Waals interactions.  A 
more accurate calculation of the bond strength would require a better model that includes 
the force stored in the nanoloop and is capable of calculating the actual contact area of 
the nanoloop.   
7.2.2 Discussion of Loop-3 
The results from Loop-3 are very interesting.  The duration and length in contact 
for each surface during scanner retraction is highly reproducible regardless of scanner 
extension.  This suggests that Loop-3 takes shape as soon as it contacts the surface.  The 
tension events during scanner retraction for the methyl-, hydroxyl- and HOPG surfaces 
suggest that they are related to the geometry of the nanoloop.  It is possible that these 
events arise out of defect sites.  The noteworthy aspect of the MPFS results for Loop-3 
are from the amino- and silicon surfaces.  On these surfaces, the thermal resonance 
frequency shows that as the loop is pulled off the surface the tension in the system is 
decreasing.  The only possible explanation is that the nanoloop is peeling off the surface.  
Upon initial contact, a large portion of the base of the nanoloop adheres to the surface.  
This is reasonable considering the length of contact during scanner retraction.  As the 
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scanner retracts, the restoring force of the cantilever levels off.  A constant force is 
needed to peel the nanoloop off the surface.  This is consistent with peeling theory 
assuming the peeling angle does not change.   
As the nanoloop peels, less of the nanoloop is in contact with the surface.  From a 
resonance perspective, this is directly related to the reduction in stiffness of the system if 
one assumes that the nanoloop was in tension before peeling begins.  Considering the 
results presented in Figures 7.16 and 7.17, the system is in tension immediately before 
the peeling starts.  The peeling results in a slow release of this tension.   
While the force and frequency results demonstrate that peeling is observed 
modeling the peeling, however, requires knowledge of the forces in the loop.    Previous 
investigators have used elastica models to interpret loop flexure and force.
353-356
  These 
models have been applied to adhesion of macro-scaled loops.  The general assumptions 
about the interfacial forces made in these models are not applicable on the molecular 
scale.  Instead, a force law that has a basis in intermolecular forces is needed.   
Strus et al. used a discrete solution for the universal graphite potential from the 
Lennard-Jones potential.
71, 166
  They obtained their force model from solutions provided 
by others.
161, 357
  Interestingly, Strus et al. use the universal graphite potential to model 
surfaces that are not graphite.
166
  A more generalized force law is needed.  Following the 
derivation of Coffin et al. a generalized force per unit length as a function of separation 
distance, F(d), can be determined by stopping short of their substitution of parameters 




























εσχπχ , Equation 7.1 
where χ1 and χ2 are the number of interacting molecules or atoms per unit area, ε is the 
potential well depth and σ is the distance of zero potential.  Both of the potential terms 
are dependent on the identity of the interacting species.  To solve for the forces, ε and 
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σ must be known.  For modeling purposes, the ratio of ε and σ may be parametrically 
determined.  The results from the parametric study could be used to determine the 
transition from rupture to peeling and possibly quantify the force of adhesion.  If nothing 
else, the elastica model will be able to deconvolute the force in the loop from the 
adhesive forces.   
7.3 Conclusions 
It should be noted that the oscillation amplitude of the externally driven cantilever 
was also acquired for all of the data sets presented herein.  Considering the conclusions of 
Chapter 6, it has not been included in the discussion.  To reiterate that point, the 
oscillation amplitude of the driven cantilever compared to the thermal resonance 
frequency is provided in Figure 7.21.  The oscillation amplitude of Loop-2 on hydroxyl-
terminated alkane thiol, Figure 7.21A, does not show any fine structure.  Likewise, the 
oscillation amplitude of Loop-2 on HOPG, Figure 7.21B, does not show any fine 
structure that corresponds to any possible compression, buckling, slipping, tension, or 
release events over the full range of scanner movement.  Recalling Figures 7.9 and 7.12, 
there is a noticeable difference in the observed frequency response on each surface even 
though the amplitude of the thermal resonance frequency is near the white noise floor.  It 
is worth noting that the oscillation amplitude does indicate the point of contact and the 
point of release from the surface.  Again, oscillation amplitude at a fixed, driven 
frequency cannot be used to interpret force spectroscopy of a system that changes 
resonance frequency as it is compressed or put into tension.   
Both peeling and rupture of nanoloops has been observed.  Based on early 
calculations, the force of adhesion is directly related to contact area for those loops that 
rupture.  This would suggest that a JKR model could be applied to the data.  The results 
from Loop-3 strongly suggest that peeling is a viable release mechanism.  Figure 7.22 
shows the expected difference between rupture and peeling as the loop is released from 
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the surface.  After contact, the loop is put into tension.  From this point, there are two 
pathways.  The left pathway shows increasing tension in the system, but the contact area 
remains the same.  The tension in the system overcomes the adhesive forces and the loop 
is released from the surface and returns to its regular conformation.  The right pathway 
shows that as tension is placed in the system, the loop peels from the surface.  The 
tension in the system is released both from peeling and by the loop returning to its regular 
conformation.  As the surface continues to move away, the loop is peeled off the surface.   
Comparison between peeling and rupture has been discussed with interpretation 
of the results awaiting a better model.  As of this writing, the results from an elastica 
model and the force law presented in Equation 7.1 are forthcoming.  They will soon be 







Figure 7.21.  Plots of oscillation amplitude compared to thermal resonance frequency.  
The oscillation amplitude of Loop-2 on (A) hydroxyl-terminated alkanethiol surface and 
(B) HOPG.  Note the high degree of similarity between the two oscillation amplitude 










Figure 7.22.  Illustration of the difference between rupture and peeling of a loop.  After 
contact, the loop is put into tension.  From this point, there are two pathways.  The left 
pathway shows increasing tension in the system, but the contact area remains the same.  
The tension in the system overcomes the adhesive forces and the loop is released from 
the surface and returns to its regular conformation.  The right pathway shows that as 
tension is placed in the system, the loop peels from the surface.  The tension in the 
system is released both from peeling and by the loop returning to its regular 
conformation.  As the surface continues to move away, the loop is peeled off the surface.   
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CHAPTER 8 
CONCLUSIONS AND RECOMMENDATIONS 
 
8.1 Conclusions 
The primary goal of this work was measuring the adhesive and mechanical 
properties of carbon nanostructures in contact with chemically modified surfaces. The 
specific aims of this investigation were: 1) deconvolute mechanical and adhesive forces 
acting on the carbon nanostructures; 2) quantify the tribological properties, i.e. rupture, 
friction, and/or peeling, of carbon nanotubes on chemically modified surfaces; 3) 
quantify the mechanical properties of the carbon nanostructures.  All three aims were 
successfully achieved.   
The use of multi-parameter force spectroscopy to interrogate the complex 
adhesive and mechanical dynamics of carbon nanostructures has been well demonstrated.  
By varying the extent of compression, the static coefficient of friction was calculated.  
Additionally, a new method of determining the elastic modulus of carbon nanotubes in 
tension by measuring the change in frequency was presented.  The calculated results are 
in good agreement with previous literature.  The complex mechanical behavior of carbon 
nanoloops was also investigated.  Both peeling and rupture were observed to occur.  An 
elastica model to interpret the results is currently being developed, which should serve to 
quantify the results.     
In addition, the results presented in Chapter 6 clearly call into question any force 
spectroscopic conclusions that use amplitude of a fixed frequency for interpretation.  The 
results presented show that even weakly interacting mechanical systems are not damping.  
Instead, the resonance frequency increases because the stiffness of the system has 
increased.  Most of this work using dynamic force spectroscopy has been built off the 
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paper by Cleveland et al.
118
  The authors clearly state the following assumptions in their 
derivations:  the resonance frequency does not change; the steady state motion of the 
cantilever is sinusoidal; the damping effects on the cantilever remain unchanged during 
experimentation.  The results presented for each of the different nanostructures used in 
this investigation clearly show that the resonance frequency does change.  The system is 
far from steady state while the scanner extends or retracts.  As such, the conclusions 
offered by Cleveland et al. should be left to the field of phase imaging, where the 
amplitude and frequency remain at fixed values through a feedback loop.  It is this 
author’s strong recommendation that any future force spectroscopic methods of 
mechanical systems be performed using MPFS.   
8.2 Future Directions of Research 
The methods and models presented herein are not limited to carbon 
nanostructures.  One of the potential applications is other nanofibers.  Work in this area 
was initiated with electrospun polymer fibers, as detailed in Appendix B.  The 
investigation was cut short with the graduation and subsequent departures of the 
collaborators.  Individual fibers can be attached to an AFM by using a micromanipulator 
to position the fiber on a flattened AFM tip.  The fiber could be attached using an epoxy 
or by depositing material on top of it, e.g. ion beam induced deposition.  Effectively, this 
would create two cantilevers:  the AFM cantilever and the fiber cantilever.  The fiber 
could be brought into contact at the edge of a plateau.  A schematic of the experimental 
setup is shown in Figure 8.1.  The elastic modulus of the fiber could be determined using 
MPFS by varying the length of the fiber spanning between the AFM tip and plateau.  The 
slope of the deflection curve is related to the ratio of the spring constant of the fiber and 
the cantilever.  Changes in effective length of the nanofiber can also affect the frequency 
response of the system.  MPFS is more than capable of measuring those changes, and 
























Figure 8.1.  Schematic of experimental setup for measuring the mechanical and adhesive 
properties of any nanofiber.  The nanofiber is fixed to a flattened AFM tip.  By changing 
the length of the nanofiber between the AFM tip and the plateau, the contributions from 
the bending of the nanofiber could easily be deconvoluted.  This would also change the 
amount of fiber in contact with the surface.    
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modulus of the nanofiber. 
Measurements of adhesion can be made while varying the length of the nanofiber.  
The theory of peeling states that the amount in contact has no affect on the force required 
to peel a fixed area.  This experimental setup would test that assumption.  If peeling does 
occur, then the force per unit length required to peel would not be dependent on the 
length in contact.  The duration that force occurs would be dependent on the length in 
contact.  Conversely, if peeling does not occur, then according to JKR theory of adhesion, 
the contact area does matter.  In this case, the magnitude of the measured force required 
to pull the fiber off the surface would increase with increasing length in contact.  This 
experimental setup is designed to determine the force of adhesion per unit area whether 
the nanofiber peels or ruptures from the surface.  Numerous interfaces could be 
interrogated by using nanofibers of varying composition and by changing the surface 
chemistry on the plateau.   
A completely separate method of interrogating the adhesive properties per unit 
area could be accomplished by using alternating diblock copolymers as the probe 
molecule.  Either isotactic or syndiotactic copolymers are acceptable, so long as the 
tacticity is well defined.  These diblock copolymers can be synthesized with known 
lengths of each block, each with differing surface affinities.  There are several synthetic 
routes to achieve this, including the so-called “click chemistry,”
358
 reversible addition–




  The greatest 
disadvantage of the first two methods lies in their separation.  Gel permeation 
chromatography is the best method to separate polymers, but small differences in size are 
difficult to resolve.  The separation of DNA, on the other hand, is straightforward using 
gel electrophoresis.  Differences in length of a few bases can easily be resolved.  The 
work by Herrmann and coworkers to create DNA diblock copolymers with a 
polydispersity approaching unity is very promising.
360-366
  Their primary focus has been 
on the creation of DNA micelles, so the number of repeating units in their copolymers is 
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low.  Their synthetic methods could be scaled up to make longer chains that would be 
more useful for investigating adhesion.   
An even simpler method of synthesis of a DNA containing diblock copolymer is 
presented in Figure 8.2.  Each end of the DNA is modified with different terminal 
chemistries.  The simplest DNA to start with is single stranded DNA that is comprised of 
one base, e.g. thymine.  Poly(thymine) has no secondary structure and, as a result, has 
uniform interactions with the surface. The other block unit can be any polymer that can 
be made in well defined blocks, e.g. poly(ethylene glycol) (PEG).  The polymer would 
need to be modified with complementary end groups for reaction with the modified 
DNA.  Polymerization proceeds via coupling reactions between the NHS and amine 
termini as well as between the thiol and maleimide termini.  The addition of a chain-
terminating molecule to the reaction increases the dispersity of the product, favoring 
shorter diblock copolymers. Products of varying number of repeating units should be 
separable by gel electrophoresis.  Immersion of a gold-coated AFM probe into a solution 
containing the copolymer of the desired size should result in the immobilization of the 
polymer onto the tip.  By using a specially designed cantilever with a single 70 nm 
diameter spot of gold near the apex of the tip, a single molecule with a thiol end group 
will bind to the probe tip. 
74, 367, 368
  The binding affinity of the thiol to the gold selects 
only the product with the thiol end group.  This synthetic method uses commercially 
available compounds and takes full advantage the electrostatic property of DNA to 
separate the products by the number of DNA blocks in the molecule.   
The main advantage of using DNA for force spectroscopic investigations is the 
numerous possibilities of surface interactions:  van der Waals, polarity, hydrogen 
bonding, and electrostatics.  By changing the ionic strength, pH, polarity, composition of 
the solution, and the surface chemistry, all of the intermolecular forces can be 
interrogated for both the DNA and the PEG blocks.  A conceptual picture of using 





















Figure 8.2.  Reaction scheme to produce a diblock copolymer of DNA and PEG blocks.  
The reactants are mixed together, creating a large distribution of products.  The amino 
and N-hydroxysuccinimide (NHS) end group react preferentially.  The thiol and 
maleimide (Mal) end groups react preferentially.  The first four products are non-
terminating, and can continue to react to form longer chains.  If the reaction is left to 
proceed until the reactive end groups are mostly consumed (~24 hr), the bottom two 
products are highly favored.  The product in green is a loop of the diblock copolymer.  
The product in blue is the ideal final product, but any of the thiol-terminated products 
could be used as long as the number of repeating units is greater than two.  The ratio of 
the chain-terminating group can be altered to adjust the probability of the lengths 
produced from the reaction.   
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The second advantage of this scheme is the production of blocks with known 
lengths.  Again, by knowing the length in contact, the force per unit area can be estimated 
using either JKR or peeling theory.  Currently the majority of research assumes 
desorption of a polymer occurs through rupture or friction.
40, 69, 138, 167, 369-372
  The 
proposed use of a diblock copolymer is well suited to test these assumptions and 
investigate peeling.  The force curve response will be able to distinguish between the 
peeling and friction, as friction should be unrelated to the length in contact.  The length of 
the DNA and PEG blocks can be changed.  By varying the length, the contact area will 
change.  For the JKR model, this will increase the measured force.  This should have no 
affect on friction.  For peeling, the magnitude of the force should not change.  Instead, the 
duration over which the force is measured should increase.   
Finally, the chemical identity of the blocks can be changed.  There are numerous 
options for the polymer block.  The only limitation is that each block must be mono-
disperse.  For the DNA block, a progression is suggested.  The above discussion focus on 
single stranded poly(thymine) because of the control it offers.  The next step should use 
ssDNA that has multiple bases, e.g. poly(GGTCTAACTC).  Other options could be made 
as long as the ssDNA does not self-dimerize or have any secondary structure.   The data 
provided from this DNA should determine if the identity of the bases affects the 
measured forces.  Depending upon the results, a third step would to be to use dsDNA.  
The ssDNA example from the second step, poly(GGTCTAACTC) could be used for this 
step after hybridization with its complement.  This pair does form hetero-dimers where 
bases are left unmatched.  This deficiency will always exist when using repeating 
segments of DNA.  The drawback can be overcome by designing monomer units that 
contain a greater number of base pairs.  This increases the probability that complete 
hybridization occurs.  Collectively, this is a parametric study of the adhesive interactions 



















Figure 8.3.  Illustration of a potential binding scenario of a DNA-PEG diblock 
copolymer.  In this scenario, the electrostatic binding of DNA is favored by using a 
positively charged surface, and the solvation of the PEG is favored by using an 
appropriate solvent.  The adhered portion of the diblock copolymer can either peel from 
the surface or rupture.   
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Recalling from Chapter 2, the angle of peeling significantly affects the measured 
peeling force.  Kuhner et al. have shown that translocation of the AFM tip before the 
polymer is desorbed can result in very different force curves.
69
  They attribute the 
changes of angle to friction and desorption, completely ignoring the real possibility of 
peeling.  In their experiments, the polymers were comprised of only one type of monomer 
unit.  This disadvantage to this method is that the angle must be estimated from the 
distance traveled by the AFM probe.  There is no indication from their data that the angle 
is well known.  Instead, they fit angle and an assumed rupture length and coefficient of 
friction to their data.   
If the polymer peels during translocation of the probe, then the pull off angle has 
changed.  As discussed in Chapter 6, the angle at which the forces are applied 
significantly affects the behavior of the molecule.  The large advantage of the diblock 
copolymer proposed herein is the known lengths of each block.  For any peeling angle, 
the length of the block in contact is the same, assuming that the conditions favor binding 
of one block over the other, e.g. electrostatics.  By repeating the measurements at 
different unknown angles, the peeling angle alone can be determined from the force curve 
by comparing the measured forces.  This provides a self-consistency check on the results.  
Alteration of the peeling angle can be accomplished by translocation of the cantilever or 
by using angled shims.  The experiments using the diblock copolymer provide the 
necessary parameters to investigate all three major theories for modeling desorption:  
rupture, friction, and peeling.  Additionally, the experiments serve as an excellent method 
to test the assumptions for each of the desorption theories.   
The largest disadvantage of the above experimental method is that it must be 
performed in solution.  MPFS has very poor amplitude resolution because of viscous 
damping of the cantilever.  It may be possible to perform the experiments using static 
force spectroscopy, but performing the experiments using MPFS would allow for better 
monitoring of the conditions of the system as the molecule is pulled from the surface.  
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When a cantilever is placed in solution, the amplitude of thermal resonance frequency is 
damped by the viscous solutions and the quality factor decreases substantially.  Tracking 
changes in resonance frequency becomes very difficult.  If the noise floor could be 
significantly reduced, then MPFS may be capable of resolving changes in frequency in 
fluid.  Improvements must be made to the MPFS instrumentation for it to become a fully 
viable force spectroscopic technique.   
This amplitude resolution problem exists because MPFS is currently performed 
using a commercial AFM detection scheme.  The vertical deflection signal of the position 
sensitive detector used in this study has a voltage range of ±2.5 V with a bit resolution of 
76 µV.  For a typical AFM cantilever, this voltage range equates to approximately ±350 
nm of deflection 5 pm bit resolution.  The limit of detection for a peak-to-peak oscillation 
is 15pm.  Not surprisingly, the white noise floor occurs at 5 pm of amplitude in MPFS 
data.  The large deflection range and bit resolution were designed for force spectroscopy 
in which large displacements occur.  For small displacements, such a large range is 
unnecessary.  If the range can be decreased, then the noise floor, i.e. the least significant 
bit, can be reduced.  A costly solution is to increase the bit resolution of the analog-to-
digital converter (ADC).  The ADC used in this investigation is 16-bit.  Using a 24-bit 
ADC would result in a least significant bit of 0.3 µV.  If this change were to occur, it is 
reasonable to conclude that a PSD with better output resolution would also be required.  
If the PSD had an output resolution of 50 µV, there would be no significant gain by using 
an ADC with a higher bit resolution.  
A less costly alternative would be to increase the path length of the laser after it 
reflects off the end of the cantilever.  For a discrete displacement of the cantilever, the 
displacement of the laser spot at the PSD increases with increasing path length.  The 
resolution of a PSD is also directly related to the intensity of the incident light.  
Increasing the intensity of the laser light may prevent any loss of resolution over longer 
path lengths.  The final issue created by a longer path is the diffusion of the laser spot.  
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The laser used in this investigation is a diode laser, whose light is not collimated.  The 
ideal solution to this problem would have a fiber optic capped with a collimating lens 
deliver the light right above the cantilever.   
Without advances in the detection method for MPFS, its use as a force 
spectroscopic technique is limited to fluids with low viscous damping (i.e. air or 
vacuum).   Even so, the applicability of MPFS is still broad.  The ability to study 
nanomechanics without performing the experiments in an SEM is very advantageous and 
opens up the possibility of studying adhesive and mechanical properties on a wide array 
of nano-objects.   
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APPENDIX A 
CUSTOM SOURCE CODE FOR DATA ANALYSIS 
 
 This appendix contains custom code written by the author to process and analyze 
different sets of data encountered throughout this investigation.   
A.1 Batch Extraction for Dynamic Force Spectroscopy Files 
 This code, written in Visual Basic 6.0, converts raw data files containing both the 
deflection-distance and oscillation amplitude-distance curves from Veeco’s NanoScope 
software (v5.31) into a comma separated variable (.csv) file format for ease of analysis in 
Excel™.  This program was written to mimic the export to ASCII option from the 
NanoScope software with two much needed improvements:  batch processing allowing 
multiple files to be extracted with a single command and .csv file extensions allowing 
Excel™ to open the files without any import steps.   
FC DataExtractor 1024x2.exe 
 frmFVDE (FC DataExtractor 1024x2) 
'Written by Kane Barker 01-13-2009 
' 
'Extracts all Nanoscope Tapping Mode Force Curve files, so long as 
they 
'   are 1024 data points and have Cantilever Deflection (CH 1) 
'   and Oscillation Amplitude (CH 2) 
'This program is to serve as an analog to using the Nanoscope 
software to 
'   manually export the data (in Volts) without the header 
 
Option Explicit 
Public strFileNames As Variant 
 
Private Sub cmdExtract_Click() 
Dim i As Integer 
    'Sends each file the extraction module 
    For i = 1 To UBound(strFileNames) 
      Call DataExtractMacro(strFileNames(i)) 
    Next i 
    'Resets defaults of program 
    frmFVDE.cmdLoadFile.Caption = "Load File(s)..." 
    List1.Clear 




'Below is code modified from Brian Matumbura found at 
www.freevbcode.com 
'It allows for batch processing 
Private Sub cmdLoadFile_Click() 
  Dim i As Integer 
  'Obtains file list from GetFiles function 
  strFileNames = Split(GetFiles, vbNullChar) 
  'If only one file was selected, this places it in the correct 
format 
  'Note:  This only works if the file name is conventional: 
[initials][6# date].[file#] 
  If UBound(strFileNames, 1) = LBound(strFileNames, 1) Then 
      strFileNames = Split(strFileNames(0) & vbNullChar & 
Right(strFileNames(0), 12), vbNullChar) 
  End If 
  With List1 
    'Adds files to list to show user which files have been 
succesfully loaded 
    If UBound(strFileNames) > 0 Then 
      .Clear 
      'Path is stored in index 0 of strFileNames, the files are in 
index 1 to i 
      Label1.Caption = "Files selected from: " & strFileNames(0) 
      For i = 1 To UBound(strFileNames) 
        .AddItem strFileNames(i) 
      Next i 
    'Let's user know if no files have been selected 
    Else 
      .AddItem "(No files selected)" 
    End If 
  End With 
  cmdLoadFile.Caption = "File(s) Loaded!" 
End Sub 
 
Public Function GetFiles(Optional ByVal sTitle As String = "Open 
files...") As String 
  ' sTitle: Optional Title of Dialog 
  Dim sFilenames As String 
  Dim cdlOpen As Object 
  On Error GoTo ProcError 
  ' Get the desired name using the common dialog 
  Set cdlOpen = CreateObject("MSComDlg.CommonDialog") 
  ' set up the file open dialog file types 
  With cdlOpen 
    ' setting CancelError means the control will 
    ' raise an error if the user clicks Cancel 
    .CancelError = True 
    .Filter = "All Files (*.*)|*.*" 
    .FilterIndex = 1 
    .DialogTitle = sTitle 
    .MaxFileSize = &H7FFF ' 32KB filename buffer 
    ' set up Common Dialog flags 
    .Flags = cdlOFNHideReadOnly Or cdlOFNPathMustExist Or 
cdlOFNLongNames Or cdlOFNAllowMultiselect Or cdlOFNExplorer 
    .ShowOpen 
    ' Adds the selected file(s) to the array 
    sFilenames = .FileName 
  End With 
ProcExit: 
  GetFiles = sFilenames 
  Set cdlOpen = Nothing 
  Exit Function 
ProcError: 
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  If Err.Number = &H7FF3 Then Resume Next 'Cancel selected - 
Ignore 
  MsgBox Err.Description & "(" & Err.Number & ")", vbExclamation, 
"Open error" 
  sFilenames = "" 
  Resume ProcExit 
End Function 
 
 Module1 (FC DataExtractor 1024x2) 
'Modified by Kane Barker From Original DataExtractor by Jeff 
Boyles , 1/14/2009 
Sub DataExtractMacro(datafile As Variant) 
 
'Nominal Values for 1024x2 FC with 1024x2 Osc Amp 
'Only works for Version 5.31 (because that's the only version 
that 
'   I had access to at the time (and had 1024 points) 
'\Data offset: ?     <--Calculates from header 
'\Data length: 4096 
 
Dim zscanbyte(1 To 2048) As String 
Dim binbyte(1 To 2048, 1 To 2) As String 
Dim bintemp(1 To 2048, 1 To 2) As Integer 
Dim header(1 To 500) As String 
Dim DataOffset As String 
Dim Zsens As String 
Dim RampSize As String 
Dim OffsetTrue As String 
Dim SensTrue As String 
Dim RampTrue As String 
Dim temp As String 
Dim datafile2 As String 
 
frmFVDE.ProgressBar1.Min = 1 
frmFVDE.ProgressBar1.Max = 8 
frmFVDE.ProgressBar1.Visible = True 
frmFVDE.ProgressBar1.Value = frmFVDE.ProgressBar1.Min 
 
' Open file as text and get the header info 
Open datafile For Input As #1 
 
' Stores header text 
    k = 1 
    OffsetTrue = "\Data offset" 
    SensTrue = "\@Sens. Zsca" 
    RampTrue = "\@4:Ramp siz" 
    Do Until EOF(1) 
        Line Input #1, header(k) 
        ' Searches for Header values, and then defines them for 
use 
        temp = Mid(header(k), 1, 12) 
          If temp = OffsetTrue Then 
            DataOffset = Mid(header(k), 15, 6) 
          ElseIf temp = SensTrue Then 
            Zsens = Mid(header(k), 18, 6) 
          ElseIf temp = RampTrue Then 
            RampSize = Mid(header(k), 52, 9) 
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          End If 
           
          k = k + 1 
        DoEvents 
    Loop 
Close #1 
frmFVDE.ProgressBar1.Value = 2 
 
'Stores the Z position calculated from header, assuming 1024 
points 
For i = 1 To 1024 
    zscanbyte(i) = (i - 1) * RampSize * Zsens / 1024 
    k = i + 1024 
    zscanbyte(k) = (i - 1) * RampSize * Zsens / 1024 
Next i 
 
' Open file as Binary and get the data 
Open datafile For Binary As #1 
' Transposes and stores Force Curve Data 
    j = 1 
    For i = 1 To 2048 
            Get #1, i * 2 - 1 + DataOffset - 4096, bintemp(i, j) 
            binbyte(i, j) = CStr(bintemp(i, j)) 
            'In Tapping Mode, FC Data is stored using a 15-bit 
conversion over a 
            'FIXED 2.5 Volts.  This converts the bit value to 
defl. voltage 
            binbyte(i, j) = 2.5 * binbyte(i, j) / 32768 
            DoEvents 
    Next i 
   frmFVDE.ProgressBar1.Value = 3 
' Transposes and stores Oscillation Amplitude Data 
    j = 2 
    For i = 1 To 2048 
            Get #1, i * 2 - 1 + DataOffset, bintemp(i, j) 
            binbyte(i, j) = CStr(bintemp(i, j)) 
            'In Tapping Mode, OA Data is stored using a 16-bit 
conversion over 
            'NOMINAL 2.5 Volts.  This converts the bit value to 
amp. voltage 
            binbyte(i, j) = 2.5 * binbyte(i, j) / 65536 
            DoEvents 
    Next i 




    'Opens and renames file for printing the extracted data to a 
.csv format 
    datafile2 = Mid(datafile, 1, 8) & "_" & Mid(datafile, 10, 3) 
& ".csv" 
    Open datafile2 For Output As #1 
    ' Prints header text 
        'For i = 1 To k 
            'Print #1, header(i) 
            'DoEvents 
        'Next i 
 181 
        frmFVDE.ProgressBar1.Value = 5 
    ' Prints column headers for data 
        Print #1, "Calculated Z (nm),"; "TM Deflect. (V),"; 
"Amplitude (V)"; 
        Print #1, 
        Print #1, "Extend Data"; 
        Print #1, 
    ' Prints Approach Data Curves Inverted for Correct Order 
        For i = 1 To 1024 
            Print #1, zscanbyte(i); ","; 
            For j = 1 To 2 
                k = -1 * (i - 1025) 
                Print #1, binbyte(k, j); ","; 
                DoEvents 
            Next j 
            Print #1, 
        Next i 
        Print #1, 
        Print #1, "Retract Data"; 
        Print #1, 
        frmFVDE.ProgressBar1.Value = 7 
    ' Prints Retract data for Version 5.31 
        For i = 1025 To 2048 
            Print #1, zscanbyte(i); ","; 
            For j = 1 To 2 
                Print #1, binbyte(i, j); ","; 
                DoEvents 
            Next j 
            Print #1, 
        Next i 
        frmFVDE.ProgressBar1.Value = 8 
    Close #1 
     
'Call MsgBox("Data Extracted", vbOKOnly, "Success!") 
frmFVDE.ProgressBar1.Visible = False 




A.2 Batch Extraction Program for Force Volume Files 
 These programs are based on a program written by Jeffrey Boyles that was 
limited in its use.  The previous program only worked for Nanoscope software version 
4.23.  The programs presented below work with both versions of the Nanoscope software 
encountered in this investigation. The previous program required that force volume (FV) 
data be acquired with very specific user settings in the Nanoscope software.  These 
specific settings are not referenced or explained by the previous author.  The new 
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programs use information contained within the FV file header to determine the specific 
settings during data extraction.   
Force volume data exists in two forms:  16x16 FV files and 32x32 FV files.  
Because the post-processing analysis is performed in Excel™, there are limitations in the 
number of columns available, i.e. 256.  For 16x16 FV files, 256 columns are sufficient, 
but for 32x32 FV files, the data needs to be parsed into four different files that can then 
be analyzed.  This requires the results to be reintegrated after analysis.   
The code is written in Visual Basic 6.0 and is capable of extracting files in batch 
for both versions of the NanoScope software used with the NanoScope IIIa controller, 
v4.23 and v5.31. 
A.2.1  FV Data Extractor for 16x16 FV Files 
FV DataExtractor 16x16.exe 
 frmFVDE (FV DataExtractor 16x16) 
'Written by Kane Barker 06-25-2007 
'Extracts all Nanoscope Force Volume files, so long as they are 
'  16x16 and 512x2 
 
Option Explicit 
Public strFileNames As Variant 
 
Private Sub cmdExtract_Click() 
Dim i As Integer 
    'Sends each file the extraction module 
    For i = 1 To UBound(strFileNames) 
      Call DataExtractMacro(strFileNames(i)) 
    Next i 
    'Resets defaults of program 
    frmFVDE.cmdLoadFile.Caption = "Load File(s)..." 
    List1.Clear 
    frmFVDE.ProgressBar1.Visible = True 
End Sub 
 
'Below is code modified from Brian Matumbura found at 
www.freevbcode.com 
'It allows for batch processing 
Private Sub cmdLoadFile_Click() 
  Dim i As Integer 
  'Obtains file list from GetFiles function 
  strFileNames = Split(GetFiles, vbNullChar) 
  'If only one file was selected, this places it in the correct 
format 
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  'Note:  This only works if the file name is conventional: 
[initials][6# date].[file#] 
  If UBound(strFileNames, 1) = LBound(strFileNames, 1) Then 
      strFileNames = Split(strFileNames(0) & vbNullChar & 
Right(strFileNames(0), 12), vbNullChar) 
  End If 
  With List1 
    'Adds files to list to show user which files have been 
succesfully loaded 
    If UBound(strFileNames) > 0 Then 
      .Clear 
      'Path is stored in index 0 of strFileNames, the files are 
in index 1 to i 
      Label1.Caption = "Files selected from: " & strFileNames(0) 
      For i = 1 To UBound(strFileNames) 
        .AddItem strFileNames(i) 
      Next i 
    'Let's user know if no files have been selected 
    Else 
      .AddItem "(No files selected)" 
    End If 
  End With 
  cmdLoadFile.Caption = "File(s) Loaded!" 
End Sub 
 
Public Function GetFiles(Optional ByVal sTitle As String = "Open 
files...") As String 
  ' sTitle: Optional Title of Dialog 
  Dim sFilenames As String 
  Dim cdlOpen As Object 
  On Error GoTo ProcError 
  ' Get the desired name using the common dialog 
  Set cdlOpen = CreateObject("MSComDlg.CommonDialog") 
  ' set up the file open dialog file types 
  With cdlOpen 
    ' setting CancelError means the control will 
    ' raise an error if the user clicks Cancel 
    .CancelError = True 
    .Filter = "All Files (*.*)|*.*" 
    .FilterIndex = 1 
    .DialogTitle = sTitle 
    .MaxFileSize = &H7FFF ' 32KB filename buffer 
    ' set up Common Dialog flags 
    .Flags = cdlOFNHideReadOnly Or cdlOFNPathMustExist Or 
cdlOFNLongNames Or cdlOFNAllowMultiselect Or cdlOFNExplorer 
    .ShowOpen 
    ' Adds the selected file(s) to the array 
    sFilenames = .FileName 
  End With 
ProcExit: 
  GetFiles = sFilenames 
  Set cdlOpen = Nothing 
  Exit Function 
ProcError: 
  If Err.Number = &H7FF3 Then Resume Next 'Cancel selected - 
Ignore 
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  MsgBox Err.Description & "(" & Err.Number & ")", vbExclamation, 
"Open error" 
  sFilenames = "" 
  Resume ProcExit 
End Function 
Module1 (FV DataExtractor 16x16) 
'Copied and Modified by Kane Barker From Original DataExtractor 
by Jeff Boyles , 6/25/2007 
Sub DataExtractMacro(datafile As Variant) 
 
'Nominal Values for 16x16 FVol and 512x2 FCurve 
'\*Force image list 
'\Data offset: ?     <--Calculates from header 
'\Data length: 524288 
 
Dim binbyte(1 To 1024, 1 To 256) As Integer 
Dim header(1 To 500) As String 
Dim DataOffset As String 
Dim OffsetTrue As String 
Dim temp As String 
Dim version531 As String 
Dim version423 As String 
 
frmFVDE.ProgressBar1.Min = 1 
frmFVDE.ProgressBar1.Max = 8 
frmFVDE.ProgressBar1.Visible = True 
frmFVDE.ProgressBar1.Value = frmFVDE.ProgressBar1.Min 
 
' Open file as text and get the header info 
Open datafile For Input As #1 
 
' Stores header text 
    k = 1 
    z = 0 
    OffsetTrue = "\Data offset" 
    version531 = "531" 
    version423 = "423" 
    Do Until EOF(1) 
        Line Input #1, header(k) 
        ' Searches for \DataOffset, and then defines it 
        temp = Mid(header(k), 1, 12) 
          If temp = OffsetTrue Then 
            DataOffset = Mid(header(k), 15, 6) 
          End If 
        'Compares versions to setup correct file placement 
        temp = Mid(header(k), 14, 3) 
          If temp = version531 Then 
            z = 1 
          ElseIf temp = version423 Then 
            z = 2 
          End If 
          k = k + 1 
        DoEvents 
    Loop 
Close #1 
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frmFVDE.ProgressBar1.Value = 2 
 
' Open file as Binary and get the data 
Open datafile For Binary As #1 
' Transposes and stores first set of Curves 
    For i = 1 To 512 
        For j = 1 To 256 
            Get #1, i * 2 + j * 2048 + DataOffset - 2049, 
binbyte(i, j) 
            DoEvents 
        Next j 
    Next i 
   frmFVDE.ProgressBar1.Value = 3 
' Transposes and stores second set of Curves 
    For i = 513 To 1024 
        For j = 1 To 256 
            Get #1, i * 2 + j * 2048 + DataOffset - 2049, 
binbyte(i, j) 
            DoEvents 
        Next j 
    Next i 
   frmFVDE.ProgressBar1.Value = 4 
Close #1 
 
'Upon version change from 4.23 to 5.31, the order of the force 
curve data changed 
'For 4.23, the data is stored retract and then approach 
'For 5.31, the data is stored approach and then retract 
 
'Stores data for version 5.31 
If z = 1 Then 
    'Opens and renames file for printing the extracted data 
    Open datafile & "Extracted" For Output As #1 
    ' Prints header text 
        For i = 1 To k 
            Print #1, header(i) 
            DoEvents 
        Next i 
        frmFVDE.ProgressBar1.Value = 5 
    ' Prints column headers for data 
        Print #1, 
        For i = 1 To 256 
            Print #1, "#"; i; ","; 
            DoEvents 
        Next i 
        Print #1, 
        For i = 1 To 256 
            Print #1, "retract"; ","; 
            DoEvents 
        Next i 
        Print #1, 
        frmFVDE.ProgressBar1.Value = 6 
    ' Prints Retract Curve data for Version 5.31 
        For i = 513 To 1024 
            For j = 1 To 256 
                Print #1, binbyte(i, j); ","; 
                DoEvents 
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            Next j 
            Print #1, 
        Next i 
        Print #1, 
        Print #1, 
        frmFVDE.ProgressBar1.Value = 7 
    ' Prints ApproachCurve data for Version 5.31 
        For i = 1 To 256 
            Print #1, "approach"; ","; 
            DoEvents 
        Next i 
        Print #1, 
        For i = 1 To 512 
            For j = 1 To 256 
                Print #1, binbyte(i, j); ","; 
                DoEvents 
            Next j 
            Print #1, 
        Next i 
        frmFVDE.ProgressBar1.Value = 8 
    Close #1 
     
'Stores data for version 4.23 
ElseIf z = 2 Then 
 'Opens and renames file for printing the extracted data 
    Open datafile & "Extracted" For Output As #1 
    ' Prints header text 
        For i = 1 To k 
            Print #1, header(i) 
            DoEvents 
        Next i 
        frmFVDE.ProgressBar1.Value = 5 
    ' Prints column headers for data 
        Print #1, 
        For i = 1 To 256 
            Print #1, "#"; i; ","; 
            DoEvents 
        Next i 
        Print #1, 
        For i = 1 To 256 
            Print #1, "retract"; ","; 
            DoEvents 
        Next i 
        Print #1, 
        frmFVDE.ProgressBar1.Value = 6 
    ' Prints Retract Curve data for Version 4.23 
        For i = 1 To 512 
            For j = 1 To 256 
                Print #1, binbyte(i, j); ","; 
                DoEvents 
            Next j 
            Print #1, 
        Next i 
        Print #1, 
        Print #1, 
        frmFVDE.ProgressBar1.Value = 7 
    ' Prints ApproachCurve data for Version 4.23 
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        For i = 1 To 256 
            Print #1, "approach"; ","; 
            DoEvents 
        Next i 
        Print #1, 
        For i = 513 To 1024 
            For j = 1 To 256 
                Print #1, binbyte(i, j); ","; 
                DoEvents 
            Next j 
            Print #1, 
        Next i 
        frmFVDE.ProgressBar1.Value = 8 
    Close #1 
 
'If neither version 5.31 or 4.23 were used, then the extraction 
ends 
'I, Kane, only had access to ver5.31 and 4.23, so I couldn't 
determine how other versions stored force curve data 
'Next User will need to determine how other versions behave 
ElseIf z = 0 Then 
    Call MsgBox("Incompatible Version of Nanoscope Software!", 
vbOKOnly, "ERROR") 
    Exit Sub 
End If 
 
'Call MsgBox("Data Extracted", vbOKOnly, "Success!") 
frmFVDE.ProgressBar1.Visible = False 




A.2.2 FV Data Extractor for 32x32 FV Files 
FV DataExtractor 32x32.exe 
 frmFVDE (FV DataExtractor 32x32) 
'Written by Kane Barker 06-25-2007 
'Extracts Nanoscope Force Volume files (32x32 and 512x2) into 
four different files 
 
Option Explicit 
Public strFileNames As Variant 
 
Private Sub cmdExtract_Click() 
Dim i As Integer 
    'Sends each file to be extracted 
    For i = 1 To UBound(strFileNames) 
      Call DataExtractMacro(strFileNames(i)) 
    Next i 
    'Resets defaults of program 
    frmFVDE.cmdLoadFile.Caption = "Load File(s)..." 
    List1.Clear 




'Below is code modified from Brian Matumbura found at 
www.freevbcode.com 
'It allows for batch processing 
Private Sub cmdLoadFile_Click() 
  Dim i As Integer 
  Dim temp As Variant 
  strFileNames = Split(GetFiles, vbNullChar) 
  'Corrects format if only one file was selected 
  If UBound(strFileNames, 1) = LBound(strFileNames, 1) Then 
      strFileNames = Split(strFileNames(0) & vbNullChar & 
Right(strFileNames(0), 12), vbNullChar) 
  End If 
  'Adds files to List for user to see 
  With List1 
    If UBound(strFileNames) > 0 Then 
      .Clear 
      'Path is stored in index 0 of array files in index 1 to 
i... 
      Label1.Caption = "Files selected from: " & strFileNames(0) 
      For i = 1 To UBound(strFileNames) 
        .AddItem strFileNames(i) 
      Next i 
    'Let's user know if no files were selected 
    Else 
      .AddItem "(No files selected)" 
    End If 
  End With 
  cmdLoadFile.Caption = "File(s) Loaded!" 
End Sub 
 
Public Function GetFiles(Optional ByVal sTitle As String = "Open 
files...") As String 
  ' sTitle: Optional Title of Dialog 
  Dim sFilenames As String 
  Dim cdlOpen As Object 
  On Error GoTo ProcError 
  ' Get the desired name using the common dialog 
  Set cdlOpen = CreateObject("MSComDlg.CommonDialog") 
  ' set up the file open dialog file types 
  With cdlOpen 
    ' setting CancelError means the control will raise an error 
if the user clicks Cancel 
    .CancelError = True 
    .Filter = "All Files (*.*)|*.*" 
    .FilterIndex = 1 
    .DialogTitle = sTitle 
    .MaxFileSize = &H7FFF ' 32KB filename buffer 
    ' set up Common Dialog flags 
    .Flags = cdlOFNHideReadOnly Or cdlOFNPathMustExist Or 
cdlOFNLongNames Or cdlOFNAllowMultiselect Or cdlOFNExplorer 
    .ShowOpen 
    sFilenames = .FileName 
  End With 
ProcExit: 
  GetFiles = sFilenames 
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  Set cdlOpen = Nothing 
  Exit Function 
ProcError: 
  If Err.Number = &H7FF3 Then Resume Next 'Cancel selected - 
Ignore 
  MsgBox Err.Description & "(" & Err.Number & ")", vbExclamation, 
"Open error" 
  sFilenames = "" 
  Resume ProcExit 
End Function 
 
Module1 (FV DataExtractor 32x32) 
'Heavily modifiedfFrom DataExtractor by Jeff Boyles 
Sub DataExtractMacro(datafile As Variant) 
 
'Nominal Values for 16x16 FVol and 512x2 FCurve 
'\*Force image list 
'\Data offset: ?     <--Calculates while searching header 
'\Data length: 2097152 
 
Dim binbyte1(1 To 1024, 1 To 256) As Integer 
Dim binbyte2(1 To 1024, 1 To 256) As Integer 
Dim binbyte3(1 To 1024, 1 To 256) As Integer 
Dim binbyte4(1 To 1024, 1 To 256) As Integer 
Dim i, j, k, x, y, z As Integer 
Dim header(1 To 500) As String 
Dim DataOffset As String 
Dim OffsetTrue As String 
Dim temp As String 
Dim version531 As String 
Dim version423 As String 
 
frmFVDE.ProgressBar1.Min = 1 
frmFVDE.ProgressBar1.Max = 25 
frmFVDE.ProgressBar1.Visible = True 
frmFVDE.ProgressBar1.Value = frmFVDE.ProgressBar1.Min 
 
' Open file as text and get the header info 
Open datafile For Input As #1 
' Stores header text 
    k = 1 
    q = 0 
    OffsetTrue = "\Data offset" 
    version531 = "531" 
    version423 = "423" 
    Do Until EOF(1) 
        Line Input #1, header(k) 
        ' Searches for DataOffset value, and defines it 
        temp = Mid(header(k), 1, 12) 
          If temp = OffsetTrue Then 
            DataOffset = Mid(header(k), 15, 6) 
          End If 
        'Compares versions to setup correct file placement 
        temp = Mid(header(k), 14, 3) 
          If temp = version531 Then 
            q = 1 
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          ElseIf temp = version423 Then 
            q = 2 
          End If 
          k = k + 1 
        DoEvents 
    Loop 
Close #1 
frmFVDE.ProgressBar1.Value = 2 
 
'Data is extracted in four 16x16 blocks as follows: 
' 1   |   2 
' --------- 
' 3   |   4 
'This allows for easy manipulation with previously existing Excel 
macros 
 
' Opens file as Binary to get the data for block #1 
Open datafile For Binary As #1 
' Transposes and stores first set of Curves 
    For i = 1 To 512 
        j = 1 
        For y = 1 To 481 
            For z = 1 To 16 
                Get #1, i * 2 + (y + z - 1) * 2048 + DataOffset - 
2049, binbyte1(i, j) 
                j = j + 1 
                DoEvents 
            Next z 
            y = y + 31 
        Next y 
    Next i 
   frmFVDE.ProgressBar1.Value = 3 
' Transposes and stores second set of Curves 
    For i = 513 To 1024 
        j = 1 
        For y = 1 To 481 
            For z = 1 To 16 
                Get #1, i * 2 + (y + z - 1) * 2048 + DataOffset - 
2049, binbyte1(i, j) 
                DoEvents 
                j = j + 1 
            Next z 
            y = y + 31 
        Next y 
    Next i 
   frmFVDE.ProgressBar1.Value = 4 
Close #1 
 
' Opens file as Binary to get the data for block #2 
Open datafile For Binary As #2 
' Transposes and stores first set of Curves 
    For i = 1 To 512 
        j = 1 
        For y = 17 To 497 
            For z = 1 To 16 
                Get #2, i * 2 + (y + z - 1) * 2048 + DataOffset - 
2049, binbyte2(i, j) 
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                DoEvents 
                j = j + 1 
            Next z 
            y = y + 31 
        Next y 
    Next i 
   frmFVDE.ProgressBar1.Value = 5 
' Transposes and stores second set of Curves 
    For i = 513 To 1024 
        j = 1 
        For y = 17 To 497 
            For z = 1 To 16 
                Get #2, i * 2 + (y + z - 1) * 2048 + DataOffset - 
2049, binbyte2(i, j) 
                DoEvents 
                j = j + 1 
            Next z 
            y = y + 31 
        Next y 
    Next i 
   frmFVDE.ProgressBar1.Value = 6 
Close #2 
 
' Opens file as Binary to get the data for block #3 
Open datafile For Binary As #3 
' Transposes and stores first set of Curves 
    For i = 1 To 512 
        j = 1 
        For y = 513 To 993 
            For z = 1 To 16 
                Get #3, i * 2 + (y + z - 1) * 2048 + DataOffset - 
2049, binbyte3(i, j) 
                DoEvents 
                j = j + 1 
            Next z 
            y = y + 31 
        Next y 
    Next i 
   frmFVDE.ProgressBar1.Value = 7 
' Transposes and stores second set of Curves 
    For i = 513 To 1024 
        j = 1 
        For y = 513 To 993 
            For z = 1 To 16 
                Get #3, i * 2 + (y + z - 1) * 2048 + DataOffset - 
2049, binbyte3(i, j) 
                DoEvents 
                j = j + 1 
            Next z 
            y = y + 31 
        Next y 
    Next i 
   frmFVDE.ProgressBar1.Value = 8 
Close #3 
 
' Opens file as Binary to get the data for block #4 
Open datafile For Binary As #4 
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' Transposes and stores first set of Curves 
    For i = 1 To 512 
        j = 1 
        For y = 529 To 1009 
            For z = 1 To 16 
                Get #4, i * 2 + (y + z - 1) * 2048 + DataOffset - 
2049, binbyte4(i, j) 
                DoEvents 
                j = j + 1 
            Next z 
            y = y + 31 
        Next y 
    Next i 
   frmFVDE.ProgressBar1.Value = 9 
' Transposes and stores second set of Curves 
    For i = 513 To 1024 
        j = 1 
        For y = 529 To 1009 
            For z = 1 To 16 
                Get #4, i * 2 + (y + z - 1) * 2048 + DataOffset - 
2049, binbyte4(i, j) 
                DoEvents 
                j = j + 1 
            Next z 
            y = y + 31 
        Next y 
    Next i 
   frmFVDE.ProgressBar1.Value = 10 
Close #4 
 
'Upon version change from 4.23 to 5.31, the order of the force 
curve data changed 
'For 4.23, the data is stored retract and then approach 
'For 5.31, the data is stored approach and then retract 
 
'Stores data for version 5.31 
If q = 1 Then 
    'Opens file and renames according to block for printing 
    Open datafile & "Ext_1" For Output As #1 
    ' Prints header text 
        For i = 1 To k 
            Print #1, header(i) 
            DoEvents 
        Next i 
        frmFVDE.ProgressBar1.Value = 11 
    ' Prints column headers for data 
        Print #1, 
        For i = 1 To 256 
            Print #1, "#"; i; ","; 
            DoEvents 
        Next i 
        Print #1, 
        For i = 1 To 256 
            Print #1, "retract"; ","; 
            DoEvents 
        Next i 
        Print #1, 
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        frmFVDE.ProgressBar1.Value = 12 
    ' Prints Retract Curve data 
        For i = 513 To 1024 
            For j = 1 To 256 
                Print #1, binbyte1(i, j); ","; 
                DoEvents 
            Next j 
            Print #1, 
        Next i 
        Print #1, 
        Print #1, 
        frmFVDE.ProgressBar1.Value = 13 
    ' Prints Approach Curve data 
        For i = 1 To 256 
            Print #1, "approach"; ","; 
            DoEvents 
        Next i 
        Print #1, 
        For i = 1 To 512 
            For j = 1 To 256 
                Print #1, binbyte1(i, j); ","; 
                DoEvents 
            Next j 
            Print #1, 
        Next i 
        frmFVDE.ProgressBar1.Value = 13 
    Close #1 
     
    Open datafile & "Ext_2" For Output As #2 
    '  Prints header text 
        For i = 1 To k 
            Print #2, header(i) 
            DoEvents 
        Next i 
        frmFVDE.ProgressBar1.Value = 14 
    ' Prints headers for column data 
        Print #2, 
        For i = 1 To 256 
            Print #2, "#"; i; ","; 
            DoEvents 
        Next i 
        Print #2, 
        For i = 1 To 256 
            Print #2, "retract"; ","; 
            DoEvents 
        Next i 
        Print #2, 
        frmFVDE.ProgressBar1.Value = 15 
    ' Prints Retract Curve data 
        For i = 513 To 1024 
            For j = 1 To 256 
                Print #2, binbyte2(i, j); ","; 
                DoEvents 
            Next j 
            Print #2, 
        Next i 
        Print #2, 
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        Print #2, 
        frmFVDE.ProgressBar1.Value = 16 
    ' Prints Approach Curve data 
        For i = 1 To 256 
            Print #2, "approach"; ","; 
            DoEvents 
        Next i 
        Print #2, 
        For i = 1 To 512 
            For j = 1 To 256 
                Print #2, binbyte2(i, j); ","; 
                DoEvents 
            Next j 
            Print #2, 
        Next i 
        frmFVDE.ProgressBar1.Value = 17 
    Close #2 
     
    Open datafile & "Ext_3" For Output As #3 
    ' Prints header text 
        For i = 1 To k 
            Print #3, header(i) 
            DoEvents 
        Next i 
        frmFVDE.ProgressBar1.Value = 18 
    ' headers for data 
        Print #3, 
        For i = 1 To 256 
            Print #3, "#"; i; ","; 
            DoEvents 
        Next i 
        Print #3, 
        For i = 1 To 256 
            Print #3, "retract"; ","; 
            DoEvents 
        Next i 
        Print #3, 
        frmFVDE.ProgressBar1.Value = 19 
    ' Retract Curves 
        For i = 513 To 1024 
            For j = 1 To 256 
                Print #3, binbyte3(i, j); ","; 
                DoEvents 
            Next j 
            Print #3, 
        Next i 
        Print #3, 
        Print #3, 
        frmFVDE.ProgressBar1.Value = 20 
    ' Approach 
        For i = 1 To 256 
            Print #3, "approach"; ","; 
            DoEvents 
        Next i 
        Print #3, 
        For i = 1 To 512 
            For j = 1 To 256 
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                Print #3, binbyte3(i, j); ","; 
                DoEvents 
            Next j 
            Print #3, 
        Next i 
        frmFVDE.ProgressBar1.Value = 21 
    Close #3 
     
    Open datafile & "Ext_4" For Output As #4 
    ' header text 
        For i = 1 To k 
            Print #4, header(i) 
            DoEvents 
        Next i 
        frmFVDE.ProgressBar1.Value = 22 
    ' headers for data 
        Print #4, 
        For i = 1 To 256 
            Print #4, "#"; i; ","; 
            DoEvents 
        Next i 
        Print #4, 
        For i = 1 To 256 
            Print #4, "retract"; ","; 
            DoEvents 
        Next i 
        Print #4, 
        frmFVDE.ProgressBar1.Value = 23 
    ' Retract Curves 
        For i = 513 To 1024 
            For j = 1 To 256 
                Print #4, binbyte4(i, j); ","; 
                DoEvents 
            Next j 
            Print #4, 
        Next i 
        Print #4, 
        Print #4, 
        frmFVDE.ProgressBar1.Value = 24 
    ' Approach 
        For i = 1 To 256 
            Print #4, "approach"; ","; 
            DoEvents 
        Next i 
        Print #4, 
        For i = 1 To 512 
            For j = 1 To 256 
                Print #4, binbyte4(i, j); ","; 
                DoEvents 
            Next j 
            Print #4, 
        Next i 
        frmFVDE.ProgressBar1.Value = 25 
    Close #4 
     
'Stores data for version 4.23 
ElseIf z = 2 Then 
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    'Opens file and renames according to block for printing 
    Open datafile & "Ext_1" For Output As #1 
    ' Prints header text 
        For i = 1 To k 
            Print #1, header(i) 
            DoEvents 
        Next i 
        frmFVDE.ProgressBar1.Value = 11 
    ' Prints column headers for data 
        Print #1, 
        For i = 1 To 256 
            Print #1, "#"; i; ","; 
            DoEvents 
        Next i 
        Print #1, 
        For i = 1 To 256 
            Print #1, "retract"; ","; 
            DoEvents 
        Next i 
        Print #1, 
        frmFVDE.ProgressBar1.Value = 12 
    ' Prints Retract Curve data 
        For i = 1 To 512 
            For j = 1 To 256 
                Print #1, binbyte1(i, j); ","; 
                DoEvents 
            Next j 
            Print #1, 
        Next i 
        Print #1, 
        Print #1, 
        frmFVDE.ProgressBar1.Value = 13 
    ' Prints Approach Curve data 
        For i = 1 To 256 
            Print #1, "approach"; ","; 
            DoEvents 
        Next i 
        Print #1, 
        For i = 513 To 1024 
            For j = 1 To 256 
                Print #1, binbyte1(i, j); ","; 
                DoEvents 
            Next j 
            Print #1, 
        Next i 
        frmFVDE.ProgressBar1.Value = 13 
    Close #1 
     
    Open datafile & "Ext_2" For Output As #2 
    '  Prints header text 
        For i = 1 To k 
            Print #2, header(i) 
            DoEvents 
        Next i 
        frmFVDE.ProgressBar1.Value = 14 
    ' Prints headers for column data 
        Print #2, 
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        For i = 1 To 256 
            Print #2, "#"; i; ","; 
            DoEvents 
        Next i 
        Print #2, 
        For i = 1 To 256 
            Print #2, "retract"; ","; 
            DoEvents 
        Next i 
        Print #2, 
        frmFVDE.ProgressBar1.Value = 15 
    ' Prints Retract Curve data 
        For i = 1 To 512 
            For j = 1 To 256 
                Print #2, binbyte2(i, j); ","; 
                DoEvents 
            Next j 
            Print #2, 
        Next i 
        Print #2, 
        Print #2, 
        frmFVDE.ProgressBar1.Value = 16 
    ' Prints Approach Curve data 
        For i = 1 To 256 
            Print #2, "approach"; ","; 
            DoEvents 
        Next i 
        Print #2, 
        For i = 513 To 1024 
            For j = 1 To 256 
                Print #2, binbyte2(i, j); ","; 
                DoEvents 
            Next j 
            Print #2, 
        Next i 
        frmFVDE.ProgressBar1.Value = 17 
    Close #2 
     
    Open datafile & "Ext_3" For Output As #3 
    ' Prints header text 
        For i = 1 To k 
            Print #3, header(i) 
            DoEvents 
        Next i 
        frmFVDE.ProgressBar1.Value = 18 
    ' headers for data 
        Print #3, 
        For i = 1 To 256 
            Print #3, "#"; i; ","; 
            DoEvents 
        Next i 
        Print #3, 
        For i = 1 To 256 
            Print #3, "retract"; ","; 
            DoEvents 
        Next i 
        Print #3, 
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        frmFVDE.ProgressBar1.Value = 19 
    ' Retract Curves 
        For i = 1 To 512 
            For j = 1 To 256 
                Print #3, binbyte3(i, j); ","; 
                DoEvents 
            Next j 
            Print #3, 
        Next i 
        Print #3, 
        Print #3, 
        frmFVDE.ProgressBar1.Value = 20 
    ' Approach 
        For i = 1 To 256 
            Print #3, "approach"; ","; 
            DoEvents 
        Next i 
        Print #3, 
        For i = 513 To 1024 
            For j = 1 To 256 
                Print #3, binbyte3(i, j); ","; 
                DoEvents 
            Next j 
            Print #3, 
        Next i 
        frmFVDE.ProgressBar1.Value = 21 
    Close #3 
     
    Open datafile & "Ext_4" For Output As #4 
    ' header text 
        For i = 1 To k 
            Print #4, header(i) 
            DoEvents 
        Next i 
        frmFVDE.ProgressBar1.Value = 22 
    ' headers for data 
        Print #4, 
        For i = 1 To 256 
            Print #4, "#"; i; ","; 
            DoEvents 
        Next i 
        Print #4, 
        For i = 1 To 256 
            Print #4, "retract"; ","; 
            DoEvents 
        Next i 
        Print #4, 
        frmFVDE.ProgressBar1.Value = 23 
    ' Retract Curves 
        For i = 1 To 512 
            For j = 1 To 256 
                Print #4, binbyte4(i, j); ","; 
                DoEvents 
            Next j 
            Print #4, 
        Next i 
        Print #4, 
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        Print #4, 
        frmFVDE.ProgressBar1.Value = 24 
    ' Approach 
        For i = 1 To 256 
            Print #4, "approach"; ","; 
            DoEvents 
        Next i 
        Print #4, 
        For i = 513 To 1024 
            For j = 1 To 256 
                Print #4, binbyte4(i, j); ","; 
                DoEvents 
            Next j 
            Print #4, 
        Next i 
        frmFVDE.ProgressBar1.Value = 25 
    Close #4 
 
'If neither version 5.31 or 4.23 were used, then the extraction 
ends 
'I, Kane, only had access to ver5.31 and 4.23, so I couldn't 
determine how other versions stored force curve data 
'Next User will need to determine how other versions behave 
ElseIf q = 0 Then 
    Call MsgBox("Incompatible Version of Nanoscope Software!", 
vbOKOnly, "ERROR") 
    Exit Sub 
End If 
  
'Call MsgBox("Data Extracted", vbOKOnly, "Success!") 
frmFVDE.ProgressBar1.Visible = False 






A.3 Matlab™ Code for Calculating the Spring Constant of a Cantilever Using the 
Equipartition Theorem 
 This program was written to correctly fit the equipartition theorem to the thermal 
resonance data of any AFM cantilever.  This program fits a small, user-defined range for 
the white noise and then user-defined ranges for the 1/f noise.  The user is then given the 
opportunity to verify the fit of the noise to the PSD data.  The user then selects the 
appropriate window for fitting a Lorentzian model for simple harmonic oscillators to the 
data.  The code uses the mathematical relationship between the base amplitude, the peak 
amplitude at the resonance frequency, and the amplitude scaling factor so that only one 
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value is adjusted by the user:  the amplitude scaling factor.  Once the initial parameters 
are set, the program outputs figures that compare the fit with the raw data for both a 
window around the resonance peak and the full PSD range.   
kb_thermalfit.m 
%The program is designed to fit WF data to the equipartition 
method. 
%Previous methods tried fitting data to 1/f, white noise and SHO 
in one fit 
%This program fits 1/f and white noise, then fits that combined 
with SHO 
%This program also corrects the error in summing all three, as 
Hutter & Boechoffer clearly state that application of the 
equipartition method should only include SHO (i.e. noise should 
be subtracted) 
%The goal of this program is to allow fitting of all spring 
constants 
%This program is not yet optimized to fit WF from compression 
studies 
  




format long e; 
  
%Asks User to select the previously processed WF Matlab file 
(from kb1 or jb1) 
%and then loads it into the workspace:  WF HM SM bdwth dtime freq 
wft 





%Loads detector sensitivity, then corrects for 0.825 Gain from 
base to 
%Nanoscope Controller and converts from V/nm to V/m 




%Loads Pre-Amp gain; if no pre-amp was used, gain is 1 
gain=input('Enter the gain: ','s'); 
gain=str2double(gain); 
  





%Asks User to select ranges for noise fitting range 
clc; 
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disp('The following will be used to fit background noise white 
noise.'); 
disp('The best approximation for white noise is far from 
resonance and 1/f contributions, e.g. 395 kHz.'); 
whnoise=input('Enter the central value for a 6 kHz zone for white 
noise (kHz): '); 
%Sets bounds for 6 kHz zone 
    l_lim=floor(((whnoise-3)-rem(whnoise,fstep))/fstep+1); 
    u_lim=ceil(((whnoise+3)-rem(whnoise,fstep))/fstep+1); 
    %Stores value of white noise for first waterfall 
    %As of right now, only the first waterfall is fit 
    C0=mean(WF_SI(l_lim:u_lim,1)); 
%Fitting zones should include three low freq zones (1/f)     




disp('The following will be used to fit background noise to the 
1/f component.'); 
disp('It is highly recommended that the three ranges are low in 
frequency, but avoid any resonance peaks, e.g. 4, 12, 20 kHz.'); 
for i=1:3 
    hold off; 
    plot(fkHz,WF(:,1)); 
    xlabel('Frequency (kHz)'); 
    title('Waterfall'); 
    ylabel('dB'); 
    fnoise=input('Enter the central value for a 6 kHz zone to 
help fit 1/f noise (kHz): '); 
    %Sets bounds for 6 kHz zone 
    l_lim=floor(((fnoise-3)-rem(fnoise,fstep))/fstep+1); 
    u_lim=ceil(((fnoise+3)-rem(fnoise,fstep))/fstep+1); 
    %Moves data of interest into temp arrays 
    freq_tmp(:,:,i)=freq(l_lim:u_lim,:); 
    fkHz_tmp(:,:,i)=fkHz(l_lim:u_lim,:); 
    WF_SI_tmp(:,:,i)=WF_SI(l_lim:u_lim,:); 
    %Concatenates each temp array into arrays for noise fit 
    freq_ns=[freq_ns;freq_tmp(:,:,i)]; 
    fkHz_ns=[fkHz_ns;freq_tmp(:,:,i)]; 
    WF_SI_ns=[WF_SI_ns;WF_SI_tmp(:,:,i)]; 
end 
  





%Normalizes Amplitude data for curve fitting 
WF_SI_ns(:,1)=WF_SI_ns(:,1)/C0; 
  













    figure 
    a=get(0,'screensize'); 
    set(gcf,'position',[10+a(1),10+a(2),a(3)-100,a(4)-100]) 
    plot([-1,1],[0,1],'color','red') 
    text(0,0.75,'\bf\fontsize{20}WARNING: OPTIMIZATION TERMINATED 
UNSUCESSFULLY','horizontalalignment','center') 
    text(0,0.5,'\bf\fontsize{20}CHECK RESULTS 
CAREFULLY','horizontalalignment','center') 
    text(0,0.2,'\bf\fontsize{15}TRY TO GET INITIAL GUESSES CLOSER 
TO CURVE','horizontalalignment','center','color','b') 
    if exitflag==0 
        text(0,0.15,'\bf\fontsize{15}AND/OR INCREASE NUMBER OF 
FUNCTION CALLS','horizontalalignment','center','color','b') 
    end 
    axis off 
    set(gcf,'color','red') 











%Plots noise fit to compare with data 
WF_ns_fit=zeros(length(freq),1); 
for i=1:length(freq) 






    
%Verifies with user if fit is adequate 
clc; 
disp('Check plot for fit.  If this is unnacceptable, break 
(Ctrl+c) the program and vary the fitting inputs.'); 
disp('Otherwise press any key to continue.'); 
pause; 
  
    %Program now moves into fitting SHO with noise parameters 







disp('The following will be used to fit the WF data to SHO and 
previous noise fit'); 
fmin=input('Enter the lower frequency limit (kHz): '); 
fmax=input('Enter the upper frequency limit (kHz): '); 
  










title('Waterfall reduced for Fitting'); 
ylabel('dB?'); 
  
%Fail/check for user inputs 
verify=input('These values will be used as bounds for the fitting 
routine.  Are they correct? (y/n)?  ','s'); 
    while verify~='y' 
        clc; 
        disp('The following will be for fitting the WF data to 
SHO'); 
        fmin=input('Enter the lower frequency limit (kHz): '); 
        fmax=input('Enter the upper frequency limit (kHz): '); 
        lowlim=floor((fmin-rem(fmin,fstep))/fstep+1); 
        uplim=ceil((fmax-rem(fmax,fstep))/fstep+1); 
        freq_red=fkhz(lowlim:uplim,:); 
        WF_red=WF(lowlim:uplim,:); 
        WF_SI_red=WF_SI(lowlim:uplim,:); 
        plot(fkHz_red,WF_red(:,1)); 
        xlabel('Frequency (kHz)'); 
        title('Waterfall reduced for Fitting'); 
        ylabel('dB?'); 
        verify=input('These values will be used as bounds for the 
fitting routine.  Are they correct? (y/n)?  ','s'); 
    end 
  
%User now goes through steps to set initial fitting parameters     
clc; 
G_init=input('Enter a first approximation for gamma: '); 
%Stores max amplitude from data 
peak_amp=max(WF_SI_red(:,1)); 
%Loactes resonance frequency from max amplitude 
imax=find(WF_SI_red(:,1)==peak_amp); 
ResFreq_init=freq_red(imax,1); 
%Calculates noise value of amplitude 
Noise_resfreq=(C0-(C1/(ResFreq_init^C2))); 
%Uses covariance of gamma and base amplitude for SHO to set 
initial base amplitude 
Amp_init=(peak_amp-Noise_resfreq)/G_init; 
  

















%User must adjust gamma guess so that initial guess is a better 
fit 
verify=input('These values will be used as bounds for the SHO 
fitting routine.  Are they close enough? (y/n)?  ','s'); 
    while verify~='y' 
        G_init=input('Enter an adjusted approximation for gamma: 
'); 
        peak_amp=max(WF_SI_red(:,1)); 
        imax=find(WF_SI_red(:,1)==peak_amp); 
        ResFreq_init=freq_red(imax,1); 
        Noise_resfreq=(C0-(C1/(ResFreq_init^C2))); 
        Amp_init=(peak_amp-Noise_resfreq)/G_init; 
        for i=1:length(freq_red) 





        end 
        semilogy(freq_red,WF_SI_red(:,1),'r.'); 
        hold on 
        semilogy(freq_red,WF_SI_init(:,1),'b'); 
        hold off 
        verify=input('These values will be used as bounds for the 
SHO fitting routine.  Are they close enough? (y/n)?  ','s'); 
    end 
  
%Normalizes Amplitude data for curve fitting 
WF_SI_red(:,1)=(WF_SI_red(:,1))/C0; 
  












    figure 
    a=get(0,'screensize'); 
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    set(gcf,'position',[10+a(1),10+a(2),a(3)-100,a(4)-100]) 
    plot([-1,1],[0,1],'color','red') 
    text(0,0.75,'\bf\fontsize{20}WARNING: OPTIMIZATION TERMINATED 
UNSUCESSFULLY','horizontalalignment','center') 
    text(0,0.5,'\bf\fontsize{20}CHECK RESULTS 
CAREFULLY','horizontalalignment','center') 
    text(0,0.2,'\bf\fontsize{15}TRY TO GET INITIAL GUESSES CLOSER 
TO CURVE','horizontalalignment','center','color','b') 
    if exitflag==0 
        text(0,0.15,'\bf\fontsize{15}AND/OR INCREASE NUMBER OF 
FUNCTION CALLS','horizontalalignment','center','color','b') 
    end 
    axis off 
    set(gcf,'color','red') 
    return 
end 
  







%Calculate the fitted data in the data_reduced range 
for i=1:length(freq_red) 






%Calculate the fitted data for full range 
for i=1:length(freq) 
    WF_SHO_fullfit(i,1)=(C0-
Bs_amp)+(C1/(freq(i,1)^C2))+Bs_amp*SHO(2)^2*((SHO(2)^2-
(freq(i,1)^2))^2+(((SHO(2)^2)*((freq(i,1)^2)))/SHO(3)^2))^-.5; 





%Integrates/sums fit data to simple harmonic oscillator ONLY 








%Typical temperature of AFM lab, Kelvin 
T=295; 
  
%Solves each integration method for spring constant; used to 
check validity 

























legend('Sensitivity-Scaled Amplitude','OPTIMIZED MODEL',... 
    ['Amplitude = ',num2str(SHO(1)/SHO(3)),' m-Hz^{-1/2}'],... 
    ['f_{res} = ',num2str(SHO(2)),' Hz'],['Gamma = 
',num2str(SHO(3))],['{\itk} = ',num2str(k1),' N/m'],... 
    ['\midResiduals\mid = ',num2str(resnorm)]); 
  
clc; 
disp('Adjust plot to save as a picture.'); 
disp('Press any key to continue.'); 
pause; 
  
%Will save same folder as original data 


















legend('Sensitivity-Scaled Amplitude','OPTIMIZED MODEL',... 
    ['Amplitude = ',num2str(SHO(1)/SHO(3)),' m-Hz^{-1/2}'],... 
    ['f_{res} = ',num2str(SHO(2)),' Hz'],['Gamma = 
',num2str(SHO(3))],['{\itk} = ',num2str(k1),' N/m'],... 
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    ['\midResiduals\mid = ',num2str(resnorm)]); 
  
clc; 
disp('Adjust plot to save as a picture.'); 
disp('Press any key to continue.'); 
pause; 
  
saveas (gcf, [pname,save1,'full'], 'tiffn'); 
 
kb_thermalfit_noise.m 
%Function for thermal noise fit to determine beam parameters 
%NOTES: c0=white noise (C0), noise(1)=1/f constant (C1), 
noise(2)=exponent of 1/f (C2) 
  
function F = kb_thermalfit_noise(noise,freq_ns,c0) 
  
    F=c0+(noise(1)./(freq_ns.^noise(2))); 
 
kb_thermalfit_sho.m 
%Objective function for thermal noise fit to determine noise 
background 
%NOTES: c0=white noise, c1=1/f constant, c2=exponent of 1/f,  
    %sho(1)=peak amplitude of resonance frequency, sho(2)= 
resonance 
    %frequency, sho(3)=Gamma (i.e. amplitude scaling factor) 
%Base amplitude is fit by using the covariance between gamma and 
base  
%amplitude, that is that gamma times base amplitude equals max 
amplitude at 
%the resonance frequency (minus the noise at the res freq) 
%This method should help ensure that a correct base amplitude is 
fit, 
%ignoring the magnitude of difference between C0 and the base 
amplitude 
  
function F = kb_thermalfit_sho(sho,freq_red,c0,c1,c2) 
  
%Commented out: initially tried fitting data by subtracting noise 
from data--obvious errors  
    %F=sho(1)*sho(2)*((sho(2)^2-
(freq_red.^2)).^2+(((sho(2)^2)*((freq_red.^2)))/sho(3)^2)).^(-
.5); 
   





     
SHO_summation.m 
%Function for summing thermal fit to determine beam parameters 
%NOTES: sho(1)=Max Amp at Res Freq, sho(2)=Res Freq, 
















MECHANICAL PROPERTIES OF ELECTROSPUN FIBERS 
 
This appendix contains a description of work performed to investigate the elastic 
modulus of electrospun poly(methyl methacrylate), PMMA, fibers.  This work was done 
in collaboration with Matija Crne (Georgia Institute of Technology, May 2009), who 
supplied the electrospun fibers.   
B.1 Introduction 
Nanoindentation is commonly used to evaluate the modulus of a variety of 
materials, including fibers.
320, 374-376
 This method uses an AFM tip to apply a load 
sufficient to deform the sample.  The elastic modulus of the sample can be calculated 
from the applied load versus deformation displacement using the Hertz theory of contact 
mechanics.  Although this method may appear straight forward, several experimental 
parameters have to be addressed.  Nanoindentation, by definition, only measures the local 
elastic modulus.  Nanoindentation experiments must be carried out at many different 
locations for the results to be a statistically valid sample.  The physical and mechanical 
parameters of the AFM probe also contribute to the accuracy of this method.  To 
accurately know the applied load, the spring constant of the cantilever must be accurately 
measured.  Proper interpretation of the displacement from deformation requires that the 
geometry of the AFM tip be well characterized and unchanging over the duration of the 
experiments.  As Clifford and Seah point out, these accumulated uncertainties can lead to 
gross inaccuracies in the measured values of the elastic modulus.
320
  Their work also 
shows the limits of nanoindentation:  less than half of the samples they measured using 
the nanoindentation method returned comparable values to those determined with bulk 
techniques.   
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Another common method for measuring the elastic modulus of a fiber involves 
deformation displacement of the fiber suspended over a gap.
325
  The elastic modulus is 
calculated from the applied load versus change in deflection of the suspended fiber, i.e. 
bridge, using Euler-Bernoulli beam theory.  This method has several different 
experimental designs for creating nanoscale bridges.  Two of the more common are to lay 
down many fibers over a substrate with mesopores
233, 300, 311, 377
 or small trenches.
290, 310, 
324, 334-336, 378-381
  With either substrate, some fibers cross over the gaps, and the AFM is 
used to push on several different points of the bridge.  Euler-Bernoulli beam theory is 
applied to interpret the results.  The commonly used solution of this theory operates 
under the assumption that the applied load is a point source with respect to the length of 
the beam and that the fiber is fixed on both ends.  In many instances, the fiber was not 
anchored to the substrate other than through adhesive interactions between the fiber and 
substrate.
300, 324, 334-336
  These authors applied a solution of the Euler-Bernoulli beam 
theory to interpret the data, even though this solution of the theory assumes that the fiber 
is clamped on both ends.  When the fiber is not clamped in place, then the bridge has 
some rotational freedom. In this situation, alternative solutions to the Euler-Bernoulli 
beam theory, such as pinned-pinned or simply supported, should be applied to interpret 
the results.
325
  Also, if the force required to bend the bridge is enough to cause the fiber to 
slip free from the adhesion, the bridge can sink down into the trench.  A completely 
different model is required to calculate the elastic modulus.  This is especially 
problematic when the substrate has a high density of mesopores
300, 377
 or small plateaus 
for the fiber to adhere to.
334, 336
   
Another problem with these methods is the convolution of local deformation of 
the fiber with the overall bending of the bridge.  This rises from the use of sharp AFM 
tips which can indent the local area of the fiber.
290
  A sharp AFM tip also only makes 
contact with a portion of bridge, so it is possible that shearing forces could be convoluted 
within the force response.
382
  Contact between a sharp AFM tip and the fiber may not 
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occur at the apex of the fiber.  It is possible that the AFM tip makes contact with the side 
of the fiber.  This would result in horizontal forces being applied to the bridge.  Several 
groups have tried to overcome these limitations by flattening the AFM tip.
335, 378
  This 
reduces the amount of indentation, but also changes the area of the applied load.  The 
applied load from a flattened AFM tip is not point source, even though the authors 
applied models that assumed point sources.  The approach in this investigation of a 
PMMA fiber is designed to address all of the concerns for the bridge method, ensuring 
the validity of the results.   
B.2 Results 
Silicon substrates with trenches etched into the surface, as described in Chapter 
4.6, are used as substrates.  A nano-fiber/tube/rod (henceforth nanofiber) is placed onto 
the substrate so that a portion of the nanofiber forms a bridge over a trench.  In this 
experiment, the nanofibers are electrospun PMMA fibers.  The nanofibers are clamped 
onto the surface by depositing platinum using focused ion beam (FIB) deposition, as seen 
in Figure B.1.  A modified AFM tip was fabricated by milling with FIB; the process is 
demonstrated in Figure B.2.  The tips were milled to be hemi-cylindrical at the point of 
contact with the fiber.  The dimensions of the hemi-cylinder are 50 nm radius of 
curvature and 1 µm long.  The advantage of a hemi-cylindrical tip over a sharp tip is that 
local deformation at contact with a nanofiber is minimized.  The sculpted AFM tip is then 
brought into contact at several different points along the span of the nanofiber; force 
volume imaging mode was used to record the force curves as a function of position, 
apparent in Figure B.3.  The value of the slope as a function of the distance across the 
span of the fiber was extracted from this data.   The spring constant of the fiber-cantilever 
system was determined by comparing the slope of the deflection of the cantilever, i.e. the 
sensitivity, on both the fiber and a hard surface, as described in Chapter 4.3.  Figure B.4 








Figure B.1.  SEM image of a PMMA nanofiber spanning a silicon trench.  The fiber is 
held in place by platinum over layers that were deposited by ion beam induced 
deposition.  Careful use of the focused ion beam ensured that the ion beam never 
interacted with the suspended portion of the fiber, thereby preventing any damage to the 












Figure B.2. SEM images of an AFM tip before, during, and after focused ion beam milling.  A regular AFM tip (left image) was 
patterned for milling from the side (center) in such a way as to provide a curved tip (right) after the milling is complete.  The AFM tip 












Figure B.3.  A highly pixelated force volume image of a nanofiber spanning a silicon 
trench.  The nanofiber, trench, and deposited pad can clearly be distinguished.  The force 














































Figure B.4.  Deflection-distance curves from two different points from Figure B.3.  Both 
graphs were recorded during scanner extension.  The hard contact with the silicon surface 
(green dashed line) results in a stiff response and steep slope in the deflection-distance 
curve.  Contact with a fiber bridge (blue solid line) results in convolution of the bridge 






in Figure B.3.   
Once the spring constant of the nanofiber at each location along the span of the 
fiber is known, the elastic modulus of the fiber can be calculated from the solution of the 














, Equation B.1 
where E is the elastic modulus, kfiber is the spring constant of the fiber, I is the area 
moment of inertia, L is the length of the fiber bridge, and x is the location of the applied 
load with reference to a fixed end of the fiber.  There are four critical assumptions made 
in applying this theory to the results.  1) The clamped-clamped boundary condition is an 
accurate description of the fiber because both ends of the fiber are clamped in place.  2) 
The applied load to the fiber is modeled as a point source.  The geometry of the milled tip 
is that of a hemi-cylinder.  When two cylinders come into contact (i.e. our milled tip and 
the nanofiber), they form a point contact.  3) Local deformation is negligible.  Localized 
fiber deformation or indentation is reduced because the tip is a cylinder with a radius of 
curvature of 50 nm, and not a sharp AFM tip, which typically has a radius of curvature 
less than 10 nm.  This does not eliminate deformation, but the increased contact area 
decreases the pressure that leads to deformation.  4) The model also assumes that the only 
source of deformation is from the vertical bending of the fiber bridge.  The length of the 
cylinder (1.0 µm) was made so that is was wider than the fiber, reducing any horizontal 
forces that could cause lateral movement of the fiber bridge.  The model used to interpret 
the results of this investigation was carefully chosen to accurately describe the system.   
Using Equation B.1 with the data from the force volume images, the elastic 
modulus of three electrospun PMMA fibers was calculated to be 2.1 GPa with a standard 




The results, unfortunately, are filled with uncertainty.  The spring constant of the 
fiber bridge was an order of magnitude greater than the spring constant of the AFM 
cantilever.  Based solely on experimental design, the inherent uncertainty from the ratio 
of the two spring constants is 25%.
172
  Matching the spring constants of the cantilever and 
fiber bridge improves certainty and provides the most sensitivity to changes in the slope 
of the force-distance curve.  There are several approaches to bring the ratio of the spring 
constants towards unity:  increasing the width of the trench, decreasing the diameter of 
the fiber, or using a cantilever with a higher spring constant.   
The high pixelation from force volume imaging left a large uncertainty (±500 nm) 
in the location of the span for each pixel.  This could be improved by increasing the X-Y 
resolution of the FV image.  The newest version of the NanoScope software can achieve 
much higher X-Y resolution.   
Even though this work sought to correct many of the assumptions made in 
literature, it remains incomplete because of the limitations of the tools used to perform 
the experiments.  Further experiments could not be conducted because of the departure of 
the collaborator.  Future work could easily overcome these limitations, and the technique 
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