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Resumo
O problema de part´ıculas interagentes em bilhares com diferentes geometrias (unidimensionais,
poligonais, etc.), e´ bastante amplo e interessante do ponto de vista f´ısico. Normalmente sa˜o
sistemas bastante simples cuja dinaˆmica pode variar de regular, quasi-regular para cao´tica. Neste
trabalho estudamos a dinaˆmica cla´ssica de duas part´ıculas interagindo via potencial de Yukawa,
com massas diferentes, aprisionadas em um bilhar unidimensional. Sabe-se que uma dinaˆmica
regular pode ser obtida em coliso˜es de part´ıculas r´ıgidas para valores de razo˜es de massas γ =
m2/m1 espec´ıficos, e que os expoentes de Lyapunov sa˜o iguais a zero. Quando consideramos a
interac¸a˜o entre as part´ıculas via o potencial de Yukawa, o expoente de Lyapunov ma´ximo torna-
se positivo e varia com a raza˜o das massas das part´ıculas. Apresentamos a distribuic¸a˜o desses
expoentes para va´rias condic¸o˜es iniciais e determinadas razo˜es de massas, que revelam detalhes
sobre a dinaˆmica do espac¸o de fases. Mostramos que o nu´mero de ocorreˆncias de expoente de
Lyapunov de maior probabilidade, extra´ıdo da distribuic¸a˜o dos expoentes de Lyapunov ma´ximos,
e´ sens´ıvel a` existeˆncia de trajeto´rias aprisionadas no espac¸o de fases. Em particular, a influeˆncia
da dinaˆmica integra´vel e pseudo-integra´vel, obtida para certos valores γ e para o caso de coliso˜es
r´ıgidas pode ser claramente identificada e demonstra a sensibilidade do expoente de Lyapunov
mais prova´vel.
vAbstract
The problem of interacting particles in billiards with different geometries (one-dimensional,
polygonal,. . .) is the a extensive and interesting in Physics. These billiards are usually very simple,
but its dynamics may change from regular, quasi-regular to chaotic. Here we study the classical
dynamics of two unequal-mass particles in a one-dimensional billiard interacting Yukawa potential.
It is known that regularity may be obtained in point-like collisions for specific mass ratios γ =
m2/m1, and that Lyapunov exponents are zero. However, if the Yukawa interaction is introduced,
positive Lyapunov exponents are found and change with the masses ratio between particles. While
the largest finite-time Lyapunov exponent changes smoothly with γ, the most probable one, extracted
from the distribution of finite-time Lyapunov exponents over initial conditions, reveals details
about the phase space dynamics. In particular, the influence of the integrable and pseudointegrable
dynamics found for specific mass ratios in the point-like collisions can be clearly identified and
demonstrates the sensitivity of the most probable Lyapunov exponent.
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11 Introduc¸a˜o
Quando se afirma que a F´ısica e´ uma cieˆncia exata, o que se quer dizer e´ que suas leis, uma
vez expressas em forma de equac¸o˜es matema´ticas, descrevem e predizem os resultados de medidas
quantitativas precisas. Geralmente, a descric¸a˜o macrosco´pica de um sistema f´ısico cla´ssico real
atrave´s de um conjunto de equac¸o˜es na˜o-lineares que em princ´ıpio determinam a dinaˆmica de tais
sistemas, pode ser feita adequadamente pelas equac¸o˜es de Newton. Entretanto em grande parte
dos casos, estas equac¸o˜es na˜o podem ser resolvidas analiticamente. Desta forma, para conhecermos
a evoluc¸a˜o temporal destes sistemas as equac¸o˜es de Newton devem ser resolvidas numericamente.
A introduc¸a˜o dos conceitos de dinaˆmica na˜o-linear (cao´tica) iniciou-se no final do se´culo XIX,
com os trabalhos do matema´tico franceˆs Henry Poincare´ [1]. A motivac¸a˜o de Poincare´ foi parti-
cularmente fornecida pelo problema de treˆs corpos celestes sob o efeito da atrac¸a˜o gravitacional
mu´tua. Atrave´s da evoluc¸a˜o temporal, de um conjunto de condic¸o˜es iniciais, Poincare´ foi capaz de
mostrar como surgem trajeto´rias extremamente complicadas, que hoje sa˜o chamadas de cao´ticas.
O desenvolvimento da Teoria do Caos recebeu importantes colaborac¸o˜es de outros cientistas, den-
tre os quais podemos destacar G. D. Birkhoff [2] em meados de 1920, e A. N. Kolmogorov [3, 4]
na de´cada de 50. Apesar destes trabalhos, as propriedades dinaˆmicas cao´ticas apresentadas por
determinados sistemas f´ısicos reais ainda na˜o haviam sido muito bem entendidos. Foi so´ na de´cada
de 80 com o desenvolvimento dos computadores que a situac¸a˜o mudou drasticamente, e muitos
dos cre´ditos para isto podem ser conferidos a possibilidade de obtermos soluc¸o˜es nume´ricas de
sistemas dinaˆmicos onde na˜o e´ poss´ıvel obtermos soluc¸o˜es anal´ıticas. Atrave´s de tais soluc¸o˜es, o
cara´ter cao´tico das evoluc¸o˜es temporais em situac¸o˜es de importaˆncia pra´tica tornaram-se evidentes
e claras [5].
Em muitos sistemas f´ısicos reais presentes em nosso cotidiano, pequenas variac¸o˜es ou alterac¸o˜es
nas condic¸o˜es iniciais geram alterac¸o˜es nos resultados finais. Podemos citar como exemplos de tais
sistemas: as condic¸o˜es clima´ticas, onde uma pequena variac¸a˜o na temperatura da a´gua do mar
influeˆncia diretamente na quantidade de chuvas em certas estac¸o˜es do ano; ou a queda no valor
das ac¸o˜es de uma grande empresa, que acaba afetando a`s bolsas de valores de todo o mundo. Por-
tanto, uma das principais caracter´ısticas dos sistemas dinaˆmicos cao´ticos consiste na dependeˆncia
sensitiva a`s condic¸o˜es iniciais. A caracterizac¸a˜o quantitativa da sensibilidade a`s condic¸o˜es iniciais
e´ feita pelos expoentes de Lyapunov [5]. Atrave´s dos expoentes de Lyapunov e´ poss´ıvel quanti-
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ficar a separac¸a˜o exponencial entre duas trajeto´rias cujas condic¸o˜es iniciais escolhidas sa˜o muito
pro´ximas, pore´m levam a soluc¸o˜es totalmente diferentes. Outra forma de medir a sensibilidade
a`s condic¸o˜es iniciais e´ chamada entropia de Kolmogorov-Sinai (KS), que calcula a entropia por
unidade de tempo dos sistemas dinaˆmicos [6]. De acordo com Oseledec [7], em sistemas dinaˆmicos
ergo´dicos, onde me´dias espaciais sa˜o equivalentes a me´dias temporais, os expoentes de Lyapu-
nov calculados a tempo infinito Λ∞ na˜o dependem das condic¸o˜es iniciais. Contrastando com os
expoentes de Lyapunov calculados a tempo infinito Λ∞, existem os expoentes de Lyapunov a
tempo-finito Λt, calculados num intervalo de tempo t ao longo de uma dada trajeto´ria [5]. Os
expoentes de Lyapunov a tempo-finito sa˜o quantidades flutuantes (o seu valor pode variar), que
podem ainda mudar de sinal dependendo da regia˜o relevante do espac¸o de fases que esta sendo
analisada [8]. Estas flutuac¸o˜es determinam o aumento da largura na distribuic¸a˜o dos expoentes de
Lyapunov a tempo-finito P (Λ; t). Deste modo, esta distribuic¸a˜o aproxima-se de uma distribuic¸a˜o
Gaussiana, sendo que sua largura depende do intervalo de tempo que os expoentes de Lyapunov
a tempo-finito sa˜o calculados [9–12]. Se calcularmos os expoentes de Lyapunov a tempo infinito
a distribuic¸a˜o P (Λ; t) colapsa assintoticamente a uma func¸a˜o δ de Dirac centrada em Λ∞ [8]. As
distribuic¸o˜es estat´ısticas dos expoentes de Lyapunov teˆm sido estudadas em inu´meras situac¸o˜es
f´ısicas, como por exemplo: fluxos turbulentos [13], part´ıculas interagentes em sistemas com muitas
part´ıculas [14], etc.
Bilhares cla´ssicos sa˜o bons exemplos de sistemas dinaˆmicos onde podemos estudar carac-
ter´ısticas de movimentos cao´ticos. Um bilhar cla´ssico pode ser definido como uma regia˜o delimi-
tada por contornos (paredes), em que uma ou mais part´ıculas sa˜o aprisionadas e movem-se com
velocidade constante (se na˜o houver uma forc¸a de interac¸a˜o entre as part´ıculas), com trajeto´rias
constantes entre as coliso˜es com as paredes ou contornos [5]. No estudo da dinaˆmica de part´ıculas
confinadas em bilhares podemos observar movimentos cao´ticos ou regulares ou a coexisteˆncia de
ambos, dependendo da geometria do bilhar, da interac¸a˜o entre as part´ıculas ou de uma forc¸a
externa aplicada ao sistema. Estas caracter´ısticas contribu´ıram para que os bilhares tivessem um
papel de destaque no in´ıcio da ana´lise de sistemas dinaˆmicos na˜o-lineares. Por exemplo, no es-
tudo das propriedades ergo´dicas do bilhar de Sinai [15] e na ana´lise da dinaˆmica cao´tica no bilhar
esta´dio de Bunimovich [16].
Existe uma famı´lia muito interessante de bilhares, chamados “bilhares poligonais” [17, 18], que
recebem este nome porque apresentam ve´rtices, e por este motivo, va´rios aˆngulos. Estes bilhares
apresentam propriedades dinaˆmicas intermedia´rias entre completamente integra´veis e cao´ticas [19].
Os bilhares poligonais sa˜o divididos em duas classes: os bilhares poligonais racionais, onde todos os
aˆngulos sa˜o mu´ltiplos racionais de π; e irracionais, onde pelo menos um dos aˆngulos e´ um mu´ltiplo
irracional de π [19,20]. Os aˆngulos nos bilhares poligonais podem ser escritos em termos das razo˜es
das massas das part´ıculas. Variando o valor destes aˆngulos e´ poss´ıvel monitorar a dinaˆmica de
tais sistemas. Estes bilhares sa˜o estudados cla´ssica e quanticamente por mais de vinte anos [17].
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Do ponto de vista quaˆntico, a interac¸a˜o de part´ıculas em bilhares pode ser usada para modelar
ele´trons em pontos quaˆnticos (“quantum-dots”) [21]. Nestes problemas, os ele´trons sa˜o confinados
num bilhar em forma de disco e sentem o efeito do material que compo˜e o contorno do bilhar, no
caso um semicondutor [22]. Este material pode afetar a repulsa˜o Coulombiana entre os ele´trons e
alterar a massa efetiva das part´ıculas [23].
O objetivo deste trabalho e´ estudar e caracterizar a dinaˆmica de duas part´ıculas interagindo
via potencial de Yukawa, aprisionadas num bilhar unidimensional, como func¸a˜o da raza˜o de massas
das part´ıculas γ. Nesta pesquisa o trabalho consiste em: deduzir e aplicar o me´todo de ca´lculo dos
expoentes de Lyapunov ma´ximos segundo Benettin ao nosso problema; e calcular numericamente
a distribuic¸a˜o dos expoentes de Lyapunov a tempo-finito como func¸a˜o de γ. Atrave´s destas
duas etapas esperamos mapear a dinaˆmica no espac¸o de fases deste sistema. A sequ¨eˆncia do
desenvolvimento de nosso trabalho ocorre de forma sistema´tica conforme sera´ descrito a seguir.
O Cap´ıtulo 2 apresenta uma revisa˜o geral dos principais conceitos referentes a sistemas
dinaˆmicos e dinaˆmica cao´tica que sera˜o de suma importaˆncia no desenvolvimento e explicac¸a˜o
do problema f´ısico abordado nesta dissertac¸a˜o. Entre outros to´picos revisaremos os conceitos de:
sistemas dinaˆmicos conservativos e dissipativos, sistemas Hamiltonianos integra´veis, expoentes de
Lyapunov, sistemas dinaˆmicos ergo´dicos e mesclados e armadilhas dinaˆmicas. Atrave´s da teoria
ergo´dica de sistemas dinaˆmicos, sera´ poss´ıvel fazer uma conexa˜o entre o ca´lculo dos expoentes
de Lyapunov e a teoria de armadilhas dinaˆmicas, que e´ uma a´rea bem conhecida, pore´m ainda
na˜o muito bem entendida. Alguns trabalhos importantes encontrados na literatura referentes a`s
armadilhas dinaˆmicas sa˜o [24–27].
A deduc¸a˜o da extensa˜o do me´todo de Benettin et al. [28] por Dellago et al. [29] sera´ apresen-
tada no Cap´ıtulo 3. Os resultados deduzidos neste cap´ıtulo sera˜o de fundamental importaˆncia para
o ca´lculo anal´ıtico do espectro dos expoentes de Lyapunov do sistema estudado. Como ja´ vimos,
o tema desta dissertac¸a˜o consiste de duas part´ıculas interagindo via potencial de Yukawa e apri-
sionadas num bilhar unidimensional. Para simplificarmos nossos ca´lculos descrevemos a dinaˆmica
das part´ıculas de acordo com as coordenadas do centro de massa e coordenadas relativas.
No Cap´ıtulo 4, definiremos uma nova classe de sistemas Hamiltonianos chamados sistemas
pseudo-integra´veis. Discutiremos as principais diferenc¸as entre os sistemas integra´veis e pseudo-
integra´veis, apresentando ainda a definic¸a˜o de bilhares cla´ssicos e algumas das aplicac¸o˜es referen-
tes a estes sistemas f´ısicos. Exemplificaremos alguns bilhares que apresentam dinaˆmica regular
e tambe´m outros com dinaˆmica cao´tica. Faremos tambe´m uma revisa˜o e exploraremos alguns
resultados de trabalhos encontrados na literatura. Feita esta revisa˜o, terminaremos este cap´ıtulo
descrevendo o exemplo f´ısico que serve de motivac¸a˜o para nosso estudo.
Finalmente, no Cap´ıtulo 5 apresentaremos e discutiremos os resultados obtidos. Inicialmente
calcularemos o efeito das coliso˜es das part´ıculas com as paredes e entre si. Posteriormente, aplicare-
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mos estes resultados ao me´todo desenvolvido por Dellago et al. [29] para provarmos analiticamente
que o problema, tema desta dissertac¸a˜o, e´ cao´tico a partir do momento que considerarmos o poten-
cial de interac¸a˜o entre as part´ıculas. Como estamos tratando de duas part´ıculas, desenvolveremos
todos os procedimentos para este ca´lculo tendo como refereˆncia a part´ıcula 2, estendendo os re-
sultados finais para o sistema. Discutiremos a influeˆncia da introduc¸a˜o do potencial de Yukawa
no comportamento dinaˆmico das part´ıculas. Dois casos limites sera˜o analisados numericamente:
o caso com α = 0 (potencial Coulombiano) e o caso com α = 10. Obteremos, para ambos os
casos, uma distribuic¸a˜o dos expoentes de Lyapunov ma´ximos a tempo-finito (Λt) com o intuito de
descrever a dinaˆmica do sistema. Atrave´s de sec¸o˜es de Poincare´ fundamentaremos as concluso˜es
extra´ıdas dos resultados obtidos previamente.
As simulac¸o˜es computacionais utilizadas na obtenc¸a˜o dos resultados nume´ricos presentes nesta
dissertac¸a˜o foram realizadas no sistema operacional Linux no laborato´rio computacional do depar-
tamento de F´ısica da UFPR. A linguagem de programac¸a˜o utilizada foi FORTRAN 77. O integra-
dor usado na resoluc¸a˜o de equac¸o˜es de movimento, via me´todo de quadraturas, foi o Runge-Kutta
de ordem 4. Os gra´ficos constru´ıdos a partir dos dados obtidos das simulac¸o˜es computacionais
foram gerados no programa Gnuplot, versa˜o 4.0. As figuras ilustrativas foram constru´ıdas com o
programa Xfig, versa˜o 3.2.5-alpha5.
Terminaremos esta dissertac¸a˜o com um apanhado geral deste estudo, apresentando no Cap´ıtulo 6
a`s concluso˜es e a apresentac¸a˜o de sugesto˜es de trabalhos futuros.
52 Fundamentac¸a˜o Teo´rica
Neste cap´ıtulo apresentaremos e discutiremos alguns conceitos teo´ricos fundamentais no desen-
volvimento deste trabalho. Iniciamos com uma breve discussa˜o descrevendo e definindo o conceito
de sistemas dinaˆmicos. Em especial analisaremos os sistemas dinaˆmicos conservativos. Em se-
guida, introduziremos os conceitos e definic¸o˜es de sistemas Hamiltonianos integra´veis descrevendo
os toros esta´veis e insta´veis. Terminada esta primeira parte passaremos a apresentar os conceitos
fundamentais de Caos Cla´ssico. O primeiro to´pico da segunda parte deste cap´ıtulo refere-se a`
apresentac¸a˜o do me´todo de reduc¸a˜o dimensional desenvolvido por Poincare´ em 1899 no estudo
do problema dos treˆs corpos, que recebe o nome de Sec¸o˜es de Poincare´. Posteriormente, vamos
nos ater a` descric¸a˜o detalhada do ca´lculo dos chamados nu´meros de Lyapunov ou simplesmente
expoentes de Lyapunov. Sendo que estes expoentes sa˜o de grande importaˆncia na caracterizac¸a˜o e
quantificac¸a˜o da sensibilidade a`s condic¸o˜es iniciais de sistemas dinaˆmicos cla´ssicos. Apo´s demons-
trarmos o me´todo de ca´lculo dos Expoentes de Lyapunov definiremos e discutiremos o Teorema
Ergo´dico. Finalizando este cap´ıtulo, definiremos o que chamamos de armadilhas dinaˆmicas e
descreveremos treˆs tipos destas armadilhas.
2.1 Sistemas Dinaˆmicos e sua Caracterizac¸a˜o
2.1.1 Sistemas Dinaˆmicos
A dinaˆmica de corpos materiais sempre serviu de motivac¸a˜o em va´rios campos de pesquisa. O
principal objetivo de grande parte dos pesquisadores consiste na determinac¸a˜o de um conjunto de
expresso˜es matema´ticas que descrevessem a dinaˆmica de tais corpos (ao menos de forma aproxi-
mada). Enta˜o, atrave´s destas expresso˜es seria poss´ıvel determinar e prever quais as coordenadas
de dado sistema em instantes futuros.
A modelagem matema´tica do movimento de corpos materiais torna-se simples quando tratados
como part´ıculas ou pontos materiais [30]. Este procedimento pode ser implementado quando a
dimensa˜o do corpo e´ desprez´ıvel em relac¸a˜o ao movimento descrito por ele, por exemplo: um
planeta ser tratado como uma part´ıcula quando se leva em conta a sua o´rbita em torno do Sol.
Tal me´todo sempre pode ser implementado quando consideramos o centro de massa do sistema.
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Um sistema dinaˆmico pode ser definido como uma regra matema´tica determin´ıstica que mo-
dela o estado de um sistema, cuja dinaˆmica varia no decorrer do tempo. Neste caso, o tempo
pode ser uma varia´vel cont´ınua ou discreta [5]. Quando os sistemas sa˜o representados por um
campo vetorial, ou seja, um conjunto de equac¸o˜es diferenciais ordina´rias, o tempo e´ uma varia´vel
cont´ınua [5]. A este tipo de sistema da´-se o nome de fluxo devido a grande semelhanc¸a entre o
caminho das trajeto´rias no espac¸o de fases, com o caminho descrito por uma part´ıcula imersa num
fluido. Seja enta˜o, um sistema dinaˆmico cont´ınuo na˜o-linear e o fluxo φt a ele associado. Esse
fluxo pode dar origem a um sistema dinaˆmico que evolui no tempo de uma forma discreta, o qual
chamamos de mapa, representado vetorialmente por
~xi+1 = ~F (~xi), (2.1)
onde ~x e´ um vetor N -dimensional, ~F e´ uma func¸a˜o que pode incluir va´rios paraˆmetros de controle,
e i um inteiro que representa os passos temporais fixos e discretos, ou passagens sucessivas por uma
superf´ıcie de sec¸a˜o do fluxo. Se o fluxo φt e´ liso, ou seja, n-vezes continuamente diferencia´vel, enta˜o
~F e´ chamado mapa liso dando origem ao que conhecemos por difeomorfismo1. A o´rbita do mapa
sera´ enta˜o, uma sequ¨eˆncia de pontos (xi)
+∞
−∞
, definida por (2.1), que e´ genericamente denominada
equac¸a˜o de diferenc¸as. Entretanto, como o escopo de nosso trabalho refere-se a sistemas dinaˆmicos
cont´ınuos (fluxos), a partir de agora manteremos nosso enfoque apenas nesta classe de sistemas.
Podemos considerar como exemplo de fluxo, um sistema composto por N equac¸o˜es diferenciais
ordina´rias, de primeira ordem autoˆnomas, dadas por:
dx1
dt
= F1(x1, x2, . . . , xN ),
dx2
dt
= F2(x1, x2, . . . , xN ),
... (2.2)
dxN
dt
= FN(x1, x2, . . . , xN),
que tambe´m podem ser reescritas segundo a notac¸a˜o vetorial, como:
d~x(t)
dt
= ~F [~x(t)], (2.3)
sendo ~x(t) um vetor N -dimensional e ~F [~x(t)] a representac¸a˜o das func¸o˜es nas varia´veis (x1, x2, . . . ,
xN ) [5].
Existem dois caminhos para se solucionar um conjunto de equac¸o˜es diferenciais: pode-se
tentar integra´-lo analiticamente ou resolveˆ-lo numericamente. A primeira abordagem so´ e´ poss´ıvel
em casos muito especiais; a segunda tem o inconveniente de ser va´lida apenas para a situac¸a˜o
calculada: uma nova escolha para os valores das condic¸o˜es iniciais ou dos paraˆmetros obriga o
1Ocorre quando um mapa e seu inverso sa˜o suaves (diferencia´veis).
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ca´lculo de uma nova soluc¸a˜o nume´rica.
A figura 1 apresenta treˆs caminhos constru´ıdos a partir de treˆs condic¸o˜es iniciais, representando
um espac¸o bidimensional com N momentos ~p ao longo da abscissa e as N posic¸o˜es ~q ao longo
da ordenada. Ao espac¸o onde estes caminhos, chamados o´rbitas ou trajeto´rias esta˜o imersos,
chamamos de espac¸o de estados ou espac¸o de fases [5].
1C  (t=t )
C  (t=t )2
1
2
p
q
Figura 1: Trajeto´rias no espac¸o de fases.
2.1.2 Sistemas Conservativos
Considere um determinado “volume” de condic¸o˜es iniciais num espac¸o de fases, cujo objetivo
seja o de estudar o que acontece com esse “volume”2 conforme o tempo passa.
Chamamos um sistema de conservativo se, durante a evoluc¸a˜o temporal, ha´ preservac¸a˜o do
volume no espac¸o de fases conforme propo˜e o Teorema de Liouville 3. Assim, num sistema con-
servativo, os pontos num dado volume se movem, com o passar do tempo, de tal modo que, num
instante posterior, o volume ocupado por esses pontos permanece inalterado [31].
2A palavra volume esta´ entre aspas para ressaltar que so´ se tem, de fato, um volume, quando o sistema e´
tridimensional. Se o sistema e´ bidimensional, toma-se uma a´rea de condic¸o˜es iniciais; se e´ unidimensional, toma-se
um comprimento de condic¸o˜es iniciais. Para um sistema com dimensa˜o maior do que treˆs, tem-se um hipervolume.
3Quando um sistema se move, os pontos de fase q1, . . . , qf ; p1, . . . , pf determinam uma trajeto´ria no espac¸o de
fases. A velocidade de um ponto de fase e´ determinada pelas equac¸o˜es de Hamilton (2.4). Imagine que cada ponto
no espac¸o de fases seja ocupado por uma “part´ıcula” que se move de acordo com as equac¸o˜es de movimento (2.4).
Estas part´ıculas descrevem trajeto´rias que representam todas as histo´rias poss´ıveis do sistema. Para cada ponto
existira´ apenas uma trajeto´ria poss´ıvel, pois se as posic¸o˜es e os momentos, sa˜o conhecidos, a soluc¸a˜o das equac¸o˜es de
movimento sera´ determinada univocamente. Enta˜o, o teorema de Liouville estabelece que as “part´ıculas” movem-se
como um fluido incompreens´ıvel, cujo volume permanece constante.
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Em va´rios sistemas dinaˆmicos encontramos quantidades f´ısicas que sa˜o conservadas ou in-
variantes perante determinadas transformac¸o˜es. Estas quantidades sa˜o chamadas constantes de
movimento [30]. Um dos fatores que influenciam diretamente nesta invariaˆncia e´ a simetria do
sistema [32]. A conservac¸a˜o do momento linear em sistemas invariantes perante a translac¸a˜o, e a
conservac¸a˜o do momento angular em sistemas invariantes perante a rotac¸a˜o, sa˜o exemplos t´ıpicos
da conservac¸a˜o de grandezas f´ısicas.
Quando um sistema dinaˆmico e´ classificado como conservativo, isso implica que a energia desse
sistema mante´m-se constante. A descric¸a˜o e estudo de sistemas conservativos e´ realizada atrave´s
do formalismo Hamiltoniano. Entre os va´rios exemplos de sistemas Hamiltonianos conservati-
vos, podemos destacar os sistemas mecaˆnicos sem atrito e as linhas de campo magne´tico de um
plasma [5].
A dinaˆmica de um sistema Hamiltoniano pode ser completamente descrita por uma func¸a˜o
simples, que chamamos de Hamiltoniana H(~p, ~q). A caracterizac¸a˜o deste sistema e´ feita atrave´s do
momento ~p e da coordenada ~q, sendo que ambos possuem a mesma dimensa˜o. Esta descric¸a˜o e´ rea-
lizada atrave´s de N coordenadas espaciais generalizadas (q1, q2, . . . , qN ) e N momentos conjugados
generalizados (p1, p2, . . . , pN), onde N e´ o nu´mero de graus de liberdade do sistema [30].
A evoluc¸a˜o temporal de sistemas Hamiltonianos e´ regida pelas equac¸o˜es de Hamilton [31],
dadas por:
d~q
dt
=
∂H(~q, ~p, t)
∂~p
,
d~p
dt
= −∂H(~q, ~p, t)
∂~q
. (2.4)
Um caso especial do formalismo Hamiltoniano ocorre quando na˜o ha´ uma dependeˆncia expl´ıcita
do tempo, H = H(~q, ~p). A este tipo de sistema damos o nome de autoˆnomo. Consequ¨entemente,
o valor de H = H(~q(t), ~p(t)) permanece constante, conforme:
dH
dt
=
d~q
dt
· ∂H
∂~q
+
d~p
dt
· ∂H
∂~p
=
∂H
∂~p
· ∂H
∂~q
− ∂H
∂~q
· ∂H
∂~p
= 0, (2.5)
ou seja, identificando o valor da Hamiltoniana como a energia E do sistema, vemos que a energia
e´ uma quantidade conservada para sistemas autoˆnomos, E = H(~q, ~p) = (constante) [5, 31]. Uma
das consequ¨eˆncias da conservac¸a˜o do volume do espac¸o de fases para sistemas Hamiltonianos
refere-se ao teorema de recorreˆncia de Poincare´ 4.
4Este teorema consiste em inicialmente escolhemos um dado ponto inicial no espac¸o de fases e rodearmos este
ponto com uma esfera R0 (de condic¸o˜es iniciais), com um pequeno raio ε0. Enta˜o, o teorema de recorreˆncia de
Poincare´ prova que algumas das trajeto´rias geradas a partir destas condic¸o˜es iniciais sempre retornam a essa esfera
decorrido um tempo suficientemente longo. Sendo que este retorno independe de qua˜o pequeno for o raio ε0 da
esfera R0 [5].
2.1 Sistemas Dinaˆmicos e sua Caracterizac¸a˜o 9
2.1.3 Sistemas Hamiltonianos Integra´veis
Considere que uma func¸a˜o f(~p, ~q) seja dita constante de movimento de um dado sistema com
Hamiltoniana H . Como ~p(t) e ~q(t) evolui com o tempo de acordo com as equac¸o˜es de Hamil-
ton (2.4), o valor da func¸a˜o f na˜o muda, f(~p, ~q) = constante. Por exemplo, para Hamiltonianas
independentes do tempo, H e´ uma constante de movimento [5]. De forma geral, diferenciando
f(~p(t), ~q(t)) em relac¸a˜o ao tempo, e admitindo que a Hamiltoniana na˜o dependa explicitamente
do tempo, temos que
df
dt
=
d~p
dt
· ∂f
∂~p
+
dq
dt
· df
d~q
,
df
dt
=
∂H
∂~p
· ∂f
∂~q
− ∂H
∂~q
· ∂f
∂~p
. (2.6)
O lado direito da equac¸a˜o (2.6), e´ chamado de colchetes de Poisson de f e H , e pode ser
abreviado como [f,H ], de acordo com:
[g1, g2] ≡ ∂g1
∂~q
· ∂g2
∂~p
− ∂g1
∂~p
· ∂g2
∂~q
. (2.7)
A equac¸a˜o (2.7) pode ser escrita como [g1, g2] = −[g2, g1] [5]. Desta forma, a condic¸a˜o de que f
seja uma constante de movimento para uma Hamiltoniana independente do tempo, implica que
os colchetes de Poisson com H, sejam iguais a zero,
[f,H ] = 0. (2.8)
Um determinado sistema com N graus de liberdade e´ considerado integra´vel, se tem N cons-
tantes de movimento independentes fi(~p, ~q), i = 1, 2, . . . , N [31], ou seja,
[fi, fj ] = 0, (2.9)
para qualquer i e j. Se a condic¸a˜o (2.9) for va´lida para todo i e j, enta˜o dizemos que as N cons-
tantes de movimento fi esta˜o em involuc¸a˜o. As constantes de movimento fi sa˜o “independentes”
se elas na˜o puderem ser expressas como func¸a˜o das outras (N − 1) constantes de movimento [5].
Agora considere um sistema integra´vel onde possamos introduzir uma transformac¸a˜o canoˆnica
de varia´veis (~q, ~p) → (~˜q, ~˜p), tal que a nova Hamiltoniana do sistema H˜ dependa somente de
~˜p. Enta˜o escolhendo as novas varia´veis ~˜p como sendo as N constantes de movimento de acordo
com [5], sa˜o:
d~˜q
dt
=
∂H˜
∂~˜p
d~˜p
dt
= −∂H˜
∂~˜q
, (2.10)
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sendo que,
d~˜p
dt
=
∂H˜
∂~˜q
= 0, (2.11)
escrevendo assim a nova Hamiltoniana como H˜ = H˜(~p), que na˜o depende explicitamente de
~˜q [5, 31]. A relac¸a˜o entre as coordenadas originais e as novas coordenadas e´ dada pela func¸a˜o
geradora S(~q, ~˜p, t) de segunda espe´cie, que e´ func¸a˜o da “antiga” coordenada da posic¸a˜o e da
“nova” coordenada de momento. As equac¸o˜es de movimento reescritas em termos da func¸a˜o
geradora, sa˜o:
~˜q =
∂S(~q, ~˜p, t)
∂~˜p
~˜p = −∂S(~q, ~˜p, t)
∂~q
. (2.12)
A escolha de uma transformac¸a˜o em que os novos momentos tornam-se constantes de movi-
mento, e´ arbitra´ria. Dentre as va´rias opc¸o˜es escolhemos a transformac¸a˜o ac¸a˜o-aˆngulo, onde as
varia´veis transformadas sa˜o denotadas por [5]:
(~˜q, ~˜p) = (~I, ~θ), (2.13)
sendo ~I definido como,
Ii =
1
2π
∮
dqipi, (2.14)
onde i = 1, 2, . . . , N .
As varia´veis transformadas podem ser escritas em termos da func¸a˜o geradora que sera´ soluc¸a˜o
da correspondente equac¸a˜o de Hamilton-Jacobi, de acordo com as equac¸o˜es (2.12):
~θ =
∂S(~I, ~q)
∂~I
, (2.15)
~p =
∂S(~I, ~q)
∂~q
. (2.16)
Deste modo, integrando (2.16) e usando (2.14), obtemos:
∆Si =
∮
dqipi = 2πIi. (2.17)
Aplicando (2.15) na equac¸a˜o (2.17) temos que:
∆i~θ =
∂
∂~I
∆iS = 2π
∂
∂~I
Ii, (2.18)
que pode ser reescrito como,
∆i~θj = 2πδij, (2.19)
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onde δij e´ a delta de Kronecker que e´ igual a 1 quando i = j e 0 para i 6= j. Enta˜o, quando
obtivermos um ciclo completo das varia´veis θi, a expressa˜o (2.19) sera´ igual a 2π [5].
A nova Hamiltoniana pode ser constru´ıda em termos das varia´veis ac¸a˜o-aˆngulo independente
do aˆngulo. As equac¸o˜es de Hamilton podem ser escritas da seguinte forma:
d~I
dt
= 0, (2.20)
d~θ
dt
=
∂H˜(~I)
∂~I
≡ ~ω(~I), (2.21)
sendo que as soluc¸o˜es de (2.20) e (2.21) sa˜o respectivamente:
~I(t) = ~I(0), (2.22)
~θ(t) = ~θ(0) + ~ω(~I)t, (2.23)
onde ~ω(~I) e´ um vetor N -dimensional das componentes de velocidade angular.
Uma forma de representar as soluc¸o˜es (2.22) e (2.23) da´-se atrave´s de um toro N -dimensional,
sendo a varia´vel ac¸a˜o os raios constantes e a varia´vel aˆngulo uma varia´vel c´ıclica que evolui tem-
poralmente, conforme mostrado na figura 2. O conceito de movimento sobre um toros e´ particu-
I1
I2
θθ2 1
Trajetória
Figura 2: Movimento de um ponto no espac¸o de fases para um sistema integra´vel com dois graus
de liberdade. O movimento ocorre sobre um toros I1 = const., I2 = const..
larmente u´til devido a poder ser generalizado a sistemas com mais de dois graus de liberdade [31].
As trajeto´rias sobre o toro podem ser analisadas quanto a sua periodicidade ou quase-periodicidade
atrave´s do vetor velocidade angular ~ω(~I) [31]. Quando estivermos tratando de uma trajeto´ria
perio´dica esta obedece a seguinte condic¸a˜o de ressonaˆncia [5]:
~m · ~ω = 0, (2.24)
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onde ~m e´ um vetor de valores inteiros. Podemos exemplificar este procedimento considerando o
caso bidimensional (N = 2) em que a condic¸a˜o de ressonaˆncia (2.24) torna-se:
ω1
ω2
= −m2
m1
, (2.25)
sendo que como ~m so´ pode admitir valores inteiros, a raza˜o entre as velocidades angulares e´ um
nu´mero racional, e por este motivo os toros que satisfazem a condic¸a˜o de ressonaˆncia sa˜o chamados
de toros racionais [5]. Consequ¨entemente, quando uma o´rbita completar m1 ciclos em θ1 e m2
ciclos em θ2, a o´rbita se fecha sobre ela mesma, sendo por este motivo chamada de perio´dica [5].
Quando a condic¸a˜o de ressonaˆncia (2.24) na˜o for satisfeita, exceto quando todas as componen-
tes de ~m sa˜o nulas, estaremos tratando do caso quase-perio´dico. Isso ocorre quando a raza˜o entre
as velocidades angulares e´ um nu´mero irracional e a o´rbita gerada preenche todo o toro nunca
voltando ao seu ponto inicial. Enta˜o, para o caso quase-perio´dico estes toros sa˜o chamados de
toros irracionais [5].
Admitindo uma pequena variac¸a˜o em H˜ com ~I, a condic¸a˜o de ressonaˆncia (2.24), com m 6= 0,
e´ somente satisfeita para um conjunto finito de valores de ~I [5]. Conclu´ı-se enta˜o, que a probabi-
lidade de escolher aleatoriamente um toro irracional e´ muito maior que escolher um toro racional.
Consequ¨entemente, o espac¸o de fase para sistemas integra´veis e´ quase totalmente ocupado por
toros irracionais [5].
2.1.4 Toros Invariantes
Uma questa˜o relacionada aos sistemas integra´veis e´ determinar o qua˜o robusta e´ a sua in-
tegrabilidade quando acrescentada uma certa perturbac¸a˜o. Neste caso, queremos saber como se
comporta um toro irracional quando submetido a uma pequena perturbac¸a˜o. Um sistema bidi-
mensional ao qual e´ introduzida uma perturbac¸a˜o pode ser representado por uma Hamiltoniana
como func¸a˜o das varia´veis ac¸a˜o-aˆngulo, da forma:
H(~I, ~θ) = H0(~I) + εH1(~I, ~θ), (2.26)
onde separamos o Hamiltoniano principal em um Hamiltoniano, integra´vel, denotado por H0,
mais um Hamiltoniano relacionado a uma pequena perturbac¸a˜o H1. Este tipo de problema foi
solucionado em etapas por Kolmogorov (1954) [3] que enunciou a soluc¸a˜o (o teorema), Moser
(1962) [33] que determinou a soluc¸a˜o para mapas, e Arnold (1963) [34] para o caso de fluxos.
Portanto, esta soluc¸a˜o leva o nome de teorema KAM. A deduc¸a˜o deste teorema e´ muito complexa
e foge ao escopo deste trabalho, pore´m maiores detalhes a respeito desta deduc¸a˜o podem ser
encontrados na refereˆncia [35]. Neste trabalho, estamos interessados apenas nas condic¸o˜es para
que este teorema seja va´lido. As condic¸o˜es que devem ser satisfeitas, sa˜o:
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3 a independeˆncia linear das frequ¨eˆncias [31] onde
~m · ~ω(~I) 6= 0, (2.27)
em uma certa regia˜o de ~I, sendo que
~
~ω = ∂H0/∂~I ;
3 a perturbac¸a˜o tem que ser suave [31] (um nu´mero suficiente de derivadas cont´ınuas de H1);
3 condic¸o˜es iniciais suficientemente afastadas das ressonaˆncias [31] (se forem escolhidas condic¸o˜es
iniciais pro´ximas ao valor de ressonaˆncia o teorema KAM perdera´ a validade);
Quando estas condic¸o˜es sa˜o obedecidas, elas sa˜o suficientes para garantir que os toros sobrevivam
a uma pequena perturbac¸a˜o ou alterac¸a˜o da sua forma. Estes enta˜o, sa˜o denominados toros
KAM [5].
No caso de uma grande perturbac¸a˜o, todos os toros sa˜o destru´ıdos. A terceira condic¸a˜o
assegura-nos que o u´ltimo toro KAM que sera´ destru´ıdo e´ aquele cuja frequ¨eˆncia e´ o “nu´mero
mais irracional” [31]. Isso porque, nos toros irracionais a condic¸a˜o de ressonaˆncia (2.24) na˜o e´
satisfeita.
Podemos entender o significado de “nu´mero mais irracional” atrave´s de algumas ferramentas
matema´ticas da teoria de nu´meros. Um nu´mero irracional R pode ser representado atrave´s de
frac¸o˜es cont´ınuas infinitas [5] na forma,
R = a1 +
1
a2 +
1
a3+
1
a4+...
, (2.28)
onde os termos ai sa˜o inteiros. Truncando a frac¸a˜o em um certo valor de an, obtemos um valor
racional pro´ximo do nu´mero irracional. Desta forma, o nu´mero “mais irracional” e´ definido como
sendo o que se aproxima mais lentamente do valor inteiro da frac¸a˜o (2.28) [5]. O nu´mero mais
irracional que existe e´ denominado raza˜o a´urea, cujo valor corresponde a 1
2
(
√
5− 1).
2.1.5 Toros Insta´veis
Atrave´s do teorema KAM e´ poss´ıvel garantir a sobreviveˆncia de toros irracionais sob a ac¸a˜o de
uma pequena perturbac¸a˜o. Por outro lado, os toros racionais sa˜o destru´ıdos quando uma pequena
perturbac¸a˜o e´ acrescentada a um dado sistema. Com o objetivo de visualizar o que acontece
quando os toros racionais sa˜o destru´ıdos, estudaremos uma superf´ıcie de sec¸a˜o de um sistema
Hamiltoniano autoˆnomo integra´vel com dois graus de liberdade (N = 2). Neste caso, o toros e´
representado pelas varia´veis aˆngulo ~θ = (θ1, θ2) e ac¸a˜o ~I = (I1, I2), sendo que consideramos a sec¸a˜o
para θ2 = constante, conforme exposto na figura 3, [5]. Sem perder a generalidade poderemos
analisar as curvas desta figura como c´ırculos conceˆntricos representados pelas coordenadas polares
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Superfície de Seção
θ2 = constante
Figura 3: Superf´ıcie de sec¸a˜o de um sistema integra´vel.
(r, φ). Assim, obtemos o seguinte mapa [5]:
(ri+1, φi+1) =M0(ri, φi), (2.29)
onde,
M0 =
{
ri+1 = ri
φi+1 = [φi + 2πR(ri)] mod 2π
, (2.30)
que constitui o chamado mapa de torc¸a˜o [31]. A quantidade φi e´ o valor de θ1 no i-e´simo furo na
superf´ıcie de sec¸a˜o pela o´rbita [5]. Sobre o toros ressonante o nu´mero de rotac¸a˜o R(ri) e´ racional,
da forma:
R(ri) =
ω1
ω2
=
m
n
, (2.31)
e representa a raza˜o das frequ¨eˆncias, sendo m e n dois nu´meros inteiros [5]. Substituindo (2.31)
em (2.30), e considerando um ponto sobre um c´ırculo de raio r0 e φ0 e aplicando o mapa n vezes,
teremos
Mn0 =
{
rn = r0
φn = φ0 + 2π
m
n
n→ φn = φ0 + 2πm
, (2.32)
mostrando que o mapa Mn0 retorna ao ponto original do c´ırculo. Neste caso, φ0 e´ um ponto fixo
do mapa Mn0 .
Considerando uma perturbac¸a˜o εH1 sobre H0 ao mapa de torc¸a˜o, teremos:
Mε =
{
ri+1 = ri + εf(ri, φi)
φi+1 = φi + 2πR(ri) + εg(ri, φi)
. (2.33)
O objetivo agora e´ descrever a dinaˆmica dos postos fixos. Portanto, na figura 4-(a) apresentamos
um c´ırculo de raio r com R = m/n, localizado entre dois c´ırculos r+ e r−. No caso de r+ temos
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R > m/n, e em r− temos R < m/n, sendo que o mapa M
n
0 para r+ gira no sentido anti-hora´rio
e r− no sentido hora´rio. Quando a perturbac¸a˜o for suficientemente pequena o mapa perturbado
Mnε cont´ınua gerando torc¸o˜es [5]. Este mapa gera uma curva rε pro´xima a r, conforme podemos
visualizar na figura 4-(b). Sobre a curva rε aplicamos o mapa M
n
ε (rε), resultando em uma nova
r
r
−
r+
(a)
r
r
−
r+
(b)
rε(φ)
Figura 4: (a) Treˆs c´ırculos invariantes do mapa sem perturbac¸a˜o. (b) A curva r = rε(φ).
curva que intercepta a curva rε um nu´mero par de vezes [5, 31], conforme a figura 5. Como
consequ¨eˆncia da preservac¸a˜o da a´rea para sistemas conservativos, a a´rea entre as curvas r′ε e M
n
ε
devem ser iguais e manterem-se constantes [31].
Mε ε(r  )n
r ε
’
´
Figura 5: Representac¸a˜o da curva rε juntamente com a aplicac¸a˜o do mapa de torc¸a˜o a esta curva.
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Os pontos de intersecc¸a˜o entre r′ε eM
n
ε sa˜o os novos pontos fixos do mapa de torc¸a˜o perturbado.
Estes pontos fixos alternam entre el´ıpticos e hiperbo´licos, conforme figura 6.
Mε ε(r  )
Elíptico
Ponto
Hiperbólico
PontoPonto
Elíptico
r+
r
−
n
Hiperbólico
Ponto
rε´
Figura 6: Ilustrac¸a˜o do teorema de Poincare´-Birkhoff. Pontos fixos el´ıpticos e hiperbo´licos de
Mnε (rε) alternam-se.
A perturbac¸a˜o do toro ressonante com nu´mero de rotac¸a˜o racional m/n resulta em um nu´mero
igual de pontos fixos el´ıpticos e hiperbo´licos de Mnε . Este resultado e´ conhecido como o teorema
de Poincare´-Birkhoff [36]. A transic¸a˜o de um toro racional n = 3 e n = 4 do caso na˜o perturbado
para o caso perturbado e´ ilustrada nas figura 7-(a) e (b) [5].
n=3
(a)
n=4
não perturbado
(b)
      perturbado
Figura 7: Representac¸a˜o da sec¸a˜o de um toros com ressonaˆncias n = 3 e n = 4 para os casos (a)
na˜o-perturbado e (b) perturbado.
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2.2 Conceitos de Caos Cla´ssico
O estudo de sistemas dinaˆmicos cla´ssicos com “poucos” graus de liberdade serviu como base de
uma nova classe de me´todos teo´ricos e computacionais chamada de Caos em Sistemas Dinaˆmicos
Cla´ssicos ou simplesmente Caos em Sistemas Dinaˆmicos. Um sistema amplamente estudado, e
que pode ser adotado como um paradigma para essa classe de sistemas cao´ticos, e´ o peˆndulo
simples amortecido e forc¸ado, que dependendo dos paraˆmetros e condic¸o˜es iniciais escolhidos para
seu movimento, apresenta uma grande quantidade de soluc¸o˜es cao´ticas [5, 37, 38]. Os conceitos
f´ısicos e ferramentas matema´ticas utilizados na descric¸a˜o e caracterizac¸a˜o desta nova classe sera˜o
apresentados a seguir.
2.2.1 Sec¸o˜es de Poincare´
Uma forma usual de simplificar o estudo de sistemas dinaˆmicos da´-se atrave´s das chamadas
Sec¸o˜es de Poincare´, cujo nome e´ uma homenagem ao cientista franceˆs Henri Poincare´ que em 1899
foi o primeiro a utilizar este me´todo no estudo do problema dos treˆs corpos [38].
Uma das maneiras pela qual um fluxo cont´ınuo da´ origem a um mapa discreto e´ pela utilizac¸a˜o
de sec¸o˜es de Poincare´. A sec¸a˜o de Poincare´ e´ uma maneira de reduzir o estudo de um fluxo num
espac¸o de fases comN dimenso˜es a uma aplicac¸a˜o, chamadamapa de Poincare´ oumapa do retorno,
num espac¸o de fases com (N − 1) dimenso˜es [31].
Podemos destacar como principais vantagens na utilizac¸a˜o das sec¸o˜es de Poincare´:
3 Reduc¸a˜o Dimensional – Atrave´s das sec¸o˜es de Poincare´ reduzimos um espac¸o de fase
N -dimensional a um espac¸o de (N − 1) dimensa˜o, ou seja, eliminamos uma varia´vel do
problema original [38].
3 Dinaˆmica Global – Para sistemas com baixa dimensionalidade, a integrac¸a˜o nume´rica
das equac¸o˜es diferenciais do problema expo˜em numa forma simples a dinaˆmica global do
sistema [38].
3 Claridade Conceitual – Conceitos f´ısicos, ate´ enta˜o dif´ıceis de serem visualizados no
sistema original, tornam-se claros quando analisamos as sec¸o˜es de Poincare´ [38].
Uma sec¸a˜o de Poincare´ e´ constru´ıda da seguinte maneira: considere um fluxo N -dimensional
φt de equac¸o˜es diferenciais tipo
d~x
dt
= ~F (~x). Sobre o espac¸o gerado pelas equac¸o˜es diferenciais e´
constru´ıda uma hiper-superf´ıcie Ω. Estudamos enta˜o, as sucessivas interac¸o˜es entre uma dada tra-
jeto´ria com a superf´ıcie Ω. Estas interac¸o˜es ocorrem cada vez que a trajeto´ria “fura” a superf´ıcie,
sempre no mesmo sentido, conforme a figura 8.
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Ω
φ
xn
x
xn + 1
n + 2
Figura 8: Geometria de uma sec¸a˜o de Poincare´.
Os pontos xn, xn+1 e xn+2 representam respectivamente a primeira, segunda e terceira vez que
a trajeto´ria transpo˜e a hiper-superf´ıcie Ω. Neste caso o mapa de Poincare´ e´ obtido simplesmente
considerando-se a intersecc¸a˜o da trajeto´ria com o plano Ω [31].
2.2.2 Expoentes de Lyapunov
Uma das principais caracter´ısticas dos sistemas dinaˆmicos cao´ticos refere-se a sensibilidade
a`s condic¸o˜es iniciais. Sendo que duas condic¸o˜es arbitrariamente pro´ximas, apo´s um per´ıodo su-
ficientemente longo levam a soluc¸o˜es totalmente diferentes. A quantificac¸a˜o da dependeˆncia a`s
condic¸o˜es iniciais e´ feita atrave´s dos expoentes caracter´ısticos de Lyapunov (tambe´m chamados
de nu´meros caracter´ısticos de Lyapunov ou simplesmente expoentes de Lyapunov) [31].
Com o intuito de definirmos geometricamente os expoentes de Lyapunov de acordo com [37,
39], consideraremos um sistema cont´ınuo descrito por N equac¸o˜es diferenciais ordina´rias. Es-
colhemos enta˜o, uma trajeto´ria iniciando num ponto inicial arbitra´rio x0. Este ponto e´ envolto
por um volume esfe´rico infinitesimal de condic¸o˜es iniciais de raio Γ0. A evoluc¸a˜o temporal deste
fluxo nos da´ um comportamento assinto´tico da taxa de expansa˜o (ou contrac¸a˜o) local dos eixos
da hiper-esfera infinitesimal, transformando-a num elipso´ide cujos eixos principais sa˜o Γi(t), com
i = 1, 2, 3, . . . , N , conforme figura 9.
Neste caso, os expoentes de Lyapunov sa˜o definidos em termos do crescimento exponencial
dos eixos principais Γi(t) do elipso´ide, conforme descrito por [28]. Esta taxa pode ser calculada
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x0
2  (t)
0 (x  )0
(t)
Γ
Γ
Γ1
Figura 9: Evoluc¸a˜o temporal de uma esfera bidimensional de condic¸o˜es iniciais.
atrave´s de:
λi = lim
t→+∞
1
t
ln
[
Γi(t)
Γ0
]
, (2.34)
ou ainda,
Γi(t) ∼ Γ0 exp λit, (2.35)
onde os valores de λi sa˜o ordenados de forma decrescente. Os expoentes de Lyapunov esta˜o rela-
cionados com a natureza da contrac¸a˜o ou expansa˜o de diferentes direc¸o˜es no espac¸o de fases [39].
Desta forma, a orientac¸a˜o do elipso´ide muda continuamente conforme o sistema evolui.
Se existir pelo menos um expoente de Lyapunov positivo havera´ uma instabilidade orbital
nas direc¸o˜es associadas. Para uma soluc¸a˜o cao´tica, a dependeˆncia a`s condic¸o˜es iniciais implica na
existeˆncia de pelo menos um expoente de Lyapunov λi > 0 [39]. No caso de uma soluc¸a˜o perio´dica
ou quase perio´dica λi < 0, nas direc¸o˜es perpendiculares aos movimento, enquanto que ao longo
da trajeto´ria λi = 0 [31].
Num instante t o elemento de hiper-volume no espac¸o de fases e´ dado por:
δV (t) =
j∏
i=1
Γ(t). (2.36)
Enta˜o, substituindo (2.35) em (2.36) teremos:
δV (t) = δV0 exp
(
j∑
i=1
λit
)
. (2.37)
Portanto, existem duas situac¸o˜es em que o hiper-volume no espac¸o de fases na˜o diverge:
3 se
∑j
i=1 λi = 0, quando δV (t) = δV0, e o sistema e´ conservativo, obedecendo o teorema de
Liouville [37];
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3 se
∑j
i=1 λi < 0, enta˜o δV (t) < δV0, caracterizando o sistema como dissipativo [37].
2.2.3 Ca´lculo do Expoente de Lyapunov Ma´ximo
Os expoentes de Lyapunov sa˜o considerados ferramentas poderosas e indispensa´veis na ca-
racterizac¸a˜o e descric¸a˜o de qualquer sistema dinaˆmico cla´ssico. O expoente positivo de maior
valor (geralmente chamado de expoente de Lyapunov ma´ximo) e´ o principal responsa´vel por essa
caracterizac¸a˜o.
Atualmente a principal te´cnica utilizada no ca´lculo do expoente de Lyapunov ma´ximo foi
desenvolvida independentemente por Benettin et al. [40, 41] e por Shimada e Nagashima [42]
em 1976-78 e meados de 1979, respectivamente. Esta te´cnica consiste basicamente no seguinte
procedimento: considere uma condic¸a˜o inicial x(0) cuja evoluc¸a˜o temporal e´ governada por um
conjunto de equac¸o˜es diferenciais que resolvidas dara˜o origem a` chamada trajeto´ria principal.
Escolhemos enta˜o, uma outra condic¸a˜o inicial x′(0), que de acordo com o mesmo conjunto de
equac¸o˜es, originara´ uma segunda trajeto´ria chamada trajeto´ria sate´lite, conforme a figura 10. A
distaˆncia inicial entre a trajeto´ria principal e a trajeto´ria sate´lite e´ dada por |x(0)− x′(0)| = Γ0.
Suponha agora, que os dois pontos evoluem durante um tempo τ , sendo enta˜o que a nova distaˆncia
entre os pontos x1(τ) e x
′(τ) e´ Γ1. Neste intervalo (Γ1) escolhemos um novo ponto x
′′(τ) localizado
entre x2(τ) e x
′(τ) a uma distaˆncia Γ0 de x(τ). Repetindo este procedimento por va´rias vezes
poderemos construir uma se´rie da forma Γi (i = 1, 2, . . . , n) [43].
x(0) Trajetória  Principal
Tra
jetór
ia  Sa
télite
0
1
2
0
x ( )τ2   x ( )τ1
τx´´(  )
x´(  )τ
x´(0)
Γ|    |0 Γ|    |
Γ|    |
Γ Γ
Figura 10: Representac¸a˜o esquema´tica para o ca´lculo do expoente de Lyapunov ma´ximo atrave´s
do somato´rio das separac¸o˜es das trajeto´rias sate´lite em relac¸a˜o a trajeto´ria principal.
Atrave´s do procedimento apresentado acima Benettin et al. [40], demonstraram que o expoente
de Lyapunov ma´ximo pode ser calculado com o aux´ılio da seguinte equac¸a˜o:
λmax = lim
n→+∞
kn com, kn =
1
nτ
∑
ln
(
Γi
Γ0
)
, (2.38)
sendo que, se o sistema estudado for ergo´dico o ca´lculo de λmax, na˜o dependera´ do sistema de
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coordenadas, nem da escolha das condic¸o˜es iniciais [7].
Maiores detalhes da demonstrac¸a˜o do ca´lculo do expoente de Lyapunov ma´ximo e do espectro
dos expoentes de Lyapunov em sistemas cont´ınuos, podem ser encontrados nos artigos pioneiros
de Benettin et al. [40, 41] e [28], respectivamente.
Geralmente, o me´todo do ca´lculo de λmax pode ser aplicado em sistemas onde o ca´lculo do
espectro dos expoentes de Lyapunov seja, por algum motivo, invia´vel. Por exemplo, no estudo
desenvolvido por R. van Zon et al. [44], que calcularam o expoente de Lyapunov ma´ximo para um
sistema composto de muitas part´ıculas interagentes.
2.2.4 Sistemas Dinaˆmicos Ergo´dicos e Mesclados (“mixing”)
Uma forma de descrever e analisar fisicamente sistemas dinaˆmicos, da´-se atrave´s do estudo
de suas propriedades estat´ısticas. A teoria estat´ıstica sempre se refere a algum tipo de me´dia.
Por tra´s de uma abordagem estat´ıstica, temos a validade da teoria ergo´dica. Ergodicidade e´ uma
propriedade de sistemas dinaˆmicos onde a me´dia temporal de uma func¸a˜o integra´vel no espac¸o de
fases e´ igual a uma me´dia espacial desta func¸a˜o [45]. Esta func¸a˜o e´ chamada func¸a˜o invariante,
devido a ela na˜o depender das condic¸o˜es iniciais escolhidas. Um sistema somente pode ser ergo´dico
se uma dada trajeto´ria visitar todas as partes do espac¸o de fases deste sistema [31]. Esta regra
exclui, por exemplo, um sistema em que toros KAM estejam presentes, que e´ enta˜o chamado de
dividido. Por esse motivo, diz-se usualmente que a regia˜o cao´tica num sistema com dois graus de
liberdade acoplados na˜o e´ ergo´dico porque, no sistema completo existem toros KAM e portanto,
e´ dividido.
Neste caso, um sistema e´ considerado ergo´dico, dependendo do subespac¸o em que a ergodici-
dade e´ definida. Um sistema Hamiltoniano autoˆnomo na˜o pode apresentar uma dinaˆmica ergo´dica
sobre todo o espac¸o de fases, devido a energia ser uma constante de movimento. Contudo, o fluxo
pode ser ergo´dico sobre uma superf´ıcie constante de energia [31]. Se existirem outras constantes
ale´m da energia, enta˜o o sistema pode ser ergo´dico somente num subespac¸o do espac¸o de fases que
conserve todas estas constantes. Portanto, a principal tarefa no estudo de sistemas Hamiltonianos
autoˆnomos e´ determinar o subespac¸o em que a ergodicidade existe [31].
Para ana´lise de problemas referentes a Mecaˆnica Estat´ıstica fora do equil´ıbrio podemos en-
contrar sistemas cujo espac¸o de fases apresente a chamada propriedade de “mixing” ou mesclado
[46]. Esta propriedade pode ser definida resumidamente de acordo com o que Arnold [35] propoˆs:
consideremos um recipiente contendo uma mistura composta por 20% de rum e 80% de coca-cola,
representando a distribuic¸a˜o inicial de um “fluido incompress´ıvel” no espac¸o de fases. Se sacu-
dirmos o recipiente repetidamente, esperamos que apo´s o fluido estar suficientemente misturado,
consequ¨entemente todas as partes do recipiente, embora pequena, estejam em contato com “apro-
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ximadamente” 20% de rum. Quando especificado rigorosamente, esta breve descric¸a˜o define um
sistema misto [31].
Atrave´s do estudo das propriedades estat´ısticas de func¸o˜es invariantes e´ poss´ıvel caracterizar
uma grande quantidade de sistemas dinaˆmicos. Esta caracterizac¸a˜o pode ser dinaˆmica (expoentes
de Lyapunov, entropia de Kolmogorov-Sinai) ou esta´tica (dimensa˜o fractal, espectro de singulari-
dades) [5].
2.2.5 Armadilhas Dinaˆmicas
A teoria contemporaˆnea dos sistemas dinaˆmicos cao´ticos trata principalmente de sistemas com
poucos graus de liberdade. Existem sistemas dinaˆmicos cao´ticos que analisados sob me´todos pro-
babil´ısticos apresentam caracter´ısticas diferentes das que esperamos segundo a F´ısica Estat´ıstica.
O principal objetivo aqui e´ enfatizar a existeˆncia de um tipo espec´ıfico de “singularidade” no
espac¸o de fases, geralmente chamada de armadilha dinaˆmica [27]. Sabemos que em quase todo
espac¸o de fases de sistemas Hamiltonianos poderemos encontrar estruturas e padro˜es muito com-
plicados, em que regio˜es cao´ticas coexistem com regio˜es regulares ou quase-regulares [5, 31]. Tais
armadilhas sa˜o tambe´m chamadas de ilhas que constituem um tubo toroidal que envolve uma
o´rbita fechada localizada na superf´ıcie ressonante original.
As armadilhas dinaˆmicas podem ser definidas como regio˜es do espac¸o de fases onde as part´ıculas
(ou as trajeto´rias) podem gastar grandes intervalos de tempo [47], nos quais a dinaˆmica torna-se
quase-regular. Uma das principais caracter´ısticas de tais armadilhas sa˜o as suas propriedades
fractais [27].
Qualitativamente, uma consequ¨eˆncia da presenc¸a de armadilhas dinaˆmicas num sistema dinaˆmico,
esta´ relacionada com a diminuic¸a˜o no mo´dulo do valor do expoente de Lyapunov local na armadi-
lha [27], ou seja, a influeˆncia das armadilhas aparece no ca´lculo do expoente de Lyapunov durante
o intervalo de tempo que a trajeto´ria permanece aprisionada. Outra consequ¨eˆncia deste tipo
de singularidade no espac¸o de fases esta´ relacionada a alterac¸a˜o da dinaˆmica no transporte de
part´ıculas [47]. Neste caso, a descric¸a˜o do transporte de part´ıculas em uma certa regia˜o do espac¸o
de fases, onde a dinaˆmica regular e cao´tica coexistem, e´ feita em termos do que chamamos de “can-
tori”. Os cantori sa˜o conjuntos de Cantor que podem ser vistos como remanescentes de curvas
KAM que foram destru´ıdas com o incremento do paraˆmetro de na˜o-linearidade de determinado
sistema [47].
Atualmente na literatura, as armadilhas dinaˆmicas podem ser classificadas de treˆs formas, que
sera˜o descritas a seguir.
• Armadilha de Ilhas-hiera´rquicas
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Este tipo de armadilha esta relacionado a` existeˆncia de regio˜es no espac¸o de fases onde
ocorre o aprisionamento de trajeto´rias por um certo intervalo de tempo (“stretching time”),
e que mante´m uma auto-similaridade com diferentes partes do espac¸o de fases [24, 48]. Na
figura 11, atrave´s de sec¸o˜es de Poincare´ apresentamos a estrutura de armadilhas de ilhas-
hiera´rquicas presentes na dinaˆmica do mapa padra˜o ou “standard map”.
O mapa padra˜o e´ um mapa bidimensional que pode ser definido como:
Ij+1 = Ij + k sin(φj) mod 2π, (2.39)
φj = φj + Ij+1 mod 2π. (2.40)
Esse mapa foi investigado por va´rios pesquisadores, como Chirikov, pois e´ convenientemente
usado para estudar a transic¸a˜o do comportamento regular para o comportamento cao´tico
em sistemas conservativos, conforme se varia o valor do paraˆmetro de controle k > 0.
Atrave´s das armadilhas de ilhas-hiera´rquicas e´ poss´ıvel descrever fenoˆmenos f´ısicos, como
por exemplo o transporte anoˆmalo (devido a uma mudanc¸a no valor da constante de di-
fusa˜o), apresentado pelo mapa padra˜o para determinados valores do paraˆmetro de na˜o-
linearidade [48]. A origem do transporte anoˆmalo esta´ relacionada com as propriedades
locais de determinadas regio˜es do espac¸o de fases pro´ximas a ilhas de regularidade (na ca-
mada de contorno) [49], e a`s estruturas de auto-similaridade de tais regio˜es [50].
• Armadilhas de Rede
Os mesmos padro˜es encontrados nas armadilhas de ilhas-hiera´rquicas descritos no item an-
terior na˜o aparecem neste tipo de singularidade. Variando o paraˆmetro de controle de um
sistema dinaˆmico ele pode passar atrave´s de diferentes bifurcac¸o˜es. Nestes casos ocorre a
criac¸a˜o de uma cadeia de ilhas que va˜o separando-se aos poucos [27], conforme podemos
visualizar na figura 12.
• Armadilhas de Camada Cao´tica
As armadilhas de camada cao´tica foram discutidas e estudadas inicialmente em [49], na
ana´lise da advecc¸a˜o de uma part´ıcula no fluxo de Beltrami. Este tipo de armadilha consiste
numa ilha com um ponto el´ıptico central imerso no mar cao´tico, conforme figura 13-(a). Com
a mudanc¸a de determinado paraˆmetro de controle, uma bifurcac¸a˜o aparece na regia˜o onde ha´
a criac¸a˜o de dois pontos el´ıpticos adicionais e um hiperbo´lico [51], de acordo com a figura 13-
(b). As separatrizes apresentadas na figura 13-(c) sa˜o destru´ıdas por uma perturbac¸a˜o e sa˜o
substitu´ıdas por uma estreita camada cao´tica.
O estudo deste tipo de armadilha e´ utilizado na investigac¸a˜o e entendimento do compor-
tamento super-difusivo que aparece em modelos semi-cla´ssicos de super-redes quadradas
(planas), submetidas a campos magne´ticos perpendiculares [51]. Em particular no trabalho
desenvolvido por Rakhlin [51], foi apresentada uma extensa ana´lise deste tipo de mecanismo
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de aprisionamento (armadilhas de camada cao´tica). Em seus resultados entendemos como
uma pequena variac¸a˜o nos paraˆmetros e na energia do sistema causam uma mudanc¸a dra´stica
na dinaˆmica do modelo analisado.
Figura 11: Exemplo de uma armadilha de ilha-hiera´rquica com um conjunto de ilhas auto-similares
presentes na dinaˆmica do mapa padra˜o com K = 6, 908745: (a) espac¸o de fases completo. (b)-
(d) consecutivos ampliac¸o˜es na cadeia de ilhas. Figura extra´ıda de [27].
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Figura 12: Exemplo de armadilha de rede no mapa padra˜o: (a) parte do espac¸o de fases para
K = 6, 905; (b) uma ilha separando-se (K = 6, 9009 e 109 iterac¸o˜es); (c) ampliac¸a˜o da regia˜o de
separac¸a˜o apresentada em (b). Figura extra´ıda de [27].
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Figura 13: Representac¸a˜o simbo´lica da evoluc¸a˜o da estrutura interna da formac¸a˜o de uma ar-
madilha de camada cao´tica: (a) estado inicial com um ponto el´ıptico no centro da ilha rodeado
por um mar cao´tico; (b) bifurcac¸a˜o que cria dois pontos de sela e dois novos pontos el´ıpticos e a
separatriz e´ substitu´ıda por uma fina camada cao´tica; (c) a camada cao´tica conecta-se com o mar
cao´tico. Figura extra´ıda de [27].
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3 Extensa˜o do Algoritmo de Benettin
Uma das principais formas de quantificar a sensibilidade a`s condic¸o˜es iniciais ocorre atrave´s
do ca´lculo dos expoentes de Lyapunov. O ca´lculo destes expoentes pode ser feito analiticamente,
quando poss´ıvel, ou numericamente. Os co´digos nume´ricos utilizados para este ca´lculo geralmente
sa˜o baseados no algoritmo desenvolvido por Benettin et al. [28]. Em seu trabalho Dellago et al. [29]
estenderam o algoritmo de Benettin para aplica´-lo em sistemas com muitos graus de liberdade e
condic¸o˜es de contorno. Neste cap´ıtulo, descreveremos o me´todo desenvolvido por Dellago e faremos
algumas ana´lises a respeito de alguns passos na deduc¸a˜o deste algoritmo, pois sera˜o pertinentes a`
nossa pesquisa. Iniciemos enta˜o com uma breve revisa˜o da definic¸a˜o dos expoentes de Lyapunov
passando posteriormente a discussa˜o da extensa˜o do algoritmo desenvolvido por Benettin.
3.1 Expoentes de Lyapunov
Geralmente, sistemas compostos por muitos corpos apresentam uma forte sensibilidade a`s
condic¸o˜es iniciais, de tal forma que dois pontos inicialmente separados por uma pequena distaˆncia
no espac¸o de fases tendem a divergir exponencialmente. Neste caso o sistema e´ considerado cao´tico.
Podemos representar estes sistemas atrave´s de um conjunto autoˆnomo de equac¸o˜es diferenciais
ordina´rias acopladas expresso por:
~˙Γ = ~F (~Γ), (3.1)
sendo que ~Γ(t) e´ um vetorN -dimensional no espac¸o de fase do sistema. A integrac¸a˜o do conjunto de
equac¸o˜es diferenciais ordina´rias (3.1), resulta na evoluc¸a˜o temporal do sistema, tambe´m chamado
de fluxo de fase [29], e expresso por:
~Γ(t) = Φt[ ~Γ(0)], (3.2)
onde Φt representa um fluxo que mapeia um estado inicial do vetor ~Γ(0) no vetor ~Γ(t), num inter-
valo de tempo t. Chamamos de ~Γ(t) a trajeto´ria refereˆncia conectada atrave´s de um paraˆmetro s a
uma trajeto´ria perturbada chamada trajeto´ria sate´lite, denotada por ~Γs(t), sendo que lims→0 ~Γs(t) =
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~Γ(t). O vetor tangente associado a trajeto´ria sate´lite e´ definido como:
δ~Γ(t) = lim
s→0
~Γs(t)− ~Γ(t)
s
. (3.3)
As equac¸o˜es de movimento podem ser obtidas atrave´s da linearizac¸a˜o de (3.1),
δ~˙Γ = ~D(~Γ) · δ~Γ ou δ~˙Γ = ∂
~F
∂~Γ
· δ~Γ, (3.4)
onde ~D(~Γ) e´ a matriz Jacobiana do sistema.
No caso de sistemas cao´ticos esta perturbac¸a˜o cresce exponencialmente. Este fato motiva a
definic¸a˜o dos expoentes de Lyapunov de uma trajeto´ria gerada por uma condic¸a˜o inicial ~Γ(0) e
uma pequena perturbac¸a˜o inicial δ~Γ(0), sendo que
λ(~Γ(0), δ~Γ(0)) = lim
t→∞
1
t
ln
|δ~Γ(t)|
|δ~Γ(0)| . (3.5)
Para sistemas ergo´dicos, Oseledec [7] prova em seu trabalho que para quase todas as condic¸o˜es
iniciais poss´ıveis existem L vetores ortonormais. Cada um destes vetores esta˜o associados a um
expoente de Lyapunov que independe do sistema de coordenadas. Os expoentes sa˜o ordenados
em ordem decrescente, λ1 ≥ λ2 ≥ . . . ≥ λL. Como vimos anteriormente, geometricamente os
expoentes de Lyapunov podem ser interpretados como as taxas me´dias de crescimento exponencial
dos eixos principais de um elipso´ide contornando uma regia˜o do espac¸o de fases e evoluindo
de acordo com (3.1). Deste modo, os expoentes de Lyapunov quantificam as propriedades de
esticamento e contrac¸a˜o do fluxo no espac¸o de fases.
Os expoentes de Lyapunov em sistemas Hamiltonianos conservativos, apresentam a simetria
de par conjugado (“smale-pair”), ou seja, a soma de todos os expoentes tem que ser igual a zero,
conforme λl + λL+1−l = 0 para l = 1, . . . , L [31]. Esta simetria facilita o ca´lculo nume´rico do
espectro dos expoentes de Lyapunov, pois atrave´s dela e´ poss´ıvel checar o algoritmo utilizado.
Neste tipo de sistema para cada quantidade conservada - como por exemplo, as coordenadas do
centro de massa, o momento total e energia total - nas equac¸o˜es de movimento resultara´ num
expoente de Lyapunov de magnitude igual a zero.
Em sistemas dissipativos a simetria par conjugado na˜o e´ totalmente perdida e tambe´m tem um
sentido f´ısico. A soma total dos expoentes de Lyapunov e´ negativa e corresponde a produc¸a˜o de
entropia irrevers´ıvel [52]. Na literatura ha´ tambe´m estudos que mostram que a soma de todos os
expoentes de Lyapunov podem estar relacionados com os respectivos coeficientes de transporte [53].
Na pra´tica, o ca´lculo do espectro dos expoentes de Lyapunov, de acordo com o algoritmo
cla´ssico de Benettin et al. [28], resolve simultaneamente as equac¸o˜es de movimento (3.1) para a
trajeto´ria refereˆncia ~Γ(t) e as equac¸o˜es de movimento do espac¸o tangente (3.4) para um conjunto
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de vetores {δ~Γl}.
As dificuldades associadas ao tamanho dos vetores iniciais em δ~Γl(0) e os efeitos de arredonda-
mento do computador sa˜o resolvidos por uma reortonormalizac¸a˜o do conjunto de vetores. Desta
forma, os expoentes de Lyapunov sa˜o obtidos a partir dos logaritmos das me´dias temporais dos
respectivos fatores de normalizac¸a˜o.
3.2 Extensa˜o do Algoritmo
Considerando que o me´todo cla´ssico de Benettin pode ser aplicado a sistemas dinaˆmicos di-
ferencia´veis, me´todos mais refinados sa˜o necessa´rios para tratar alguns tipos sistemas, como por
exemplo, modelos f´ısicos com condic¸o˜es perio´dicas de contorno e mapas discretos. Em 1996, Del-
lago et al. [29] apresentaram uma extensa˜o do algoritmo cla´ssico desenvolvido por Benettin et
al. [28] para o ca´lculo do espectro do expoente de Lyapunov em sistemas dinaˆmicos. Foi poss´ıvel
assim calcular os expoentes de Lyapunov para o bilhar esta´dio Sinai [54], para o ga´s de Lorentz
em equil´ıbrio, e tambe´m fora do equil´ıbrio [55, 56]. Enta˜o a partir de agora apresentaremos o
me´todo de extensa˜o do algoritmo de Benettin usado por Dellago.
Considere um sistema de equac¸o˜es diferenciais ordina´rias L acopladas da forma da equac¸a˜o
(3.1), com condic¸o˜es iniciais ~Γ(0), onde admitimos que a transformac¸a˜o
~Γf = ~M(~Γi), (3.6)
e´ aplicada em tempos discretos {τ1, τ2, τ3, . . .}, e o mapa ~M(~Γi) e´ considerado diferencia´vel em
relac¸a˜o as varia´veis do espac¸o de fases. Os ı´ndices i e f denotam o estado inicial e final do mapa
~M , respectivamente. Nos intervalos de tempo τi+1 − τi a trajeto´ria e´ determinada via integrac¸a˜o
da equac¸a˜o (3.1). A evoluc¸a˜o temporal do conjunto de vetores e´ obtida por integrac¸a˜o da equac¸a˜o
(3.4). Considerando os eventos de mapeamento singular nos instantes τi, a evoluc¸a˜o temporal
completa no espac¸o de fases, e no espac¸o tangente, podem ser escritas como:
~Γ(t) = Φt−τn ◦ ~M ◦ Φt−τn−1 ◦ . . . ◦ Φτ2−τ1 ◦ ~M ◦ Φτ1~Γ(0), (3.7)
δ~Γ(t) = ~Lt−τn · ~S · ~Lt−τn−1 · . . . · ~Lτ2−τ1 · ~S · ~Lτ1 · δ~Γ(0), (3.8)
onde ~L e´ o propagador de δ~Γ nos segmentos suaves, e ~S e´ a matriz Jacobiana correspondente a
~M [29]. Formalmente podemos escrever o propagador ~L como sendo,
~Lt2−t1 = exp+
{∫ t2
t1
~D[~Γ(t′)]dt′
}
, (3.9)
onde exp+ representa as exponenciais ordenadas no tempo.
A primeira aplicac¸a˜o do mapa ~S sobre o conjunto de vetores no espac¸o bidimensional e´ esque-
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matizado na figura 14.
Figura 14: Efeito de uma transformac¸a˜o descont´ınua ~M sobre o conjunto de vetores no espac¸o
tangente do sistema. Figura extra´ıda de [29].
Cada evento discreto apresentado na figura 14 e´ chamado de colisa˜o [29]. A trajeto´ria refereˆncia
e´ representada pelas linhas cont´ınuas e a trajeto´ria sate´lite e´ representada pelas linhas tracejadas.
Na trajeto´ria refereˆncia a colisa˜o ocorre no ponto do espac¸o de fase ~Γi no instante τc. A trajeto´ria
sate´lite muda seu ponto de colisa˜o de acordo com um deslocamento ~Γ+ δ~Γc num instante tambe´m
diferente dado por τc + δτc. O tempo de atraso δτc pode ser positivo ou negativo dependendo de
qual trajeto´ria colide antes.
O conjunto de vetores δ~Γf imediatamente apo´s as coliso˜es e´ dado por:
δ~Γf = ~M(~Γi + δ~Γc)− ~Γf(t+ δt), (3.10)
onde para tempos infinitesimais, teremos,
~Γf (t+ δt) = ~Γf (t) +
∂~Γf
∂t
δt, (3.11)
sendo que ~F (~Γf) =
∂~Γf
∂t
. Deste modo podemos reescrever (3.11) assim:
~Γf (t+ δt) = ~Γ(t) + ~F (~Γf)δt. (3.12)
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Enta˜o, substituindo (3.12) em (3.10), temos que:
δ~Γf = ~M(~Γi + δ~Γc)− [~Γ(t) + ~F (~Γf)δt]. (3.13)
Utilizando o mesmo procedimento de linearizac¸a˜o para δ~Γc em torno de τc, obtemos o seguinte:
δ~Γc = δ~Γi + ~F (~Γi)δτc. (3.14)
fazendo ~F (~Γi) =
∂~Γi
∂τc
, enta˜o,
δ~Γc = δ~Γi +
∂~Γi
∂τc
δτc, (3.15)
Expandindo ~M(~Γ + δ~Γ) em torno de ~Γ temos que:
~M(~Γ + δ~Γ) = ~M(~Γ) +
∂ ~M
∂~Γ
δ~Γ. (3.16)
Para o caso de ~M(~Γi + δ~Γc) e com o aux´ılio de (3.14), a equac¸a˜o (3.16) ficara´ assim:
~M(~Γi + δ~Γc) = ~M(~Γi) +
∂ ~M
∂~Γi
· δ~Γc, (3.17)
~M(~Γi + δ~Γc) = ~M(~Γi) +
∂ ~M
∂~Γi
[δ~Γi + ~F (~Γi) · δτc] (3.18)
lembrando que ~Γf = ~M(~Γi). Deste modo, substitu´ındo (3.18) na equac¸a˜o (3.13) teremos:
δ~Γf =
∂ ~M
∂~Γ
· δ~Γi +
{
∂ ~M
∂~Γ
· ~F (~Γi)− ~F [ ~M(~Γi)]
}
δτc. (3.19)
Atrave´s desta equac¸a˜o sera´ poss´ıvel quantificarmos a divergeˆncia entre as trajeto´rias principal e
sate´lite imediatamente apo´s as coliso˜es. O tempo de atraso δτc e´ uma func¸a˜o de ~Γi e de δΓi.
Esta equac¸a˜o e´ obtida para aproximac¸o˜es lineares no tempo e no espac¸o de fases. Os ingredientes
necessa´rios para aplicac¸a˜o de (3.19) sa˜o as equac¸o˜es de movimento para determinarmos o vetor
~F (~Γ), o mapa ~M(~Γ) e a sua derivada ∂ ~M/∂~Γ que e´ a matriz monodroˆmica. Exemplos de aplicac¸o˜es
deste me´todo, considerando-se algumas propriedades geome´tricas, podem ser encontrados em [54–
56].
Conhecendo a matriz que relaciona δ~Γf com δ~Γi poderemos determinar o efeito das coliso˜es
sobre o ca´lculo do espectro dos expoentes de Lyapunov atrave´s da equac¸a˜o (3.5).
3.3 Distribuic¸a˜o dos expoentes de Lyapunov a tempo-finito
A dinaˆmica dos sistemas conservativos consiste de diferentes tipos de movimentos, isto e´,
movimentos regular e cao´tico. Uma das formas mais simples de descrever a dinaˆmica de tais
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sistemas e´ construir, quando poss´ıvel, e observar as sec¸o˜es de Poincare´ ou simplesmente os mapas
conservativos. Nestas sec¸o˜es, pode-se encontrar o´rbitas perio´dicas e movimentos quase-perio´dicos
sobre toros na forma de ilhas de regularidade e toros KAM. Devido a estas ilhas estarem imersas
no mar cao´tico a dinaˆmica dos sistemas Hamiltonianos conservativos depende crucialmente das
condic¸o˜es iniciais. Uma forma de mensurar e caracterizar esta dependeˆncia a`s condic¸o˜es iniciais
juntamente com o movimento cao´tico, da´-se atrave´s do ca´lculo dos expoentes de Lyapunov a
tempo-finito. Por este motivo esta sec¸a˜o tem por objetivo apresentar a definic¸a˜o da distribuic¸a˜o
dos expoentes de Lyapunov a tempo-finito P (Λ; t).
Atrave´s desta distribuic¸a˜o poderemos, no Cap´ıtulo 5, caracterizar a dinaˆmica do problema
que serve de motivac¸a˜o para o desenvolvimento desta dissertac¸a˜o. Existem va´rios estudos na
literatura referentes a aplicac¸a˜o dos expoentes de Lyapunov a tempo-finito Λt [5, 10, 57, 58]. Em
sistemas ergo´dicos, os expoentes de Lyapunov calculados a tempo infinito Λ∞, na˜o dependem das
condic¸o˜es iniciais [7]. Como na˜o e´ poss´ıvel calcularmos estes expoentes por um tempo infinito,
em geral truncamos o tempo em determinado valor, para enta˜o obtermos valores consistentes e
confia´veis em relac¸a˜o a dinaˆmica do sistema. Portanto, neste caso os expoentes de Lyapunov a
tempo-finito Λt e a distribuic¸a˜o destes expoentes P (Λ; t) passam a depender das condic¸o˜es iniciais
escolhidas [11,8]. No limite de tempo infinito (t→∞), a func¸a˜o distribuic¸a˜o P (Λ; t), num espac¸o
de fases completamente cao´tico, tende a um limite da forma P (Λ;∞) = δ(Λ−Λ∞). Para um longo
intervalo de tempo, a maior parte da distribuic¸a˜o pode aproximar-se de uma Gaussiana centrada
em Λ∞, com a largura tendendo a zero quando t→∞ [11,9].
Como vimos anteriormente em sistemas Hamiltonianos que na˜o sa˜o hiperbo´licos, o movimento
regular e cao´tico podem coexistir no espac¸o de fases. Isso causa uma grande variac¸a˜o na instabili-
dade local ao longo de uma trajeto´ria principal cao´tica [59]. A quantificac¸a˜o destas variac¸o˜es pode
ser feita atrave´s dos expoentes de Lyapunov a tempo-finito, que medem a separac¸a˜o de trajeto´rias
pro´ximas durante um intervalo de tempo finito. Estas trajeto´rias podem ser aprisionadas em torno
de ilhas de regularidade. Portando os expoentes de Lyapunov a tempo-finito Λt, sa˜o poderosas
ferramentas na quantificac¸a˜o do efeito destas ilhas no espac¸o de fases. Deste modo, apresentare-
mos no Cap´ıtulo 5, destinado a` discussa˜o dos resultados, uma discussa˜o detalhada da influeˆncia
da presenc¸a de armadilhas dinaˆmicas no espac¸o de fases do sistema abordado nesta dissertac¸a˜o.
Lembrando que esta influeˆncia e´ descoberta pela distribuic¸a˜o dos expoentes de Lyapunov ma´ximos
a tempo-finito.
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4 Dinaˆmica de Part´ıculas
Aprisionadas em Bilhares
Dedicaremos este cap´ıtulo a` exposic¸a˜o de uma classe de sistemas Hamiltonianos chamados
sistemas “pseudo-integra´veis” e a descric¸a˜o da dinaˆmica de part´ıculas confinadas em bilhares
cla´ssicos. Iniciamos com a definic¸a˜o de sistemas pseudo-integra´veis e posteriormente faremos uma
discussa˜o a respeito da conexa˜o de tais sistemas com o tema desta dissertac¸a˜o. Terminada esta
parte, passaremos a apresentac¸a˜o de algumas aplicac¸o˜es referentes aos bilhares. Alguns trabalhos
encontrados na literatura cient´ıfica referentes a descric¸a˜o da dinaˆmica em sistemas compostos por
bilhares sera˜o descritos e analisados. O desenvolvimento e interpretac¸a˜o destes to´picos sera˜o de
grande importaˆncia na discussa˜o dos resultados expostos no Cap´ıtulo 5. Finalmente, terminaremos
este cap´ıtulo introduzindo o problema f´ısico que serviu de motivac¸a˜o para o desenvolvimento desta
dissertac¸a˜o.
4.1 Sistemas Pseudo-integra´veis
No Cap´ıtulo 2 , expusemos e discutimos as condic¸o˜es que determinam quando um sistema
Hamiltoniano conservativo e´ integra´vel. Neste tipo de sistema o movimento no espac¸o de fases
pode ser representado na superf´ıcie de um toros com dimensa˜o igual ao do sistema. Agora, vamos
apresentar e definir uma nova classe de sistemas Hamiltonianos com N graus de liberdade, N
constantes de movimento, onde o movimento no espac¸o de fases na˜o esta´ confinado na superf´ıcie
de um toros N -dimensional. Estes sistemas sa˜o chamados de pseudo-integra´veis [17]. No caso
dos sistemas integra´veis o fluxo pode ser representado atrave´s da construc¸a˜o de campos vetoriais,
que na˜o apresentam nenhum tipo de singularidade. Por outro lado, quando os sistemas sa˜o
pseudo-integra´veis, os campos vetoriais, gerados a partir das constantes de movimento, apresentam
singularidades que causam o aprisionamento do fluxo sobre uma esfera que apresenta “buracos”
em sua superf´ıcie. A` quantidade de buracos presentes na superf´ıcie destas esferas chamamos de
nu´mero genus ou simplesmente genus [17].
Um exemplo de sistema pseudo-integra´vel foi apresentado em 1981 por Richens e Berry [17].
Naquele trabalho, eles descreveram o movimento de part´ıculas num bilhar poligonal bidimensional
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fechado, em que todos os aˆngulos eram mu´ltiplos racionais de π. Por este motivo (os aˆngulos serem
mu´ltiplos racionais de π), tais bilhares sa˜o conhecidos como “bilhares poligonais racionais”, e a
dinaˆmica destes sistemas ocorre na superf´ıcie de uma esfera que apresenta va´rios buracos ou genus
g. Nestes “bilhares racionais” uma dada trajeto´ria pode somente ter um nu´mero finito de direc¸o˜es
poss´ıveis e assim descrever uma superf´ıcie invariante no espac¸o de fases que pode ser no ma´ximo
bidimensional [17, 18]. Por outro lado, se os aˆngulos de um bilhar poligonal forem mu´ltiplos
irracionais de π, esperamos que uma dada o´rbita evolua em todas as direc¸o˜es [17, 18]. Apesar de
na˜o existirem provas matema´ticas, e´ poss´ıvel conjecturar que quase todos os bilhares poligonais
irracionais sa˜o ergo´dicos [18, 60].
Richens e Berry [17] desenvolveram um me´todo para construir as superf´ıcies invariantes e
mostrar que estas, em geral, na˜o sa˜o toros. Consequ¨entemente, as varia´veis ac¸a˜o definidas na˜o
sa˜o u´nicas, sendo que neste caso, o movimento na˜o pode ser integrado pela transformac¸a˜o destas
varia´veis [61]. Esta e´ a raza˜o da escolha do termo “pseudo-integra´vel”. A dinaˆmica em siste-
mas pseudo-integra´veis apresenta propriedades cao´ticas, que surgem na˜o da divergeˆncia de pares
de trajeto´rias vizinhas, mas da interrupc¸a˜o abrupta das trajeto´rias causada pelos contornos dos
ve´rtices poligonais.
4.1.1 Construc¸a˜o de Superf´ıcies Invariantes Cla´ssicas
A partir de agora vamos descrever as superf´ıcies invariantes cla´ssicas constru´ıdas no espac¸o
de fases que conte´m toda a dinaˆmica do sistema composto pelos bilhares poligonais racionais.
Enunciaremos brevemente treˆs me´todos utilizados na construc¸a˜o de tais superf´ıcies, de acordo
com o que foi proposto na refereˆncia [17].
O primeiro me´todo pode ser enunciado da seguinte forma: considere que o caminho geome´trico
de uma part´ıcula movendo-se livremente em uma regia˜o fechada e´ independente de sua energia [17].
Consequ¨entemente, o movimento pode ser considerado como se estivesse numa regia˜o tridimen-
sional do espac¸o de fases. Existe uma forma elegante de representar a trajeto´ria da part´ıcula
movendo-se no interior do bilhar poligonal racional. Esta forma baseia-se na construc¸a˜o da su-
perf´ıcie invariante no espac¸o de fases que conte´m a dinaˆmica do sistema. Para construir estas
superf´ıcies invariantes, considera-se que cada colisa˜o da part´ıcula com os contornos corresponde
a` conexa˜o entre o bilhar original (onde ocorre a colisa˜o) e a` co´pia gerada apo´s cada colisa˜o. No
caso de pol´ıgonos racionais, todas as poss´ıveis trajeto´rias podem produzir somente um nu´mero
finito de diferentes co´pias orientadas do bilhar poligonal racional original. Existe uma receita
geral de como “colar” estas co´pias, para construir tal superf´ıcie. Portanto, podemos desenhar
uma trajeto´ria com linhas retas refletindo o bilhar, em vez da trajeto´ria, cada vez que ocorre uma
colisa˜o com os contornos [60]. Ou seja, cada colisa˜o da part´ıcula com os contornos e´ equivalente a
duplicac¸a˜o do bilhar, sendo que o nova superf´ıcie (bilhar) sera´ “colada” ao contorno em que ocor-
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reu a colisa˜o, conforme figura 15. Se o bilhar poligonal racional for um triaˆngulo (com todos os
Figura 15: Ilustrac¸a˜o do esquema de reflexa˜o. Cada colisa˜o da part´ıcula com os contornos e´
equivalente a duplicac¸a˜o do bilhar.
aˆngulos racionais), sera´ poss´ıvel construir a superf´ıcie no espac¸o de fases que contenha a dinaˆmica
deste sistema. Tal superf´ıcie recebe o nome de: “roseta” [19].
A roseta pode ser constru´ıda da seguinte forma: inicie com um triaˆngulo com aˆngulos α e
β, conforme a figura 16-(a). Refletindo o triaˆngulo sobre o lado AC, a imagem sobre o lado BC
e a imagem resultante novamente sobre o lado AC, sera´ poss´ıvel construir um losango conforme
as regio˜es hachuradas nas figuras 16-(b) e (c). Este losango e´ rotacionado em torno do ponto A
va´rias vezes. O resultado desta rotac¸a˜o e´ a superf´ıcie do espac¸o de fases, que conte´m a dinaˆmica do
sistema. A figura 16-(b), e´ um exemplo deste procedimento de rotac¸a˜o. Teremos uma superf´ıcie
fechada da forma de 16-(c), apenas se a condic¸a˜o nα = π [19], com n = 1, 2, . . ., for satisfeita.
Figura 16: (a) Bilhar triangular; (b) Exemplo do procedimento de rotac¸a˜o gerando uma superf´ıcie
invariante; (c) Superf´ıcie invariante no espac¸o de fases. Figura extra´ıda de [19].
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O nu´mero de rotac¸o˜es para 2α e´ exatamente o menor inteiro ζ que satisfaz a condic¸a˜o:
2αζ/π ∈ N. (4.1)
E´ poss´ıvel tambe´m rotacionar o losango para 2β em torno do ponto B, resultando numa
representac¸a˜o diferente da superf´ıcie apresentada na figura 16 [19]. Entretanto, o nu´mero de
rotac¸o˜es, ou de losangos necessa´rios para construir a superf´ıcie sa˜o os mesmos, conforme veremos
a seguir. Deste modo, sejam as relac¸o˜es:
α =
m
n
π, (4.2)
β =
m′
n′
π. (4.3)
Enta˜o, substituindo (4.2) em (4.1), teremos:
2ζ
m
n
= l, (4.4)
onde l e´ qualquer nu´mero natural.
A soma dos aˆngulos internos de um losango e´ dada por:
2α+ 2β + 2α + 2β = 2π, (4.5)
e isolando α enta˜o chegaremos a uma expressa˜o da forma:
α =
π
2
− β, (4.6)
α =
π
2
− m
′
n′
π. (4.7)
Substituindo (4.2) em (4.7), teremos:
m
n
=
(
1
2
− m
′
n′
)
. (4.8)
Finalmente, substituindo (4.8) em (4.4) e aplicando este procedimento no caso da rotac¸a˜o
ocorrer em torno de 2β chegaremos a`s seguintes relac¸o˜es:
2ζ
m
n
= l = 2ζ
(
1
2
− m
′
n′
)
⇒ 2ζm
n
= ζ − l, (4.9)
2ζ ′
m′
n′
= l′ = 2ζ ′
(
1
2
− m
n
)
⇒ 2ζ ′m
n
= ζ ′ − l′. (4.10)
Deste modo, de acordo com (4.9) temos que 2m < n e consequ¨entemente ζ− l > 0. Mas como
ζ ′ e´ o menor inteiro de tal forma que 2ζ ′m′/n′ ∈ N, enta˜o: ζ ′ ≤ ζ . Usando o mesmo argumento
para (4.10) e´ poss´ıvel mostrar que: ζ ≤ ζ ′. Portanto, ζ = ζ ′, provando que o nu´mero de rotac¸o˜es
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ou de losangos necessa´rios para construir a superf´ıcie invariante e´ o mesmo, para ambas as rotac¸o˜es
(em torno do ponto A ou do ponto B).
O segundo me´todo, com cara´ter alge´brico, consiste em calcularmos o genus g da superf´ıcie
constru´ıda atrave´s do primeiro me´todo. Os losangos definem uma triangularizac¸a˜o na superf´ıcie.
Por isso, contando o nu´mero de faces F , lados E e ve´rtices V na triangularizac¸a˜o, o genus podera´
ser calculado [60]. Os sistemas que apresentam o nu´mero genus g = 1 sa˜o integra´veis e para todos
os outros valores do nu´mero genus os sistemas sa˜o chamados pseudo-integra´veis [19].
O terceiro me´todo refere-se ao chamado “bilhar toros quadrado” (figura 17), consistindo de um
toros fechado (isto e´, um quadrado com condic¸o˜es perio´dicas de contorno) contendo um obsta´culo
quadrado no centro [17]. No bilhar toros quadrado, o quadrado das componentes dos momentos
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Figura 17: Representac¸a˜o equivalente do bilhar toros quadrado.
p2x e p
2
y sa˜o conservados nas reflexo˜es com o obsta´culo, e por este motivo, o sistema apresenta duas
constantes de movimento. O fluxo gerado a partir de p2x e p
2
y apresenta singularidades nos ve´rtices
do obsta´culo quadrado [17]. Neste caso, a superf´ıcie invariante do fluxo na˜o e´ necessariamente um
toros (que tem nu´mero genus g = 1), mas pode ser algo topologicamente muito complicado (com
1 ≤ g <∞) [62]. Para este caso particular a dinaˆmica do sistema esta confinada a uma superf´ıcie
que apresenta cinco “buracos” em sua estrutura, ou seja, apresenta genus g = 5, conforme ilustrado
na figura 18.
Figura 18: Superf´ıcie invariante no espac¸o de fases: esfera com cinco buracos (nu´mero genus
g = 5), referente ao bilhar toros quadrado. Figura extra´ıda de [17].
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A pseudo-integrabilidade na maioria dos sistemas de bilhares racionais incorporam a carac-
ter´ıstica de mu´ltiplos buracos nas superf´ıcies constru´ıdas no espac¸o de fases. Isso fundamenta-se
nos dois me´todos intuitivos baseados na: junc¸a˜o dos bilhares, e singularidades dos campos veto-
riais.
4.2 Bilhares e Aplicac¸o˜es
A definic¸a˜o de bilhar cla´ssico refere-se a uma part´ıcula ou mais que se movem livremente
em um espac¸o delimitado por paredes r´ıgidas que refletem elasticamente estas part´ıculas [5]. A
investigac¸a˜o da origem do movimento cao´tico em modelos de bilhares desempenham um papel
pioneiro muito importante desde o in´ıcio da Teoria dos Sistemas Dinaˆmicos Na˜o-lineares. Por
exemplo, enquanto a origem do caos no bilhar de Sinai [15] esta´ no desajustamento da reflexa˜o
no c´ırculo central localizado no seu interior, o bilhar esta´dio de Bunimovich [16] e´ cao´tico devido
aos contornos nas duas extremidades do bilhar serem arredondados (semi-c´ırculos) e conectados
por linhas retas, conforme a figura 19. Sinai mostrou que a dinaˆmica apresentada por part´ıculas
aprisionadas no bilhar Sinai e´ ergo´dica [15, 63] e Bunimovich mostrou que o bilhar esta´dio de
Bunimovich apresenta uma dinaˆmica cao´tica [16]. Em bilhares cla´ssicos as trajeto´rias descritas
pela part´ıcula confinada podem ser perio´dicas ou cao´ticas, dependendo explicitamente de sua
geometria. Sistemas em que muitas part´ıculas interagem, o movimento cao´tico pode ser gerado
por interac¸o˜es mu´tuas.
Figura 19: Bilhar esta´dio de Bunimovich.
Na figura 20 apresentamos treˆs bilhares bidimensionais de diferentes geometrias em que uma
part´ıcula descreve: (a) o´rbita perio´dica; (b)-(c) o´rbitas cao´ticas.
Os bilhares circular e el´ıptico sa˜o exemplos de sistemas integra´veis. O bilhar Sinai (figura 20-
(b)) e o bilhar esta´dio Bunimovich (figura 19), sa˜o exemplos de sistemas cao´ticos.
Ale´m do estudo cla´ssico dos bilhares, podemos tambe´m modelar um sistema composto por
part´ıculas interagentes confinadas num bilhar, atrave´s de uma abordagem quaˆntica. Um bilhar
quaˆntico e´ descrito pela equac¸a˜o de Schro¨dinger estaciona´ria com condic¸o˜es perio´dicas de contorno.
McDonald e Kaufman [64] foram os pioneiros no ca´lculo nume´rico das autoenergias e autofunc¸o˜es
do bilhar esta´dio de Bunimovich em 1979.
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(a) (b) (c)
Figura 20: (a) O´rbita perio´dica no bilhar circular. (b)-(c) O´rbitas cao´ticas nos bilhares Sinai e
“Pascalian Snail”, respectivamente.
O problema de part´ıculas interagentes em bilhares quaˆnticos, pode ser usado para modelar a
dinaˆmica de ele´trons confinados num disco cujo material que constitui o contorno deste disco pode
destruir a repulsa˜o Coulombiana entre os ele´trons e alterar a massa efetiva entre as part´ıculas [23].
Podemos tambe´m encontrar alguns experimentos que apontam a importaˆncia de interac¸o˜es ele´tron-
ele´tron em sistemas mesosco´picos em [65].
Os bilhares poligonais sa˜o bons exemplos de sistemas que teˆm sido estudados cla´ssica e quanti-
camente por mais de vinte anos [17]. O estudo desta famı´lia de bilhares e´ importante por estarem
num limite entre integrabilidade e caos [19]. Em geral os bilhares poligonais sa˜o divididos em duas
classes: bilhares poligonais racionais, onde todos os aˆngulos sa˜o mu´ltiplos racionais de π, e irraci-
onais, onde todos ou pelo menos um dos aˆngulos e´ um mu´ltiplo irracional de π [19]. Um exemplo
de bilhares poligonais racionais e´ o bilhar toros quadrado (figura 17), descrito anteriormente.
No caso dos bilhares poligonais com pelo menos um aˆngulo irracional, na˜o existem duas
constantes de movimento [19]. Sendo ainda que estes sistemas sa˜o tipicamente ergo´dicos [60].
Em 2001, van Vessen et al. [66] mostraram que sistemas quaˆnticos, compostos por poucas
part´ıculas interagentes, aprisionadas em sistemas unidimensionais, podem apresentar uma distri-
buic¸a˜o dos n´ıveis de energia que indiquem que seu ana´logo cla´ssico seja cao´tico. A condic¸a˜o para
que um bilhar quaˆntico unidimensional apresente caracter´ısticas cao´ticas e´ apresentar uma raza˜o
de massas diferente de um. Foram analisadas situac¸o˜es onde as part´ıculas interagem via potenciais
de curto alcance, dada por func¸o˜es δ. As condic¸o˜es de contorno utilizadas neste estudo foram as
perio´dicas em forma de anel ou paredes infinitas. A transfereˆncia de momento, nos choques da
part´ıcula com a parede, e´ governada pela raza˜o entre as massas das part´ıculas. Esta caracter´ıstica
entretanto depende sensivelmente da condic¸a˜o de contorno escolhida.
A descric¸a˜o e a` ana´lise de um sistema composto por part´ıculas aprisionadas em um bilhar
4.2 Bilhares e Aplicac¸o˜es 40
depende sensivelmente da geometria do bilhar. Por este motivo, tais sistemas podem ser modelados
de diferentes formas, variando-se o nu´mero de part´ıculas e as condic¸o˜es de contornos (geometria do
bilhar). Por exemplo: o problema de duas part´ıculas massivas movendo-se sobre uma linha finita,
delimitada pelas paredes do bilhar unidimensional, sofrendo coliso˜es ela´sticas com as paredes e
entre si, trata-se de um caso particular do problema referente ao movimento de treˆs part´ıculas
sobre um anel [20]. A dinaˆmica deste problema tambe´m pode ser mapeada no movimento de uma
part´ıcula confinada num bilhar triangular [67, 68]. A figura 21, ilustra bem esta situac¸a˜o. O eixo
das ordenadas representa as coordenadas do centro de massas e o eixo das abscissas corresponde
a`s coordenadas relativas do sistema composto por duas part´ıculas de massas m1 e m2. Se o
movimento do sistema ocorrer apenas ao longo do eixo referente a`s coordenadas do centro de
massa, estaremos tratando do caso de movimento unidimensional de duas part´ıculas que colidem
frontalmente. Quando uma das part´ıculas estiver em R = 0, teremos o caso de uma part´ıcula
aprisionada em um bilhar triangular (1/4 do losango).
R
r
Figura 21: Representac¸a˜o esquema´tica de um bilhar bidimensional (com geometria de losango).
O eixo das abscissas representa as coordenas relativas e o eixo das ordenadas as coordenadas do
centro de massas.
Se o movimento das part´ıculas ocorrer ao longo do eixo que representa a coordenada do centro
de massa do sistema (sistema unidimensional), entre coliso˜es as velocidades relativa e do centro de
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massa sera˜o constantes de movimento. O momento do centro de massa do sistema sofre alterac¸o˜es a
cada colisa˜o das part´ıculas com as paredes devido a mudanc¸a na simetria translacional do sistema.
A regra de atualizac¸a˜o nas coliso˜es e´ determinada pelas leis de conservac¸a˜o da energia cine´tica
e do momento linear. A dinaˆmica destes sistemas pode ser totalmente monitorada alterando os
aˆngulos do bilhar triangular, que sa˜o func¸o˜es das razo˜es das massas das part´ıculas. Ou seja, se
variarmos as massas m1 e m2 mapearemos a dinaˆmica do sistema no espac¸o de fases. Atualmente
os bilhares triangulares teˆm sido amplamente usados no estudo da difusa˜o de energia em sistemas
unidimensionais [69, 70].
No ano de 1997, Lilia Meza-Montes et al. [71] apresentaram um estudo referente ao caso de duas
part´ıculas de massas iguais (m1 = m2 = 1) interagindo num bilhar N -dimensional. Este sistema
foi modelado atrave´s das coordenadas do centro de massas e coordenadas relativas. Neste caso,
a interac¸a˜o entre part´ıculas ocorre devido ao potencial de Coulomb (caso particular do potencial
de Yukawa). A partir da Hamiltoniana deste sistema Lilia et al. determinaram as equac¸o˜es de
movimento que descrevem a dinaˆmica das part´ıculas no hiper-espac¸o das coordenadas do centro de
massa e relativas, ou seja, constru´ıram o que chamaram “hiper-bilhar”. O caso unidimensional com
part´ıculas de massas iguais interagindo via o potencial de Coulomb foi estudado numericamente
provando que a dinaˆmica deste caso particular e´ cao´tica.
Em 1976, Casati et al. [72] estudaram a distribuic¸a˜o cla´ssica dos va´rios momentos lineares no
problema de duas part´ıculas, consideradas como esferas r´ıgidas aprisionadas, num bilhar unidi-
mensional colidindo frontalmente e com as paredes do bilhar, como func¸a˜o da raza˜o de massas.
A raza˜o das massas das part´ıculas determinara´ se a dinaˆmica do sistema ocorrera´ em uma su-
perf´ıcie invariante de nu´mero genus g = 1 ou maior. Atrave´s de sec¸o˜es de Poincare´ Casati et al.
mostraram que se θ for um mu´ltiplo racional de π, da seguinte forma:
θ =
m
n
π, (4.11)
com m e n inteiros e,
cos(θ) =
1− γ
1 + γ
(4.12)
sendo γ = m2/m1 a raza˜o entre as massas das part´ıculas, ha´ a quebra de ergodicidade neste
sistema, caracterizando a dinaˆmica na˜o-ergo´dica. Segundo os resultados apresentados em [72], sa˜o
poss´ıveis no ma´ximo 4n valores distintos de momentos no espac¸o de fases.
Embora existam infinitas razo˜es de massas que resultam em valores θ/π racionais, estamos
interessados em dois valores de razo˜es de massas especiais: γ = 1 e γ = 3 (ou 1/3). Estes dois
valores de γ foram determinados para θ/π iguais a 1
2
e 2
3
(ou π/3), respectivamente. No caso de
θ = 2
3
π, por exemplo, apenas 2 × 3 valores de velocidades sa˜o encontrados, conforme figura 22,
sendo que a dinaˆmica no espac¸o de fases refere-se ao caso de genus g = 1, onde a dinaˆmica e´
na˜o-ergo´dica [73].
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Figura 22: Sec¸a˜o de Poincare´ referente a` part´ıcula 1 com θ = 2
3
π.
Por outro lado, se θ for um mu´ltiplo irracional de π a densidade dos pares de momentos apre-
sentados sa˜o distribu´ıdos uniformemente sobre o espac¸o dos momentos, caracterizando a dinaˆmica
ergo´dica [35]. Apesar da dinaˆmica ser ergo´dica, o nu´mero de momentos no espac¸o de fases aumenta
muito lentamente com a evoluc¸a˜o temporal do sistema [74].
Ate´ aqui, na sec¸a˜o referente aos bilhares, introduzimos o conceito de bilhares, expusemos
algumas de suas aplicac¸o˜es e fizemos uma breve revisa˜o bibliogra´fica de alguns trabalhos relevantes
para realizac¸a˜o deste estudo. A partir de agora vamos descrever um processo que “conecta”, ou
melhor, relaciona o problema dos bilhares poligonais (em especial o bilhar triangular) com o
estudo desenvolvido por Casati et al. [72], discutido anteriormente. Esta ana´lise sera´ importante
na discussa˜o dos resultados obtidos em nossa pesquisa. Por meio desta relac¸a˜o sera´ poss´ıvel
identificar sinais de movimento pseudo-integra´vel (caracter´ıstico de bilhares poligonais racionais)
para espec´ıficos valores de razo˜es de massas das part´ıculas para o problema referente a` duas
part´ıculas r´ıgidas aprisionadas num bilhar unidimensional, e colidindo frontalmente. Esta ana´lise
sera´ poss´ıvel devido a` discussa˜o feita anteriormente, de acordo com o que foi apresentado em
relac¸a˜o a figura 21.
Atrave´s dos resultados referentes ao bilhar triangular [19], e ao bilhar poligonal [17,62], cons-
tatamos que quando o valor do genus corresponde a g = 1, o sistema e´ integra´vel e o fluxo esta´
confinado na superf´ıcie de um toros. Para todos os outros valores do genus (1 ≤ g <∞) o sistema
e´ chamado pseudo-integra´vel [17], e a superf´ıcie gerada e´ topologicamente muito complicada (toros
deformado).
Nos bilhares triangulares racionais [figura 16-(a)] os aˆngulos α e β podem ser escritos como
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func¸a˜o da raza˜o de massas das part´ıculas γ [20]:
tan(α) =
√
m2
m1
=
√
γ, (4.13)
tan(β) =
√
m1
m2
=
√
1
γ
. (4.14)
Devido a esses aˆngulos serem mu´ltiplos racionais de π podemos reescrever α, por exemplo, como:
α
π
=
p
q
. (4.15)
E´ poss´ıvel relacionar (4.13), para os casos de genus g = 1 e g = 2 (casos integra´veis e pseudo-
integra´veis, respectivamente), com (4.12), para enta˜o determinarmos os valores de θ, no caso de
coliso˜es de part´ıculas r´ıgidas, da seguinte forma: inicialmente, isolamos γ em (4.13),
γ = [tan(α)]2 =
[
tan
(
p
q
π
)]2
, (4.16)
enta˜o, determinaremos θ reescrevendo (4.12), assim:
cos(θ) =
1− γ
1 + γ
. (4.17)
Isolando θ na equac¸a˜o (4.17), chegaremos a` equac¸a˜o:
θ = arccos
(
1− γ
1 + γ
)
. (4.18)
Substituindo (4.16) em (4.18), teremos:
θ = arccos


1−
[
tan
(
p
q
π
)]2
1 +
[
tan
(
p
q
π
)]2

 . (4.19)
Agora a partir de (4.17) obteremos uma equac¸a˜o que relaciona γ com θ calculado em (4.18).
Portanto, γ pode ser determinado por:
γ =
1− cos(θ)
1 + cos(θ)
. (4.20)
As duas primeiras colunas da tabela 1 referem-se aos resultados apresentados por Gorin
em [19], sendo que os respectivos valores de p
q
resultam em superf´ıcies invariantes com genus
g = 1 ou g = 2. Portanto, substituindo os valores de p
q
na equac¸a˜o (4.19) determinamos os valores
de θ/π apresentados na terceira coluna da tabela 1. Deste modo, substituindo os valores da θ/π
na equac¸a˜o (4.20), constru´ımos a coluna 4 e obtivemos a coluna 5 da tabela 1, referentes a γ e
1/γ (fisicamente equivalentes). Atrave´s deste me´todo relacionamos os casos integra´veis e pseudo-
integra´veis na dinaˆmica do bilhar triangular racional [19], com caso das coliso˜es de part´ıculas
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r´ıgidas [72]. Lembrando que os casos referentes a genus g = 1, correspondem a`s situac¸o˜es que
genus (g) p/q θ/π γ 1/γ
1 1/4 1/2 1 1
1/6 1/3 1/3 3
1/5 2/5 0, 5278640456 1, 894427189∼ 1, 9
2 1/8 1/4 0, 1715728753 5, 828427123
1/10 1/5 0, 1055728090 9, 472135955
Tabela 1: Relac¸a˜o entre os casos integra´veis e pseudo-integra´veis do bilhar triangular racional
com o caso de coliso˜es de part´ıculas r´ıgidas.
a dinaˆmica dos bilhares triangulares e das coliso˜es de part´ıculas r´ıgidas e´ integra´vel. Quando o
genus g = 2, estaremos tratando dos casos de pseudo-integrabilidade em ambos os problemas.
Analisando a tabela 1, percebemos que o valor de θ= 2
5
π quando substitu´ıdo em (4.18), resulta
num valor da raza˜o de massas 1
γ
∼ 1, 9. Chamamos atenc¸a˜o para este valor que corresponde a
um caso de pseudo-integrabilidade que sera´ de grande importaˆncia na discussa˜o dos resultados,
apresentados no Cap´ıtulo 5.
4.3 Part´ıculas Interagentes num Bilhar 1D
A motivac¸a˜o para o desenvolvimento desta dissertac¸a˜o refere-se ao estudo da dinaˆmica cla´ssica
conservativa de duas part´ıculas interagentes aprisionadas num bilhar unidimensional em func¸a˜o da
raza˜o das massas das part´ıculas, conforme ilustrado na figura 23-(a). Fixamos as duas paredes do
bilhar na posic¸a˜o q = ±1. Como o movimento das part´ıculas e´ unidimensional (figura 23-(b)), a
part´ıcula 1(2) nunca colidira´ com a parede direita (esquerda). Como vimos anteriormente, existem
na literatura alguns trabalhos relacionados ao nosso to´pico de pesquisa. Ale´m de analisarmos a
dinaˆmica do sistema como func¸a˜o da raza˜o das massas das part´ıculas, estudaremos dois casos
particulares relacionados ao alcance de interac¸a˜o entre as part´ıculas:
1. para α = 0, representando o limite de longo alcance de interac¸a˜o (via potencial de Coulomb
- caso particular do potencial de Yukawa);
2. para α = 10, representado o limite de curto alcance de interac¸a˜o.
A dinaˆmica de part´ıculas interagentes em bilhares unidimensionais e´ cao´tica em determinadas
circunstaˆncias. Um caso onde o movimento deste tipo de sistema e´ cao´tico ocorre quando, ale´m
das part´ıculas colidirem frontalmente e com as paredes do bilhar, elas interagirem devido a uma
forc¸a de atrac¸a˜o ou repulsa˜o. Em nosso modelo, a responsa´vel por essa interac¸a˜o e´ a forc¸a de
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Yukawa. Deste modo, estamos interessados em analisar estas circunstaˆncias para entender melhor
a origem do movimento cao´tico das part´ıculas.
Uma poss´ıvel forma de determinar se um sistema cla´ssico e´ cao´tico ocorre atrave´s do ca´lculo
dos expoentes de Lyapunov. Baseados neste me´todo descreveremos a dinaˆmica deste sistema no
espac¸o tangente com o intuito de calcular o espectro dos expoentes de Lyapunov analiticamente.
Atrave´s da distribuic¸a˜o dos expoentes de Lyapunov a tempo finito, calculados numericamente,
esperamos obter alguma informac¸a˜o relevante da dinaˆmica deste sistema.
Por convenieˆncia descreveremos nosso sistema atrave´s de coordenadas do centro de massa e
de coordenadas relativas, sendo que
R =
(m1q1 +m2q2)
m1 +m2
, onde M = m1 +m2 e´ a massa total, (4.21)
r = q1 − q2, (4.22)
onde a massa reduzida e´ dada por:
µ =
m1m2
m1 +m2
. (4.23)
Como este sistema, composto por duas part´ıculas, e´ descrito em termos das coordenadas do centro
(a) (b)
Figura 23: (a) Representac¸a˜o esquema´tica do exemplo f´ısico que serve de tema desta dissertac¸a˜o;
(b) Configurac¸a˜o do movimento unidimensional das part´ıculas que colidem frontalmente.
de massa e coordenadas relativas, em determinadas situac¸o˜es vamos nos referir a` dinaˆmica de uma
part´ıcula no espac¸o (r, R), em vez de analisarmos cada part´ıcula individualmente. Entretanto, as
coliso˜es da part´ıcula com as paredes do bilhar correspondem a`s coliso˜es das part´ıculas reais. A
descric¸a˜o de um sistema composto por poucas part´ıculas em termos de uma part´ıcula num hiper-
espac¸o foi utilizada em va´rios casos, inclusive em bilhares [73, 75]. Esta notac¸a˜o sera´ de grande
utilidade no Cap´ıtulo 5.
A Hamiltoniana deste modelo, em func¸a˜o das coordenadas do centro de massa e coordenadas
relativas, e´:
H =
P 2
2M
+
p2
2µ
+ V (r), (4.24)
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onde
V (r) = V0
e−αr
r
. (4.25)
e´ o potencial de Yukawa.
Apo´s as coliso˜es nas coordenadas (rn, Rn) a part´ıcula descreve uma trajeto´ria, em geral, indo
em direc¸a˜o a uma das paredes, sob a ac¸a˜o do potencial no espac¸o de fases. O qua˜o pro´ximo da
parede a part´ıcula chegar dependera´ da energia associada com o movimento relativo na trajeto´ria.
A motivac¸a˜o f´ısica considerada na escolha do potencial de Yukawa vem, entre outros fatores,
da possibilidade de variarmos o alcance de interac¸a˜o entre as part´ıculas atrave´s do paraˆmetro α.
Ale´m de podermos variar a intensidade de interac¸a˜o por meio da constante V0. Um exemplo de
aplicac¸a˜o deste potencial modelando interac¸o˜es entre ele´trons confinados num bilhar quadrado
sujeitos a um campo magne´tico ortogonal pode ser encontrado na seguinte refereˆncia [76]. Outro
exemplo de aplicac¸a˜o do potencial de Yukawa consiste no problema de duas part´ıculas quaˆnticas
aprisionadas em um bilhar circular, sujeitas a um fraco campo magne´tico constante [77].
Quando considerarmos a interac¸a˜o entre part´ıculas via forc¸a de Yukawa, analisaremos numeri-
camente a dinaˆmica do sistema em dois casos. No primeiro caso faremos α = 0, recaindo num caso
particular do potencial de Yukawa, o potencial de Coulomb. O segundo caso, refere-se a fixarmos
α = 10, e enta˜o faremos uma comparac¸a˜o com o primeiro caso.
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5 Resultados e Discusso˜es
Inicialmente apresentaremos algumas deduc¸o˜es referentes ao ca´lculo anal´ıtico do espectro dos
expoentes de Lyapunov, para o sistema de duas part´ıculas r´ıgidas aprisionadas num bilhar unidi-
mensional, interagindo atrave´s de coliso˜es frontais. Os resultados obtidos fornecera˜o informac¸o˜es
sobre a dinaˆmica do sistema estudado. Terminadas estas deduc¸o˜es calcularemos o espectro dos
expoentes de Lyapunov com o aux´ılio da extensa˜o do algoritmo de Benettin. Em seguida, anali-
saremos a influeˆncia da interac¸a˜o entre as part´ıculas devido ao potencial de Yukawa, no ca´lculo
anal´ıtico do espectro dos expoentes de Lyapunov deste sistema. Conclu´ıda a primeira parte deste
Cap´ıtulo, interpretaremos os resultados nume´ricos obtidos para o caso das part´ıculas interagindo
via potencial de Yukawa. Em especial, estamos interessados no estudo nume´rico da distribuic¸a˜o
dos expoentes de Lyapunov a tempo-finito P (Λt, γ) como func¸a˜o da raza˜o de massas das part´ıculas.
Determinamos uma relac¸a˜o entre a distribuic¸a˜o do expoentes de Lyapunov de maior probabilidade
de ocorreˆncia PΛ(γ), com as propriedades dinaˆmicas do sistema no espac¸o de fases.
5.1 Resultados Anal´ıticos
Nosso objetivo inicialmente e´ descrever a dinaˆmica de duas part´ıculas r´ıgidas interagentes apri-
sionadas num bilhar unidimensional. Na primeira parte dos resultados anal´ıticos descreveremos a
dinaˆmica das interac¸o˜es entre as part´ıculas atrave´s de coliso˜es frontais. Na segunda parte introdu-
ziremos o potencial de Yukawa no sistema e enta˜o faremos as mesmas ana´lises da primeira parte
dos resultados. Estas descric¸o˜es tem o objetivo de obter as ferramentas necessa´rias para o ca´lculo
anal´ıtico do espectro dos expoentes de Lyapunov de acordo com a generalizac¸a˜o do algoritmo de
Benettin et al. [28] feita por Dellago et al. [29].
5.1.1 Duas Part´ıculas Interagentes num Bilhar 1D
Para simplificarmos nossos ca´lculos descreveremos a dinaˆmica de nosso sistema atrave´s de
coordenadas do centro de massa e coordenadas relativas, conforme descrito detalhadamente no
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Cap´ıtulo 2. As posic¸o˜es do centro de massa e relativa do sistema sa˜o respectivamente:
R =
(m1q1 +m2q2)
m1 +m2
, onde M = m1 +m2 e´ a massa total, (5.1)
r = q1 − q2, (5.2)
µ =
m1m2
m1 +m2
, sendo µ a massa reduzida. (5.3)
Atrave´s das equac¸o˜es (5.1) e (5.2) determinamos as velocidades do centro de massa e relativa,
que podem ser escritas respectivamente como:
V =
m1v1 +m2v2
m1 +m2
, (5.4)
v = v1 − v2. (5.5)
Como vimos no Cap´ıtulo 4, o problema do movimento de duas part´ıculas r´ıgidas ao longo
de uma linha finita, sofrendo impactos com as paredes do bilhar unidimensional e entre si, pode
ser transformado no movimento de uma “part´ıcula” movendo-se em um bilhar triangular [71].
As coordenadas da “part´ıcula” neste bilhar sa˜o as coordenadas do centro de massa e relativas
do sistema. Neste caso, a dinaˆmica da part´ıcula ocorre num hiper-espac¸o (r, R) [71], criando um
hiper-bilhar [73, 75]. Geralmente, o hiper-espac¸o e´ constru´ıdo sem a necessidade de introduzirmos
uma transformac¸a˜o de coordenadas [71].
Entre coliso˜es, o momento do centro de massa e momento relativo sa˜o constantes de mo-
vimento. A part´ıcula move-se livremente entre coliso˜es e os pontos do espac¸o de fases Γi =
[ri(t), Ri(t), vi(t), V i(t)] para diferentes instantes de tempo i esta˜o relacionadas por:
Γi+1 = D(ti+1 − ti)Γi, (5.6)
que pode ser escrito matricialmente como,

r(ti+1)
R(ti+1)
v(ti+1)
V (ti+1)


︸ ︷︷ ︸
Γi+1
=


1 0 (ti+1 − ti) 0
0 1 0 (ti+1 − ti)
0 0 1 0
0 0 0 1


︸ ︷︷ ︸
D(ti+1−ti)


r(ti)
R(ti)
v(ti)
V (ti)


︸ ︷︷ ︸
Γi
, (5.7)
ou ainda como,
r(ti+1) = r(ti) + v(ti)(ti+1 − ti),
R(ti+1) = R(ti) + V (ti)(ti+1 − ti),
v(ti+1) = v(ti), (5.8)
V (ti+1) = V (ti).
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A matriz D(ti+1 − ti) muda nas coliso˜es entre part´ıculas e nas coliso˜es das part´ıculas com as
paredes (esquerda e direita). Nas coordenadas do centro de massa as coliso˜es entre part´ıculas (em
r = 0) sa˜o muito simples e apenas o momento relativo da part´ıcula muda de sinal. Deste modo,
no momento das coliso˜es entre part´ıculas a matriz D(ti+1 − ti), neste caso chamada E(ti+1 − ti),
pode ser reescrita como:

r(ti+1)
R(ti+1)
v(ti+1)
V (ti+1)


︸ ︷︷ ︸
Γi+1
=


1 0 (ti+1 − ti) 0
0 1 0 (ti+1 − ti)
0 0 −1 0
0 0 0 1


︸ ︷︷ ︸
E(ti+1−ti)


r(ti)
R(ti)
v(ti)
V (ti)


︸ ︷︷ ︸
Γi
, (5.9)
ou ainda na forma de um conjunto de equac¸o˜es,
r(ti+1) = r(ti) + v(ti)(ti+1 − ti),
R(ti+1) = R(ti) + V (ti)(ti+1 − ti),
v(ti+1) = −v(ti), (5.10)
V (ti+1) = V (ti).
As coliso˜es com as paredes da esquerda e da direita causam mudanc¸as na simetria translacional
do sistema, e consequ¨entemente os momentos do centro de massa e relativo na˜o sa˜o mais constantes
de movimento. O efeito das coliso˜es da part´ıcula com as paredes altera continuamente os ponto
imediatamente antes e depois das coliso˜es no espac¸o de fases. Com isso a partir de agora vamos
descrever as transformac¸o˜es necessa´rias no instante das coliso˜es.
Admitimos que a part´ıcula 1 colide com a parede da esquerda e a part´ıcula 2 com a parede
da direita. Imediatamente apo´s as coliso˜es da part´ıcula 1 com a parede da esquerda a velocidade
relativa da part´ıcula, em termos da velocidade inicial das part´ıculas 1 e 2, e´:
vf = vf1 − vf2 = −vi1 − vi2, (5.11)
onde os ı´ndices i e f representam as velocidades imediatamente antes e depois de cada colisa˜o.
Fazendo a mesma ana´lise para a part´ıcula 2, apenas lembrando que ela colide com a parede da
direita, tambe´m podemos escrever a velocidade relativa da part´ıcula em termos da velocidade
inicial das part´ıculas 1 e 2, sendo que:
vf = vf1 − vf2 = vi1 + vi2. (5.12)
Como as part´ıculas colidem frontalmente, num sistema unidimensional, elas na˜o podem passar
para o lado oposto ao que se encontram, por exemplo, como a part´ıcula 1 colide com a parede da
esquerda ela nunca podera´ colidir com a parede da direita.
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Atrave´s das relac¸o˜es entre as velocidades das part´ıculas 1 e 2 apresentadas anteriormente
poderemos deduzir uma equac¸a˜o semelhante a` matriz D(ti+1 − ti) para o caso das coliso˜es das
part´ıculas com as respectivas paredes. E´ importante chamar a atenc¸a˜o, que esta deduc¸a˜o sera´ feita
apenas para a part´ıcula 2 que colide com a parede da direita, e ao final do ca´lculo, apontaremos o
caminho a ser seguido para o caso da part´ıcula 1. Para isso, devemos partir da lei de conservac¸a˜o
do momento aplicado ao sistema imediatamente apo´s a primeira colisa˜o entre as part´ıculas e com
as paredes, e da velocidade relativa da part´ıcula antes da primeira colisa˜o. Enta˜o temos que:
MV = m1v1 +m2v2, colisa˜o entre part´ıculas (r = 0), (5.13)
MV = m1v1 −m2v2, apo´s a primeira colisa˜o da part´ıcula 2 com parede, (5.14)
v = v1 − v2, velocidade relativa da part´ıcula antes da primeira colisa˜o. (5.15)
A equac¸a˜o (5.13) refere-se a` lei de conservac¸a˜o do momento na colisa˜o entre as duas part´ıculas
em r = 0 (parede fict´ıcia). Para a equac¸a˜o (5.14) usamos a lei de conservac¸a˜o de momento na
colisa˜o da part´ıcula 2, com a parede da direita. Por sua vez a equac¸a˜o (5.15) refere-se a` velocidade
relativa da part´ıcula em termos da velocidade de cada part´ıcula.
A diferenc¸a ba´sica na determinac¸a˜o da matriz D(ti+1 − ti) para a` part´ıcula 1 em relac¸a˜o
a part´ıcula 2 esta´ em fazermos uma mudanc¸a de sinais nas equac¸o˜es que representam a lei de
conservac¸a˜o de momento, imediatamente apo´s a colisa˜o da part´ıcula 1 com a parede da esquerda.
Deste modo, as equac¸o˜es referentes a`s coliso˜es entre part´ıculas, a`s coliso˜es da part´ıcula 1 com a
parede da esquerda e a` velocidade relativa da part´ıcula, sa˜o respectivamente:
MV = m1v1 +m2v2, colisa˜o entre part´ıculas (r = 0),
MV = −m1v1 +m2v2, apo´s a primeira colisa˜o da part´ıcula 1 com parede, (5.16)
v = v1 − v2, velocidade relativa da part´ıcula antes da primeira colisa˜o,
onde o restante do procedimento e´ ana´logo ao que faremos a partir de agora apenas para part´ıcula
2.
Inicialmente devemos isolar v2 e v1 nas equac¸o˜es (5.13) e (5.15) para chegarmos a duas ex-
presso˜es de forma:
v2 =
MV
m2
− m1
m2
v1, (5.17)
v1 = v + v2. (5.18)
Substituindo (5.18) em (5.17) teremos que:
v2 =
MV
m2
− m1
m2
(v + v2),
v2 = V − m1
M
v, (5.19)
5.1 Resultados Anal´ıticos 51
lembrando que M = m1+m2. Substituindo (5.19) em (5.18) poderemos encontrar uma expressa˜o
para v1:
v1 = v + v2,
v1 = V +
m2
M
v. (5.20)
Portanto, acabamos de determinar duas expresso˜es para as velocidades v1 e v2, imediatamente
antes da primeira colisa˜o da part´ıcula 2 com a parede da direita e da colisa˜o entre part´ıculas, em
func¸a˜o das coordenadas do centro de massa e relativas e das massas das part´ıculas.
Agora, substituindo as equac¸o˜es (5.19) e (5.20) na equac¸a˜o (5.12), teremos:
vf = vi1 + v
i
2,
vf = −κvi + 2V i, (5.21)
onde κ = (m1 −m2)/M .
A velocidade do centro de massa do sistema imediatamente apo´s a colisa˜o da part´ıcula 2 com
a parede da direita pode ser determinada substituindo as equac¸o˜es (5.20) e (5.19) na equac¸a˜o
(5.14), dada por:
MV f = m1v
f
1 −m2vf2 , (5.22)
resultando uma expressa˜o da forma:
V f =
2µ
M
vi + κV i. (5.23)
Desta forma, determinamos a velocidade relativa e a velocidade do centro de massa em relac¸a˜o
ao movimento da part´ıcula 2. O procedimento para deduzirmos estas grandezas em relac¸a˜o ao
movimento da part´ıcula 1 e´ o mesmo, salvo as alterac¸o˜es realizadas nas equac¸o˜es (5.16).
Como citamos anteriormente, o efeito das coliso˜es da part´ıcula com as paredes da esquerda e
da direita causam seguidas mudanc¸as nos pontos do espac¸o de fases Γi antes das coliso˜es, e Γf
depois das coliso˜es, sendo que a conexa˜o entre os pontos Γi e Γf e´ dada por:
Γf = DjΓi, (5.24)
onde
Dj = (−1)j


(−1)j 0 0 0
0 (−1)j 0 0
0 0 −κ 2
0 0 2 µ
M
κ

 . (5.25)
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O ı´ndice j = 1(2) e´ usado para distinguir a part´ıcula 1(2), lembrando que a part´ıculas 1 e 2 nunca
colidem com as paredes da direita e da esquerda, respectivamente.
A equac¸a˜o (5.24) e´ de fundamental importaˆncia na construc¸a˜o do movimento das duas part´ıculas
aprisionadas no bilhar unidimensional. Consequ¨entemente, constru´ımos a primeira ferramenta ne-
cessa´ria para quantificarmos o qua˜o cao´tico e´ o sistema, se assim o for.
5.1.1.1 Ca´lculo do Expoente de Lyapunov
Como citamos anteriormente, o ca´lculo anal´ıtico do espectro dos expoentes de Lyapunov de
nosso sistema podera´ ser feito atrave´s do algoritmo de Benettin et al. [28], adaptado por Del-
lago et al. [29]. O pro´ximo passo deste procedimento sera´ determinar o restante das ferramentas
necessa´rias para isto, baseados no Cap´ıtulo 3.
Atrave´s da equac¸a˜o (5.24) podemos construir a trajeto´ria principal no espac¸o de fases de
acordo com a definic¸a˜o de expoente de Lyapunov. Inicialmente teremos que determinar uma
diferenc¸a infinitesimal de caminho em relac¸a˜o a uma segunda trajeto´ria chamada trajeto´ria sate´lite
no espac¸o tangente. Enta˜o, adicionando uma diferenc¸a de caminho infinitesimal a` trajeto´ria
principal, chegaremos a uma expressa˜o que possibilitara´ a construc¸a˜o da trajeto´ria sate´lite no
espac¸o tangente, na forma:
δΓ(t) =M(t)δΓ(t0), (5.26)
onde M(t) e´ chamada matriz monodroˆmica, que pode ser escrita como,
M(t) =
dΓ(t)
dΓ(t0)
. (5.27)
E´ importante lembrar que os expoentes de Lyapunov quantificam as taxas me´dias de estica-
mento ou contrac¸a˜o das diferenc¸as infinitesimais entre a trajeto´ria principal e a trajeto´ria sate´lite,
que na verdade, sa˜o determinadas atrave´s dos autovetores de M . Portanto, os expoentes de
Lyapunov podem ser calculados com o aux´ılio da seguinte equac¸a˜o:
λi = lim
t→∞
logµi(t)
t
, (5.28)
sendo que µi(t) e´ o i-e´simo autovalor deM . Existe um expoente de Lyapunov associado a cada uma
das dimenso˜es do espac¸o de fases. A matrizM pode ser escrita como um produto de matrizes para
pequenos intervalos de tempo. Durante o movimento livre entre coliso˜es, a dinaˆmica no espac¸o
tangente e´ similar a dinaˆmica no espac¸o de fases. A perturbac¸a˜o na posic¸a˜o cresce linearmente
com a perturbac¸a˜o na velocidade, enquanto a perturbac¸a˜o na velocidade permanece constante.
Para este tipo de dinaˆmica a matriz monodroˆmica (5.27), e´ dada por:
M = D(ti+1 − ti). (5.29)
5.1 Resultados Anal´ıticos 53
Deste modo, a matriz (5.29) descreve o movimento livre da part´ıcula (entre coliso˜es). Esta matriz
tem autovalores |λ| = 1, o que fica evidente pelo fato de D(ti+1−ti) ser escrita na forma triangular
superior e apresentar todos os elementos da diagonal principal iguais a 1.
A situac¸a˜o muda drasticamente nas coliso˜es da part´ıcula com as paredes. Com o aux´ılio do
algoritmo desenvolvido por Dellago et al. [29] (apresentado no Cap´ıtulo 3), sera´ poss´ıvel formular
as equac¸o˜es necessa´rias para descrever a dinaˆmica do sistema no espac¸o tangente. Neste caso,
partimos da seguinte equac¸a˜o:
δΓf =
∂C
∂Γ
δΓi +
{
∂C
∂Γ
F (Γi)− F [C(Γi)]
}
δτf . (5.30)
A func¸a˜o F (Γi), em nosso problema, e´ dada por:
F (Γ) = Γ˙ = (r˙, R˙, v˙, V˙ ), (5.31)
representando as equac¸o˜es de movimento, para o movimento livre entre coliso˜es. Como a veloci-
dade relativa da part´ıcula entre coliso˜es e´ constante, podemos reescrever (5.31) como:
F (Γ) = Γ˙ = (v, V, 0, 0). (5.32)
A equac¸a˜o,
C = DjΓi, (5.33)
e´ responsa´vel pela transformac¸a˜o no momento das coliso˜es da part´ıcula com as paredes onde Dj
e´ dada por (5.25). O termo δτf corresponde ao tempo de atraso nas coliso˜es da trajeto´ria sate´lite
em relac¸a˜o ao instante de colisa˜o da trajeto´ria principal. Entre o instante de colisa˜o da trajeto´ria
principal e o instante de colisa˜o da trajeto´ria sate´lite, a part´ıcula move-se livremente. Desta forma,
o tempo de atraso para part´ıcula 1(2) e´ determinado conforme [29]:
δτf = −
δqi1(2)
vi1(2)
. (5.34)
As velocidades das part´ıculas 1(2) sa˜o:
v1(2) = V − (−1)j
m2(1)
M
r, (5.35)
e a evoluc¸a˜o espacial da trajeto´ria sate´lite e´ dada por:
δq1(2) = δR− (−1)j
m2(1)
M
δr. (5.36)
Portanto, substituindo (5.35) e (5.36) em (5.34), chegaremos a uma expressa˜o para δτf , para
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ambas as part´ıculas:
δτf = −
δqi1(2)
vi1(2)
δτf = −
MδRi − (−1)1(2)m2(1)δri
MV i − (−1)1(2)m2(1)vi . (5.37)
De posse das equac¸o˜es (5.25), (5.37) e (5.30), poderemos construir a matriz monodroˆmica M2
que relaciona δΓf e δΓi nas coliso˜es da part´ıcula com a parede da direita (j = 2), em relac¸a˜o a
part´ıcula 2. Ao final generalizaremos o resultado obtido para a part´ıcula 1. De modo geral, a
conexa˜o entre δΓf e δΓi dada pela matriz monodroˆmica pode escrita assim:
δΓf =MjδΓi. (5.38)
Substituindo (5.25) em (5.30), teremos:
F (Γi) =


vi
V i
0
0

 , (5.39)
e
F [C(Γi)] =


−κvi + 2V i
2µ
M
vi + κV i
0
0

 . (5.40)
Agora, utilizando a equac¸a˜o (5.30) reescrita abaixo:
δΓf =
∂C
∂Γ
δΓi +
{
∂C
∂Γ
F (Γi)− F [C(Γi)]
}
δτf , (5.41)
teremos:
δΓf =


1 0 0 0
0 1 0 0
0 0 −κ 2
0 0 2 µ
M
κ




δri
δRi
δvi
δV i

+




1 0 0 0
0 1 0 0
0 0 −κ 2
0 0 2 µ
M
κ




vi
V i
0
0

−


−κvi + 2V i
2µ
M
vi + κV i
0
0



 δτf ,
(5.42)
sendo que a (5.42) pode ser reescrita na forma de um conjunto de equac¸o˜es, da forma:
δrf = δri +
(
vi + κvi − 2V i) δτf , (5.43)
δRf = δRi +
(
V i − 2µ
M
vi + κV i
)
δτf , (5.44)
δvf = −κδvi + 2δV i, (5.45)
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δV f =
2µ
M
δvi + κδV i. (5.46)
Agora, substituindo o tempo de atraso (5.37) em (5.43) e (5.44) determinaremos o conjunto
de equac¸o˜es:
δrf = −κδri + 2δRi, (5.47)
δRf =
2µ
M
δri + κδRi, (5.48)
δvf = −κδvi + 2δV i, (5.49)
δV f =
2µ
M
δvi + κδV i, (5.50)
atrave´s do qual obtemos a matriz monodroˆmica para a part´ıcula 2, dada por:
M2 =


−κ 2 0 0
2µ
M
κ 0 0
0 0 −κ 2
0 0 2µ
M
κ

 . (5.51)
Portanto, agora estenderemos o resultado (5.51) para as coliso˜es da part´ıcula em relac¸a˜o a
part´ıcula 1 com a parede da esquerda, para enta˜o, escrevermos a matriz monodroˆmica gene´rica
do sistema. Enta˜o, para a part´ıcula 1, temos:
M1 =


κ −2 0 0
−2µ
M
−κ 0 0
0 0 κ −2
0 0 −2µ
M
−κ

 . (5.52)
Deste modo, a matriz monodroˆmica que conecta os pontos do espac¸o tangente imediatamente
antes e imediatamente depois das coliso˜es da part´ıcula com as paredes do bilhar, e´ a seguinte:
Mj = (−1)j


−κ 2 0 0
2µ
M
κ 0 0
0 0 −κ 2
0 0 2µ
M
κ

 , (5.53)
lembrando que j = 1(2), refere-se a part´ıcula 1(2).
A matriz (5.53), que tem forma de bloco diagonal, tem autovalores |λ| = 1, que na˜o e´ evidente,
pore´m fa´cil de verificar. Atrave´s das equac¸o˜es (5.53) e (5.29), poderemos determinar (5.27) para
uma dada trajeto´ria, sendo poss´ıvel enta˜o, analisar a dinaˆmica no espac¸o de tangente. Deste
modo, atrave´s do produto das matrizes (5.29) e (5.53), considerando que a part´ıcula esteja indo
em direc¸a˜o a parede da direita, podemos exemplificar de forma simples a construc¸a˜o de uma
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trajeto´ria no espac¸o tangente, da seguinte forma:
M = M(t− tp) . . .M2M(t3 − t2).M1M(t2 − t1).M2M(t1 − t0), (5.54)
onde entre os tempos ti+1−ti com i = 0, 1, . . ., a part´ıcula move-se livremente. E as matrizesM1(2)
sa˜o responsa´veis pelas transformac¸o˜es no momento das coliso˜es da part´ıcula 1(2), com a parede
da esquerda(direita). O lado direito da equac¸a˜o (5.54) pode ser representado por:
M(∆t, j) =M(∆t)Mj , (5.55)
cujos mo´dulos dos autovalores sa˜o |λ| = 1, reforc¸ando o fato de que as coliso˜es na˜o alteram
o cara´ter regular do movimento da part´ıcula. Portanto, a matriz monodroˆmica de uma dada
trajeto´ria pode ser escrita na forma:
M =
∏
k
M(∆tk, κk), (5.56)
sendo que autovalores tambe´m sa˜o iguais a |λ| = 1. Este resultado e´ va´lido para qualquer com-
binac¸a˜o do produto das matrizes (5.29) e (5.53), ou seja, para qualquer trajeto´ria. Desta forma,
os autovalores continuam sendo iguais a um apo´s grandes intervalos de tempo e por isso muitas
coliso˜es. Consequ¨entemente, os expoentes de Lyapunov calculados atrave´s da equac¸a˜o (5.28) por
um tempo t→∞, sera˜o iguais a zero independente do valor da raza˜o das massas das part´ıculas.
Quando introduzimos entre as part´ıculas uma interac¸a˜o suave a dinaˆmica muda drasticamente
e como consequ¨entemente os expoentes de Lyapunov gerados sera˜o positivos, conforme veremos a
seguir.
5.1.2 Duas Part´ıculas num Bilhar 1D Interagindo via Potencial de
Yukawa
O exemplo f´ısico que motivou a nossa pesquisa foi apresentado no Cap´ıtulo 2. Entretanto,
para fins de facilitar a visualizac¸a˜o do problema proposto faremos uma breve revisa˜o.
A partir de agora ale´m da interac¸a˜o das part´ıculas atrave´s de coliso˜es, acrescentaremos a este
sistema uma interac¸a˜o adicional: dada pelo potencial de Yukawa. Deste modo, nosso principal
objetivo sera´ analisar o efeito do potencial suave sobre a dinaˆmica do sistema apresentado, de
acordo com a sec¸a˜o anterior. A Hamiltoniana para este modelo em func¸a˜o das coordenadas do
centro de massa e coordenadas relativas e´ dada por:
H =
P 2
2M
+
p2
2µ
+ V (r), (5.57)
onde
V (r) = V0
e−αr
r
, (5.58)
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sendo que V (r) e´ o potencial de Yukawa, e r = |q1 − q2| e´ distaˆncia relativa entre as part´ıculas.
Neste caso, o movimento relativo da part´ıcula esta´ sujeito a forc¸a ∂V/∂r, enquanto o movimento
de seu centro de massa esta´ livre, entre coliso˜es. Um estudo similar foi realizado por Lilia et
al. [71] para o caso de razo˜es de massas das part´ıculas iguais, mostrando que a dinaˆmica deste
sistema e´ cao´tica. Atrave´s da Hamiltoniana (5.57) podemos determinar as equac¸o˜es de movimento
de Hamilton, como sendo:
r˙ = p/µ R˙ = P/M p˙ = −∂V
∂r
P˙ = 0. (5.59)
As equac¸o˜es (5.59) indicam que entre coliso˜es a part´ıcula move-se livremente de acordo com as
coordenadas do centro de massa, enquanto que a forc¸a central V (r) age somente na coordenada
relativa. Os movimentos sa˜o independentes, e tornam-se somente correlacionados no instante de
cada colisa˜o, onde os correspondentes momentos mudam, enquanto a energia total do sistema
mante´m-se constante.
Se fizermos α = 0 na equac¸a˜o (5.58), encontramos um caso particular do potencial de Yukawa;
o potencial de Coulomb, dado por:
V (r) = V0
1
r
. (5.60)
Anteriormente vimos que, se o movimento de um dado sistema e´ cao´tico, enta˜o os valores dos
expoentes de Lyapunov sa˜o positivos. Os expoentes de Lyapunov sa˜o determinados atrave´s da
descric¸a˜o da dinaˆmica do sistema no espac¸o tangente onde o efeito da forc¸a de Yukawa dada por
Q(r) = −∂V
∂r
, (5.61)
tem que ser considerado, e por este motivo sera´ incorporado a` equac¸a˜o (5.32). Deste modo,
podemos reescrever (5.32) como:
F (Γ) = [r˙, R˙, v˙, V˙ ] = [v, V,Q(r), 0]. (5.62)
Nesta nova abordagem devemos considerar tambe´m a influeˆncia da forc¸a de Yukawa no ca´lculo
do tempo de atraso δτf . Portanto, e´ necessa´rio calcular o efeito das reflexo˜es da part´ıcula 1(2)
sob o tempo de atraso expresso em termos das coordenadas relativas e do centro de massa. Neste
caso, o tempo de atraso e´ determinado da seguinte forma:
tj =
∂Sj
∂E
= mj
∫ qnj
q0j
∂q˙j
∂E
dqj =
∫ qnj
q0j
dqj
q˙j
. (5.63)
Os limites de integrac¸a˜o de (5.63) resultam em δqj = q
0
j − qnj , onde q0j e´ a posic¸a˜o da trajeto´ria
sate´lite quando a trajeto´ria principal colide com a parede e, qnj e´ o ponto de colisa˜o da trajeto´ria
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sate´lite. Em coordenadas relativas, a equac¸a˜o (5.63) pode ser reescrita como:
−δτQf = tj = AjδRi +Bjδri, (5.64)
onde
A1(2) =
M
MV i − (−)1(2)m2(1)vi , (5.65)
B1(2) =
−(−)1(2)
δri
∫ rn
r0
m2(1)dr
MV − (−)1(2)m2(1)v . (5.66)
sendo que δri = r0 − rn.
Novamente, atrave´s de (5.25), (5.30) e (5.64), podemos construir a matriz monodroˆmica M2
que relaciona δΓf e δΓi para as coliso˜es da part´ıcula com a parede da direita (j = 2), em relac¸a˜o
a part´ıcula 2. Lembrando que o resultado final sera´ generalizado para ambas as part´ıculas. Deste
modo, temos que:
F (Γi) =


vi
V i
Q(r)
0

 , (5.67)
e
F [C(Γi)] =


−κvi + 2V i
2µ
M
vi + κV i
Q(r)
0

 . (5.68)
Reescrevendo a` equac¸a˜o,
δΓf =
∂C
∂Γ
δΓi +
{
∂C
∂Γ
F (Γi)− F [C(Γi)]
}
δτf , (5.69)
em termos das matrizes (5.67) e (5.68), teremos:
δΓf =


1 0 0 0
0 1 0 0
0 0 −κ 2
0 0 2 µ
M
κ




δri
δRi
δvi
δV i

+




1 0 0 0
0 1 0 0
0 0 −κ 2
0 0 2 µ
M
κ




vi
V i
Q(r)
0

−


−κvi + 2V i
2µ
M
vi + κV i
Q(r)
0



 δτf ,
(5.70)
que tambe´m pode ser expressa na forma de um conjunto de equac¸o˜es, da forma:
δrf = δri +
(
vi + κvi − 2V i) δτf , (5.71)
δRf = δRi +
(
V i − 2µ
M
vi + κV i
)
δτf , (5.72)
δvf = −κδvi + 2δV i + [−κQ(r)−Q(r)]δτf , (5.73)
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δV f =
2µ
M
δvi + κδV i +
[
2µ
M
Q(r)
]
δτf . (5.74)
Agora, substituindo o tempo de atraso (5.64) em (5.71), (5.72), (5.73) e (5.74) chegaremos ao
seguinte conjunto de equac¸o˜es:
δrf = −κδri + 2δRi,
δRf =
2µ
M
δri + κδRi,
δvf = A2Q(r)κ2δr
i +B2Q(r)κ2δR
i − κvi + 2δV i, (5.75)
δV f =
2µ
M
B2Q(r)δr
i +
2µ
M
A2Q(r)δR
i +
2µ
M
δvi + κδV i,
pelas quais obtemos a matriz monodroˆmica para a part´ıcula 2, da forma:
M2 =


−κ 2 0 0
2µ
M
κ 0 0
κ2Q(r)B2 κ2Q(r)A2 −κ 2
2µ
M
Q(r)B2
2µ
M
Q(r)A2
2µ
M
κ

 . (5.76)
Estendendo o resultado (5.76) para as coliso˜es da part´ıcula em relac¸a˜o a part´ıcula 1 com a
parede da esquerda, para enta˜o, escrevermos a matriz monodroˆmica para ambas as part´ıculas,
temos:
M1 =


κ −2 0 0
−2µ
M
−κ 0 0
−κ1Q(r)B1 −κ1Q(r)A1 κ −2
−2µ
M
Q(r)B1 −2µMQ(r)A1 −2µM −κ

 . (5.77)
Portanto, a matriz monodroˆmica que relaciona os pontos no espac¸o tangente imediatamente
antes e imediatamente depois de cada colisa˜o da part´ıcula com as paredes e´ dada por:
Mj = (−1)j


−κ 2 0 0
2µ
M
κ 0 0
κjQ(r)Bj κjQ(r)Aj −κ 2
2µ
M
Q(r)Bj
2µ
M
Q(r)Aj
2µ
M
κ

 , (5.78)
onde κj = −[κ + (−1)j ] e lembrando que j = 1(2) refere-se a part´ıcula 1(2). O determinante de
Mj e´ igual a 1 e seus autovalores tambe´m sera˜o iguais a |1|. Entretanto, se construirmos uma
trajeto´ria da part´ıcula no espac¸o tangente atrave´s do produto de matrizes, perceberemos que os
termos κj , Q(r), Aj e Bj, sa˜o os responsa´veis por obtermos autovalores da matriz (5.27) que na˜o
sejam iguais a |1|. Por este motivo, os expoentes de Lyapunov calculados tera˜o valores positivos.
E´ tambe´m interessante observar que no limite de um grande alcance de interac¸a˜o entre as
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part´ıculas (α = 0) em cada colisa˜o da part´ıcula com a parede, a forc¸a de interac¸a˜o Q(r) e´ finita
e os expoentes de Lyapunov podem ser positivos. Se a interac¸a˜o entre part´ıculas estiver no
limite de curto alcance de interac¸a˜o (α ≫ 1), em geral, o potencial de interac¸a˜o Q(r) → 0 se
as part´ıculas esta˜o suficientemente afastadas e os expoentes de Lyapunov sa˜o nulos. Por este
motivo conclu´ımos que a dinaˆmica torna-se cao´tica, devido ao processo de dupla colisa˜o. Este
tipo de colisa˜o ocorre com uma das paredes e entre as part´ıculas quase que simultaneamente. Por
exemplo, se as part´ıculas 1 e 2 esta˜o movendo-se juntas em direc¸a˜o a parede direita, e que devido
ao pequeno alcance da interac¸a˜o, a repulsa˜o entre elas e´ nulo. Quando a part´ıcula 2 colide com a
parede da direita, muda de direc¸a˜o e move-se em direc¸a˜o a part´ıcula 1, colidindo com ela. Como
estas duplas coliso˜es ocorrem muito pro´ximas de uma das paredes, os termos QAj e QBj na˜o sera˜o
necessariamente iguais a zero, resultando numa poss´ıvel dinaˆmica cao´tica. O importante papel
destas duplas coliso˜es tambe´m foi observado em outro modelo f´ısico de duas part´ıculas interagentes
aprisionadas num bilhar unidimensional [74].
5.2 Resultados Nume´ricos
5.2.1 Distribuic¸a˜o dos Expoentes de Lyapunov Ma´ximos a Tempo-
Finito P (Λt, γ)
Na descric¸a˜o da dinaˆmica atrave´s das matrizes monodroˆmicas constru´ıdas na sec¸a˜o 5.1, ficou
claro que o movimento cao´tico e´ gerado pela presenc¸a do potencial que represeenta as interac¸o˜es
suaves entre part´ıculas. Nesta sec¸a˜o, estamos interessados em detectar sinais de movimento na˜o-
ergo´dico, no sistema de duas part´ıculas interagentes aprisionadas num bilhar unidimensional em
func¸a˜o da raza˜o de massas das part´ıculas. Com este objetivo, vamos investigar a distribuic¸a˜o
P (Λt, γ), do expoente de Lyapunov ma´ximo a tempo-finito Λt, como func¸a˜o da raza˜o de massas
γ. Em geral, a tempo infinito, os expoentes de Lyapunov Λ∞ sa˜o bem definidos e na˜o dependem
das condic¸o˜es iniciais. Isto tambe´m e´ va´lido para intervalos de tempo razoavelmente longos, se
o sistema e´ ergo´dico e o espectro dos expoentes de Lyapunov apresentarem boas propriedades
de convergeˆncia. Em sistemas quase-integra´veis, as trajeto´rias cao´ticas podem aproximar-se de
ilhas de regularidade, e assim serem aprisionadas por algum tipo de armadilha dinaˆmica, fazendo
com que o valor do expoente de Lyapunov local decresc¸a. Este fenoˆmeno afeta a convergeˆncia
do expoente de Lyapunov a tempo-finito Λt, que agora pode depender das condic¸o˜es iniciais. Em
contrapartida, isso implica que a distribuic¸a˜o P (Λt, γ) calculada sobre muitas condic¸o˜es iniciais,
contenha informac¸o˜es sobre o movimento regular e sobre as trajeto´rias aprisionadas no espac¸o de
fases.
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5.2.1.1 Procedimento Nume´rico
A construc¸a˜o do co´digo nume´rico utilizado no ca´lculo dos expoentes de Lyapunov a tempo-
finito (Λt), para va´rias condic¸o˜es iniciais, foi baseado no algoritmo desenvolvido por Wolf et al. [39].
Os Λt sera˜o calculados com aux´ılio da seguinte equac¸a˜o:
λmax = lim
n→+∞
1
nτ
∑
ln
(∣∣∣∣δ~γ(τ)δ~γ(0)
∣∣∣∣
)
, (5.79)
conforme exposto no Cap´ıtulo 2. Para cada trajeto´ria o expoente de Lyapunov local e´ calculado
105 vezes, ou seja, a trajeto´ria sate´lite e´ reinicializada 105 vezes, de acordo com o esquema apre-
sentado na figura 10. Fixamos as paredes do bilhar na posic¸a˜o q = ±1. As condic¸o˜es iniciais
utilizadas no ca´lculo da distribuic¸a˜o dos expoentes de Lyapunov ma´ximos a tempo-finito P (Λt, γ),
sa˜o determinadas ou escolhidas randomicamente pelo co´digo nume´rico.
O tempo de integrac¸a˜o das equac¸o˜es de movimento para cada trajeto´ria foi de t = 104, com
energia E = 10, constante. Fixamos a intensidade do potencial de Yukawa V0 = 1, e estudamos
dois casos espec´ıficos em que variamos o alcance de interac¸a˜o entre as part´ıculas: α = 0 e α = 10.
Integramos as equac¸o˜es de movimento atrave´s do me´todo de Runge-Kutta de ordem 4. Evolu´ımos
400 trajeto´rias para cada raza˜o de massas, variando γ num passo de ∆γ = 0, 01, no intervalo de
γ = 1, 0 ate´ γ = 4, 0. Apo´s obtermos Λt, calculamos a distribuic¸a˜o destes expoentes P (Λt, γ), e a
distribuic¸a˜o do expoente de Lyapunov de maior probabilidade de ocorreˆncia PΛ(γ) como func¸a˜o
da raza˜o de massas das part´ıculas.
Conforme exposto no para´grafo anterior, para calcularmos numericamente os expoentes de
Lyapunov ma´ximos a tempo-finito foi necessa´rio fixarmos algumas grandezas f´ısicas, como por
exemplo: a energia, a intensidade e o alcance de interac¸a˜o entre as part´ıculas. Evidentemente,
que se escolhermos outros valores para estas grandezas os resultados quantitativos e qualitativos
mudara˜o. Tambe´m aumentamos a quantidade de condic¸o˜es iniciais de 400 para 600 na obtenc¸a˜o
de nossos resultados. Com isso, tentamos detectar informac¸o˜es diferentes das que ja´ hav´ıamos
obtido (com 400 condic¸o˜es iniciais). Entretanto, na˜o detectamos nenhuma mudanc¸a qualitativa
em tais resultados. A vantagem enta˜o de utilizarmos 400 condic¸o˜es iniciais em vez de 600, esta no
menor per´ıodo de tempo utilizado no ca´lculo dos expoentes de Lyapunov ma´ximos a tempo-finito.
Atrave´s de sec¸o˜es de Poincare´ provamos a existeˆncia de trajeto´rias aprisionadas em torno de
ilhas de regularidade (armadilhas dinaˆmicas). Estas sec¸o˜es foram constru´ıdas da seguinte forma:
no instante em que uma das part´ıculas colide com a respectiva parede, registramos posic¸a˜o e
momento da outra part´ıcula para construir a sua sec¸a˜o de Poincare´. Por exemplo: quando a
part´ıcula 1 colide com a parede da esquerda, registramos posic¸a˜o e momento da part´ıcula 2 neste
instante, e assim, construiremos a sec¸a˜o de Poincare´ referente a` part´ıcula 2.
A seguir, apresentaremos dois casos com dinaˆmicas diferentes. Para ambas as situac¸o˜es man-
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tivemos o tempo de integrac¸a˜o das equac¸o˜es de movimento, e energia constantes. As paredes
do bilhar tambe´m permaneceram fixas na posic¸a˜o q = ±1, e condic¸o˜es iniciais foram escolhidas
randomicamente. O primeiro caso, refere-se ao limite de grande alcance de interac¸a˜o α = 0. Ja´
no segundo caso estudamos, o comportamento dinaˆmico do sistema quando α = 10. Tanto no
primeiro como no segundo caso, a dinaˆmica do sistema e´ cao´tica, entretanto detectamos algumas
diferenc¸as que sera˜o discutidas de forma detalhada ao longo desta sec¸a˜o. Em ambos os casos, no
limite de γ →∞, a dinaˆmica do sistema torna´-se integra´vel, ou seja, quando uma das part´ıculas
apresentar massa muito maior do que a outra.
5.2.1.2 Caso 1: α = 0 (Limite de Longo Alcance)
Comec¸amos a discussa˜o deste caso apresentando as se´ries temporais das part´ıculas 1 e 2 para
quatro razo˜es de massas espec´ıficas. Estas se´ries temporais apresentam a dinaˆmica de apenas uma
trajeto´ria, gerada com a mesma condic¸a˜o inicial, conforme figura 24. A velocidade da part´ıcula
2 e´ determinada via conservac¸a˜o da energia do sistema, enquanto a velocidade da part´ıcula 1 e´
escolhida aleatoriamente. As se´ries temporais sa˜o apresentadas de forma sistema´tica: iniciando
com γ = 1, 0, e em intervalos discretos de ∆γ = 1, 0 terminamos com γ = 4, 0. Como α = 0,
a interac¸a˜o entre as part´ıculas e´ dada pelo potencial de Coulomb. Atrave´s desta sequ¨eˆncia e´
poss´ıvel visualizar a mudanc¸a na dinaˆmica do sistema quando variamos o paraˆmetro γ, ou seja,
a dependeˆncia da raza˜o de massas no movimento das part´ıculas. Se escolhermos outra condic¸a˜o
inicial a dinaˆmica do sistema apresentada pelas mesmas se´ries temporais muda, entretanto a
explicita dependeˆncia a` raza˜o das massas das part´ıculas continua clara e evidente.
Para calcularmos os expoentes de Lyapunov ma´ximos a tempo-finito, atrave´s da equac¸a˜o
(5.79), devemos escolher adequadamente o valor de τ . Com este objetivo, testamos treˆs poss´ıveis
valores de τ : 0, 1; 0, 2; 0, 3. Selecionamos randomicamente cinco condic¸o˜es iniciais que foram uti-
lizadas no ca´lculo de cinco expoentes de Lyapunov, para cada valor de τ , conforme a figura 25.
Nas figuras 25-(a) e (b) percebemos que existe uma certa semelhanc¸a na configurac¸a˜o dos cinco
expoentes de Lyapunov calculados. Em contrapartida, na figura 25-(c) o comportamento e´ total-
mente diferente dos dois primeiros casos. Enta˜o, escolhemos aleatoriamente mais dez condic¸o˜es
iniciais, separadas em dois grupos de cinco. Feito isso, novamente calculamos os expoentes de
Lyapunov ma´ximos a tempo-finito, e constatamos que as semelhanc¸as entre os dois primeiros ca-
sos da figura 25 continuaram aparecendo. Por este motivo, optamos em fixar o valor de τ em 0, 2.
Escolhido o valor adequado de τ , calculamos a distribuic¸a˜o dos expoentes de Lyapunov a
tempo-finito, e desta distribuic¸a˜o extra´ımos o valor me´dio dos expoentes de Lyapunov ma´ximos
Λt. No ca´lculo valor me´dio dos expoentes de Lyapunov ma´ximos a tempo-finito 〈Λt(γ)〉 despre-
zamos valores de Λt menores que 0, 1 pois com o incremento da raza˜o das massas das part´ıculas
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Figura 24: Movimento das part´ıculas 1 em cinza e 2 em preto descrito durante um intervalo de
tempo t = 30, para γ = 1, 0; 2, 0; 3, 0; 4, 0, respectivamente.
aparecem muitos expoentes de Lyapunov que apresentaram valores bem pro´ximos a zero. Atrave´s
do 〈Λt(γ)〉, provamos numericamente o que ja´ hav´ıamos mostrado analiticamente na sec¸a˜o 5.1,
que este sistema e´ cao´tico e com o aumento no valor de γ ele torna´-se mais regular, conforme
ilustrado na figura 26. Podemos verificar nesta figura, que os valores de 〈Λt(γ)〉 decrescem mono-
tonicamente de aproximadamente 0, 90 para 0, 54 com γ variando de 1, 0 ate´ 4, 0. Lembrando que
no limite de γ →∞, o sistema sera´ totalmente integra´vel.
Na figura 27 apresentamos a distribuic¸a˜o dos expoentes de Lyapunov ma´ximos a tempo-finito
como func¸a˜o da raza˜o das massas das part´ıculas P (Λt, γ). Analisando esta figura percebemos,
como ja´ hav´ıamos constatado na figura 26, que a dinaˆmica deste sistema torna-se mais regular
com o incremento da raza˜o das massas das part´ıculas. Podemos ainda extrair duas informac¸o˜es
importantes da distribuic¸a˜o P (Λt, γ):
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Figura 25: Cinco expoentes de Lyapunov ma´ximos a tempo-finito, para raza˜o de massas entre as
part´ıculas γ = 4, 0. (a) τ = 0, 1; (b) τ = 0, 2; (c) τ = 0, 3.
• o valor de 〈Λt(γ)〉, decresce;
• um grande nu´mero de condic¸o˜es iniciais afetam Λt(γ), de tal forma que 〈Λt(γ)〉 diminui,
devido a` presenc¸a de armadilhas dinaˆmicas que aprisionam as trajeto´rias cao´ticas por um
certo intervalo de tempo, influenciando a convergeˆncia do expoente de Lyapunov ma´ximo
a tempo-finito. Ha´ tambe´m uma parcela de condic¸o˜es inicias que fazem com que o Λt(γ)
convirja exatamente para zero, consequ¨eˆncia da presenc¸a de ilhas de movimento regular e
do incremento de γ.
Em γ = 4, 0, por exemplo, mais de 15% das condic¸o˜es iniciais levam a Λt = 0, 0. Os pontos cinzas
abaixo da curva representam expoentes de Lyapunov ma´ximos cujo valor diminui em relac¸a˜o ao
〈Λt(γ)〉 devido a influeˆncia das armadilhas dinaˆmicas. Ou seja, os pontos cinzas abaixo da curva
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Figura 26: Valor me´dio do expoente de Lyapunov ma´ximo a tempo-finito calculado sobre 400
trajeto´rias.
principal esta˜o relacionados com as trajeto´rias cao´ticas que esta˜o aprisionadas em armadilhas
dinaˆmicas, por um certo tempo, nos contornos de ilhas de regularidade.
Uma caracter´ıstica interessante da figura 27 e´ a mudanc¸a na regia˜o, ou no ponto de ma´ximo
de P (Λt, γ), em torno do expoente de Lyapunov ma´ximo de maior probabilidade de ocorreˆncia
Λpt (γ), definido por:
∂P (Λt, γ)
∂Λt
∣∣∣∣
Λt=Λ
p
t
= 0. (5.80)
Na figura 27, percebemos ainda que para razo˜es de massas entre Λ ∼ 1, 5 e Λ ∼ 2, 2, muitas
condic¸o˜es iniciais levam ao mesmo valor de Λt. Isso significa que, nesta regia˜o, Λ
p
t (γ) tem um
ma´ximo como func¸a˜o de γ. Em outras palavras, quase todas as condic¸o˜es iniciais convergem para
o mesmo valor de Λt. E´ importante e necessa´rio chamar atenc¸a˜o para a menor densidade de pontos
cinzas abaixo da curva principal que esta˜o relacionados a`s trajeto´rias aprisionadas nos contornos
de armadilhas dinaˆmicas.
Uma forma sistema´tica de descrever a dispersa˜o na P (Λt, γ) pode ser feita atrave´s da distri-
buic¸a˜o dos expoentes de Lyapunov de maior probabilidade de ocorreˆncia PΛ(γ). Para determi-
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Figura 27: Distribuic¸a˜o dos expoentes de Lyapunov ma´ximos a tempo-finito P (Λ, γ), calculados
sobre 400 trajeto´rias. Com o incremento de P (Λt, γ) as cores mudam: cinza sobre o amarelo e
azul sobre o preto.
narmos PΛ(γ) fizemos um “corte” na P (Λt, γ), de tal forma que teremos P (Λ
p
t , γ) ≡ PΛ(γ), como
uma func¸a˜o da raza˜o de massas das part´ıculas γ, conforme a figura 28.
Comparando as figuras 27 e 28, constatamos que na regia˜o onde PΛ(γ) tem um ma´ximo, uma
grande frac¸a˜o de condic¸o˜es iniciais levam ao mesmo valor de Λt diminuindo a dispersa˜o em torno de
Λpt (γ), e consequ¨entemente as trajeto´rias aprisionadas sa˜o raras. Por exemplo, o ma´ximo de PΛ(γ)
ocorre aproximadamente em γ ∼ 1, 9 e esta´ na regia˜o da figura 27 onde os pontos cinzas abaixo da
curva quase desaparecem. A ra´pida variac¸a˜o de PΛ(γ) ocorre devido a flutuac¸o˜es estat´ısticas na
determinac¸a˜o de Λt sobre as 400 condic¸o˜es iniciais. Aparecem duas regio˜es de mı´nimo principais
na figura 28, localizados em γ ∼ 1, 0 e γ ∼ 3, 0. Neste caso, e´ importante chamar a atenc¸a˜o
para estes valores que sa˜o exatamente as razo˜es de massas em que a dinaˆmica das coliso˜es entre
part´ıculas r´ıgidas o nu´mero genus e´ igual a um (g = 1) [19] e a dinaˆmica na˜o e´ ergo´dica. Em outras
palavras, se γ estiver num limite integra´vel para o caso de part´ıculas r´ıgidas colidindo frontalmente,
a dispersa˜o em torno de Λpt aumenta enquanto que PΛ diminui. Deste modo, esperamos que a
dinaˆmica seja na˜o-ergo´dica, mesmo havendo uma interac¸a˜o entre as part´ıculas dada pelo potencial
de Yukawa.
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Figura 28: Distribuic¸a˜o normalizada PΛ(γ) do expoente de Lyapunov de maior probabilidade de
ocorreˆncia Λpt , extra´ıdo da figura 27.
Com isso, conclu´ımos que sinais dos casos integra´veis remanescentes do problema de duas
part´ıculas r´ıgidas colidindo frontalmente existem e sa˜o descobertos pela dispersa˜o do expoentes
de Lyapunov ma´ximos a tempo-finito Λt(γ). E isso e´ claramente vis´ıvel no “corte” PΛ(γ), que
determina a distribuic¸a˜o dos expoentes de Lyapunov de maior probabilidade de ocorreˆncia Λpt (γ),
definido pela Eq. (5.80).
Atrave´s das sec¸o˜es de Poincare´, fundamentamos ainda mais nossas interpretac¸o˜es f´ısicas, como
por exemplo: a presenc¸a de armadilhas dinaˆmicas no espac¸o de fases. A figura 29, consiste em duas
sec¸o˜es de Poincare´, e suas respectivas ampliac¸o˜es. Sa˜o apresentados os casos de γ = 3, 0 e γ = 4, 0,
onde PΛ(γ) tem um mı´nimo e um ma´ximo (ver figura 28), respectivamente. Embora o sistema seja
“mais cao´tico” em γ = 3, 0 do que γ = 4, 0, trajeto´rias aprisionadas aparecem pro´ximas de ilhas
para γ = 3, 0, conforme podemos observar na correspondente ampliac¸a˜o, na figura 29 (superior,
direita). As trajeto´rias aprisionadas em torno das ilhas de regularidade, que na˜o aparecem em
γ = 4, 0 (ver figura 29 (embaixo, esquerda)), afetam P (Λpt , γ) e consequ¨entemente, PΛ(γ) tem
um mı´nimo pro´ximo a γ = 3, 0. Lembrando que, PΛ(γ) e´ determinado somente para trajeto´rias
com Λt(γ) positivo. Com isso, podemos obter informac¸o˜es sobre estruturas regulares no espac¸o de
fases atrave´s das trajeto´rias cao´ticas que sa˜o aprisionadas nos contornos de ilhas de regularidade.
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Figura 29: Sec¸o˜es de Poincare´ para γ = 3, 0 (superior) e γ = 4, 0 (abaixo). As figuras da direita
sa˜o ampliac¸o˜es que mostram as regio˜es quase-regulares da respectiva figura da esquerda.
Estas trajeto´rias aprisionadas sa˜o caracter´ısticas de espac¸os de fases mesclados (“mixing”). Deste
modo, constatamos que PΛ(γ) fornece uma ferramenta para analisar espac¸os de fases mesclados.
5.2.1.3 Caso 2: α = 10 (Limite de Curto Alcance de Interac¸a˜o)
O estudo e descric¸a˜o deste caso baseia-se no mesmo procedimento de ana´lise do caso de α = 0,
embora aqui haja uma diferenc¸a crucial: o valor de α. Do mesmo modo que no caso 1, iniciamos
discutindo as se´ries temporais constru´ıdas com o mesmo conjunto de paraˆmetros e mesma condic¸a˜o
inicial, exceto o valor de α que agora e´ igual a 10. Novamente constatamos a influeˆncia da raza˜o
de massas das part´ıculas na dinaˆmica do sistema. Ale´m dos valores plotados no caso 1, plotamos
ainda as se´ries temporais de dois valores especiais de razo˜es de massas para γ = 2, 6 e 2, 8, conforme
a figura 30. Em torno destes valores de γ, ocorre o nascimento de ilhas de regularidade que sa˜o
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descobertas pela distribuic¸a˜o dos expoentes de Lyapunov ma´ximos a tempo-finito P (Λt, γ). O
nascimento destas ilhas sera´ comprovado a seguir atrave´s de sec¸o˜es de Poincare´. Certamente, a
principal informac¸a˜o extra´ıda das se´ries temporais refere-se a mudanc¸a na dinaˆmica do sistema
com a variac¸a˜o do paraˆmetro γ.
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Figura 30: Se´ries temporais das part´ıculas 1 em cinza e 2 em preto descritas durante um intervalo
de tempo t = 30, para γ = 1, 0; 2, 0; 3, 0; 4, 0, respectivamente.
Neste caso, tambe´m testamos treˆs poss´ıveis valores de τ , conforme feito no caso de α = 0.
Escolhemos randomicamente cinco condic¸o˜es iniciais que geraram cinco expoentes de Lyapunov,
para cada valor de τ : 0, 1; 0, 2; 0, 3. Nas figuras 31-(a) e (b) constatamos que existe uma certa
semelhanc¸a entre os expoentes de Lyapunov calculados. Mais dez expoentes de Lyapunov foram
calculados, referentes a outras dez condic¸o˜es iniciais e similarmente ao que observamos anteri-
ormente, existe uma grande semelhanc¸a entre os casos de τ = 0, 1 e τ = 0, 2. Portanto, nova-
mente escolhemos o valor de τ = 0, 2, para calcularmos a distribuic¸a˜o dos expoentes de Lyapunov
ma´ximos a tempo-finito como func¸a˜o da raza˜o de massas P (Λt, γ).
A partir da distribuic¸a˜o dos expoentes de Lyapunov ma´ximos a tempo-finito P (Λt, γ), calcu-
lamos o valor me´dio de Λt, apresentado na figura 32. Por existir uma quantidade considera´vel
de expoentes de Lyapunov com valores pro´ximos a zero, descartamos os expoentes menores a 0, 1
conforme fizemos no caso de α = 0. Da mesma forma que no primeiro caso, Λt decresce monoto-
nicamente aproximadamente de 0, 80 para 0, 53 com γ variando de 1, 0 ate´ 4, 0. Podemos observar
tambe´m que a dinaˆmica torna´-se mais regular com o incremento de γ, entretanto, ainda e´ cao´tica
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Figura 31: Cinco expoentes de Lyapunov ma´ximos a tempo-finito, para raza˜o de massas entre as
part´ıculas γ = 4, 0. (a) τ = 0, 1; (b) τ = 0, 2; (c) τ = 0, 3.
mesmo com a interac¸a˜o entre part´ıculas estar no limite de curto alcance de interac¸a˜o.
Na figura 33, apresentamos a distribuic¸a˜o dos expoentes de Lyapunov ma´ximos a tempo-
finito P (Λt, γ). Analisando esta figura percebemos que existem duas diferenc¸as interessantes entre
as figuras 27 e 33. A primeira delas refere-se ao aparecimento abrupto de pontos escuros abaixo
da curva principal a partir de γ ∼ 2, 7, que indica o nascimento de ilhas de regularidade. Por este
motivo, no final desta sec¸a˜o apresentaremos uma sequ¨eˆncia de sec¸o˜es de Poincare´ comprovando
aparecimento de tais ilhas. A segunda diferenc¸a pode ser enunciada como: enquanto que no caso
de α = 0, surgiu uma regia˜o de ma´ximo entre γ ∼ 1, 5 e γ ∼ 2, 4, neste caso (α = 10), aparecem
duas regio˜es de ma´ximo, uma em γ ∼ 1, 5, e outra em γ ∼ 2, 4 separadas por uma regia˜o de
mı´nimo em γ ∼ 1, 9. No vale que aparece γ ∼ 1, 9, a dispersa˜o em torno de Λt(γ) e´ maior que
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Figura 32: Valor me´dio do expoente de Lyapunov ma´ximo a tempo-finito.
nas regio˜es de ma´ximo (γ ∼ 1, 5 e γ ∼ 2, 4). Em outras palavras, existe uma quantidade maior de
trajeto´rias aprisionadas.
A segunda diferenc¸a pode ser melhor visualizada e entendida atrave´s da distribuic¸a˜o dos
expoentes de Lyapunov ma´ximos de maior probabilidade de ocorreˆncia obtida a partir de P (Λt, γ),
fazendo P (Λt, γ) ≡ PΛ(γ), conforme figura 34. Quando PΛ(γ) tem um ma´ximo, uma grande frac¸a˜o
de condic¸o˜es iniciais levam ao mesmo valor de Λt(γ) e existem poucas trajeto´rias aprisionadas. O
sistema pode enta˜o, apresentar uma dinaˆmica que na˜o seja ergo´dica, mesmo havendo a interac¸a˜o
via potencial de Yukawa entre as part´ıculas. E´ poss´ıvel constatar que a figura 34 apresenta um
vale adicional em γ ∼ 1, 9, como acabamos de mencionar. Este corresponde exatamente a um
caso de pseudo-integrabilidade com nu´mero genus g = 2 no problema de coliso˜es de part´ıculas
r´ıgidas, conforme mostramos no Cap´ıtulo 4. Neste caso, se γ aproximar-se de valores para os
quais a dinaˆmica das coliso˜es de part´ıculas r´ıgidas apresenta genus g = 2, a dispersa˜o em torno
de Λpt aumenta, enquanto que a PΛ(γ) diminui. Devemos ressaltar ainda que, o vale em γ ∼ 1, 9
na figura 34 na˜o aparece no primeiro caso (α = 0). Isso significa que os casos em que a dinaˆmica
e´ pseudo-integra´vel sobrevivem por mais tempo a interac¸o˜es suaves de curto alcance (α = 10) do
que as interac¸o˜es suaves de longo alcance (α = 0).
Na figura 35 apresentamos duas sec¸o˜es de Poincare´: uma para γ = 1, 5 (esquerda) onde
5.2 Resultados Nume´ricos 72
 0
 20
 40
 60
 80
 100
 120
 140
m2/m1
Λt
1,0 1,5 2,0 2,5 3,0 3,5 4,0
0,0
0,2
0,4
0,6
0,8
1,0
Figura 33: Distribuic¸a˜o dos expoentes de Lyapunov ma´ximos a tempo-finito, P (Λt, γ). Com o
incremento de P (Λt, γ) as cores mudam: cinza sobre o amarelo e azul sobre o preto.
encontramos uma das regio˜es de ma´ximo da figura 34 e comec¸am a aparecer sinais da existeˆncia de
trajeto´rias aprisionadas; e outra sec¸a˜o com γ = 1, 8 (direita), que apresenta uma maior densidade
de trajeto´rias aprisionadas em torno de ilhas de regularidade.
O abrupto surgimento das trajeto´rias aprisionadas, aproximadamente em γ ∼ 2, 7, pode ser
melhor entendido atrave´s das sec¸o˜es de Poincare´, nas figuras 36-37 para γ = 2, 6; 2, 7; 2, 8; 2, 9;
3, 0; 3, 1, 3, 2; 3, 8; 4, 0, respectivamente. Percebe-se claramente que a partir de γ ∼ 2, 7 ocorre
o nascimento e formac¸a˜o de ilhas de regularidade. Estas ilhas podem ser caracterizadas como
verdadeiras armadilhas dinaˆmicas. Portanto, em torno destas regio˜es algumas trajeto´rias cao´ticas
sa˜o aprisionadas por um certo tempo. Consequ¨entemente, muitas condic¸o˜es iniciais resultam num
expoente de Lyapunov de valor mais baixo.
Embora que PΛ(γ) seja determinado somente para trajeto´rias com Λt(γ) positivo, ele fornece
informac¸o˜es sobre estruturas regulares no espac¸o de fases atrave´s das trajeto´rias cao´ticas que
sa˜o aprisionadas por armadilhas dinaˆmicas. Tais trajeto´rias aprisionadas sa˜o caracter´ısticas de
espac¸os de fases mesclados. Por este motivo, a PΛ(γ) constitui uma importante ferramenta na
descric¸a˜o da dinaˆmica dos espac¸os de fases mesclados.
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Figura 34: Distribuic¸a˜o normalizada PΛ(γ) do expoente de Lyapunov de maior probabilidade de
ocorreˆncia Λpt , extra´ıda da figura 33.
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Figura 35: Sec¸o˜es de Poincare´ para γ = 1, 5 (esquerda) e γ = 1, 8 (direita).
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Figura 36: Sec¸o˜es de Poincare´ para γ = 2, 6; 2, 7; 2, 8; 2, 9. Foram utilizadas 150 condic¸o˜es
iniciais. Em γ ∼ 2, 7 ocorre o aparecimento abrupto dos pontos cinzas abaixo da curva principal
na figura 33.
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Figura 37: Sec¸o˜es de Poincare´ para γ = 3, 0; 3, 2; 3, 8; 4, 0, constru´ıdas com 150 condic¸o˜es
iniciais. Elas mostram a evoluc¸a˜o das ilhas de regularidade nascida em γ ∼ 2, 7.
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6 Considerac¸o˜es Finais
Neste trabalho estudamos o problema de duas part´ıculas cla´ssicas aprisionadas num bilhar uni-
dimensional, interagindo via potencial de Yukawa, como func¸a˜o da raza˜o de massas das part´ıculas
γ. O principal objetivo deste trabalho foi caracterizar a dinaˆmica deste sistema f´ısico. De acordo
com a extensa˜o do algoritmo de Benettin et al. [28] feita por Dellago et al. [29], calculamos ana-
liticamente as matrizes responsa´veis pelas transformac¸o˜es necessa´rias nas coliso˜es da part´ıcula
com as paredes do bilhar, pelas quais e´ poss´ıvel calcular o espectro dos expoentes de Lyapunov.
Calculamos numericamente os expoentes de Lyapunov ma´ximos a tempo-finito (Λt) de 400 tra-
jeto´rias, para cada raza˜o entre as massas das part´ıculas (com passo de variac¸a˜o de ∆γ = 0, 01, no
intervalo de γ = 1, 0 ate´ γ = 4, 0). Obtivemos enta˜o, a distribuic¸a˜o dos expoentes de Lyapunov
ma´ximos a tempo-finito P (Λ; t), pela qual encontramos evideˆncias de trajeto´rias aprisionadas em
torno de ilhas de regularidade, caracter´ısticas de espac¸os de fases mesclados. A presenc¸a de tais
armadilhas dinaˆmicas no espac¸o de fases foi comprovada por meio de sec¸o˜es de Poincare´. No
Cap´ıtulo 2, discutimos treˆs poss´ıveis classes de armadilhas dinaˆmicas, sendo que devido a comple-
xidade matema´tica, na˜o foi poss´ıvel classificar as armadilhas dinaˆmicas detectadas no espac¸o de
fases de nosso sistema f´ısico. Entretanto, conjeturamos que as ilhas de regularidade que consti-
tuem estas armadilhas sa˜o do tipo ilhas-hiera´rquicas. Esta conjetura fundamenta-se na aparente
auto-similaridade que tais ilhas de regularidade apresentam.
Atrave´s da distribuic¸a˜o dos expoentes de Lyapunov ma´ximos de maior probabilidade de
ocorreˆncia PΛ(γ), constatamos que sinais de movimento integra´vel e pseudo-integra´vel rema-
nescentes do problema referente a duas part´ıculas aprisionadas em um bilhar unidimensional e
interagindo apenas via colisa˜o frontal, resistem a interac¸o˜es devido a potenciais suaves para deter-
minados valores de γ. De forma geral sabemos que, a quantificac¸a˜o da divergeˆncia de trajeto´rias
com condic¸o˜es iniciais muito pro´ximas, determinam se o movimento e´ cao´tico ou na˜o. Em geral,
o movimento cao´tico em bilhares e´ consequ¨eˆncia da geometria do bilhar ou da interac¸a˜o entre
part´ıculas. Por exemplo, um sistema composto por uma part´ıcula movendo-se entre espalhado-
res cil´ındricos [78] constituindo um sistema de alta-dimensionalidade, similar ao ga´s de Lorentz
com alta-dimensa˜o [79,80], e´ cao´tico. Nestes sistemas a dinaˆmica cao´tica e´ gerada pela curvatura
convexa dos discos r´ıgidos ou esferas. Em outras palavras, o tempo de atraso entre coliso˜es na
superf´ıcie curvada da trajeto´ria principal em relac¸a˜o a trajeto´ria sate´lite e´ o responsa´vel pela
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dinaˆmica cao´tica. No sistema estudado nesta dissertac¸a˜o, na˜o ha´ nenhum tipo de curvatura que
influencie o movimento cao´tico, pore´m existe a interac¸a˜o dada pela forc¸a de Yukawa entre as
part´ıculas.
Os paraˆmetros relevantes utilizados neste trabalho foram: o alcance de interac¸a˜o α e a raza˜o
entre as massas das part´ıculas γ = m2/m1. Atrave´s da distribuic¸a˜o dos expoentes de Lyapunov
foi poss´ıvel demonstrar como o sistema se comporta quando varia´vamos estes paraˆmetros. Neste
trabalho estudamos dois valores espec´ıficos de α. No primeiro caso, fizemos α = 0, caracterizando
o limite de interac¸o˜es a longas distaˆncias. No segundo caso temos α = 10, representando o limite
de pequeno alcance de interac¸a˜o. Embora consideramos a interac¸a˜o entre as part´ıculas dada pelo
potencial de Yukawa observamos que em ambos os casos, para determinados valores de γ, aparecem
sinais de movimento integra´vel remanescentes do problema estudado por Casati et al. [72]; quando
α = 10 ale´m dos valores de γ, em que sinais de integrabilidade resistem a interac¸a˜o de Yukawa
entre as part´ıculas, em γ ∼ 1, 9 refere-se a um caso de pseudo-integrabilidade no problema de uma
part´ıcula aprisionada num bilhar triangular com aˆngulos racionais [17, 19]. Estas informac¸o˜es (de
grande relevaˆncia f´ısica) foram obtidas na distribuic¸a˜o dos expoentes de Lyapunov ma´ximos a
tempo-finito com maior probabilidade de ocorreˆncia PΛ(γ).
Com os resultados anal´ıticos obtidos para as matrizes no momento das coliso˜es, mostramos
que a interac¸a˜o entre as part´ıculas, durante a colisa˜o de uma delas com a parede, e o tempo
de atraso colisional sa˜o os responsa´veis pela dinaˆmica cao´tica. No limite de pequeno alcance
de interac¸a˜o (α = 10), mostramos que quando as duas part´ıculas esta˜o muito pro´ximas de uma
das paredes ocorre o que chamamos de duplas coliso˜es, que sa˜o essenciais para a gerac¸a˜o do
movimento cao´tico. Calculamos o valor me´dio do expoente de Lyapunov ma´ximo a tempo-finito
〈Λt(γ)〉, mostrando que ele decresce suavemente com o incremento da raza˜o de massas e que na˜o
fornece informac¸o˜es sobre detalhes da estrutura do espac¸o de fases. Entretanto, mostramos que
este tipo de informac¸a˜o e´ fornecida pela distribuic¸a˜o da probabilidade do expoente de Lyapunov
ma´ximo a tempo-finito P (Λt, γ). Esta distribuic¸a˜o revela que a dispersa˜o em torno de 〈Λt(γ)〉
aumenta quando as trajeto´rias aprisionadas esta˜o presentes no espac¸o de fases. Mostramos que o
nu´mero de ocorreˆncias do expoente de Lyapunov de maior probabilidade, extra´ıdo da distribuic¸a˜o
dos expoentes de Lyapunov, tambe´m e´ afetado pela existeˆncia de armadilhas dinaˆmicas no espac¸o
de fases.
Atrave´s do corte PΛ(γ), ao longo do expoente de Lyapunov a tempo-finito de maior probabi-
lidade de ocorreˆncia Λpt , obtivemos uma medida quantitativa da influeˆncia do movimento regular
e da presenc¸a de trajeto´rias aprisionadas no espac¸o de fases mesclado. Ale´m disso, a P (Λt, γ) for-
nece informac¸o˜es sobre a dinaˆmica integra´vel e pseudo-integra´vel remanescente das coliso˜es r´ıgidas,
para determinadas razo˜es de massas das part´ıcula. Mostramos que, para o sistema estudado nesta
dissertac¸a˜o, PΛ(γ) diminui quando aparecem estruturas regulares no espac¸o de fases e as razo˜es
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de massas aproximam-se dos casos em que a dinaˆmica e´ integra´vel (γ = 1, 3) no problema das
coliso˜es de part´ıculas r´ıgidas [72]. Observamos que o movimento regular dos casos integra´veis para
as coliso˜es de part´ıculas r´ıgidas resiste muito a perturbac¸o˜es nas interac¸o˜es suaves, resultando em
um movimento regular dos casos de pseudo-integrabilidade. Portanto, a dinaˆmica sob a influeˆncia
da interac¸a˜o de Yukawa, embora em princ´ıpio cao´tica, “lembra” a dinaˆmica regular no sistema
sem a interac¸a˜o de Yukawa. Certamente este e´ um pequeno efeito e por isso esperamos que, em
geral, o expoente de Lyapunov mais prova´vel, obtido da distribuic¸a˜o dos expoentes de Lyapunov
ma´ximos a tempo-finito fornec¸a uma ferramenta suscet´ıvel para provar globalmente detalhes da
dinaˆmica do espac¸o de fases. Em contraste com as sec¸o˜es de Poincare´, esta ferramenta e´ facil-
mente aplicada a sistema de alta dimensionalidade, onde trajeto´rias aprisionadas podem causar a
na˜o-ergodicidade do sistema devido a convergeˆncia parcial de uma certa quantidade de trajeto´rias
pro´ximas [81]. Em tais pontos de convergeˆncia, uma pequena famı´lia de trajeto´rias pro´ximas
inicialmente paralelas levara˜o a expoentes de Lyapunov que convergem suavemente no tempo.
Podemos citar como ide´ias de trabalhos futuros: calcular numericamente o espectro dos ex-
poentes de Lyapunov via matrizes apresentadas na sec¸a˜o de resultados anal´ıticos; aplicac¸a˜o do
me´todo de distribuic¸a˜o dos expoentes de Lyapunov a tempo-finito em sistemas com muitos graus
de liberdade, da mesma forma que fizemos neste trabalho. Estes estudos seriam essencialmente
nume´ricos.
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