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L’analisi urbana e territoriale 
 
Le città e i loro territori sono di fondamentale importanza nel mondo contemporaneo, 
essi sono stati oggetto di analisi per molti decenni, ed enormi progressi sono stati fatti 
nel comprendere molti dei fenomeni che li accompagnano e da cui sono caratterizzati. 
Tuttavia non esiste, come ad esempio per la fisica e la chimica, una teoria completa e 
unificata che spieghi tutte le molteplici sfaccettature di questi fenomeni correlati con la 
città e il territorio circostanti. L’analisi urbana e territoriale sono essenzialmente materie 
interdisciplinari, e questo fatto rappresenta una parte del problema: infatti, le differenti 
prospettive non devono essere forzate insieme, in maniera innaturale, per fornire una 
visione unitaria di ciò che ci circonda. Il territorio e le città in esso contenute sono degli 
elementi estremamente complessi, di conseguenza il raggiungimento di una efficace 
teoria, la quale possa essere poi applicata nella pianificazione e nelle politiche, ha 
rappresentato e rappresenta tuttora una delle più grandi sfide scientifiche dell’ultimo 
secolo (Wilson, 2000). 
 
Come si è detto le tematiche urbane e territoriali rivestono oggi un ruolo fondamentale, 
basti pensare infatti che l’Europa è uno dei continenti più urbanizzati del pianeta: circa 
il 75% della sua popolazione vive in aree urbane e il suo futuro è fonte di notevole 
preoccupazione. Più di ¼ del territorio europeo è ormai direttamente destinato ad usi 
urbani. Entro il 2020, circa l’80% degli europei vivrà in aree urbane. In 7 paesi, tale 
proporzione salirà al 90% o addirittura oltre. Pertanto, sta crescendo notevolmente la 
domanda di suolo disponibile all’interno o nei dintorni delle città. Nella vita quotidiana, 
tutti noi assistiamo a cambiamenti rapidi, tangibili e contrastanti nell’utilizzazione del 
territorio, che stanno rimodellando i paesaggi e modificando l’ambiente delle città e 
delle zone limitrofe, come mai prima d’ora. Le città tendono ad ingrandirsi, riducendo al 
minimo i tempi e le distanze che le separano le une dalle altre. Questa espansione si sta 
verificando in maniera non regolare in tutta Europa, per effetto di cambiamenti negli 
stili di vita e nei consumi, ed è comunemente denominata sprawl urbano o espansione 
urbana incontrollata. 
Le testimonianze di cui disponiamo dimostrano inequivocabilmente che questo 
fenomeno ha caratterizzato la crescita delle città in tutta Europa negli ultimi 50 anni 
(European Environmental Agency, 2006). 
 
Storicamente, la crescita delle città, in Europa, è sempre stata determinata dall’aumento 
della popolazione urbana. Oggi, invece, anche nei casi in cui la pressione demografica è 
irrilevante o addirittura inesistente, il fenomeno dell’espansione urbana incontrollata 
subisce l’influenza di diversi altri fattori, che scaturiscono dal desiderio di realizzare 
nuovi stili di vita in aree periferiche, lontane dal centro delle città. 
L’insieme di forze che danno origine a questi fenomeni include tendenze sia micro che 
macro economiche e sociali. La qualità del sistema di trasporti, il prezzo dei terreni, le 
preferenze abitative individuali, le tendenze demografiche, le tradizioni e i vincoli 
culturali, la forza di attrazione delle aree urbane esistenti, sono tutti fattori che orientano 
e determinano il tipo di sviluppo di un’area urbana. Un altro elemento cruciale è poi 
l’applicazione di politiche di pianificazione a livello sia locale sia regionale. 
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Per loro natura, le città sono luoghi in cui grandi masse di persone sono concentrate in 
aree ristrette. Questo presenta alcuni evidenti vantaggi in termini di sviluppo economico 
e sociale, e, sotto certi aspetti, può perfino recare benefici all’ambiente. Ciononostante, 
la popolazione delle grandi città continua a risentire di seri problemi ambientali 
localizzati, basti pensare all’esposizione al rumore, a situazioni di inquinamento 
atmosferico, gestione dei rifiuti, scarsa disponibilità di acqua dolce e insufficienza di 
spazi verdi. D’altro canto, l’attuale tendenza verso nuove aree urbane caratterizzate da 
minore densità sta determinando un aumento dei consumi, soprattutto in termini di 
suolo, ma non solo. 
 
Per risolvere tali problematiche emergenti, devono essere quindi ripensati i rapporti fra 
le diverse città, non più semplicemente gerarchici ma di tipo reticolare; vanno cambiate 
inoltre le logiche insediative, come ad esempio quelle relative alle attività industriali, al 
settore residenziale e soprattutto a quello dei servizi (per i cittadini, per la produzione, 
ma anche per lo stesso terziario). In questa logica si inserisce anche il presente lavoro di 
tesi, che rappresenta un’analisi scientifica supportata dalle tecnologie informatizzate, 
eseguita su di ambito territoriale europeo, nello spirito del presente dottorato di ricerca 
in “Scienze e Metodi per la Città e il Territorio Europei”. 
 
La pareidolia in ambito geografico 
 
Uno degli obiettivi della geografia è quello di descrivere i modi ordinati in cui gli 
insediamenti umani si distribuiscono nello spazio, nonché individuare metodologie per 
riconoscere tali configurazioni spaziali. Tuttavia è possibile argomentare che l’ordine 
non risiede nelle cose, ma piuttosto negli occhi di colui che le osserva. Infatti, se ci 
chiediamo ad esempio se gli insediamenti di una determinata regione seguano, oppure 
no, una logica ordinata e prevedibile; se varie zone di uso del suolo siano concentriche, 
oppure presentino una crescita ciclica; la risposta dipende largamente da ciò che noi 
siamo preparati a vedere, e da cosa siamo preparati ad accettare come ordine. Dalle 
parole del filosofo tedesco Christoph von Sigwart (1830-1904) sappiamo poi che “c’è 
molto più ordine nel mondo di ciò che appare a prima vista, che non viene scoperto fino 
a che tale ordine non viene cercato”. La mente umana opera da filtro rispetto alla realtà 
delle cose, decidendo cosa è importante considerare e cosa no, in base alla nostra 
conoscenza, conscia o inconscia, alle nostre esperienze, e anche in base alla sfera 
emotiva di ciascuno di noi. Ad esempio Sir Isaac Newton (1643-1727) una volta colpito 
in testa dalla mela, avrebbe potuto comporre una poesia, un sonetto oppure la storia di 
una mela, avrebbe potuto chiedersi come mai proprio quella mela decise di cadere 
proprio in quel momento proprio sulla sua testa. Invece di tutto ciò, da fisico, egli 
elaborò la teoria della gravità. La mela (e quindi la realtà) è la medesima, non cambia; 
ciò che cambia è invece quello che l’osservatore è in grado di vedere. 
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Figura 1. Cambiamenti nell'interpretazione delle forme spaziali, senza cambiamenti nei dati. 
Rivisitazione di un’opera di Maurits Cornelis Escher (1898-1972): Cielo e acqua I (1938). 
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Osservando l’opera di Escher, Cielo e acqua I (figura 1), nella zona centrale, è possibile 
notare una serie di immagini confuse, che potrebbero rappresentare dei dati spaziali di 
partenza. Man mano che si focalizza l’attenzione su alcuni dettagli, il cervello filtra le 
informazioni, eliminando tutti quegli elementi di sfondo, che non fanno parte di ciò che 
riteniamo sia la reale figura rappresentata. L’opera di Echer mostra come è possibile 
attribuire due differenti interpretazioni di alcune forme confuse nello spazio. 
Concentrandosi su ciò che rappresenta un pesce, si tende a eliminare tutti quei 
particolari che sono riferiti invece all’uccello, che nell’immagine riportata divengono 
blu come l’acqua. Al contrario concentrandosi sul volatile, tutto ciò che non appartiene 
ad esso viene cancellato dalla nostra mente, diventando progressivamente del colore del 
cielo. Non solo eliminiamo dei particolari che non sono ritenuti importanti in una 
interpretazione (che sono fondamentali nell’altra), ma addirittura tendiamo a vedere un 
numero di dettagli sempre maggiore, per ognuna delle due interpretazioni, che tuttavia 
non sono presenti nella figura caotica iniziale. 
 
La naturale e istintiva tendenza da parte dell’uomo a voler riconoscere schemi ordinati, 
anche laddove non sussistono, e trovare forme familiari all’interno di immagini confuse 
e disordinate, prende il nome di pareidolia (dal greco είδωλον, immagine, e παρά, 
simile). Potremmo definirla come un’illusione subcosciente insita nel nostro cervello, la 
quale tende a ricondurre a forme conosciute oggetti e profili, naturali o artificiali, in un 
contesto casuale. È una tendenza istintiva e automatica che fa scattare l'accostamento di 
forme familiari in immagini disordinate. Normalmente questo genere di associazione si 
manifesta sopratutto verso le figure e i volti umani, che i bambini fin dai primi anni di 
vita si allenano a riconoscere. A chiunque sarà capitato di osservare le nuvole e, dopo 
poco, riconoscere delle forme come, un gatto, un pesce, l'auto dei propri sogni, alcuni 
intravedono figure umane oppure volti di persone. Si tratta di un effetto ben noto in 
psicologia: il nostro cervello tende a ricercare un significato di fronte a stimoli 
particolarmente confusi e ambigui, che tuttavia un significato possono non averlo. 
 
Questi stimoli non sono solamente di tipo visivo, come abbiamo indicato fino ad ora, 
ma possono riguardare tutti i nostri sensi. Famosi sono gli esperimenti condotti in 
campo uditivo, i quali dimostrano che il nostro cervello è in grado di “sentire” dei suoni 
anche se questi non ci sono, ma semplicemente per il fatto che ce li aspettiamo. Per fare 
qualche esempio, prendiamo un’aria famosa e togliamo qui e là qualche nota musicale, 
il nostro cervello non sarà capace di percepirne la mancanza, in quanto si aspetta quella 
particolare nota in quella determinata posizione, e la sentirà anche in sua assenza. Un 
altro esempio potrebbe essere il fatto che possiamo riconoscere delle parole, o frasi in 
italiano (o comunque di un linguaggio a noi familiare), ascoltando una canzone in 
lingua straniera: un caso ben noto di pareidolia è l’udire frasi di senso compiuto (che nel 
caso specifico di alcuni famosi gruppi rock diventano frasi sataniche) semplicemente 
ascoltando al contrario i vecchi dischi in vinile. 
 
Non solo la mente è capace di attribuire un significato a degli stimoli esterni confusi, 
che un significato non l’hanno, ma può essere facilmente ingannata sfruttando queste 
sue debolezze: in campo visivo, basti pensare per esempio a tutte quelle immagini che 
rappresentano illusioni ottiche, nelle quali noi crediamo di riconoscere delle forme ben 
precise che invece non ci sono. 
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Figura 2. Rivisitazione di alcune opere dell’artista olandese Escher. 
 
A prima vista, guardando le opere di Escher (figura 2), sembrerebbe non esserci nulla di 
strano, se non fosse che il contenuto di tali immagini nella realtà non potrebbe esistere. 
Nel primo caso si assiste ad un paradosso, sembrerebbe una comunissima terrazza dalla 
quale però, salendo, ci si ritrova sulla medesima terrazza, ma sulla superficie opposta a 
quella di partenza. Nella seconda immagine, invece, pare di vedere una mongolfiera, 
che tuttavia non potrebbe essere gonfiata, né tantomeno potrebbe sollevarsi da terra. 
 
La Pareidolia non va però considerata dal lato strettamente negativo, ma possiede anche 
notevoli valenze positive. Basti pensare infatti, ad un archeologo intento a scavare su un 
terreno ritenuto potenziale luogo di ritrovamento di reperti antichi: cosa lo guiderà ad 
individuare un oggetto da recuperare? Di sicuro non saranno solo ed esclusivamente le 
nozioni tecniche acquisite. Il cervello sarà in grado di riconoscere le forme regolari nel 
caos della sabbia o di un terreno, così l'archeologo, in parte per istintivo meccanismo 
mentale e in parte per maturata conoscenza tecnica, individuerà un frammento di 
vasellame, un coperchio, una statuetta e quant’altro. Come già accennato pocanzi, il 
cercare qualcosa, di cui ci si aspetta a priori l’esistenza, è uno stimolo per il cervello a 
trovare quella determinata cosa, sia essa una immagine, un reperto antico, un suono o un 
parola, un particolare ingrediente in una ricetta, ecc… 
Sempre nella sua valenza positiva, la pareidolia può essere vista come un meccanismo 
di tipo evolutivo, affinato nel tempo, per garantire la sopravvivenza alle diverse specie. 
Infatti questa facoltà mentale, che permette all’individuo di riconoscere delle particolari 
immagini in un ambito confuso e caotico, può essere di grande aiuto nella ricerca delle 
prede e quindi ottenere il sostentamento necessario per la giornata, oppure nella 
individuazione di possibili predatori nascosti nella fitta vegetazione, consentendo a tale 
individuo di fuggire prima che il predatore sferri il suo attacco. 
Di seguito in figura 3, viene proprio rappresentata questa capacità del cervello di 
elaborare le immagini visive, riconoscendo la figura di una leonessa mimetizzata nella 
savana. 
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Figura 3. Una leonessa nascosta nella fitta vegetazione della savana. 
 
Ritornando alla geografia, la continua ricerca di forme d’ordine nella struttura degli 
insediamenti urbani, a nostro avviso si tratta di un tipico caso di pareidolia: si trova un 
ordine proprio perché si crede alla sua esistenza, anche se esso non esiste affatto. Un 
esempio classico nella teoria localizzativa è il modello delle località centrali di Walter 
Christaller, il quale organizza le città in maniera estremamente ordinata sul territorio. Si 
vedrà nei capitoli seguenti, che tale ordine non è empiricamente verificato, e che pur 
essendoci dei meccanismi economico-sociali che determinano la posizione di una città 
nello spazio, essi sono talmente blandi che la configurazione risultante osservata è 
molto più simile ad una distribuzione casuale di punti sul territorio, che per questo noi 
potremmo definire pseudo-random. 
 
Finalità e struttura dello studio 
 
La finalità di questo studio è sostanzialmente quella di indagare i pattern spaziali che gli 
insediamenti urbani formano distribuendosi sul territorio, nonché studiare il numero e la 
grandezza in termini di popolazione di tali insediamenti, utilizzano delle metodologie 
innovative che rappresentano un superamento delle teorie classiche. 
 
Il presente lavoro di tesi è essenzialmente strutturato in due grandi parti: lo studio delle 
basi teoriche fondamentali e, in secondo luogo, la verifica di tali basi teoriche attraver-
so l’ausilio di osservazioni empiriche eseguite sul territorio, nonché la realizzazione di 
un modello di simulazione, implementato in un software, che ha permesso di confronta-
re alcune realtà territoriali europee, con i pattern territoriali generati dal modello e quelli 
provenienti dalle teorie classiche riportate nella prima parte. 
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La prima parte che esamina le basi teoriche di tutto il lavoro, si divide a sua volta in due 
capitoli. Il primo capitolo è dedicato allo studio della legge di potenza e in generale di 
tutte quelle grandezze che si distribuiscono come una power law. Questa legge è 
presente in moltissime discipline, prendendo nomi differenti in ciascuna di esse, e 
accade spesso che l’estrema varietà di contributi e l’enorme mole di informazioni che la 
accompagna, sia fonte di incomprensioni e fraintendimenti, oltre che di nozioni erronee. 
Si cerca quindi, in questo capitolo, di fare chiarezza sulla teoria della legge di potenza, 
sulle sue proprietà, nonché sull’equivalenza delle sue differenti rappresentazioni. 
Il secondo capitolo riguarda invece i classici modelli localizzativi, come possono essere 
ad esempio quello di Christaller (la teoria delle località centrali) e di Lösch, i quali 
hanno sviluppato una teoria economico-geografica, per spiegare la distribuzione delle 
città sul territorio, il loro numero e i livelli gerarchici a cui esse appartengono. In questo 
capitolo verrà mostrata anche la relazione che intercorre fra la teoria gerarchica delle 
località centrali e la legge di potenza di cui si è discusso nel primo capitolo. 
 
La seconda parte contiene sia riferimenti teorici necessari alla comprensione delle 
analisi e delle simulazioni effettuate, sia verifiche empiriche eseguite utilizzando i dati 
di popolazione e cartografici provenienti da differenti istituti di statistica europei. Più in 
dettaglio il terzo capitolo tratta della legge di potenza riferita tuttavia unicamente agli 
insediamenti urbani, in particolare nella forma della regola rango-dimensione: come 
questa è stata sviluppata e studiata dai vari autori; come può essere applicata agli studi 
territoriali; l’analisi dei sui parametri di riferimento; e la verifica che tale regola si 
ritrovi effettivamente nei sistemi di città reali, utilizzando a tale scopo i dati dei 
principali Paesi europei (nonché di altre nazioni del Mondo per ulteriore conferma).  
Il quarto capitolo è incentrato invece sulla possibilità di simulare una distribuzione 
power law, utilizzando differenti modelli generativi. Vengono riportate dalle tecniche 
più rilevanti a quelle più complesse, da quelle più comuni a quelle che necessitano di 
condizioni molto particolari per generare una legge di potenza. Questo capitolo mostra 
la varietà di contributi, provenienti da varie discipline, riguardante questa complessa 
materia di studio, da cui si prenderà spunto nella realizzazione di un modello simulativo 
adatto a generare una power law degli insediamenti urbani presenti in un particolare 
territorio. 
L’ultimo di questa seconda parte, il quinto capitolo, è dedicato all’esposizione del 
modello localizzativo di simulazione da noi prodotto, in grado di generare in maniera 
dinamica una power law nello spazio, cioè un determinato numero di centri urbani, 
distribuiti uniformemente sul territorio, la cui popolazione segue una legge di potenza. 
Una volta spiegato il funzionamento del modello, che è stato implementato in un 
software, esso sarà utilizzato per simulare alcuni dei territori europei. In questo capitolo 
vengono riportate le analisi effettuate sul confronto fra i territori reali, i medesimi 
territori simulati, e quelli ideali provenienti dalla teoria delle località centrali, nonché 
vengono presentati alcuni metodi per stimare la casualità dei pattern territoriali. 
 
Il lavoro di tesi di dottorato qui descritto si chiuderà poi con un capitolo dedicato alle 
conclusioni, dove verranno riportati in sintesi i risultati raggiunti, le critiche e 
osservazioni sui modelli di localizzazione classici, e gli sviluppi futuri di questi 
argomenti che sono ancora al centro di numerosi dibattiti. 
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1.1 La legge di potenza 
 
Molte delle grandezze che si possono osservare in natura sono distribuite attorno ad un 
valore medio, con una varianza relativamente limitata. Un esempio tipico può essere 
rappresentato dall’altezza di un uomo adulto, che in Italia si aggira intorno a 175 cm. 
Possiamo misurare delle variazioni attorno a questo valore, ma non troveremo mai degli 
uomini alti 10 cm, oppure 500 cm. Un altro esempio è la velocità media di un veicolo in 
autostrada, la quale presenta una distribuzione a campana (Gaussiana) attorno ad un 
valore medio di 120 km/h in condizioni di traffico scorrevole: questo significa che molti 
utenti percorrono il tratto autostradale ad una velocità prossima a quella media, mentre 
pochi utenti procedono ad una velocità molto maggiore, o molto minore della media. 
 
x
fr
eq
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Figura 1.1. Tipica distribuzione Gaussiana di una grandezza. 
 
Tuttavia non tutte le grandezze presentano valori concentrati attorno ad un valore 
medio, ma questi possono variare all’interno di una vasta gamma di ordini di grandezza 
e addirittura non avere una media finita. Questo è il caso di tutte quelle grandezze che si 
distribuiscono come una legge di potenza. Tornando all’esempio fatto in precedenza, 
considerando questa volta l’altezza (o più in generale la massa) di tutte le specie di 
esseri viventi non si avrà più una gaussiana, ma una legge di potenza. 
 
Definizione 
 
Una legge di potenza (anche detta in inglese power law) è per definizione una funzione 
del tipo: 
 
αxCxy ⋅=)(      (1.1) 
 
dove C e α sono due costanti reali. C è detta costante moltiplicativa, mentre α è detto 
esponente della legge di potenza. 
Esistono innumerevoli processi fisici che sono ben descritti da questa legge. Di seguito 
vengono riportati alcuni fra gli esempi più noti. 
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? Lo spazio percorso s, in funzione del tempo t, da un corpo che cada liberamente 
sotto l’azione del campo gravitazionale terrestre, è dato da: 
2
2
1)( gtts =   (α = 2)       (1.2) 
? Il periodo di oscillazione T di una massa m, vincolata ad una estremità da una molla 
di costante elastica k, è dato da: 
k
mkT π2)( =   (α = -1/2)      (1.3) 
? La forza di attrazione F esercitata fra due corpi di massa m1 ed m2, i cui centri di 
massa si trovano ad una distanza d, è data da: 
2
21)(
d
mmGdF =   (α = -2)      (1.4) 
 
Una delle proprietà più interessanti di questa legge sta nella sua rappresentazione 
grafica: infatti passando ad una rappresentazione in scala bi-logaritmica si ottiene una 
retta il cui coefficiente angolare è dato da α, mentre C è proporzionale al temine noto. 
Dalla (1.1) per le proprietà dei logaritmi si ottiene: 
 
Cxy log)log()log( += α     (1.5) 
 
che appunto rappresenta l’equazione di una retta in scala bi-logaritmica. 
Fra tutte le possibili leggi di potenza vengono considerate in questo lavoro solamente 
quelle con esponente α negativo, le quali, come vedremo in seguito parlando di 
distribuzioni statistiche, presentano una proprietà particolarmente interessante: sono 
moltissimi i dati per bassi valori della grandezza y, mentre sono pochissimi per alti 
valori di y. Detto in altre parole la frequenza delle osservazioni è inversamente 
proporzionale alla dimensione della grandezza osservata.  
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Figura 1.2. Legge di potenza con esponente negativo e sua rappresentazione in scala bi-logaritmica. 
 
In figura 1.3 vengono mostrate le distribuzioni di dodici differenti grandezze misurate in 
fisica, biologia, tecnologia, e sistemi sociali di vario tipo. Tutte sembrano seguire la 
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legge di potenza. L’ubiquità del comportamento power law nel mondo naturale ha 
portato gli scienziati ad immaginare che esista un singolo, semplice, ma ancora celato 
meccanismo che leghi insieme tutti questi differenti sistemi (Newman, 2005). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.3. Differenti grandezze che seguono la distribuzione power law. Sulle ascisse si riporta il valore 
della grandezza e sulle ordinate la sua frequenza. 
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a) Frequenza delle parole: la distribuzione del numero di volte che una parola 
occorre in un tipico testo della lingua inglese, in questo caso nella novella Moby 
Dick (Estoup, 1916). Simili distribuzioni si ritrovano anche in altri linguaggi. La 
frequenza con cui le parole vengono usate sembra seguire una power law e tale 
osservazione fu esaminata in dettaglio e confermata da Zipf (1949). 
b) Citazioni di articoli scientifici: il numero di citazioni ricevute da un articolo 
scientifico sembra avere una distribuzione power law. I dati sono presi dal 
Science Citation Index (Redner, 1998) e sono riferiti agli articoli pubblicati nel 
1981. Il grafico mostra la distribuzione del numero di citazioni di un articolo 
fatte tra la sua pubblicazione e il giugno del 1997. 
c) Collegamenti ad un sito: la distribuzione del numero di collegamenti ad un sito 
durante una singola giornata, da parte di un sottogruppo di utenti del servizio 
internet AOL, segue una power law e il sito più visitato al momento della 
indagine risultò essere www.yahoo.com (Adamic e Huberman, 2000).  
d) Copie di libri venduti: la distribuzione del numero totale di copie vendute in 
America dei 633 bestseller che abbiano venduto più di due milioni di copie tra il 
1895 e il 1965. I dati furono raccolti durante un lungo periodo da Alice Hackett 
(Hackett, 1967). Il libro più venduto durante questo periodo risultò essere “The 
common sense book of baby and child care”. 
e) Chiamate telefoniche: la distribuzione del numero di chiamate ricevute in un 
singolo giorno da 51 milioni di utenti AT&T, servizio di chiamate a lunga 
distanza per gli Stati Uniti. Il maggior numero di chiamate ricevute da un cliente 
in un determinato giorno risultò di 375.746, circa 260 chiamate al minuto. 
Distribuzioni simili sono state trovate per il numero di telefonate fatte dagli altri 
utenti e anche per il numero di messaggi mail inviati e ricevuti. 
f) La magnitudo dei terremoti: la distribuzione della magnitudo nella scala 
Richter dei terremoti che hanno avuto luogo in California tra il gennaio del 1910 
e il maggio del 1992, come catalogato nel Catalogo dei Terremoti di Berkeley. 
La magnitudo di Richter è definita come il logaritmo in base 10 della massima 
ampiezza del moto ritrovato durante il terremoto ed è tracciata sull’asse 
orizzontale del grafico, che è tracciata come lineare, ma in realtà è in scala 
logaritmica. La relazione power law nella distribuzione dei terremoti è quindi tra 
ampiezza e frequenza (Gutenberg e Richter 1944). 
g) Il diametro dei crateri lunari: la distribuzione del diametro dei crateri lunari. 
Invece di misurare il numero di crateri su tutta la superficie lunare, l’asse 
verticale è stato normalizzato per misurare il numero di crateri per km2, il che 
spiega perché l’asse delle ascisse presenti valori inferiori a uno, diversamente 
dagli altri grafici (Neukum e Ivanov 1994). 
h) Intensità dei raggi solari: la distribuzione del picco dell’intensità di raggi 
gamma del sole. Le osservazioni furono condotte tra il 1980 e il 1989 con uno 
strumento conosciuto sotto il nome di “Hard X-Ray Burnst Spectrometer” 
collocato a bordo di un satellite lanciato nel 1980. I dati sono forniti dalla Nasa. 
i) Intensità delle guerre: la distribuzione dell’intensità di 119 guerre tra il 1816 e 
il 1980. L’intensità è definita dal numero di morti in battaglia di tutti i paesi 
partecipanti alla guerra, diviso il numero della popolazione di tale paesi 
moltiplicato per 10.000. Per esempio, l’intensità della Seconda Guerra Mondiale 
era 141,5 e la peggior guerra durante il periodo preso in considerazione fu quella 
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più piccola, ma orribilmente distruttiva tra Paraguay e Bolivia dal 1932 al 1935 
con un’intensità di 382,4 (Small e Singer, 1982).  
j) La ricchezza delle persone più facoltose: la distribuzione della ricchezza totale 
delle persone più facoltose degli Stati Uniti. La ricchezza è definita in base al 
valore totale corrente in dollari dei possedimenti di un certo individuo al netto 
dei suoi debiti. Ad esempio, quando i dati furono compilati, la persona più ricca 
d’America , William H. Gates III, possedeva 46 bilioni di dollari, il più dei quali 
dovuti al valore della sua compagnia, la Microsoft Corporation. I dati sono 
ricavati dalla rivista Forbes del 6 Ottobre 2003. 
k) La frequenza dei nomi di famiglia: la distribuzione della frequenza di 
occorrenza degli 89000 nomi di famiglia più comuni negli Stati Uniti, come 
catalogati nel US Census Bureau nel 1990. Distribuzioni simili sono osservate 
per nomi in altre culture e altre nazioni, anche se non per tutti i casi: i nomi delle 
famiglie Coreane ad esempio sembrano seguire una distribuzione esponenziale 
(Zanette e Manrubia, 2001). 
l) La popolazione delle città: la distribuzione della popolazione umana delle città 
Americane come catalogato dal US Census Bureau nel 2000. 
 
Poche distribuzioni del mondo reale seguono la power law in tutto il loro intero range, 
ed in particolare non per piccoli valori della variabile misurata. La figura 1.3 mostra 
distribuzioni con una grande varietà di comportamenti per piccoli valori della grandezza 
in esame; la forma di linea retta della power law si trova solo per i valori più alti. Si 
sente così spesso dire che una distribuzione di tale tipo presenta una coda power 
law (Newman, 2005). Estrarre perciò il valore dell’esponente α può essere in alcuni casi 
complesso, poiché ci costringe a scegliere un valore minimo della grandezza in esame, 
per il quale troncare la distribuzione.  
 
Grandezza xmin esponente (α) 
a) frequenza delle parole 
b) citazioni di articoli scientifici 
c) collegamenti ad un sito 
d) copie di libri venduti 
e) chiamate telefoniche 
f) magnitudo dei terremoti 
g) diametro dei crateri lunari 
h) intensità dei raggi solari 
i) intensità delle guerre 
j) la ricchezza delle persone più facoltose
k) la frequenza dei nomi di famiglia 
l) popolazione delle città 
1 
100 
1 
2 106 
10 
3.8 
0.01 
200 
3 
6 108 
10000 
40000 
2.20 
3.04 
2.40 
3.51 
2.22 
3.04 
3.14 
1.83 
1.80 
2.09 
1.94 
2.30 
 
Tabella 1.1. Stima degli esponenti per ciascuna delle distribuzioni riportate in figura 1.3. 
 
 
 
1. La distribuzione power law 
 
18 
1.2 I processi stocastici 
 
E’ esperienza comune che vi siamo molti fenomeni empirici la cui osservazione, anche 
se effettuata nelle medesime condizioni, non porti ai medesimi risultati: per esempio 
quando si effettua il lancio di un dado può presentarsi, in modo del tutto imprevedibile, 
una qualunque delle sei facce. 
Siamo di conseguenza indotti a ricercare un modello matematico adatto allo studio di 
quei fenomeni che non manifestano una regolarità deterministica, in quanto la loro 
osservazione, relativamente ad un medesimo insieme di circostanze, può portare a 
risultati differenti: quello che stiamo cercando è un modello stocastico. 
 
Le variabili utilizzate da questo tipo di modelli vengono chiamate variabili aleatorie 
(anche dette variabili casuali). 
 
Si consideri un esperimento casuale, il cui spazio di probabilità sia (S , P) dove S è lo 
spazio degli eventi, ossia l’insieme di tutti i possibili risultati osservabili per il 
fenomeno (nel caso del dado sono tutte le 6 facce), e P è la funzione di probabilità che a 
ciascun evento di S associa la probabilità che esso si verifichi (per un dado non truccato 
la probabilità associata ad ogni faccia è 1/6). 
Si consideri inoltre una funzione definita come segue: 
 
ℜ→SX :      (1.6) 
 
cioè una funzione che a ciascun evento contenuto in S associ un certo valore numerico 
nel campo dei numeri reali ℜ. Da notare che non si tratta di una funzione di probabilità, 
ma di una semplice funzione analitica che fa corrispondere, a ciascun evento, un certo 
valore assegnato in un modo prestabilito (utilizzando l’esempio del dato alle diverse 
facce viene dato un valore da 1 a 6; oppure per una moneta si danno a testa e croce i 
valori 0 e 1). Una qualsiasi funzione del tipo di X prende il nome di variabile aleatoria 
(o variabile casuale). 
 
Nella teoria della probabilità un processo stocastico è una generalizzazione dell'idea di 
variabile aleatoria, e può intuitivamente essere interpretato come una variabile casuale 
che prenda valori in spazi più generali dei numeri reali (come ad esempio, ℜn , o spazi 
funzionali, o successioni di numeri reali). Pertanto, è in genere possibile identificare un 
processo stocastico come una famiglia di variabili aleatorie reali. 
 
Funzione di densità di probabilità 
 
Si consideri una generica variabile aleatoria k-dimensionale kSX ℜ→: . Noi diremo 
che si tratta di una variabile aleatoria X continua se esiste una funzione 
 
ℜ→ℜkXf :      (1.7) 
 
La funzione Xf  è detta funzione di densità di probabilità (fdp) se gode delle seguenti 
tre proprietà caratteristiche: 
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? kX xxf ℜ∈∀≥           0)(  
? ∫∞∞− = 1)( dxxf X  
? ∫=∈ℜ⊂∀ A Xk dxxfAXPA )(][:  
 
Quest’ultima proprietà indica che preso un qualunque sottoinsieme A di ℜk, la 
probabilità che i valori riscontrati per X facciano parte di A è data dall’integrale della 
suddetta funzione. 
 
Distribuzione cumulata di una variabile aleatoria continua 
 
Si supponga di avere una variabile aleatoria continua X, e che Xf  sia la sua funzione di 
densità di probabilità. Dato un qualsiasi punto x di X, la probabilità che la variabile X 
assuma un valore minore o al più uguale a x è data da: 
 
∫ ∞−=≤ x X dxxfxXP )(][     (1.8) 
 
Si definisce funzione di distribuzione cumulata (oppure funzione di ripartizione) la 
funzione reale XF  di una variabile aleatoria reale e continua X definita come segue: 
 
     ∫ ∞−=≤= x XX dxxfxXPxF )(][)(     (1.9) 
 
Che gode delle seguenti proprietà caratteristiche: 
 
? 1)(lim =+∞→ xFXx  
? 0)(lim =−∞→ xFXx  
? XF  è una funzione continua 
? XF è monotona non decrescente 
 
 
Figura 1.4. Funzione di densità di probabilità e distribuzione cumulata di una variabile aleatoria X con 
distribuzione Gaussiana (o Normale). 
1 
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1.3 Le proprietà della distribuzione power law 
 
Una volta definite le variabili aleatorie, la funzione di densità di probabilità, la funzione 
di distribuzione cumulata, e le loro caratteristiche più generali, ci concentriamo ora sulle 
proprietà che possiede una variabile aleatoria distribuita secondo la legge di potenza. 
 
Una variabile aleatoria X continua, distribuita secondo una legge di potenza1 con 
esponente negativo, possiede una funzione di densità di probabilità che è data da: 
 
α−⋅= xCxf X )(     (1.10) 
 
Dove α è un numero reale positivo (α > 0), e la costante C ha il compito in questo caso 
di far sì che la distribuzione abbia come somma 1, cioè che, come visto in precedenza, 
l’integrale della (1.10) su tutto il suo domino fornisca come risultato uno. 
 
 
Figura 1.5. Distribuzione Power Law e la sua distribuzione cumulata. 
 
Identificare un comportamento power law sia nei sistemi naturali, che nei sistemi 
antropici può risultare un procedimento molto complesso, e la strategia più comune è 
quella di sfruttarne la tipica caratteristica di rappresentare una retta di coefficiente 
angolare α, in doppia scala logaritmica. Tuttavia, come vedremo in seguito, utilizzare 
un semplice istogramma delle frequenze, riportandolo in scala bi-logaritmica per 
verificare se assomigli o meno ad una retta, nella maggior parte dei casi non è il modo 
corretto di procedere. 
 
La figura 1.6a mostra un campione di dati sintetici (un milione di numeri reali generati 
random) che seguono una distribuzione di probabilità power law, con esponente α pari a 
2,5. Per rivelare la presenza di una legge di potenza è conveniente disegnare questa 
curva in scala bi-logaritmica, in modo da farne emergere la tipica forma lineare (figura 
1.6b). Tuttavia, come si può osservare, questo grafico non è poi così adeguato: infatti, la 
                                                 
1 Si fa presente che esiste una differenza concettuale fra Power Law e Distribuzione power law. La prima 
è una relazione matematica fra due variabili x e y; la seconda fornisce la probabilità di trovare un valore x 
all’interno di un campione di dati osservati. 
1 
0
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coda destra della distribuzione presenta un andamento caotico2. Un modo di procedere 
in questa situazione potrebbe essere l’eliminazione di quella parte di dati che genera 
l’andamento caotico, sennonché tali valori il più delle volte forniscono informazioni 
molto interessanti riguardo alla distribuzione stessa. 
 
 
 
Figura 1.6. Distribuzione power law di un campione generato random con esponente α = 2,5. 
 
Una soluzione alternativa è quella di non considerare costante l’ampiezza degli 
intervalli di campionamento3, ma di farla variare in modo che ogni intervallo sia un 
multiplo fisso di quello precedente (campionamento logaritmico). Nel caso della 
figura 1.6c si è scelto il 2 come multiplo (in modo da avere intervalli di ampiezza pari a 
0.1, 0.2, 0.4, 0.8, …). Facendo questo risulta anche necessario normalizzare il campione 
rispetto all’ampiezza dei nuovi intervalli in cui cadono i suoi valori, in modo che la 
frequenza sia indipendente dall’ampiezza degli intervalli stessi. 
 
Gli intervalli nella coda della distribuzione avranno più campioni di quelli che 
avrebbero avuto in presenza di intervalli di ampiezza costante, riducendo quindi gli 
errori statistici presenti nella parte destra del grafico (figura 1.6b). Tuttavia nonostante 
                                                 
2 Questo andamento caotico è dovuto alla presenza di fluttuazioni statistiche che diventano molto più 
rilevanti in scala bi-logaritmica al diminuire del valore dei campioni presenti in ogni intervallo. 
3 Gli intervalli di campionamento sono intervalli (o classi) in cui viene diviso il campione. Il numero di 
elementi presente in ogni intervallo fornisce la frequenza assoluta di quella determinata classe. 
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l’utilizzo del campionamento logaritmico la coda della distribuzione rimane ancora 
leggermente caotica. Questo fatto è dimostrabile come segue. 
Supponiamo infatti che il limite inferiore del più piccolo intervallo sia xmin e che 
l’intervallo successivo sia un suo multiplo pari ad b. Allora il k-esimo intervallo si 
estende da xk-1  fino a xk (oppure da xmin bk-1 fino a xmin bk ), e il numero atteso di 
elementi per questo intervallo è dato da: 
 
1
min
1
)(
1
1      )(
11
+−
−
−
−
−=⋅= ∫∫ −− α
α
α
α
kx
x
x
x X
bxbCdxxCdxxf k
k
k
k
  (2.11) 
 
Ne segue che per α > 1 il numero di elementi per ogni intervallo diminuisce al crescere 
di k, e gli intervalli nella coda della distribuzione avranno più rumore statistico 
(comportamento caotico) di quelli che li precedono. Essendo la maggior parte delle 
distribuzioni power law presenti in natura con esponente 32 ≤≤ α , una coda così 
caotica risulta essere la norma (vedi tabella 1.1). 
 
Un modo molto più efficace di rappresentare un campione di dati distribuito secondo la 
power law è quello di utilizzarne la funzione di distribuzione cumulata (figura 1.6d). 
Di conseguenza, invece di riportare sul grafico un semplice istogramma dei dati, viene 
calcolata la probabilità P che X abbia un valore maggiore o uguale a x: 
 
∫∞=≥= x XX dxxfxXPxF )(][)(     (1.12) 
 
Che essendo una distribuzione power law data dalla (1.10), allora: 
 
)1(
1
)( −−
∞ −
−=⋅= ∫ αα α xCdxxCxF xX     (1.13) 
 
Come si vede anche la funzione di distribuzione cumulata è una legge di potenza, ma 
con un diverso esponente α-1 (cioè l’esponente originario diminuito di uno). Tracciando 
questa funzione in scala bi-logaritmica si otterrà sempre una retta, ma con una 
inclinazione minore4. Da notare è anche che a differenza dei casi precedenti non è più 
necessario campionare i dati: per definizione la funzione di distribuzione cumulata è ben 
definita per ogni x e per questo è possibile disegnarla come una qualsiasi funzione 
continua, senza perdita di alcuna informazione. 
 
Molto spesso la distribuzione cumulata di un campione che segue una legge di potenza, 
come la (1.13), viene denominata Legge di Zipf, oppure Distribuzione di Pareto, dal 
nome dei primi due studiosi che analizzarono questa distribuzione. Questi due modi di 
rappresentazione differiscono solamente sulla scelta dell’asse da utilizzare per la 
grandezza in esame: Pareto sulle ascisse, mentre Zipf sulle ordinate. Questo genera 
spesso confusione in letteratura, senza considerare poi se ci si stia riferendo alla 
distribuzione cumulata, oppure alla funzione di densità di probabilità. Nel paragrafo 
                                                 
4 In figura 1.6d la pendenza della retta sembra identica alle altre, in realtà la scala utilizzata per le ordinate 
è differente. Utilizzando la medesima scala si osserverebbe una retta con inclinazione minore. 
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successivo verrà fatta chiarezza sui vari tipi di rappresentazione della legge di potenza, e 
sui diversi nomi con i quali viene indicata. 
 
Per quanto riguarda il campione in figura 1.6, conosciamo già il valore dell’esponente, e 
come affermato in precedenza è facile calcolarlo come coefficiente angolare della retta 
in scala bi-logaritmica. Qui si propone un metodo alternativo, semplice e affidabile per 
il calcolo dell’esponente della legge di potenza, il quale rappresenta una questione 
nevralgica in questo lavoro. 
 
1
1 min
ln1
−
=
⎥⎦
⎤⎢⎣
⎡+= ∑n
i
i
x
xnα     (1.14) 
 
Dove n è il numero di elementi del campione, e xmin è il valore minimo da cui partire a 
considerare la coda power law della distribuzione. 
 
Vediamo ora in dettaglio alcune proprietà della distribuzione power law, come la 
normalizzazione, il valore medio e l’invarianza di scala, che risultano particolarmente 
utili per la sua comprensione. 
 
La normalizzazione 
 
La costante C nell’equazione (1.10) è fornita dalla richiesta di normalizzazione, infatti 
l’integrale della funzione di densità di probabilità su tutto il dominio deve essere 1 
(vedere le proprietà della fdp)5:  
 
1   ][
1
        )(
min
minmin
1 =−=⋅=
∞+−∞ −∞ ∫∫ xxx X xCdxxCdxxf αα α   (1.15) 
 
Si intuisce immediatamente come questo integrale abbia senso solamente per α > 1, 
altrimenti divergerebbe: una legge di potenza con esponente minore dell’unità non può 
essere normalizzato e non è nemmeno frequente in natura. 
 
Se α > 1 allora dalla (1.15) si ottiene: 
 
     1min)1(
−−= αα xC      (1.16) 
 
E l’espressione normalizzata corretta per la power law diventa: 
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x
xf X     (1.17) 
 
Molte distribuzioni seguono la power law solamente in una parte del loro intero range, e 
solitamente vengono troncate per bassi valori della grandezza x. Cioè, accade che al di 
                                                 
5 In altre parole la probabilità che un x preso a caso appartenga al dominio della (1.10) deve valere uno. Si 
ricorda inoltre che la probabilità assume valori fra 0 e 1. 
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sotto di certi valori xmin della grandezza considerata, la distribuzione si discosta 
sensibilmente dalla power law (questo fatto è ben osservabile utilizzando un grafico in 
doppia scala logaritmica, vedi figura 1.3). In questa situazione la normalizzazione 
risulta indispensabile. 
 
Il valor medio 
 
Il valor medio della power law è per definizione dato dall’integrale della funzione di 
densità di probabilità moltiplicata per x: 
 
[ ]∞+−∞ +−∞ −=⋅==〉〈 ∫∫ minminmin 21 2        )(    xxx X xCdxxCdxxxfx αα α   (1.18) 
 
Da notare che l’espressione (1.18) diviene infinita per α ≤ 2. Le power law con un 
esponente inferiore a 2 non hanno media finita. Questo accade ovviamente se il dominio 
del campione non è limitato. Risulta invece sempre possibile conoscere la media di un 
campione che sia limitato inferiormente (xmin) e superiormente (xmax). 
La divergenza dell’espressione (1.18) per valori di α inferiori a 2 indica che prendendo 
campioni con un numero di elementi via via sempre più grande, la stima del valore 
medio crescerà senza limite. 
 
Per α > 2 comunque la media non diverge e si assesta su un valore finito nonostante la 
dimensione del campione. Risolvendo la (1.18) si ottiene: 
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1 xx −
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α      (1.19) 
 
Allo stesso modo è possibile calcolare il valore dei momenti di ordine m 〉〈 mx , per m 
inferiore ad α (m < α), che altrimenti divergerebbe: 
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x min1
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α      (1.20) 
 
Si ricorda che il momento di primo ordine è la media, il momento di secondo ordine è la 
varianza o deviazione standard, quello di terzo ordine è l’indice di asimmetria e quello 
di quarto ordine è l’indice di curtosi. 
 
L’invarianza di scala 
 
La power law molte volte viene anche chiamata distribuzione a invarianza di scala (o 
scale-free), questo perché è l’unica distribuzione che rimane identica a qualsiasi scala di 
osservazione viene studiata. Questa è una proprietà tipica delle figure frattali, non a 
caso l’equazione fondamentale della geometria frattale6 è una legge di potenza: 
 
                                                 
6 Per ulteriori approfondimenti sulla geometria frattale fare riferimento alla appendice A1 di questa tesi, 
vedere anche Mandelbrot (1987), Caglioni e Rabino (2004). 
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DrCrN −⋅=)(   per 21 ≤≤ D    (1.21) 
 
Dove N è il numero di cerchi di raggio r necessari a ricoprire l’intera figura, mentre D è 
detta dimensione frattale (o dimensione di Hausdorff). C è semplicemente una costante 
di proporzionalità. 
 
Per definizione, una distribuzione si dice a invarianza di scala se la sua funzione di 
densità di probabilità gode della seguente proprietà, per ogni valore di b: 
 
      )()()( xfbgbxf ⋅=     (1.22) 
 
Cioè se si aumenta la scala, oppure l’unità di misura di x, moltiplicando per un fattore b, 
la forma della distribuzione di partenza rimane invariata, a meno di una costante 
moltiplicativa generale. Per fare un esempio, se la dimensione dei file su un computer 
fossero distribuiti secondo una legge di potenza e i file di 2MB fossero ¼ dei file di 
1MB, allora andando ad osservare i file da 2GB troveremmo che sono esattamente ¼ 
dei file da 1GB. 
Questa proprietà scale-free è certamente falsa per molte delle distribuzioni conosciute, 
un esempio lampante potrebbe essere la distribuzione esponenziale ex, anzi, addirittura 
questa proprietà è verificata solo per un tipo di distribuzione, la power law. 
 
Partendo dall’equazione (1.22) e ponendo x = 1 è possibile calcolare il valore della 
funzione g(b): 
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f
bfbg =       (1.23) 
 
Sostituendo la (1.23) nella (1.22) si ottiene: 
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Dovendo questa equazione essere vera per ogni valore di b, è possibile differenziare 
entrambi i membri rispetto a b, ottenendo così: 
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Dove 'f  indica la derivata della funzione f  rispetto al suo argomento. Ponendo b = 1 
si ottiene: 
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Questa è una semplice equazione differenziale di primo ordine, che ha come soluzione: 
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Ponendo nella (1.27) x = 1, si trova che il valore della costante è pari a ln f(1), e facendo 
l’esponenziale di entrambi i membri si ottiene un’equazione ben nota: 
 
α−⋅= xfxf )1()(      (1.28) 
 
Dove )1(/)1( 'ff−=α . Come si vede la power law è l’unica distribuzione che soddisfi 
la proprietà di invarianza di scala definita dalla (1.22). Tuttavia bisogna ricordare che 
esistono alcuni sistemi che presentano caratteristiche scale-free per determinati valori 
dei loro parametri, in quella che viene chiamata transizione di fase. 
 
1.4 Power law - Zipf - Pareto - 1/f - 80/20 
 
In letteratura sono molteplici i nomi che vengono attribuiti alla legge di potenza, e il più 
delle volte essi si riferiscono ad una particolare rappresentazione della legge stessa. 
Come già visto nei paragrafi precedenti la legge fondamentale della geometria frattale 
altro non è che una power law, e passando dalla sua funzione di densità di probabilità, 
alla funzione di distribuzione cumulata si incontrano altre due denominazioni: legge di 
Zipf e distribuzione di Pareto. 
 
La legge di Zipf, anche detta legge rango-dimensione (rank-size rule), associa all’asse 
della ascisse il valore del rango, e all’asse delle ordinate il valore della grandezza X in 
esame. Il rango è semplicemente un numero progressivo da 1 a N (dove N è il numero 
totale di osservazioni compiute), che conta gli elementi della grandezza X. Di norma si 
associa il valore di rango r = 1 al valore più grande xmax della grandezza. A ben 
guardare, questo rango non è altro che la frequenza cumulata assoluta della grandezza X 
ordinata in maniera decrescente, nel caso in cui ogni valore osservato si ripeta una e una 
sola volta. 
George Kingsley Zipf (1902-1950), linguista e filologo statunitense, fu uno dei primi 
che studiò la legge rango-dimensione, osservando per diverse lingue la frequenza con la 
quale le parole compaiono in un testo (Zipf, 1949). La relazione che trovò è della forma: 
 
β−⋅= rCx       (1.29) 
 
dove r è il rango e β è l’esponente della rank size rule. Normalmente la costante C 
assume il valore più grande xmax della grandezza in esame7. 
 
La distribuzione di Pareto associa all’asse delle ascisse il valore della grandezza X in 
esame, mentre all’asse delle ordinate la frequenza cumulata. Come si intuisce la rank-
                                                 
7 E’ facile ricavare il valore della costante C ponendo r = 1 nell’espressione precedente. Per definizione di 
rango, si associa il valore massimo della grandezza al rango pari a 1 e gli altri di seguito in maniera 
decrescente (il secondo valore più grande avrà rango 2). 
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size rule e la distribuzione di Pareto sono la medesima relazione, rappresentata su due 
grafici con gli assi invertiti. 
Vilfredo Federico Damaso Pareto (1848-1923) economista e sociologo italiano, applicò 
per primo la legge di potenza nel campo economico alla distribuzione del reddito, 
ottenendo una relazione del tipo: 
 
β/1−⋅= xCr      (1.30) 
 
dove r è la frequenza cumulata assoluta (o rango) e 1/β diviene il nuovo esponente. 
Si vede immediatamente che rispetto alla (1.29), la variabile dipendente e quella 
indipendente sono scambiate di posto, ma la relazione è perfettamente identica. 
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Figura 1.7. Rappresentazione in scala bi-logaritmica della legge di Zipf e della distribuzione di Pareto al 
variare dell’esponente β. 
 
Da notare è il fatto che se β = 1 la legge rango-dimensione e la distribuzione di Pareto 
hanno anche la medesima rappresentazione grafica. Infatti, invertendo gli assi in scala 
bi-logaritmica si ottiene sempre una retta a 45° con pendenza negativa. Non per questo 
il valore di β = 1 deve essere inteso come un qualche vincolo per le due leggi. Nel caso 
in cui l’esponente fosse diverso dall’unità, in scala bi-logaritmica si avrebbero due rette 
differenti con pendenza -β e -1/β. 
 
Essendo la legge di Zipf e la distribuzione di Pareto delle funzioni di distribuzione 
cumulata, la relazione che lega l’esponente α della legge di potenza (1.10) al nuovo 
esponente β, per la (1.13) risulta essere: 
 
α = 1+1/β     (1.31) 
 
Nel campo dell’elettronica e in particolare nella teoria dei segnali, la legge di potenza 
assume un nome ancora differente, e si parla di rumore 1/f, anche detto pink noise 
(rumore rosa), per differenziarlo dal white noise (rumore bianco) che è quello gaussiano 
con media nulla e varianza pari a uno, N(0,1). Il significato di questa terminologia sta 
nel fatto che l’ampiezza (dimensione) di un disturbo di questo genere è inversamente 
β=1 β=1 
β=2 
β=1/2 β=2 
β=1/2 
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proporzionale alla sua frequenza, che come visto nel paragrafo 1.1 è esattamente la 
definizione di power law (con esponente negativo). 
 
α−fx ~      (1.32) 
 
Come accade per la legge di Zipf e la distribuzione di Pareto, anche per la (1.32) e la 
(1.10) la variabile dipendente e quella indipendente sono scambiate di posto. 
 
Per concludere, risulta particolarmente interessante un’altra rappresentazione dei dati 
che seguono una legge di potenza. Questa consiste nell’utilizzo della cosiddetta curva 
di Lorenz, sviluppata da Max O. Lorenz nel 1905 come strumento grafico per l'analisi 
della distribuzione del reddito, dove vengono riportate sull'asse delle ascisse le 
frequenze cumulate relative, e sulle ordinate le quantità cumulate relative. 
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Figura 1.8.  Curva di Lorenz per una power law con esponente pari a -1,22. 
 
Utilizzando questo tipo di grafico è possibile calcolare la mediana della distribuzione 
power law, anche detta secondo quartile, oppure 50° percentile: in altre parole quel 
valore di X, che divide in due parti uguali la distribuzione, che possiede cioè una 
frequenza cumulata relativa pari a 0,5. 
 
Molto spesso si sente parlare di legge 80/20 (dovuta anche questa a Pareto) per indicare 
ad esempio che l’80% delle risorse naturali sono consumate dal 20% della popolazione 
mondiale, oppure l’80% della ricchezza è detenuta solamente dal 20% delle persone. 
Con lo stesso procedimento che si utilizza per il calcolo della mediana, è possibile 
calcolare il 20° percentile, cioè quel valore x della grandezza X che possiede una 
frequenza cumulata relativa pari a 0,2. In alcune delle power law studiate il valore del 
ventesimo percentile è proprio 0,8 che rappresenta l’80% della quantità osservata (vedi 
figura 1.8). 
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1.5 Small Worlds 
 
La teoria dei piccoli mondi (small worlds) è una branca della teoria delle reti che deve la 
sua esistenza, e la sua conseguente applicabilità e utilità, a studi riguardanti un gran 
numero di discipline quali la biologia, l’economia, l’informatica e la sociologia. La sua 
nascita può essere fatta risalire alla comparsa nel 1998 sulla rivista Nature dell'articolo 
Collective dynamics of «smallworld» networks dei due matematici Duncan Watts e 
Steve Strogatz, mentre il termine piccolo mondo fu utilizzato per la prima volta dal 
sociologo americano Stanley Milgram nel 1967 per descrivere le reti.  
Questa teoria generalizza ed esplora le caratteristiche di insieme che hanno reti connesse 
di elementi, indipendentemente dalle caratteristiche proprie degli elementi. Reti di 
pagine web, di computer, di compratori, di attori e di partner sessuali hanno almeno due 
caratteristiche simili: l'alto livello di aggregazione e il basso grado di separazione. La 
teoria illustra appunto come sia possibile conciliare questi due aspetti apparentemente 
contraddittori: il fatto che, nonostante ogni elemento tenda ad avere relazioni 
prevalentemente con pochi altri (alta aggregazione), non impedisce di ottenere 
comunque una sua “vicinanza”, tramite pochi intermediari, con qualsiasi altro elemento 
della rete (basso grado di separazione). 
Tale studio ha suscitato molto interesse poiché fornisce una spiegazione generale a 
situazioni già osservate in particolari reti connesse di elementi (es. reti di persone, di 
computer, catene alimentari) in differenti campi scientifici. Un esempio abbastanza 
conosciuto sono i cosiddetti sei gradi di separazione osservati nelle reti sociali, cioè il 
numero di passaggi sociali (amici degli amici degli amici...) che separano, mediamente, 
qualsiasi essere umano da qualsiasi altro. 
 
John Guare, scrittore e commediografo americano, pubblicò nel 1990 il libro “Sei gradi 
di separazione” ispirato alla storia vera di David Hampton, un impostore che riuscì a 
convincere un’intera comunità di essersi laureato a Harvard e di essere figlio del famoso 
attore Sidney Poitier. Il testo di Guare divenne un grande successo teatrale, con 
centinaia di rappresentazioni, e ne venne prodotto anche un film. “Sei gradi di 
separazione” ha fatto entrare nel linguaggio comune il concetto del numero di relazioni, 
sei appunto, che legano un essere umano a un altro sul nostro pianeta. Sei sembra essere 
un numero troppo piccolo per consentire a chiunque, ad esempio un pescatore delle 
Lofoten in Norvegia, di mettersi rapidamente in contatto con il presidente degli Stati 
Uniti. Il senso comune tende a negare la possibilità che pochi legami colleghino tra loro 
i sei miliardi di abitanti della Terra. Tuttavia, un semplice calcolo può fare riflettere: il 
numero medio di persone conosciute da un abitante del pianeta può essere convenzio-
nalmente cento. Se si conoscono cento persone che a loro volta ne conoscono cento e 
queste ultime ancora cento, con tre soli gradi di separazione si arriva ad un milione di 
persone. A sei gradi il numero è di mille miliardi. 
L’idea dei sei gradi di separazione è molto interessante perché suggerisce che all’interno 
della società, per quanto immensamente grande, possiamo muoverci velocemente 
seguendo i contatti sociali fra una persona e un’altra: la società è una rete di sei miliardi 
di nodi, dove la distanza media fra un nodo e l’altro non è superiore a sei link. 
 
Il principio che un numero limitato di relazioni unisca un mondo complesso è uno dei 
presupposti della Teoria delle reti, viviamo in un mondo dove per connettersi bastano 
poche strette di mano, viviamo cioè in un piccolo mondo, come fu ribattezzato. II 
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funzionamento di una rete sia essa biologica, geografica o economica, secondo la Teoria 
delle reti, possiede sempre le medesime regole. Principi organizzativi in apparenza 
nascosti operano dietro lo sviluppo di ogni rete. Uno di questi è la capacità della rete, al 
suo crescere, di mantenere una forte connettività, contenendo il numero di passaggi 
necessari per muoversi da un nodo all’altro, passaggi che rappresentano il diametro 
della rete. La rete per antonomasia, il vero piccolo mondo, è rappresentata da internet. 
Non è sicuramente un caso che gli studi sulle reti abbiano subito un forte impulso dopo 
l’avvento di internet, grazie a studiosi come i matematici Duncan Watts e Steve Strogatz 
(1998) e il fisico Albert-Lazlo Barabasi (2002, 2003, 2004). Internet, la rete di 
computer, e il world wide web, i siti collegati tramite internet, sono le reti conosciute 
più estese sulle quali sia possibile formulare ipotesi, fare esperimenti, valutare 
comportamenti di causa effetto. 
Si può parlare di una geometria e di un’intelligenza di internet e del world wide web? 
Non esiste alcuna intelligenza che guida lo sviluppo delle reti, tuttavia, esistono dei 
principi di auto-organizzazione che partendo da un processo caotico, evidenziano 
una forma (un ordine) ad un livello di osservazione superiore. 
La crescita di internet e del www è stata (ed è tuttora) casuale e incontrollata, più simile 
alla nascita del Far West che alla costruzione di una casa. Con questi presupposti l’invio 
di un’email, per esempio da Milano a Tokio, dovrebbe richiedere un numero elevato di 
connessioni tra nodi della rete. Si è dimostrato invece che il numero di nodi interessati 
mediamente è solo quattro. Sembra che internet, in modo autonomo, abbia ricreato le 
stesse condizioni che rendono possibile i sei gradi di separazione e un piccolo mondo in 
cui l’informazione fluisce alla maggior velocità possibile. Inoltre, il “diametro di 
internet”, il numero medio di passaggi per l’invio di un pacchetto di informazioni, 
rimane contenuto al crescere di internet. 
 
Sia internet che il world wide web hanno in comune la distribuzione secondo una 
legge di potenza per cui esistono pochissimi nodi o siti web con un numero elevato di 
connessioni (hub) e un’infinità di nodi o siti con poche connessioni. Le notevoli 
differenze, visive e strutturali, fra una rete casuale e una descritta da una legge di 
potenza si possono chiarire mettendo a confronto una mappa delle line aeree degli Stati 
Uniti con una cartina stradale americana, dove le città sono i nodi e le strade i link. La 
cartina si presenta come una rete abbastanza uniforme: ogni grande città possiede 
almeno un collegamento con il sistema autostradale e non esistono città servite da 
centinaia di strade. I nodi tendono dunque ad assomigliarsi: tutti all’incirca hanno lo 
stesso numero di link. Questa è la configurazione tipica di una rete casuale, che possiede 
una distribuzione gaussiana (a campana) del numero di link per nodo. 
La mappa delle rotte aeree è profondamente differente. I nodi sono gli aeroporti e i link 
sono i voli diretti che collegano gli aeroporti. Osservando le rotte disegnate, non si può 
fare a meno di notare la presenza di alcuni hub come Chicago, Dallas, Denver, Atlanta o 
New York, da cui partono voli per quasi tutti gli aeroporti statunitensi. Gli aeroporti 
sono in stragrande maggioranza piccoli nodi, con pochi link che connettono uno o più 
hub. Diversamente dalla cartina stradale, dove i nodi tendono ad equivalersi, nella 
mappa delle linee aeree pochi hub connettono fra loro centinaia di piccoli aeroporti 
(figura 1.9). In una rete power law, i pochi link che connettono fra loro i nodi più 
piccoli non sono sufficienti a garantire la piena interconnessione della rete. Questa 
funzione è assicurata dalla sporadica presenza di hub, che impediscono alla rete di 
frammentarsi. 
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Figura 1.9. Rete casuale delle strade e rete power law delle rotte aeree negli Stati Uniti. 
 
In una rete casuale il picco di distribuzione indica che i nodi hanno quasi tutti lo stesso 
numero di link, e quelli che deviano dalla media sono molto rari. Di conseguenza, per 
quanto concerne la connettività dei nodi, una rete casuale ha una tipica scala, 
rappresentata dal nodo medio e fissata dal picco della distribuzione. Nella distribuzione 
regolata da una legge di potenza, invece, l’assenza di un picco indica che nelle reti del 
mondo reale non esiste nulla come un nodo caratteristico: quello che si osserva è invece 
una gerarchia continua di nodi. Una distribuzione di questo tipo ci obbliga quindi ad 
abbandonare l’idea di scala o di nodo caratteristico. Si deve parlare quindi di reti a 
invarianza di scala (o scale-free). A differenza delle reti casuali di Erdős e Rény (1959, 
1960), oppure con distribuzione esponenziale di Watts e Strogatz (1998), che negano 
l’esistenza degli hub, le reti a invarianza di scala distribuite secondo una legge di 
potenza sono le uniche a dare legittimità agli hub (Barabasi, 2004). 
 
Secondo il fisico Barabasi, internet è simile all’eroe greco Achille, è molto difficile da 
uccidere se non si conosce il suo punto debole, il suo tallone d’Achille appunto. Internet 
è invulnerabile a un attacco casuale in cui i nodi siano colpiti a caso, ma un attacco 
mirato ai nodi maggiormente interconnessi la distruggerebbe. Una dimostrazione di 
questa tesi è che, in modo casuale, in ogni momento circa il tre per cento dei nodi di 
internet è fuori uso, ma nessuno se ne accorge. Perchè alcuni siti hanno un numero 
enorme di link da altri siti e di visite e altri no? Perché alcuni siti si trasformano in hub 
del www? I motivi non sono ancora chiari, e questo vale anche per altri tipi di reti. 
Sembra però che le reti sviluppino comunque e sempre un numero limitato di hub e che 
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il loro sviluppo sia determinato da un fenomeno chiamato aggregazione preferenziale. 
Un fenomeno che concentra in pochi punti la maggior parte delle relazioni di un 
sistema. 
 
Così come internet, anche il www ha un suo diametro che è il numero di passaggi che 
portano da un documento sce1to a caso ad un altro. I passaggi medi riscontrati da 
Barabasi sono diciannove. Barabasi ha scoperto anche un’associazione logaritmica tra il 
diametro del web e il numero dei documenti pubblicati in rete, che rende la crescita di 
questi ultimi praticamente ininfluente rispetto alla crescita del diametro. Il www può 
quindi crescere a dismisura senza (o quasi) modificare l’attuale diametro di 19 click del 
mouse. Se capire le reti significa capire il pensiero nascosto della realtà e le proprietà 
degli insiemi, oltre a quelle delle singole parti, internet e il world wide web rappresenta-
no un ecosistema naturale e un laboratorio di osservazione privilegiata, sia a livello 
macro, la Terra, sia a livello di una qualunque organizzazione sociale. 
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2.1 Walter Christaller: un modello geografico 
 
La teoria delle località centrali 
 
Il geografo tedesco Walter Christaller pubblicò nel 1933 un’opera1 che in origine era 
stata concepita come trattato di economia politica (in cui l’idea dominante sarebbe stata 
la ricerca di basi economico-teoriche per una razionale organizzazione amministrativa 
dello stato e per una ristrutturazione del Reich tedesco2), e che alla fine risultò 
un’indagine economico-geografica sulla regolarità del numero, della distribuzione e 
della grandezza degli insediamenti urbani, illustrata dall’esempio della Germania 
Meridionale. 
La teoria nasce da un gioco, come lo stesso Christaller sottolinea più volte anche nella 
premessa al volume sulle località centrali. Da scolaro, riceve in regalo da una zia un 
atlante che desiderava da tempo. Sull’atlante egli gioca a trasformare i contorni degli 
stati, facendoli correre sulla cresta delle montagne, disegna nuove strade e fa nascere in 
punti diversi città nuove. La sua passione continua fino a che, la scelta della tesi con 
Grandamann (geografo tedesco), lo porta allo sviluppo dello schema teorico del suo 
lavoro successivo. 
L’opera di Christaller si articola in quattro parti: la prima costituisce il tentativo di 
formulare una teoria innovativa rispetto a quelle del suo tempo; la seconda sviluppa un 
metodo per meglio comprendere la realtà; la terza descrive e chiarifica la realtà nei 
singoli dettagli (proponendo in particolare il caso della Germania Meridionale) ed infine 
la parte conclusiva presenta la verifica della teoria ed i suoi riflessi sulla geografia degli 
insediamenti, una sorta di validazione dei suoi principi. 
 
Il modello delle località centrali traduce in equilibri spaziali l’equilibrio generale di 
domanda e offerta, assumendo come ipotesi una serie di condizioni ideali3: 
 
? Lo spazio deve essere isotropo, uniforme; non deve cioè porre alcun tipo di ostacolo 
negli spostamenti (si immagini la campagna della Germania meridionale) e deve 
essere altresì dotato di una distribuzione omogenea di potere d’acquisto.  
? Il costo degli spostamenti deve essere proporzionale alla distanza fisica.  
? Tutte le zone di questa ipotetica pianura debbono essere servite da una località 
centrale. 
? I consumatori, che conoscono perfettamente il mercato, cercano di ridurre il più 
possibile le spese di trasporto, acquistando prodotti (o usufruendo di servizi) nella 
località centrale più vicina. 
                                                 
1 Christaller W. (1933) Die zentralen Orte in Süddeutschland. Eine ökonomischgeographische 
Untersuchung über die Gesetzmässigkeit der Verbreitung und Entwicklung der Siedlungen mit 
städtischen Funktionen, Fischer, Jena. 
2 A tutt’oggi esiste un’accesa disputa fra i geografi europei, soprattutto francesi (vedere gli scritti di 
Georges Nicolas, www.cyberato.org), sul fatto che il lavoro di Christaller abbia valenze ideologiche per 
la pianificazione, piuttosto che essere semplicemente una scienza matematica del territorio. 
3 Le medesime considerazioni di ottimizzazione dello spazio (o del mercato) verranno riprese e migliorate 
negli anni successivi nei modelli di interazione spaziale (Wilson, 1971) e nei problemi di ricerca 
operativa (p-mediane), con una rigorosa formalizzazione matematica e una più ricca descrizione degli 
utenti (eterogeneità dei comportamenti). 
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Le località centrali sono centri che servono un territorio circostante più o meno vasto, 
rifornendo gli abitanti di beni e servizi centrali. Il territorio servito da un luogo centrale 
è detto regione complementare, concetto analogo a quello di area di gravitazione. 
 
I luoghi centrali variano per importanza: sono luoghi centrali di ordine (o di livello) più 
elevato quelli che forniscono una più ampia gamma di beni e servizi, sono di ordine 
inferiore quelli che forniscono solo una parte più o meno ridotta della grande varietà di 
servizi e beni esistenti. Il rapporto spaziale tra domanda e offerta di beni e servizi cen-
trali si fonda sui due concetti di soglia e portata. La soglia di un bene o servizio è la 
quantità minima (volume) delle vendite al di sotto della quale un certo esercizio 
commerciale non è in grado di fornire tale bene o servizio4. La portata di un bene o 
servizio centrale è il raggio dell’area di mercato di quel bene o servizio centrale. Tale 
portata ha un limite inferiore, che coincide con la distanza entro la quale si trova il 
numero di acquirenti o utenti la cui domanda soddisfa la soglia del bene o servizio. Il 
limite superiore della portata è invece dato dalla distanza al di là della quale la località 
centrale non può più fornire il bene o il servizio, poiché i potenziali acquirenti 
dovrebbero percorrere troppa strada per recarvisi; quindi essi o rinunciano al bene 
oppure (come più sovente accade) se lo procurano recandosi in una località centrale più 
vicina. In generale si osserva, infatti, che a causa dei costi e dei tempi dello spostamento 
la quantità di un bene o servizio consumato decresce con la distanza dal luogo centrale 
di offerta fino ad annullarsi al limite superiore della portata. 
 
I beni e servizi sono ordinati gerarchicamente in base alla soglia: si dicono funzioni 
centrali di ordine (o livello) elevato quelli che presentano una soglia elevata, e che 
pertanto richiedono un'area di mercato piuttosto estesa, se si assume che la capacità di 
acquisto sia distribuita in modo omogeneo su tutto il territorio. Se poi si suppone anche 
che il territorio sia uniforme e isotropo, per cui i costi degli spostamenti sono uguali in 
tutte le direzioni, l'area teorica di un bene o servizio centrale sarà un cerchio perfetto, 
che è il limite esterno del cono di domanda. L'offerta di un bene o servizio si potrà 
quindi localizzare nella località centrale (al centro del cono) se il volume della domanda 
(volume del cono) è almeno pari alla soglia di quel bene o servizio. La presenza di una 
data funzione centrale, in un dato luogo, dipende sia dalla sua soglia, sia dalla sua 
portata. Inoltre una località centrale che abbia funzioni centrali di un certo ordine potrà 
avere anche tutte quelle di ordine inferiore, perché è inferiore la loro soglia. 
 
Riassumendo, ogni bene/servizio sarà caratterizzato da una propria soglia e da una 
propria portata e ad esso sarà associata una regione complementare. L’influenza di una 
località centrale (il luogo in cui sono offerti i beni/servizi) è delimitata quindi da un’area 
circolare all’esterno della quale non ha più senso (dal punto di vista economico) recarsi 
in quel centro. 
                                                 
4 Questo perché occorre un certo giro d'affari affinché l'attività commerciale possa dare profitti accettabili 
a chi la gestisce; ad esempio: mentre un negozio che vende pane è redditizio con alcune centinaia di 
clienti abituali, un negozio che vende orologi deve contare su una clientela dell'ordine di alcune migliaia 
di persone. 
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Figura 2.1.  Cono di domanda, con indicata la località centrale e la sua regione complementare. 
 
Nel modello christalleriano, la regione complementare trovata sarà identica per tutte le 
località centrali dello stesso livello; inoltre per l’ipotesi di partenza secondo cui tutto il 
territorio deve essere servito da una località centrale, si avrà che queste aree circolari 
debbano essere tangenti fra di loro. Esistono solamente tre configurazioni spaziali 
possibili utilizzando poligoni regolari di uguale area per coprire interamente un piano5, 
e sono posizionare le località centrali sui vertici di un triangolo, di un quadrato, o di un 
esagono (Wilson, 2000). Approssimando meglio il cerchio, l’esagono è il candidato più 
efficiente. 
 
La tendenza nella distribuzione dei vari servizi sarà comunque, secondo Christaller, 
quella di coprire il più possibile il territorio: tanto che le varie aree di mercato finiranno 
con lo spartirsi equamente questi spazi residui (interstiziali), dando così origine, dal 
punto di vista grafico, a una struttura esagonale. 
   
Figura 2.2. Località centrali con regioni complementari circolari ed esagonali. 
 
Più precisamente, se si suppone che: i beni centrali siano acquistati nel più vicino luogo 
centrale; tutte le parti del territorio siano servite da un luogo centrale; la somma dei 
movimenti dei consumatori sia resa minima; nessun sovrapprofitto sia guadagnato da 
                                                 
5 Approcci differenti permettono di utilizzare anche poligoni irregolari per coprire interamente una 
superficie, il metodo più funzionale a questo scopo è senza dubbio quello dei poligoni di Thiessen (anche 
detto metodo dei topoieti). 
d
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una località centrale; il risultato sarà una configurazione spaziale formata da tante aree 
di gravitazione esagonali, al centro delle quali sono situate le località centrali. Nello 
spazio compreso tra due centri dello stesso ordine, quando la configurazione esagonale 
delle aree di mercato è stata raggiunta, non esiste più sufficiente capacità d'acquisto per 
sostenere un altro centro di quel determinato ordine, ma può esserci domanda per beni e 
servizi richiedenti una soglia minore tale da soddisfare questa soglia e da permettere 
quindi la localizzazione di centri d'ordine inferiore, con aree complementari più limitate. 
Non bisogna dimenticare però, che anche le località centrali di ordine elevato hanno la 
capacità di fornire beni di ordine inferiore, i quali hanno una portata inferiore per effetto 
della distanza che la popolazione è disposta a percorrere per acquistarli. Si ottiene 
pertanto una serie di reti esagonali sovrapposte, a maglie di diversa ampiezza, la cui 
configurazione complessiva può variare a seconda del tipo di relazione che si instaura 
tra luoghi centrali di ordine differente. 
 
Il geografo tedesco spiegò i vari livelli di località centrali presenti all’interno di una 
gerarchia di insediamenti, modificando le dimensioni delle regioni complementari e 
introducendo il concetto di gerarchia di località centrali, discutendo tre casi: il primo 
riguarda l’ottimizzazione del mercato secondo il principio di approvvigionamento; il 
secondo l’ottimizzazione del traffico; infine il terzo l’ottimizzazione amministrativa 
secondo il principio di isolamento. Tuttavia, leggendo i lavori di Christaller, si ha 
l’impressione che il secondo e il terzo principio rappresentino una sorta di distorsione 
rispetto al principio di mercato, il quale, a differenza degli altri due, risulta formalmente 
ben definito. 
 
Il principio di approvvigionamento (o di mercato) 
 
Il sistema delle località centrali che poggia sul principio di approvvigionamento, anche 
detto principio di mercato, è sviluppato in base alla portata dei beni centrali e in base 
alla considerazione che tutte le parti del territorio possano essere rifornite di ogni genere 
di bene centrale da un numero più ristretto possibile di località centrali addette a tale 
funzione, distribuite in maniera uniforme, senza che alcuna zona rimanga priva di 
rifornimenti. Per ottenere questo, appare chiaro che le località centrali vicine devono 
essere equidistanti. Ciò è possibile solo se esse sorgono ai vertici di triangoli equilateri, 
che a loro volta si raggruppano in esagoni, come visto in precedenza.  
 
? In questo sistema le località centrali si distribuiscono sul territorio in modo che 
attorno ad una località di maggiori dimensioni (ad esempio di tipo B) ci sia una 
corona di località centrali molto piccole (di tipo M) e un’altra di località piccole (di 
tipo A); da qui verso la periferia vi sono una seconda e una terza corona di località 
molto piccole (di tipo M) e alla fine della periferia stessa sorgono località di medie 
dimensioni (di tipo K). La stessa regola vale per località più grandi. 
? Esistono classi di grandezza ben determinate, che seguono le leggi economiche, sia 
per le località centrali sia per i relativi territori complementari. Si tratta comunque di 
classi costituite in base alle diverse caratteristiche delle località e non semplicemen-
te alle loro dimensioni. 
? Il numero delle località centrali e dei loro territori complementari, che appartengono 
ad ogni singola classe, forma una progressione geometrica a partire dalla classe più 
alta (località di maggiori dimensioni) fino a quella più bassa (località più piccola). 
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Figura 2.3. Configurazione spaziale delle località centrali secondo il principio di approvvigionamento. 
 
Il principio del traffico 
 
La distribuzione delle località centrali che sembra essere la più favorevole, in base al 
principio del traffico, è quella per cui il massimo numero di località importanti è situato 
lungo una via di comunicazione (stradale o ferroviaria), che sia più diretta e meno 
costosa possibile tra due città di maggiore importanza; mentre le località di scarsa 
importanza possono restarne fuori. Di conseguenza, in base a questo principio, le 
località centrali si troverebbero allineate lungo le vie di comunicazione che si dipartono 
a raggiera in linea retta da una località più importante, e lungo questa linea sarebbero 
equidistanti l’una dall’altra (sistema delle località di sosta). 
I territori complementari delle località centrali non hanno più la forma esagonale6 ad 
alveare, che è la più razionale, ma assumono delle forme alquanto irregolari. Lungo la 
linea principale di traffico sono poco profondi, ma hanno una notevole estensione 
laterale, se invece si trovano lontani dalle linee principali sono più regolari ed estesi 
(vedi figura 2.4). Si nota immediatamente che, se le località centrali sono distribuite 
secondo questo principio, è necessario un numero molto maggiore di località centrali 
per ogni classe di grandezza al fine di rifornire il territorio di beni centrali con rispettiva 
portata. Si ha così il caso opposto a quello del principio di approvvigionamento, 
secondo il quale si tende ad arrivare al minor numero possibile di località. La differenza 
fondamentale tra il principio del traffico e quello di approvvigionamento sta nel fatto 
che il primo agisce linearmente, il secondo sul piano. Da ciò deriva, puramente dal 
punto di vista formale, l’incongruenza di fondo tra i due principi. 
 
                                                 
6 Gli esagoni sono caratteristici esclusivamente del principio di approvvigionamento, secondo il quale 
tutto il territorio deve essere diviso in parti uguali, ognuna rifornita di beni centrali da un numero il più 
ristretto possibile di località centrali, tenendo sempre in considerazione la portata di tali beni. 
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Figura 2.4. Configurazione spaziale delle località centrali secondo il principio del traffico. 
 
Il principio di isolamento (o amministrativo) 
 
Il terzo principio, quello socio-politico, è di tutt’altra natura. Esso si basa sul principio 
di isolamento di una comunità umana, ai fini di garantire una maggiore coesione e 
difesa da effetti esterni, dannosi alla comunità stessa. La forma ideale di questa 
comunità spaziale è la seguente: al centro il capoluogo (una località d’ordine superiore), 
attorno ad esso una corona di località satelliti, sedi amministrative, e alla periferia del 
territorio zone scarsamente popolate e persino disabitate. Importante in questa 
disposizione non è solo l’idea della comunità, cioè l’ordinamento centralistico degli 
individui, ma anche il concetto di difesa e protezione. 
L’idea fondamentale della struttura amministrativa è quella di creare dei territori più 
complessi possibile, cioè dei distretti di uniforme superficie e, sempre per quanto 
possibile, con uniforme numero di abitanti, al cui centro sorga la località più importante 
ed i cui confini devono trovarsi in zone scarsamente popolate in modo da raccordarsi 
alle barriere e ai confini naturali. Questo ideale viene in ogni caso raggiunto nel sistema 
basato sul principio di approvvigionamento, ma mai nel caso in cui in tale sistema una 
località centrale di ordine immediatamente inferiore si trovi nel punto di incontro dei 
territori di tre località centrali. 
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Figura 2.5. Configurazione spaziale delle località centrali secondo il principio di isolamento. 
 
Il principio di isolamento si aggiunge quindi agli altri due principi: quello del traffico e 
quello di approvvigionamento o di mercato. I tre principi ognuno secondo le proprie 
regole, determinano il sistema di località centrali, i primi due hanno un indirizzo 
economico, l’altro politico. Quest’ultimo, che è principio comunitario e di dominio, non 
ha una autorevolezza dovuta a razionalità (oppure a logiche matematiche), come i 
principi economici, ma fonda piuttosto la sua autorità sulla potenza statale e sovrana. 
Alcune premesse possono mostrare se uno o l’altro di questi tre principi assumono un 
peso decisivo nel determinare la distribuzione delle località centrali; tuttavia, nella 
maggior parte dei casi i tre principi devono concorrere fra loro per il predominio. 
 
Conscio che la descrizione statica della realtà sia puramente fittizia, una percezione 
momentanea della realtà che invece è in continua evoluzione, Christaller introduce una 
sua analisi dinamica7. Egli avverte come tuttavia non è lo schema razionale del sistema 
che muta (al variare della demografia, della domanda di beni, del sistema dei trasporti, 
…), bensì solamente le grandezze che lo determinano, come ad esempio le distanze 
esistenti fra le località centrali, le classi di grandezza delle località centrali stesse, o 
ancora la posizione oppure il numero di tali località. 
 
Per concludere, di seguito si riporta la tabella con tutte le tipologie di località centrali, 
individuate da Christaller, a livelli differenti, la loro popolazione ed il loro numero 
all’interno di un ipotetico territorio ideale. 
 
                                                 
7 Analisi dinamica che noi oggi chiameremmo quasi-dinamica, cioè la comparazione del sistema in due 
istanti temporali differenti. 
·
Località B 
Località K 
Località A 
Località M 
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Località Popolazione Numero Descrizione
 R  Reichshauptstadt 4.000.000 1  località internazionali
 RT  Reichsteil 1.000.000 2  località parte dello stato
 L  Landeszentrale 500.000 6  capoluoghi di regione
 P  Provinzialhauptorte 100.000 18  capoluoghi di province più ampie
 G  Gaubezirk 30.000 54  capoluoghi di provincia
 B  Bezirkshauptorte 10.000 162  capoluoghi di distretti
 K  Kreisstädtchen 4.000 486  capoluoghi
 A  Amtsstädtchen 2.000 1.458  città amministrative
 M  Marktorte 1.200 4.374  borgo-mercato
 H  Hilfszentrale Orte 800 13.122  località centrali ausiliarie  
 
Tabella 2.1. Località centrali di ordine differente. 
 
2.2 August Lösch: un modello economico 
 
La teoria dei luoghi centrali di Christaller fa riferimento ad una economia composta 
principalmente dai settori agricolo e commerciale, o al più artigianale, che producono 
cioè dei beni utili sia per la produzione agricola che per il consumo delle famiglie che 
lavorano in agricoltura ed evidentemente, nel settore del commercio e dell'artigianato. 
Con la rivoluzione industriale si è sviluppata la specializzazione della produzione 
(presente già anche nell’artigianato). In altri termini risulta utile aggregarsi nella 
produzione di uno specifico bene dal momento che si riesce a produrlo meglio e a minor 
costo a causa delle economie legate alla scala della produzione, alle conoscenze e ai 
mercati acquisiti e così via. Per questi motivi le attività urbane svolgono un servizio per 
l'hinterland ma nello stesso tempo, allo scopo di aumentare la propria ricchezza, si 
specializzano in alcuni settori produttivi ed esportano il loro prodotto all'esterno della 
propria area di mercato calcolata secondo la teoria dei luoghi centrali. Questa 
associazione tra città e luogo in cui si produce ricchezza data, almeno in Europa, da 
circa due secoli. Precedentemente il luogo in cui si produceva ricchezza era la 
campagna e difatti le prime teorie economiche vedevano nella terra e quindi nella 
agricoltura la fonte della ricchezza di una nazione. Probabilmente la teoria dei luoghi 
centrali rappresenta bene questa situazione, mentre non considera la specializzazione 
dei luoghi di produzione. 
Una teoria più completa in questo senso è stata sviluppata da August Lösch (1954).  Nel 
suo modello Lösch parte da una formulazione rigorosa dell'area di mercato e della 
quantità minima che il produttore è disposto a produrre. 
 
? La teoria di Lösch si fonda sulla micro-economia, discutendo in particolare le 
relazioni fra domanda e offerta dei beni centrali, formalizzando, generalizzando e 
rendendo più flessibile la teoria christalleriana. 
? Oltre alle ipotesi già introdotte da Christaller, introduce una maglia triangolare di 
insediamenti agricoli preesistenti (esogena al sistema). 
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? La costruzione della struttura spaziale dei beni (siti produttivi equidistanti e aree di 
mercato esagonali) è il risultato del modello di concorrenza monopolistica di 
Chamberlin8. 
 
Praticamente i concetti sono gli stessi di Christaller, e in particolare, corrispondono alla 
distanza massima e alla quantità minima che il venditore è disposto a vendere. Per 
calcolare questa distanza, si parte dal costo pagato dal consumatore. Questo costo sarà 
dato dal costo del prodotto più il costo di trasporto. La curva di domanda del 
consumatore è costruita in modo tale che ad un prezzo alto venga consumata poca 
quantità del bene e viceversa. Quindi, nelle vicinanze del punto di produzione del bene 
il costo totale di acquisto sarà inferiore e quindi la quantità consumata maggiore. 
Inversamente, ad una certa distanza dal luogo di produzione il costo totale di acquisto 
del bene sarà maggiore e quindi la quantità consumata sarà inferiore. Da queste 
considerazioni e dall'analisi grafica (vedi figura 2.6) deriva il cono di domanda.  
 
 
 
Figura 2.6. Grafico in alto a sinistra: curva del costo totale del bene in funzione della distanza (costo del 
bene più costi di trasporto). Grafico in alto a destra: curva della domanda del consumatore. Grafico in 
basso a sinistra: curva della domanda risultante in funzione della distanza. 
 
Per ogni prezzo del bene si avrà un cono di domanda differente. Il cono di domanda 
rappresenta la quantità complessiva domandata. In sostanza se diminuisco il prezzo 
aumenterò l’altezza e il raggio del cono e aumentando il prezzo diminuisco l’altezza e il 
raggio del cono. La quantità complessiva di domanda sarà data dal volume del cono che 
                                                 
8 Caratterizzato da esplicite, ma esogene, funzioni di costo e di domanda individuale, e da un equilibrio 
stabile raggiunto attraverso la libera entrata nel mercato. Vedere Edward H. Chamberlin (1933) Theory of 
Monopolistic Competition. 
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è funzione del prodotto dell'altezza per il quadrato del raggio (V = 1/3 π r2 h), quindi in 
sostanza è proporzionale al cubo del prezzo. Utilizzando una curva che rappresenta il 
cubo si trova come varia la domanda totale al variare del prezzo base del prodotto (vedi 
figura 2.7). 
 
Figura 2.7. Cono di domanda. 
 
Ciò che cambia nel modello di Lösch, rispetto a quello christalleriano, è la costruzione 
del sistema spaziale. Difatti Lösch introduce delle economie di agglomerazione che 
fanno sì che torni utile concentrare la produzione e la vendita dei prodotti nei centri in 
modo da ridurre al massimo il numero dei centri. Ne risulta che l'assunto di Christaller 
secondo il quale una località centrale vende beni di ordine superiore oltre a tutti gli altri 
di ordine inferiore non è necessariamente verificato. Questo porta all’introduzione della 
specializzazione urbana, che è ciò che causa l’esportazione da parte di una città al di 
fuori della propria area di mercato. 
 
Il modello spaziale di Lösch 
 
Lösch, assumendo una maglia triangolare degli insediamenti agricoli sul territorio, 
costruisce il pattern di organizzazione spaziale del singolo settore sulla base del modello 
di concorrenza monopolistica di Chamberlin, ossia sulla base di esplicite (ed esogene) 
funzioni di costo e di domanda individuale e di equilibrio economico spaziale stabile 
raggiunto grazie alla possibilità di entrata di nuove imprese nel settore. Le aree di 
mercato hanno la consueta struttura esagonale, tipica del modello di Christaller, ed i 
centri di produzione hanno una distribuzione spaziale omogenea. La differenza 
principale fra il modello christalleriano e quello di Lösch sta nel fatto che il primo parte 
dal livello più alto della gerarchia di città, mentre il secondo da quello più basso. 
Lösch definisce anche un parametro K come il numero delle aree di mercato inscritte 
in un’area di ordine superiore, descrivendo diversi modi di strutturazione e gerarchiz-
zazione delle aree di mercato, corrispondenti ad una crescente dimensione minima di 
produzione. Si ricorda che Christaller aveva individuato tre principi di organizzazione 
territoriale che vengono rielaborati nella teoria di Lösch: 
 
? Il principio di approvvigionamento o di mercato (K = 3) 
? Il principio del traffico (K = 4) 
? Il principio di isolamento o amministrativo (K = 7)  
 
Tuttavia Lösch individua un maggior numero di configurazioni spaziali possibili, 
corrispondenti ai valori di K = 3, 4, 7, 9, 12, 13, 16, 19, 21, … riportate in figura 2.8: 
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Figura 2.8. Diverse configurazioni spaziali delle località centrali al variare del parametro K. 
 
Chiamata a la distanza fra due insediamenti agricoli e b la distanza fra due  produttori 
del bene analizzato e con K il numero delle aree completamente servite, la distanza fra i 
centri di produzione segue la regola: 
 
Kab =           (2.1) 
 
Per ogni configurazione spaziale, ossia per ogni K, è possibile determinare il numero nr 
di centri di ogni livello gerarchico r (in cui r = 0 indica il centro più grande), la distanza 
δr fra centri di ordine r ed il numero Nr di aree di mercato incluse: 
 
Rr  , ... ,2 ,1 ,0=          (2.2) 
r
r KKKKN  , ... , , ,
210=         (2.3) 
)1( , ... ),1( ),1( ,1 110 −−−= − kKkKKKn rr       (2.4) 
rRRRR
r KaKaKaKa
−−−−=  , ... , , , 210δ      (2.5) 
 
Lösch ritiene troppo restrittive le ipotesi assunte da Christaller di mantenere K costante, 
ossia il fatto che il fattore di proporzionalità fra il numero dei centri di ogni livello 
successivo non muti (gerarchia K-fissa), e il fatto che ogni centro svolga oltre alla 
funzione che caratterizza il suo rango, anche tutte le altre funzioni inferiori. Per questo il 
suo modello consente di evidenziare due casi empiricamente rilevanti: la possibilità di 
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una diversa composizione della struttura produttiva di centri dello stesso livello 
gerarchico; e la possibilità di specializzazioni produttive dei centri (ogni centro può 
ospitare anche solo la funzione propria del suo livello gerarchico). Il risultato del 
modello di Lösch è un’organizzazione del territorio strutturata attorno ad una serie di 
settori circolari alternati, ad alta e bassa densità di insediamenti, che si estendono 
radialmente a partire da una grande città. 
In figura 2.9 si riporta una delle possibili configurazioni territoriali secondo il modello 
di Lösch, con indicazione dei settori privilegiati a più alta densità insediativa, dove 
avviene la polarizzazione dell’offerta (Isard, 1956).  
 
 
 
 
Figura 2.9. Tipica configurazione territoriale risultante dal modello di Lösch. 
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2.3 Località centrali e rank-size rule 
 
Il modello di Beckmann 
 
Una delle prime trattazioni di come aree geografiche basate su sfere di influenza intorno 
alle località centrali, siano coerenti con la legge rango-dimensione (rank-size rule) è 
stata compiuta da Beckmann (1958). Egli definì due elementi chiave relativi al modo in 
cui le città sono organizzate rispetto alla loro dipendenza spaziale e funzionale. Per 
prima cosa egli assunse che la dimensione di una località centrale, era proporzionale alla 
popolazione del suo hinterland (o sfera di influenza), che da essa dipendeva. Beckmann 
notò poi che ogni località presentava un’area di controllo, collegata al numero di 
hinterland di ordine inferiore, i quali possono essere detti spazialmente ed economica-
mente dipendenti dalla città centrale (quella di ordine superiore). Questo secondo tipo di 
dipendenza porta direttamente ad una serie di hinterland ad ordini differenti, che 
aumentano in numero e decrescono in area geografica al discendere della gerarchia. Da 
questo è poi possibile stabilire il rango per ognuna delle località presenti sul territorio. 
 
 
 
Figura 2.10. Organizzazione gerarchica delle località centrali.  
 
Formalmente, la dipendenza iniziale ξ della popolazione pn di un centro urbano, rispetto 
alla popolazione della sua area di influenza Pn (per ogni ordine n), è data dalla 
relazione: 
 
nn Pp  ξ=   con n = N , … , 1      (2.6) 
 
dove N è la località centrale più grande e 1 è quella più piccola. La seconda dipendenza 
spaziale implica che la popolazione Pn, sia data dalla popolazione della località di 
livello n unita alla somma delle s popolazioni Pn-1 di livello inferiore: 
 
11 1
 −− −=+= nnnn P
sPspP ξ         (2.7) 
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Applicando ricorsivamente la (2.7) si ottiene: 
 
hn
h
nnnn P
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con h = n – 1 (oppure n – h = 1), da cui si ricava: 
 
1
1
1
PsP
n
n
−
⎟⎟⎠
⎞⎜⎜⎝
⎛
−= ξ           (2.9) 
 
Usando l’ordine inverso m che va da 1 a N, il numero di località ad ogni livello m è sm e 
il numero totale di località fino al livello m è dato da: 
 
mssssm +++++= ...1)( 32σ        (2.10) 
 
dove questa è una serie geometrica divergente la cui somma vale (sm-1)/(s-1). Perciò il 
rango della prima località di ordine m è dato dalla relazione: 
 
1
1
1 +−
−=
s
sr
m
m          (2.11) 
 
Mentre il rango medio per le località di ordine m è dato da: 
 
21
1 mm
m
s
s
sr +−
−=          (2.12) 
 
Esaminando i componenti della somma (2.12), possiamo assumere che 1/(s-1) è una 
quantità molto piccola, per cui è possibile semplificare come segue: 
 
⎟⎠
⎞⎜⎝
⎛ +−= 2
1
1
1
s
sr mm          (2.13) 
 
La regola rango-dimensione si basa sulla popolazione della località e il suo rango, per 
ottenere questa relazione è sufficiente moltiplicare la popolazione della (2.9) con il 
rango nella (2.13), dopo essere passati dall’ordine n a quello m (n = N – m + 1): 
 
( ) P
s
sPsrP mm
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mmN ξξ −Φ⎟⎠
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⎛
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−
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1
1
1 
1
 1     (2.14) 
 
Si assume che ξ tenda a 0, in quanto la popolazione di un nucleo urbano è trascurabile 
rispetto alla popolazione di tutta la sua area di influenza, pertanto la (2.14) può essere 
riscritta in una forma più familiare: 
 
1 ~ −rPPr           (2.15) 
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che rappresenta il puro caso della regola rango-dimensione, dove P rappresenta la 
popolazione dell’area che dipende dalla località centrale più grande e Pr è la 
popolazione dell’area di rango r. 
 
Osservazioni e critiche 
 
Moltissimi studiosi hanno fatto riferimento al modello di Beckmann per spiegare il 
rapporto che sussiste fra una gerarchia di città, tipica del modello christalleriano, e le 
osservazioni empiriche eseguite sui campioni di popolazione di vari Paesi del Mondo, le 
quali rivelano un andamento power law (vedi capitolo 3). 
Dal punto di vista matematico, infatti, è sempre possibile passare da una configurazione 
all’altra, risulta sempre possibile cioè discretizzare una linea continua, come la legge di 
potenza, in varie classi (o livelli), in modo da avere una gerarchia di elementi (che nel 
nostro caso specifico sono gli insediamenti urbani). In maniera del tutto simmetrica, è 
possibile calcolare il baricentro di ogni classe (o livello gerarchico) per poi trovare una 
curva di regressione, continua, che meglio si adatta alla nuova serie di punti: in doppia 
scala logaritmica, la retta che passa per tali baricentri sarà esattamente una power law. 
 
Nel realizzare la sua gerarchia, Christaller, nella teoria delle località centrali, non ha 
utilizzato alcuna relazione matematica, al pari di Beckmann, che collegasse il numero di 
abitanti di una città ad un determinato livello gerarchico, e tanto meno egli poteva 
conoscere gli studi di Zipf sulla regola rango-dimensione. Tuttavia possiamo riportare 
su di un grafico i vari livelli gerarchici come esposti nella sua teoria, infatti Christaller 
fornisce indicazione della popolazione e numero di città appartenenti ad ogni classe 
(tabella 2.1), inserendo poi la curva power law che meglio si adatta alla distribuzione 
dei baricentri delle suddette classi di popolazione. Tale grafico è riportato in figura 2.11. 
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Figura 2.11. Gerarchia delle località centrali di Christaller (blu) e distribuzione power law (arancione). 
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Dal grafico si osserva sorprendentemente che i differenti livelli di popolazione e il 
numero di città di ogni classe, individuati da Christaller, si adattano abbastanza bene ad 
una legge di potenza (in questo caso nella forma di una rank-size rule) con esponente 
negativo pari a -1. Sembrerebbe esserci una corrispondenza perfetta fra la gerarchia 
delle località centrali e la power law, sfortunatamente non è così. 
 
La teoria christalleriana presuppone l’esistenza di città del medesimo livello, che in base 
alle sue ipotesi iniziali devono possedere un numero di abitanti e un’area di mercato 
circolare identici fra loro. In particolare il numero di città per ogni classe segue una 
progressione geometrica 1, 2, 6, 18, 54, 162, …, che altro non è che il doppio della 
sommatoria di tutte le città dei livelli precedenti. Ovviamente nella realtà non esiste una 
simile gerarchia teorica: le città possiedono dimensioni differenti, un diverso numero di 
abitanti; il fatto che il territorio non sia una vasta pianura omogenea incide sulla 
localizzazione e il numero delle città e sulla forma delle aree di mercato; le risorse non 
si distribuiscono equamente sul territorio e con esse neanche le città. Tuttavia questo 
non rappresenta un vero e proprio problema, in quanto è sempre possibile considerare 
degli scostamenti, rispetto ad un valore medio di popolazione per ogni classe, in modo 
da coprire gli spazi vuoti lasciati liberi da tale distribuzione fra un livello e l’altro in 
figura 2.11. L’assunzione di fondo che permette alla teoria christalleriana delle località 
centrali di funzionare, condivisa da qualsiasi altro modello gerarchico, è il fatto che 
esistano delle classi ben distinte di città, di cui esiste una dimensione media. 
 
Tale assunzione dei modelli gerarchici di classi di città è tuttavia antitetica rispetto ad 
una concezione power law della distribuzione di popolazione dei centri urbani, dove il 
fatto che esistano due città con il medesimo numero di abitanti è più unico che raro. Per 
questo motivo, pur essendo matematicamente possibile passare da un insieme discreto 
di classi ad una curva continua, dalla gerarchia alla power law (e viceversa), tale 
passaggio non è teoricamente corretto. Come è stato spiegato nel capitolo 1, la legge di 
potenza non presenta alcun valore medio e tutti gli elementi sono considerati aventi 
frequenza unitaria, cioè non esistono due città uguali, di conseguenza non è possibile 
individuare al suo interno classi ben precise e distinte fra loro. 
 
Teorie recenti riguardanti i sistemi di città pongono l’accento sul mutamento qualitativo 
osservato nei rapporti gerarchici fra insediamenti urbani (Camagni, 1993). Soprattutto 
per i centri di media grandezza i rapporti gerarchici scompaiono, per lasciare il posto ad 
una struttura reticolare strettamente interconnessa. La nuova configurazione spaziale è 
caratterizzata da reti di città, le quali presentano un insieme di rapporti tendenzialmente 
orizzontale, che nei modelli precedenti non erano tenuti in considerazione. Inoltre tali 
rapporti possono connettere fra loro città differentemente specializzate e quindi 
complementari (reti complementari), oppure città simili, aventi la medesima specializ-
zazione (reti di sinergia). Come si è visto parlando di Small World (capitolo 1), la power 
law si adatta benissimo al modello reticolare (nel nostro caso di città), spiegando anche 
la presenza degli hub all’interno della rete (Barabasi, 2004). Di conseguenza, anche 
abbandonando il modello classico di tipo gerarchico, la power law può essere 
egregiamente impiegata nel descrivere la distribuzione dei nuovi centri urbani, o nodi 
della rete. 
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2.4 Alcune considerazioni conclusive 
 
Passiamo ora ad analizzare la validità e i limiti dei due modelli localizzativi elaborati da 
Christaller e da Lösch. Senza dubbio, il punto di forza di tali modelli sta nel fatto di 
essere arrivati ad una configurazione spaziale ordinata di località con un livello di 
importanza differente (eterogenea), partendo da due soli elementi endogeni al sistema, 
quali le economie di scala e i costi di trasporto, senza considerare in alcun modo delle 
eterogeneità spaziali esogene: infatti, si ricorda che il territorio su cui le località centrali 
vengono localizzate è una vasta pianura, priva di qualsiasi elemento fisico di disturbo 
(laghi, fiumi, montagne, ecc…). Inoltre tali modelli sono stati costruiti sulla base di 
varie ipotesi di ottimizzazione, quali: la minimizzazione dei costi di trasporto per i 
consumatori; la massimizzazione del numero di produttori; la minimizzazione del 
numero dei centri per raggiungere economie di agglomerazione; la massimizzazione dei 
profitti per i produttori; che concorrono tutti alla realizzazione di un equilibrio spaziale 
generale. 
 
Il modello di Christaller risulta essere un sistema basato sulla produzione di servizi, 
dove i costi di trasporto sono supportati dai consumatori, le economie di scala sono 
poco evidenti e dove vengono definite delle chiare soglie gerarchiche. Invece il modello 
di Lösch, rappresenta un sistema basato sulla produzione industriale, dove le economie 
di scala e la specializzazione divento estremamente importanti nella localizzazione dei 
centri urbani. Tuttavia un duro colpo a questi modelli viene dato, oggigiorno, dalla 
sempre maggiore irrilevanza dei costi di trasporto, che muta la struttura delle aree di 
mercato, le quali a questo punto possono sovrapporsi. Nei due modelli, di cui abbiamo 
parlato, le città venivano considerate come delle biglie di varia grandezza, incomprimi-
bili e non compenetrabili, calate sul territorio. L’assenza dei costi di trasporto fa cadere 
l’ipotesi di aree di mercato non sovrapposte, che risultava fondamentale per la 
configurazione esagonale delle località centrali. 
 
Nonostante le ipotesi di partenza, tali modelli non sono adeguati per la realizzazione di 
un equilibrio spaziale riguardante la gerarchia delle città. Questo è dovuto principalmen-
te alla presenza di alcune problematiche che vengono riportate qui di seguito. 
 
? Manca un’analisi della domanda del consumatore, infatti i due modelli si 
configurano eminentemente come modelli di produzione. 
? la funzione dei costi è indipendente dalla localizzazione e quindi non viene 
considerata la variabilità spaziale del prezzo e della produttività, e neppure si prende 
in considerazione il costo del suolo urbano. 
? le diverse produzioni sono aggregate sul territorio ma non esiste alcun meccanismo 
di interdipendenza, né sul versante dei possibili effetti di complementarietà nella 
domanda, né su quello di possibili legami di interdipendenza settoriale nell’offerta. 
? da un punto di vista matematico, anche se vengono esplorate le condizioni 
necessarie perché il modello presenti una soluzione di equilibrio, non si dimostra né 
l’esistenza, né la stabilità, né la unicità di tale soluzione. 
 
Se la città è una concentrazione di attività residenziali, un grande mercato del lavoro ed 
un modo efficiente di organizzazione della produzione sociale, il modello delle località 
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centrali, nella formulazione dei sui fondatori, crea, da un punto di vista analitico, una 
gerarchia di centri senza città (Camagni, 1993). 
 
Nonostante Christaller e Lösch non si conoscessero, e non fossero a conoscenza delle 
rispettive teorie, i due modelli hanno notevoli somiglianze, e addirittura quello di Lösch 
sembra una formalizzazione e sistematizzazione dei concetti espressi da Christaller 
(anche se così non è). Il modello di Lösch è matematicamente ed economicamente 
molto più preciso e dettagliato di quello christalleriano. Infatti, Christaller nei suoi 
lavori presenta alcune aporie, nonché passaggi oscuri. Un esempio fra tutti è la presenza 
dei tre principi di localizzazione (approvvigionamento, traffico, isolamento), che non 
sono relazionati fra loro; addirittura sembra che l’organizzazione territoriale che deriva 
dagli ultimi due principi, sia solamente una sorta di distorsione del principio di 
approvvigionamento (o di mercato), costituito dai famosi esagoni. 
 
Christaller nel suo principale lavoro, Die zentralen Orte in Süddeutschland (1933), 
analizza i principali sistemi di città della Germania Meridionale, comparando la 
configurazione reale con la teoria delle località centrali da lui elaborata. Tuttavia, i 
risultati ottenuti non sono affatto soddisfacenti, nemmeno per lo stesso autore. 
 
 
 
Figura 2.12. Confronto fra le città di classe L della Germania Meridionale e lo schema razionale delle 
località centrali elaborato da Christaller. 
 
In figura 2.12 si riporta il sistema delle città di classe L (Landeszentrale), e come si 
vede, la struttura esagonale non viene completata. Ci sono solamente 5 città attorno a 
Stoccarda e ne mancherebbe una a sud, al confine con l’Austria. Molto probabilmente 
l’assenza di tale centro è da imputarsi all’orografia di quella zona che in gran parte è 
costituita da rilievi montuosi. Riguardo a questo fatto lo stesso Christaller commenta: 
“Il primo fattore degno di nota, il quale esercita un peso determinante sulla struttura 
del sistema L di Stoccarda, è la presenza di soli 5 sistemi L confinanti, e non 6 come di 
norma9”. Egli afferma quindi che se contraddice la teoria, la realtà non è normale, come 
se fosse la realtà a doversi adattare al modello teorico delle località centrali e non 
viceversa (per approfondimenti vedere Georges Nicolas, 2006). 
 
                                                 
9 Pagina 265 di Christaller W. (1980) Le località centrali della Germania meridionale. Franco Angeli 
Editore, Milano, Italia. 
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Un’altra osservazione, che avrebbe meritato un’analisi più approfondita da parte di 
Christaller, è secondo noi il fatto che Monaco, pur essendo riconosciuta dallo stesso 
autore come località con il più elevato livello di centralità della Germania Meridionale, 
non sia al centro dell’esagono (o in questo caso del pentagono), ma sia rilegata ad una 
posizione marginale, mentre al suo posto troviamo Stoccarda, che possiede una 
popolazione e una centralità nettamente inferiori. 
In figura 2.13 riportiamo la mappa delle città tedesche, come elaborata da Christaller, 
nel tentativo di individuare le località centrali e i loro sistemi. 
 
 
 
Figura 2.13. Sistema delle località centrali nella Germania Meridionale. 
 
Nei capitoli successivi vedremo come il modello spaziale ad esagoni, proposto dalla 
teoria delle località centrali di Christaller, non si adatti molto bene alla configurazione 
reale osservata per diversi Paesi europei, quali l’Italia e la Francia, e verrà proposto un 
nuovo modello localizzativo, alternativo a quello christalleriano. 
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3.1 Lo studio degli insediamenti urbani 
 
Introduzione 
 
L’esistenza di una regolarità empirica fra la dimensione di una città (in termini di 
popolazione) e il suo rango in una graduatoria è nota da quasi un secolo, e come si è 
visto ha assunto svariate denominazioni. In tutti questi anni la letteratura relativa a 
questo argomento è cresciuta a dismisura, diventando un vero e proprio oceano, per 
utilizzare un’espressione adottata da Glenn R. Carroll (1982), il quale redasse una 
accurata rassegna di contributi in materia di distribuzione delle città per dimensione. 
 
Il pioniere nello studio della distribuzione power law applicata agli insediamenti urbani 
è stato il geografo tedesco Felix Auerbach nel 1913. Egli propose una relazione di tipo 
power law (con esponente negativo unitario) fra la popolazione delle città e il loro 
rango. La forma della relazione di Auerbach era del tipo: 
 
Pi = P1 / i     (3.1) 
 
dove Pi è la popolazione della i-esima città, e dove P1 è la popolazione della città più 
grande (da considerarsi costante). Tutti gli insediamenti urbani sono disposti in ordine 
decrescente di popolazione, e i ne individua il rango. 
Come si è visto in precedenza la regola rango-dimensione (rank-size rule) è spesso 
denominata Legge di Zipf dal nome del suo principale teorico. Anche George Kingsley 
Zipf (1941) applicò la legge rango dimensione agli insediamenti urbani, ma con una 
forma più generale di quella di Auerbach: 
 
     Pi = P1 / i β     (3.2) 
 
Che nella sua forma bi-logaritmica diventa: 
 
      log Pi = log P1 - β log i    (3.3) 
 
dove il nuovo parametro β indica l’esponente della power law, oppure il coefficiente 
angolare di una retta in scala bi-logaritmica. L’equazione (3.2) è perfettamente identica 
alla (1.29) presentata in precedenza. 
 
L’ampia mole di ricerche che sono state eseguite su questo argomento possono essere 
distinte in due principali filoni (Malfi, 2002). Un primo filone ha tentato di trovare delle 
spiegazioni razionali al fenomeno, proponendo di volta in volta teorie interpretative 
derivanti da principi appartenenti a differenti discipline, come l’economia, la geografia, 
la sociologia, la biologia e la statistica. Malgrado tutti questi sforzi, allo stato attuale, 
non sembra si sia trovata una spiegazione convincente e definitiva. Di questo parleremo 
successivamente nel capitolo dedicato ai meccanismi generativi della power law. 
Il secondo filone di cui ci occupiamo direttamente in questo capitolo, si è dedicato 
invece alla verifica empirica della legge, cercando di capire cioè se esiste e in caso 
affermativo quale sia la distribuzione teorica più opportuna per descrivere le città in 
funzione della loro popolazione. 
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Attualmente la maggior parte degli studiosi è concorde sul fatto che la regolarità in 
questione trovi una sostanziale verifica empirica soprattutto nella versione indicata da 
Zipf anche detta regola rango-dimensione, mentre non è ancora chiaro perché ciò 
avvenga. A tale proposito è possibile citare l’opinione di tre grandi autori che hanno 
studiato questo tipo di distribuzione. 
 
 “L’evidenza suggerisce che la regola rango-dimensione continua a funzionare molto 
bene”. 
Paul Cheshire (1999) 
 
“Un evidente modello di agglomerazione è la legge di Zipf per le città, che può essere 
considerata la più precisa regolarità in economia”. 
Xavier Gabaix (1999) 
 
“Dobbiamo dire che la regola rango-dimensione è causa di grande imbarazzo per la 
teoria economica: una delle più forti relazioni statistiche che noi conosciamo, priva di 
un qualsiasi fondamento teorico chiaro”. 
Paul Krugman (1995) 
 
Nonostante la grande mole di articoli pubblicati su questo argomento, alcuni lavori, 
oppure le sintesi di essi proposte da altri autori, non mettono in risalto eventuali risultati 
che possono essere interessanti per questa tesi di dottorato. Anche quando ci si riferisce 
esplicitamente alla regola rango-dimensione, non potendo disporre dei dati utilizzati, 
bisogna accontentarsi di quanto indicato dagli autori, che nella maggioranza dei casi 
avevano obiettivi diversi dal nostro. Ad esempio, in molti casi si afferma semplicemente 
che l’esponente della power law è vicino ad uno oppure no, senza specificarne il valore; 
in altri casi viene riportato il valore senza alcun tipo di statistica come la varianza, o il 
valore minimo e massimo trovati. Pur con queste limitazioni si cercherà ora di riportare 
alcuni contributi di autori che hanno contribuito allo studio della power law, nella forma 
della regola rango-dimensione applicata alla popolazione delle città. 
 
I risultati riscontrabili in letteratura 
 
Antecedenti al contributo di Zipf, esistono (oltre a quello di Auerbach) altri due lavori 
che possono essere riferiti alla regola rango-dimensione. 
Lotka (1925) volle verificare la validità empirica della relazione proposta da Auerbach, 
utilizzando la popolazione di 100 città degli Stati Uniti d’America nel 1920. Dai suoi 
studi emerse che riportando la legge di potenza in scala bi-logaritmica, una retta di 
coefficiente angolare β pari a 0,93 si adattava molto bene ai suoi dati di popolazione. 
Per Singer (1936), utilizzando i dati di 8 Paesi in un periodo compreso tra il 1880 e il 
1932, l’inclinazione β della retta di equazione (3.3) è vicino ad 1 e può essere 
interpretato come un indice della distribuzione della popolazione, o come una precisa 
misura di urbanizzazione. Singer non utilizzò la power law nella forma di Zipf, piuttosto 
si servì della distribuzione di Pareto (1.30), ottenendo un valore di 1,196 (che risulta 
pari a 0,836 utilizzando la legge di Zipf). 
Nel lavoro di Hoyt (1951), che aveva come obiettivo proprio la verifica della 
universalità della regola rango-dimensione, utilizzando i dati delle 15 città più grandi di 
6 Paesi negli anni che vanno dal 1941 al 1950, si giunge alla conclusione che la 
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distribuzione power law con esponente pari a 1 non si adatta molto bene ai dati. 
Purtroppo non si dispone di alcuna statistica sulla distribuzione dei dati. 
Nel contributo di Duncan e Reiss (1956), la verifica empirica riguarda 7.568 città degli 
Stati Uniti d’America nel 1950 e l’equazione della retta che meglio si adatta ai dati ha 
un coefficiente angolare β pari a 1,05004. 
In Moore (1958), la verifica empirica è stata fatta utilizzando un campione di 100 città 
degli USA e URSS fra il 1890 e il 1950 al fine di verificare l’universalità della regola 
rango-dimensione. Il risultato fu che la retta con pendenza β = 1 interpolava in modo 
insoddisfacente i dati. 
Browning e Gibbs (1961) vollero verificare l’esistenza di deviazioni dalla regola 
rango-dimensione e a questo scopo utilizzarono i dati di popolazione di un certo numero 
di città (variabile da Paese a Paese) attorno al 1950 per 6 Paesi. Il risultato ottenuto è 
che non si evidenziano comportamenti individuali differenti da quelli stimati con la retta 
di regressione di pendenza β = 1. 
Alperovich (1984), nel suo lavoro richiede non solo un coefficiente angolare uguale ad 
uno, ma anche che la costante sia uguale alla media dei prodotti della popolazione di 
ciascuna città per il proprio rango. Egli elaborò i dati di città con popolazione superiore 
a 100.000 abitanti, utilizzando come fonte l’United Nations Demographic Yearbook del 
1978 per 15 Paesi. Il risultato fu che per 8 di essi il coefficiente angolare era uguale ad 
uno con un livello di significatività1 del 5%. 
Isabel Thomas (1985), nel dimostrare che i parametri significativi della regola rango-
dimensione dipendono dall’ampiezza del sistema urbano e dalla numerosità del 
campione, trovò che il coefficiente angolare delle regressioni sui dati delle città con 
popolazione superiore ai 100.000 abitanti è significativamente non diverso da uno in 19 
Paesi su 35 con livello di significatività del 5%, di cui 12 con livello di significatività 
pari allo 1%. 
Il lavoro di Guerin-Pace (1995) è interessante, perché a differenza degli altri nei quali 
le verifiche empiriche sono effettuate con riferimento ad una sola epoca o a poche altre, 
in questo articolo la verifica riguarda 12 epoche corrispondenti a quelle dei censimenti 
effettuati tra il 1831 e il 1990 in Francia. Inoltre, per ciascun anno di censimento si 
considerano due campioni: il primo comprende tutte le unità urbane con più di 2.000 
abitanti; il secondo, più ristretto, comprende solo le città con più di 10.000 abitanti. 
Questo lavoro si differenzia dunque anche per il fatto che la soglia minima considerata è 
molto più bassa di quella generalmente usata (100.000 abitanti) e consente quindi di 
osservare il comportamento delle città più piccole. Nel lavoro non sono purtroppo 
riportati i valori dei coefficienti angolari delle varie rette di regressione, in quanto 
l’autrice è interessata al loro andamento nel tempo (del quale viene fornito soltanto un 
grafico) e alla loro sensibilità rispetto alla variazione della dimensione del campione. 
Tuttavia, la stessa autrice afferma: “La regola rango-dimensione che corrisponde a un 
esponente di Pareto uguale ad uno è, in realtà, raramente ottenibile”. E subito dopo: 
“Pertanto è preferibile interpretare la distribuzione rango-dimensione come un modello 
molto generale che permette la semplice descrizione dell’organizzazione gerarchica di 
un sistema”. 
 
 
                                                 
1 Utilizzando la distribuzione t-Student è possibile eseguire un test di verifica di ipotesi (nel nostro caso 
che β = 1), fissando un livello di significatività, generalmente indicato con α, che determina la regione di 
rifiuto dell’ipotesi. Se α = 0,05 (5%), vuol dire che il 95% (1-α) del nostro campione verifica l’ipotesi. 
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Brackman et al. (1999) riportano alcune osservazioni sulla regola rango-dimensione: 
1) la variabile rango e la variabile dimensione presentano una correlazione negativa; 2) 
la regola sembra funzionare soltanto quando sono escluse dal campione le città più 
piccole; 3) il coefficiente angolare β della retta di regressione sembra essere 
statisticamente uguale a uno per gli USA, ma per molti altri Paesi questa situazione non 
si verifica; 4) il valore del coefficiente angolare non è costante nel tempo. 
Gabaix (1999), nel tentativo di fornire un spiegazione del funzionamento della legge di 
Zipf, riporta il risultato della regressione tra il logaritmo del rango e il logaritmo della 
dimensione delle 135 aree metropolitane degli Stati Uniti al 1991. Si ottiene una retta 
con coefficiente angolare uguale a meno uno. Questa, secondo l’autore, è la prova che la 
legge funziona e vale dunque la pena di ricercare i motivi di un risultato così 
sorprendente. 
Molto interessanti sono anche i lavori di Lucio Malfi (2002), Kwok Tong Soo (2004) e 
Volker Nitsch (2005), nei quali si trova una vera e propria meta-analisi sul coefficiente 
angolare β della retta di regressione, riscontrato da differenti autori e relativi a diversi 
Paesi del mondo. In questi lavori è presente un resoconto estremamente dettagliato del 
valore di tale coefficiente e delle sue statistiche principali. Di seguito si riporta in tabella 
un’elaborazione dei dati raccolti da Nitsch, in modo da mostrare il valore dell’esponente 
β della regola rango-dimensione proposta da Zipf, calcolato da vari autori. 
 
 
Tabella 3.1. Valori del coefficiente angolare β (di Zipf) osservato da vari autori. 
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Figura 3.1. Stime del coefficiente angolare della retta di regressione.  
 
In figura 3.1 la linea blu rappresenta le stime originali dell’esponente della power law 
tratte dai lavori di autori vari (sia che essi utilizzassero Zipf oppure Pareto); gli 
istogrammi azzurri invece evidenziano le stime armonizzate del coefficiente angolare β 
della regola rango-dimensione di Zipf. L’intervallo delle stime va da 0,49 a 1,96 con un 
valor medio pari a 1,09 e una mediana di 1,08 (Nitsch, 2005). 
 
La lunga rassegna dei lavori comparsi dopo il contributo di Zipf potrebbe continuare 
oltre, tuttavia anche se non completa ed esaustiva, consente di trarre alcune interessanti 
conclusioni. Innanzi tutto il fatto che la maggioranza degli autori sia concorde nel 
ritenere inappropriato un esponente β della regola rango-dimensione rigidamente uguale 
a uno, non rappresentativo cioè della vasta mole di dati quantitativi sulla popolazione 
urbana raccolti da moltissimi autori. In secondo luogo, si è osservato come il valore del 
coefficiente angolare β non è costante nel tempo per il medesimo Paese, anzi come 
vedremo in seguito il suo valore presenta differenti trend temporali, pur rimanendo per 
la maggior parte dei casi in un range compreso fra 0,6 e 1,6. Un’altra osservazione 
molto importante sta nel fatto che per trovare una legge di potenza bisogna eliminare le 
città più piccole: è necessario quindi introdurre una soglia di popolazione sotto la quale 
non è più possibile parlare di power law. 
 
3.2 Verifiche empiriche 
 
I dati italiani a nostra disposizione, per la verifica empirica della legge di potenza 
applicata agli insediamenti urbani, sono relativi ai censimenti ISTAT eseguiti fra il 1861 
e il 2001 (ultimo disponibile), che forniscono la popolazione residente di tutti i Comuni 
presenti a quell’epoca. Per rendere il più omogenee possibile le informazioni, si è deciso 
di escludere il censimento del 1861 (anno in cui nasce il Regno d’Italia) per la 
mancanza di numerosi dati importanti, fra i quali la popolazione di Roma e varie 
regioni. Le date dei censimenti effettuati di cui teniamo conto sono di conseguenza 
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relativi a 13 epoche: 1871, 1881, 1901, 1911, 1921, 1931, 1936, 1951, 1961, 1971, 
1981, 1991, e 2001. Si ricorda che con la fine della Prima Guerra Mondiale, sono state 
annesse al Regno d’Italia delle nuove regioni (Friuli Venezia Giulia e Trentino Alto 
Adige), per questo motivo le analisi fatte sull’intero territorio italiano utilizzeranno i 
dati di popolazione dal 1921 in poi; mentre le analisi effettuate su particolari regioni 
(come ad esempio la Lombardia) potranno contare sui dati completi dei censimenti dal 
1871 al 2001. 
 
L’obiettivo delle analisi condotte in questo capitolo è quello di verificare la validità 
della regola rango-dimensione, utilizzando i dati relativi al territorio italiano, e calcolare 
il valore del coefficiente angolare β dell’equazione (3.3), sempre tenendo conto delle 
osservazioni fatte dai vari autori incontrati in letteratura. 
 
Riportando i dati di popolazione dei Comuni italiani dal 1921 al 2001, ordinati in 
maniera decrescente, si ottiene graficamente la regola rango-dimensione di Zipf, che in 
doppia scala logaritmica è rappresentata in figura 3.2. 
 
10
100
1.000
10.000
100.000
1.000.000
10.000.000
1 10 100 1.000 10.000
rango
po
po
la
zi
on
e
P1921 P1931 P1936 P1951 P1961 P1971 P1981 P1991 P2001
 
 
Figura 3.2. Regola rango-dimensione di tutti i Comuni italiani. 
 
Si nota subito che dopo un primo tratto pressoché rettilineo, appare nelle curve un 
considerevole cambio di pendenza. Questo andamento è ben descritto in letteratura 
anche se il più delle volte non è possibile osservarlo: solitamente i dati di popolazione 
presentano una soglia minima attorno ai 10 - 100 mila abitanti. Le osservazioni 
effettuate sul campione italiano rivelano un cambio di pendenza attorno al valore medio 
di circa 6.000 abitanti. 
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Il significato di questo andamento, che si discosta notevolmente da quello rettilineo in 
scala bi-logaritmica, sta nel fatto che la distribuzione di popolazione per i Comuni 
italiani è una lognormale con una coda power law (figura 3.9). Se la distribuzione di 
popolazione seguisse esattamente una legge di potenza ci aspetteremmo di trovare 
milioni di Comuni con poche unità di abitanti. Questo ovviamente non accade nella 
realtà, perché i Comuni sono formati dall’aggregazione di più nuclei familiari che 
cooperano fra di loro e svolgono determinate funzioni e servizi per la comunità stessa. 
Al di sotto di una certa soglia di popolazione non è più conveniente formare un nuovo 
comune. Comuni troppo piccoli tendono negli anni a scomparire, oppure vengono 
annessi al territorio di quelli vicini. 
 
Di seguito in figura 3.3 si riporta l’andamento nel tempo del coefficiente angolare β, il 
quale cresce al crescere della popolazione totale dei Comuni italiani. 
 
0,70
0,80
0,90
1,00
1,10
1,20
1,30
1901 1921 1941 1961 1981 2001 2021
anno
es
po
ne
nt
e 
β
 
 
Figura 3.3. Andamento nel tempo del coefficiente angolare β. 
 
Tuttavia il calcolo del coefficiente angolare della retta di regressione lineare in doppia 
scala logaritmica, eseguito su tutto il campione, fornisce un coefficiente R2 di 
determinazione piuttosto basso: questo significa che la retta di regressione teorica, non 
si adatta molto bene al campione dei dati osservati, ed è dovuto essenzialmente allo 
scostamento dei Comuni più piccoli dall’andamento lineare della power law. 
 
Per poter calcolare adeguatamente il coefficiente angolare β della rank-size rule, è 
necessario che il campione si disponga il più possibile lungo una retta in doppia scala 
logaritmica. Per questo risulta necessario troncare il campione di popolazione dei 
Comuni italiani prima che si verifichi il cambio di pendenza descritto in precedenza. 
In prima approssimazione possiamo considerare i primi 1.700 Comuni2 (quelli più 
grandi), che in tutte le epoche esaminate possiedono una popolazione sempre superiore 
a 5.000 abitanti. Di seguito in figura 3.4 si riporta il grafico dai dati di popolazione 
troncati, in modo da evidenziare l’andamento rettilineo della power law. 
                                                 
2 Più precisamente è stato considerato il valore 1.756 del rango, che equivale ad un Comune di 
popolazione pari a 5.001 abitanti nel 1921, e di popolazione pari a 6.562 nel 2001. Il troncamento viene 
quindi effettuato sul rango e non sulla popolazione. 
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Figura 3.4. Regola rango-dimensione dei primi 1.700 Comuni italiani (con più di 5.000 abitanti). 
 
Come si vede dal grafico in figura 3.4 i dati di popolazione ordinati in maniera 
decrescente si distribuiscono approssimativamente lungo una retta di coefficiente 
angolare β. Anche il coefficiente di determinazione R2 migliora rispetto al caso riportato 
in precedenza, assumendo valori fra 0,995 e 0,999. Essendo R2 prossimo all’unità, 
siamo in presenza di un ottimo adattamento fra la curva teorica di regressione lineare e i 
dati reali di popolazione osservati. 
Molto interessante risulta essere invece l’andamento del coefficiente angolare β nelle 
varie epoche, calcolato a partire dai dati di popolazione troncati, figura 3.5. 
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Figura 3.5. Andamento nel tempo del coefficiente angolare β (serie tronca). 
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Dal grafico riportato in figura 3.5 si vede come il 1971 rappresenti l’epoca di massima 
espansione demografica per le città italiane, mentre successivamente si assiste ad un 
declino delle città più grandi che perdono popolazione residente, pur osservando una 
crescita seppur minima della popolazione totale del Paese. Le grandi città si svuotano e i 
piccoli e medi centri crescono, e da studi demografici sappiamo che negli ultimi anni il 
tasso di crescita della popolazione italiana è mantenuto in attivo solamente dalla 
crescente immigrazione verso l’Italia.  
 
Diversamente da quanto accade per i dati di tutti i Comuni italiani (figura 3.3), la serie 
tronca fornisce valori del coefficiente angolare β della rank-size rule che non seguono 
più l’andamento della popolazione totale. Tuttavia abbiamo osservato che i valori di β 
nel tempo sono proporzionali invece al valore di popolazione della città più grande 
(quella di rango 1) normalizzata rispetto alla popolazione totale della serie tronca. 
Il grafico riportato in figura 3.6 mostra esattamente questa correlazione (che è di tipo 
lineare) fra β e il rapporto P1/Ptronca. 
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Figura 3.6. Correlazione lineare fra il coefficiente angolare β (o esponente della rank-size rule) e il valore 
normalizzato di popolazione della città più grande in quell’anno, in Italia.  
 
Una correlazione di questo tipo indica che è sempre possibile sostituire il valore di β 
con una funzione lineare del rapporto fra popolazione della città più grande e 
popolazione totale della serie tronca. Infatti β sarà uguale al rapporto P1/Ptronca 
moltiplicato per un determinato coefficiente angolare m, con l’aggiunta poi di un 
termine noto q. Per quanto riguarda il caso italiano, i dati di popolazione sono stati 
troncati ad un rango pari a 1.755 a tutte le epoche, con una popolazione che varia 
attorno al valore di 5.000 abitanti. L’equazione della retta in figura 3.6 per il caso 
italiano è dunque: 
 
2000
301/
5000
1365
tronca1 −= PPβ     (3.4) 
 
 
3. La power law degli insediamenti urbani 
 
66 
Eseguendo vari studi sul campione di popolazione a varie epoche, si è poi verificato 
che, affinché i punti nel grafico in figura 3.6 si distribuiscano perfettamente su una retta, 
deve essere considerato esattamente lo stesso numero di Comuni nelle varie epoche, 
eseguendo cioè un taglio non sulla popolazione, ma sul rango, come realizzato in figura 
3.4. Al contrario un troncamento eseguito sui valori di popolazione (considerando cioè 
la medesima popolazione Pmin per tutte le date disponibili) si ottiene come risultato un 
insieme di punti che non si distribuisce su una retta3. 
 
Verifiche empiriche effettuate utilizzando dati di popolazione di altri Paesi europei 
(provenienti dal sito www.citypopulation.de) confermano questo andamento anche per 
altre Nazioni, mostrando addirittura un coefficiente di determinazione pari a 0,9994. Di 
seguito si riporta il grafico riassuntivo dei Pesi analizzati. 
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Figura 3.7. Andamento della relazione fra β e il rapporto P1/Ptronca in differenti Paesi.  
 
 
 
 
                                                 
3 Non è affatto detto che un medesimo valore di popolazione P si ritrovi allo stesso rango r in epoche 
diverse. Normalmente il rango varia nel tempo come vedremo in seguito e può accadere che un valore di 
popolazione al tempo t abbia un rango maggiore oppure minore di quello che avrà al tempo t+1. Le 
variazioni di rango sono del tutto aleatorie (casuali) e non seguono una legge che ci permette di 
prevederne l’andamento. 
4 Si ricorda che un coefficiente di determinazione R2 pari a 1 esprime la perfetta sovrapposizione 
(adattamento) della curva di regressione teorica con la curva dei dati reali osservati. Il coefficiente R2 
assume valori compresi fra 0 e 1. 
3. La power law degli insediamenti urbani 
 67
 
 
Figura 3.8. Mappa tematica della popolazione dei Comuni italiani nel 2001. 
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Distribuzione lognormale e soglia di popolazione 
 
La distribuzione lognormale, come già accennato pocanzi, riesce a rappresentare l’intera 
gamma di insediamenti urbani, che vanno dal più piccolo villaggio di campagna fino 
alle più grandi metropoli presenti sul territorio nazionale. Per studiare le differenze fra 
questa distribuzione e la power law, facciamo riferimento ai dati di popolazione dei 
Comuni italiani relativi al 2001, di cui si riporta una mappa in figura 3.8. 
Come primo passo per visualizzare la distribuzione lognormale è necessario dividere il 
campione di popolazione in classi e calcolarne la frequenza relativa. Arbitrariamente si 
è scelto di considerare classi di 200 abitanti in modo tale da ottenere un grafico chiaro 
dell’andamento della distribuzione lognormale, riportato in figura 3.9. 
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Figura 3.9. Distribuzione di popolazione dei Comuni italiani al 2001 (classi di 200 abitanti). 
 
Semplicemente calcolando la media e la varianza del campione di popolazione è 
possibile ottenere la distribuzione lognormale teorica, che è stata tracciata sul grafico in 
colore giallo. Come si vede la lognormale teorica approssima molto bene il campione di 
popolazione reale. Sul grafico si riporta anche la distribuzione power law5 che meglio si 
adatta al campione utilizzato (curva di colore nero). Si ricorda che, pur non essendo in 
scala bi-logaritmica, la parte di sinistra nel grafico in figura 3.9 corrisponde alla coda 
della distribuzione nella parte destra del grafico in figura 3.2. 
 
                                                 
5 In questo caso si tratta precisamente di una distribuzione power law e non della regola rango-
dimensione o di una distribuzione di Pareto. Sull’asse delle ascisse abbiamo le classi di popolazione e 
sulle ordinate la frequenza relativa della classe. Nel caso di una distribuzione di Pareto avremmo avuto 
sulle ordinate la frequenza cumulata. 
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Dalla figura 3.9, si vede molto bene come la distribuzione power law diverge rispetto 
alla distribuzione lognormale, questo perché ci si aspetterebbero molti più insediamenti 
di piccole dimensioni rispetto a quelli realmente esistenti, se la power law fosse 
verificata anche per questi valori di popolazione. 
 
A questo punto è necessario trovare un metodo rigoroso per troncare la serie dei dati di 
popolazione, in modo tale da calcolare il valore del coefficiente angolare β della rank-
size rule, utilizzando un campione che si distribuisca il più possibile come una power 
law. Sappiamo dalle osservazioni effettuate che questo valore di soglia varia da Nazione 
a Nazione e che potrebbe essere differente anche per differenti epoche dello stesso 
Paese. Di conseguenza proponiamo in questo lavoro di tesi di dottorato, un metodo che 
tenga conto del massimo adattamento della power law teorica con la distribuzione dei 
dati di popolazione troncati a differenti valori, utilizzando il coefficiente di determina-
zione R2. 
 
Per determinare il valore di questa soglia di popolazione si procede come segue. Viene 
calcolato il coefficiente angolare β della rank-size rule, per un determinato valore di 
soglia, utilizzando la regressione lineare eseguita in doppia scala logaritmica. La legge 
rango-dimensione così trovata avrà anche un proprio valore di R2. Successivamente 
viene fatto variare il valore di soglia in modo da trovare il massimo di R2 in funzione 
della popolazione di soglia (a cui viene troncato il campione). Il valore di β che stiamo 
cercando è quello caratterizzato dal più alto valore di R2. 
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Figura 3.10. Valori della soglia e di β in funzione del coefficiente R2 di determinazione. 
 
Come si vede dal grafico riportato in figura 3.10, al variare della popolazione minima a 
cui viene troncato il campione esiste un massimo del coefficiente R2 di determinazione, 
che corrisponde ad un determinato valore dell’esponente β della rank-size rule. 
 
In particolare il valore della soglia calcolata per l’Italia al 2001 è pari a 9.000 abitanti, 
con un coefficiente di determinazione pari a 0,9957 e un valore del coefficiente angolare 
β pari a 0,74. Dal grafico si nota anche che piccole variazioni nel coefficiente di 
determinazione possono corrispondere a notevoli differenze nel valore di β, risulta 
quindi necessario fare attenzione al punto in cui la serie di popolazione viene troncata, 
che non può essere un valore di popolazione prestabilito (in letteratura si trovano valori 
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di 10.000 oppure 100.000 abitanti), ma deve essere calcolato in maniera rigorosa per 
ogni singolo campione di dati. 
Utilizzando dunque la procedura proposta in questo lavoro di tesi è possibile ottenere 
dei risultati attendibili e soprattutto confrontabili fra loro. 
 
La power law delle agglomerazioni urbane 
 
I dati italiani di popolazione provenienti dai censimenti ISTAT, che sono stati utilizzati 
in questo lavoro di dottorato, si riferiscono ai singoli Comuni presenti sul territorio 
italiano. Moltissime elaborazioni sulla regola rango-dimensione, effettuate sia in Italia 
che all’estero da numerosi studiosi, fanno riferimento ai Comuni come unità minima di 
calcolo, e questo è dovuto essenzialmente al fatto che risulta molto più facile reperire 
informazioni su di un ambito amministrativo ben delineato, piuttosto che utilizzare altri 
tipi di dati a scale di aggregazione differenti. 
 
Tuttavia diversi autori (Malfi, 2002; Carroll, 1982) hanno osservato che utilizzando, 
non la popolazione dei singoli Comuni, ma quella delle agglomerazioni urbane, la retta 
di regressione di coefficiente angolare β si adattava molto meglio ai dati di quanto 
accadesse utilizzando la popolazione comunale. Rosen e Resnick (1980) sostengono 
inoltre che dal punto di vista dello studio della rank-size rule, non c’è dubbio che l’area 
metropolitana sia l’unità urbana più appropriata in quanto permette di considerare anche 
i consumatori e i lavoratori della città che risiedono nei suoi dintorni, formando una 
unità territoriale economicamente integrata. A seguito di queste intuizioni, è necessario 
valutare quale sia l’unità di aggregazione più adeguata per effettuare le osservazioni 
sulla power law, nonché verificare la disponibilità di tali dati. 
 
Per rendere il più completo possibile questo studio sulla power law, sono stati utilizzati 
dei dati aggiuntivi relativi al 1991 e al 2001, in modo da poter calcolare la popolazione 
delle agglomerazioni urbane in quelle epoche. I dati provengono da un’elaborazione 
eseguita nel corso di Analisi dei Sistemi Urbani e Territoriali del prof. Giovanni 
Rabino, utilizzando la metodologia francese proposta dall’INSEE (Institut National de 
la Statistique et des Études Économiques). La procedura, piuttosto complessa, è stata 
applicata partendo dai dati ISTAT comunali del 1991 e del 2001. Utilizzando poi il 
numero di addetti e attivi di ogni Comune, i flussi entranti e uscenti da essi, le mappe 
Corine della copertura del suolo, e considerando come urbanizzato continuo degli 
elementi di costruito distanti fra loro non più di 200 metri, è stato possibile ottenere la 
mappa delle agglomerazioni urbane italiane per quegli anni, nonché i relativi dati di 
popolazione (appendice A2). 
 
A titolo di esempio si riporta in figura 3.11 la mappa tematica della popolazione delle 
agglomerazioni urbane relative al territorio italiano nel 2001. Questi dati di popolazione 
verranno utilizzati poi per lo studio della power law e il calcolo del coefficiente 
angolare β dell’equazione (3.3), parametro fondamentale della regola rango dimensione. 
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Figura 3.11. Mappa tematica della popolazione delle agglomerazioni urbane nel 2001. 
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Figura 3.12. Regola rango-dimensione per i Comuni italiani al 2001. 
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Figura 3.13. Regola rango-dimensione per le Agglomerazioni italiane al 2001. 
 
Confrontando il grafico in figura 3.12 che riporta la rank-size rule per i Comuni italiani 
in doppia scala logaritmica e il grafico in figura 3.13 che invece riporta la rank-size rule 
utilizzando i valori di popolazione delle agglomerazioni urbane, si può notare come i 
dati di quest’ultimo si distribuiscano meglio lungo una retta rispetto ai dati di 
popolazione comunali. Entrambe le serie sono state troncate a 5.000 abitanti dove la 
rank-size rule delle agglomerazioni presenta un massimo del coefficiente R2 di 
determinazione, che risulta pari a 0,998. Per trovare il massimo di R2 per i dati di 
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popolazione comunale bisognerebbe utilizzare come soglia minima 9.000 abitanti e 
comunque non si raggiungerebbe il valore del coefficiente di determinazione calcolato 
per le agglomerazioni. Questo sta ad indicare che a differenza di quelli comunali, i dati 
di popolazione delle agglomerazioni urbane coincidono eccellentemente con una 
power law, in questo caso nella forma di Zipf (o regola rango-dimensione). Per il 1991 
la situazione non cambia, dove si osserva un coefficiente β = 0,88 e un R2 = 0,998. 
Tuttavia il calcolo delle agglomerazioni urbane risulta essere molto complesso e non 
sempre i dati necessari sono disponibili. Inoltre esistono differenti metodologie per il 
loro calcolo e in questo caso non sarebbe nemmeno possibile un confronto diretto. 
 
In Italia, oltre alle agglomerazioni urbane e ai singoli Comuni, è possibile utilizzare i 
dati relativi ai Sistemi Locali del Lavoro (SLL), sviluppati dall’ISTAT, di cui sono 
disponibili le medesime epoche del 1991 e del 2001. Anche in questo caso vengono 
considerate delle aggregazioni multi-comunali, calcolate in base agli spostamenti 
giornalieri per motivi di lavoro. Comunque il confronto con altri Paesi è pressoché 
impossibile per mancanza di tali informazioni, senza contare che verifiche empiriche 
condotte utilizzando i dati relativi ai SLL non hanno portato a risultati differenti da 
quelli ottenibili utilizzando i dati comunali (Malfi, 2002). 
 
La power law della densità di popolazione 
 
Una soluzione alternativa all’impiego dei dati di popolazione comunali, è rappresentata 
dall’utilizzo della densità di popolazione, espressa come numero di abitanti di un 
Comune diviso la sua superficie (abitanti / km2). Questa strada potrebbe sembrare 
piuttosto interessante, per il fatto che la densità di popolazione fornisce un’indicazione 
sul reale livello di urbanizzazione di quel Comune, non un semplice valore assoluto 
quindi, ma una sorta di intensità di urbanizzato. La normalizzazione dei valori di 
popolazione rispetto alla superficie del Comune, permette di ottenere un valore che non 
dipende più dalla grandezza del Comune stesso. 
 
Grazie all’utilizzo delle mappe vettoriali ISTAT di tutti i Comuni italiani relativi al 
1991 e al 2001, e di un software GIS, è stato possibile misurare la superficie di ogni 
Comune per poi eseguire il calcolo della densità.  
 
Riportando tali valori su di un grafico con il rango sulle ascisse, si è osservato che anche 
la densità di popolazione si distribuisce secondo una lognormale con una coda 
power law. Tuttavia i risultati ottenuti non sono soddisfacenti, in quanto la retta di 
regressione in doppia scala logaritmica (che altro non è che una power law teorica) si 
adatta meno bene ai dati di densità, rispetto a quelli di popolazione: il coefficiente di 
determinazione R2 risulta essere piuttosto basso (vedi figura 3.14). 
 
Essendo poi il numero di Comuni (e quindi il rango) rimasto invariato, mentre tutti i 
valori sulle ordinate sono stati ridotti di almeno due ordini di grandezza, si assiste 
semplicemente ad una traslazione della power law verso il basso, senza variazioni degne 
di nota nella pendenza della retta in scala bi-logaritmica rispetto al caso con la 
popolazione comunale. Da notare però è il fatto che non esiste un rapporto di densità 
costante: non accade sempre che Comuni con una grande superficie abbiano moltissimi 
abitanti e quelli piccoli, pochissimi abitanti, ma tuttavia si trovano Comuni piccolissimi 
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che hanno una popolazione estremamente elevata e viceversa. Questo fatto contribuisce 
al rimescolamento delle città nell’ordinamento effettuato. 
 
In figura 3.14 si riporta il grafico della rank-size rule, in scala bi-logaritmica, per la 
densità di popolazione dei Comuni italiani al 2001, con l’indicazione della retta di 
regressione dei dati. Il campione è stato troncato ad una densità minima pari a 700 
abitanti / km2, utilizzando il metodo di massimo adattamento descritto precedentemente. 
Il risultato è un coefficiente angolare β pari a 0,572 e con un coefficiente R2 di 
determinazione pari a 0,982 (il quale risulta essere piuttosto basso e sicuramente 
inferiore rispetto agli R2 calcolati finora). 
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Figura 3.14. Regola rango-dimensione per la densità di popolazione per l’Italia al 2001. 
 
Per quanto riguarda l’anno 1991, la situazione rimane invariata, e si osserva un valore 
del coefficiente angolare β pari a 0,58 con un R2 pari a 0,984. 
Tale analisi non fornisce quindi risultati apprezzabili, pertanto la popolazione dei 
Comuni risulta essere il dato più adeguato per lo studio della power law, oltre al fatto 
che sia facilmente reperibile e largamente confrontabile. 
 
Di seguito in figura 3.15 viene riportata la mappa tematica della densità di popolazione 
dei comuni italiani relativi al 2001. Casavatore, San Giorgio a Cremano, Portici, tutti in 
provincia di Napoli mostrano il più alto valore di densità abitativa. Inoltre è possibile 
osservare molto bene la bassa densità di popolazione che contraddistingue la fascia 
appenninica e quella alpina, nonché valori medio alti che caratterizzano i principali 
capoluoghi di Regione (come Roma, Milano, Napoli, Torino, Genova, …). 
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Figura 3.15. Mappa tematica della densità di popolazione dei Comuni italiani nel 2001. 
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3.3 Le variazioni di β nel tempo 
 
In precedenza è stato già evidenziato come in letteratura sia ben noto che il valore 
dell’esponente β della rank-size rule non sia costante nel tempo, ma presenti delle 
variazioni anche sensibili da un anno con l’altro. Tuttavia l’evidenza empirica non può 
confermare che il valore di β abbia una tendenza a crescere negli anni (oppure a 
decrescere sempre in maniera monotona): infatti i dati italiani in nostro possesso 
mostrano un picco massimo attorno agli anni settanta (figura 3.5), per poi decrescere 
fino ad oggi. Lo studio di tale esponente eseguito sui dati di altri Paesi europei e del 
Mondo, tratti dal sito internet www.citypopulation.de, non mostra affatto un unico 
andamento, ma il valore di β può rimanere approssimativamente costante, aumentare 
sempre o viceversa diminuire sempre all’interno della finestra temporale considerata, 
oppure oscillare e quindi avere trend opposti nel medesimo Paese. 
Cerchiamo ora di capire quali siano i possibili cambiamenti nel tempo della regola 
rango dimensione e del suo esponente. Per fare questo si riportano in figura 3.16 tutti i 
possibili andamenti della retta di regressione in doppia scala logaritmica, che ricordo ha 
una pendenza pari a -β. Successivamente essi saranno analizzati uno ad uno. 
 
 
 
 
Figura 3.16. Possibili variazioni nel tempo della legge rango-dimensione. 
 
In figura 3.16, in colore più scuro (grassetto) viene evidenziata la rank-size rule di 
partenza, la quale viene riportata come detto in scala bi-logaritmica, assumendo quindi 
la forma di una retta con pendenza angolare -β. Questa retta presenta come intercetta 
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sull’asse delle ordinate il valore di popolazione più elevato, quello della città più grande 
caratterizzata da rango pari a uno (P1), mentre come intercetta sulle ascisse si trova il 
valore massimo del rango, che in sostanza indica il numero totale di città considerate. 
 
In figura 3.16a viene mostrato il caso in cui sia la popolazione di tutte le città, sia il 
numero di città considerate nell’analisi crescano, dando luogo ad una traslazione nel 
senso della freccia della rank-size rule. Viceversa, si ha anche il caso in cui popolazione 
e numero di città decrescano simultaneamente (linee tratteggiate). L’inclinazione della 
retta in scala bi-logaritmica non cambia, di conseguenza rimarrà invariato nel tempo 
anche il valore del coefficiente angolare β. 
 
In figura 3.16b si riporta il caso in cui il numero di città considerate è in aumento (senso 
della freccia), oppure in diminuzione (linea tratteggiata), sempre mantenendo costante la 
popolazione delle città più grandi. In questo caso l’aumento del numero di città fa 
diminuire la pendenza della retta nel grafico: si avrà quindi una diminuzione del valore 
di β e un valore di popolazione P1 costante nel tempo. Nel caso opposto la diminuzione 
nel numero di città porta ad un aumento del valore del coefficiente angolare β. 
 
In figura 3.16c si riporta il caso in cui il numero di città è fisso nel tempo, mentre a 
variare è la popolazione di tutti i centri urbani. Se la popolazione aumenta (senso della 
freccia) si avrà un aumento della pendenza della retta e quindi un aumento di β. Ad una 
diminuzione della popolazione di tutte le città, corrisponderà invece un minore valore 
del coefficiente angolare β (linea tratteggiata). 
 
In figura 3.16d si riporta il caso misto, dove il numero e la popolazione di tutte le città 
possono aumentare o diminuire a loro piacimento generando situazioni intermedie ai 
casi precedentemente discussi. Questo risulta essere anche il caso più comune nelle 
varie realtà territoriali esistenti. 
 
Osservando le variazioni di pendenza della retta di regressione in scala bi-logaritmica, si 
può notare che l’aumento di β sta ad indicare una maggiore aggregazione dei centri 
urbani, cioè la popolazione si sposta dai piccoli centri a quelli più grandi, le città più 
piccole spariscono oppure vengono annesse al territorio di altre città vicine. Questo è 
quello che è accaduto nel periodo di espansione demografica in Italia, che ha avuto il 
suo culmine negli anni settanta. Viceversa un basso valore di β indica una forte 
dispersione dei centri sul territorio, le grandi metropoli perdono progressivamente 
una parte dei loro abitanti, mentre i centri minori acquisiscono nuova popolazione. La 
tendenza si inverte e dai centri più grandi si separano dei quartieri per andare a formare 
comuni più piccoli, ma essenzialmente autonomi. Questo è quello che è avvenuto dagli 
anni settanta ad oggi in Italia, con una conseguente dispersione dei centri urbani sul 
territorio, dando origine ad un esteso e incontrollato consumo di suolo (anche noto 
come sprawl urbano) ben visibile nel nostro Paese. 
Al fine di valutare in maniera quantitativa i parametri che caratterizzano la rank-size 
rule della popolazione europea, negli ultimi 30 anni, sono state selezionate 8 fra le 
nazioni europee con il più alto numero di città e maggiore numero di abitanti, che sono: 
Italia, Francia, Spagna, Inghilterra, Germania, Belgio, Portogallo, Ungheria. In un 
secondo momento, per completezza nei risultati, sono stati inseriti altri 3 Paesi con 
realtà territoriali differenti da quelle europee (Giappone, Bangladesh e Iran), 
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caratterizzati da un elevato valore dell’esponente β. Dalla tabella 3.2 si può osservare 
come Belgio e Francia possiedano un β inferiore a quello italiano dovuto alla 
dispersione dei centri sul loro territorio; per quanto riguarda Inghilterra, Portogallo e 
Germania il valore di β è paragonabile a quello dell’Italia; mentre la Spagna, pur avendo 
una grande estensione territoriale, possiede un β grande per effetto della concentrazione 
delle città in aree limitate; infine Paesi come il Bangladesh e l’Iran possiedono un 
coefficiente angolare β prossimo a uno. 
 
 
 
Tabella 3.2. Valori dell’esponente della rank-size rule, del coefficiente di determinazione, della 
popolazione al troncamento, della popolazione della città più grande (P1 ), della popolazione totale della 
serie tronca, e il numero di città considerate per alcuni Paesi europei e del Mondo. 
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L’immagine da satellite, ripresa durante la notte (figura 3.17), e nella quale è possibile 
osservare le luci artificiali delle città europee, rende più chiari i dati riportati in tabella 
3.2, fornendo un’idea alquanto precisa del livello e della tipologia di urbanizzato del 
Vecchio Continente. 
 
 
 
Figura 3.17. Visione notturna dell’Europa al 2000 (tratto da Earth Lights on Google Maps). 
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Figura 3.18. Crescita urbana diffusa nel sistema urbano europeo fra il 1850 e il 1990. 
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3.4 Le variazioni del rango nel tempo 
 
Un approccio alternativo nello studio degli insediamenti urbani può essere rappresentato 
da un’analisi della dinamica di città singole, osservandone quindi le variazioni di rango 
nel tempo. Alcuni studiosi come Robson (1973) studiarono il cambiamento nel rank 
delle città. In particolare egli fece riferimento all’Inghilterra e al Galles tra il 1801 e il 
1911. I suoi risultati sono riportati qui sotto nel grafico in figura 3.19. 
 
 
 
Figura 3.19. Variazioni di rango nelle città dell’Inghilterra e del Galles (1801-1911). 
 
Da notare in questo grafico come Londra abbia mantenuto la medesima posizione nel 
tempo, mentre il rango di Leicester e Exeter si sia modificato sensibilmente negli undici 
anni di studio. Molte città del Galles fra il 1861 e il 1881 persero numerose posizioni 
nel rank per il fatto che, in quegli anni, nacquero diversi nuovi centri urbani per 
l’estrazione del carbone. La caoticità del grafico in figura 3.19 indica un alto grado di 
instabilità durante il processo di crescita delle città. Se il sistema fosse stato 
completamente stabile ci saremmo aspettati delle linee verticali tutte parallele fra loro. 
 
Risultato simili sono stati ottenuti anche per i dati di popolazione italiani provenienti dai 
vari censimenti ISTAT, a dimostrazione del fatto che il processo dinamico che porta alla 
distribuzione power law nei vari anni non è affatto semplice, ma estremamente 
complesso e caotico. 
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Figura 3.20. Variazione nel rango delle città italiane più grandi nel 1871 e nel 1991. 
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Figura 3.21. Variazione nel rango di alcune città italiane. 
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Il grafico in figura 3.20 mostra il rango delle città più grandi nell’anno 1871, unite a 
quelle più grandi nel 1991. Come si può osservare la variazione di rango di metropoli 
come Milano, Roma, Napoli, Torino e altre, risulta essere estremamente limitata. 
Questo sta ad indicare che le città italiane più grandi hanno continuato la loro crescita 
nel tempo, restando comunque fra i più grandi centri urbani del Paese. 
 
Il confronto con il grafico in figura 3.21, che mostra l’andamento del rango di 20 città di 
media grandezza nel 1871, permette di evidenziare dei comportamenti molto eterogenei 
rispetto alle città di grande dimensione. Partendo da un rango compreso fra 3.822 e 
3.841 queste città medie acquisiscono un rango distribuito su un range che va da 1.357 a 
7.377 nel 1991. Questo indica che alcune città si siano sviluppate molto più di altre, e 
talune abbiano perso popolazione negli anni. Osservando attentamente il grafico si può 
notare anche che non si ha solamente un trend di crescita e uno di decrescita, ma le città 
possono alternativamente aumentare la loro popolazione oppure diminuirla di anno in 
anno, evidenziando un processo di sviluppo totalmente aleatorio (casuale). Le variazioni 
di rango sono dovute anche alla nascita di nuovi centri urbani, nonché, per quanto 
riguarda l’Italia, all’annessione di nuovi territori popolati con la fine della Prima Guerra 
Mondiale. 
 
In figura 3.22 si propone un altro modo di visualizzare le variazioni nella posizione in 
una graduatoria ordinata in maniera decrescente della popolazione urbana. 
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Figura 3.22. Variazioni nella popolazione del 1991 utilizzando il rango del 1921. 
 
In colore grigio si osserva la popolazione dei Comuni italiani al 1991 utilizzando però il 
rango delle città al 1921. In colore giallo e arancione sono rappresentate rispettivamente 
la regola rango-dimensione al 1921 e al 1991. Le oscillazioni in grigio definiscono 
l’entità della variazione in termini di popolazione del 1991 rispetto al 1921: se la curva 
in grigio sta al di sopra di quella arancione, in quel particolare punto, significa che 
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quella città ha incrementato notevolmente la sua popolazione e possiede al 1991 un 
rango più vicino ad 1 rispetto al 1921; viceversa se la curva in grigio resta al di sotto di 
quella arancione significa che la popolazione è diminuita e la città è scesa in graduatoria 
verso posizioni più prossime a 8100. 
Da notare è anche che le variazioni più consistenti, rispetto all’ordine di grandezza6, si 
hanno nella parte finale della curva, quindi per le città medie e piccole, come avevamo 
già mostrato in precedenza nel confronto fra i grafici in figura 3.20 e figura 3.21. 
 
Per concludere si riporta di seguito un altro suggestivo modo di rappresentare le 
variazioni del rango delle città italiane dal 1871 al 1991. 
 
 
 
 
Figura 3.23. Rank Clock dei dati di popolazione italiani dal 1871 al 1991. 
 
 
 
 
                                                 
6 Si fa presente che il grafico è riportato in doppia scala logaritmica e di conseguenza sono evidenziati gli 
ordini di grandezza sia della popolazione che del rango. Una piccola variazione nelle città più grandi 
corrisponde a centinaia di migliaia di abitanti, tuttavia ci sono moltissime città piccole che presentano una 
variazione su più ordini di grandezza, anche se minore in valore assoluto di quella delle grandi metropoli. 
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3.5 Altre distribuzioni per gli insediamenti urbani 
 
Nei precedenti paragrafi di questo capitolo, abbiamo discusso sulla necessità di troncare 
il campione di popolazione per ottenere un migliore adattamento dei dati alla curva 
power law teorica. I dati di popolazione, infatti, al di sotto di una certa soglia di 
popolazione Pmin si discostano sensibilmente dalla retta di regressione in doppia scala 
logaritmica. Inoltre, abbiamo visto come i dati di popolazione degli insediamenti urbani 
italiani si distribuiscono lungo una lognormale con una coda power law. 
Sfortunatamente, la distribuzione lognormale non si adatta così bene anche ad altri Paesi 
del Mondo. Studi empirici eseguiti da differenti autori hanno messo in luce diversi 
andamenti nella distribuzione della grandezza delle città, che tuttavia possono essere 
sempre linearizzati in scala bi-logaritmica, commettendo un errore trascurabile (che 
dipende dalla scelta del punto ove troncare la serie di dati). 
 
Uno degli studi più completi, eseguiti sulle diverse forme di distribuzione della 
dimensione degli insediamenti urbani, è da attribuire a Lucien Benguigui (2006, 2007a, 
2007b), dell’Istituto di Tecnologia di Haifa, in Israele. Egli ha individuato 5 possibili 
distribuzioni per i centri urbani, compresa la rank-size rule. Inoltre nei sui lavori, 
Benguigui propone una classificazione di queste distribuzioni in tre classi: 
- lineare (legge di Zipf), 
- parabolica con asse di simmetria parallelo alle ascisse, 
- parabolica con asse di simmetria parallelo alle ordinate, 
sempre riferite ad un grafico con il logaritmo del rango sull’asse delle x e il logaritmo 
della popolazione sull’asse delle y. 
 
Oltre alla regola rango-dimensione, di cui si è già discusso nel capitolo 1 e all’inizio di 
questo capitolo 3, Benguigui individua altre 4 distribuzioni che ben si adattano alla 
curva dei dati di popolazione delle città nei vari Paesi. Di seguito riportiamo la loro 
espressione matematica e l’indicazione dei vari parametri che esse utilizzano7. Le due 
grandezze in gioco sono sempre la popolazione P e il rango r. 
 
La prima distribuzione che vediamo, nonché la più semplice, è quella polinomiale 
(Rosen e Resnick, 1980). Infatti, è sempre possibile approssimare una curva continua in 
un certo intervallo con un polinomio di grado n. In scala bi-logaritmica la curva 
polinomiale avrà un’equazione data da: 
 
...)(log)(log)(logloglog 320 ++−−= rcrbraPP   (3.5) 
 
   ...320 ++−−= cxbxaxyy      (3.6) 
 
Dove i parametri a e b sono sempre positivi, mentre c può essere sia positivo che 
negativo. P0 è la popolazione della città più grande. 
 
                                                 
7 Per semplicità espositiva i vari parametri utilizzati nelle diverse distribuzioni sono stati chiamati a, b, c. 
Tuttavia si fa presente che pur avendo lo stesso nome, essi non sono in alcun modo collegati fra loro, e 
rappresentano parametri differenti per ogni distribuzione considerata. 
3. La power law degli insediamenti urbani 
 
86 
Un’altra distribuzione che si adatta ai dati di popolazione è senza dubbio l’esponenziale 
(stretched exponential) di cui Laherrere e Sornette (1998) hanno fornito un’espressione 
matematica per la popolazione delle città. La funzione di probabilità cumulata è data 
dalla (3.7), da cui si ricava la relazione fra popolazione e rango (3.8): 
 
])/(exp[)( 0
cPPCPF −⋅=     (3.7) 
 
    crabP /1)log( −=      (3.8) 
 
La relazione fra legge frattale e legge di potenza è già stata discussa nel capitolo 1, ma 
alcuni studiosi (Malacarne e altri, 2001) hanno proposto una distribuzione frattale per i 
dati di popolazione delle città, che è stata chiamata distribuzione di Mandelbrot, in 
onore dell’autore della geometria frattale. La relazione trovata, che lega la popolazione 
al rango, è la seguente: 
 
        b
r
aP c −=      (3.9) 
 
L’ultima distribuzione proposta da Benguigui e da molti altri autori (Gilbrat 1931; 
Eekhout, 2004), di cui abbiamo parlato anche in precedenza, è la quella lognormale. 
Nonostante la formalizzazione matematica della sua funzione di densità di probabilità 
sia ben nota in statistica, 
 
     )2/(])/)((lnexp[)( 20 PPDPf ⋅−−= σσμ    (3.10) 
 
dove μ è la media e σ è la deviazione standard del campione di popolazione, la relazione 
che lega la popolazione al rango non può essere descritta da una semplice funzione, ma 
può solamente essere calcolata numericamente8. 
 
Finora, come lo stesso Benguigui afferma nei suoi lavori, non è stata ancora trovata una 
ragione teoretica per adottare una di queste espressioni rispetto alle altre. Si è osservato 
anche che in determinati casi non è possibile valutare quale di queste si adatti meglio 
alla curva dei dati di popolazione osservati, mentre altre volte accade che più di una 
relazione approssimi bene il campione di dati. 
Inoltre va menzionato anche il fatto che per alcuni Paesi risulta difficile trovare una 
espressione matematica che si adatti perfettamente ai dati. Questo succede perché i dati 
non sono sempre continui, e a volte la dispersione dei dati incide sulla precisione 
dell’adattamento della curva teorica. 
 
Di seguito, in figura 3.24, si riporta il grafico delle quattro distribuzioni alternative alla 
regola rango-dimensione appena descritte. La popolazione della città più grande è stata 
fissata a 1.000 abitanti, mentre i parametri a, b e c, delle varie espressioni sono stati 
selezionati dall’autore (Benguigui, 2007) in maniera tale che le curve sul grafico non si 
                                                 
8 L’integrale della (3.10), che fornisce la funzione di probabilità cumulata, è dato dalla funzione di errore 
erf, che non permette in modo semplice di raccogliere il termine P, di conseguenza al relazione P(r) deve 
essere calcolata numericamente, punto per punto. 
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sovrapponessero, migliorando così la valutazione grafica delle curve stesse. Tale grafico 
permette di evidenziare le forme delle diverse distribuzioni di popolazione delle città. 
 
 
 
 
Figura 3.24. Grafico delle distribuzioni alternative alla regola rango-dimensione. 
 
Per concludere, risulta particolarmente significativo dunque sviluppare un modello che 
tenga conto di queste diverse forme per la distribuzione della grandezza delle città. In 
questa direzione si muove il lavoro di Ferdinando Semboloni (2001), che ha realizzato 
un modello agent-based, che genera diverse distribuzione rank-size al variare di due 
parametri γ e W. Il parametro γ lega il numero di città con il numero totale di agenti, 
mentre W controlla l’ampiezza di un disturbo nella scelta della localizzazione da parte 
dell’agente. Ad ogni iterazione gli agenti si muovono da una città all’altra in base a due 
comportamenti opposti: localizzarsi in una città popolosa per vendere i propri prodotti; 
e localizzarsi in una città con pochi abitanti dove produrre i propri beni, condividendo il 
meno possibile le risorse. Al termine del processo la popolazione delle città cambia, e di 
conseguenza varia anche il rango ad esse associate, pur riproducendo una determinata 
distribuzione rank-size. 
 
In questo lavoro di tesi non ci preoccupiamo di analizzare i piccoli insediamenti urbani, 
non ancora maturi per essere definiti città, che costituiscono la coda della distribuzione 
power law. La mente umana ha da sempre ricercato metodi semplici per linearizzare i 
fenomeni fisici complessi, in modo tale da avere una spiegazione semplice di un 
fenomeno complesso. Questa è esattamente la linea guida che ci ha portati a considerare 
solamente la parte power law della distribuzione dei dati di popolazione (una retta in un 
grafico a doppia scala logaritmica), ottenuta linearizzando il campione troncato ad un 
determinato valore di popolazione Pmin. 
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L’intento che si vuole perseguire in questo capitolo è quello di presentare e spiegare, 
anche con degli esempi concreti, alcuni dei meccanismi che possono generare delle 
distribuzioni power law, sia nei sistemi naturali che in quelli antropici. Molti di questi 
meccanismi sono alquanto complessi, ma iniziando dai più semplici si cercherà di 
renderli più chiari possibile. 
 
4.1 I processi moltiplicativi 
 
La presenza di una distribuzione power law è un elemento piuttosto comune nella 
descrizione dei fenomeni naturali. Questo tipo di distribuzione appare in una vasta 
gamma di sistemi di non equilibrio: si va da processi fisici come la magnetizzazione di 
un materiale, la percolazione, i fenomeni di trasporto (come le valanghe); a processi 
biologici come la crescita delle terminazioni nelle cellule nervose, l’evoluzione e la 
comparsa di nuove specie animali; fino ad arrivare a fenomeni socioeconomici come le 
fluttuazioni dei prezzi nelle attività economiche, oppure la crescita delle città. 
Le power law sono sempre state associate a molteplici meccanismi complessi che 
regolano questi sistemi nella loro intricata struttura dinamica, inoltre è stato studiato 
come le criticità, i frattali, le dinamiche caotiche, siano profondamente correlate con 
questo tipo di distribuzioni. 
Proprio per questa onnipresenza delle distribuzioni power law nella descrizione 
matematica della natura, moltissimi sforzi sono stati rivolti in questi anni, da parte di 
studiosi e ricercatori, all’individuazione di meccanismi universali in grado di generare 
tali distribuzioni. Diversi studiosi concordano sul fatto che la legge di potenza sia 
generata da un processo stocastico di tipo moltiplicativo. 
Esiste tuttavia anche un altro meccanismo generativo altrettanto conosciuto e si tratta 
dell’auto-organizzazione dei sistemi critici, che purtroppo presenta numerose limitazio-
ni (in particolare per osservare una power law bisogna essere esattamente al punto 
critico) di cui parleremo in seguito. 
 
Innanzi tutto un processo stocastico consiste essenzialmente in una successione Ψ di 
variabili casuali Yt ordinate nel tempo1. Un qualsiasi esperimento su Ψ fornisce quindi 
una particolare successione di valori numerici {yt}. Questa successione generata dal 
processo è solitamente denominata realizzazione o traiettoria del processo. 
Normalmente esperimenti differenti su Ψ genereranno traiettorie differenti, in altre 
parole il processo può realizzare (infinite) diverse successioni. In caso contrario il 
meccanismo sarebbe deterministico e non più stocastico. Le varie traiettorie generabili 
dal processo, tuttavia, non avranno tutte la stessa probabilità di realizzarsi, ovvero 
alcune saranno più probabili di altre. 
 
I processi stocastici possono essere stazionari, cioè la media e la varianza non 
cambiano nel tempo, e la covarianza (e quindi l’autocorrelazione) è solo funzione della 
distanza h nel tempo tra le due variabili casuali coinvolte (Yt e Yt+h). Sfortunatamente, 
                                                 
1 Per semplicità di esposizione in questo capitolo si tratteranno solamente i meccanismi che generano 
successioni temporali di numeri, distribuiti secondo una legge di potenza. Ovviamente i valori ottenuti 
possono essere distribuiti anche nello spazio e non solo nel tempo: in prima approssimazione è sempre 
possibile sostituire l’asse temporale con quello spaziale. 
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come visto nei capitoli precedenti, la distribuzione power law non appartiene alla classe 
dei processi stazionari. 
Quando i processi stocastici sono non stazionari, si procede con la loro scomposizione 
in elementi più semplici da trattare, con la possibilità di separare la parte stazionaria (se 
presente) da quella non stazionaria. 
 
Non è infrequente che una serie storica possa essere pensata come composizione di 
alcune componenti elementari, che risultano evidenti anche semplicemente osservando 
il grafico della serie stessa: 
 
? trend, una componente che varia lentamente nel tempo e che essenzialmente 
determina il livello della serie. 
? stagionalità, una o più componenti periodiche, che si ritrovano uguali (o quasi) a 
distanza fissa nel tempo (annuali che si ripetono ogni anno, trimestrali, mensili, 
settimanali, giornaliere, orarie, …). 
? componente irregolare, che tipicamente determina oscillazioni di breve periodo 
nelle serie e viene spesso definito errore, disturbo, oppure rumore. A sua volta la 
componente irregolare può essere scomposta in un rumore bianco2 stazionario e un 
nuovo rumore più piccolo3. 
 
Le modalità con cui queste componenti possono interagire fra di loro per generare una 
qualsiasi serie sono differenti. Chiamando Tt, St, It le tre componenti possiamo avere tre 
diversi modelli di composizione 
 
? Additivo:     yt = Tt + St + It 
 
? Moltiplicativo:     yt = Tt · St · It 
 
? Moltiplicativo con comp. irr. additiva:     yt = Tt · St + It 
 
Da cui il nome di processo stocastico additivo, moltiplicativo, oppure moltiplicativo con 
componente irregolare additiva. 
 
Come si vede in figura 4.1, nel caso di un processo additivo le oscillazioni stagionali e 
la componente irregolare influiscono sulla serie yt sempre con la stessa ampiezza a 
prescindere del livello della serie stessa. 
Nel caso di un processo moltiplicativo invece, figura 4.2, le oscillazioni stagionali e la 
componente irregolare entrano nella serie con una ampiezza che dipende dal livello 
della serie (ovvero dal trend). 
 
 
Figura 1 
 
                                                 
2 Per rumore bianco si intende un disturbo con distribuzione gaussiana di media zero e varianza uno 
N(0,1). La media e la varianza di questo disturbo non variano al variare del tempo. 
3 Si fa presente che questo procedimento di scomposizione dell’errore può essere iterato all’infinito con 
gradi di approssimazione via via sempre maggiori. 
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Ritornando alla legge di potenza, è tuttavia ben noto che il semplice processo stocastico 
moltiplicativo 
 
)()()1( tytty ⋅=+ μ      (4.1) 
 
dove μ rappresenta una variabile casuale (o componente irregolare), non è in grado di 
generare una distribuzione power law stabile nel tempo. Piuttosto, esso potrebbe dare 
origine ad una distribuzione lognormale dipendente dal tempo, oppure una distribuzione 
esponenziale. Dunque per poter modellizzare i vari fenomeni descritti in precedenza, 
tale processo deve essere combinato con meccanismi addizionali. 
 
Molti studiosi hanno rivolto i loro sforzi verso un’indagine molto approfondita di questi 
meccanismi aggiuntivi per generare delle power law. Fra i più importanti è possibile 
ricordare la presenza di limitazioni a contorno (Levy e Salomon, Sornette), di deboli 
rumori di tipo additivo (Nakao), di sorgenti intermittenti (Takayasu, Sornette), di eventi 
catastrofici o di azzeramento (Manrubia e Zanette), di risorse limitate (Wilhelm), e 
infine di processi di trasporto (Zanette, Manrubia, Frette, Paczuski). 
 
A titolo di esempio si riporta il caso di un processo stocastico moltiplicativo unito ad un 
meccanismo di azzeramento, che nei sistemi reali potrebbe corrispondere ad un evento 
catastrofico, di annientamento, o di morte. 
Per ogni passo temporale il processo stocastico yt, ha una probabilità q di essere 
azzerato ad un valore y0, e una probabilità 1-q di non essere azzerato e quindi viene 
moltiplicato per una variabile casuale μt positiva: 
 
⎩⎨
⎧
⋅
+=+
   q-1 prob.con    )()(
q prob.con      )1(
)1( 0
tyt
ty
ty μ    (4.2) 
 
Fra un evento di azzeramento ed un altro, la variabile yt si comporta come un puro 
processo stocastico moltiplicativo. Dopo che un tale evento si è verificato, il processo 
moltiplicativo riparte. Un processo semplicissimo come questo genera una serie di 
valori distribuiti secondo una legge di potenza stabile nel tempo. 
 
Per dimostrare che effettivamente si ottiene una power law, è possibile prendere il caso 
più semplice in cui y0 e μ0 sono costanti nel tempo, e in particolare y0 = 1. L’equazione 
stocastica ricorsiva (4.2) può essere facilmente risolta a dare: 
 
⎪⎩
⎪⎨⎧= t
kk
q)-(1 prob.con     
q)-q(1 prob.con     
)(
t
ty μ
μ
    (4.3) 
 
dove 0 ≤ k ≤ t-1. 
 
Per un alto numero di passi t, è possibile fornire la distribuzione di probabilità f(y), per 
valori di y contenuti nell’intervallo (μt, 1] se μ < 1, e nell’intervallo [1, μt) se μ > 1, che 
risulta: 
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che rappresenta una distribuzione power law con esponente α dato da: 
 
μα ln
)1ln(1 q−−=      (4.5) 
 
L’esponente della power law non è influenzato dalla scelta arbitraria del valore di 
azzeramento y0. Manrubia e Zanette (1999) hanno dimostrato che per α = 2 si ottiene un 
meccanismo di generazione stabile della power law e che tale valore rappresenta la 
soglia fra un’evoluzione regolare e una intermittente della legge di potenza. Un 
esponente pari a 2 risulta conforme agli studi fatti da Zipf, nonché simile al valore 
riscontrato in numerosi sistemi naturali. 
 
4.2 Combinazione di esponenziali 
 
Una distribuzione molto più comune di quella power law, è la distribuzione 
esponenziale, che può essere osservata in svariate circostanze, come ad esempio nel 
tempo di decadimento degli atomi, oppure nella distribuzione di Boltzmann dell’energia 
in meccanica statistica, ecc…. 
Supponendo che una quantità y abbia una distribuzione esponenziale, si avrà che: 
 
ayeyf ~)(      (4.6) 
 
dove a è una costante reale che può essere sia positiva che negativa. 
Ora supponiamo che la quantità alla quale siamo interessati non sia y, bensì un’altra 
quantità x, che sia esponenzialmente connessa ad y, nel modo seguente: 
 
byex ~       (4.7) 
 
con b un’altra costante reale, che possa essere anch’essa sia positiva che negativa.  
Allora la distribuzione di probabilità di x sarà: 
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⋅=== xC
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x
be
e
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dyyfxf
ba
by
ay /1
~)()(     (4.8) 
 
che rappresenta una power law con esponente 
b
a−= 1α . 
 
Una versione di questo meccanismo fu utilizzata da G. A. Miller (1957) per spiegare la 
distribuzione delle parole in funzione della loro lunghezza. 
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Supponendo di scrive a macchina in maniera casuale4, premendo la barra dello spazio 
con una probabilità qs e una qualsiasi lettera con una probabilità ql, se ci fossero m 
lettere nell’alfabeto, allora avremmo che ql = (1–qs)/m. La frequenza x con cui 
troveremmo una particolare parola di y lettere (seguita dallo spazio) è data da: 
 
by
s
y
s eq
m
q
x ~
1
⎥⎦
⎤⎢⎣
⎡ −=       (4.9) 
 
dove b = ln (1–qs) – ln m. Il numero di possibili parole distinte con una lunghezza tra y e 
y+dy aumenterà esponenzialmente come ayy emyf =~)( , con a = ln m. 
La distribuzione delle frequenze x delle parole in funzione della loro lunghezza avrà la 
forma di una legge di potenza: 
 
α−xxf ~)(      (4.10) 
 
Dove l’esponente α sarà dato da:  
 ( )
)1ln(ln
1lnln2
1
s
s
qm
qm
b
a
−−
−−=−=α    (4.11) 
 
Questo significa che ci saranno tantissime parole di lunghezza limitata e pochissime 
parole molto lunghe. Nel caso particolare in cui m sia ragionevolmente grande e qs 
abbastanza piccolo la formula (4.11) restituisce un valore di α prossimo a 2. 
 
Questa sembra essere una teoria ragionevole, tuttavia come sappiamo i testi reali non 
sono fatti di lettere messe a caso. La maggior parte delle combinazioni di lettere nei 
linguaggi naturali non si trovano, molte non sarebbero nemmeno pronunciabili. 
Si potrebbe immaginare che una frazione delle sequenze di lettere di data lunghezza 
corrisponda a parole reali. Il caso finora presentato funzionerebbe perfettamente anche 
se applicato a tali frazioni, tuttavia questa supposizione risulta essere alquanto falsa. 
Appare evidente che parole particolarmente lunghe, nella maggior parte dei linguaggi 
semplicemente non esistono, sebbene il numero di possibili combinazioni di lettere sia 
molto grande.  
 
                                                 
4 A volte si sente parlare della “scimmia con la macchina da scrivere”, questo perché la scimmia viene 
presa come esempio di scrittore totalmente random, che non fa uso di alcun tipo di linguaggio. E’ anche 
possibile calcolare quale sia la probabilità che una scimmia scriva la Divina Commedia premendo a caso i 
tasti sulla tastiera. 
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Figura 4.3. (a) numero di parole in funzione della loro lunghezza in lettere, (b) numero di parole in 
funzione della loro lunghezza in bit. 
 
La figura 4.3a mostra una distribuzione delle parole del testo Moby Dick in funzione 
della loro lunghezza in lettere, e non segue affatto l’andamento esponenziale previsto da 
Miller: questa distribuzione sembra piuttosto seguire una lognormale. 
 
Il problema potrebbe essere che stiamo misurando la lunghezza delle parole nel modo 
sbagliato, cioè con un’unità errata. Le lettere non sono l’unità base del linguaggio. 
Alcune unità base sono lettere, altre sono insiemi di lettere. Ad esempio, le lettere ‘th’ 
occorrono spesso insieme in Inglese e determinano un unico suono: potrebbero quindi 
essere rappresentate con un simbolo diverso e contribuire come singola unità nella 
lunghezza di una parola. 
Seguendo questa idea alla sua logica conclusione, potremmo immaginare di rimpiazzare 
ogni unità fondamentale del linguaggio - qualunque essa sia - con un proprio simbolo e 
solo allora misurare la lunghezza delle parole (come numero di simboli).  
L’applicazione di questa idea portò Claude Shannon nel 1940 a sviluppare il campo 
della teoria dell’informazione, che fornisce una regola precisa per calcolare il numero di 
simboli necessari a trasmettere una qualsiasi informazione. Le unità di informazione 
vengono chiamate bit e la vera lunghezza di una parola può essere considerata come il 
numero di bit di informazione che essa porta. Shannon mostrò come l’informazione y 
portata da una qualsiasi parola fosse: 
 
xky ln−=       (4.12) 
 
dove x è la frequenza della parola come prima e k è una costante (Cover, 1991). 
Questa espressione ha esattamente l’aspetto che volevamo. Invertendola si trova infatti: 
 
kyex /−=      (4.13) 
 
Essendo la distribuzione di probabilità della lunghezza delle parole misurata in termini 
di bit un’esponenziale come l’equazione (4.6), abbiamo proprio la nostra distribuzione 
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power law. La figura 4.3b mostra questa ultima distribuzione che diversamente dalla 
precedente segue veramente un andamento esponenziale5. 
Questa non è ancora una spiegazione soddisfacente. Avendo fatto un cambiamento tra la 
lunghezza delle parole e il loro contenuto informativo, il semplice conto del numero di 
parole di lunghezza y (che va esponenzialmente come m y) non è più valido, ed ora 
abbiamo bisogno di fornire alcune spiegazioni del perché esistano molte più parole con 
un alto numero di informazioni rispetto a quelle con basso numero di informazioni. 
Questo è proprio il caso mostrato in figura 4.3b, ma la ragione è ancora materiale di 
discussione (Mandelbrot, 1953; Mitzenmacher, 2004).  
 
Un altro esempio del meccanismo di  combinazione di esponenziali è stato discusso da 
Reed e Hughes (2002). Loro considerano un processo in cui un insieme di elementi 
crescono esponenzialmente nel tempo, con una dimensione x ~ ebt con b > 0. Per 
esempio, crescono esponenzialmente delle popolazioni di organismi che si possono 
riprodurre liberamente senza limiti di risorse. Questi hanno anche una determinata 
probabilità di morire per unità di tempo (le popolazioni potrebbero avere una probabilità 
costante di estinzione), tale che gli istanti temporali t ai quali essi muoiono sono 
distribuiti esponenzialmente f(t) ~ eat con a < 0. Reed e Hughes suggerirono che 
variazioni sul tema possano spiegare le dimensioni delle città, dei redditi e di molte altre 
grandezze. 
 
4.3 Inverso di quantità 
 
Si consideri una quantità y che abbia una distribuzione f(y) che passi da 0, in modo da 
avere sia valori positivi che negativi. Supponiamo che la quantità alla quale siamo 
realmente interessati sia il suo inverso: 
y
x 1=       (4.14) 
 
che avrà una distribuzione di probabilità pari a:  
 
2
)()()(
x
yf
dx
dyyfxf −==      (4.15) 
 
Grandi valori di x (quelli nella coda della distribuzione) corrispondono a piccoli valori 
di y (vicini allo zero), e viceversa. Tali valori saranno dati dalla distribuzione: 
 
2~)( −xxf      (4.16) 
 
dove la costante di proporzionalità è )0( =yf . L’equazione (4.16) rappresenta una 
legge di potenza con esponente pari a -2. 
 
                                                 
5 Da notare che i grafici in figura 4.3 non sono in scala bi-logaritmica, e quindi la retta in figura 4.3b non 
rappresenta una power law. Solamente l’asse delle ordinate è in scala logaritmica, di conseguenza la retta 
in figura 4.3b rappresenta una distribuzione esponenziale. 
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Più in generale ogni quantità x = y -γ per un dato valore γ avrà una distribuzione power 
law f(x) ~ x -α, con esponente α = 1 + 1/γ . 
 
Non è chiaro chi fu il primo autore, o i primi autori, a descrivere tale meccanismo, ma 
descrizioni chiare ne sono state date recentemente da Bouchaud (1995), Jan (1999) e 
Sornette (2001).  
 
Si potrebbe tuttavia obiettare che tale meccanismo generi malamente una power law 
assumendone un’altra: la relazione power law tra x e y genera una distribuzione power 
law per x. Ciò è vero, ma il punto fondamentale è che il meccanismo presenta una certa 
relazione fisica power law tra x e y (non una distribuzione probabilistica), e da quella 
genera una distribuzione di probabilità power law. Questo è un risultato non da poco. 
 
Consideriamo un esempio in qui questo meccanismo si può osservare: il modello di 
Ising di un magnete. Nella sua fase paramagnetica, il modello Ising ha una magnetizza-
zione che fluttua attorno allo zero. Supponiamo di misurare la magnetizzazione m ad 
intervalli regolari e di calcolarne la variazione δ = (Δm)/m tra ogni successiva coppia di 
misurazioni. Δm è approssimativamente distribuito come una Normale. D’altra parte 
1/m produce una coda power law quando piccoli valori di m coincidono con grandi 
valori di Δm, così che δ sia distribuita come f(δ) ~ δ -2. 
 
In figura 4.4 si riporta la distribuzione cumulata delle misure di δ ottenute con 
simulazioni del modello di Ising su una griglia quadrata, e la power law è chiaramente 
visibile in scala bi-logaritmica.  
 
 
 
 
Figura 4.4. Distribuzione power law delle fluttuazioni magnetiche nel modello di Ising. 
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4.4 Random walks 
 
Un random walk (cammino casuale) è la formalizzazione matematica di una traiettoria 
che consiste nella scelta di passi successivi in direzioni casuali. I risultati dell'analisi del 
random walk sono stati utilizzati in svariati campi di applicazione, come ad esempio in 
matematica, fisica, biologia, informatica, ecologia, economia e finanza (la rovina del 
giocatore). Ad esempio il percorso tracciato da particelle in sospensione in un liquido o 
in un gas (moto browniano delle particelle), il percorso degli animali alla ricerca di 
foraggio, l'andamento del prezzo di alcuni beni economici, possono essere tutti 
modellizzati utilizzando come un random walk. 
Molte variabili dei random walk sono distribuite in accordo con una legge di potenza, e 
questo potrebbe spiegare alcune delle distribuzioni power law osservate in natura. 
  
Consideriamo un  random walk in una sola dimensione, in cui una persona faccia un 
passo casualmente in una direzione o nell’altra (avanti o indietro) per ogni istante 
temporale6. Supponiamo che la persona inizi il suo cammino dal punto 0 su una linea e 
chiediamoci quale sia la probabilità che il nostro ‘camminatore’ torni alla posizione 0 
per la prima volta al tempo t (dopo esattamente t passi). 
Questo è il cosiddetto tempo del primo ritorno e rappresenta ad esempio la durata del 
processo di rovina di uno scommettitore7. 
 
 
Figura 4.5. Processo random walk monodimensionale. 
 
Consideriamo inizialmente il problema senza vincoli, in cui il camminatore possa 
passare dalla posizione di partenza tutte le volte che vuole, prima di ritornarci 
esattamente al tempo t. Indichiamo tale probabilità con ut. Chiamiamo invece con ft la 
probabilità che ritorni la prima volta a 0 esattamente al tempo t. 
Come illustra la figura 4.5, la probabilità ut = u2n, dove n è un numero intero: 
 
 
 
 
                                                 
6 Nel caso monodimesionale questo processo ad ogni istante t è simile al lancio di una moneta, l’uscita di 
testa o croce segue una distribuzione di Bernulli. Una ripetizione di n lanci indipendenti, cioè di n 
Bernulli indipendenti, segue una distribuzione Binomiale.  
7 La serata di un giocatore d’azzardo finisce quando la sua disponibilità tocca lo zero. 
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con m intero (m < n) e definiamo f0 = 0 e u0 = 1. Questa equazione può essere risolta per 
f2n usando il seguente approccio. Definiamo: 
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Moltiplicando l’equazione (4.17) con zn e sommando i termini, troviamo: 
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Da cui si ricava: 
 
)(
11)(
zU
zF −=      (4.20) 
 
La funzione U(z) ad ogni modo è abbastanza semplice da calcolare. La probabilità u2n 
che il camminatore si trovi alla posizione 0 dopo 2n passaggi è la binomiale: 
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n
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2
2 22      (4.21) 
 
Sostituendo la (4.21) nell’equazione di U(z) data dalla (4.18) si ottiene: 
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e quindi 
 
zzF −−= 11)(      (4.23)                               
 
Espandendo questa funzione utilizzando il teorema della distribuzione binomiale ed 
eliminando z comparando questa equazione con l’equazione (4.18) si ottiene: 
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Che per grandi valori di n diventa: 
 
22 )12(
2
−≅ nnf n      (4.25) 
 
Per il limite di n → ∞, si ottiene che f2n ~ n -3/2 , oppure equivalentemente: 
 
2/3~ −tf t
      (4.26) 
 
Così la distribuzione del tempo di ritorno segue una power law con esponente α = 3/2.  
 
Come esempio applicativo, il random walk può essere utilizzato per simulare la vita in 
un semplice sistema biologico. Se un sistema biologico guadagnasse o perdesse specie 
nel tempo, allora il numero di specie seguirebbe un random walk, il sistema biologico si 
estinguerebbe quando il numero di specie raggiunge lo 0 per la prima volta. Così la 
durata di un sistema di questo tipo dovrebbe avere la stessa distribuzione del tempo di 
primo ritorno di un random walk. Infatti, è stato osservato come la distribuzione della 
durata delle specie fossili segua veramente una power law. Inoltre l’esponente trovato 
per tale set di dati è di circa α = 1,7 ± 0,3 in accordo col valore trovato con il metodo 
del random walk (Newman e Palmer, 2003). 
 
4.5 Il processo di Yule 
 
Uno dei meccanismi più convincenti, e applicabile ad un vasto numero di esempi, per 
generare la power law è il processo Yule, la cui ideazione fu anch’essa ispirata 
dall’osservazione dei sistemi biologici di cui abbiamo parlato nel caso precedente.  
Oltre ad avere una distribuzione power law relativa alla durata, i sistemi biologici hanno 
una distribuzione power law della dimensione: la distribuzione del numero di specie in 
un genere o famiglia sembra seguire una power law. Questo fenomeno fu per la prima 
volta osservato da Willis e Yule nel 1922 studiando le piante da fiore. Tre anni più tardi, 
Yule offrì una spiegazione del fenomeno utilizzando un semplice modello che aveva 
trovato applicazioni in molti altri campi. Di seguito si riporta il suo studio. 
 
Supponiamo inizialmente che nuove specie appaiano ma non muoiano; le specie siano 
sempre aggiunte ai vari generi, ma mai rimosse. Questo differisce dal random walk e 
sicuramente anche dalla realtà. Nella pratica tutte le specie di qualsiasi genere alla fine 
si estinguono, ma continuiamo comunque con questo procedimento. 
Le specie siano aggiunte per scissione, la divisione della specie originaria in due, che si 
sa per certo accadere in un ampio numero di meccanismi inclusa la competizione per le 
risorse, la separazione spaziale delle popolazioni e in genetica. 
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Se assumiamo che ciò accada ad un tasso costante, allora si avrebbe che un genere con k 
specie guadagnerà nuove specie ad un tasso proporzionale a k, sempre che tutte le k 
specie abbiano la stessa probabilità di dividersi in due. Supponiamo inoltre per esempio 
che, ogni m eventi di scissione, la specie prodotta sia così diversa dal genere da cui 
deriva, che si possa considerare come appartenere ad un genere completamente nuovo. 
Per chiarire, m specie sono aggiunte all’insieme dei generi preesistenti e una specie 
forma un nuovo genere. Così per ogni nuovo genere che appare, nasceranno m+1 nuove 
specie in totale (dove +1 è la specie che crea il nuovo genere) e avremo una media di 
m+1 specie per ogni genere. Quindi in questo modello il numero di generi aumenta 
costantemente, come aumenta il numero di specie per ogni genere. 
 
Questo processo stocastico altro non è che una binomiale negativa. La binomiale 
negativa è una distribuzione discreta, usata spesso per descrivere eventi rari in cui la 
probabilità dell'evento non è uguale per tutti gli elementi. Essa è anche il risultato finale 
di un processo markoviano continuo nel tempo (Processo di Yule). 
Il suo nome deriva dall'affinità che ha con la variabile casuale binomiale (il caso del 
random walk visto in precedenza); infatti essa può essere descritta dallo stesso 
esperimento della binomiale, ma cambiando il punto di vista: se nella binomiale il 
numero di prove era fissato e variabile era il numero di successi, nella binomiale 
negativa si suppone dato il numero di successi e l'incognita rappresenta il numero di 
prove necessarie per ottenere tale numero di successi. La variabile aleatoria che 
possiede una distribuzione binomiale negativa viene spesso indicata come tempo di 
attesa, in termini di insuccessi, dell'n-esimo successo. 
 
Possiamo analizzare il processo di Yule matematicamente come segue. Misuriamo il 
passaggio del tempo con il numero di generi n. Ad ogni step una nuova specie fonda un 
nuovo genere, in tal modo n aumenta di 1 e aggiungiamo m altre specie ai vari generi 
preesistenti che sono selezionati in proporzione al numero di specie che già possiedono. 
Indichiamo con pk,n la frazione di generi che abbiano k specie quando il totale di generi 
sia n. Il numero di tali generi è n·pk,n. Ora ci chiediamo quale sia la probabilità che la 
prossima specie aggiunta al sistema, sia aggiunta ad un particolare genere i che possieda 
già k specie. Questa probabilità è proporzionale a ki e così normalizzando è ki / Σi ki . Ma 
Σi ki è semplicemente il numero totale di specie, che è n(m+1). Inoltre, tra la comparsa 
del n-esimo genere e del (n+1)-esimo, m altre specie sono aggiunte, così la probabilità 
che il genere i guadagni una nuova specie durante questo intervallo è mki / (n(m +1)). Il 
numero totale atteso di generi con k specie che guadagna una nuova specie nello stesso 
intervallo temporale è 
 
nknk kpm
mnp
mn
mk
,, 1)1( +=⋅+      (4.27) 
 
Ora osserviamo che il numero di generi con k specie diminuirà progressivamente ad 
ogni step esattamente come la (4.27), poiché guadagnando una nuova specie diventano 
generi con k+1 specie. Possiamo ora scrivere una master equation per il numero 
(n+1)pk,n+1 di generi con k specie: 
 
( )[ ]nknknknk kppkmmnppn ,,1,1, 11)1( −−++=+ −+    (4.28) 
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L’unica eccezione a questa equazione è per i generi con 1 specie, che obbediscono a: 
 
nnn pm
mnppn ,1,11,1 1
1)1( +−+=+ +     (4.29) 
 
Ora ci chiediamo che forma assume la distribuzione della dimensione dei generi (in 
termini di numero di specie) dopo un lungo periodo. Per fare questo assumiamo n → ∞ 
e che la distribuzione tenda ad un valore fissato pk = lim n→ ∞  pn,k indipendente da n. 
Allora l’equazione (4.29) diventa p1= 1 – mp1 / (m+1), che ha soluzione 
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e l’equazione (4.28) diventa 
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che può essere riscritta come 
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e successivamente iterata per ottenere 
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dove si è fatto uso dell’equazione (4.30). Questo può essere semplificato facendo uso di 
una proprietà della funzione gamma Γ, per cui Γ(a) = (a-1) Γ(a-1). Usando questa 
proprietà e notando che Γ(1) = 1, abbiamo 
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dove B(a,b) è la funzione beta. Simon chiamò l’equazione (4.34) la distribuzione di 
Yule. Dal momento che la funzione beta ha una coda power law B(a,b) ~ a-b, possiamo 
immediatamente vedere che pk ha anch’essa una coda power law 
 
α−kpk ~      (4.35) 
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con un esponente 
 
m
12 +=α       (4.36) 
 
Il numero medio m+1 di specie per genere per l’esempio delle piante da fiore è circa 3, 
considerando m ~ 2 e α ~ 2,5. 
L’esponente per la distribuzione trovata da Willis e Yule è α ~ 2,5 ± 1, che è in pieno 
accordo con la teoria fin qui descritta. 
 
Ad ogni modo questo eccellente accordo è per lo più fortuito. Il processo Yule non è 
probabilmente una spiegazione così realistica per la distribuzione della dimensione dei 
generi, principalmente perché ignora il fatto che le specie si estinguano. Comunque, è 
stato generalizzato e adattato da altri autori per spiegare la power law in molti altri 
sistemi, i più famosi sono nella dimensione delle città (Gibrat, 1931; Pumain, 2006), 
nelle citazioni di documenti, e nel numero di link fra pagine web (Barabasi, 2004). 
 
La forma più generale del processo di Yule è la seguente. Supponiamo di avere un 
sistema composto da una collezione di oggetti, come i generi, le città, i documenti, le 
pagine web e così via. Nuovi oggetti appaiono una volta ogni tanto, come crescono le 
città o come la gente pubblica nuovi documenti. Ogni oggetto ha una certa proprietà k 
associata ad esso, come il numero di specie in un genere, la popolazione in una città o le 
citazione in un documento, che segue una power law, ed è proprio questa power law che 
intendiamo spiegare. I nuovi oggetti che appaiono hanno un valore iniziale di k che 
indichiamo con k0. I nuovi generi hanno inizialmente una singola specie k0 = 1, ma le 
nuove città o paesi potrebbero avere una popolazione iniziale maggiore: una singola 
persona che viva in una casa isolata difficilmente può essere considerata come una città 
o un paese, ma k0 = 100 persone potrebbero costituire un paese. Il valore di k0 potrebbe 
essere anche uguale a 0 in alcuni casi: ad esempio i nuovi documenti pubblicati 
usualmente hanno zero citazioni. 
Tra la comparsa di un oggetto e il successivo, m nuove specie, persone, citazioni, ecc..., 
si aggiungono all’intero sistema. Ciò significa che alcune città (o documenti) avranno 
nuovi abitanti (o citazioni), ma non necessariamente tutte. Nel caso più semplice queste 
saranno aggiunte agli oggetti in proporzione al numero di elementi che già possiedono. 
In molti casi sembra un processo naturale. Ad esempio, un documento che abbia già 
molte citazioni è sicuramente un documento destinato a riceverne delle altre. Questo 
tipo di processo, dove i ricchi diventano sempre più ricchi, viene denominato 
principio di Gibrat, dal nome dell’ingegnere e ministro francese Robert Pierre Louis 
Gibrat (1904-1980), che per primo postulò tale principio (1931). 
 
Esiste un problema però quando k0 = 0. Ad esempio, se un nuovo documento appare 
senza citazioni e guadagnerà citazioni in base al numero di citazioni che già possiede, 
allora non avrà nessuna possibilità di averne. Per superare questo problema si può 
assegnare un valore a k0 di partenza, che non sia uguale a 0, ma uguale a k0 = k0 + c, 
dove c sia una costante da noi stabilita. In questo modo ora esistono tre parametri che 
governano il comportamento del modello: m, c e k0. 
Secondo un procedimento assolutamente analogo a quello precedente, si può derivare la 
master equation: 
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Definiamo come in precedenza pk = lim n→ ∞  pn,k e troviamo che:  
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dove abbiamo fatto uso della funzione gamma e definito α = 2 + (k0+c)/m. Come prima 
questa equazione può essere scritta utilizzando la funzione beta: 
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Dal momento che la funzione beta segue una power law, B(a,b) ~ a–b, il processo di 
Yule generalizzato genera una distribuzione power law 
 
α−kpk ~       (4.42) 
 
con esponente relazionato ai tre parametri del processo in accordo con  
 
m
ck ++= 02α       (4.43)  
 
Il processo originale di Yule del numero di specie per ogni genere ha c = 0 e k0 = 1, che 
riproduce il risultato dell’equazione (4.36). Per le citazioni nei documenti o i link alle 
pagine web abbiamo k0 = 0 e pure c > 0 per avere qualche citazione o link per tutti. Così 
α = 2 + c/m . Nel suo lavoro sulle citazioni Price assunse c = 1 così che i documenti 
citati avessero lo stesso esponente del processo di Yule standard. Le citazioni sembrano 
avere un esponente α ~ 3, così ci dovremmo aspettare c ~ m. Per i dati contenuti 
nell’Indice delle Citazioni Scientifiche, il numero medio m di citazioni per un 
4. I meccanismi generativi della power law 
 107
documento è 8,6. Così dovremmo porre c ~ 8,6 se volessimo che il processo di Yule 
funzioni con l’esponente osservato. 
Il modello più largamente studiato è quello dei link nel world wide web, dovuto al fisico 
Barabasi, che assume c = m in modo che α = 3. L’esponente misurato per il numero di 
link ad un sito web è all’incirca α = 2,2. Per fare in modo che il processo Yule combaci 
con questi dati, dovremmo utilizzare  c ~ 0,2 m. 
Comunque, il punto importante è che il processo Yule risulta essere plausibile e il 
meccanismo generale può spiegare un grande numero di distribuzioni power law 
osservate in natura: tramite opportuni aggiustamenti dei parametri è possibile produrre 
un ampio range di esponenti, che adattano il processo alle osservazioni effettuate. 
 
4.6 Transizioni di fase e fenomeni critici 
 
Negli ultimi anni, i fenomeni critici hanno ricevuto una grandissima attenzione da parte 
della comunità scientifica, e in particolare si è notato come in determinate condizioni un 
sistema possa diventare scale-free e di conseguenza generare una legge di potenza. 
Vediamo ora in dettaglio questo interessante fenomeno. 
 
Alcuni sistemi presenti in natura possiedo delle grandezze che ne definiscono la scala: 
una particolare lunghezza, la velocità, la dimensione del sistema, il tempo che passa, 
ecc…, tutte grandezze dimensionali che possiamo misurare. Tuttavia in determinate 
circostanze la scala del sistema può divergere, lasciando il sistema libero. Come 
vedremo, tale sistema gode della proprietà di invarianza di scala e per questo la 
distribuzione delle quantità fisiche macroscopiche segue una legge di potenza (vedi 
capitolo 1). Normalmente le circostanze sotto le quali la divergenza prende vita, sono 
estremamente particolari. I parametri del sistema devono essere sintonizzati in maniera 
molto precisa per produrre un comportamento power law. Questo tuttavia è qualcosa di 
svantaggioso per la nostra ricerca dei meccanismi generativi: la divergenza della scala 
risulta una spiegazione poco convincente delle distribuzioni power law, proprio perché 
avviene in circostanze estremamente difficili da ottenere. Comunque come vedremo 
brevemente, esistono alcune eleganti e interessanti questioni attorno a questo problema. 
 
Il punto preciso a cui la scala diverge in un sistema è chiamato punto critico oppure 
fase di transizione. Più specificatamente esso è una fase di transizione continua. Tutto 
ciò che accade in prossimità della fase di transizione è conosciuto come fenomeno 
critico, di cui la distribuzione power law è un esempio. 
Per capire meglio la fisica dei fenomeni critici, esploriamo un esempio semplice ma 
istruttivo: il modello di percolazione. La percolazione in chimica rappresenta il 
passaggio di un fluido attraverso un corpo poroso. Consideriamo una griglia quadrata 
come quella riportata in figura 4.6  in cui alcune celle siano colorate8.  
 
                                                 
8 Si può immaginare che le celle colorate rappresentino dei vuoti che permettono il passaggio di un fluido, 
oppure che le celle non colorate siano fatte di materiale isolante e quelle colorate di materiale conduttore 
che quindi fanno passare elettricità. 
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Figura 4.6. Modello di percolazione su una maglia quadrata 10 x 10. 
 
Supponiamo di colorare ogni cella con una probabilità indipendente p, così che in media 
una frazione  p di loro sia colorata. Ora guardiamo ai cluster di celle colorate che si 
sono formati, ovvero le regioni colorate contigue. Ci possiamo chiedere ad esempio, 
quale sia l’area media ‹s› di un cluster. 
Se p è piccolo, solo pochi quadrati sono colorati e la maggior parte di essi sarebbero soli 
nella griglia, o magari raggruppati in due o tre. Così anche ‹s› sarà piccolo. Questa 
situazione è rappresentata in figura 4.7 per p = 0,3. Diversamente se p fosse grande 
(tendente a 1, che è il valore più grande che si possa avere) allora la maggior parte delle 
celle saranno colorate e molto connesse tra loro, in modo che sia possibile passare da 
una parte all’altra della griglia muovendosi su un cluster colorato. Questi cluster che 
permettono l’attraversamento vengono detti spanning cluster. In questa situazione 
diciamo che il sistema percola. A questo punto la grandezza media del cluster, è limitata 
solo dalla dimensione della griglia e se aumentassimo la dimensione della griglia, con 
essa aumenterebbe anche ‹s›.  
 
 
Figura 4.7. Tre esempi di percolazione su una griglia quadrata 100 x 100, con probabilità p = 0,3 nel 
primo caso, p = pc nel secondo e p = 0,9 nell’ultimo. 
 
Così abbiamo due distinti e differenti comportamenti, uno per piccoli valori di p in cui 
‹s› è piccolo e non dipende dalla dimensione del sistema, e uno per grandi valori di p in 
cui ‹s› è molto più grande e aumenta con la dimensione del sistema. Cosa accade tra 
questi due estremi? Partendo da bassi valori, aumentando p aumenta anche ‹s›. Ad un 
certo punto si raggiunge il regime in cui ‹s› aumenta con la dimensione del sistema al 
posto di rimanere costante. Il punto a cui questo accade è pc = 0,5927462…, che è 
chiamato valore critico di p. Se la dimensione della griglia è ampia, anche ‹s› diventa 
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abbastanza grande, e quando la dimensione della griglia va all’infinito ‹s› diverge. Per 
illustrare questo fenomeno, mostriamo in figura 4.8 un grafico di ‹s› ottenuto da alcune 
simulazioni del modello di percolazione e la divergenza risulta essere molto chiara.  
 
 
 
 
Figura 4.8. Il valore medio dell’area di un cluster a cui appartiene una cella selezionata a caso, su una 
griglia di 1.000 x 1.000, con una media di 1.000 simulazioni.  
 
Ora, non consideriamo solo la dimensione media del cluster, ma l’intera distribuzione 
delle misure dei cluster. Sia p(s) la probabilità che un quadrato scelto a caso appartenga 
ad un cluster di dimensioni s, e verifichiamo quale sia la forma di p(s). Il punto 
importante da notare è che p(s), essendo la distribuzione di probabilità, è una quantità 
senza dimensione – semplicemente un numero – ma s è un’area. Noi possiamo misurare 
s in termini di metri quadrati, o in qualsiasi altra unità di misura la griglia sia calibrata. 
La media ‹s› è anch’essa un’area, quindi esiste anche l’area dell’unità quadrata, che 
denoteremo con a. Oltre a queste tre quantità, in questo problema non esistono altri 
parametri indipendenti con una dimensione. Se vogliamo costruire una funzione p(s) 
adimensionale, oltre a questi tre parametri dimensionali, ci sono tre rapporti 
adimensionali che dobbiamo considerare: s ⁄ a, a ⁄ ‹s›, s ⁄ ‹s› (oppure i loro reciproci). 
Solo due di questi sono indipendenti, dato che il rimanente è il prodotto degli altri due. 
Così in generale possiamo scrivere: 
 
⎟⎟⎠
⎞⎜⎜⎝
⎛
〉〈⋅= s
a
a
sfCsp ,)(      (4.44)  
 
dove f è una funzione matematica adimensionale del suo argomento adimensionale e C 
è una costante di normalizzazione scelta in modo che Σs p(s) = 1. Ora possiamo 
effettuare una trasformazione: variamo la scala della nostra griglia così che l’unità 
fondamentale della griglia stessa cambi. Per esempio, potremmo raddoppiare la 
grandezza della nostra unità a. L’idea è quella rappresentata in figura 4.9.  
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Figura 4.9. Un sistema di percolazione viene riscalato con una unità di base quattro volte più grande. 
 
I cluster di percolazione base rimarranno più o meno della stessa forma e dimensione. 
Anche la probabilità p(s) di avere un cluster di area s non è variata nel cambiamento di 
scala dato che le aree, con buona approssimazione, non sono cambiate e con esse anche 
la grandezza media del cluster. Tutto ciò che è cambiato, dal punto di vista matematico, 
è l’unità base a: si è riscalato a → a/b, tramite un fattore costante b. L’equivalente 
dell’equazione (4.44) nel nostro nuovo sistema è: 
 
),(')/,
/
(')( 〉〈=〉〈= sb
a
a
bsfC
s
ba
ba
sfCsp    (4.45) 
 
Confrontando questa equazione con la (4.44), possiamo notare che coincide, a meno di 
una costante moltiplicativa, alla probabilità p(bs) di trovare un cluster di dimensione b·s, 
in un sistema con una dimensione media dei cluster b·‹s›. Da notare poi che la costante 
di normalizzazione in generale deve essere cambiata nell’equazione (4.45) per fare in 
modo che p(s) dia ancora come somma 1. 
Come abbiamo visto, esiste uno speciale punto a cui questo cambiamento di scala 
avviene e per definizione non corrisponde ad alcun cambiamento di ‹s› oppure della 
probabilità p, e questo è il punto critico. 
Quando siamo esattamente al punto in cui ‹s› → ∞, allora per definizione si avrà anche 
che b‹s› = ‹s›. Ponendo ‹s› → ∞ nell’equazione (4.44) o (4.45), allora noi troviamo che 
la p(s) = C′ f (b·s/a , 0) = (C′/C) p(bs) o equivalentemente: 
 
p(bs) = g(b) p(s)    (4.46) 
 
Dove g(b) = C/C′. Abbiamo già visto in precedenza che questa equazione definisce 
esattamente una distribuzione scale-free. Di conseguenza sappiamo già che p(s) sarà 
distribuita come una power law. Al punto in cui ‹s› diverge, il sistema è lasciato senza 
una scala di riferimento, a parte l’unità di base a. In figura 4.10 è rappresentata una 
distribuzione cumulata della dimensione dei cluster per un sistema di percolazione al 
punto critico, e come mostra la figura, la distribuzione segue effettivamente una power 
law. Tecnicamente la distribuzione non può seguire una legge di potenza a misure di 
cluster arbitrariamente grandi, dato che l’area di un cluster non può essere più grande di 
quella dell’intera griglia, così la power law sarà troncata nella coda. Questo è un tipico 
esempio dell’effetto della dimensione finita dei sistemi. 
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Figura 4.10. Distribuzione cumulata della dimensione dei cluster, per un sistema di percolazione su una 
griglia 40.000 x 40.000 con probabilità pc. 
 
Il modello di percolazione non è l’unico a mostrare una transizione di fase, ma ve ne 
sono tantissimi altri come la transizione di fase di un magnete nel modello di Ising, 
quella di un superconduttore a temperature prossime allo zero assoluto, la formazione di 
un hub in un grafo complesso (Small World), la transizione epidemica di una malattia, e 
senza dubbio quella più famosa è la transizione solido-liquido-gas di una qualsiasi 
sostanza, come ad esempio l’acqua. Guardando alla figura 4.11, si può notare un prima 
transizione di fase detta del primo ordine, quando l’acqua passa a vapore acqueo a 
temperatura costante (la linea NO), dove le due fasi liquida e gassosa sono compresenti; 
mentre esiste un altro punto C di transizione di fase continua (simile a quello del 
modello di percolazione), dove la regione di compresenza delle due fasi svanisce. 
Anche in questi esempi si osserva come le grandezze si distribuiscono secondo una 
legge di potenza durante le condizioni critiche. 
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Figura 4.11. Grafico delle transizioni di fase dell’acqua. 
 
 
4.7 Sistemi auto-organizzati al punto critico 
 
Come discusso in precedenza, alcuni sistemi sviluppano distribuzioni power law in 
particolari circostanze (o punti critici nello spazio dei loro parametri) grazie alla 
divergenza di una determinata scala caratteristica, come ad esempio la dimensione 
media del cluster nel modello di percolazione. Questo comunque non fornisce una 
plausibile spiegazione per l’origine della power law nella maggior parte dei sistemi 
reali. Anche se noi trovassimo alcuni modelli di terremoti, o collegamenti a siti, che 
abbiano un tale punto di divergenza, sembrerebbe comunque improbabile che i 
parametri osservati nella realtà, cadano esattamente nel punto dove abbiamo la 
divergenza.  
Come proposto per la prima volta da Bak (1987), è possibile che alcuni sistemi dinamici 
si auto-organizzino così che i parametri si adagino sempre al punto critico, al di là dello 
stato di partenza. Chiamiamo tali sistemi auto-organizzati al punto critico. Un esempio 
classico di questi sistemi è sicuramente quello che descrive gli incendi nelle foreste 
elaborato da Drossel e Schwabl (1992), basato sul modello di percolazione che abbiamo 
già visto. 
 
Consideriamo il modello della percolazione come un modello primitivo di una foresta. 
La griglia rappresenti il territorio e gli alberi possano crescere in una cella qualsiasi. Le 
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celle occupate rappresentano gli alberi, le celle vuote rappresentano le aree di territorio 
senza alberi. Gli alberi appaiono istantaneamente a caso ad una frequenza costante e 
quindi le celle si riempiono anch’esse in maniera casuale. Un incendio colpisce a caso 
una delle celle della griglia (ad esempio perché un albero viene colpito da un fulmine) e 
brucia gli alberi di tale cella, sempre che ce ne siano, assieme ad ogni altro albero nei 
cluster contigui a questo. Il processo è illustrato in figura 4.12. 
 
 
 
Figura 4.12. Un fulmine colpisce a caso una cella nel modello di propagazione di un incendio in una 
foresta. 
 
Si può pensare al fuoco come se si spostasse da un albero all’altro finche l’intero cluster 
non sia completamente bruciato, tuttavia il fuoco non può saltare da un albero all’altro 
attraverso una cella che non abbia alberi. Nulla accade invece se non c’è alcun albero 
nella cella colpita dal fulmine. Dopo l’incendio, gli alberi possono crescere ancora nella 
zona colpita, in modo tale che il processo continui all’infinito.  
Se iniziamo con una griglia vuota, gli alberi cominceranno a crescere, ma inizialmente 
saranno sparsi e i fulmini o colpiranno zone senza alberi, quindi senza provocare alcun 
incendio, oppure colpiranno una zona alberata, ma comunque inserita in un cluster 
piuttosto piccolo. Col passare del tempo invece, sempre più alberi cresceranno sino ad 
un certo punto in cui avremo “la percolazione”.   
A quel punto, come abbiamo visto, si forma uno spanning cluster, la cui dimensione è 
limitata solo dalle dimensioni della griglia, e quando un albero all’interno di questo 
fosse colpito dal fulmine, tutto il cluster verrebbe bruciato. Il procedimento così 
descritto cancella lo spanning cluster così che il sistema non possa più percolare, ma 
con il passare del tempo e la ricrescita di alberi raggiungerà ancora la percolazione, e 
così tale scenario si ripeterà di nuovo.  
Il risultato finale è che il sistema oscilla esattamente attorno al punto critico, prima 
stando esattamente al di sopra del limite di percolazione, e successivamente venendo 
abbattuto al di sotto dal fuoco. 
Per sistemi di grandi dimensioni queste fluttuazioni diventano piccole se paragonate al 
sistema preso nella sua totalità e con eccellente approssimazione il sistema si adatta alla 
soglia indefinitamente. Così, se aspettassimo abbastanza a lungo, osserveremmo che il 
modello degli incendi nella foresta si auto-organizza allo stato in cui presenta una 
distribuzione power law delle dimensioni dei cluster, o degli incendi. 
In figura 4.13 viene mostrata la distribuzione cumulata della dimensione degli incendi 
nel modello qui presentato e, come possiamo vedere, segue una power law.  
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Figura 4.13. Distribuzione cumulata della dimensione degli incendi su griglia quadrata 5.000 x 5.000. 
 
L’esponente di tale distribuzione è abbastanza piccolo. La stima più attendibile fornisce 
un valore di α = 1,19 ± 0,01. Per tutti i sistemi reali, la media è finita e la distribuzione è 
troncata nella coda poiché gli incendi non possono avere una dimensione maggiore della 
griglia intera. Questa troncamento si vede molto bene in figura 4.13 (al di sopra di 5.000 
unità nella dimensione degli incendi). 
 
Vi è stato grande interesse per questo modello di auto-organizzazione come modello 
generalmente valido per spiegare da dove venissero le distribuzioni power law. Tale 
sistema è stato applicato anche alla frequenza dei terremoti, all’evoluzione biologica, 
alle valanghe e ad altri fenomeni. Sebbene probabilmente non sia una legge universale 
come molti sostenevano, è certamente un concetto interessante e dalle potenzialità 
notevoli, applicabile ad uno svariato numero di sistemi sia naturali che antropici. 
 
Un altro esempio di sistema auto-organizzato è rappresentato dalla pila di sabbia, come 
mostrato in figura 4.14. La sabbia viene lasciata cadere sulla cima del mucchietto e così 
facendo la pendenza della pila aumenta. La sabbia lasciata cadere rotola giù e parte di 
essa si ferma sulla superficie della pila. Più il mucchietto ha una pendenza elevata più i 
granelli di sabbia tenderanno a muoversi verso il basso con dei piccoli smottamenti. Ad 
un certo punto, il punto critico, si avrà una piccola valanga, con trasporto di sabbia 
verso il basso. Questo riduce la pendenza del mucchietto ritornando quindi al di sotto 
del punto critico. La dimensione di questi smottamenti è distribuita secondo una legge 
di potenza. 
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Figura 4.14. La pila di sabbia è un esempio di sistema auto-organizzato al punto critico. 
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5.1 Introduzione alla simulazione 
 
L’indagine condotta dal geografo tedesco Walter Christaller nel 1933 era volta allo 
studio della regolarità (da lui stesso ipotizzata) del numero, della distribuzione, e della 
grandezza degli insediamenti urbani. I risultati ottenuti da Lösch e dallo stesso 
Christaller suggerivano la medesima conclusione, ovvero che vi sia una precisa 
connessione fra la grandezza delle città e la distanza fra di esse. Entrambi hanno 
concretizzato le loro teorie in un modello spaziale basato sulla regolarità degli esagoni, 
che fornivano una precisa localizzazione e quindi una distanza predefinita fra differenti 
classi di insediamenti urbani. Nella presente tesi viene messa in discussione proprio 
questa struttura territoriale, così regolare, rigida, e non empiricamente verificata, 
neppure dagli stessi autori. A nostro avviso una tale distribuzione territoriale proviene 
semplicemente dalla continua ricerca da parte dell’uomo di forme d’ordine, e dalla sua 
tendenza naturale a voler riconoscere pattern o schemi ordinati anche laddove non 
sussistono. 
Inoltre in questa sede, non si vuole assolutamente criticare le ipotesi iniziali del modello 
christalleriano, e neppure la validità delle leggi economiche da lui utilizzate, piuttosto 
siamo convinti che tali leggi ed ipotesi non portino necessariamente, e così logicamente, 
ad una struttura spaziale come da lui concepita e descritta (di cui abbiamo parlato 
ampiamente nel capitolo 2). 
Arrivati a questo punto risulta fondamentale la realizzazione di un nuovo modello di 
simulazione spaziale, che non tenga conto di una possibile relazione fra distanza e 
grandezza delle città, ma che tuttavia utilizzi tutte le osservazioni empiriche finora 
condotte sulla regola rango dimensione. Un modello che distribuisca la popolazione 
delle città secondo una legge di potenza e che le disponga in maniera del tutto casuale 
sul territorio, risulta essere estremamente utile per confutare il modello spaziale di 
Christaller. In questo capitolo verrà dimostrato, attraverso la comparazione dei risultati, 
come una simulazione del tutto random di insediamenti urbani sul territorio produca una 
struttura spaziale molto più simile a quella reale, di quanto non siano quelle descritte da 
Christaller e da Lösch. 
Nei paragrafi successivi di questo capitolo vedremo in dettaglio un modello dinamico, 
sviluppato appositamente per questa tesi, in grado di simulare la distribuzione nello 
spazio della popolazione urbana, rispettando la regola rango dimensione. Lo scenario 
simulato prodotto da questo modello, implementato in un software, e quello dovuto a 
Christaller, saranno poi confrontati con territori reali in modo da verificare quale dei due 
modelli spaziali si adatti meglio alla realtà. 
Il confronto fra queste strutture territoriali deve essere fatto, come accennato qui sopra, 
a partire dalle distanze reciproche fra città di varia grandezza. In particolare si è scelto 
di adoperare la distanza del vicino più vicino (nearest neighbor distance), un metodo che 
appartiene dalla point pattern analysis, e di studiarne la distribuzione sia sui territori 
reali, sia su quelli simulati. 
Per concludere si riporteranno tutte le analisi effettuate e i risultati ottenuti, nonché la 
discussione sul confronto fra Christaller e il nostro modello di simulazione, oltre ad 
alcune critiche ed osservazioni. 
 
 
5. La simulazione delle strutture territoriali 
 
 120
5.2 Il nostro modello di simulazione 
 
Il modello da noi proposto, e sviluppato per la generazione di una distribuzione power 
law della popolazione urbana, è sostanzialmente un processo stocastico di tipo 
moltiplicativo. La scelta è ricaduta su questo tipo di modelli proprio perché sembrano 
quelli più adatti a generare una distribuzione di tipo power law. A differenza dei modelli 
generativi visti nel capitolo 4, che perlopiù determinavano una power law nel tempo, 
producendo cioè, per varie iterazioni successive, una serie numerica che ordinata in 
maniera decrescente forniva una legge di potenza, il modello che qui presenteremo 
sviluppa invece, sempre attraverso un processo dinamico, una power law distribuita 
nello spazio1. In altre parole le varie città che costituiscono il territorio urbanizzato 
possono crescere o decrescere nel tempo in maniera del tutto casuale, fino a distribuirsi 
alla fine del processo come una legge di potenza. Più in dettaglio è possibile considerare 
il nostro modello come un processo moltiplicativo in presenza di risorse limitate 
(paragrafo 4.1), dove la risorsa finita a cui si fa riferimento è la popolazione di quel 
determinato territorio. Le città sono quindi in competizione per questa risorsa che 
tuttavia non sarà ripartita equamente fra di esse: le città più grandi avranno una maggior 
probabilità di incrementare la propria popolazione a discapito di quelle più piccole. 
 
Di seguito si riportano alcune delle ipotesi di partenza che devono essere tenute conto 
per la simulazione di un qualsiasi territorio: 
 
? la sua popolazione è fissata a priori; 
? il numero di città simulate non varia nel tempo; 
? le città crescono proporzionalmente alla loro grandezza; 
? la posizione delle città sul territorio viene attribuita in maniera del tutto casuale; 
? la simulazione continua fino a che tutta la popolazione è stata distribuita sul 
territorio. 
 
La formalizzazione matematica di questo nuovo modello rispecchia in sostanza la 
struttura di un qualsiasi processo moltiplicativo, pur introducendo la popolazione come 
risorsa limitata, la quale dovrà essere allocata nelle varie città che compongono il 
territorio simulato. 
Chiamiamo quindi con Pi(t) la popolazione della i-esima città al tempo t, e con N il 
numero totale di città presenti sul territorio da simulare. Ptot sarà la popolazione totale 
che vogliamo distribuire fra le diverse città. Si avrà quindi: 
 
⎩⎨
⎧ ⋅+=+
NtP
NttPtP
tP
i
iii
i 1/-1   prob.con                              )(
1/   prob.con         )()()(
)1(*
ε
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Dove Pi* rappresenta la popolazione dell’i-esima città non ancora normalizzata rispetto 
a Ptot e dove εi è un valore random compreso fra 0 e 1, definito dalla seguente relazione: 
 
                                                 
1 Si fa notare che non è sufficiente cambiare l’asse temporale con quello spaziale per ottenere un modello 
generativo nello spazio: infatti, semplicemente scambiando gli assi si perderebbe la componente dinamica 
del processo. Quello che è stato fatto per questo modello è mantenere la struttura dinamica di generazione 
ottenendo tante città differenti la cui popolazione fosse distribuita secondo una power law. 
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dove Prim(t) è la parte rimanente della popolazione totale Ptot che deve essere ancora 
distribuita al tempo t. Infatti, man mano che la popolazione viene allocata nelle varie 
città, la frazione rimanente diventa sempre più piccola, fino a diventare zero quando 
tutta la Ptot è stata distribuita sul territorio. 
La funzione rand(x) restituisce un valore casuale compreso fra 0 e x. 
 
Rimane ancora un ultimo passo da compiere: essendo Pi*(t+1) proporzionale a Pi(t), la 
sommatoria della popolazione Ptot* sarà maggiore di Ptot, per questo risulta necessario 
normalizzare la serie dei dati in modo tale da avere un territorio con una popolazione 
complessiva pari a Ptot, come appunto volevamo. Un effetto particolarmente interessante 
della normalizzazione sta nel fatto che diventa possibile simulare non solo la crescita 
delle città ma anche la loro decrescita: infatti, se una città guadagna una certa quantità 
di abitanti e la popolazione totale non cambia, allora ci saranno altre città che avranno 
perso esattamente quella quantità di abitanti. 
Per ottenere la distribuzione power law finale è sufficiente utilizzare l’equazione che 
viene riportata di seguito: 
 
ω⋅+=+ )1()1( * tPtP ii     (5.3) 
 
Dove ω è semplicemente il rapporto di normalizzazione pari a Ptot/Ptot*. 
 
Per quanto riguarda la struttura spaziale del territorio simulato, come già accennato in 
precedenza, si è scelto di generare coordinate casuali per le varie città, utilizzando un 
processo random uniforme nello spazio, altresì detto poissoniano2, il quale non è in 
alcun modo collegato alla dimensione degli insediamenti urbani (come volevamo che 
fosse). 
 
Il modello da noi sviluppato è stato implementato in un software costruito in ambiente 
Microsoft Visual C++ .NET, in modo da poter essere utilizzato con estrema facilità per 
produrre tutti i tipi di territori che si vuole simulare (appendice A3). In figura 5.1 si 
riporta la finestra di dialogo principale del software prodotto. 
 
                                                 
2 La distribuzione spaziale viene detta poissoniana quando ogni posizione dello spazio possiede la stessa 
probabilità di essere scelta, dando origine ad un pattern di punti totalmente casuale, random quindi. 
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Figura 5.1. Finestra di dialogo principale del software di simulazione. 
 
All’interno di questo software è stata sviluppata anche una sezione per la generazione di 
una distribuzione iniziale delle città, necessaria in primo luogo per far sì che il modello 
precedentemente descritto non partisse da un insieme di città con popolazione nulla, che 
avrebbe dato come risultato una serie composta da soli zeri, anziché una power law; in 
secondo luogo perché si voleva verificare se al variare della distribuzione iniziale delle 
città, si ottenevano distribuzioni diverse dalla power law. Le distribuzioni iniziali 
disponibili sono le seguenti: 
 
? costante, città con il medesimo valore di popolazione (500 di default); 
? uniforme, città con un valore di popolazione crescente da 1 ad N; 
? esponenziale, città con una distribuzione esponenziale; 
? power law, città con una distribuzione power law di esponente β (1 di default). 
 
Gli studi eseguiti per il nostro modello di generativo, utilizzando differenti distribuzioni 
iniziali, hanno mostrato come la distribuzione emergente (la power law) non sia 
condizionata dai valori di popolazione iniziale, e nemmeno dalla loro distribuzione. Il 
modello è risultato robusto rispetto a tali valori di popolazione iniziali. In altre parole, 
qualsiasi distribuzione venga utilizzata per simulare lo stato al tempo t0, il risultato 
finale sarà sempre una distribuzione power law (processo senza memoria). 
 
Non solo, come vedremo in seguito questo modello genera una distribuzione power law 
con un coefficiente di determinazione R2 piuttosto elevato, indice di un buon 
adattamento fra i dati generati e la curva teorica, senza contare che è in grado di 
simulare anche l’andamento lognormale delle città più piccole, come riscontrato nel 
caso italiano (vedi capitolo 3). 
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Figura 5.2. Esempio di regione simulata con 2.000 città, una popolazione di 8 milioni di abitanti e una 
distribuzione iniziale costante (serie tronca). 
 
5.3 Lo studio delle distanze 
 
Introduzione: la point pattern analysis 
 
Le ricerche condotte da Christaller (1933) e da Lösch (1954) iniziano con lo studio sulla 
regolarità degli insediamenti urbani sul territorio, nel tentativo di determinarne la 
provenienza. Il loro modello spaziale, come abbiamo visto nel capitolo 2, è 
estremamente geometrico e regolare, basandosi sulla forma esagonale delle aree di 
mercato delle varie città. Per contro, il modello che abbiamo appena presentato non 
possiede alcun riferimento geometrico regolare, come può essere un esagono, un 
quadrato o un triangolo, ma la distribuzione dei punti nello spazio avviene in maniera 
del tutto casuale. 
A questo punto risulta necessario utilizzare un metodo quantitativo che permetta il 
confronto fra i due tipi di organizzazione territoriale, nonché il confronto con quella 
reale, e la scelta non può che ricadere sull’analisi della distribuzione dei punti nello 
spazio, anche detta point pattern analysis. Infatti, sia nel modello di Christaller, in 
quello di Lösch, che nel nostro, le città vengono sempre rappresentate come dei punti 
sul territorio, nei quali viene concentrata tutta la loro popolazione. 
 
L’analisi spaziale di punti è stata estremamente importante per la geografia per un lungo 
periodo di tempo, poiché i modelli spaziali sono l’espressione geometrica della teoria 
della locazione (Roger 1969). Come risultato di ciò, una grande quantità di metodi per 
l’analisi della distribuzione dei punti è stata impiegata dai geografi, mentre la teoria 
matematica di gran parte di queste tecniche è stata sviluppata nel campo dell’ecologia e 
della statistica. Essenzialmente si possono individuare due grandi famiglie di tecniche, 
quelle basate sullo studio dell’area (Quadrat Count Analysis), e quelle basate sulla 
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distanza (Nearest Neighbour Distance). A titolo esemplificativo riportiamo di seguito 
entrambe, anche se al fine delle analisi condotte per questo lavoro, ci si concentrerà 
maggiormente sul metodo delle distanze. 
 
Quadrat Count Analysis 
 
L’analisi Quadrat Count è un metodo basato sull’area e consiste essenzialmente nel 
suddividere una qualsiasi regione di territorio con una griglia regolare quadrata, per poi 
contare quanti punti cadono in ogni cella. In altre parole si calcola la frequenza con la 
quale i punti cadono nelle varie celle, in base alla loro distribuzione spaziale. 
In figura 5.3 si riporta un possibile esempio per meglio spiegare il funzionamento di 
questo metodo. 
 
 
 
 
Figura 5.3. Distribuzione spaziale di 52 punti, (A) regolare, (B) random, (C) clusterizzata.  
 
In figura 5.3a è riportata una distribuzione estremamente regolare dei 52 punti che 
potrebbe senza dubbio essere paragonata a quella di tipo christalleriana, infatti è sempre 
possibile ottenere degli esagoni collegando i punti fra loro. 
In figura 5.3b è rappresentata una distribuzione casuale (random) e come si vede i 52 
punti risultano dispersi sull’area in esame. 
La figura 5.3c presenta il caso opposto a quello precedente, cioè tutti i 52 punti sono 
localizzati in un'unica posizione. 
Utilizzando il metodo di analisi Quadrat Count, l’area in esame viene suddivisa da una 
griglia quadrata 10 x 10 (quindi 100 celle) e vengono contati il numero di quadrati 
(celle) che possiedono 0, 1, 2, 3 o più punti al loro interno. Nella seguente tabella 5.1 si 
riporta il risultato di tale conteggio. 
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Tabella 5.1. Confronto fra la distribuzione regolare, random, clusterizzata e poissoniana per il caso 
riportato in figura 5.3. 
 
Nella tabella 5.1 viene anche riportata la distribuzione Chi-quadro χ2 che può essere 
utilizzato come indicatore delle differenze fra il pattern poissoniano e quello degli altri 
tre casi di studio. Come si vede la distribuzione random può essere equiparata a quella 
poissioniana, senza commettere errori grossolani. 
Per quanto riguarda il caso poissoniano, la probabilità P di trovare x punti all’interno di 
un quadrato è dato dalla seguente funzione di probabilità: 
 
!
][
x
exXP
xλλ−==   x = 0, 1, 2, …   (5.4) 
 
dove λ è il valore della media del campione. Nell’esempio in figura 5.3 il valore di λ è 
pari a 0,52 (dato da 52 punti per 100 celle). 
 
Uno dei motivi per il quale il modello poissoniano costituisce un importante 
benchmark, con cui confrontare i valori osservati, è che le evidenze empiriche 
suggeriscono che il pattern di comportamento d’aggregazione umano possa essere 
adeguatamente descritto da un processo random. Questo modello trova anche delle 
giustificazioni nella seconda legge della termodinamica. Tale legge infatti, implica che i 
sistemi molecolari tendano a lungo andare ad un livello di massima entropia, in cui 
l’energia sia stata dissipata e le particelle siano disposte in maniera casuale. Misurare il 
grado di randomicità nella realizzazione di un processo stocastico può esserci di aiuto 
per determinare il grado di organizzazione di un sistema. Per quanto riguarda il nostro 
esempio, possiamo notare che il confronto tra il pattern di punti osservato e quello 
risultato da un processo poissoniano, ci fornisce una misura dell’ordine presente nel 
pattern. Questa idea può essere portata avanti riconoscendo che nella distribuzione 
poissoniana la media e la varianza sono uguali. Per un pattern puramente random 
quindi, il rapporto D dato da varianza/media è uguale ad 1. Un valore più grande 
dell’unità ricorre in presenza di un pattern più clusterizzato, mentre un valore inferiore 
quando risulta essere più regolare. Dato un campione di dimensione n generato da un 
processo poissoniano, tale rapporto D sarà approssimativamente distribuito come χ2(n-1), 
a patto che n non sia troppo piccolo (Bartko e altri, 1968). 
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Nearest Neighbour Distance 
 
In letteratura sono presenti moltissimi metodi basati sulla distanza, utilizzati per la 
misura della dispersione dei punti nello spazio, i principali sono stati elencati e spiegati 
da Holgate (1972), Ord (1972), Cliff (1975) e soprattutto da M. F. Dacey (1962) della 
Northwestern University, Illinois, che ha lavorato più di ogni altro geografo con questo 
tipo di tecniche, e che ha il merito di averle introdotte nella sua disciplina. Le teorie 
classiche che presenteremo di seguito sono invece opera di Clark ed Evans (1954). 
 
L’utilizzo della semplice distanza media fra i punti non risulta essere una statistica 
apprezzabile per lo studio della distribuzione di tali punti. Infatti, la media è influenzata 
dalla dimensione della regione che si vuole analizzare (più grande è la regione, più 
grande sarà la media), inoltre mediare la distanza di punti vicini con quella di punti 
lontanissimi non fornisce un’indicazione precisa della distribuzione dei punti. 
 
Clark ed Evans cercarono un metodo per determinare la randomicità (o casualità) di una 
qualsiasi distribuzione di punti osservabile nello spazio, e proposero una misura basata 
sulla distanza del vicino più vicino (nearest neighbour distance). In sostanza per ogni 
punto si trova un altro punto, il più vicino, e se ne calcola la distanza. Il vantaggio 
immediato di questo metodo sta nel fatto che associato ad ogni punto c’è uno e un solo 
valore di distanza e non un vettore di tutte le distanze con tutti gli altri punti, con una 
conseguente diminuzione della mole di dati da trattare e un aumento di velocità nelle 
successive analisi. In secondo luogo la distribuzione statistica di queste distanze 
fornisce una buona descrizione del pattern di punti in esame. 
Siano i e j due punti e dij la loro distanza. La distanza del (primo) vicino più vicino di i è 
data dalla seguente equazione: 
 
ijiji
dd ≠= min
min     (5.5) 
 
Oltre alla distanza del primo vicino più vicino è anche possibile utilizzare altre misure 
che tengono conto del secondo vicino più vicino, del terzo, e così via. 
Clark ed Evans proposero inoltre un’altra statistica di riferimento: la media della 
distanza del vicino più vicino per n punti, data dalla formula riportata qui sotto. 
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1     (5.6) 
 
Essi mostrarono poi che per un processo poissoniano nel piano, con un parametro di 
densità λ, vedi equazione (5.4), la media attesa per la distanza del vicino più vicino dE è 
data da: 
 
2
1
2
1 λ=Ed      (5.7) 
 
A questo punto Clark ed Evans suggerirono una misura del grado di randomicità di 
un pattern di punti, semplicemente facendo il rapporto fra la media della distanza del 
vicino più vicino d0 e il suo valore atteso dE. 
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EddD 01 =      (5.8) 
 
In particolare D1 = 1 per una distribuzione perfettamente random (poissoniana); mentre 
D1 = 0 per una distribuzione di punti perfettamente clusterizzata; infine D1 = 2,15 circa 
per una struttura perfettamente regolare come può essere quella esagonale del modello 
christalleriano, vedi figura 5.4. 
 
 
 
Figura 5.4. Differenti pattern di punti, dai più aggregati a quelli più dispersi. 
 
Una misura praticamente identica alla (5.8) è stata proposta prima da Skellam (1952) e 
poi da Moore (1954), e che noi riportiamo di seguito: 
 
     ∑= n
i
idn
D 2min2 )(
1πλ     (5.9) 
 
Dove D2 = 0 nel caso di una distribuzione formata da un unico cluster, oppure cluster 
differenti lontani fra loro; D2 = 1 per una distribuzione perfettamente random; D2 = 3,63 
circa per una distribuzione regolare (come quella esagonale). 
 
Il metodo della nearest neighbour distance, come molti altri che vengono impiegati 
all’interno di un’area delimitata, è soggetto a quello che viene chiamato effetto di bordo. 
Questo problema sorge quando il vicino più vicino cade al di fuori della finestra di 
analisi, o dell’area di studio. Un metodo per risolvere questo inconveniente potrebbe 
essere quello di considerare uno spazio toroidale, oppure utilizzare il suo valore medio 
avendo un elevato numero di punti. Nel complesso questo metodo fornisce risultati 
apprezzabili nello studio dei pattern spaziali. 
 
Di seguito si riporta l’applicazione del metodo della nearest neighbour distance per il 
caso italiano, eseguendo prima uno studio della distribuzione delle distanze reali, per 
poi confrontarle con quelle relative ad una “Italia poissoniana” generata dal nostro 
modello di simulazione, presentato precedentemente nel paragrafo 5.2. 
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5.4 Le distanze nel caso italiano 
 
L’Italia reale al 2001 
 
I dati utilizzati per questo studio sulle distanze nel caso italiano sono i valori di 
popolazione e la cartografia vettoriale di tutti gli 8.101 Comuni italiani censiti 
dall’Istituto Nazionale di Statistica (ISTAT) nel 2001. 
Di ogni Comune è stato individuato il baricentro utilizzando le potenzialità del 
software ArcGIS v9.2, in modo da poter calcolare le distanze euclidee da punto a punto. 
Il campione di popolazione, come rappresentato nella mappa tematica in figura 5.5, è 
stato invece ordinato in maniera decrescente e suddiviso in 5 classi di grandezza delle 
città: 
 
 
 
La classificazione qui riportata non è casuale, ma risponde all’esigenza di avere fra le 
città grandi (G) i capoluoghi di Regione, e fra quelle medio-grandi (MG) i capoluoghi di 
Provincia più importanti. Tuttavia non è stato possibile considerare nella loro totalità i 
Capoluoghi di Regione e di Provincia, per il fatto che alcuni di questi possiedono al 
2001 una popolazione talmente bassa da non poter essere considerati come esempio di 
grandi città3. Nella sua interezza, questa classificazione è stata costruita rispettando 
appieno quella proposta da Christaller. Tuttavia si fa presente che, per effetto 
dell’aumento di popolazione, dai primi anni 30 del secolo scorso ad oggi, è stato 
necessario aggiornare le classi christalleriane al 2001, per il caso italiano, aumentando 
leggermente il valore massimo di ognuna di esse. 
 
W. Christaller (1933) e successivamente A. Lösch (1954), nei loro studi, individuarono 
una struttura spaziale delle città estremamente geometrica (esagonale) dove la distanza 
fra una città ed un’altra è funzione della loro classe di grandezza (definita in base alla 
popolazione). Essendo poi le città della medesima classe tutte uguali, il risultato è che 
nel modello christalleriano tutte le città della stessa classe stanno fra loro esattamente 
alla medesima distanza. Come conseguenza abbiamo che la distanza media e quella 
minima (del vicino più vicino) coincidono. 
 
Il nostro intento in questo paragrafo è dunque lo studio della distribuzione delle distanze 
del vicino più vicino per l’intero territorio italiano, calcolando le distanze reciproche fra 
le diverse classi di città considerate. 
 
 
                                                 
3 Sebbene Christaller, almeno nella teoria, classificasse le città in base alla loro importanza sociale ed 
economica, in pratica anche lui effettuò i suoi studi utilizzando classi di città in funzione del loro numero 
di abitanti (vedi capitolo 2), il che risulta molto più pratico e automatico. La scelta di utilizzare classi di 
popolazione permette anche di ovviare al problema di avere città di alto livello con una bassissima 
popolazione e città di classe inferiore con un elevato numero di abitanti. 
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Figura 5.5. Mappa tematica degli 8.101 Comuni italiani reali al 2001. 
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Più in dettaglio le distanze dei vicini più vicini sono state calcolate fra le seguenti classi 
di città: 
 
 
 
Il calcolo delle distanze è stato eseguito agevolmente e in maniera automatica 
utilizzando un’applicazione presente nell’ArcToolBox di ArcGIS v9.2. In particolare si 
tratta dello script Near nel gruppo Proximity di Analysis Tool. Tale applicazione 
fornisce l’identificativo (FID) del punto più vicino e la conseguente distanza euclidea. 
Le distanze sono calcolate fra i baricentri dei Comuni, e non viene tenuta in conto la 
loro superficie, altrimenti la minima distanza fra Comuni confinanti sarebbe sempre 
uguale a zero. Tuttavia, in questo modo la distanza minima calcolata contiene in sé i 
raggi dei due centri (dal baricentro al confine comunale), e per questo ci aspettiamo 
mediamente che la distanza fra città piccole sia visibilmente inferiore a quella fra città 
più grandi. Inoltre, per il fatto che le città più grandi sono anche quelle più scarse sul 
territorio, esse non saranno tutte vicine fra loro, aumentando così il gap che intercorre 
fra la media delle distanze dei centri più piccoli e quella dei centri grandi. 
 
Ciò che è apparso subito evidente è che, per le varie classi di grandezza, la distanza del 
vicino più vicino si distribuisce secondo una Lognormale nella maggioranza dei casi. 
Questo è essenzialmente dovuto al fatto che esiste una soglia minima nella distanza 
(data dalla dimensione dei Comuni più piccoli per ogni classe), mentre le città si 
possono sempre disporre lontane a piacere (compatibilmente con la dimensione totale 
del territorio studiato). 
 
Da notare poi che la media della distribuzione Lognormale è di norma vicina ai valori 
più piccoli fra quelli che la distanza può assumere4, e questo sta ad indicare che per ogni 
classe, le città tendono ad avvicinarsi il più possibile fra di loro. 
 
Nelle pagine successive vengono riportati alcuni esempi di distribuzione Lognormale 
della nearest neighbour distance per il caso italiano relativo all’anno 2001. Oltre agli 
istogrammi delle frequenze viene visualizzata anche la curva teorica della distribuzione 
Lognormale con media e deviazione standard relative al campione in esame. 
 
                                                 
4 Si fa presente tuttavia che, a differenza di quanto accade per la distribuzione Gaussiana, nella 
distribuzione Lognormale la media non coincide con il massimo della curva (la moda), ma assume un 
valore più alto, e quindi risulta spostata più a destra rispetto alla moda. 
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Figura 5.6. Distribuzione delle distanze minime fra città piccole e grandi. 
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Figura 5.7. Distribuzione delle distanze minime fra città piccole e grandi, senza la Sardegna. 
 
Solamente nel caso della distribuzione delle distanze minime fra città piccole (P) e città 
grandi (G), si osserva un andamento bi-modale, cioè è presente un secondo picco nella 
distribuzione delle distanze, anche se pur minimo. Tuttavia dalle osservazioni effettuate 
risulta che tale distribuzione sia dovuta unicamente alle città piccole presenti in 
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Sardegna. Infatti, in questa Regione, per effetto della classificazione adottata non vi 
sono città grandi. Il risultato è che le città grandi più vicine alle città piccole della 
Sardegna distano fra i 300 e i 400 chilometri, come è possibile notare nel grafico in 
figura 5.6. 
 
Nel grafico in figura 5.7 si riporta la medesima distribuzione delle distanze minime fra 
le città piccole e quelle grandi, avendo precedentemente eliminato tutte le città piccole 
appartenenti alla Regione Sardegna. Il risultato come si può osservare è una classica 
distribuzione lognormale dei dati, di cui in colore magenta si evidenzia la curva teorica. 
Nel confronto fra Italia reale e simulata al 2001, per quanto riguarda la distanza fra città 
piccole e grandi (P-G), si farà riferimento a questo ultimo caso in cui i Comuni piccoli 
della Sardegna non sono stati considerati nel calcolo del valor medio. 
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Figura 5.8. Distribuzione delle distanze minime fra città grandi e piccole. 
 
Da notare che le distribuzioni delle distanze P-G e G-P non sono affatto simmetriche, 
questo perché di norma la città grande più vicina ad una piccola si trova ad una distanza 
molto maggiore di quanto non disti una città piccola dalla grande più vicina. 
Essendo poi le città grandi in numero limitato, il numero di dati disponibile relativo alle 
distanze G-P, necessario per osservarne la distribuzione, sarà nettamente inferiore 
rispetto al caso delle distanze P-G, con un conseguente aumento della varianza. 
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Figura 5.9. Distribuzione delle distanze minime fra città medio-piccole e medio-grandi. 
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Figura 5.10. Distribuzione delle distanze minime fra città medie. 
 
Di seguito in tabella 5.2, per il caso dell’Italia reale al 2001, si riportano tutti i valori 
delle distanze calcolati fra le varie classi di grandezza delle città, con indicazione della 
loro deviazione standard. 
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Tabella 5.2. Distanze minime fra le varie classi di città, per l’Italia reale al 2001. 
 
 
L’Italia simulata al 2001 
 
Ora in maniera del tutto analoga al caso fin qui visto, calcoliamo il valore delle distanze 
minime non più su un territorio reale, ma di una ipotetica Italia, simulando i dati di 
popolazione e posizione delle città attraverso un processo poissoniano (e quindi del 
tutto casuale), utilizzando però il numero di città, la popolazione totale, e l’esponente 
della rank size rule dell’Italia reale al 2001. Grazie al software da noi sviluppato, che 
abbiamo precedentemente esposto, è stato possibile generare l’Italia simulata al 2001, 
utilizzando come input i seguenti dati: 
 
- numero di Comuni N = 8.101 
- esponente della rank size rule β = 0,741 
- popolazione città più grande P1 = 1.838.618 ab. 
- popolazione totale Ptot = 56.995.744 ab. 
 
Dove P1 è l’intercetta sull’asse delle ordinate della retta di regressione relativa ai dati di 
popolazione italiani al 2001, troncati a 9.000 abitanti. 
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Figura 5.11. Mappa tematica degli 8.101 Comuni italiani simulati al 2001. 
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Il valore di P1 è intermedio fra la popolazione di Milano e quella di Roma, questo 
perché la capitale italiana ha un valore di popolazione superiore rispetto a quello 
indicato dalla curva di regressione teorica della rank size rule. Se avessimo considerato 
P1 uguale alla popolazione di Roma avremmo ottenuto una distribuzione falsata per gli 
altri centri urbani: anche le altre città grandi avrebbero ottenuto più popolazione rispetto 
alle attuali previsioni di stima. 
 
La medesima distribuzione Lognormale viene osservata anche in questo secondo caso 
simulato, e comparando la media delle distanze nel caso random, con quelle nel caso 
reale ci si rende conto che le due strutture territoriali risultano essere particolarmente 
simili, se non in alcuni casi addirittura identiche. Le maggiori differenze si hanno invece 
rispetto alla deviazione standard, che risulta mediamente inferiore rispetto al caso reale. 
Questo fatto è perfettamente comprensibile poiché il territorio reale presenta degli 
ostacoli naturali all’urbanizzazione, fiumi, laghi, montagne, ecc…, e le città reali si 
sono localizzate sia aggregandosi fra di loro in una piccola area, sia disperdendosi sulla 
superficie del Paese; mentre per quanto riguarda il caso simulato attraverso un 
posizionamento random delle città su di un territorio perfettamente omogeneo, le 
distanze reciproche risultano essere molto più uniformi del caso precedente, dando 
origine ad una più piccola variazione (la varianza appunto) rispetto al valor medio delle 
distanze minime.  
 
Nelle figure successive, come abbiamo fatto per le distanze reali, riportiamo alcuni 
esempi di distribuzione Lognormale anche per il caso dell’Italia simulata al 2001, in 
modo da visualizzarne e comprenderne l’andamento. 
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Figura 5.12. Distribuzione distanze minime fra città grandi, per l’Italia simulata. 
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Figura 5.13. Distribuzione distanze minime fra città medie, per l’Italia simulata. 
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Figura 5.14. Distribuzione distanze minime fra città medio-piccole, per l’Italia simulata. 
 
 
 
 
5. La simulazione delle strutture territoriali 
 
 138
0,00
0,02
0,04
0,06
0,08
0,10
0,12
0 2 3 4 5 7 8 9 10 12 13 14 15 17 18 19
distanza [km]
fr
eq
ue
nz
a
dati P-P distrib lognormale
 
 
Figura 5.15. Distribuzione distanze minime fra città piccole, per l’Italia simulata. 
 
I grafici riportati qui sopra mettono in evidenza la tipica forma della distribuzione 
Lognormale, schiacciata nella parte sinistra della figura e con una coda molto più 
allungata sulla destra rispetto ad una distribuzione Normale (Gaussiana). Quella 
Normale è una distribuzione particolare in cui media, mediana e moda coincidono, 
mentre per quanto riguarda la Lognormale, confrontando i valori della media con i 
rispettivi grafici, si può notare facilmente che la media sta sempre alla destra della moda 
(valore di picco nel grafico). 
 
In tabella 5.3, per il caso dell’Italia simulata al 2001, si riportano tutti i valori delle 
distanze calcolati fra le varie classi di grandezza delle città, con indicazione della loro 
deviazione standard. 
 
Confrontando fra loro i risultati ottenuti per l’Italia reale e quelli qui presentati per 
l’Italia simulata, si può notare come alcuni dei valori medi siano praticamente uguali: ad 
esempio nel caso della distanza fra città piccole (P-P), fra città medio-piccole (MP-MP), 
oppure nel caso delle distanze miste fra città medie e medio-piccole (M-MP), o ancora 
fra città medio-grandi e grandi (MG-G). Vi sono poi altre distanze che differiscono in 
media per pochi punti percentuali (M-M, MG-MG, G-G, …), ad indicare l’omogeneità 
delle due strutture territoriali (almeno per quanto riguarda la media). 
Un risultato interessante si nota confrontando le distanze fra varie classi di città e quelle 
più grandi (in particolare MP-G, M-G ed MG-G). Queste distanze possiedono un valor 
medio pressoché simile, ma una deviazione standard nettamente differente. Addirittura 
nel caso reale la deviazione standard, eguaglia o supera la media, indicando una enorme 
variabilità nei valori della distanza. La distanza quindi può andare da pochi km a più di 
centinaia di km, cioè quelle determinate città si possono trovare o molto vicine a quelle 
grandi, oppure estremamente lontane. Inoltre in questi casi la distribuzione delle 
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frequenze assume una forma molto più simile ad una Gaussiana, con una campana 
molto larga, piuttosto che una Lognormale come negli altri casi. Questo è dovuto al 
fatto che le città reali tendono ad aggregarsi fra loro in piccoli spazi, e molte zone del 
nostro territorio non sono servite da grandi città. 
Per contro le distribuzioni osservate nel caso dell’Italia simulata hanno sempre una 
forma lognormale, dovuta anche all’uniformità della localizzazione spaziale e alla 
forma allungata dell’Italia. Tale forma infatti permette di trovare molte città con una 
distanza minima piccola, e via via sempre meno città con una distanza minima più 
grande. 
 
 
 
Tabella 5.3. Distanze minime fra le varie classi di città, per l’Italia simulata al 2001. 
 
Sempre dal confronto fra le due strutture spaziali ci si rende conto che, per quanto 
riguarda l’Italia reale, le città medie e medio-grandi sono molto più vicine a quelle di 
ordine immediatamente superiore rispetto a quello che accade con una distribuzione 
poissoniana dei punti. Mentre quelle piccole e medio-piccole sono più distanziate 
sempre rispetto a quelle di ordine superiore. 
 
A questo punto manca solo il confronto di questi risultati con una struttura spaziale 
ideale di tipo christalleriano. Nei suoi scritti il geografo tedesco, discutendo delle aree di 
mercato esagonali dei vari insediamenti urbani, ha definito anche le distanze reciproche 
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fra le diverse classi di città, che presenteremo e analizzeremo in dettaglio nel paragrafo 
successivo. 
 
Christaller e la struttura esagonale 
 
La struttura spaziale degli insediamenti urbani utilizzata da Christaller è estremamente 
rigida e geometrica, basata sulla forma dell’esagono. Proprio per questo risulta molto 
facile calcolare le distanze reciproche fra le città, le quali si localizzano al centro oppure 
sui vertici di questi esagoni. 
Tutto ciò che è necessario conoscere è la relazione fra l’apotema di un esagono b/2 e la 
lunghezza di un suo lato a, come riportato in figura 5.16. 
 
 
 
Figura 5.16. Relazione fra l’apotema e il lato dell’esagono. 
 
Abbiamo già visto nel capitolo 2, che le città di ordine inferiore si localizzano sui vertici 
dell’esagono della città più grande, perciò sarà sufficiente ripetere la medesima 
relazione anche per un insediamento di ordine inferiore, considerandolo al centro di un 
nuovo esagono di dimensioni più piccole. 
Christaller, nei suoi scritti (1933), individua principalmente 7 classi di città, con la 
relativa distanza fra centri del medesimo livello, tabella 5.4. 
 
nome popolazione n. città distanza descrizione
[ab] [km]
L Landeszentrale 500.000 1 108,0 capoluoghi di regione
P Provinzialhauptorte 100.000 2 62,4 capoluoghi di province più ampie
G Gaubezirk 30.000 6 36,0 capoluoghi di provincia
B Bezirkshauptorte 10.000 18 20,8 capoluoghi di distretti
K Kreisstädtchen 4.000 54 12,0 capoluoghi
A Amtsstädtchen 2.000 162 6,9 città amministrative
M Marktorte 1.200 486 4,0 borgo-mercato  
 
Tabella 5.4. Le città individuate da Christaller con le loro distanze. 
 
Per poter confrontare le distanze delle nostre 5 classi di città (G, MG, M, MP, P) con 
quelle christalleriane, abbiamo unito in un’unica classe di città piccole (P) le ultime tre 
classi di Christaller (K, A, M). 
a b
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Con l’ausilio del software ArcGIS v9.2 è stato possibile creare una mappa tematica 
delle città christalleriane, riproducendone la distanza definita dallo stesso autore. 
Successivamente sempre grazie all’utilizzo dello script Near sono state calcolate le 
distanze reciproche del vicino più vicino per le nuove 5 classi di riferimento. I risultati 
sono riportati nella tabella seguente. 
 
 
 
Tabella 5.5. Distanze minime fra le varie classi di città nel modello christalleriano. 
 
Molte delle distanze calcolate hanno deviazione standard nulla, questo perché tutte le 
città di quelle determinate classi stanno esattamente alla medesima distanza fra loro. Nel 
caso invece delle città piccole (P) e medio-piccole (MP), esse presentano due o più 
anelli concentrici attorno alle città di ordine più elevato e quindi si trovano a distanze 
variabili da queste ultime. La deviazione standard definisce lo scostamento del 
campione dal valore medio calcolato. 
 
In figura 5.17 viene riportata la mappa tematica delle città di Christaller, utilizzando i 
medesimi colori per le classi presenti anche nelle mappe mostrate in precedenza (figura 
5.5 e figura 5.11), in modo da facilitarne il confronto. 
E’ stato visualizzato un solo esagono relativo alla città Landeszentrale (L), che equivale 
ad una città grande (G), per il semplice fatto che la struttura e quindi le distanze sono 
perfettamente simmetriche in tutti gli altri esagoni di classe L. 
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Figura 5.17. Mappa tematica delle città nel modello spaziale di Christaller. 
 
Certamente la struttura spaziale qui riportata è troppo ideale per rappresentare una 
qualsiasi distribuzione reale delle città, probabilmente anche rispettando tutte le ipotesi 
di partenza del modello christalleriano. Tuttavia è possibile verificare se le distanze 
riportate da Christaller siano una sorta di valore medio di quelle reali che possiamo 
ritrovare nei vari Paesi, oppure se tale distribuzione si avvicini, o no, all’organizzazione 
spaziale di tipo poissoniano che abbiamo generato con il nostro modello. 
Ora abbiamo tutti gli elementi per eseguire un confronto fra la realtà e i due modelli fin 
qui proposti: quello christalleriano e quello poissoniano. 
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Il confronto dei risultati per il caso italiano 
 
I risultati ottenuti ci permettono di fare alcune considerazioni sul modello da noi 
implementato e sulla validità del modello spaziale proposto da Christaller. 
Per facilitare il confronto si riporta di seguito una tabella riassuntiva con tutti i valori 
delle distanze del vicino più vicino, relative alle varie classi di città. 
 
 
 
Tabella 5.6. Tabella riassuntiva delle distanze minime per l’Italia reale al 2001, l’Italia simulata, e per 
l’organizzazione territoriale a esagoni di Christaller. 
 
Osservando i valori riportati in tabella 5.6, si nota che le distanze fra i centri più piccoli 
coincidono esattamente in tutti e tre i casi. Si ritrova la distanza di 4 km, che Christaller 
aveva segnalato nei sui scritti e che aveva considerato nella costruzione della struttura 
spaziale di tipo esagonale5. Anche per quanto riguarda la dimensione massima non 
sembrano esserci grosse differenze, soprattutto tenendo conto della deviazione standard 
                                                 
5 Più propriamente Christaller ha individuato un raggio di 4 km per le città Marktorte, che quindi 
starebbero fra loro ad una distanza doppia. Tuttavia la struttura esagonale più essere ingrandita o ridotta 
senza variare la posizione reciproca delle città. Per favorire il confronto fra i casi di studio reali e il 
modello christalleriano, in questo lavoro di tesi si è considerato un diametro (anziché un raggio) di 4 km 
per le città M. La configurazione esagonale di tutte le classi di città viene ridotta di metà, senza inficiare 
in alcun modo il risultato. 
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di tali valori. Inoltre, sembra che il modello christalleriano funzioni piuttosto bene con 
le città piccole e medio-piccole. 
 
Differenze sostanziali si hanno invece considerando le città medie e medio-grandi. 
Infatti sia le distanze reali che quelle simulate presentano valori nettamente inferiori a 
quelli proposti da Christaller. Come accennato in precedenza le città M e MG si trovano 
molto più vicine rispetto al caso ipotizzato da Christaller, e addirittura le città reali 
risultano maggiormente aggregate (più clusterizzate) di quelle simulate, distribuite in 
maniera uniforme. Dalla struttura esagonale, riportata in figura 5.17, si nota come dopo 
le città G, le città con distanza maggiore fra di loro e con le stesse G sono quelle MG e 
successivamente le M. Nella realtà tuttavia questo non sembra accadere affatto. Infatti, 
in taluni casi, le città MG si trovano ad una distanza inferiore rispetto a quelle M. Molto 
spesso le MG sono aggregate attorno ad una città di grandi dimensioni (molto più di 
quanto lo sono le città M). Un esempio di questo è possibile osservarlo in figura 5.5, 
dove si vede nettamente che attorno a grandi città come Milano, Roma, Napoli, Torino, 
ci sono numerose città MG, che secondo il modello spaziale di Christaller dovrebbero 
trovarsi molto più lontane, a più di metà strada (1/√3) fra due città grandi. 
 
Sempre analizzando la mappa tematica in figura 5.5, ci si accorge immediatamente che 
le città piccole P, non sono tutte alla stessa distanza di 4 km. Esse sembrano alquanto 
aggregate in determinate zone dell’Italia, mentre ne lasciano vuote altre. Questo è 
dovuto principalmente all’orografia italiana, ma per effetto del calcolo del vicino più 
vicino, questa situazione non viene colta dal valor medio. Si traduce invece come una 
maggiore varianza rispetto al caso uniforme che tende a coprire allo stesso modo 
l’intero territorio italiano. 
 
Continuando lo studio delle distanze fra le città P e tutte le altre classi, ci si accorge che 
il modello di Christaller e quello simulato forniscono il medesimo risultato, ossia i 4 km 
di cui si è parlato precedentemente. Il caso reale differisce da questi due semplicemente 
perché nei due modelli non è stato tenuto conto della superficie del Comune, ma si fa 
riferimento solamente a dei punti; al contrario nella realtà tali punti rappresentano i 
baricentri dei Comuni, le cui aree influiscono sul calcolo delle distanze. Per fare un 
esempio, le città G hanno mediamente un raggio di circa 10 km, mentre quelle P di soli 
2 km: da questo si capisce come mai la distanza G-P sia di circa 12,5 km e quella P-P 
invece di soli 4 km. 
 
In figura 5.18 si riportano graficamente le differenze nelle distanze minime dei tre casi 
fino a qui discussi. Per quanto riguarda l’Italia reale e quella simulata vengono 
visualizzate le distribuzioni lognormali, mentre nel caso christalleriano si riporta l’unico 
valore di cui siamo in possesso, che noi possiamo interpretare come un valore medio 
delle distanze minime. Si ricorda ancora una volta che il valore medio in una 
distribuzione lognormale non coincide con il picco massimo della curva, ma è spostato 
alla sua destra. Dal grafico poi appare evidente come le città medio-piccole (MP), le 
città medie (M), e le città medio-grandi (MG) nel caso christalleriano risultino partico-
larmente distanti dalle condizioni reali, mentre la simulazione da noi effettuata, a meno 
di piccole variazioni è praticamente identica alla configurazione territoriale dell’Italia 
reale. Inoltre si vede bene come anche le medie delle distanze seguono una legge di 
potenza, sia nel caso reale che ideale, con una precisione molto elevata (R2 = 0,9989). 
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Figura 5.18. Grafico riassuntivo delle distanze minime per l’Italia reale e simulata, e Christaller. 
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Per concludere il confronto fra il territorio italiano reale, quello simulato e quello di tipo 
christalleriano, riportiamo i valori dell’indicatore D1 (vedi equazione 5.8), introdotto 
nella point patter analysis, per quanto riguarda la distanza del vicino più vicino. Questo 
indicatore fornisce una misura del grado di dispersione oppure di aggregazione del 
pattern di punti studiato. Il calcolo di D1 è stato eseguito direttamente sulle mappe, 
utilizzando una particolare applicazione del software ArcGIS v9.2. Più in dettaglio si 
tratta dello script Average Nearest Neighbor, contenuto nella cartella Analysing 
Patterns degli Spatial Statistics Tools, che ha fornito dei valori per ogni classe di città, 
per ognuna delle strutture territoriali fin qui considerate. 
 
 
 
Tabella 5.7. Valori dell’indicatore D1 per l’Italia reale, simulata e Christaller. 
 
I risultati ancora una volta mostrano come il nostro modello di simulazione generi una 
struttura territoriale molto simile a quella reale, mentre il modello christalleriano risulta 
essere molto distante da quello che accade sul territorio italiano nella realtà. Addirittura, 
per quanto riguarda le città medie (M) e medio-grandi (MG), nel caso reale esse 
risultano molto più aggregate (clusterizzate) di quelle simulate (vedi figura 5.4), 
allontanandosi ulteriormente dalla configurazione ordinata proposta da Christaller. 
 
Abbiamo cercato di mostrare come un modello poissoniano, che generasse una 
posizione random uniforme sul territorio delle città, fosse molto più attinente alla realtà 
di quanto non fosse il modello di Christaller basato su di una distribuzione ordinata dai 
centri, e i risultati sembrano appunto confermare la nostra ipotesi. A riprova di 
questo fatto è possibile citare diversi autori che hanno studiato la configurazione 
spaziale a esagoni di Christaller. 
 
“Malgrado la grande importanza teorica dell’esagono, raramente è possibile osservare 
l’esistenza di una disposizione esagonale reale”. 
Peter Huggett (1965) 
 
“Il pattern regolare proposto da Christaller e Lösch difficilmente è osservabile nella 
realtà. A causa dell’alta densità di popolazione del nucleo centrale, la dimensione 
dell’area di mercato è qui più piccola, mentre lontano dal centro è più grande”. 
Walter Isard (1956) 
 
Tuttavia a questo punto potrebbero sorgere delle critiche riguardanti il caso italiano da 
noi studiato. Prima di tutto un solo caso di studio non è sufficiente a dimostrare una 
teoria, potrebbe rappresentare un’eccezione oppure essere un caso particolare. 
In secondo luogo, molto probabilmente l’Italia non assomiglia proprio ad una vasta 
pianura omogenea e isotropa ipotizzata da Christaller, come poteva essere la Germania 
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meridionale. A questo riguardo presentiamo un altro caso di studio, che, molto di più di 
quello italiano, si avvicina alle condizioni ideali definite da Chritaller; una Nazione, che 
è stata definita inoltre come L’Exagone (l’esagono appunto), sulla quale è presente una 
ricca letteratura e un continuo e attuale dibattito (vedi Sylvie Adam, 1992): la Francia. 
 
5.5 Le distanze nel caso francese 
 
La Francia reale al 1999 
 
I dati utilizzati per questo studio sulle distanze nel caso francese sono i valori di 
popolazione e la cartografia vettoriale di tutti i 36.565 Comuni censiti dall’INSEE 
(Institut national de la statistique et des études économiques) nel 1999. Come nel caso 
italiano, di ogni Comune è stato individuato il baricentro, e il campione di popolazione, 
come rappresentato nella mappa tematica in figura 5.19, è stato ordinato in maniera 
decrescente e suddiviso in 5 classi di grandezza delle città. 
 
Le 5 classi di città in cui è stato diviso il campione di popolazione sono le seguenti: 
 
PICCOLE P 0 - 2.000 [abitanti]
MEDIO-PICCOLE MP 2.001 - 10.000 [abitanti]
MEDIE M 10.001 - 35.000 [abitanti]
MEDIO-GRANDI MG 35.001 - 150.000 [abitanti]
GRANDI G 150.001 - 2.125.246 [abitanti]  
 
Tale classificazione come nel caso italiano cerca di considerare nella classe G la 
maggior parte dei capoluoghi delle 22 Regioni francesi, e in quella MG i capoluoghi dei 
96 Dipartimenti (equivalenti alle nostre Provincie). Inoltre le classi hanno dei valori 
massimi leggermente inferiori a quelli italiani per il fatto che i Comuni, nel caso 
francese, nonostante siano in numero quasi 5 volte superiori a quelli italiani, hanno una 
popolazione inferiore. Come per l’Italia, anche la classificazione francese è stata 
costruita facendo riferimento a quella proposta da Christaller. 
 
Anche per la Francia, le distanze del vicino più vicino (nearest neighbor distance) che 
sono state calcolate per ogni classe, si distribuiscono come una Lognormale. 
Vedremo più in dettaglio successivamente alcuni casi che meritano un particolare 
approfondimento. 
 
Nella pagina seguente si riporta la mappa tematica della Francia reale al 1999. I colori e 
la simbologia sono identici al caso italiano, in modo tale da favorire un confronto fra i 
due differenti Paesi. Osservando la carta ci si accorge immediatamente che, nonostante 
la Francia abbia una superficie molto grande, di forma pressoché regolare, le città 
medio-piccole (MP), medie (M), e medio-grandi (MG) sono aggregate fra di loro e non 
disperse sul territorio. Questo aspetto era già stato evidenziato anche per il caso Italiano, 
e ci aspettiamo quindi anche qui una notevole differenza con l’organizzazione del 
territorio di tipo christalleriana. 
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Figura 5.19. Mappa tematica dei 36.565 Comuni francesi reali al 1999. 
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In tabella 5.8 si riportano le medie delle distanze minime, e relative deviazioni standard, 
per la varie classi di città considerate, relative alla Francia reale al 1999. 
 
 
 
Tabella 5.8. Distanze minime fra le varie classi di città, per la Francia reale al 1999. 
 
Osservando questi risultati e confrontandoli con quelli reali relativi al caso italiano, è 
possibile fare due considerazioni. Prima di tutto la media delle distanze minime fra le 
città grandi G-G è più elevata di quella italiana. Questo è dovuto essenzialmente alla 
maggiore superficie francese (543.965 km2) rispetto a quella italiana (301.338 km2), pur 
avendo un numero simile di Regioni. I capoluoghi di Regione possono distribuirsi di 
conseguenza su un’area quasi raddoppiata. In secondo luogo, la distanza minima fra i 
centri di piccole dimensioni P-P risulta essere inferiore a quella del caso italiano. E’ 
vero che le città francesi hanno un territorio più vasto su cui insediarsi (quasi il doppio), 
ma il numero di città presenti in Francia risulta quasi cinque volte quello italiano: 8.101 
i Comuni italiani, mentre sono 36.565 i Comuni francesi. Tranne che per le città P, gli 
elementi per ogni classe sono paragonabili a quelli italiani, mentre un elevato numero di 
insediamenti francesi ha meno di 2.000 abitanti, con un superficie molto piccola. 
 
Sempre osservando la tabella ci si accorge che per quanto riguarda la classe delle città 
medie (M) e medio-grandi (MG), la deviazione standard risulta essere estremamente 
elevata, in particolare per le distanze M-M e MG-MG è addirittura superiore al valore 
medio. Questo fatto è spiegabile con la particolare localizzazione delle città M ed MG. 
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Infatti esse risultano particolarmente aggregate attorno a Parigi, in Costa Azzurra e 
anche lungo la costa atlantica, mentre gli insediamenti urbani che si trovano al centro 
della Francia sono totalmente dispersi (figura 5.20). Questa estrema variabilità è ben 
descritta dalla deviazione standard che assume appunto un valore molto elevato. 
 
 
 
Figura 5.20. Città medio-grandi e medie della Francia reale al 1999. 
 
Ora per costruire la mappa della Francia simulata al 1999 è necessario conoscere i 
parametri della rank-size rule per il territorio reale. La popolazione si distribuisce come 
una legge di potenza con esponente β = 0,662 con un troncamento eseguito a 16.000 
abitanti, utilizzando il metodo di massimo adattamento spiegato nel capitolo 3. 
 
y = 1E+06x-0,6623
R2 = 0,9943
1.000
10.000
100.000
1.000.000
10.000.000
1 10 100 1.000
rango
po
po
la
zi
on
e
POP1999 Potenza (POP1999)
 
 
Figura 5.21. Regola rango-dimensione per i Comuni francesi al 1999. 
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La Francia possiede un valore dell’esponente β inferiore a quello italiano e questo è 
dovuto alla grande dispersione della popolazione nei vari centri, i quali, tranne la 
capitale Parigi, hanno una popolazione inferiore rispetto a quelli italiani. 
 
A questo punto si hanno tutti i dati necessari per generare la mappa tematica della 
Francia simulata al 1999, utilizzando il software da noi sviluppato, oltre ad un software 
GIS per la visualizzazione dei risultati. 
 
La Francia simulata al 1999 
 
Come è stato eseguito sul territorio italiano, anche qui calcoliamo il valore delle 
distanze minime non più su un territorio reale, ma di una ipotetica Francia, simulando i 
dati di popolazione e posizione delle città attraverso un processo poissoniano (del tutto 
casuale), utilizzando però il numero di città, la popolazione totale, e l’esponente della 
rank size rule della Francia reale al 1999. Grazie al modello da noi sviluppato che 
abbiamo precedentemente esposto, è stato possibile generare la Francia simulata al 
1999, utilizzando come input i seguenti parametri: 
 
- numero di Comuni N = 36.565 
- esponente della rank size rule β = 0,662 
- popolazione città più grande P1 = 1.076.441 ab. 
- popolazione totale Ptot = 58.518.748 ab. 
 
Dove P1 è l’intercetta sull’asse delle ordinate della retta di regressione relativa ai dati di 
popolazione francesi al 1999, troncati a 16.000 abitanti (vedi figura 5.21). 
 
Ci aspettiamo che la cartografia simulata prodotta attraverso il nostro modello mostri 
una dispersione maggiore delle città sul territorio francese rispetto a quella reale. Infatti 
per effetto del processo poissoniano, ogni punto della superficie francese presenta la 
medesima probabilità di essere scelto per l’insediamento di una città, mentre risulta 
bassissima la probabilità di avere due o più punti vicini. Il risultato di questo sarà quindi 
una dispersione uniforme dei centri sul territorio analizzato, come già si è visto per il 
caso italiano. Da notare che la dispersione dei centri è generata da un processo casuale, 
e tale randomicità ovviamente non porterà ad una struttura regolare, tipica invece del 
modello christalleriano. 
 
In figura 5.22 si riporta la mappa tematica dei Comuni francesi simulati utilizzando le 
condizioni proprie della Francia reale al 1999. Confrontando la mappa reale con quella 
simulata ci si rende conto immediatamente della differente aggregazione delle città. Nel 
territorio simulato sono molto più distanti fra loro e con una distanza più regolare 
rispetto a quella reale. Questo si traduce con una minore variabilità della distanza fra le 
città simulate, rispetto al caso reale. Di conseguenza avremo dei valori di deviazione 
standard inferiori al caso reale. 
 
La classificazione utilizzata è la medesima per le due cartografie, reale e simulata, e 
come detto in precedenza è del tutto confrontabile con quella scelta per l’Italia. 
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Figura 5.22. Mappa tematica dei 36.565 Comuni francesi simulati al 1999. 
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Con l’ausilio del software ArcGIS v9.2 sono state calcolate le distanze minime fra le 
varie classi di città, di cui si riporta la media e la deviazione standard nella tabella qui 
sotto. 
 
 
 
Tabella 5.9. Distanze minime fra le varie classi di città, per la Francia simulata al 1999. 
 
Ancora una volta la struttura simulata sembra rappresentare in maniera egregia il 
territorio reale analizzato. Inoltre come ci aspettavamo i valori della deviazione standard 
sono sensibilmente inferiori al caso reale, oltre al fatto che tale deviazione non supera 
mai il valore medio, come accadeva invece per il caso reale. 
 
Le distanze minime fra città grandi (G-G) hanno un valore medio leggermente inferiore 
a quello reale (106 km contro i 124 km reali), ma bisogna anche considerare una 
variazione attorno alla media di ± 84 km. 
Spiccano invece i valori delle distanze fra le città medio-grandi, medie e medio-piccole, 
con le rispettive città grandi più vicine (MG-G, M-G, MP-G). Questi valori sono 
piuttosto elevati e dipendono dalla vasta superficie a disposizione per la localizzazione, 
e al fatto che le città simulate non possono aggregarsi come quelle reali. 
 
Avendo già calcolato le distanze per la struttura spaziale di Christaller, è possibile ora 
eseguire il confronto con tutti e tre i pattern di punti considerati (reale, simulato, e 
ordinato), come abbiamo già visto per il caso italiano. 
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Il confronto dei risultati per il caso francese 
 
I risultati ottenuti ci permettono di fare alcune considerazioni sul modello da noi 
implementato e sulla validità del modello spaziale proposto da Christaller. Per facilitare 
il confronto si riporta di seguito la tabella riassuntiva con tutti i valori delle distanze del 
vicino più vicino, relative alle varie classi di città. 
 
 
 
Tabella 5.10. Tabella riassuntiva delle distanze minime per la Francia reale al 1999, la Francia simulata, 
e per l’organizzazione territoriale a esagoni di Christaller. 
 
Il valore medio di 4 km, proposto da Christaller e riscontrato anche in Italia, per la 
distanza minima fra i piccoli insediamenti, nel caso francese non sembra essere 
verificato. Le distanze minime reali hanno una media di circa 2,8 km, mentre quelle da 
noi simulate circa 2,1 km. Questa distanza è il risultato di due tendenze contrarie: una di 
allontanamento, proporzionale alla superficie del territorio considerato (più grande è la 
superficie, maggiore sarà la dispersione); e un’altra di avvicinamento, proporzionale al 
numero di città presenti (maggiore è il numero di insediamenti, minore sarà la distanza 
fra di essi). Il modello di Christaller non tiene conto di queste due tendenze, infatti il 
numero di città di ogni classe è sempre un multiplo di 6 (dovuto alla struttura esagonale) 
e le distanze fra le città sono fisse, indipendenti quindi dalla dimensione del territorio 
considerato. 
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Analizzando sempre le distanze dei vari insediamenti con le città piccole più vicine, si 
può vedere molto bene nel caso reale la progressione dovuta alla dimensione della 
superficie dei vari Comuni. Tali distanze aumentano con la dimensione del centro 
considerato (3, 4, 5, 7, 9 km) mentre nel caso simulato hanno una media costante di 
circa 2 km. Come già spiegato per il caso italiano, le distanze reali tengono conto anche 
del raggio della superficie comunale e per questo motivo le città piccole non si possono 
avvicinare, ma addirittura si allontanano dalle città di ordine superiore. 
Confrontando i valori della Francia reale al 1999, con quelli dell’Italia reale al 2001, si 
intuisce che i Comuni francesi hanno una dimensione media inferiore a quella dei 
Comuni italiani.  
 
Ancora una volta i risultati mostrano come la struttura spaziale simulata sia molto più 
vicina a quella reale di quanto non sia la struttura ordinata di Christaller. La realtà 
risulta più aggregata (clusterizzata) rispetto a quella simulata, che a sua volta è più 
aggregata di quella ordinata, a esagoni, di Christaller. 
Le maggiori differenze fra la Francia reale e quella simulata si hanno per le distanze fra 
le varie città e quelle grandi più vicine. Le città simulate, essendo disperse su un vasto 
territorio hanno un valore medio più elevato della distanza minima rispetto a quelle reali 
che sono sensibilmente più aggregate, soprattutto quelle medie M e  medio-grandi MG, 
vedi figura 5.20. 
 
Come accade anche nel caso italiano le distanze proposte da Christaller sono sovrasti-
mate, senza contare che i suoi valori possiedono una deviazione standard nulla, cioè non 
vi è possibilità di trovare le città a distanze differenti. Per il caso reale, invece, non è 
possibile considerare solamente il valore medio, poiché per effetto di una elevata 
varianza tale valore è poco significativo. In sostanza non è possibile parlare di una 
distanza media fra città di una medesima classe: le città possono trovarsi a distanze 
notevolmente piccole, oppure a distanze estremamente grandi fra loro. Proprio per come 
la Lognormale è strutturata, vi è la possibilità che ci siano pochissime città (cioè una 
bassa frequenza) con una distanza esattamente pari alla media. 
 
In figura 5.23 si riportano graficamente le differenze nelle distanze minime dei tre casi 
fino a qui discussi. Per quanto riguarda l’Italia reale e quella simulata vengono 
visualizzate le distribuzioni lognormali, mentre nel caso christalleriano si riporta l’unico 
valore di cui siamo in possesso, che noi possiamo interpretare come un valore medio 
delle distanze minime. Il valore medio in una distribuzione lognormale non coincide 
con il picco massimo della curva (la moda), ma è di poco spostato alla sua destra. 
 
In questo grafico si vede molto bene che le città piccole, medio-piccole e grandi hanno 
il medesimo andamento sia per il caso reale che per quelle simulato. Tuttavia appare 
evidente invece la differenza fra le città medie e medio-grandi nei due casi citati. 
Osservando le tabelle ci si rende conto che la media delle distanze minime reali e 
simulate (M-M e MG-MG) sono praticamente identiche, quello che cambia è il valore 
della deviazione standard. Come riportato in figura 5.20, molte delle città M e MG sono 
aggregate fra di loro (a pochi km l’una dall’altra), mentre le altre sono a grande 
distanza. Il risultato come si vede dal grafico in figura 5.23 è una distribuzione 
Lognormale particolarmente schiacciata verso l’asse delle ordinate, ma con un valore 
medio molto spostato alla destra della moda (valore di picco). 
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Figura 5.23. Grafico riassuntivo delle distanze minime per la Francia reale e simulata, e Christaller. 
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In conclusione, per il confronto fra territorio francese reale, francese simulato e di tipo 
christalleriano, come per il caso italiano riportiamo i valori dell’indicatore D1 (vedi 
equazione 5.8), della point patter analysis, per la misura del grado di dispersione oppure 
di aggregazione di un qualsiasi configurazione spaziale di punti. 
 
 
 
Tabella 5.11. Valori dell’indicatore D1 per la Francia reale, simulata e Christaller. 
 
Considerando una linea immaginaria che congiunge la configurazione clusterizzata, 
caratterizzata da un basso valore di D1 (prossimo a zero), con quella ordinata, 
caratterizzata da un alto valore di D1 (prossimo a due) (vedi figura 5.4), la Francia 
simulata si colloca a metà strada, mentre quella reale si trova esattamente dalla parte 
opposta rispetto alla struttura christalleriana di tipo esagonale. 
I valori di D1 sono più alti di quelli calcolati per l’Italia e questo sostanzialmente è 
dovuto alla maggiore superficie della Francia che permette una maggiore dispersione 
sul territorio. Le città grandi raggiungono il valore di D1 = 1, che si ricorda essere il 
valore della configurazione di tipo poissoniana, e quindi del tutto casuale. Il valore più 
basso si registra invece per le città medie nella Francia reale, le quali come è stato 
evidenziato più volte sono estremamente aggregate fra loro. 
 
Nonostante la scelta di un nuovo territorio come caso di studio, i risultati hanno 
confermato come il modello di simulazione fornisca dei risultati più vicini alla realtà di 
quanto non faccia il modello di Christaller. Sicuramente negli anni trenta del secolo 
scorso, una configurazione regolare con distanze fisse era particolarmente semplice da 
calcolare, anche senza l’ausilio dei computer. Oggi grazie allo sviluppo della tecnologia 
informatica e soprattutto di software come i GIS (Geographical Information System) è 
possibile considerare nuovi modelli territoriali che forniscano risultati più soddisfacenti 
di quelli sviluppati nel passato. 
 
5.6 Le distanze nella Germania Meridionale 
 
L’indagine economico-geografica, condotta da Christaller (1933) sulla regolarità della 
distribuzione e dello sviluppo degli insediamenti con funzioni urbane, viene eseguita 
sulla Germania meridionale come caso di studio esemplificativo. Tuttavia anche lo 
stesso autore riconosce che la realtà territoriale tedesca non coincide perfettamente con 
la teoria da lui elaborata. A questo punto la curiosità ci impone di studiare di persona, 
con la medesima metodologia fin qui utilizzata, come si configura il territorio tedesco 
analizzato da Walter Christaller nel suo lavoro. 
Si fa subito presente che i dati cartografici in nostro possesso relativi alla Germania non 
sono identici a quelli utilizzati per Italia e Francia. Non abbiamo a disposizione i confini 
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amministrativi dei singoli Comuni, e tantomeno delle elaborazioni sulle agglomerazioni 
urbane. La base cartografica utilizzata proviene dalla classificazione NUTS 3 
(Nomenclatura delle Unità Territoriali Statistiche) elaborate dall’EUROSTAT della 
Commissione Europea6, nella versione 2003 contenuta nel database ESPON Space 
(European Spatial Planning Observation Network). Tali mappe per loro natura hanno un 
livello di dettaglio che si limita al territorio provinciale. In aggiunta è stato utilizzato un 
file vettoriale di punti, georeferenziato, che rappresenta le principali città tedesche, 
proveniente dal database ESRI 2003 (ESRI Data & Maps 2003 - European cities). Con 
buona approssimazione questo database di città individua tre livelli di località centrali 
studiate da Christaller7, in particolare: Landeszentrale (L), Provinzialhauptorte (P) e 
Gaubezirk (G). 
 
Una volta in possesso del file puntuale delle città della Germania meridionale è stato 
possibile calcolare la distanza del vicino più vicino, per ognuna delle tre classi (L, P, G), 
delle città di cui avevamo la localizzazione sulla mappa. Più in dettaglio sono state 
considerate 6 località di classe L, 23 località di classe P, e 43 località di classe G. Dove 
tuttavia 2 delle sei località L non appartengono al territorio tedesco. Si nota subito che il 
numero di località considerate non rispetta la progressione geometrica riportata da 
Christaller (1, 2, 6, 18, 54, 162, …). 
 
Come nei casi precedenti, la situazione reale viene confrontata con la configurazione 
ordinata delle località centrali chirstalleriane, e il pattern poissoniano simulato dal 
nostro modello. I risultati del calcolo delle distanze sono riportati in tabella 5.12. 
 
 
 
Tabella 5.12. Distanze minime fra le varie classi di città per la Germania meridionale. 
 
Di seguito in figura 5.24 è possibile osservare le mappe tematiche prodotte, relative alle 
tre configurazioni spaziali studiate. 
 
                                                 
6 L’Eurostat nel 1988 ha elaborato la classificazione NUTS suddividendola in 4 livelli: NUTS 0 confini 
nazionali, NUTS 1 gruppi di regioni, NUTS 2 confini regionali, NUTS 3 confini provinciali. 
7 Con buona approssimazione perché le città nel 2003 sono assai diverse da quelle del 1933 quando 
Christaller ha effettuato le sue osservazioni. Confrontando la mappa fornita da Christaller e quella che si 
ottiene dal database ESRI relative alla Germania meridionale, sembrano esserci pochissime differenze. 
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Figura 5.24. Mappe tematiche della Germania meridionale: ordinata, casuale e reale. 
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Dalla tabella 5.12 e soprattutto dalle mappe riportate in figura 5.24 si nota l’estrema 
diversità fra la configurazione spaziale regolare di Christaller e la Germania reale. Per 
contro invece il pattern poissoniano e quello reale sembrano pressoché identici. Le 
principali differenze stanno nella possibilità di avere delle aggregazioni di punti in una 
piccola area, cosa che nel modello di Christaller non è possibile. Sempre nel modello 
christalleriano non è possibile ritrovare città di ordine superiore (P) ad una distanza 
reciproca più bassa di quella delle località più piccole (G). 
 
Anche in questo caso abbiamo considerato la distanza di 4 km fra gli insediamenti più 
piccoli (Marktorte), che permette di avere una distanza di 36 km fra le città di classe G. 
Tuttavia Christaller indica la distanza di 4 km come raggio della regione complementare 
e quindi tutte le distanze riportate in tabella devono essere raddoppiate, avendo come 
risultato un ulteriore peggioramento dell’adattamento del modello christalleriano alla 
realtà. La distanza media del vicino più vicino per la classe L è di 135 km, il valore di 
108 km corrisponde alla minima distanza del vicino più vicino, rilevata fra Strasburgo e 
Stoccarda, mentre la media delle distanze fra le 6 città di classe L è circa 209 km: 
ancora un altro esempio di come la teoria delle località centrali non trova un riscontro 
nella realtà dei fatti. 
 
Di seguito si riportano anche i valori dell’indicatore D1 della point pattern analysis, per 
la misura del grado di dispersione, o aggregazione, delle 3 configurazioni spaziali, che 
per la dimensione limitata del campione è stata eseguita senza la suddivisione in classi. 
 
 
 
Tabella 5.13. Valori dell’indicatore D1 per la Germania reale, simulata e Christaller. 
 
Ci saremmo aspettati che la vasta pianura della Germania meridionale corrispondesse 
molto bene al territorio ideale che Christaller aveva in mente, tuttavia così non è stato, e 
le differenze riscontrate sono compatibili con quelle osservate per l’Italia e per la 
Francia. Inoltre i risultati ottenuti confermano la bontà del nostro modello di 
simulazione che, in tutti i casi di studio analizzati finora, ha sempre mostrato un ottimo 
adattamento alla situazione reale presente sul territorio. 
 
5.7 Le distanze per le agglomerazioni urbane 
 
Il caso delle agglomerazioni italiane 
 
Gli studi effettuati, riportati fino a questo momento, hanno sempre fatto riferimento ai 
Comuni come unità minima di analisi. Come abbiamo visto nel capitolo 3 questa non è 
l’unica strada percorribile. Il termine città utilizzato da Christaller potrebbe essere 
soggetto a differenti interpretazioni. Molto spesso, infatti, si è ritenuto come le vere città 
non siano i Comuni, ma le agglomerazioni urbane, formate dall’unione di più Comuni 
fra loro contigui. 
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Immaginando che l’Italia al 2001 non sia suddivisa in Comuni, ma in agglomerazioni, 
valutiamo qui le differenze nelle distanze minime fra i due casi di studio. 
Innanzitutto, essendo le agglomerazioni urbane un’aggregazione di più Comuni il 
campione di popolazione in nostro possesso sarà inferiore al caso precedente, in 
particolare si passa dagli 8.101 Comuni ad un numero di 6.789 agglomerazioni per 
l’anno 2001. Sempre per effetto di questa aggregazione anche la popolazione sarà 
differente: la popolazione finale della nuova agglomerazione sarà semplicemente la 
somma degli abitanti dei Comuni che ve ne fanno parte. Per fare un esempio, 
l’agglomerazione milanese è costituita da 352 Comuni (Milano più il suo hinterland), 
per una popolazione complessiva di 4.143.076 abitanti. 
I Comuni che non concorrono alla formazione di un’agglomerazione urbana vengono 
considerati esattamente come nel caso precedente. Per questo non ci aspettiamo nessuna 
variazione delle distanze minime fra le classi di città piccole e medio-piccole, rispetto al 
caso dell’Italia al 2001 che utilizzava i Comuni. 
 
La popolazione delle città più grandi (G e MG) è aumentata sensibilmente, mentre il 
numero totale di agglomerazioni è inferiore al numero di Comuni. Per questi motivi è 
necessario variare la classificazione delle città in base alla loro grandezza, rispetto al 
caso precedente. Il problema principale è rappresentato dalle città grandi che sono in 
numero estremamente limitato, e una minima variazione nella dimensione di tale 
campione, può influire pesantemente sui risultati. Utilizzando la stessa classificazione 
compaiono nuove città grandi (G), per effetto dell’aggregazione di più Comuni. Più 
città grandi, distribuite nel medesimo territorio, hanno come effetto una diminuzione 
della distanza minima (G-G). Per ovviare a questo problema si è deciso di aumentare la 
soglia minima per la quale una città viene considerata grande, in modo da avere lo 
stesso numero di città G. Le altre classi non presentano variazione di rilievo. 
 
La nuova classificazione adottata per le agglomerazioni urbane è la seguente: 
 
PICCOLE P 33 - 5.000 [abitanti]
MEDIO-PICCOLE MP 5.001 - 15.000 [abitanti]
MEDIE M 15.001 - 40.000 [abitanti]
MEDIO-GRANDI MG 40.001 - 300.000 [abitanti]
GRANDI G 300.001 - 4.143.076 [abitanti]  
 
Le agglomerazioni più grandi non coincidono esattamente con i Comuni più grandi, 
anche se questo avviene per la maggior parte dei casi. In particolare la classe G 
acquisisce Bergamo, Brescia e Cagliari, mentre perde Verona, Messina e Trieste, 
rispetto al caso precedentemente illustrato dell’Italia reale al 2001. 
 
In figura 5.25 si riporta la mappa tematica delle agglomerazioni urbane dell’Italia al 
2001, creata sempre facendo riferimento al baricentro di ogni agglomerazione e alla 
classe a cui essa appartiene. Essendo tali agglomerazioni il frutto dell’unione di svariati 
Comuni, dalla mappa si nota immediatamente come attorno alle grandi città compaia 
un’area priva di punti, la superficie dell’agglomerazione appunto. E’ anche possibile 
notare che alcuni dei centri medi o medio-grandi, che si aggregavano attorno ad un 
Comune grande, scompaiono, venendo inglobati nell’agglomerazione. Ci aspettiamo 
quindi un aumento della distanza minima per queste classi di città rispetto al caso dei 
Comuni italiani al 2001. 
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Figura 5.25. Mappa tematica delle 6.789 agglomerazioni urbane dell’Italia al 2001. 
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Riportiamo in tabella 5.14 la media e la deviazione standard dei valori delle distanze 
minime per l’Italia al 2001, utilizzando i Comuni e le agglomerazioni urbane. 
 
 
 
Tabella 5.14. Distanze minime fra le varie classi di città per i Comuni e le agglomerazioni italiane. 
 
Come avevamo preventivato le distanze fra le agglomerazioni medio-grandi, medie e 
anche quelle medio-piccole, e quelle grandi più vicine (MG-G, M-G, MP-G) sono 
aumentate. Da notare è invece che la distanza P-G diminuisce, e contemporaneamente la 
distanza P-MG aumenta. Questo sta ad indicare che molti insediamenti di piccole 
dimensioni, che si trovavano vicine alle città MG e comunque lontane da una G, sono 
state inglobate in un’agglomerazione della città medio-grande. Tranne per le due classi 
più grandi, interessate maggiormente dal cambiamento da Comuni ad agglomerazioni, e 
per le relative distanze, non sembrano esserci variazioni di rilievo per le altre classi. 
 
Osservando invece i valori delle deviazioni standard, ci si rende conto che sono 
mediamente inferiori a quelli ottenuti utilizzando i Comuni, e non vi sono casi in cui la 
deviazione standard supera la media. Questo sta ad indicare una varianza minore nel 
campione delle distanze, con una significatività maggiore del valor medio, un po’ come 
accadeva per il caso simulato. 
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Figura 5.26. Distanze minime per i Comuni e le agglomerazioni italiane al 2001, e Christaller. 
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La struttura spaziale dell’Italia al 2001 utilizzando le agglomerazioni urbane, risulta 
essere meno aggregata (clusterizzata) rispetto all’Italia dei Comuni, avvicinandosi di più 
alla distribuzione casuale di punti generata dal nostro modello. Nonostante i valori medi 
delle distanze minime si avvicinino di più anche alla struttura di Christaller, siamo 
ancora molto lontani da quest’ultima, per poter confermare una qualsiasi equivalenza fra 
il modello christalleriano e la realtà osservata. 
A riprova di questo fatto riportiamo in tabella 5.15 i valori dell’indicatore D1 (eq. 5.8), 
confrontando i Comuni e le agglomerazioni, con la struttura spaziale di Christaller. 
 
 
 
Tabella 5.15. Valore dell’indicatore D1 per i Comuni e le agglomerazioni italiane. 
 
I valori di D1 calcolati per le diverse classi di agglomerazioni urbane italiane mostrano 
appunto come essi siano più vicini ad un territorio di tipo poissoniano (con D1 = 1), 
rispetto al caso dell’Italia dei Comuni, e comunque sempre molto lontani da una 
struttura ordinata, o christalleriana. 
 
Come abbiamo visto in occasione della regola rango dimensione (capitolo 3), l’utilizzo 
delle agglomerazioni urbane sembra essere molto più adatto dei Comuni per lo studio 
degli insediamenti urbani, come se la vera città non fosse il singolo Comune, ma tutta 
l’area metropolitana considerata come un tutt’uno, un'unica entità. Tuttavia si ricorda 
che i dati sulle agglomerazioni urbane sono di difficile reperimento ed esistono diverse 
metodologie per la loro determinazione, comportando notevoli problemi di confronto. 
 
Il caso delle agglomerazioni francesi 
 
Il problema principale, riscontrato nell’utilizzo dei Comuni come unità di analisi per la 
Francia al 1999, era rappresentato dalla forte aggregazione dei centri urbani, ad esempio 
attorno a Parigi, lungo le Alpi fino alla Costa Azzurra e lungo la costa atlantica (vedi 
figura 5.20). Visti i risultati ottenuti, nel precedente paragrafo, con le agglomerazioni 
italiane, ci si aspetta che per il caso francese tale problema, il quale in alcuni casi 
rendeva estremamente elevato il valore della deviazione standard e schiacciava le curve 
lognormali delle distanze contro l’asse delle ordinate, venga risolto. 
 
I dati di popolazione, oltre all’indicazione di quali Comuni francesi fanno parte di una 
determinata agglomerazione, sono stati forniti dall’INSEE (Institut national de la 
statistique et des études économiques), ossia l’equivalente del nostro ISTAT, insieme ai 
dati di popolazione comunali relativi al 1999 utilizzati in precedenza. Si ricorda che le 
agglomerazioni italiane sono state costruite mutuando la metodologia francese proposta 
appunti dallo INSEE. Questo permette una chiara ed efficace confrontabilità fra i due 
casi di studio. 
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Come abbiamo già visto per il caso italiano, l’unione di più Comuni per formare 
l’agglomerazione rende necessariamente più piccolo il campione in esame, ma a 
differenza del caso italiano, in quello francese la variazione è molto più elevata. Si passa 
da 36.565 Comuni ad un numero di 23.011 agglomerazioni urbane (circa un 40% in 
meno, rispetto al 20% in meno nel caso italiano). Inoltre le agglomerazioni francesi 
sono molto più grandi di quelle italiane: per fare un esempio l’agglomerazione di Parigi 
è costituita da 1.584 Comuni uniti fra loro, con una popolazione pari a 11.174.743 
abitanti (mentre si ricorda che l’agglomerazione di Milano è costituita da 352 Comuni, 
per una popolazione di 4.143.076 abitanti nel 2001). 
 
Analogamente a quanto avviene per l’Italia, l’unione dei Comuni porta ad un aumento 
della popolazione di ciò che ora consideriamo come città: le agglomerazioni urbane. Ne 
consegue quindi la necessità di una ridefinizione delle classi di grandezza utilizzate in 
precedenza. Nel caso francese, a differenza di quello italiano, le variazioni sono 
percepibili non solo nella classe più grande (G), ma anche nelle classi di città medio-
grandi (MG) e medie (M). 
 
La nuova classificazione ridefinita per le agglomerazioni urbane francesi è la seguente: 
 
PICCOLE P 0 - 2.000 [abitanti]
MEDIO-PICCOLE MP 2.001 - 10.000 [abitanti]
MEDIE M 10.001 - 70.000 [abitanti]
MEDIO-GRANDI MG 70.001 - 400.000 [abitanti]
GRANDI G 400.001 - 11.174.743 [abitanti]  
 
Come accade per l’Italia, le agglomerazioni più grandi non coincidono esattamente con 
i Comuni più grandi, anche se questo avviene nella maggior parte dei casi. In particolare 
la classe delle città G acquisisce Lens, Rouen, Metz e Nancy, mentre perde Le Havre, 
Reims, Saint-Etienne e Angers, rispetto al caso precedentemente illustrato della Francia 
reale al 1999. 
 
In figura 5.27 si riporta la mappa tematica delle agglomerazioni urbane francesi al 1999, 
dove i punti che rappresentano le città sono i baricentri delle agglomerazioni. Le città 
che vengono considerate qui, non sono più i singoli Comuni, ma le agglomerazioni 
intere. Dalla mappa appare evidente anche la vasta estensione delle agglomerazioni 
francesi, che superano quelle italiane sia in numero che in dimensione. Ad esempio la 
superficie dell’agglomerazione parigina ha un raggio di circa 60 km. Ci si aspetta di 
conseguenza che tutte le distanze delle classi più grandi siano sensibilmente maggiori 
rispetto al caso precedente che considerava i singoli Comuni. 
Osservando la mappa in figura 5.27 si intuisce quanto accennato in precedenza: le classi 
maggiormente interessate dalle variazioni intervenute nel passaggio da singoli Comuni 
ad agglomerazioni urbane sono quelle delle città grandi (G), medio-grandi (MG) e 
medie (M).  
Inoltre, l’effetto che avevamo preventivato si è puntualmente verificato: passando alle 
agglomerazioni, tutte le città medio-grandi e medie, che si trovavano estremamente 
vicine a quelle grandi, sono sparite. Questo fatto ha come effetto una maggiore 
uniformità delle distanze e una distribuzione dei baricentri molto più simile a quella 
poissoniana, essendo meno clusterizzata del precedente caso con i Comuni. 
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Figura 5.27. Mappa tematica delle 23.011 agglomerazioni urbane della Francia al 1999. 
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Essendo la mappa delle agglomerazioni francesi estremamente differente da quella dei 
Comuni, risulta necessario simulare nuovamente le città francesi, utilizzando questa 
volta tutti i parametri di riferimento delle agglomerazioni urbane reali al 1999. La 
popolazione si distribuisce come una legge di potenza con esponente β = 0,994 avendo 
troncato i dati a 32.000 abitanti, con un R2 massimo pari a 0,981 (vedi capitolo 3). 
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Figura 5.28. Regola rango-dimensione per le agglomerazioni francesi al 1999. 
 
Le agglomerazioni francesi possiedono un valore più elevato dell’esponente β, rispetto 
ai dati di popolazione comunali. Tuttavia in questo caso si osserva un valore di R2 
nettamente inferiore, cioè l’adattamento della power law teorica ai dati di popolazione 
delle agglomerazioni è minore rispetto al caso dei Comuni francesi. Al contrario di 
quanto avviene per l’Italia, il passaggio da Comuni ad agglomerazioni urbane non 
presenta un miglioramento, ma addirittura si peggiora sensibilmente l’adattamento della 
retta di regressione in doppia scala logaritmica. D’altra parte, bisogna dire che le 
agglomerazioni risolvono le problematiche riscontrate nelle distanze minime utilizzando 
i Comuni. 
 
A questo punto si hanno tutti i dati necessari per generare la mappa tematica delle 
agglomerazioni francesi simulate al 1999, utilizzando il software da noi sviluppato, oltre 
ad un software GIS per la visualizzazione dei risultati: 
 
- numero di agglomerazioni N = 23.011 
- esponente della rank size rule β = 0,994 
- popolazione città più grande P1 = 6.991.048 ab. 
- popolazione totale Ptot = 58.518.748 ab. 
 
Dove P1 è l’intercetta sull’asse delle ordinate della retta di regressione relativa ai dati di 
popolazione francesi al 1999, troncati a 32.000 abitanti (vedi figura 5.28). 
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Figura 5.29. Mappa tematica delle 23.011 agglomerazioni urbane francesi simulate al 1999. 
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La mappa in figura 5.29 è stata ottenuta utilizzando la medesima classificazione 
introdotta per le agglomerazioni reali della Francia al 1999. 
Confrontando questa con la mappa dei Comuni francesi simulati riportata in figura 5.22, 
non si notano particolari differenze, se non nella particolare posizione delle città e nel 
numero di insediamenti urbani di ogni classe (le agglomerazioni urbane presentano il 
40% dei dati in meno). Ci si aspetta però che, per effetto di una distribuzione di un 
numero più limitato di città sul medesimo territorio, le distanze reciproche fra le varie 
classi di centri urbani subiscano un aumento, come avviene anche per le agglomerazioni 
reali, anche se il territorio simulato non tiene conto della maggiore superficie delle 
agglomerazioni francesi. 
 
Riportiamo quindi in tabella 5.16 la media e la deviazione standard dei valori delle 
distanze minime per le agglomerazioni della Francia al 1999, sia reali che simulate, 
nonché i valori delle distanze chistalleriane già calcolate in precedenza. 
 
 
 
Tabella 5.16. Distanze minime per le agglomerazioni reali e simulate della Francia al 1999, e per il 
modello spaziale di Christaller. 
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Figura 5.30. Distanze minime per i Comuni e le agglomerazioni francesi al 1999, e Christaller. 
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Come ci stavamo aspettando tutte le distanze subiscono un incremento dovuto all’aggre-
gazione di più Comuni, e quindi all’aumento della superficie delle città (che in questo 
caso sono le agglomerazioni). Dalla tabella 5.16 si vede molto bene che gli insediamenti 
urbani di classe elevata si trovano ad una distanza maggiore dai centri piccoli più vicini. 
Ad esempio, osservando le distanze delle varie classi di centri urbani dalle città piccole 
più vicine (P-P, MP-P, M-P, MG-P, G-P), si nota l’effetto specifico dell’aumento di 
superficie delle città. Queste distanze assumono i valori 3, 4, 7, 13, 22 km e tenendo 
conto che le città piccole (P) hanno in media un raggio di 1,5 km, si può facilmente 
calcolare il raggio delle altre classi di città. Per fare un esempio le città grandi (G) 
avranno mediamente un raggio di circa 20 km, contro gli 8 km circa osservati per i 
Comuni francesi. 
 
Anche per il caso delle agglomerazioni simulate, le distanze subiscono un incremento 
rispetto alla simulazione eseguita sui Comuni francesi. Anche se, come si può notare 
dalla tabella, non esiste alcun effetto di aggregazione dei Comuni, oppure di un aumento 
di superficie delle città. Questo è dovuto essenzialmente al fatto che le città simulate 
non sono costituite da aree da cui si è ricavato il baricentro, ma sono effettivamente dei 
punti che contengono in sé tutta la popolazione dell’agglomerazione. L’effetto della 
superficie degli insediamenti urbani non viene tenuto conto neanche nel modello 
christalleriano, che come si vede, presenta il valore di 4 km per tutte le distanze fra le 
città e le città piccole più vicine (mentre tale valore risulta essere 2,5 km per il caso 
simulato). 
 
Nonostante l’utilizzo delle agglomerazioni abbia spostato la struttura spaziale delle città 
francesi in direzione di quello christalleriano, il pattern di punti simulato risulta 
essere quello che meglio si adatta alla distribuzione spaziale reale. Le città della 
Francia, sia che si considerino i Comuni, che le agglomerazioni, non si distribuiscono 
secondo un modello ordinato come quello christalleriano, ma secondo un modello 
poissoniano, molto più casuale e disordinato. Questo è dovuto principalmente al fatto 
che Christaller, nel suo modello, non tiene conto dell’aggregazione delle città fra di 
loro, e non ammette la possibilità che città di ordine elevato si trovino ad una distanza 
inferiore rispetto a città di ordine inferiore. 
 
Per concludere l’analisi sulle agglomerazioni francesi, si riporta il valore dell’indicatore 
D1 (eq. 5.8), il quale fornisce un’informazione quantitativa di quanto i due modelli, 
casuale e ordinato, si avvicinino fra loro, e quanto essi rappresentino la realtà. 
 
 
 
Tabella 5.17. Valore dell’indicatore D1 per le agglomerazioni francesi reali e simulate, e per il modello 
spaziale christalleriano. 
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I risultati di D1 riportati in tabella 5.17, mostrano come il modello di simulazione 
produca un pattern di punti molto più simile alla realtà di quello di Christaller, come 
appunto volevano dimostrare. I valori di D1 sono leggermente più elevati di quelli 
calcolati per i Comuni francesi, ma comunque sempre prossimi a 1. Da questi dati 
sembra addirittura che la realtà sia più poissoniana (D1 = 1) delle agglomerazioni 
simulate dal nostro modello. Anche in questo caso la distanza fra Christaller e la realtà è 
considerevole, mentre non vi è dubbio che le agglomerazioni francesi, come del resto 
anche quelle italiane e i Comuni sia francesi che italiani, si distribuiscano in maniera 
del tutto casuale sul territorio, senza alcun legame con la dimensione delle città8. 
 
5.8 L’interazione spaziale nel nostro modello 
 
Abbiamo qui presentato e applicato un nuovo modello localizzativo di città la cui 
popolazione fosse distribuita secondo una legge di potenza, basato su di un processo 
stocastico, aleatorio, il quale si è rivelato essere estremamente efficace a descrivere 
diverse realtà territoriali come l’Italia, la Francia, e la Germania, di cui avevamo a 
disposizione i dati per eseguire le analisi e i confronti necessari. 
A conclusione di questo capitolo presentiamo un ulteriore sviluppo del nostro modello, 
e più in dettaglio vediamo ora come considerare al suo interno l’interazione spaziale fra 
città di diversa grandezza distribuite sul territorio. 
 
L'interazione spaziale descrive e analizza i rapporti che si creano tra le diverse attività di 
un territorio. Ogni attività sviluppa insieme a tutte le altre una rete di relazioni che 
interessano ambiti diversi. Tali rapporti sembrano organizzarsi secondo una sorta di 
campo di forze sensibile alle dimensioni delle attività localizzate sul territorio e alla loro 
distanza reciproca. Sir Alan Geoffrey Wilson (2000) è l’autore del modello che 
andremo ad analizzare. Egli estese il secondo principio della termodinamica all'analisi 
dei fenomeni di interazione spaziale: dalla massimizzazione dell'entropia di un sistema 
spaziale si ricava una serie di modelli d'interazione, di cui quello gravitazionale ne è una 
formulazione particolare. 
 
L’obiettivo che ci proponiamo è quello di rendere il processo moltiplicativo (che 
distribuisce la popolazione nelle varie città secondo una legge di potenza) funzione della 
dimensione degli insediamenti presenti sul territorio e della loro distanza. L’effetto sarà 
dunque l’inibizione della crescita di una città, da parte delle altre. Tale effetto sarà 
maggiore più grandi sono i centri vicini, e diminuisce con la loro distanza. 
 
 
 
 
                                                 
8 In effetti come già visto più volte in questo capitolo, la dimensione, intesa come superficie della città, 
influisce sulla distribuzione spaziale, aumentando le distanze delle città più grandi da quelle di ordine 
inferiore più vicine (per il fatto che sulla superficie di una città non può svilupparsene un’altra). Tuttavia 
elaborare un modello che tenga conto di questa relazione non è affatto semplice: infatti, come abbiamo 
mostrato nel capitolo 3 parlando della densità di popolazione, non compare alcuna correlazione evidente 
fra la popolazione di un insediamento urbano e la sua superficie. In sostanza può accadere che città con 
pochissimi abitanti abbiano un’estensione maggiore di una con popolazione elevata, e viceversa. 
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Come primo passo è necessario calcolare il campo di forze Si generato attorno alla città i 
da tutte le altre città j che stanno ad una distanza dij, che in base alla teoria classica 
dell’interazione spaziale è dato da: 
 
) exp()()( ∑ ≠ −⋅= ij ijji dtPtS β    (5.10) 
 
dove β rappresenta l’effetto inibitore della distanza9. Maggiore è la popolazione Pj delle 
città j, maggiore sarà il campo; maggiore è la distanza dij, minore sarà il campo generato 
attorno ad i (il quale contrasta la crescita della città i), e viceversa. 
Quando β = 0 si ha il massimo effetto di interazione spaziale, dove tutte le città 
concorrono alla generazione del campo Si indipendentemente dalla loro distanza, mentre 
quando β tende ad infinito l’effetto inibitore si smorza fino ad annullarsi. 
 
)()(lim
0
tPPtS itoti −=→β     (5.11) 
 
0)(lim =∞→ tSiβ       (5.12) 
 
Si è il campo generato da tutti gli insediamenti urbani attorno all’i-esima città, vogliamo 
ora conoscere quale sia il campo di i, che le permette di acquisire nuova popolazione. In 
particolare andiamo a calcolare la frazione Wi di questo campo, normalizzata fra 0 e 1. 
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A questo punto il nostro modello, modificato tenendo conto dell’interazione spaziale, 
avrà la forma seguente: 
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ε
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che risulta un’evoluzione del modello (5.1), a cui segue la normalizzazione prevista 
anche nel caso precedente. Per il principio di sovrapposizione degli effetti il nuovo 
modello si ottiene dal precedente moltiplicando Wi(t) per il processo stocastico. 
 
L’effetto di Wi(t) è inversamente proporzionale al campo generato da tutte le altre città 
presenti. In presenza di insediamenti vicini di grandi dimensioni, oppure per β che tende 
a zero (massimo effetto di interazione spaziale), il valore di Wi(t) tende a Pi/Ptot che è 
una quantità molto piccola; viceversa quando non ci sono molte città vicine, oppure il 
valore di β tende a infinito, Wi(t) tende a 1. 
 
 
                                                 
9 Questo coefficiente non ha alcuna relazione con l’esponente della rank-size rule, semplicemente si è 
riportato il medesimo simbolo per mantenere la formalizzazione classica del modello di interazione 
spaziale. 
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Quando Wi(t) = 1 l’interazione spaziale svanisce e si torna al modello precedentemente 
esposto. Maggiore è il campo Si, più piccolo sarà Wi(t), e maggiore risulta l’effetto di 
inibizione della crescita, in termini di popolazione, per l’i-esima città. 
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Figura 5.31. Valore locale del campo Si al variare di β. 
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Figura 5.32. Valore cumulato del campo Si al variare di β. 
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In figura 5.31 si riporta un ipotetico esempio, che aiuta a comprendere l’andamento del 
campo delle città j, al variare dell’effetto inibitore della distanza, rappresentato dal 
coefficiente β. L’i-esima città è situata all’origine degli assi, con una distanza dii pari a 
zero. Gli istogrammi rappresentano delle ipotetiche città j, situate ad una certa distanza 
dij dalla i-esima città e con una popolazione Pj. Dal grafico si vede molto bene che per 
β=0 il valore del campo è massimo in ogni punto, ed è indipendente dalla distanza. Per 
β>0 il valore locale del campo tende a zero all’aumentare della distanza, indipendente-
mente dalla popolazione più o meno elevate delle città lontane da i. Il valore limite di β 
è infinito, e in corrispondenza di tale valore il campo è uniformemente nullo su tutto lo 
spazio. In figura 5.32, invece, si osserva il valore cumulato del campo. In questo grafico 
si può notare come per β=0 il campo continua ad aumentare di intensità all’aumentare 
della distanze, mentre per β>0 le curve che lo rappresentano tendono ad un valore 
costante, presentano cioè un asintoto orizzontale: questo implica che le città lontane 
parteciperanno alla determinazione del campo in misura sempre minore, sino a fornire 
un contributo pressoché nullo da una certa distanza in poi. 
 
A tutt’oggi questa evoluzione del nostro modello non è stata ancora implementata in un 
software, tuttavia le conseguenze prodotte dal modello di interazione spaziale sono ben 
note: l’effetto spaziale che W(t) ha sul campione di popolazione è quello di allontanare 
fra loro le città che hanno una grande dimensione in termini di numero di abitanti, 
avvicinando la configurazione spaziale, risultante dal modello di simulazione, al pattern 
ordinato tipico di Lösch e Christaller. La spiegazione di questo sviluppo sta nel fatto che 
due o più città vicine di grandi dimensioni si inibiscono a vicenda, limitando la loro 
crescita nel tempo; mentre una città grande può sempre crescere a piacimento se attorno 
ad essa ci sono solamente piccoli insediamenti urbani. Più il valore di β tende a zero (e 
quindi l’effetto di interazione aumenta), più le distanze fra le città medie (M), medio-
grandi (MG) e grandi (G) aumentano. La tendenza risulta quella di avere città 
localizzate sul territorio con una distanza reciproca proporzionale alla loro popolazione. 
In pratica due città G si troveranno ad una distanza maggiore di due MG, e così via. 
Diventa pressoché improbabile trovare città di ordine superiore più vicine fra loro di 
due di ordine inferiore, con una sensibile diminuzione dei valori di deviazione standard. 
Questa è esattamente la configurazione spaziale a cui sono arrivati Lösch e Christaller 
nei loro studi. Al contrario, più β è grande, più il modello ritorna ad essere di tipo 
poissoniano, e due grandi città possono trovarsi vicine con la medesima probabilità che 
caratterizza le altre classi di città. 
 
Inserendo l’interazione spaziale nel nostro modello poissoniano, stiamo anche introdu-
cendo una relazione fra dimensione della città e distanza a cui essa si trova rispetto alle 
altre. Il risultato è una configurazione spaziale ordinata (e quindi meno casuale) che più 
si avvicina a quella esagonale christalleriana. Come abbiamo visto, però, una simile 
distribuzione di città sul territorio non si adatta molto bene alla realtà osservata nei casi 
di studio esposti in precedenza. Per questo motivo riteniamo giustificata l’assenza di 
una qualsiasi correlazione fra la posizione di una città e la sua popolazione, come al 
contrario ritenevano Lösch e Christaller nei loro rispettivi modelli. 
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I risultati ottenuti 
 
Sicuramente uno dei principali risultati ottenuti in questa tesi di dottorato è stato quello 
di aver dimostrato la possibilità di simulare un territorio reale, utilizzando la legge di 
potenza per determinare il numero e la dimensione degli insediamenti urbani, e una 
distribuzione poissoniana, del tutto casuale quindi, per la localizzazione di tali centri. I 
pattern spaziali ottenuti da tale simulazione hanno mostrato un’affinità maggiore con 
le realtà europee esaminate, rispetto a quelli teorizzati nei modelli localizzativi 
classici. Lo studio delle distanze fra classi differenti di città, eseguito utilizzando la 
point pattern analysis, ha permesso di valutare numericamente le differenze esistenti fra 
la configurazione reale delle città, quella simulata e quella derivante dalla teoria 
localizzativa classica delle località centrali christalleriane, premiando senza ombra di 
dubbio il modello di simulazione che abbiamo presentato. 
A nostro avviso le strutture spaziali di Christaller e di Lösch, estremamente regolari e 
piuttosto rigide, non sono adatte a comprendere la complessità dell’urbanizzato di una 
determinata regione, esse rappresentano la tendenza naturale dell’uomo a ricercare 
forme d’ordine anche laddove non sussistono, una sorta di pareidolia geografica di cui 
abbiamo parlato nell’introduzione di questo lavoro. Tali modelli classici possono essere 
egregiamente sostituiti dall’utilizzo della regola rango-dimensione distribuita sul 
territorio in maniera del tutto random. Con questo non si vuole assolutamente criticare 
le ipotesi socio-economiche e geografiche utilizzate da Lösch e Christaller, oppure la 
valenza delle leggi economiche introdotte dai due studiosi: esse infatti rimangono valide 
ad una differente scala di osservazione. Tuttavia, si critica il fatto che da tali leggi si 
possa arrivare, in maniera così deterministica, alla definizione di un pattern spaziale 
estremamente regolare, com’è quello esagonale. La localizzazione di una città non 
dipende solamente da elementi economici o geografici, ma deve essere considerata una 
miriade di altri fattori, anche complessi, come quelli storici, sociali, umani, oltre a 
qualche situazione fortuita o casuale, che sicuramente ha determinato l’esito di una 
localizzazione, discriminando un’opzione rispetto alle altre. 
 
Un secondo risultato molto importante riguarda la presenza o meno di una dimensione 
ottima della città, di un possibile valore medio all’interno di ogni classe di grandezza, 
che rappresenta la colonna portante degli studi di Christaller e di Lösch, nonché del 
modello di Beckmann per il passaggio dalla teoria delle località centrali alla regola 
rango-dimensione. Gli studi eseguiti sul territorio europeo hanno evidenziato l’assenza 
di un valore ottimo nel numero di abitanti, attorno al quale le città si distribuiscono; 
anzi, la presenza di due città con un valore identico di popolazione risulta essere un fatto 
più unico che raro. I valori di popolazione si distribuiscono lungo una legge di potenza, 
e tale curva non presenta discontinuità, interruzioni, o scalini tali da giustificare la 
presenza di classi differenti di insediamenti urbani. Le classi introdotte negli studi 
insediativi classici, sono da ritenersi puramente arbitrarie e fittizie. Neppure dall’analisi 
delle distanze minime (nearest neighbour distance) è emersa la presenza di classi 
differenti, infatti al variare delle classi adottate si ottengono curve lognormali differenti, 
mobili sull’asse delle ascisse. L’estrema variabilità (varianza) nella posizione degli 
insediamenti urbani sul territorio, fa sì che le curve lognormali siano in gran parte 
sovrapposte, stando ad indicare l’assenza di una qualsiasi distanza ottima: più le città 
sono grandi, maggiore è la varianza, e quindi esse possono assumere indifferentemente 
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distanze reciproche molto grandi, oppure molto piccole, arrivando a volte ad essere più 
vicine fra loro, di quanto non lo siano le città di ordine inferiore. 
Se l’esistenza delle classi di città, ad una determinata distanza fra loro, fosse verificata, 
tenendo conto anche di piccole variazioni, ci aspetteremmo delle piccole distribuzioni 
gaussiane, attorno ad una valore medio della distanza, non sovrapposte fra loro. Gli 
studi empirici eseguiti sulle distanze hanno dimostrato che tale ipotesi è da considerarsi 
falsa, e che la dimensione e la distanza degli insediamenti si distribuiscono lungo un 
continuum indifferenziato. 
 
Come già accennato in precedenza il modello localizzativo, presentato in questo lavoro 
di tesi, si basa su due elementi ben precisi: la legge di potenza, la quale è necessaria a 
definire il numero e la dimensione in termini di popolazione degli insediamenti urbani, 
generata da un processo stocastico moltiplicativo in presenza di risorse limitate (nel 
nostro caso la popolazione); e in secondo luogo dalla distribuzione poissoniana delle 
città sul territorio, dove le distanze fra i centri urbani sono volutamente non correlate 
con la loro dimensione. I risultati ottenuti mostrano come questo modello si adatti alla 
realtà dei territori europei, molto meglio di quanto non facciano le teorie localizzative 
classiche. Ma ora vediamo in dettaglio i risultati per ciascuno dei due elementi citati. 
 
Dal punto di vista teorico, questa tesi rappresenta una sintesi di tutti i lavori presenti 
in letteratura riguardanti la legge di potenza. Si è cercato di riportare un resoconto 
dettagliato, preciso e il più possibile completo dei contributi realizzati da vari autori in 
questa materia di studio. Molto spesso le informazioni trovate erano discordante, oppure 
lacunose, rendendo tali lavori approssimativi sulla parte teorica, nonché poi su quella 
metodologica. Partendo dallo studio delle distribuzioni statistiche, si sono poi analizzate 
in dettaglio tutte quelle proprietà caratteristiche della distribuzione power law. In un 
secondo momento sono state eseguite delle analisi empiriche sulla legge di potenza 
applicata unicamente alle strutture territoriali, in particolare nella forma della regola 
rango-dimensione. Dagli studi effettuati è emerso che molti dei contributi presenti in 
letteratura possono mantenere la loro validità purché il coefficiente della rank-size rule 
β non venga considerato costante e uguale ad 1. Tale coefficiente può essere addirittura 
considerato come un indicatore dello stato del territorio urbanizzato: più β è grande 
in valore assoluto, più ci si avvicina al modello delle città primato, con pochissimi 
centri estremamente grandi e tantissimi insediamenti di piccole dimensioni; viceversa 
più β è piccolo in valore assoluto, più ci si avvicina ad un modello di città policentrico, 
dove coesistono molte città dello stesso livello gerarchico, fino a raggiungere il caso 
ipotetico di β = 0, che corrisponde ad un territorio costituito da città di ugual 
dimensione. Per di più, avendo a disposizione serie storiche di popolazione, è possibile 
calcolare il trend del coefficiente β in modo tale da prevederne lo sviluppo futuro, 
eseguendo una semplice estrapolazione del dato. In termini predittivi è stato 
sicuramente utilizzato in diversi modelli matematici con ottimi risultati, come ad 
esempio SimPop, un modello di simulazione demografica, realizzato dalla prof.ssa 
Denise Pumain dell’Università di Parigi I. Per concludere, un altro elemento che vale la 
pena qui ricordare, da noi introdotto in questa tesi, è la scelta di un buon metodo per 
troncare la distribuzione di popolazione, che non può affidarsi ad una soglia uguale 
per tutti i Paesi (come 10.000 o 100.000 abitanti), ma deve essere correlata alla effettiva 
dimensione dei centri presenti in quel determinato territorio. La scelta che abbiamo 
effettuato è stata considerare il massimo adattamento della curva teorica power law ai 
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dati di popolazione del Paese analizzato, utilizzando quindi il valore del coefficiente di 
determinazione R2 come discriminante nella valutazione. L’esito ottenuto è risultato 
essere particolarmente convincente. 
Al momento in Italia tali teorie sono ancora in via di sviluppo e raramente vengono 
riportate nei programmi d’esame, si auspica quindi che la legge di potenza applicata ai 
sistemi territoriali possa divenire materia di studio negli atenei con indirizzi geografici, 
territoriali o urbanistici, come lo è la teoria delle località centrali. 
 
Molto è già stato detto sul metodo localizzativo adottato in questa trattazione, e sulla 
sua aderenza alle realtà europee osservate. Più in dettaglio lo studio sulle distanze fra i 
centri urbani è risultato essere estremamente valido e fonte di molteplici riflessioni. In 
prima analisi ha permesso di valutare quantitativamente la veridicità, o meno, del 
modello delle località centrali di Christaller, con il risultato che tale modello non 
rispecchia propriamente la realtà, neppure considerando la Germania Meridionale, 
territorio su cui Christaller ha basato i suoi studi. Il medesimo studio sulle distanze ha 
provato inoltre, che una distribuzione casuale (poissoniana), degli insediamenti urbani 
sul territorio, meglio si adatta alla distribuzione reale delle città nei Paesi europei 
analizzati, di quanto non facciano i pattern provenienti dalle teorie classiche di 
localizzazione. Questo permette di confutare una delle ipotesi introdotte da Christaller e 
da Lösch, che riguarda la presunta relazione fra la distanza degli insediamenti urbani e 
la loro dimensione. 
Per completare l’analisi sulle distanze è stato introdotto anche l’indicatore D della point 
pattern analysis, il quale ha fornito una misura della casualità dei pattern di punti 
analizzati, della loro aggregazione, o della loro regolarità, in modo che fosse possibile 
confrontare le realtà territoriali differenti. 
Nonostante i risultati ottenuti indichino che una distribuzione casuale delle città si adatti 
molto bene a descrivere i pattern spaziali reali, non si vuole certamente affermare che la 
localizzazione delle città sia avvenuta in maniera totalmente random. Senza dubbio si 
può affermare che le teorie classiche non riescono a comprendere la complessità di 
questo processo, che dipende sì da fattori economici e geografici, ma non solo; inoltre i 
contributi di tali fattori a volte potrebbero risultare talmente piccoli da essere completa-
mente ininfluenti. 
Ci si augura quindi che nella pianificazione territoriale, oppure in quella strategica, 
realizzata con l’ausilio di strumenti informatizzati (supportati dall’uso del computer), 
vengano utilizzati modelli localizzativi nuovi che tengano conto della molteplicità degli 
elementi in gioco in una simile materia. La pianificazione è una scienza complessa e per 
questo deve avvalersi anche dell’utilizzo di modelli matematici e fisici, tuttavia molto 
spesso si assiste ad una riproposizione acritica di concetti derivanti da teorie classiche 
che in certi casi possono risultare obsoleti. 
 
Gli sviluppi futuri 
 
Dal punto di vista teoretico, abbiamo già rilevato come i processi insediativi urbani 
siano estremamente complessi, nei quali intervengono una grande quantità di elementi, 
che vanno dall’economia, alla storia, alla sociologia, alla geografia, e perché no anche al 
caso. Ci si auspica quindi la realizzazione di una teoria innovativa e quindi anche di un 
nuovo modello che tenga conto di tutti gli aspetti che determinano la localizzazione di 
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una città sul territorio. Nel nostro piccolo abbiamo proposto un modello stocastico di 
tale processo, ma la strada è aperta allo sviluppo di un modello che sia deterministico 
e spieghi esattamente il numero, la dimensione e la posizione degli insediamenti reali 
presenti sul territorio. Come accade per i modelli regressivi, ciò che ci appare a prima 
vista come un rumore di fondo, un elemento casuale, un errore, può essere a sua volta 
modellizzato come un processo deterministico unito ad un errore ε, che questa volta sarà 
più piccolo. Aumentando il livello di dettaglio anche quest’ultimo rumore ε può essere 
scomposto nella sua parte deterministica (o trend) più un errore sempre più piccolo, e 
così via. Analizzando quindi le variazioni rispetto al caso teorico, a quello cioè che ci 
saremmo aspettati di trovare in base alla teoria, diventa possibile comprendere in 
maniera più approfondita la realtà che ci circonda, sviluppando dei modelli sempre più 
precisi e affidabili. Si ricorda anche che un modello deve essere creato per descrivere 
una determinata realtà, essendo una sua approssimazione teorica, e non è certamente la 
realtà che deve adattarsi ad un modello prodotto. 
 
Abbiamo visto nei capitoli iniziali come la power law sia una legge onnipresente in 
natura, moltissimi processi hanno come risultato finale proprio una distribuzione power 
law delle grandezze. Nel quarto capitolo sono stati presentati i possibili modelli 
generativi per questa legge, che per la sua massiccia presenza, dovrebbero essere molto 
elementari e replicabili più e più volte in natura. Tuttavia i processi moltiplicativi, le 
transizioni di fase e i sistemi auto-organizzati non presentano delle evidenti similarità, e 
questi ultimi due non sono nemmeno facilmente riproducibili. Risulta essere quindi 
necessario un ulteriore approfondimento sulle basi teoriche della legge di potenza, 
soprattutto indagare le cause che portano alla sua generazione, elaborando una teoria 
unificata di questi metodi, che sembrano così diversi, ma che in realtà portano alla 
medesima configurazione finale: la power law. Una questione ancora aperta, che può 
essere risolta, potrebbe essere la spiegazione del perché tali processi forniscono come 
risultato una legge di potenza e non, ad esempio, una legge esponenziale. 
 
Passando ora al modello che abbiamo realizzato, una problematica rimasta irrisolta 
riguarda la simulazione non solo della posizione reciproca delle città sul territorio, ma 
anche della superficie del Comune stesso. Il calcolo della superficie urbana, non è una 
questione così facile da risolvere, abbiamo visto nei capitoli precedenti che essa non è 
direttamente collegata alla dimensione della città in termini di popolazione: esistono 
città molto popolose, ma con una superficie estremamente ridotta (intorno di Napoli); 
viceversa troviamo Comuni con un’area molto grande, caratterizzata da un basso 
numero di abitanti (Puglia). Un possibile sviluppo futuro del nostro modello potrebbe 
essere questo: studiare una relazione che leghi la popolazione alla dimensione spaziale 
delle città, sia essa anche di natura stocastica come il resto del modello, in modo da 
arrivare ad una definizione più accurata della loro localizzazione sul territorio. 
 
Per concludere, ci si aspetta di utilizzare tale modello per la simulazione di altri casi di 
studio non solo europei, in modo da verificare la sua adattabilità a scenari differenti, e 
in caso, trovare dei territori le cui città non seguano la power law o non si distribuiscano 
in maniera poissoniana nello spazio, per analizzarne le differenze. 
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A.1 La geometria frattale 
 
Il tappeto di Sierpinski e la dimensione frattale 
 
La caratteristica fondamentale delle forme frattali sta nel fatto che è possibile ritrovare 
gli stessi elementi geometrici a differenti scale di osservazione1. Si può vedere 
un’immagine, senza dubbio suggestiva di questa proprietà, riportata di seguito nella 
figura A.1. 
 
 
 
Figura A.1. La felce di Barnsley. 
 
La felce di Barnsley è un frattale generato utilizzando quattro differenti triangoli, di cui 
uno fornisce la forma del gambo e gli altri quella delle foglie. Come si nota, la foglia di 
felce grande è costituita da foglioline più piccole, identiche alla precedente, e a loro 
volta queste sono formate da altre foglie ancora più piccole, ma sempre perfettamente 
equivalenti a quella di partenza. 
 
La presenza dello stesso elemento attraverso infinite scale, si riflette nell’esistenza di 
una struttura gerarchica interna all’oggetto frattale, fenomeno molto spesso conosciuto 
col nome di omotetia interna o auto-similarità2. 
Per meglio comprendere questa caratteristica, è possibile utilizzare una speciale classe 
di frattali, che risulta particolarmente adatta allo studio della distribuzione spaziale di un 
sistema insediativo: il tappeto di Sierpinski (figura A.2). 
 
                                                 
1 Vedere Mandelbrot B. (1987) ‘Gli oggetti frattali. Forma, caso e dimensione’ Torino, Einaudi. 
2 Vedere per approfondimenti: 
Batty M., Longley P. (1994) ‘Fractal Cities, a geometry of form and function’ London and San Diego, 
Academic Press Limited. 
Frankhauser P. (1998) ‘The Fractal Approach. A new tool for the spatial analysis of urban 
agglomerations’. Population: an english selection, special issue New Methodological Approaches in the 
Social Sciences, 1998, pp 205-240. 
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Figura A.2. I primi tre passi di iterazione per la costruzione di un tappeto di Sierpinski (a); la curva che 
caratterizza il bordo di ogni lato del tappeto di Sierpinski (b). 
 
Nella costruzione di un oggetto frattale è necessario scegliere una figura iniziale, detta 
iniziatore, che nel nostro caso risulta essere un quadrato di lato L. A questa figura 
iniziale viene poi associata un’operazione geometrica, conosciuta come generatore, che 
la trasforma in un’altra. Nel nostro esempio del tappeto di Sierpinski l’iniziatore viene 
ridotto di un fattore r = 1/3, ottenendo dopo n passi: 
 
Nn = Nn  quadrati       (1) 
ln = rn · L  lunghezza del lato      (2) 
an = r2n · L2  area di ogni quadrato      (3) 
 
In particolare il perimetro Pn e l’area An dell’intera figura dopo n passi sarà data dalle 
seguenti equazioni: 
 
Pn = Nn · 4 · ln = (N · r)n · 4 · L = (5/3)n · 4 · L     (4) 
An = Nn · an = (N · r2)n · L2 = (5/9)n · L2      (5) 
 
Dove: 
 
Pn = ∞  per n → ∞        (6) 
An = 0  per n → ∞        (7) 
 
L’osservazione che la lunghezza del perimetro cresca fino all’infinito fa supporre che la 
curva che lo costituisce abbia una dimensione maggiore di uno (tipica di una normale 
linea come ad esempio una circonferenza), eppure essa rimane topologicamente lineare. 
D’altra parte, che la superficie non aumenti insieme al perimetro lascia immaginare che 
la sua dimensione sia inferiore a due. Tale ambiguità nella geometria euclidea potrebbe 
far supporre l’esistenza di una dimensione compresa fra uno e due, che descriverebbe 
egregiamente questo tipo di figure. 
a 
b 
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Questo comportamento può essere spiegato solo ricorrendo alla nozione di dimensione 
frattale, ovvero al parametro fondamentale di tutta la teoria frattale. 
 
La geometria euclidea utilizza solamente valori interi per la dimensione di qualsiasi 
figura, tenendo conto che il punto ha dimensione zero, la linea dimensione uno, la 
superficie due…, tuttavia la geometria frattale differisce da questa, introducendo il 
concetto di dimensione frazionaria. 
 
La relazione fondamentale che definisce la dimensione frattale D è la seguente: 
 
r
ND
1log
log=      (8) 
 
Che altro non è che una retta in doppia scala logaritmica con pendenza angolare pari a 
D, e che quindi si trasforma in una legge di potenza eliminando i logaritmi. Tutte le 
equazioni che derivano da questa, utilizzate nelle analisi frattali che vedremo in seguito, 
sono di tipo power law. 
E’ importante notare come il valore della dimensione frattale, calcolata con la (8), non 
dipenda dal numero di iterazioni n eseguite. 
 
Si può verificare tuttavia che tramite la (8) si otterrebbe D = 1 per una linea, e D = 2 per 
una superficie interamente coperta da punti, valori confermati dalla geometria 
tradizionale. Ciò sta ad indicare che la geometria euclidea rappresenta un caso limite 
della geometria frattale. 
 
Il teragono e la complessità del bordo 
 
L'interesse principale del tappeto di Sierpinski è la distribuzione non omogenea della 
superficie sviluppata, tuttavia una delle caratteristiche significative di diffusione urbana 
è rappresentata dalla tortuosità del bordo di un agglomerato. Il fatto che il bordo del 
tappeto di Sierpinski si allunghi durante le iterazioni, acquisendo via via una precisione 
e un dettaglio maggiori, è indice che i frattali possono essere utilizzati per studiare 
questo fenomeno. Ciò diventa ancor più evidente se si ricorre ad un altro modello, 
quello del teragono.  
Interpretando la struttura generata come una città, supponiamo che la massa sia 
distribuita in modo omogeneo all'interno del teragono. Possiamo interpretare poi 
l’iniziatore (di forma quadrata) come il modello di una città di superficie data, che 
presenta un tessuto molto omogeneo delimitato da un perimetro quadrato. Durante 
l’iterazione, la struttura si estende gradualmente assomigliando sempre più ad un tessuto 
urbano reale, mentre il bordo segue un andamento tortuoso (figura A.3). 
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Figura A.3. Le prime tappe di costruzione del bordo di un teragono (a); il teragono completo (b) 
 
Si dimostra così che la forma tentacolare rappresenta un vantaggio nei confronti di una 
struttura compatta, per tutti coloro i quali desiderino beneficiare della vicinanza a zone 
di intrattenimento (amenità), senza tuttavia allontanarsi troppo dal centro della città. 
L'unico svantaggio, l'allungamento della distanza dal centro della città con una 
conseguente diminuzione di accessibilità, può essere compensato almeno parzialmente 
ricorrendo ad un’organizzazione razionale dello spazio e dei servizi cittadini. 
 
I metodi di analisi frattale 
 
Per stabilire un legame fra il metodo frattale e i tessuti urbani sviluppati, si paragona la 
distribuzione di superficie occupata ai frattali generati. Ad ogni modo per effettuare un 
tale confronto, è necessario avere a disposizione dei metodi che permettano di misurare 
il carattere frattale o non-frattale di queste strutture. 
 
La procedura iterativa non può essere direttamente utilizzata per la misura della 
frattalità delle strutture urbane, molte delle quali presentano una morfologia irregolare. I 
metodi di misura che sono stati elaborati utilizzano una logica equivalente a quella 
dell’iterazione: l'idea è quella di ricoprire la struttura in questione con degli oggetti 
geometrici, detti elementi, di formato noto (per esempio un quadrato di lato ε) e 
determinare il numero minimo di oggetti necessari per ricoprire la struttura. 
 
 
 
 
 
 
 
Figura A.4. Strutture (in grigio) coperte da elementi quadrati di lato ε. 
ε 
a 
b 
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La relazione lineare logaritmica (8) si trasforma quindi nella seguente: 
 
 
           (9) 
 
 
Differenti metodi sono stati elaborati per trascrivere questa logica all’interno di concreti 
algoritmi di calcolo, con i quali analizzare il comportamento frattale delle strutture. 
Nell’analisi urbana, quattro sono i principali metodi utilizzati: l’analisi a griglia, di 
dilatazione, radiale e di correlazione. 
Ognuno di questi metodi fornisce informazioni complementari a quelle degli altri, e dal 
punto di vista teorico non sono per nulla equivalenti. Alcune di queste analisi 
forniscono un’informazione generale sulla ripartizione spaziale degli elementi, per 
esempio sulla superficie edificata di una certa area. Queste saranno denominate analisi 
globali. Esiste tuttavia un approccio differente che descrive la ripartizione degli 
elementi in prossimità di un punto ben preciso, fornendo una informazione più 
dettagliata sull’organizzazione spaziale del fenomeno in questione: si parlerà quindi di 
metodi di analisi locale. 
  
Metodi di analisi globale 
 
I metodi globali di misura forniscono le informazioni sull'organizzazione gerarchica 
all'interno di una zona ben definita, che indichiamo come finestra di analisi. Riportano 
un comportamento frattale medio all'interno di questa finestra. Questi metodi sono stati 
implementati nel software di analisi Fractalyse. 
 
• Analisi a griglia: il metodo consiste nel ricoprire la struttura studiata con una 
griglia di maglia ε variante. Per ogni valore ε si conta il numero di celle N(ε) che 
contengono almeno un punto occupato. Il valore della dimensione frattale Dg viene 
calcolato tramite la relazione vista in precedenza: 
 
log N(ε) = cost – Dg · log ε       (10) 
 
Questo metodo presenta delle affinità con la procedura usata nella statistica spaziale 
per lo studio della distribuzione di un fenomeno. Tuttavia i risultati ottenuti possono 
essere affetti dalla posizione e dalla grandezza della zona selezionata: in alcuni casi i 
risultati cambiano al variare della finestra di analisi, nonostante che la superficie 
occupata all’interno della finestra rimanga la stessa. Questa problematica può essere 
superata ricorrendo all’analisi di dilatazione. 
 
 
 
 
 
log N(ε) = cost – D · log ε 
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Figura A.5. La città di Palermo coperta dalla griglia di analisi. 
 
• Analisi di dilatazione: questo metodo è basato sull’algoritmo introdotto da 
Minkowski e Bouligand per stabilire la dimensione di un oggetto usando l’approccio 
della teoria della misura. In questa analisi ogni punto viene sostituito da un quadrato 
di lato ε, la cui superficie è considerata totalmente occupata. Questi quadrati sono 
poi dilatati gradualmente e si misura la superficie coperta totale A(ε) ad ogni passo. 
Come i quadrati vengono dilatati, qualsiasi dettaglio inferiore ad ε viene perso, 
ottenendo gradualmente un’approssimazione della figura originale. Dividendo A(ε) 
per la superficie a(ε) = ε 2 di ogni quadrato, si ottiene il numero di elementi N(ε) 
necessario a coprire l’intera figura, utilizzabile per il calcolo della dimensione 
frattale Dd: 
 
log N(ε) = cost – Dd · log ε       (11) 
 
 
Figura A.6. La città di Palermo e la sua immagine dopo quattro passi di dilatazione. 
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• Analisi di correlazione: questo metodo consiste nel contare il numero di punti 
occupati posti ad una certa distanza δ da ogni punto occupato, cioè il numero di 
correlazioni spaziali C(δ). L’analisi di correlazione fornisce risultati più dettagliati 
di quella a griglia, sulla distribuzione degli oggetti esaminati e in particolare, la 
dimensione frattale Dc 
 
log C(δ) = cost – Dc · log δ       (12) 
 
può essere interpretata come la media della dimensione radiale Dr. 
 
• Analisi di convoluzione gaussiana: questo metodo apporta un'altra possibilità 
di avanzamento per l’analisi frattale. La procedura può essere paragonata ad una 
media mobile in cui si calcola per ogni punto P del bordo la media dei valori che 
sono ad una distanza inferiore ad ε. Il parametro ε ora corrisponde alla deviazione 
standard σ della funzione gaussiana: infatti, i punti all'interno di questo intervallo 
sono distribuiti secondo una funzione gaussiana il cui massimo coincide col punto P. 
Si ripete la procedura per ogni punto P del bordo, ottenendo così una curva più 
arrotondata, più regolare3. 
L’arrotondamento o smoothing è dovuto alla convoluzione di un segnale in ingresso 
I(x) con una funzione gaussiana g(x,σ): 
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Per determinare la dimensione frattale Dcg si fa variare σ calcolando ad ogni passo la 
lunghezza della linea smussata L(σ). 
 
 log L(σ) = cost – Dcg · log σ       (14) 
 
Più il valore della varianza è alto, più forte sarà lo smoothing e più i particolari della 
struttura andranno persi: ciò corrisponde ad una bassa risoluzione. D'altra parte un 
debole smoothing mostrerà ancora tutti i particolari della struttura. Questo metodo 
può essere usato sia per studiare una curva tortuosa topologicamente lineare, sia per 
una distribuzione di superficie. Tuttavia il tempo di computazione si dimostra in 
pratica troppo elevato per le analisi di superficie. 
 
Di seguito, in figura A.7, si riporta un esempio di smoothing per il perimetro della 
città di Palermo. Come si vede dalla prima immagine, il bordo risulta molto tortuoso 
e frastagliato, mentre nella seconda, le linee rosse della convoluzione gaussiana 
tendono ad arrotondarne progressivamente le linee. 
 
                                                 
3 Vedere Peitgen H. O., Henriques J. M., Penedo L. F. (Editors) (1991) ’Fractals in the Fundamental and 
Applied Sciences’ North-Holland, Elsevier Science Publishers B. V., IFIP. 
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Figura A.7. Il perimetro di Palermo e il suo arrotondamento dovuto alla convoluzione gaussiana. 
 
 
Metodi di analisi locale 
 
• Analisi radiale: questo metodo si riferisce ad uno specifico punto, che deve 
essere precedentemente selezionato, noto col nome di centro di analisi, e fornisce la 
legge di distribuzione dei siti occupati attorno a questo punto. A questo punto si 
circonda il centro di analisi con un cerchio di raggio ρ che viene incrementato 
gradualmente. Per ogni valore ρ si conta il numero totale dei punti occupati 
all'interno del cerchio. La legge frattale che si ottiene, equivalente alla (9), presenta 
la seguente forma: 
 
log N(ρ) = Dr · log ρ        (15) 
 
Dalla (15) è possibile calcolare la dimensione frattale Dr. 
 
La figura A.8 riporta una rappresentazione del metodo di calcolo dell’analisi radiale, 
avvalendosi sempre della città di Palermo: si seleziona un punto sulla mappa, che 
viene utilizzato come centro di analisi, poi si circonda il punto con la finestra di 
analisi (in questo caso circolare, ma potrebbe essere anche quadrata), il cui raggio 
aumenta progressivamente contando ad ogni step il numero di pixel neri in essa 
contenuti. 
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Figura A.8. Finestre di analisi di raggio progressivo centrate in un punto. 
 
La procedura appena descritta ricorda la situazione di un osservatore che è disposto 
in un dato punto P, e che incrementa gradualmente il suo campo di visibilità. Il 
metodo di analisi radiale presenta così delle analogie con la nostra percezione di 
spazio, e risulta particolarmente adatto per analisi di strutture che presentano una 
diluizione radiale a partire da un centro, un comportamento riscontrato nella 
maggior parte dei casi relativi alle agglomerazioni urbane. 
 
• Comportamento di scala: se si desidera confrontare la diluizione radiale a 
differenti distanze dal centro, studiare l’organizzazione spaziale di diverse strutture, 
e in particolare mettere in evidenza le variazioni del comportamento frattale, la 
distorsione logaritmica potrebbe risultare problematica: è necessario un altro tipo di 
rappresentazione dei risultati. A questo scopo risulta particolarmente utile 
determinare per ogni distanza ρi, il valore locale della pendenza della curva bi-
logaritmica ricavata con l’analisi radiale: 
 
 
          (16) 
 
 
la funzione α è nota col nome di curva del comportamento scalare. Questo metodo 
di rappresentazione permette di evidenziare i cambiamenti nella organizzazione 
spaziale dei tessuti urbani e di valutarne l’ampiezza. 
I tre differenti termini che influenzano il valore della pendenza α sono: 
? Il primo termine rappresenta la variazione locale del prefattore a, che 
caratterizza le deviazioni locali. Sulla curva del comportamento di scala questa 
perturbazione si manifesta come fluttuazione attorno ad un valore medio 
costante. 
? Il secondo termine descrive la variazione della dimensione frattale D, a cui si 
associa una vera e propria rottura del comportamento di scala. Questo si 
manifesta come cambiamento del comportamento medio della curva α. 
? Il terzo termine è il valore locale della dimensione frattale. 
DDa +∂
∂⋅+∂
∂= ρρρα logloglog
log
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Analisi dei bordi urbani 
 
La ricerca del limite di un nucleo urbano è un’operazione molto complessa: il bordo 
diviene un elemento fittizio nel momento in cui gli agglomerati urbani non sono 
circondati da una recinzione fisica. Dalle mappe dell’urbanizzato, è facile poi notare 
come le città assomiglino piuttosto ad un insieme di punti sparsi, per i quali bordi e 
superfici si fondono insieme. 
Ciò nonostante le rappresentazioni cartografiche semplificate, per esempio alla scala 
1:100.000, lasciano comparire un limite abbastanza netto. Questo limite è ottenuto 
trascurando gli spazi urbani non edificati. Si ha così l'impressione che riducendo la 
risoluzione cartografica, trascurando quindi determinati particolari del tessuto urbano 
che sono a distanze inferiori ad una data distanza, sia possibile rivelare la presenza di un 
bordo urbano. Si è allora più vicini al modello del teragono nel quale è facile distinguere 
un limite fra interno e parte esterna dell'oggetto, anche se questo presenta delle 
ramificazioni. 
 
Parlando dell’analisi di dilatazione si è detto che, come i quadrati vengono dilatati, 
qualsiasi dettaglio inferiore ad ε viene perduto, ottenendo gradualmente una 
approssimazione della figura originale. Questo metodo si presta quindi perfettamente ad 
una semplificazione progressiva della struttura urbana, come desideravamo. Una volta 
che la dilatazione della figura rivela la presenza di un’unica struttura, sarà possibile 
estrarre il bordo e sottoporlo ad un’analisi frattale per studiarne la relativa 
ramificazione. In particolare le uniche due analisi che possono essere svolte con risultati 
plausibili sono l’analisi di correlazione e di convoluzione gaussiana. 
 
Finora si è fatto riferimento alle informazioni che riguardano l'occupazione superficiale 
di un frattale. È inoltre possibile dare un'altra interpretazione della dimensione frattale, 
se questa si riferisce ad una struttura di topologia lineare, come il bordo. Il ragionamen-
to è equivalente a quello fatto in precedenza per il tappeto di Sierpinski: infatti, si valuta 
il numero di elementi N(ε) di lunghezza ε necessari a ricoprire il bordo. Ma ora siamo 
interessati al progressivo allungamento del bordo durante i passi di iterazione, dovuto 
alla presenza di dettagli sempre più piccoli. 
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A.2 Le Agglomerazioni Urbane: come realizzarle 
 
Per realizzare la cartografia delle Agglomerazioni Urbane dell’Italia al 1991 e al 2001, 
utilizzando la metodologia elaborata dall’istituto di statistica francese (INSEE), ci si è 
serviti del software ArcGIS v.9.2 della ESRI.  
 
I dati di partenza utilizzati per le elaborazioni sono stati i seguenti: 
? Cartografia vettoriale Corine Land Cover (1991 e 2001); 
? Cartografia vettoriale ISTAT (1991 e 2001) dei confini comunali italiani 
? Dati di flusso dei pendolari di tutta Italia (1991 e 2001) 
 
 
Gli step per la realizzazione delle mappe 
 
1) Ricerca e preparazione del materiale necessario alle elaborazioni. Le mappe del 
“Corine Land Cover” forniscono i dati riguardanti la copertura del suolo del territorio 
italiano (i dati sono presi dal database del progetto europeo Corine). Questi dati sono in 
formato Arc/Info Export “*.e00” e per poter essere utilizzati tramite ArcGis 9.2 
dovranno essere importati utilizzando la funzione “Import71”. 
 
2) Utilizzando le mappe Corine è possibile passare al riconoscimento delle unità urbane 
(agglomerazioni mono e multi comunali).  
Attraverso delle query realizzate tramite il software ArcGIS è possibile importare dati 
relativi a particolari tipologie di copertura del suolo, ognuno contraddistinto da un 
codice. Le tipologie di copertura del suolo di cui facciamo uso sono: 
  
   1.1.1. Tessuto urbano continuo 
   1.1.2. Tessuto urbano discontinuo 
   1.2.1. Unità industriali o commerciali 
   1.2.2. Rete stradale o ferroviaria e zone di pertinenza 
   1.2.3. Aree portuali 
   1.2.4. Aeroporti 
   1.3.3. Siti in costruzione 
   1.4.1. Parchi urbani 
   1.4.2. Attrezzature per sport e tempo libero 
 
   5.5.1 Fiumi 
 
3) Una volta importati i vari codici, per arrivare alla visualizzazione generale 
dell’urbanizzato è necessario eseguire l’unione tra le varie tipologie di copertura del 
suolo: si esegue dunque l’operazione “merge”. 
 
 
Dati necessari 
per la funzione 
“merge” 
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4) Si opera a questo punto un editing manuale allo scopo di eliminare, all’interno delle 
aree di urbanizzato, le discontinuità di tipo lineare presenti, come strade e ferrovie, per 
soddisfare la definizione di urbanizzato continuo dato dall’INSEE. Gli elementi lineari 
verranno inseriti all’interno dell’urbanizzato solo qualora essi dividano in due diversi 
poligoni il medesimo centro urbano (tutti gli eventuali poligoni di codice 1.2.2 che non 
rispettano questo requisito vengono di conseguenza eliminati). 
 
In figura A.9 possiamo osservare un esempio che riporta graficamente gli effetti di 
questa operazione. 
 
 
Figura A.9. Editing manuale finalizzato all’eliminazione di infrastrutture viarie. 
 
5) E’ dunque necessario procedere nella costruzione del vero urbanizzato, unendo tutti i 
poligoni che si trovino distanti tra loro fino a 200 m; per compiere questa operazione è 
necessario eseguire l’operazione di “buffering”: 
 
 
 
 
 
N.B. E’ necessario impostare un buffer di raggio 100 m attorno ad ogni poligono, in 
modo che tutto ciò che dista meno di 200 m risulti collegato (urbanizzato continuo). 
ArcToolbox ? Analysis Tools ? Proximity ? Buffer 
Arctoolbox ? Data Management ? General ?  Merge 
 
N.B. l’operazione di unione (merge) viene eseguita tra tutti i codici importati 
tranne che col  5.5.1, codice corrispondente al tema “fiumi”. 
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Si fa notare inoltre che questa operazione permette anche l’eliminazione di altre 
discontinuità lineari eventualmente presenti all’interno dell’urbanizzato come i fiumi. E’ 
possibile osservare un esempio degli effetti di questa operazione in figura A.10. 
 
 
Figura A.10. Operazione di buffering: è da notare l’ispessimento dei poligoni e l’eliminazione del tratto 
di fiume (Adda), unendo i poligoni sopra e sotto il corso d’acqua (nella città di Lodi). 
 
Sarà necessario comunque un controllo del risultato verificando graficamente che 
nessun fiume, dopo l’operazione di buffering, attraversi ancora l’urbanizzato, nel qual 
caso si renderà necessaria l’eliminazione della discontinuità mediante editing manuale 
(figura A.11). 
 
 
Figura A.11. L’operazione di editing manuale interviene nei casi in cui quella di buffering non sia in 
grado di garantire l’unione tra due poligoni di urbanizzato che in realtà possiedono tutti i requisiti per 
essere un solo e unico poligono (Comune di Ostiglia). 
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La zona di colore marrone riguarda l’urbanizzato del Comune di Ostiglia. Essa risulta 
comunque frazionata e separata da un corso d’acqua anche dopo l’operazione di 
buffering. In questo caso sarà necessario compiere un editing manuale che permetta di 
unire i due o più poligoni di urbanizzato. 
Questa operazione parte dall’ipotesi (realistica) che tra i due diversi poligoni di 
urbanizzato esistano dei ponti capaci di mettere in comunicazione tra loro le due parti, 
andando comunque a costituire aree urbane continue. 
Vediamo ora in dettaglio le operazioni da compiere nel caso che l’operazione di 
buffering non riesca ad eliminare, all’interno di un poligono, un corso d’acqua e sia 
appunto necessario l’editing. 
 
 
 
 
 
6) Una volta ottenuto l’urbanizzato (i cui poligoni per comodità chiameremo Turb) si 
procede al suo confronto con i confini comunali in modo da determinare quali Comuni 
risultino connessi tra loro, formando le cosiddette agglomerazioni multicomunali. Si 
intersecano i poligoni di urbanizzato (Turb) con la base comunale in modo che essi 
vengano divisi dai confini comunali in sottopoligoni (che chiameremo Surb). 
? DIVISIONE DEL BUFFER CON LE REGIONI DI INTERESSE: 
selection ? select by location ? indicare select features from : “buffer” 
?that “intersect” ? the features in this layer “Regione XX” (es. regione 
Liguria) ?  tasto destro su buffer ? data ? export data ? nominare e 
scegliere la posizione di salvataggio del file ? si crea così un nuovo layer 
contenente il buffer diviso per regione. 
? EDITING DEL NUOVO LAYER: start editing ? verificare che alla 
voce target ci sia il layer creato 
? CREAZIONI DEI COLLEGAMENTI TRA I POLIGONI:  
1. attivare la il menu editor ? snapping ? spuntare tutte e tre le 
caselle vicino al nome del layer su cui si sta lavorando 
2. selezionare, nel campo task, create new feature ? costruire 
manualmente un piccolo triangolo o poligono i cui vertici 
tocchino il confine di entrambi i poligoni da unire. 
3. selezionare, nel campo task, auto-complete polygon ? tracciare 
un segmento, con i vertici sui confini dei poligoni da unire, dove 
si vuole che si chiuda il poligono di unione. 
N.B.: il poligono creato deve essere molto piccolo e creato con precisione 
per evitare problemi di sovrapposizione con i numerosi punti di cui sono 
gli altri poligoni. 
? UNIONE TRA I POLIGONI: selezione dei poligoni da unire con il 
puntatore dell’editor e tenendo premuto shift ? editor ? merge ? 
assegnazione al poligono creato delle caratteristiche di uno dei poligoni 
uniti 
? STOP EDITING: Editor ? Stop Editing ? OK per il salvataggio dei 
dati dopo aver verificato la correttezza delle operazioni svolte (non è 
infatti possibile tornare indietro) 
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Da notare che se un Turb non viene diviso dai confini comunali esso coincide 
esattamente con il Surb. A ciascun poligono di urbanizzato creato verrà attribuito un ID 
relativo al Comune di appartenenza. 
 
 
 
 
 
Il risultato di questi passaggi è riportato graficamente in figura A.12. 
 
 
       
 
Figura A.12. Divisione dei poligoni di urbanizzato in base ai limiti comunali. 
 
 
? Caricare il file ottenuto dopo l’operazione buffer: merge; 
? Fare il multipart del file e chiamarlo “turb_conta” 
(esso rappresenta tutti i turb singolarmente); 
? Creare una colonna “conta” nella tabella del multipart ed assegnare un 
ID crescente ad ogni turb 
(ciò permetterà di considerare successivamente l’intero turb anche se in 
realtà diviso al suo interno dai confini comunali); 
? Fare l’intersezione con i confini comunali: viene creato un nuovo shape 
“turb_e_surb” 
(esso rappresenta singolarmente tutti i surb) 
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7) Ora si è finalmente ottenuta la base per tutte le successive elaborazioni sull’urbaniz-
zato per ottenere le unità urbane e la loro successiva classificazione. 
 
 
 
RICERCA AGGLOMERAZIONI COMUNALI 
 
? Fare una query che richiami i sum_pop_sur > 2000 ? data ? export data 
? nominarlo “turb_mag_2000” 
? Scartare i turb che coincidono con i surb (cioè quelli caratterizzati da 
count_conta = 1 e che quindi non implicano il superamento dei confini 
comunali ? mediante query selezionare count_conta > 1 ? data ? 
export data ? nominarlo “pre_aggl_multi” 
? All’ interno dell’ultimo campo creato bisogna inoltre scartare i surb che 
hanno una popolazione minore alla metà di quella comunale: mediante 
query selezionare pop_surb >= (pop 2001/2) ? data ? export data ? 
nominarlo “pre2_aggl_multi”; 
? Dalla colonna conta della tabella di pre2_aggl_multi: tasto destro ? 
summarize (viene creata automaticamente le colonna cnt_cont_1 
necessaria per le query tra due passaggi); 
? Tasto destro su pre2_aggl_multi ? join (opzioni: chiave primaria conta) 
? data ? export data ? nominarlo “pre3_aggl_multi”; 
? Dalla tabella di turb_e_surb: add field (AREA_SURB) (opzioni da 
specificare: double, precisione 14, scala 2) ? calculate values ? advanced 
? help ? copia e incolla nella finestra di calcolo del codice di calcolo 
dell’area ? scrivere “output” nell’ultima riga; 
? Tasto destro su pro_com ? summarize ? vengono sommate le 
AREA_SURB e viene creata in automatico un colonna di nome 
“sum_AREA_SURB”; 
? Eseguire l’operazione di join tra la tabella turb_e_surb e la tabella 
ottenuta alla fine della precedente operazione di summarize (opzioni: 
chiave primaria, procom) 
? Salvare il join ottenuto: tasto destro su turb_e_surb ? data ? export 
data ? rinominarlo come pop_surb; 
? Aggiungere una nuova colonna alla tabella di nome “perc_surb” 
inserendovi i dati ottenuti dalla divisione tra AREA_SURB e 
sum_AREA_SURB; 
? Creare un nuovo campo in cui inserire i dati ottenuti dal prodotto di 
pop_surb e perc_surb; 
? Tasto detro su conta ? summarize ? eseguire la somma delle pop_surb 
(viene così creata in automatico la colonna di nome “Sum_pop_surb” che 
rappresenta la popolazione di ogni singolo turb, cioè di ogni singolo 
conta); 
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Figura A.13. Esempio dei risultati ottenuti per l’agglomerazione di Silvi (TE). 
? Dalla tabella di pre3_aggl_multi: select by attributes ? cnt_cont_1 > 1 ? 
data ? export data ? nominarlo “check_aggl_multi” ? si ottiene come 
risultato del controllo il campo “aggl_multi” 
? Editor ? start editing ? ricerca manuale ed eliminazione dei poligoni 
non aggragati ad agglomerazioni multicomunali ? salvataggio degli 
editing ? stop editing 
? Viene dunque attribuito ad ogni surb il nome del comune più popoloso in 
esso contenuto: creare colonna “nome_aggl_multi” ? manualmente si 
cerca la popolazione più alta del comune di ogni singolo surb 
appartenente allo stesso turb ? si scrive in ogni riga appartenente allo 
stesso turb il nome del comune più popoloso 
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8) Ottenute le unità urbane la metodologia INSEE procede con la loro classificazione, 
che risulta essere: 
 
? Polo urbano (codice 0) 
? Polo in ambito rurale (codice 1) 
? Corona periurbana (codice 2) 
? Comune multipolare (codice 3) 
? Rurale con debole influenza urbana (codice 4) 
? Periferia di polo in ambito rurale (codice 5) 
? Rurale isolato (codice 6) 
 
 
 
RICERCA CITTA’ ISOLATE 
 
A partire dal layer turb_mag_2000, tramite query selezionare:  
“cnt_conta=1 OR perc_surb<0.5)AND pop_surb>2000”. 
 Così facendo andremo a selezionare i surb rimasti esclusi dalla classe 
delle aggregazioni multi comunali, sempre però con una popolazione 
maggiore di 2000 unità. 
Quindi : data ? export data ? nominarlo “citta_isol” 
 
RICERCA UNITA’ URBANE 
 
Per ottenere una visione d’insieme delle unità urbane ricavate è possibile 
effettuare l’unione tra i campi aggl_multi e citta_isol: arctoolbox ? 
merge ? nominarlo “unita_urbane”. 
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A.3 Il software di simulazione 
 
Il software necessario alla simulazione è stato realizzato appositamente per questo 
lavoro di tesi in ambiente Microsoft Visual C++ (versione .NET 2003). Tale software è 
suddiviso in due parti fondamentali: la generazione della distribuzione power law della 
popolazione, come spiegato nel capitolo 5 dove il modello è stato riportato, e la 
generazione in maniera random delle coordinate spaziali delle città sul territorio. Alle 
due sezioni di questa applicazione, che verranno spiegate più in dettaglio nei paragrafi 
seguenti, sono associate due differenti finestre di dialogo per l’interfaccia con l’utente. 
 
Generazione della power law 
 
 
 
Figura A.14. Finestra di dialogo per la generazione della distribuzione power law. 
 
Per iniziare la generazione della distribuzione power law, della popolazione di N città 
date, è necessario possedere un file di testo (con estensione .xls) con indicazione della 
distribuzione iniziale, non nulla, delle città da simulare. E’ possibile utilizzare un file 
già in nostro possesso, ad esempio la popolazione reale del territorio ad una certa epoca, 
e cliccare direttamente sul pulsante OK. Il software chiederà la posizione di tale file ed 
eseguirà la generazione della power law a partire dal file inserito. L’unico parametro 
che deve essere specificato nel software è la quantità di popolazione totale che 
vogliamo sia distribuita sul territorio. Tale quantità può essere sia maggiore che minore 
rispetto alla sommatoria della popolazione contenuta nel file di testo inserito. Il software 
rileva automaticamente il numero di città da simulare direttamente dal file. 
 
Nel caso in cui non si avesse a disposizione un file testuale contenente la popolazione 
delle città di un determinato territorio, questo software fornisce la possibilità di generare 
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una serie sintetica di N città avente una particolare distribuzione iniziale scelta fra le 
varie opzioni disponibili: 
 
? costante, città con il medesimo valore di popolazione (500 di default); 
? uniforme, città con un valore di popolazione crescente da 1 ad N; 
? esponenziale, città con una distribuzione esponenziale; 
? power law, città con una distribuzione power law di esponente β (1 di default). 
 
Di seguito in figura A.15 si riportano alcuni grafici che rappresentano delle ipotetiche 
distribuzioni iniziali per la popolazione delle città simultate. 
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Figura A.15. Distribuzioni iniziali di popolazione: costante, uniforme, esponenziale, power law. 
 
La scelta della distribuzione iniziale, per la popolazione delle N città simulate, non 
preclude in alcun modo che il risultato finale sia una distribuzione power law, infatti il 
processo moltiplicativo utilizzato viene definito senza memoria, il che significa che non 
dipende dalle condizioni iniziali. E’ pur vero che tale scelta potrebbe influenzare 
l’evoluzione nel tempo delle città che vengono simulate, facendo in modo che alcuni 
insediamenti incrementino il proprio numero di abitanti in misura maggiore e più 
velocemente di altri. 
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Generazione delle coordinate random 
 
 
 
Figura A.16. Finestra di dialogo per la generazione delle coordinate random. 
 
L’output di questa sezione del nostro software è ancora una volta un file di testo con 
estensione .xls in modo che sia agevole aprirlo in Microsoft Excel oppure in ArcGIS. Il 
file creato contiene le coordinate (x, y) di ognuna delle N città che vogliamo simulare. 
Come dati di input l’applicazione richiede il numero di città N, la distribuzione che si 
vuole utilizzare (in questo lavoro di tesi è stata utilizzata solamente la distribuzione 
Uniforme), e il range di X (latitudine) e Y (longitudine) che si vuole adottare, il quale 
dipende dal territorio da simulare e dalla proiezione delle coordinate che vogliamo 
utilizzare. 
La scelta della distribuzione Uniforme garantisce che ogni x ∈ X e ogni y ∈ Y abbiano 
la medesima probabilità di essere estratti, all’interno del range [min , max]. 
 
La funzione rand( ) standard di Microsoft Visual C++ fornisce dei risultati a 16 bit (216), 
cioè produce numeri random fra 0 e 65.535. Ovviamente non è stato possibile utilizzare 
questa funzione standard, in quanto la latitudine e longitudine che a noi interessano 
possiedono 5 o 6 ordini di grandezza. Per questo è stato necessario sviluppare una 
funzione alternativa a 32 bit, che potesse soddisfare le nostre richieste. Il nuovo range 
della funzione random a 32 bit è divenuto da 0 a 4.294.967.295. 
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Locali del Lavoro relativi all’anno 2001. 
http://www.istat.it/ambiente/cartografia/  
? INSEE. Istituto Nazionale di Statistica e degli Studi Economici francese. Sono 
disponibili i dati sui censimenti della popolazione e informazioni sulla 
classificazione delle agglomerazioni urbane.  
http://www.insee.fr/ 
? EUROSTAT. Sito di statistica della Commissione Europea, dove è possibile 
trovare informazioni sulla cartografia NUTS e i dati di popolazione delle città 
europee. 
http://epp.eurostat.ec.europa.eu/ 
? City Population. Sito che contiene statistiche sulla popolazione di tutti i Paesi del 
Mondo, delle loro principali agglomerazioni, e la popolazione delle loro maggiori 
città. Il sito contiene anche diagrammi e mappe interattive.  
http://www.citypopulation.de/ 
? Cyberato. Sito dell’associazione Cyberato, volta a promuovere, animare e 
organizzare sul piano scientifico gli scambi interdisciplinari sotto la direzione della 
Université de Franche-Comté, in Francia. 
http://www.cyberato.org/ 
? Centro Robert S. Boas per la Genomica e la Genetica Umana. Questo sito contiene 
una collezione di circa 750 titoli riferiti alla legge di Zipf. 
http://www.nslij-genetics.org/wli/zipf/ 
? Barabasi laboratory. Centro per la ricerca sulle reti complesse. In questo sito è 
possibile trovare informazioni sulle ricerche di László Barabási. 
http://www.barabasilab.com/ 
? ArXiv. Motore di ricerca per le pubblicazioni scientifiche sul web. 
http://www.arxiv.org/ 
? SCIRUS. Motore di ricerca per le pubblicazioni scientifiche sul web. 
http://www.scirus.org/ 
? Wikipedia. L’enciclopedia libera sul web. 
http://www.wikipedia.com/ 
