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Interacting Rydberg excitations in cold atomic ensembles can exhibit large
quantum nonlinearities that enable engineering of strong interactions between in-
dividual photons. Consequently, Rydberg ensembles are a promising platform for
quantum information applications and the study of more fundamental physics of
few- and many-body phenomena with interacting photons. This thesis presents a
series of experiments that study and exploit different regimes of Rydberg-mediated
interactions.
We report the realization of an efficient on-demand single-photon source.
The strong long-range Rydberg interactions allow the excitation of only a single
collective Rydberg state within the entire atomic medium. The collective exci-
tation can be subsequently retrieved as a single-photon. We use this scheme to
generate highly pure and highly indistinguishable photons, which are suitable for
scalable quantum information applications. These photons can be compatible
with other atomic systems due to their narrow bandwidth, which makes building
practical hybrid quantum systems feasible. Here, we demonstrate high visibility
two-photon quantum interference between our Rydberg-produced photons, and
photons emitted by a remote single-trapped ion.
We also study Rydberg atoms under electromagnetically induced trans-
parency conditions, where coherent superpostions of photons and Rydberg ex-
citations propagate through the atomic medium as lossless dark-state polaritons.
In the experiment, we use the external control fields to tune the interactions to a
many-body regime where we can observe resonant scattering of dark-state polari-
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Photons are ideal carriers to encode and transmit information in their quan-
tum states as qubits, due to their weak interaction with the environment. This
property allows preserving the fidelity of the stored information over long propa-
gation distances while traveling at the speed of light. Additionally, their degrees
of freedom, such as frequency, bandwidth, polarization, and spatial mode, can be
manipulated with great control [1]. On the other hand, processing the informa-
tion requires interactions among photons [2]. Interacting photons would enable
the development of different applications for quantum information [3,4], quantum
communication [5], quantum metrology [6], and exploring many-body physics in
correlated states of light [7, 8].
Photon-photon interactions can be mediated through light-matter interactions.
An ideal light-matter interface would exhibit a strong nonlinear response at the
single-photon level with controlled dissipation. In other words, the response of
a nonlinear quantum medium would significantly depend on the photon number
of the propagating light pulse. At the same time, the ability to control dissi-
pative processes is important to suppress unwanted decoherence effects, or filter
determined quantum states.
The optical response of a medium is characterized by the complex suscepti-
bility χ, where the real part describes dispersive properties such as phase shifts
1
or propagation velocities, while the imaginary part characterizes the absorption
of the light as it propagates through the medium. The light-matter nonlinear
response can be expanded as a power series of the incoming electromagnetic field
E [9]:
χ = χ(1) + χ(2)E + χ(3)E2 + · · · . (1.1)
Here, the power of the field modifies the optical response of χ. However, typical
nonlinear effects are very weak in conventional media, so they pose a challenge
at the single photon level. Nonetheless, Chuang and Yamamoto proposed to use
Kerr-nonlinearities χ(3) for quantum computation [10], where cross-modulation
with a pair of photons produces a conditional phase gate. Later theoretical work
demonstrated that the noninstantaneous response of a medium with entirely local
nonlinearities imposes hard limits for these protocols, in which phase noise impedes
high-fidelity operations [11]. It is possible to increase the Kerr nonlinearities of
a medium, for example, using electromagnetically induced transparency (EIT)
in ultra-cold atomic ensembles [12]. In this configuration, χ(3) can take values
of ∼ 10−7 m2/V2 [13], which is 15 orders of magnitude larger than fused silica.
However, the limitations due to the local nature of the nonlinearities remain.
There are many challenges to realize quantum nonlinearities. First, let us
consider a single two-level atom in free space, which has a highly nonlinear response
(see Fig. 1.1). Suppose it has a ground state |g〉, and an excited state |e〉, with
decay rate Γ, and a transition frequency ωa = 2πc/λ. If the atom is initially in |g〉,
a photon with frequency ωa can excite the atom to |e〉. Then, if a second photon
arrives, it cannot be absorbed. Although the response of a single atom can be
saturated with a single photon, there are two problems with this simple system.
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Figure 1.1: Two-level single atom in free space. (a) Two-level atom with
a ground state |g〉 and an excited state |e〉 with a lifetime 1/Γ. Once an atom
absorbs a photon at resonant frequency transition ωa, it can not absorb a second
photon. (b) The beam waist size of the driving light is limited by diffraction
resulting in a low interaction probability with the atom.
First, the nonlinearity coherence time is fundamentally limited by the lifetime 1/Γ
of the excited state. However, by coupling to a third long-lived atomic state, the
coherence time can potentially be increased. The second major problem is that the
photon-atom coupling in free-space is very weak. The probability of interaction is
proportional to the ratio of the resonant atomic cross-section σa = 3λ
2/2π, and the
area of the photon beam A = πw2 ≥ λ2, where diffraction prevents that the beam
waist w to be smaller than λ. Given that the interaction probability p = σa/A 1,
N ≈ 1/p photons are required to saturate an atom, or conversely, N atoms are
needed to observe single-photon nonlinearities [2]. Despite such limitations, there
have been important demonstrations using a single atom in free-space, including
single-photon generation [14], Bell-test experiments [15], high-fidelity quantum
gates [16], or high-fidelity remote entanglement [17,18].
Over the years, many different approaches have been developed to increase
light-matter interaction. Here, we will consider atomic-based systems in the opti-
cal domain: cavities, atomic ensembles, and interacting Rydberg atoms; the latter
is the focus of this thesis.
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Figure 1.2: Two-level system coupled to n photons in a cavity. (a) Dressed
atomic states of the Jaynes-Cummings ladder. The doublets are separated by
2
√
ng0, where g0 is the single-photon Rabi frequency. The bare resonant frequency
is ωa. (b) The coupling to the cavity shifts the doubly photon excited state off-
resonance, so only one photon can be transmitted at a time.
An emitter confined in a high-finesse optical cavity enhances the light-matter
interaction by increasing the number of times a photon interacts with the emitter
(in general, it can be a single atom, an atomic ensemble or a solid-state “artificial
atom”). A high finesse F ensures that the photon repeatedly bounces back and
forth between the cavity mirrors before it finally leaks. Moreover, if the mode
volume of the light is small, the electric field per photon can increase as well. The
cooperativity η ∝ Fλ2/w2 measures the strength of the interaction, if η  1, then
the interaction probability p → 1 [2]. The cavity field dresses the atomic levels
(see Fig. 1.2(a)). When the laser field is tuned to the first excited state resonance
(corresponding to the manifold of a single-photon excitation), a second photon is
not resonant with the doubly-excited state and is reflected from the cavity, so only
one photon is transmitted at a time [19]. This results in a strong quantum nonlin-
earity, as shown in Fig. 1.2(b). This description can be extended to a three-level
system in which the transitions are driven between two ground-states, allowing
an increase in the coherence time, as opposed to being limited by the excited
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state lifetime. There have been numerous realizations for quantum information
applications using cavities, to mention a few: efficient single-photon sources [20],
quantum gates [21], two-node quantum networks [22], as well as the study of many-




Figure 1.3: Nanophotonic waveguides. (a) Atom coupled to an “alligator”
waveguide with sub-wavelength structure. Image taken from Ref. [25]. (b) Prop-
agating dispersion mode relation indicated by the blue lines from the waveguide
in (a). The gray rectangle indicates the frequency bandgap, the red-dashed line is
the derivative near the bandgap edge, the group velocity vg =
dω
dk
confined light in nano-photonic structures, like sub-wavelength nanofibers [26,27]
or photonic crystal waveguides [28] (Fig. 1.3(a)). Nano-structure devices can be
engineered to make the photon mode area smaller than the atomic cross-section
A < σa. Moreover, the mode dispersion relation in waveguides can have bandgaps,
where specific frequencies destructively interfere and do not propagate. If the light
frequency is near the edge of the bandgap it will experience a reduced group ve-
locity approaching zero (see Fig. 1.3(b)). When the bandgap edge is near the
atomic resonant frequency, it increases the interaction time and the interaction
strength [29]. The development of these systems is a promising approach to build
scalable integrated quantum devices.
A different approach to enhance light-matter interactions involves using more
5
Figure 1.4: Write-read pulse sequence for DLCZ. (a) All atoms in the en-
semble are prepared in the |g1〉 state. The write pulse detuned from the excited
state induces an spontaneous emitted Stokes photon and results in a spin wave
N − 1 atoms in |g1〉 and a single atom in |g2〉. (b) The read pulse retrieves the
spin wave as a anti-Stokes photon.
atoms while remaining in the single-photon and single excitation regime. One of
the pioneer ideas to use atomic ensembles as a light-matter interface with an en-
hanced coupling originated with the proposal of Duan, Lukin, Cirac and Zoller, the
DLCZ protocol [30]. Figure 1.4 illustrates the protocol sequence. Let us consider
a medium composed N three-level atoms, with two non-degenerate ground-states
|g1〉 , |g2〉, and an excited state |e〉, where all the atoms are prepared in |g1〉. A
“write” pulse on the |g1〉 → |e〉 generates an emitted Stokes photon from |e〉 → |g2〉
with some probability. Detection of the Stokes photon in a particular direction,
heralds the creation of a N -atomic spin wave that is a coherent superposition
of all the possible combinations where one atom is in |g2〉 and N − 1 atoms are
in |g1〉. The spin wave is phase-matched to the write-Stokes process and can be
retrieved as an emitted Anti-Stokes photon by a “read” pulse. The read pulse
drives |g2〉 → |e〉 with an
√
N -enhanced coupling arising from the coherent super-
position. The emitted photon has a well-defined propagation mode as a result of
collective, constructive interference, as long as the phase coherence is preserved
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during the write-read process [31]. This protocol is useful to realize quantum
networks with distributed entanglement [32]. Modifications of this approach with
other schemes like EIT [33] and photon-echo have been used to realize quantum
memories [34]. However, there is a trade-off between the fidelity of heralding a
single-Stokes photon and a high repetition rate arising from the finite multi-photon
emission probability. Due to the Poissonian statistics of laser light, the incoming
write pulse must have, on average, much less than a photon at a time, resulting
in a very low emission probability of a Stokes photon [31]. Despite the enhanced
coupling, the system exhibits a linear behavior at the few-photon level. An al-
ternative to observe quantum nonlinearities is by embedding the ensemble into a
cavity [35–37].
Another scheme to achieve quantum nonlinearities that does not require a cav-
ity consists of exploiting long-range interactions of Rydberg atoms, which is the
focus of this thesis. Rydberg atoms are in highly-excited states, in which the va-
lence electron is far from the core [38]. A very large dipole moment arises from the
large orbital radius, which results in strong long-range dipole-dipole interactions
(see Fig. 1.5(a)). One manifestation of these interactions is the blockade effect,
where only a single atom can be excited to the Rydberg state within a blockaded
volume. This effect arises from the dipole-dipole interaction, which induces an
energy shift for multiply excited-Rydberg states, meaning that the shifted reso-
nance can no longer be excited [39], Fig. 1.5(b) depicts this effect. The quantum
nonlinearities are significant since the response of the medium to the single-photon
level, changes in the presence of a single excitation within the blockaded volume.




Figure 1.5: Rydberg atoms long-range interactions. (a) Two-body interac-
tion strength as a function of their separation R. The purple line indicates van der
Waals interaction, and the blue line represents magnetic dipole-dipole interactions
for Rb ground-state atoms. The red line indicates van der Waals interactions for
Rb 100S1/2 Rydberg state. The yellow line is the Coulomb interaction of charged
ions. (b) Schematic of the Rydberg blockade effect. In each blockade volume with
radius rb (orange) contains a single Rydberg excitation and many ground-state
atoms. Images taken from Ref. [39].
Rydberg atoms embedded in atomic ensembles present several advantages as
a light-matter interface. It exhibits the coupling enhancement from the collective
excitation, as well as the strong-quantum nonlinearities arising from the dipole
interactions. Rydberg states also posses long lifetimes allowing for long coherence
times. Moreover, current cooling and excitation techniques enable to manipulate
the optical and atomic properties of trapped atoms with great control, making
this system very versatile to engineer interactions among optical photons.
Lukin et. al [40] in 2001 theoretically investigated using the blockade effect for
quantum information storage and processing by creating a single-collective exci-
tation in an atomic ensemble. Another pioneering work from Friedler et al. [41] in
2005, considered combining Rydberg interactions with the nonlinearities of EIT to
realize a π-photon phase shift. The first experimental observation of the coherent
coupling of Rydberg states in an EIT-atomic medium was done by Mohapatra et al.
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in 2007 [42]. Gorshkov et al. [43] in 2011, proposed to use Rydberg-EIT to map
the strong atomic interaction into photon-photon interactions to generate non-
classical states of light, quantum gates and studying strongly-correlated states of
light. A year later, ground-breaking experimental works demonstrated these ideas
by observing single-photon quantum nonlinearities [44–46]. Since then, there have
been numerous theoretical studies and experimental realizations of quantum infor-
mation applications, to mention a few: a single-photon switch [47], a single-photon
transistor [48–50], atomic phase gates [51–53] and photonic phase gates [54], as
well as strongly-correlated states of light [55–57].
1.1 Thesis Outline
This dissertation describes a series of experiments using Rydberg states in
atomic ensembles to engineer effective interactions among photons. It is organized
as follows:
• Chapter 2 reviews some of the properties of Rydberg atoms, detailing the cal-
culation of dipole matrix elements to estimate the magnitude and behavior
of the Rydberg atom’s properties and interactions. The resulting long-range
van der Waals interactions give rise to the Rydberg blockade effect.
• Chapter 3 outlines the theoretical framework for Electromagnetically In-
duced Transparency with Rydberg atoms, where the tunable Rydberg inter-
actions can be coherently mapped to a quantum electromagnetic field.
• Chapter 4 describes the schemes used to characterize our single-photon
source based on a Rydberg ensemble. It also introduces new metrics to
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benchmark the performance of single-photon sources, which are used in
quantum information protocols that require single photons in a well-defined
fully-single-mode. We describe them in this Reference [58]. The formulation
of these metrics was done in collaboration with Elizabeth Goldschmidt.
• Chapter 5 details the design and construction of the experimental apparatus
to make cold atomic ensembles and perform controllable, coherent excita-
tions of Rydberg atoms.
• Chapter 6 presents the characterization of our Rydberg-based single-photon
source producing highly pure and indistinguishable single photons, with gen-
eration efficiencies of up to 0.4 after the atomic cloud. It also includes the
study of contaminant states limiting the efficiency of the source under cer-
tain conditions. The calculations used to estimate the retrieval probability
of our system were carried out by Yidan Wang. This chapter is based on
the following publication [58]:
Ornelas-Huerta, D.P., Craddock, A.N., Goldschmidt, E.A., Hachtel, A.J.,
Wang Y., Bienias P., Gorshkov A.V., Rolston, S.L. and Porto, J.V., 2020.
On-demand indistinguishable single photons from an efficient and pure source
based on a Rydberg ensemble. Optica 7, p. 813-819.
• Chapter 7 reports the experimental realization of high-visibility in a time-
resolved two-photon quantum interference between our photons and photons
produced from a remote single-trapped ion. This chapter is based on the
following publication [59]:
Craddock, A.N., Hannegan, J., Ornelas-Huerta, D.P., Siverns, J.D., Hachtel,
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A.J., Goldschmidt, E.A., Porto, J.V., Quraishi, Q. and Rolston, S.L., 2019.
Quantum interference between photons from an atomic ensemble and a re-
mote atomic ion. Physical review letters, 123(21), p.213601.
• Chapter 8 discusses the theoretical analysis of resonant three-body scattering
process in Rydberg polaritons, as well as the experimental probing of this
phenomenon through the measurement of two- and three-photon correlation
functions. This work is still in progress.
• Finally, Chapter 9 summarizes the relevant results in this thesis, describes
some current and possible experimental upgrades, and discusses future re-
search work.
1.1.1 Contributions to the experimental work and results
All the results presented here are a product of the collective effort and par-
ticipation of several people. During grad school, I was in charge of designing the
overall vacuum system configuration, including the in-vacuum elements for the Ry-
dberg states fine control. I designed, built, and initially aligned the main optical
systems around the science chamber (probe, control, dipole, optical pumping, and
imaging systems). I also built various hardware and electronic components. Along
with Mary Lyon and Sandy Craddock, we assembled together the vacuum system,
set up the laser systems, and developed the overall construction and maintenance
of the experimental apparatus.
With this setup, I optimized our Rydberg system to generate single photons
with the highest fidelity reported to date compared to other atomic-based single-
photon sources. I extensively analyzed and processed all the data. I rectified the
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theoretical predictions of the writing efficiency and contaminant creation model
that Sandy originally initiated.
In collaboration with John Hannegan and James Siverns from the group of
Qudsia Quraishi at the Army Research Laboratory, we demonstrated high-visibility
quantum interference between our high-fidelity photons and photons generated by
a single ion. This hybrid quantum interference experiment was led by Sandy and
John, where I contributed to collect data and performed some preliminary data
analysis.
Finally, we reported the observation of three-body scattering in Rydberg-
polaritons, where I collected and analyzed the data, and performed various numer-
ical simulations. Michael Gullans wrote the numerical code, and I helped to debug
and modify the code for our purposes. Przemyslaw Bienias and Michael Gullans
developed the theoretical framework to understand the experimental observations.
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Chapter 2: Rydberg Atoms
Rydberg atoms have one electron excited to a state with a high principal
quantum number, n. In this state, the electron is weakly bound since it lies far
from the atomic core, where the distance to the atomic core increases with n2 [38].
For example, the average orbital radius of an electron in the state n = 139S1/2 is
1.5 µm, which is about 5,000 times larger than the orbital radius of the ground
state1.
The average orbital size sets many properties as it gives rise to a large induced
dipole moment. For instance, Rydberg atoms exhibit exaggerated polarizabilities,
since external electric fields can easily perturb the electron’s weakly bound state;
or long radiative lifetimes due to the small overlap between the excited and ground-
state wavefunction. This thesis focuses on the study of the long-range interactions
resulting from the large dipole moment. One consequence of these interactions is
the blockade effect, where multiple Rydberg excitations within a volume of radius,
rb, called the blockade radius, are suppressed. This suppression is due to the Van
der Waals dipole-dipole interaction shifting the excitation of neighboring Rydberg
atoms out of resonance within the blockade radius [40, 61]. The length scale of
this interaction is typically longer than the interatomic distance and can reach up
to tens of microns.
1These numbers and the following in this chapter are explicitly quoted for 87Rb atom, where
the average orbital radius of the ground state is 5.63a0 [60].
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Such long-range interactions give rise to some interesting behavior. For exam-
ple, the observation of quantum non-linear effects to the single-photon level [43,44],
or the emergence of collective effects where many individual absorbers behave as
a single two-level atom, referred as a superatom [62]. Platforms using Rydberg
excitations have become common for different quantum information applications
demonstrations, as well as in the study of fundamental physics like few-body sys-
tems or quantum electrodynamics.
This chapter describes the quantum defect theory and the Schrödinger equation
for an electron in a Rydberg state to find its energy and wavefunction. The
wavefunction allows us to calculate the dipole matrix elements, which determine
the properties of Rydberg atoms and their interactions.
2.1 Rydberg Atom properties
2.1.1 Quantum Defect Theory
Since Rubidium is an alkali metal, we focus on describing the properties of
Rydberg atoms for this group of elements. Alkali atoms in their ground state
have all their inner orbitals fully occupied with a single outermost electron in
a S-orbital. The electronic configuration of alkali atoms with a single valence
electron and a positively charged core resembles a hydrogen atom. We can describe
the alkali spectral properties the same way as a hydrogenic system, adding some
corrections that take into account the more complex alkali core structure.
The Rydberg formula is an empirical equation for the energy of the state n,
and is used to determine the spectral lines for hydrogen-like atoms. As originally
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this formula was later supported by the Bohr model and from the Schrödinger
equation of a simplified Hydrogen atom (with an infinitely heavy nucleus, and no
relativistic corrections, spin interaction or angular momentum coupling). In Eq. (2.1)
n is the principal quantum number, and, Ry is the Rydberg constant; in terms of






= 13.605 eV. (2.2)
Taking into account that the mass of the nucleus is not infinite compared to the










The outer electron of the alkali atom interacts with an effective positively
charged core, due to the screening of the electrons of the inner filled orbitals.
Moreover, the elliptical orbits for valence electrons with angular momentum l ≤ 3,
can penetrate the closed electron shells interacting with the unscreened nuclear
charge. The proximity to the ionic core can also polarize the electrons of the inner
shells [63]. These two interactions deviate from a pure Coulomb potential between
the positively charged core and the valence electron, which effectively increase the
binding energy compared to the hydrogen atomic states. This deviation is de-
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scribed by including a term δn,l,j, known as a quantum defect [38]. Equation (2.1)










here, n∗ = n− δn,l,j, is the effective quantum principal number, which is no longer
an integer. The quantum defect, δn,l,j, depends on the principal quantum number,
n, the orbital angular momentum, l, and, the total orbital angular momentum, j.
It is obtained using the Rydberg-Ritz formula,






where the coefficients δi depend on the angular momentum state of the valance
electron, as shown in Table 2.1. For low angular momentum states, the quantum
defects strongly depend on l, and to a minor extent on j; however, they are
negligibly small for states with l > 3. Quantum defects have been determined
from different spectroscopic measurements [64–66]. They have also been calculated
theoretically using the WKB approximation [67] and variational methods [68].
Many properties of Rydberg atoms are well described by scaling laws of the
effective quantum number, n∗, for example, recalling that the binding energy
scales as, (n∗)−2, the energy difference between consecutive Rydberg states is,
(En − En−1) ∝ (n∗)−3.
Similarly, the fine structure arising from the interaction of the electron spin
and the orbital angular momentum, ∆nP = EnP3/2−EnP1/2 , ∆nD = EnD5/2−EnD3/2
and, ∆nF = EnF7/2 − EnF5/2 scale as (n∗)−3 for large n∗.
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State Value Ref.
ns1/2 δ0 3.131 180 4(10) [64]
δ2 0.1784(6)
np1/2 δ0 2.654889(10) [64]
δ2 0.2900(6)
np3/2 δ0 2.6416737(10) [64]
δ2 0.2950(7)
nd3/2 δ0 1.34809171(40) [64]
δ2 -0.60283(26)
nd5/2 δ0 1.34646572(30) [64]
δ2 -0.59600(18)
nf5/2 δ0 0.0165192(9) [65]
δ2 -0.085(9)
nf7/2 δ0 0.0165437(7) [65]
δ2 -0.086(7)
Table 2.1: Quantum defects values for 87Rb..
The hyperfine splitting coming from the magnetic interaction of the total angu-
lar momentum and the nuclear spin also scales as (n∗)−3. However, this splitting
is typically negligible compared to relevant energy scales, particularly as n∗ in-
creases since the interaction becomes weaker as the electron is further away from
the nucleus. For this reason, the quantum numbers J and mJ are used as an
appropriate basis to compute the electron wavefunction.
2.1.2 Rydberg atom wavefunction
The valence electron wavefunction is obtained by solving the Schrödinger equa-





∇2 + V (r)
]
ψn,l,m(r, θ, φ) = En,l,mψn,l,m(r, θ, φ), (2.6)
where V (r) is the interaction potential between the core and the electron, assuming
the potential has no dependence on the θ and φ coordinates. The radial part
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Rn,l,m(r) = En,l,mRn,l,m. (2.7)
It is necessary to make a proper choice for the potential V (r) to accurately
describe the electron wavefunction. The model potential proposed by Marinescu













Znl(r) = 1 + (Z − 1)e−a1r − r(a3 + a4)e−a2r.
Znl accounts for the l−orbit of the electron penetrating the core, where each
coefficient ai, rc has a different value for each l ≤ 3. The detailed definition of
these values is given in Ref. [69]. The second part of the equation accounts for the
core polarization, and its strength is given by the core polarizability αc.
The spin-orbit coupling that causes the fine-structure splitting and adds the















The total radial potential is,
V (r) = VC(r) + VSO(r). (2.10)
With the proper choice of the potential, V (r) and knowing the eigenenergies
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using quantum defect theory2, the radial differential equation can be solved nu-
merically using, for example, the Numerov method, described by Zimmerman et





It is known that the solution to a differential equation with V (r) = 1/r is an
oscillating function, where the frequency of the oscillation increases closer to the
origin. Therefore, the number of grid points per period should remain fairly con-
stant to correctly solve the differential equation (2.11). Bhatti et al. [73] proposed
a square root scaling, x =
√
r as a change of variable to achieve this. In addition,
changing the radial wavefunction to X(x) = Rn,l,mr





8µx2(En,l,m − V (x))−




Following the method described in [72,73] 3, the equation is integrated inwards
to minimize numerical errors, since the boundary condition X(x→∞) = 0, must




The importance of knowing the radial wavefunctions lies in the need to compute
the dipole matrix elements. These are necessary to calculate the main properties
of the Rydberg states that govern their properties, and interactions with external
2We found that quantum defect theory is not accurate to predict the energies for states, nP ,
with n ≤ 10, in order to get more accurate results calculations for the dipole matrix elements
calculations, the energies for these states were taken from [71].
3Zimmerman et al. used a logarithmic scaling x = log(r), X(x) = Rn,l,m
√
r, Pritchard [63]
found that the square root scaling leads to a smaller numerical error for large n states.
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Figure 2.1: Numerical results for the radial wavefunction and the prob-
ability density of 18S1/2 and 43S1/2 Rydberg states. (a) Radial wavefunction
amplitude for 18S1/2 and 43S1/2. (b) Probability density for 18S1/2 and 43S1/2.
Note that 〈r〉 is 331a0 and 2384a0 for 18S1/2 and 43S1/2, respectively.
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fields and other atoms, such as, lifetimes, polarizabilities, and Van der Waals
coefficients.
Since the hyperfine splitting is negligible, we choose the fine basis, n, l, j,mj to
compute the dipole matrix elements
〈
n′, l′, j′,m′j
∣∣d̂1q∣∣n, l, j,mj〉. Here the dipole
operator d̂q = er̂
1
q is a tensor operator of rank 1, and it is defined in the spherical























The Wigner Eckart theorem allows us to break down the dipole matrix elements
as a product of two components: the first one contains information about the
geometry of the system imposed by the rotational symmetries; and the second one
is the reduced matrix element 〈n′, l′, j′||d̂||n, l, j〉,
〈
n′, l′, j′,m′j
∣∣d̂1q∣∣n, l, j,mj〉 = (−1)j′−m′j
 j′ 1 j
−m′j q mj
 〈n′, l′, j′||d̂||n, l, j〉 ,
(2.14)
where the parentheses indicate the Wigner-3j symbol. This symbol vanishes unless
the selection rules are satisfied, j′ − j = 0,±1 and q = mj′ −mj. Meanwhile, the
reduced matrix element is independent of the projection of the angular momentum
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and is given by [74],
〈n′, l′, j′||d̂||n, l, j〉 = (−1)j+3/2+l>
√





 〈n′, l′, j′|d̂|n, l, j〉 ,
(2.15)
where l> is the larger of l
′ and l, and the braces indicate the Wigner-6j symbol that
obeys the selection rules j′−j = 0,±1, and l′−l = ±1, . Here, 〈n, l, j|d̂|n′, l′, j′〉 is
the expectation value of the radial scalar part of the dipole operator, and depends
only on the radial wavefunctions of the two states:




The following sections describe some of the relevant properties of Rydberg
atoms and show the calculated values for some nS-Rydberg states. These values
are obtained from the dipole matrix elements after solving numerically Eq. (2.12).
2.1.3 Rydberg states lifetimes
Any atom in an excited state experiences a decay to other energy states. For
Rydberg states, n, l, j, this decay depends on two different processes: spontaneous
emission and induced transitions due to black-body radiation.
The process of spontaneous emission originates from the coupling to vacuum
fluctuations, which leads an excited state to decay to lower energetic states. The










is the radiation field density of states in free-space, 〈f | r̂ |i〉 is the dipole
matrix element, and ~ω = (Ef −Ei) is the energy difference between the final and
initial state. Using the Wigner Ekart theorem and applying the normalization of




∣∣∣ 〈n′, l′, j′||d̂||n, l, j〉∣∣∣2
2J ′ + 1
. (2.18)
Here, the factor 2J ′ + 1 takes into account the degeneracy of the final state. The








As a result of the close spacing of nearby Rydberg eigenenergies, the interaction
with black-body radiation at room temperature is not negligible. The black body
radiation at temperature T induce transitions to lower (higher) neighboring states
due to stimulated emission (absorption). The contribution to the black-body decay

















Figure 2.2: Histogram of decay channels transition rates for Rydberg
states 18S1/2 and 43S1/2. The blue bars correspond to transitions due to spon-
taneous decay, whereas the magenta bars correspond to black-body induced tran-
sitions. (a) Decay rates for 18S1/2 with a calculated linewidth of 48.5 kHz and
a lifetime of τ = 3.28µs at T = 300K, where black body radiation accounts for
about 20% of the decay rate. (b) Decay rates for 43S1/2 with a calculated linewidth
of 3.75 kHz and a lifetime τ = 42.48µs at T = 300K, where black body radiation
accounts for about 48% of the decay rate.
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The total lifetime for a given Rydberg state, including the contributions for














Figure 2.2 shows that the spontaneous emission rate is dominated by transi-
tions with the highest energy difference, in particular from the nS Rydberg states
to the 5P states. From Eq. (2.18) these contributions scale as ∼ (n∗)−3, since the
dipole matrix element 〈5P ||d̂||nS〉 goes as (n∗)−1.5. In contrast, spontaneous emis-
sion to nearby states has a minor contribution as it scales as (n∗)−5, this scaling
arises from the energy of neighboring states ω ∝ (n∗)−3, while the dipole matrix
elements ∝ (n∗)2. It is also evident that as n∗ increases, the black-body transitions
to neighboring states increase as well, due to the large coupling strengths and the
thermal distribution of the BBR.
2.1.4 Static Polarizability
The atom eigenenergies get split and shifted in the presence of an external
electric field, an effect known as the Stark effect. First, let us consider an applied
field E oriented along the z-axis, the total Hamiltonian can be written as:
Ĥ = Ĥ0 − Ed̂z. (2.23)
For the case that the field is small, such that the Stark shift is smaller than the
bare eigenenergies separations, the energy shift ∆E can be calculated by means
of perturbation theory. Due to the odd-parity operator ẑ, the first-order correc-
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where α is the polarizability of the state |n, l, j,mj〉, and the sum is over all dipole
allowed transitions. The largest contributions to the polarizability come from the
nearby states since the energy difference is the smallest, and the overlap of the
wavefunctions is the largest. Thus, the scaling for the static polarizability to a
good approximation goes as (n∗)7. Rydberg states with large principal quantum
number are very sensitive to electric fields. Table 2.2 shows the polarizability
values for some nS1/2 Rydberg states.
State Calculated Quoted value Ref.
43S1/2 17.3 17.7 [75]
60S1/2 172.9 171.1 [76]
80S1/2 1306 1340 [76]
Table 2.2: Polarizabilty values for different Rydberg states. Calculated
polarizability values compared to the ones found in the literature. Units for po-
larizability are MHz/(V/cm)2.
Second-order perturbation theory, as used in Eq. (2.24), is suitable to calcu-
late the polarizability. However, if the field cannot be treated in a perturbative
manner, it is necessary to diagonalize the full Hamiltonian Ĥ0 + Eẑ to find the
new eigenenergies and eigenstates.
26
2.1.5 Summary of Rydberg properties scaling
Table 2.3 provides a summary of the scaling of Rydberg state properties with
the effective quantum number n∗. It also shows a comparison between the ground
state 5S1/2 properties [75], and the calculated values of 43S1/2 used with the Nu-
merov method.
Property Scaling Rb 5S1/2 Rb 43S1/2
Binding energy En∗ (n
∗)−2 4.18 eV 8.56 meV
Level spacing En∗ − En∗−1 (n∗)−3 6.05×105 GHz (5S-6S) 100.07 GHz (43S-44S)
Orbit radius 〈r〉 (n∗)2 5.632 a0 2384 a0
Polarizability α (n∗)7 79.4 mHz/(V/cm)2 17.3 MHz/(V/cm)2
Lifetime τ (n∗)3 5P3/2 − 5S1/2 : 26.2 ns 42.5 µs at 300 K
Dipole moment 〈5P3/2| d̂ |nS1/2〉 (n∗)−3/2 4.227 ea0 0.0101 ea0
Van der Waals coefficient C6 (n∗)11 6.76× 10−7 Hzµm6 2.02×109 Hzµm6
Table 2.3: Summary of Rydberg properties scaling. Comparison of the 5S1/2
ground state and the 43S1/2 Rydberg state.
2.2 Rydberg interactions
Due to their large dipole moment ∝ n∗2a0, Rydberg atoms interact strongly
by the dipole-dipole interaction. Assuming that two atoms labeled by A and B





d̂A · d̂B − 3(d̂A · R̂)(d̂B · R̂)
R3
. (2.25)
Let us consider that both dipoles are aligned along the quantization axis z,












d̂A,1d̂B,−1 + d̂A,−1d̂B,1 + 2d̂A,0d̂B,0
R3
, (2.27)
Since we are interested in the long-range interactions, we make the case that the
dipoles are far enough that the interaction is smaller than the eigenenergies of the
states A and B. Under this circumstance, the shift ∆Edd of the bare atomic pair
state can be calculated with perturbation theory. Otherwise, at short distances,
the dipole-dipole interaction mixes the eigenstates, and the total Hamiltonian,
H = Ĥ0 + V̂dd needs to be diagonalized.



























where, Ei are the unperturbed eigenenergies, δABij = EA + EB − Ei − Ej is
called the Förster defect, and Dν(θ, φ) consists of the angular couplings that follow
the selection rules, while Cν6 contains the radial integrals between the coupled
states and is independent of the angular projections mj. Here, the pair state of
ψA = |n, l, j,mj〉A and ψB |n, l, j,mj〉B, is coupled to a set of virtual intermediate
states ψi =
∣∣n′, l′, j′,m′j〉 and ψj = ∣∣n′′, l′′, j′′,m′′j〉, these interaction channels
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are indicated by ν. The Van der Waals coefficient C6(θ, φ) is the sum of the
interactions from all the possible channels with |ψAψB〉.
In particular for a nS1/2nS1/2 pair state, the possible interaction channels
are: nS1/2nS1/2 → n′P1/2n′′P1/2, nS1/2nS1/2 → n′P1/2n′′P3/2 and nS1/2nS1/2 →
n′P3/2n
′′P3/2. Furthermore for nS1/2-pair states the dipole-dipole interaction is
nearly isotropic and the angular dependence can be neglected [63], thus we can





The Van der Waals coefficient is a measure of the strength of the interaction,
and it increases dramatically with n∗. From Eq. (2.28) the numerator scales as
(n∗)8, while the energy difference in the numerator goes as (n∗)−3, which yields
C6 ∝ (n∗)11. Table 2.4 shows the C6 coefficients for some nS1/2 states, where is
evident the rapid growth with the principal quantum number.
State Calculated Quoted value Ref.
43s1/2 2.53 2.44 [75]
60s1/2 139.3 137.5 [78]
70s1/2 853.7 815 [79]
100s1/2 5334 5600 [80]
Table 2.4: Van der Waals coefficient values for different nS1/2. Calculated
values using Eq. (2.28) are compared to the ones found in the literature. Units
are GHz µm6.
2.2.1 Dipole Blockade Effect
This section focuses on the effects arising from the long-range dipole-dipole
interactions. The energy shift for a pair state depends on their relative distance
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Figure 2.3: Dipole-induced shift as a function of the relative distance
between two atoms. In the case R is large such that ∆Edd ≈ 0, the two atoms
can be excited |gg〉 → |rr〉. If the distance is shorter than the blockade radius
(indicated with the gray dashed line), the interaction energy tunes out of resonance
the doubly-excited state |rr〉.
R, as demonstrated in Eqs. (2.29). If the atoms are far away from each other,
such that ∆Edd → 0, the atom-pair is resonantly excited from the ground state
|gg〉 to the doubly-excited state |rr〉 with a coupling strength Ω. However, as the
atoms get closer together this shift increases and tunes the double excitation out
of resonance [40,61]. This effect is known as the dipole blockade and is illustrated
in Figure 2.3 for a pair state. The characteristic length of the interaction is
determined by the Rydberg blockade radius rb, and it depends on the energy scale
of the system (See next chapter for details). In particular, for the weakly excited
limit where the coupling strength Ω is less than the linewidth of the excitation








The blockade radius scales as ∝ (n∗)11/6 for a fixed excitation linewidth. The
blockade radius for high principal quantum numbers can reach up to tens of mi-
crons with typical alkali atom linewidths.
2.2.2 Superatom: Rydberg blockade and collective excitation
The pair-excitation blockade effect [81–83], can be extended to an ensem-
ble of N -atoms where only one excitation is allowed within the blockaded vol-
ume [44–46, 84–86]. Assuming all the ground-state atoms can be coupled equally
to the Rydberg state, the single excitation shared among the N atoms inside the





eikcxj |g1, g2 . . . gj−1, rj, gj+1 . . . gN−1, gN〉 , (2.31)
where kc is the wavevector of the coupling field and xj is the position of the j-th
atom. The quantum state in Eq. (2.31) is a superposition of all collective states
|g1, . . . rj, . . . , gN〉, where the j-th atom is in the Rydberg state while the others
are in the ground state.
Because of the blockade effect, the N atoms can be described as a two-level
super atom, with a ground state |G〉 = |g1, . . . gN〉 and excited state |S〉. Moreover,












The strong long-range interaction of Rydberg states and the collective nature of
the superatom provide a system where nonlinearities at the single-photon level
are strong. Here, due to the blockade effect, a single photon can saturate the
absorption of the atomic medium, while the shared collective excitation enhances
the coupling to the field by
√
N .
These qualities make the superatom a powerful tool for different quantum
applications, and it constitutes one of the main pillars of this thesis. For instance,
this coupling can be used to realize a single-photon source [45, 62], which we
discuss extensively in Chapter 6 and in Ref. [58]. Other relevant applications
are single-photon transistors [48–50], collective qubits [51, 87, 88], quantum phase
gates [49,51], and is thus a promising platform for quantum networking [59,89–92].
2.2.2.1 Single-photon retrieval
Figure 2.4(a) shows the creation of a super atom using a two-photon excitation
to the Rydberg state. Here, the phase matching condition is crucial to retrieve
the super atom spin wave into a single photon in a well-defined mode. For writing
the spin wave where a photon is stored as a collective excitation in the state |S, 0〉,
the initial phase imprinted by the two-excitation lasers is:





~k1+~kw)·~xj |g1, g2 . . . gj−1, rj, gj+1 . . . gN−1, gN〉 ⊗ |0〉 , (2.32)
where ~k1, ~kw are the wave vectors of the excitation lasers, then the spin wave
vector is given by ~ks = ~k1 + ~kw. To retrieve the spin wave as a single photon,
we drive the Rydberg state to the intermediate state with a field having a wave
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Figure 2.4: Retrieving a super atom spin wave as a single photon.. (a)
Writing the spin wave with two excitation fields having wave vectors ~k1 and ~kw.
After a pi-pulse the blockade effect allows for a single spin wave excitation in
the Rydberg state. (b) A retrieving field with wave vector ~kr maps the stored
excitation into a single photon.
vector ~kr (Fig. 2.4(b)), which results in the state





~ks−~kr)·~xj |g1, g2 . . . gj−1, gj, gj+1 . . . gN−1, gN〉 ⊗ |1〉 . (2.33)









this probability is maximized when the phase matching condition is satisfied:
~ks − ~kr − ~kp = ~k1 + ~kw − ~kr − ~kp = 0, (2.35)
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thus, all the terms in Eq. (2.33) interfere constructively. For the case where
~kw = ~kr, then ~k1 = ~kp, the retrieved photon is in the same forward propagating
mode as the input excitation laser. Although, backward retrieval where the photon
propagates in the opposite direction as the input field (by setting the proper
propagation direction of ~kw and ~kr), can lead to a higher directional emission
probability due to decreased re-absorption from the atoms [93].
Another important consideration is the number of atoms participating in the
collective excitation. The addition of the phase terms in Eq. (2.33) during the
constructive interference into a well-defined mode is more effectively enhanced
with a larger number of atoms [93].
There are factors that can reduce the photon retrieval like dephasing mech-
anisms, for example, atomic motion, atom loss, decay of the Rydberg state into
other state, or that the ground state and Rydberg state acquire different phase
shifts due to light shifts from the trapping light.
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Chapter 3: Rydberg-EIT Polaritons
Electromagnetically induced transparency (EIT) is a an interference phenom-
ena that occurs in atomic physics when different transitions pathways in a mul-
tilevel system interfere with each other [12]. This effect can drastically change
the dispersive and dissipative optical properties of a medium. For instance, the
interference results in a transparency window combined with a steep dispersion
around the resonance frequency of a transition.
First, we discuss EIT for a classical and a quantized electromagnetic fields in an
atomic ensemble. For both cases, the input field can experience an absorption-free
propagation with a reduced group velocity through the medium. For the quantum
field, quasi-particles, called dark-state polaritons arise as the field couples with a
collective spin-excitation [94]. The analysis and derivation for a classical and a
quantum field presented in this Chapter are based on the References [12,94,95].
Later, we analyze Rydberg atoms and their interactions in the presence of
EIT, where Rydberg-dark-state polaritons are described as bosonic fields that are
a coherent superposition of a quantum photonic field and a collective Rydberg-
state excitation. By changing different parameters of the system, we are able
to control and tailor the dissipative or coherent attributes of Rydberg-polariton
interactions.
The goal of this chapter is to introduce the theoretical framework needed to
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describe the scattering processes that arise due to the few-body Rydberg-EIT
interactions derived in Reference [96].
3.1 EIT features
Let us consider an ensemble of three-level atoms in a ladder configuration,
where |g〉 is the ground state, |e〉, is a state with decay rate, Γ, and, |r〉, is a
long-lived state with decay rate, γ, as shown in Figure 3.1. Suppose the atom
is driven by two monochromatic electromagnetic fields a weak probe field and a
control field. The probe is a weak field tuned close to resonance of, |g〉 → |e〉
with a frequency ωp, a detuning ∆p, and a Rabi frequency Ωp; while the control
field couples the states, |e〉 → |r〉, with a frequency ωc, a detuning ∆c, and Rabi
frequency Ωc.
The Hamiltonian of the bare atom (without the kinetic energy term) and the









where δ = ∆p + ∆c is the two-photon detuning. For the case of single- and two-
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photon resonance ∆p = 0, δ = 0, the Hamiltonian (3.1) has the eigenstates [12]:
|D〉 = cos θ |g〉 − sin θ |r〉 , (3.2)
|+〉 = 1√
2
(sin θ |g〉+ |e〉+ cos θ |r〉) , (3.3)
|−〉 = 1√
2























The first eigenstate has no contribution from the short-lived state |e〉 and has a
zero eigenenergy. Since this state is a superposition of the ground and the long-
lived state only, it can not absorb or scatter light from the probe field, |D〉 is
known as a dark state. On the other hand, the other two states |±〉 have an |e〉
component and are called bright states.
This dressed-state basis provides another picture to explain the EIT effect.
In the case ∆p = 0 and Ωp  Ωc, the dark state is approximately the ground
state |D〉 ≈ |g〉; the bright states |±〉 = (|r〉 ± |e〉)/
√
2 have an equal energy
shift but with opposite sign, and acquire a π-phase shift with respect to each
other. The phase shift causes destructive interference between these two decay
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Figure 3.1: Three level ladder system for EIT. Relevant states are the ground
state |g〉, excited state |e〉 with decay rate Γ, and the metastable state |r〉 with
decay rate γ. The resonant frequency transition for |g〉 → |e〉 is denoted by ωge
and the frequency transition for |e〉 → |r〉 is denoted by ωer. The weak probe
field with frequency, ωp, couples |g〉 → |e〉 with a detuning ∆p = ωp − ωge. A
strong control field with frequency, ωc, drives the atomic states, |e〉 → |r〉 with a
detuning ∆c = ωc − ωer.
channels preventing the absorption of the probe light, making the atomic system
transparent.
It is convenient to use the density matrix ρ, for a comprehensive and gen-
eral description that takes into account the effects of dissipation and decoherence
processes. We use the master equation formalism to compute the non-unitary
dynamics of the system:
ρ̇ = − i
~
[Ĥ, ρ] + L[ρ], (3.6)














Here the sum is carried out for all possible decay channels. For a particular decay
channel from |i〉 to |j〉, the jump operator is given by, C = √γij |j〉 〈i|. Using
Eqs. (3.6)-(3.7), we get the coupled differential equations for the density matrix
elements:











Ω∗pρeg − Ωpρge + Ωcρre − Ω∗cρer
)
, (3.9)
ρ̇rr = −γρrr +
i
2
























[Γ + γ + 2i∆c] ρer +
i
2
[Ω∗c (ρrr − ρee)− Ωpρgr] . (3.13)
Solving Eqs. (3.11)-(3.13) in the weak probe limit Ωp  Ωc, and asssuming
that most of the atomic population is in the ground state ρgg ≈ 1, we obtain the
steady-state solution to the excited state and ground state coherence,
ρeg = −
iΩp (γ − 2iδ)
(Γ− 2i∆p)(γ − 2iδ) + |Ωc|2
.
The coherence element ρeg along with the dipole moment deg = 〈e|d|g〉 are








iΓ (γ − 2iδ)
(Γ− 2i∆p)(γ − 2iδ) + |Ωc|2
, (3.15)
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where % is the atomic density of the sample, kp = 2π/λp is the probe angular
wavenumber, and σ0 =
2|deg |2
hε0Γλp
is the absorption cross section for the transition
|g〉 → |e〉. The susceptibility is related to the refractive index n, which determines
the optical properties of the medium. This relation is given by n =
√
1 + χ ≈
1 + χ/2, where this approximation is valid for |χ|  1.
After propagating through an atomic ensemble of length L assuming a constant
density for simplicity, the relation between the output probe field and the input







The first term, which contains the imaginary part of χ, describes the attenuation
from the absorption of the input field. The second term with the real part of χ
takes into account the dispersion manifesting as a phase shift in the output field
with respect to the input field. Figure 3.2 shows the transmission and phase shift
in the presence and absence of the control field, illustrating the drastic changes in
the optical properties arising from EIT.
Let us first analyze the case for a resonant-control field (∆c = 0). The trans-
mission at δ = 0 changes from exponentially decreasing as a function of the optical
depth OD= %σ0L, with T = e




The medium becomes transparent for Ω2c/Γγ  OD. Furthermore, the transmis-
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Figure 3.2: Probe transmission and phase shift after propagating through
medium of length L. (a)-(b) Probe transmission spectra where T = Iout/Iin =
e− Im{χ}kpL for ∆c = 0 and ∆c = −1.5Γ. (c)-(d) Acquired phase shift φ =
Re{χ}kpL/2 for ∆c = 0 and ∆c = −1.5Γ. The dark-blue dashed line corre-
sponds to a two level atom susceptibility, ie, without control field; light-blue solid
line shows when the control field is present. The parameters used are: Ωc = 1.5Γ,
γ = 0.02Γ, and OD = 20.





this width sets an upper-bound on the bandwidth of the input pulses. Pulses with
∆τ  ∆ω−1 can propagate without absorption through the sample.
Another consequence arising from EIT is the change in the dispersion of the
medium, as shown in Fig. 3.2c-(d). Around resonance ∆p = 0, δ = 0, there is
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a steep slope with opposite sign respect to the refractive index of the two-level
system. The propagation velocity of the pulse inside the ensemble is related to







If the derivative is large and positive, then the group velocity vg is drastically
reduced compared to the speed of light c. This effect is known as slow light. If





The time that takes for the pulse to emerge from the sample corresponds to the
time delay given by τd = L/vg = ODΓ/Ω
2
c .
The spatial extent of a pulse inside the medium is compressed by a factor of
vg/c. This compression arises because the front end of the pulse is traveling much
slower than the back end that has not entered the sample. During this process,
the atomic system takes most of the input pulse energy, with a fraction of vg/c
remaining as electromagnetic energy. This mechanism imposes another constraint







The more optically thick the sample is, the better the input pulse bandwidth fits
into the finite EIT bandwidth, while at the same time compressing the pulse into
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the medium. However, for a non-negligible γ, the loss is not minimized for an
unbounded OD.
Similarly, for a control field detuned off-resonance with ∆c > Γ, the transmis-
sion and phase shift are different than the two-level case as shown in Fig. 3.2(b)
and (d). The transmission reaches a maximum on two-photon resonance δ = 0,
followed by a narrow absorption dip at the two-photon Raman resonance with
δ ≈ Ω2c/4∆c. As for the dispersion, the group velocity is also reduced with a steep
phase difference around δ = 0.
3.2 Dark-State Polaritons
We review in this section the EIT problem with a quantized probe field in an
ensemble of atoms and generalize the concept of a dressed-dark state to a dark-
state polariton (DSP). This polariton can be described as a form-stable quasi-
particle composed of a coherent superposition of an electromagnetic field and an
atomic excitation. For the mathematical description of the polariton picture, we
use the methods in [94–96].
Let us start by describing the quantized probe field as a continuous-mode
operator. In the paraxial approximation1, a beam propagating along the z-axis








iωz/c + c.c., (3.22)
here, c.c stands for complex conjugate, A is the transversal area of the beam; âω is
the bosonic operator for modes of different frequencies around ωp. This operator
1|k| ≈ kz ≈ ωp/c in the paraxial approximation
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follows the commutation relation [âω, â
†
ω′ ] = δ(ω − ω′).
Additionally, we can define the control field (coupling |e〉 → |r〉) as a classical
plane wave:





where Ec(t− z/c) is the real and slowly varying amplitude, and ωc is its frequency.
The bare Hamiltonian Ĥ0 is















where N is the number of atoms in the ensemble, ωge is the transition frequency
|g〉 → |e〉, ωer is the transition frequency |e〉 → |r〉, and σjmn = |m〉 〈n| is the
internal state operator between states |m〉 and |n〉 for the jth atom.































is the coupling constant between the atoms and the probe. We have assumed
that the coupling is the same for all atoms and choose the length of the quantized
volume to be the length of the sample.
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We redefine the slowly varying atomic operators averaged in a cross section
with thickness δz containing Nz  1 atoms (to take into account the position


































[δklσ̂jm(z, t)− δmjσ̂lk(z, t)] δ(z − z′). (3.26)









which follows the commutation relations:
[
Ê(z, t), Ê†(z′, t)
]
= Lδ(z − z′),
[





δ(z − z′). (3.28)
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where n(z) is the linear atomic density distribution along z, ∆p = ωp − ωge is the
single-photon detuning, and δ = ωp +ωc− (ωge +ωer) is the two-photon detuning.
We use Eqs. (3.29) and (3.6) to determine the dynamics of the polarization
operator P̂ =
√
Nσ̂ge(z, t), and the spin wave operator Ŝ =
√
Nσ̂gr(z, t) (with a
decay rate γs = γr). The operators P̂ and Ŝ describe collective excitations shared
among N atoms in the medium. Assuming that most of the atoms remain in the


















Note that there is a collective enhancement of the coupling constant g0 by a factor
√
N .
Similarly, we can calculate the time evolution of the operator Ê(z, t) using the





















Since Ê is defined with the paraxial approximation, we only include the spatial
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derivative ∂zÊ . The equation of motion reads,






Defining g = g0
√
N as the collective coupling and assuming an uniform medium






















This set of equations generally describes the propagation and dynamics of the
electromagnetic quantum field with the collective excitations in the medium. We
use Eqs. (3.33)-(3.35) to determine the evolution of a dark-state polariton, as
well as the quantum retrieval efficiency of a stored spin wave in a medium (see
Chapter 6).
We can further simplify the Eqs. (3.33)-(3.35) by assuming that γs ≈ 0, and
that both the probe and control fields are on resonance ∆p = δ = 0. By rear-
ranging (3.33) and (3.34) considering that Ωc(t) has only time dependence and is
slowly varying [94], we find:
P̂ = − 2i
Ωc
∂tŜ, (3.36)
Ŝ = − g
Ωc
Ê , (3.37)





We introduce the quantum field operator Ψ̂(z, t) in terms of the mixing angle
θ:











Note that these definitions are similar to the dark eigenstate in Eq. (3.2), with
Ψ̂ accounting for the collective coupling enhancement and quantum nature of the
probe field.
Using the definitions in Eq. (3.39) and Eq. (3.40) in (3.37) and (3.38), the
quantum field Ψ̂ follows the wave equation:
(
∂t + c cos
2 θ∂z
)
Ψ̂(z, t) = 0,
where the DSP propagates through the medium loss-free with a velocity vg =
c cos2 θ. Thus, we can treat the DSP as a quasi-particle consisting of a coherent
superposition of an electromagnetic field and a collective spin excitation with a
controlled propagation. The admixture and propagation are mediated by the
mixing angle θ, which depends on the atomic density and the strength of the
control field. For example, if θ → 0, the DSP is almost purely electromagnetic and
propagates close to the speed of light. The opposite limit happens when θ → π/2,
where the DSP is mostly composed of the atomic excitation and propagates much
slower than c. If the control field is adiabatically turned off such that vg → 0,
the quantum field can be mapped to a stationary atomic excitation. It then can
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be converted back to a photon by turning on the control field. Note that the
collective enhancement of g is critical to get into the θ → π/2, where g  Ωc/.
Nevertheless, when adding corrections for the non-adiabticity of Ωc(t), it is
found that there is a spectral narrowing for the quantum field in the DSP due to
the finite bandwidth of the EIT-transparency window (in a similar fashion as the
classical problem). Thus, for negligible losses in the propagation of a quantum




Let us study a more general case with ∆p 6= 0 and δ 6= 0, but with the
assumptions that the control field is changing adiabatically Ω̇c ≈ 0, and γs ≈ 0.
Changing to the dark- and bright-polariton, and polarization basis {Ψ̂, Φ̂, P̂},
where the bright polariton is given by,
Φ̂ = sin θÊ + cos θŜ,
the equations of motion (3.33), (3.34) and (3.35) become,
∂tΨ̂ = (iδ sin
2 θ − c∂z cos2 θ)Ψ̂− (iδ + c∂z) cos θ sin θΦ̂,
∂tΦ̂ = (iδ cos














2 is the effective Rabi frequency. Since P̂ and Φ̂ are weakly
coupled, we can adiabatically eliminate these states by assuming
˙̂
P ≈ 0 and ˙̂Φ ≈ 0.
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The time evolution of the DSP is determined by the equation:
∂tΨ̂ =
(
iδ sin2 θ − c∂z cos2 θ +
cos2 θ sin2 θ(iδ + c∂z)
2
c∂z sin




In the regime of a slowly-varying polariton along z (low momentum), and small






















where ∆̃ = ∆p + iΓ/2, and ∂z = ik in momentum space. The first term arises
from an energy shift due to a finite δ, the second term describes the propagation
of the polariton with group velocity vg = c cos
2 θ, and the third term is a second-
order correction accounting for deviations from the slow-light propagation. In the


















We can write the dispersion relation of the polariton as,





For low momentum k, the group velocity is proportional to the first-order deriva-
tive of the energy dispersion, while the mass dictates the curvature through the
second-order derivative around k = 0.
3.3 Rydberg polaritons in EIT media
Figure 3.3 shows the configuration for Rydberg-EIT. Note the change in nomen-
clature of the atomic levels and detunings from the previous sections to make it
consistent with the nomenclature used in Reference [96] and Chapter 8. Here, the
weak probe field with collective coupling g, couples the ground state |G〉 with an
intermediate state |P 〉, and a strong-classical control field with Rabi frequency Ωc
couples |P 〉 with the Rydberg state |S〉. For simplicity, we reduce the dimension-
ality of the system to the field propagation axis where the paraxial approximation
is a good approximation.
Figure 3.3: Atomic levels and physical setup for Rydberg-EIT. (a) The
relevant states are the ground state |G〉, excited state |P 〉 with decay rate Γ, and
the Rydberg state |S〉 with decay rate γs. The resonant frequency transition for
|G〉 → |P 〉 is ωgp and the frequency transition for |P 〉 → |S〉 is by ωps. The weak
probe field with frequency ωp, couples |G〉 → |P 〉 with a detuning δ+δs = ωp−ωgp.
A classical control field with frequency ωc, drives the atomic states, |P 〉 → |S〉 with
a detuning δ = ωps−ωc, and strength Ωc. (b) The probe photons propagate along
the z-axis through a cloud of optical density OD and length L. The collective










s. The bosonic oper-
ator of the incoming electromagnetic quantum field ψ̂†e(z) is given by Eq. (3.22),
and the atomic operators ψ̂†p(z) and ψ̂
†
s(z) are associated with the creation of a




















where δ + δs is the probe field single-photon detuning and δs is the two-photon
detuning.
It is also of importance to consider the effect of decoherence using the density
matrix operator ρ with the master equation in (3.6)-(3.7). However, the dynamics
evolution is simplified in the limit where the probability of N + 1 excitations is
much lower than the probability of N excitations (either atomic or photonic). This
condition is satisfied when the number of excitations is limited by the few-photon
input field. Discarding the correlations between N and N + 1 by truncating the





g/2 −δ − δs − iΓ/2 Ωc/2
0 Ωc/2 −δs − iγs/2
 , (3.47)
we find that the time evolution from the Schrödinger equation using H0 is equiv-
alent to the dynamics described by Eq. (3.6) [96]. The non-Hermitian part of the
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effective Hamiltonian (3.47), includes Γ the decay rate of |P 〉, and γs the decay
rate for |S〉. Nevertheless, the use of this effective Hamiltonian is inappropriate
when considering dephasing (from mechanisms that decrease the coherence ele-
ments of ρ, but without decreasing the populations), and needs the full rigorous
approach using the Master equation. We assume that dephasing can be neglected
for the rest of this section.
It is convenient to rewrite Eq. (3.47) in momentum-space to calculate the
energy-dispersion relations of the eigenstates of H0, where the momentum k ≡
−i∂z. For simplicity, we also make the approximation γs = 0 (this is a valid ap-
proximation since the typical time scales of the system are much shorter than γ−1s ).
The new eigenstates of the system consist of three branches of polaritons, which
are composed of the electromagnetic quantum field and atomic-spin excitations.
There are two bright polaritons indicated by the subscript µ = ±1, and a dark
state polariton (DSP) with µ = 0, the latter does not have contributions from the





where U is the matrix that diagonalizes H0. Similarly the creation operators are






i (k), here Ū = U
−1.







where εµ denotes the energy spectrum of each of the polaritons branches. Fig-
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Figure 3.4: Real and imaginary parts of the dispersion relation for the
three polariton branches with no interactions. Upper bright state (blue),
lower bright state (green) and dark-sate polariton (black). (a) Real and (b) imagi-
nary components of the eigenenergies for the parameters (g ∼ 104Γ,Ω = 3.9Γ, δ =
0, δr = 0) with single- and two-photon resonance. (c) Real and (d) imaginary
components of the eigenergies for (g ∼ 104Γ,Ω = 3.9Γ, δ = 4.1Γ, δr = 0). Around
k ≈ 0, the DSP consists mainly of the S-spin-wave excitation with the real and
imaginary part of the energy ε0 → 0. For larger momentum, the DSP photonic
part starts to dominate and experiences losses as it gets further away from the
resonant-EIT condition.
ure 3.4 shows the energy spectrum for different set of parameters. Of particular
interest is the dispersion relation of the dark-state energy, for low momentum
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Figure 3.5: DSP polariton dispersion behavior for k ≈ 0. The speed of
light in vacuum is indicated by the dark-grey vertical line. For low momenta
k ≈ 0, the velocity at which the DSP propagates trough the medium is given by
vg = ∂ω/∂k (pink dashed line), and it is proportional to the slope of the dispersion.
Additionally, the dispersion has a quadratic contribution from the real component
of the mass m (dotted-dashed light-blue line), which determines the curvature.
The curvature will be negative (positive) for δ > 0 (δ < 0).
(near the EIT-two-photon resonance) is given by,




The behavior of this dispertion relation for low-momenta DSPs is illustrated in
Fig. 3.5, where vg has a linear contribution, and the mass has a quadratic con-
tribution. As we found in the previous section, vg the group velocity, and m the









where, ∆ = δ + iΓ/2 is the complex detuning. More generally, by evaluating
the determinant Det[Iω −H0], we can also obtain the dispersion relation for the
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4(∆ + δs + ω)(ω + ∆s)− Ω2c
)
. (3.51)
where ∆s = δs + iγs/2 is the two-photon complex detuning. From this relation,
we can obtain the general expressions for the group velocity and effective mass for







[4(ω + ∆s)(ω + ∆ + δs)− Ω2]2













4(ω + ∆s)2 + Ω2c
× 4(ω + ∆s)
3 + (∆ + δs + 2∆s + 3ω)Ω
2
c
4(ω + ∆s)(ω + ∆ + δs)− Ω2
(3.53)
Finally, we define the characteristic energy scale of the system ωc = min(|∆|,Ω2c/|4∆|)
and the characteristic momentum kc = ωc/vg. These units are used to define the
energy and momentum scale of Fig. 3.4.
3.4 Interacting Polaritons











′)V (z − z′)ψs(z′)ψs(z), (3.54)
here, ψ†s(z) is the bosonic field operator that creates a s-excitation at position z,
and V (z) = C6/z
6 is the interaction potential, where the van der Waals coefficient
C6 determines the strength of the interaction.
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The scattering process due to the interaction in Eq. (3.54), where the total
energy ~ω, and center of mass momentum ~K are conserved, can be described by
the T -matrix formalism. The only non-vanishing matrix elements of the T -matrix
correspond to the ones describing the interaction between Rydberg states. The T -
matrix of the Rydberg states, Tkk′(K,ω) of two incoming polaritons with relative
momentum ~k to two outgoing polaritons with relative momentum ~k′ is given by
the recursive integral equation [96,98],




Tkq(K,ω)χq(K,ω)Ṽ (q − k′), (3.55)
where Ṽ is the Fourier transform of the potential, and χq(K,ω) is the Green’s













µ(p) is the overlap of the µ-branch polariton with the Rydberg state
at momentum p, with p = K/2 + q and p′ = K/2 − q. The full propagator
in Eq. (3.56) consists of terms with poles due to the propagation and scattering of
the polariton pair, and a term that accounts for the polariton saturation at large
momentum for q → ±∞,
χ̄(ω) =
4∆2 + 6∆ω + 2ω2 − Ω2
2(∆ + ω)(ω(2∆ + ω)− Ω2c)
, (3.57)
for a finite two photon detuning δs 6= 0 and/or Rydberg decay rate γs 6= 0, then
ω → ω + 2∆s. This saturation term renormalizes the van der Waals interaction
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Figure 3.6: Real and imaginary parts of the effective potential Veff(r). (a)
Real and imaginary components of the effective potential in the dissipative regime
for the parameters (C6 ∼ 106Γ,Ω = 3.9Γ, δ = 0, δr = 0) with single- and two-
photon resonance. The real part shows the blockade effect with a potential barrier
around r = rb, and a large imaginary component inside the barrier. In addi-
tion, the effective mass is purely imaginary on-resonance. (b) Real and imaginary
components of the effective potential in the dispersive regime for the parameters
(C6 ∼ 106Γ,Ω = 3.9Γ, δ = 4.1Γ, δr = 0). Here, the mass is negative and the
effective interactions between polaritons are attractive. Note that the height of
the imaginary component of the potential is lower, and therefore, less lossy than
in the dissipative case.





Veff(r) converges to −1/χ̄(ω) as the relative coordinate r = z − z′  rb, where rb








here, 1/χ̄(ω) sets the relevant energy scale for rb. If the relative coordinate r > rb,
the effective potential exhibits a long-range van der Waals tail. Note that χ̄(ω)
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modifies the attributes of the polaritons interaction for r < rb. Thus, by changing
the macroscopic parameters Ω, δ, δs, we can adjust the potential along with the
sign of the mass, so the interactions are repulsive or attractive, as well as the
dispersive and dissipative properties (see Fig. 3.6). Using the effective potential
reduces Eq. (3.55) for the T -matrix to:




χ̄q(ω,K)Ṽeff(k − q)Tqk′ , (3.60)
where χ̄q is the part of the propagator that contains the pole structure and its
analytical expression is in Ref. [98].








The full propagator and T -matrix allow us to calculate other properties from
the scattering process such as the scattering length [97–99], or the transition rate
β from the incoming to the outgoing states. The latter can be calculated using





where ρ(E) is the density of final states, and M is the transition amplitude be-
tween the incoming states and the outgoing states. As we show in Chapter 8,
we use β to quantify the three-body scattering rate in a regime where weak in-
teractions and energy and momentum conservation allow for an enhancement of
resonant three-body loss.
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Chapter 4: Characterizing single-photon sources
Single photons are promising for encoding and communicating quantum infor-
mation as qubits, where the information can be stored in the quantum state of
the photon. There are many reasons why a single photon is an ideal candidate for
different quantum information applications: its degrees of freedom can be easily
manipulated with high control; it can travel over long distances while interacting
weakly with the environment (reducing noise and loss of the information); and in
free-space, it travels at the maximal speed allowed by physical laws [1].
The realization of many quantum information protocols with photonic qubits
requires high quality single-photon sources. An ideal source would produce pho-
tons on-demand with 100% efficiency at a high repetition rate, emitting one, and
only one photon at a time, and with all produced photons identical to each other.
Despite the numerous platforms used to build a single-photon source, an ideal
source is still lacking, and any imperfections hinder the fidelity and practical-
ity for scaling quantum information protocols. In this context, it is crucial to
characterize the properties of a single-photon source: efficiency, repetition rate,
multi-photon suppression, and indistinguishability.
Single-photon detectors are the basis for nearly all photon-based quantum mea-
surement schemes. However, since single-photon detectors display non-ideal prop-
erties such as dark counts, after-pulsing, dead time, non-linearities, and limited
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single-photon detection efficiency, one has to take into account these features to
obtain an accurate measurement of the single-photon source efficiency and gen-
eration rate [1, 100]. Since most quantum information applications require single
photons in a single mode, in this thesis, we consider the fibered brightness [101]
or fibered efficiency as the relevant measurement to characterize the probability of
obtaining a photon in a single transversal spatial mode with a single polarization
mode.
The multi-photon emission is described by the photon-number distribution of
the source. A photon-number-resolving detector can measure the photon-number
distribution, but this kind of detector is not widely commercially available. By
far the most common measurement for multi-photon emission probability is done
by characterizing the second-order autocorrelation function g(2) of the produced
light using click/no-click detectors, which yield the same result for one or more
photons.
The fidelity or purity of the quantum state of a photon can be reconstructed
from the Wigner function for a single-photon Fock state [102]; however, this pro-
cedure is involved and susceptible to losses. The indistinguishability characterizes
if the photon is in a statistical mixture or in a pure state with a single spectro-
temporal, spatial and polarization mode. The most prevalent scheme to quan-
tify the indistinguishability is by measuring the visibility of the Hong-Ou-Mandel
(HOM) interference1. In the particular case of time-resolved HOM-interference, it
also provides a measure of the temporal coherence or coalescence of the interfering
photons [104,105].
1A recent work [103] proposes a scheme where the efficiency, the multi-photon component and
the indistinguishability of a single photon source are determined by using two photon-number
resolving detectors in a single measurement.
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In this Chapter, we review the most commonly used schemes to characterize
a single-photon source. First, we discuss the measurement outcome when us-
ing click/no-click detectors. Next, we examine the definition and properties of
the second-order correlation function. Then, we analyze the quantum mechan-
ical description of a beamsplitter with single-photons to derive g(2) and HOM-
interference. The discussion of this material is based mainly on References [100,
106–108].
Finally, we conclude by introducing metrics to describe the probability, rate,
and fidelity of producing a single photon in a fully single mode (spectral, tempo-
ral, spatial, and polarization). The purpose of these metrics is to benchmark the
performance of on-demand single-photon sources for quantum information proto-
cols that require single photons in a fully single mode. They are defined in terms
of the fibered efficiency, repetition rate, multi-photon emission suppression, and
indistinguishability.
4.1 Source Efficiency, Generation Rate, and Detection
The source efficiency P is defined as the joint probability that the source
generates one or more photons Pg, along with the probability Pt that these photons
are transmitted to the detection system at any given time:
P = PgPt. (4.1)
where Pt includes the optical losses such as absorption/reflection from optical
collection elements and/or fiber coupling (but not detection losses), since any
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component that filters the photon (either in frequency or spatially) is considered
part of the source. In particular for pulsed sources, P is the photon probability
within a pulse; here the effective source rate Reff in terms of the pulse rate Rp is:
Reff = PRp. (4.2)
A careful analysis is required, to take into account the properties of the detec-
tion system while characterizing the source efficiency. Let us start by representing
the photon states generated from a light source with the density matrix operator





where Pn is the probability that the field is in the number state |n〉, and is given
by,
Pn = Tr{ρ̂ |n〉〈n|} = 〈n|ρ̂|n〉 . (4.4)




Tr{ρ̂} = 1. (4.5)
The mean photon number of the source is found by taking the trace:




For a good single-photon source, the probability that the output field occupies a
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single photon number-state should be much greater than the probability of the
field occupying higher-number states P1  Pn>1.
The measurement of the diagonal elements of ρ̂ depends on the type and de-
tection efficiency of the photon-counting device. The outcome of the measurement
will be different if it is done with a photon-number resolving (PNR) detector or
a click/no-click detector. In the absence of losses, dark-counts, or afterpulsing,
a PNR detector can identify the photon number state, whereas a click/no-click
detector can only discriminate between zero and non-zero photon number states.
For the rest of the discussion, we assume that the detector has not dark-counts or
after pulsing, but has a single-photon detection efficiency less than one.
We use the POVM (Positive-Operator-Valued Measure) operator to describe
the measurement of ρ̂ with a particular detection system. The POVM π̂m in the




P (m|n) |n〉〈n| , (4.7)
where P (m|n) is the conditional probability of detecting m photons given that
the input state has n photons. We trace π̂m to obtain the measured probability
of detecting m photons:




For a click/no-click photon counting device with detection efficiency ηdet, the
64




(1− ηdet)n |n〉〈n| , (4.9)




[1− (1− ηdet)n] |n〉〈n| , (4.10)
where the conditional probabilities are P (no-click|n) = (1−ηdet)n and P (click|n) =
[1− (1− ηdet)n]. The definition of the POVM for a PNR detector is in Refs. [100,
109].
Tracing Eq. (4.10) we get that the measured probability of detecting the output
of a light source is given by,
Pmeas = ηdet [P1 + (2− ηdet)P2 + (3 + ηdet(ηdet − 3))P3 + · · · ] . (4.11)
When ηdet → 1, the measured probability is the source efficiency. If ηdet < 1,
we can not simply extract the single-photon source efficiency as P1 = Pmeas/ηdet,
except when the probability of multi-photon states are negligibly small P1  Pn>1.
4.2 Correlation functions
Correlation functions give a measure of the coherence and fluctuations of an
electromagnetic field, yielding important bounds about the properties and statis-
tics of both classical and quantum light sources. The theory of optical coherence
was originally developed in the fifties and sixties by Wolf and Glauber [110,111].
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The n-th normalized auto-correlation function characterizes the degree of tem-
poral coherence of an electric field up to 2n time positions [108],
g(n)(t1, · · · , tn; t′1, · · · , t′n) =
〈E∗(t1) . . . E∗(tn)E(t′n) . . . E(t′1)〉∏n
i=1 〈E∗(ti)E(ti)〉
, (4.12)
where E∗i (t) is the complex conjugate of Ei(t) at a given time t, and the braces 〈〉
indicate a time average. The most general form of Eq. (4.12) can also depend on
spatial coordinates and measure the correlation between n different fields. How-
ever, we will focus only in the time variable and auto-correlation function for the
rest of the discussion.
The first-order auto correlation function, n = 1 is related to the change in the
visibility obtained from interfering the field at two different points in time t1 and







since g(1)(τ) characterizes the temporal coherence and fluctuations of the field
itself, it requires an interferometer (such a Mach-Zehnder) where it is possible to
get a time delay that generates a relative phase change in the electric fields.
Higher-order correlation functions involve intensity and not field measure-
ments. An array of n − 1 beamspitters (BS) that splits the light equally among
n detectors as shown in Fig. 4.1, can be used to characterize the n-th correlation
function in a generalized Hanbury Brown and Twiss (HBT) interferometer.
The second-order correlation function is a conditional measurement, which
gives the conditional probability of a detection event at a time t + τ given a de-
tection event at t. However, this correlation function evaluated at zero time delay
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Figure 4.1: Interferometer configuration to measure the n-th correlation
function g(n). (a) Standard HBT interferometer used to measure g(2)(0). (b)
The light is split equally with n− 1 BS among n detectors in a generalized HBT
interferometer.
τ = 0 is of particular interest, since it characterizes the statistical properties of an
electromagnetic field by measuring its intensity fluctuations. These fluctuations
are dictated by the variance, so we can infer the classical or quantum nature of
a light source by identifying its statistics: super-Poissonian (classical), Poissonian
(coherent), or sub-Poissonian (quantum).
It also provides a measure of the multiphoton-emission probability for a single-
photon source when measuring with click/no-click detectors. Due to the opera-
tional mode of these detectors, every instance there is photodetection event, there
is a finite time where the detector cannot respond to subsequent photons [1], this
time is know as “dead time”. As a result, click/no-click detectors are unable to
discriminate between one or multiple photon events occurring in a time interval
shorter than the dead time, so two or more detectors are needed to characterize
the multiphoton-emission probability with g(2)(0).
Finally, in the context of Rydberg-EIT, the n-correlation function can provide
information about the dynamics and the nature of the interactions for n-polaritons
in the atomic medium, as discussed in Chapter 8.
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4.2.1 Classical fields






where the intensity I(t) = E∗(t)E(t), and Ī = 〈I(t)〉 is the time-average intensity.
Note that g(2)(τ) is even since the intensity is real and positive:
g(2)(τ) = g(2)(−τ).
The correlation function typically converges to one for long enough delays,
since the field is not correlated with itself at long delay times. The time scale
where g(2)(τc)→ 1 determines the coherence time of the light.
Since g(2)(0) provides the relevant information to characterize a light source
by its statistical properties [108], let us rewrite Eq. (4.14) at τ = 0, in terms of
the intensity fluctuations δ(t) = I(t)− Ī,




where the average fluctuations 〈δ(t)〉 = 0. Necessarily the quantity 〈δ(t)2〉 ≥ 0,
and
g(2)(0) ≥ 1. (4.16)
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for stationary systems 〈I(t)2〉 = 〈I(t+ τ)2〉. The inequality becomes 〈I(t)I(t+ τ)〉 ≤
〈I(t)2〉 [107], yielding to
g(2)(τ) ≤ g(2)(0). (4.18)
The inequalities in Eqs. (4.16) and (4.18) are always satisfied for classical light
sources such as thermal light and coherent light, with g(2)(0) = 2 and g(2)(0) = 1,
respectively.
4.2.2 Quantized fields
We use the bosonic creation and annihilation operators to describe the quan-
tized electromagnetic field. Without loss of generality, let us assume that the
electric field operator is well defined in a single mode of frequency ω:
Ê† = â†e−iωt Ê(t) = âeiωt. (4.19)
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The second order correlation function in terms of the creation and annihilation





〈â†(t)â(t)〉 〈â†(t+ τ)â(t+ τ)〉
, (4.20)
where it is written in the normal and time ordering of the operators. Using the










Rewriting the correlation function in terms of the variance σ2n = 〈n2〉 − n̄2, where
n̄ is the mean photon number, Eq. (4.22) becomes,




It is possible to get g(2)(0) < 1 for fields with a distribution where the mean
photon number is greater than the variance n̄ > σ2n. Non-classical light can vi-
olate the Cauchy-Schwartz inequality in (4.16) defined for classical fields. Note
that g(2)(τ → ∞) = 1 is true for any stationary fields. For quantum fields, the
inequality (4.18) can also be violated.
2This definition is only satisfied at τ = 0 , because â, â† do not commute with each other, we
cannot rewrite the numerator of Eq. (4.20) as 〈n̂(t)n̂(t+ τ)〉
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For example, number states are the eigenstates of the operator n̂, and consti-
tute a complete set for a single mode field [106]. Since there is no uncertainty
in the photon number, the variance vanishes σ2n = 0, the second-order correlation
function for number states takes the form,
g(2)(0) = 1− 1
n
, (4.24)
which exhibits anti-bunching with g(2)(0) < 1 and a g(2)(τ) > g(2)(0), which is in
complete contradiction with Eq. (4.16) and (4.18).
In particular, for a single-photon state in a pure state where n̄ = 1, we find
g(2)(0) = 0, which is a lower bound on g(2)(0) for non-classical light. At zero time
delay, the second-order correlation function is also a measure of the multi-photon
nature of a light source. For this reason, g(2)(τ = 0) is an important metric that
determines the quality of a single-photon source.
Note that Eq. (4.23) is not limited to the description of non-classical states.
Table 4.1 shows the statistical properties and g(2) for thermal (classical), coherent
(semi-classical) and number states (quantum).












Number (n = 1) Sub-Poissonian 1 0 0
Table 4.1: Probability distribution P (n), variance σ2n and g
(2) for different
classical and non-classical states of light.
We can relate the photon-number probabilities Pn to g
(2)(0), by using the
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g(2)(0) provides a direct measure of the multi-photon probability for single-photon
sources.
4.3 A photon and a beamsplitter
Figure 4.2 shows a basic setup with two click/no-click detectors after the out-
put ports of a beamsplitter to characterize g(2)(0) and the indistinguishability.
Both characterizations require to measure the conditional probability of one de-
tector registering an event given that the other detector registers another event
simultaneously.
The relation between the inputs and outputs of a beamsplitter is given by the






where r1 (r2), t1 (t2), without loss of generality are the real reflection and trans-
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Figure 4.2: Setup schematic to characterize g(2)(0) and HOM-visibility.
(a) Standard HBT interferometer, if a single photon is incident at port one, and
the vacuum state is in port 2. The single photon can only exit one output path
at a time. (b) HOM-interferometer, two photons are incident at each BS port. If
both photons are indistinguishable, both photons will exit the same port.
mission amplitudes with a relative phase φ1 (φ2) for port 1 (2) as shown in Fig. 4.2.
In terms of the creation and annihilation bosonic operators, and ignoring any
frequency dependence of the reflection/transmission amplitudes, the input-output










here â†i (âi) creates (annihilates) a photon in the i-port of the BS. In the most
general case, the scattering matrix, S, is not symmetric and/or unitary. The non-
unitarity is characteristic of a lossy BS, where the total energy of the output fields
is lower than the energy of the input fields, and the following inequality holds:
√
T1R2 +R1T2 + 2t1r1t2r2 cosα ≤
√
(1− T1 −R1)(1− T2 −R2), (4.30)
where Ti = t
2
i , Ri = r
2
i are the transmission and reflection coefficients, and α =
φ1 +φ2 is constrained by energy conservation. The phase α can have an important
effect on two-photon interference by setting an upper-bound on the visibility if
α 6= π (assuming g(2) is negligibly small) [112]. For the following discussion we
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assume α = π.
Using Eq. (4.29), we can write the BS input-output relations in terms of the
number operators as,













2) + T2n̂2, . (4.32)
In the case for a lossless BS the photon number is conserved n̂3 + n̂4 = n̂1 + n̂2, this














+ (T1T2 +R1R2 − 2t1r1t2r2)n̂1n̂2
≈ T1R1n̂1(n̂1 − 1) + T2R2n̂2(n̂2 − 1)
+ (T1T2 +R1R2 − 2t1r1t2r2)n̂1n̂2, (4.34)
where we assume t1r1 ≈ t2r2 in the approximation of Eq. (4.33).
It follows that the normalized probability for a simultaneous coincidence event





where the value of PN(13, 14) will depend on the initial state at the input ports of
the BS. Let us consider the state where the vacuum state is at port 2, and there
are at most two photons at port 1, where the probability of a single photon is
much great than the probability of a photon pair P1  P2. The density matrix of
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this state is
ρ̂in = P0 |01, 02〉〈01, 02|+ P1 |11, 02〉〈11, 02|+ P2 |21, 02〉〈21, 02| , (4.36)
where P0 = 1− P1 − P2 is the probability of the vacuum state occupation.













where the only non-zero elements correspond to the operators n̂1 and n̂1(n̂1 − 1).
Note the equivalence between Eq. (4.38) and (4.25), and Eq. (4.39) and (4.27).
4.4 Indistinguishability
The indistinguishability characterizes the similarity of the spectro-temporal,
spatial, and polarization mode between two photons. This characterization can
be done for photons from different sources or two subsequent photons from the
same source. The indistinguishability is determined by measuring the visibility
of the Hong-Ou-Mandel (HOM) interference, which is a quantum phenomenon
that is observed for identical particles. If two indistinguishable photons arrive
simultaneously, one at each input port of an ideal 50:50 BS, then the photonic
fields constructively interfere if they exit the same output port, and destructively
interfere when they take opposite paths.
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An HOM-interferometer is shown in Figure 4.2 (b), where two incident photons
are spatially and temporally overlapped at a 50:50 BS, and there is one detector
at each output port. The two-photon interference is characterized by the absence
of simultaneous coincidence between the two detectors. If both photons are iden-
tical to each other, then the coincidence probability vanishes. In contrast, if the
photons are distinguishable, there is a 50% probability of a coincidence that cor-
responds to the classical limit. The HOM-visibility is obtained by comparing the
coincidence probability when the photons are in the same modes, and when they
are in orthogonal modes after the beam splitter.
An input state |11, 12〉, where the photon at input 1 is identical to the photon





(|23, 04〉+ |03, 24〉) (4.40)
where we used Eq. (4.29). In this case, the probability of a coincidence detection
is zero and the HOM visibility is one. However, the following factors reduce the
visibility from its maximum value [100]:
• one or both photons are not in the same spectro-temporal, spatial and po-
larization mode,
• there is more than one photon at either BS input port,
• an imperfect 50:50 BS.
Let us analyze the effect of the last two conditions: multi-photon events and
imperfect BS. Assuming that the probability of states with more than two photons
is negligible and that the probability of a single photon P1, and the probability of
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two photons P2 are the same at both input ports, the incoming state is represented
by the density matrix:
ρ̂in = P0 |01, 02〉〈01, 02|+ P1 |11, 02〉〈11, 02|+ P1 |01, 12〉〈01, 12|
+ P 21 |11, 12〉〈11, 12|+ P2 |21, 02〉〈21, 02|+ P2 |01, 22〉〈01, 22| .
(4.41)
Using Eq. (4.33), we find that the coincidence probability P (13, 14) for ρ̂in is
P (13, 14) ≈ Tr{ρ̂inn̂3n̂4}
≈ Tr{ρ̂in[T1R1n̂1(n̂1 − 1) + T2R2n̂2(n̂2 − 1)
+ (T1T2 +R1R2 − 2t1r1t2r2)n̂1n̂2]}
= (T1R1 + T2R2)2P2 + (T1T2 +R1R2 − 2ct1r1t2r2)P 21 ,
(4.42)
where c is the mode overlap in all degrees of freedom of the two incident photons,
and it is present in the term where the photons exit the same output port of the
BS. Here, the mode overlap is the parameter that describes the indistinguishability
obtained from a HOM-interference measurement, and its value can range from zero
to one.
Following the assumption that the probability of states with more than two
photons is negligible, we use Eq. (4.27), and rewrite the two-photon probability
as P2 ≈ g(2)(0)P 21 /2. The coincidence probability becomes:
P (13, 14) ≈
[
T1T2 +R1R2 + (T1R1 + T2R2)g
(2)(0)− 2ct1r1t2r2
]
P 21 . (4.43)
We determine the visibility by comparing the coincidence probability when
both photons have the same polarization, and when both photons are in different
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polarization states (a convenient way to switch between indistinguishable and fully
indistinguishable photons). For the more general case, where the BS coefficients















T1V T2H +R1VR2H − T1HT2H −R1HR2H








where we assume that in the case of P (13, 14)HV , the photon at port 1 has H-
polarization and the photon at port 2 has V -polarization, similarly for P (13, 14)HH ,
both incoming photons have H−polarization.
In the particular case of a BS with symmetric ports, T1 = T2 = T and, R1 =
R2 = R, the visibility reduces to:
V = 2c
T/R +R/T + 2g(2)(0)
. (4.46)
If T = R = 1/2 and g(2)(0) = 0, then the visibility is equal to the incoming
photons mode overlap c.
4.4.1 Time-resolved two-photon quantum interference
So far, we have focused on the probability of coincidence for τ = 0. In this
section following the discussion from Ref. [104], we analyze the time dependence
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of the joint probability of detecting a photon in port 4 at time t0 + τ , conditioned
on the detection of a photon in port 3 at a time t0. The field associated with the











where we assume that both photons have the same spatial and polarization mode.


















here, ζi = εi(t)e
iωit are the temporal mode functions. The coincidence probability
for the input state |11, 12〉 = â†1â
†
2 |0〉 is given by,








|ζ1(t0 + τ)ζ2(t0)− ζ2(t0 + τ)ζ1(t0)|2.
(4.50)
The instantaneous joint probability P13,14(t0, τ = 0) vanishes, no matter how differ-
ent the temporal mode or the frequency of each photon. By integrating Eq. (4.50)
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dt0|ζ1(t0 + τ)ζ2(t0)− ζ2(t0 + τ)ζ1(t0)|2, (4.51)
thus, the width δtHOM of the temporal envelope of P13,14(τ) is determined by
the convolution of the amplitudes εi(t). Moreover, if the photons have different
frequencies, quantum beats with frequency δω = ω2 − ω1 also arise modulating
the envelope of P13,14(τ). To illustrate this, let us consider a Gaussian amplitude






























Figure 4.3 shows that P13,14(τ = 0) → 0 in Eq. (4.53) for photons with different
temporal modes and frequencies.
In practice, detectors have a finite temporal resolution δtres, and measuring
P13,14(τ = 0) → 0 or quantum beats, require that the detectors resolution is the
smallest time scale of the system δtHOM  δtres, and 1/δω  δtres. If this condition
is satisfied, then both photons are indistinguishable by projecting them in the same
spectro-temporal mode for a time-bin δtres. However, these observations become
challenging for short pulses or large frequency differences even if the temporal
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Figure 4.3: HOM-dip for different photon wave packets. The HOM-width
is determined by σ1, σ2 and δω.
resolution of the detector is short enough, since the integration time for a sufficient
signal to noise ratio for P13,14(τ) is inversely proportional to δtres.
4.5 Fully single-mode efficiency, brightness, and fidelity
Optical quantum information schemes are susceptible to errors if they are not
implemented with highly pure and indistinguishable single photons. In addition,
scaling up quantum information protocols requires high generation efficiency, since
any inefficiency leads to an exponential decrease of the success probability with
system size. Finally, the rate of single-photon production provides a limitation on
the practicality of any protocol. To that end, we define three metrics that quantify
these properties: F , the single-photon fidelity, which is the fraction of emission
that consists of a single photon in a single spectral, temporal, polarization, and
spatial mode; P sm1 , the probability of generating a single photon in the desired
mode; and R, the fully single-mode rate, which is the rate of photon production
in the desired mode.
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Assuming that the probability of multi-photon events greater than two is neg-
ligible, the only outcomes from a source are: single photons in the desired mode
with probability P sm1 , single photons in an undesirable mode with probability P
′
1,
two photons in any mode with probability P2, and null events with probability
P0. Experimentally, the following quantities are measured: the detector-corrected
fibered efficiency P ; the HOM visibility, V ; and the second-order autocorrelation


















Here we used Eq. (4.11), where we have assumed that the measurements are taken
with standard click/no-click detectors with efficiency ηdet. In Eq. (4.55) we have
assumed that the visibility V is corrected for multi-photon events (see Eq. (4.45)).
Solving the system of equations for P sm1 to second order in g
(2)(0), we get the
fully single-mode efficiency:










This figure of merit characterizes the efficiency of a fully single-mode single-photon
source, including the spectro-temporal coherence measured from the HOM visibil-
ity. For many quantum information applications that demand pure indistinguish-
able single photons, the success probability scales with P sm1 rather than other
commonly reported metrics, such as the fibered efficiency, P .
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We report the source fully single-mode single-photon rate as R = ReffP sm1 ,
where Reff is the clock rate weighted by the experimental duty cycle. Apart from
source rate, the fraction of emission in the desirable mode, quantified by the fidelity
F , also matters for applications:








4.5.1 On-demand single-photon sources performance
Figure 4.4 shows P sm1 , F , andR for a sample of different single-photon sources3.
The sources considered are listed in Table 4.2 and in Table 4.3, for solid-state-based
sources, and atomic-based sources respectively. In this data collection, we used the
quoted ηdet to determine the detector corrected efficiency P , but assumed ηdet = 1
in Eq. (4.57) to obtain P sm1 . Thus, for sources with a non-negligible g
(2)(0), P sm1 is
an upper bound. Narrow-bandwidth sources naturally compatible with coherent








SPDC [113] 76 ≈0.01 0.91 0.09 0.009 0.69 0.910
SPDC [114] 80 0.049 0.962 0.03 0.047 3.74 0.961
MUX [115] 10 ≈0.002 0.91 ∼0.2 0.002 0.02 0.910
MUX [116] 0.5 0.667 0.91 0.269 0.562 0.28 0.843
QD [117] 82 ≈0.02 0.996 0.0028 0.020 1.63 0.996
QD
[118]
80 ≈ 0.08 0.7 0.013 0.056 4.47 0.699
QD [119] 76 0.337 0.93 0.027 0.312 23.71 0.926
QD [120] 76 0.10 0.94 0.006 0.094 7.14 0.940
QD [121] 76 0.24 0.975 0.025 0.233 17.77 0.972
QD [122] 81 0.11 0.92 0.05 0.101 8.17 0.918
Table 4.2: Performance of solid state single-photon sources. Spontaneous
parametric down conversion (SPDC), multiplexed-heralded-single-photon source
(MUX) and, quantum dot (QD). Values estimated from available data.
3There are much more sources in the literature, but we concentrated on those that reported
sufficient measurements to calculate P sm1 , R and F
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Figure 4.4: Performance of a sample from different single-photon
sources. Solid-state systems considered are spontaneous parametric down-
conversion (SPDC) [113, 114], multiplexed-heralded-single-photon source (MUX-
HSPS) [115, 116] and quantum dots (QD) [117–122]. Atomic systems considered
are single atoms in free space [15,123], atoms in cavities [124–127], and Rydberg is
the source developed in this thesis work and detailed in Chapter 6. (a) Fidelity F
vs. fully single-mode single-photon efficiency P sm1 . (b) Single-mode single-photon













Yb ion [123] 80 8 0.003 0.86 ∼ 10−3 0.003 18.16 0.860




[124] ≈ 1.8 0.05 0.08 0.9 0.05 0.072 0.06 0.898
Atom in
cavity
[125] ≈ 2 0.7 0.2 0.7 ∼ 10−2 0.140 1.96 0.699
Atom in
cavity [126]
0.1 1 0.21 0.87 0.02 0.182 0.18 0.868
Atom in
cavity [127]
100 0.01 0.39 0.64 0.02 0.249 2.49 0.637
Rydberg ∗ 60 0.2 0.100 0.982 5× 10−4 0.098 11.8 0.982
Rydberg ∗ 60 0.5 0.4 0.99 ≈ 10−4 ≈ 0.4 120 0.99
Table 4.3: Performance of different atomic single-photon sources. Here R
is weighted by the duty cycle of operation. Values estimated from available data.
∗Rydberg source developed in this thesis work see Chapter 6 for details.
As is evident from Fig. 4.4 and Table 4.2- 4.3 that show the wide variety of per-
formance from different sources, an ideal single-photon source is still lacking, there
are sources that have developed a high quality in one parameter while compromis-
ing in another. This is in general the case for solid-state sources where fidelity can
be compromised for efficiency, although quantum dots have increasingly improved
over the years to decrease this trade-off [101].
The main limitation for atomic sources is their rate due to their narrow band-
width. As there is a deeper understanding of dephasing mechanisms hindering fi-
delity, with better cooling and manipulation techniques and enhanced light-matter
coupling, we can also expect improvement for atomic sources.
85
Chapter 5: Experimental Apparatus
This chapter describes the design and implementation of the experimental
apparatus to produce 87Rb cold Rydberg ensembles for the experiments reported
in Chapter 6 to Chapter 8. The design was based on previous setups investigating
Rydberg interactions in dense cold-atomic mediums [63,75,80].
First, we discuss the physical requirements to study Rydberg atoms. The
second section describes the vacuum system components, along with the in-vacuum
elements to coherently manipulate Rydberg atoms with fine control. The last
section outlines the experimental sequence and details of all the different parts
and systems to probe Rydberg interactions in a cold atomic medium.
5.1 Experimental requirements
As discussed in Chapter 3, the collective coupling strength scales with
√
OD,
and we require a dense atomic medium where the van der Waals interaction among
the Rydberg atoms is the largest energy scale dominating over dephasing mecha-
nisms such as Doppler broadening. These conditions allow us to observe quantum
nonlinearities, interacting slow-light polaritons, or collective spin-wave excitations.
High optical densities improve the collective coupling of the probe light with
the atoms. The ratio of the resonant absorption length of the medium la = 1/(ρσ0)
to the blockade radius measures the interaction strength, parametrized by ODb =
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rb/la. Typically strong Rydberg interactions occur for ODb > 1.
Dephasing between the ground-state and Rydberg-states and Doppler broad-
ening can reduce the range and coherence of the blockade effect by canceling the
energy shift from Rydberg interactions. Low temperatures allow us to dimin-
ish dephasing due to motional dynamics, largely neglect the motional degrees of
freedom, and coherently manipulate the internal state of the atoms.
Using standard laser cooling and trapping techniques, we produce dense cold
ensembles of 87Rb atoms, reaching densities ρ ∼ 1012 cm−3 with mean temper-
atures of ∼ 10 µK in an optical dipole trap. This configuration allows us to
investigate the dispersive and dissipative dynamics of Rydberg interactions. Fur-
thermore, we can modify the dipole trap geometry to study different regimes. For
example, single-photon generation requires a single Rydberg spin-wave excitation,
which is achieved in a fully blockaded ensemble, where the blockade volume is
larger than the trapped atom cloud. On the other hand, probing few-body physics
involves investigating the interactions of multiple Rydberg excitations inside an
elongated atomic medium with longer interaction times.
Throughout this thesis, we study the longitudinal nature of the interactions, re-
ducing the dimensionality of the system by focusing the probe waist much smaller
than the blockade radius over the length of the cloud.
5.2 Vacuum system
The main components of our vacuum system are an ion pump, bellows con-
taining a natural Rb source, and various electrical feedthroughs that provide high-










Figure 5.1: Vacuum system components. (1) Stainless-steel spherical-octagon
chamber. (2) Ion-pump with magnetic shielding. (3) Metallic bellows containing
Rb ampule is connected to the cross with a zero-length reducer. (4) HV electrical
feedthroughs connected by CF multiplexer. (5) 9 pin D-Sub 2.75” CF feedthrough
for low voltage. Viewports with optical access are indicated by light-grey CF
flanges.
components are connected through crosses to the main chamber. An all-metal
gate valve lies behind the ion pump (not shown), which was used for the initial
pumping of the system.
The main chamber is a Kimball Physics spherical octagon compatible with
knife-edge conflat CF components for ultra-high vacuum (UHV). It is made of
316L non-magnetic stainless steel (ss) with 8” of inner diameter, 8” CF flanges on
top and bottom, and eight 2.75” CF flanges. All of these ports have optical access
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to allow for cooling, pumping, trapping, and excitation of the atoms. During
the assembly we installed custom made washers under the vacuum bolts of the
viewports to mount 60-mm cage systems directly into the octagon (for the design
of these washers see Creston Herold thesis [128]).
The Titanium ion pump from Gamma Vacuum (45S-CV-2D-SC-110-N) is mag-
netically shielded and was placed as far as possible from the atoms to avoid Zeeman
shifts due to stray magnetic fields. The pumping speed of 45 L/s keeps the mea-
sured background pressure to 6 × 10−10 Torr at the pump when the Rb oven is
off. The ion pump is permanently heated to 60 C to avoid Rb deposition.
The bulk Rb source is contained inside the bellows located at the bottom of
one of the crosses, and it is attached through a 2.75” to 1.33” zero-length reducer
flange. We originally had a custom machined aluminum cylinder to cover the
bellows and heated (∼100 C) or cooled (∼14 C) it with a thermoelectric cooler
with water-cooling system shared with the quadrupole coils, but this configuration
ultimately failed. Currently, the oven is heated with fiberglass heating tape and
covered with Al foil. A temperature controller regulates the heating tape voltage
with a solid-state relay turning on/off the voltage from a Variac. The temperature
is set to 60 C to keep the pressure reading to ∼ 10−9 Torr at the pump during
experimental cycles.
All eight 2.75” CF viewports have fused silica windows with a 304L non-
magnetic ss flange. Six of them are along the cooling, imaging, and pumping
beam paths and have a broad-band anti-reflection (AR) coating for 550 nm - 1100
nm wavelengths; the other two have a custom AR coating for 470 nm - 490 nm,
and 780 nm - 1064 nm for the control, probe, and trapping beams. The 8” CF
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viewports have borosilicate windows (they are significantly cheaper but have lower
transmission than their fused silica counterpart) with a custom AR coating for 780
nm - 1064 nm.
Finally, there are five Miniature High Voltage (MHV) coaxial feedthroughs
attached to a 2.75” to 1.33” CF multiplexer adapter (Kimball Physics). They are
connected to the in-vacuum selective ionization components with kapton-coated
wire1. The 9-pin D-Sub 2.75” CF feedthrough is connected to eight in-vacuum
low-voltage electrodes to cancel out stray electric fields.
5.2.1 In-vacuum elements
We installed the following components in-vacuum to achieve fine control over
the excitation of the Rydberg states and their interactions:
• A pair of aspheric lenses to tightly focus the probe beam with reduced aber-
rations, such that the probe beam waist is smaller than the blockade radius
along the length of the atomic cloud.
• Eight low-voltage electrodes to compensate DC electric fields in any direc-
tion, and avoid shifts on the Rydberg transition due to the high static po-
larizabilities. These electrodes can also tune Förster resonances by shifting
the Rydberg state.
• A selective-state ionization system to identify and detect Rydberg states,
and eliminate contaminant states produced by ground-state atoms and Ry-
dberg electron collisions [129]. This system consists of a micro-channel plate
1Kapton is a film used as an electrical insulator, it is temperature-stable up to 400 C. It does
not out-gas making it compatible with UHV
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(MCP) detector, a grid in front of the detector, and an HV electrode. We
can also use the latter to do microwave addressing between Rydberg states
(and also between the hyperfine manifolds of the ground states).
All these elements are attached to two platforms, which are held in place by a
set of groove grabbers (Kimball physics), as shown in Fig. 5.2. The platforms, elec-
trodes, holders, and mounts are made of 316L ss and machined with a ±50.8 µm
tolerance. We also electro-polished these parts to avoid rough surfaces. The four
slots along around the center of both platforms to avoid the formation of Eddy
currents when changing the magnetic field produced by the surrounding coils.
The lens mounts, platforms, and groove grabbers are all electrically connected
to the chamber (the latter is connected to ground through the optical table). At
the same time, the elements for fine electric field control and ionization system are
isolated from the ground with ceramic (MACOR) hat washers. All the screws used
to attach the in-vacuum components are vented, this is to prevent the creation
of air pockets between the end of the screw and bottom of the tapped hole that
could increase the pressure inside the chamber.
The arrangement of the in-vacuum elements in the platforms allow us to cre-
ate a magneto-optical trap (MOT) in the 90◦ optimal configuration with 25 mm
diameter beams (see Fig. 5.2(c)).
5.2.1.1 Aspheric lenses
The in-vacuum lenses have multiple purposes: they focus down the probe and
control beams to the atoms, collect probe photons, and form a crossed dipole
trap, as seen in Fig. 5.2(c). The lenses are A25-40FPX from Asphericon and have
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Figure 5.2: Vacuum system components. (a) Isometric view of the in-vacuum
system. The components at the top consisting of the top platform and low-voltage
electrodes are made transparent for clarity. (b) Side cross-section view. Fix
mounts hold the aspheric lenses. The parts that are electrically isolated from
the ground are depicted with a darker grey. (c) Top view. The in-vacuum con-
figuration allows for cooling with 1” diameter beams (orange) at 90◦. The probe
(light-red), control (blue), and dipole beams (dark red) go through the aspheric
lenses. The crossed dipole beams propagate off-axis from the lenses optical axis
and cross at the focal plane.
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a custom AR coating for 470 nm - 490 nm and 780 nm - 1064 nm.
The lenses are separated 76.4 cm from each other (which corresponds to twice
the focal length2 for 1012 nm), they are held in place by fixed mounts using a ma-
chined PEEK washer3, and a retaining ring screwed to the mount (see Fig. 5.2(b)).
The maximum NA for this assembly is 0.3., however, to focus the probe beam
waist down to ' 3.3 µm only ≈ 0.1 NA is needed. We achieve a nearly aberration-
free Gaussian beam of at the mid-distance of the lenses. The NA for the control
and dipole beams is about ' 0.01. Thus aberrations are negligible, even for the
dipole beams propagating off-axis.
During the assembly, we aligned the lenses by using a precisely machined Al
block to set the distance between the mounts, and 50 µm shims to adjust the
relative height. First, we fix one of the mounts and screw a metal target with
a hole concentric with the center of the lens. We aligned a HeNe laser beam to
the center of the target, while overlapping the back-reflections of the incoming
beam with a flat mirror flushed to the metal target. Once the beam is centered
at the target and parallel to the optical axis, we put apertures along the beam
path. Then, we carefully move the position of the second mount with a metal
target, such that the center of the target is concentric to the beam, while making
sure that the beam goes through the far field aperture in the process. We slightly
rotated the platform such that there is small angle between the optical axis of
the lenses and the center of the chamber ports to avoid interference effects. Since
we use a relatively low NA, the alignment does not demand the higher precision
2In hindsight, the determination of the 780-nm probe focus, and the relative alignment of the
control and dipole beams with respect to the probe, would have been easier if we would have set
the distance between the lenses as twice the focal length of the 780-nm light.
3PEEK is UHV compatible and has excellent mechanical properties that are maintained at
high temperatures, resulting in crack-free lenses after baking the vacuum system at 300 C.
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required for other single-atom addressing systems with high NA.
5.2.1.2 Electric field control, Selective ionization system and Mi-
crowave addressing
An octopole configuration of electrodes is used to cancel stray electric fields.
Figures 5.2(a)-(b) show their arrangement. They consist of two sets of four elec-
trodes with an equal offset from the horizontal plane. Each electrode has a pair
of tapped holes and is attached to the platform with 4-40 bolts using ceramic
hat-washers on each side of the platform to isolate the electrode electrically. We
carefully stripped 14 AWG kapton-wire and wired it around between the washer
and the bolt head before tightening, then we used crimp connectors to attach them
to the 9-pin D-sub feedthrough.
During the assembly, all electrical connections were intact, but after baking
the vacuum system, we realized that one of the bottom electrodes was shorted
to ground. However, COMSOL simulations show that we can create a homo-
geneous or gradient electric field at the atoms with seven working electrodes.
Figures 5.3(a)-(c) demonstrate we can finely tune the Rydberg-state resonance
by manipulating the electric field in the x-, y- and z- planes, and serves as a
calibration of the electric field control.
The selective field ionization system consists of a MCP (MICROTRON MINIA-
TURE APD Photonis) for electron detection, a high-transparency mesh used as a
Faraday cage in front of the detector to shield the atoms from the MCP voltage,
and a large electrode facing the MCP assembly and equidistant from the atoms.
30 AGW kapton wire and barrel connectors link all these elements to the MHV
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Figure 5.3: DC electric field control for 99S1/2 Rydberg state with a
detuning ∆c from resonance. Measurements (circles) of voltage control and
quadratic fits (solid lines) along: (a) the x-plane with electric fields of 103 ±
3 mV/cm per volt applied (b) the y-plane with electric fields of 79 ± 3 mV/cm
per volt applied. (c) the z-plane with electric fields of 143 ± 2 mV/cm per volt
applied.
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coaxial connectors. We measure an electric field of 32±1 mV/cm per volt at the
atoms when the MCP and the Faraday cage are grounded and applying a voltage
to the large electrode. We can selectively ionize n > 45 when applying ±2 kV on
both sides.
Since the lenses are not coated with a metallic coating or shielded with a Fara-
day cage, the dielectric surfaces directly facing the atoms get polarized/charged
when the control beam is on and when we charge any of the electrodes with the
voltage necessary to field ionize. These surfaces are likely coated with Rb and
wavelengths shorter than 548 nm (corresponding to the work function of Rb) can
photoionize and generate free electrons, while also ejecting neutral Rb atoms, an
effect known as light-induced atom desorption (LIAD) in alkali atoms [130, 131].
The polarization/charging of the stray fields due to the LIAD and high-voltage
electrodes slowly changes with a time-scale of minutes, and it is not possible
to compensate for the residual electric fields with the control electrodes. This
is a problem even for states n > 100, which only require an ionizing electric
field < 4 V/cm due to their large polarizability > 6 GHz(V/cm)2, and prevent
us from doing selective field ionization with the MCP. Fortunately, we do not
charge/polarize the dielectric surfaces for stray electric field compensation, where
just apply a few millivolts to the octopole electrodes.
We use the large electrode to address excitations of nearby Rydberg states
via microwave fields. For n ∼ 100 we can obtain more than 100 MHz of Rabi
frequency with 2 dBm of power at the MHV connector. Figure 5.4 shows Rabi
flopping between 139S1/2 and 139P3/2 at a microwave frequency of 1.267 GHz.
Considerably more power is needed, ≈33 dBm to generate Rabi frequencies of
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Figure 5.4: Microwave transition between Rydberg states S ↔ P . Rabi
flopping between 139S1/2 and 139P3/2 with a Rabi frequency of Ωµ/(2π) = 13.5±
1.0 MHz. As determined by photon retrieval from a stored 139S1/2 spin wave.
Ωµ/(2π) = 1 kHz at 6.83 GHz between the hyperfine manifolds of the ground-
state. We are unable to drive any of the low-voltage electrodes to increase the
Rabi frequency at the atoms since the D-sub type connector seems to significantly
attenuate fields at microwave frequencies.
5.3 Making cold atomic ensembles
We describe in detail the experimental procedure and components to create
Rydberg excitations in cold-atomic ensembles in the next subsections. We start
with different stages of cooling the atoms to get high densities ≈ 1012 cm−3 with
mean temperatures ≈ 10 µK into the dipole trap. Reaching this regime allows us
to coherently excite Rydberg excitations and probe their dynamics for as long as
600 ms before we need to repeat the loading cycle.
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5.3.1 Laser Cooling
We start the experiment by loading the atoms from the background rubidium
pressure in a MOT. A MOT consists of a magnetic gradient field created by a pair
of coils in a quadruple configuration, and a pair of counter-propagating beams
with opposite circular polarization in each axis (x, y, z) [132].
Since 87Rb is a multi-level system with two hyperfine manifolds in the ground-
state F = 1 and F = 2. A single cooling beam addressing the closed transi-
tion (|5S1/2, F = 2〉 → |5P3/2, F = 3〉) would eventually off-resonantly pump the
atomic cloud into a dark-state in the F = 1 manifold. The MOT, therefore, needs
two beams: a cooling beam red-detuned from the closed transition resonance, and
a repump beam that pumps the atoms out of the dark-state to F = 2 to continue
the cooling cycle. During the MOT stage, we reach temperatures around 150-
200 µK. The MOT loading typically lasts for 250 ms, but we change the loading
time to vary the final optical depth in the dipole trap. Figure 5.5 depicts our
MOT configuration where we use polarization-maintaining fibers (PMF) to have
a well defined transverse and polarization mode for the incoming cooling beams.
Following the first cooling stage, we spatially compressed the MOT (C-MOT)
by ramping-up the field magnetic gradient 2.25x. This step increases the density
and reduces the sensitivity to stray magnetic field gradients in preparation for
molasses. Then, we implement a temporal “dark spot MOT” where we decrease
the cooling intensity to ≈ 8.5 mW/cm2, with a dim repump light intensity ≈
0.01 mW/cm2, while increasing the cooling detuning 5x to reduce the outwards
radiation pressure from the scattering of the closed transition [133].
The final cooling phase consists of implementing a Λ-gray molasses, using the
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Figure 5.5: Laser cooling beams configuration. (a) Beam propagating along
the vertical axis. The three lenses L1 (plano-concave f=-30 mm), L2 (meniscus
f=150 mm) and L3 (plano-convex f=100 mm) form a compact Galilean telescope
to expand and collimate the 2.5 µm beam from the PMF to a 25 mm beam
diameter. The half-wave plate (λ/2) and quarter-wave plates (λ/4) set the circular
polarization. The beam path is shared with the imaging beam, which has opposite
polarization and is focused by L4 (f=145 mm); they are separated at the polarizing
beam splitter (PBS). The cooling light is retroreflected and re-collimated at the
atoms by using a concave mirror (CM f=150 mm). The MOT-coils are in a
quadrupole configuration to generate a magnetic field gradient. (b) Cooling beams
propagating on the xy-plane. Two sets of periscopes raise the beams to the height
of the chamber. The second periscope mirrors (PM), retro-reflecting mirrors (RM)
and polarizing optics are held through 2.75” CF to 30 mm Thorlabs cage adapters.
The bottom parts of the periscope and MOT coils are not shown.
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cooling and repump lasers in a Λ-Raman configuration. Gray molasses works
similarly to polarization gradient cooling with far-detuned, dim cooling beams
where the magnetic field is zeroed, and there is a polarization lattice along each
orthogonal direction [134]. The difference lies in the existence of dark-states.
Atoms moving sufficiently slowly remain adiabatically in the dark state created
by the lambda-coupling configuration. Instead, fast-moving atoms follow diabatic
transitions to the bright states and cool by scattering photons. Blue-detuning the
repump and cooling laser from the |5S1/2, F = 2〉 → |5P3/2, F = 2〉 in a Raman-
resonant Λ-configuration creates dark states in a superposition of the ground state
F = 1 and F = 2, dominated by the F = 1 sublevel [135]. This process increases
the phase-space density by cooling and decreasing the outward radiation pressure.
Figure 5.6(a) illustrates the configuration of the Λ-gray molasses in the D2-line,
and the narrow enhancement of the peak OD around the Raman resonance is in
Figure 5.6(b). We can achieve final temperatures of ≈10 µK with Λ-gray molasses,
compared to ≈ 40 µK with molasses alone.
5.3.1.1 Cooling Lasers System
The repump light is produced by a Toptica DL-PRO laser with an external
cavity diode laser (ECDL), and it acts as a controller laser. It is locked to the
crossover peak of |5S1/2, F = 1〉 → |5P3/2, F = 0〉 observed in a Doppler-free satu-
ration absorption signal. The probe beam gets equally split in two, where only one
beam is overlapped with a counter-propagating pump inside a vapor cell heated
at 40 C. The cell is magnetically and thermally isolated. The heating tape is
wrapped around the windows of the cell to avoid Rb deposition and additional
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Figure 5.6: Λ-gray molasses in the D2-line. (a) Hyperfine levels used in the
gray molasses, ∆22 is the detuning from the |5S1/2, F = 2〉 → |5P3/2, F = 2〉 cool-
ing transition, and ∆R is the detuning from the |5S1/2, F = 1〉 → |5P3/2, F = 2〉
for the repump light. (b) Measured peak OD after 1.1 ms of releasing the dipole
trap and scanning ∆22 for a fixed ∆R. As the detuning ∆R increases the gray
molasses does not work as well due to off-resonant scattering from |5P3/2, F = 3〉
(see ∆R/(2π) = 63 MHz.
absorption of the probe signal. After interacting with the atoms, each probe is
focused on a balanced photodetector (Thorlabs PDB220A2) that subtracts both
signals eliminating the Doppler background. A Toptica digital controller (DLC-
pro) modulates the laser current at 20 kHz and produces the error signal that is
fed back to the laser current. The rest of the repump laser is divided into two
fibers, the first one sends the light to a wavemeter and beatnote setup. The other
directs the light to a double-pass AOM (acousto-optical modulator)4 configuration
that shifts the laser frequency during the different cooling stages (See Fig. 5.7(a)
for repump laser layout).
The cooling laser is derived from a Toptica TA-PRO laser system, consists
in an ECDL with a tapered amplifier (TA) delivering up to 3 W of power. It is
4All the AOM are used for fast on/off switching of the different laser fields during the exper-
imental cycle and for changing detunings.
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Figure 5.7: Cooling laser layouts. (a) Breadboard with Doppler-free sat-abs
lock for the repump laser. Double-pass AOM setup to shift the repump frequency
is not shown. (b) MOT breadboard with the cooling laser, beatnote setup, and
repump fiber launches. All fibers are PM; using a λ/2 we carefully matched the
polarization of the incoming light into one of the axes of the PMF. The first AOM
shifts the cooling light by -80 MHz; we control the laser frequency at the various
stages by changing the reference frequency of the beatnote lock. Part of the cooling
laser light is used for imaging, and the frequency is shifted by -60 MHz with a
second AOM. A polarizing 2 × 1 fiber splitter/combiner combines the z-cooling
light and the imaging light. There are three 2×2 50:50 fiber splitter/combiner
indicated by the yellow fibers. The first one combines the cooling and repump
light for the beatnote lock and wavemeter ((High Finesse ANGSTROM WS/U-
2). The second fiber splitter sends cooling and repump light to the two periscope
launches (see Fig. 5.5(b)). We only use one arm of the last 2×2 fiber splitter to
send optical pumping light and repump light to the chamber see Fig. 5.9(b) .
frequency stabilized by locking the current and the piezo to a beatnote lock, where
the cooling laser (minion) interferes with the repump laser (controller) in a fibered
fast photodetector (Vescent D2-160). The beatnote signal is sent to a phase-
locked loop (PLL) circuit, which is referenced to a frequency from a Novatech and
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multiplied by 48 (see Table 5.1 and Fig. 5.15). The reference frequency changes
to set the cooling frequency for the MOT, dark, gray-molasses, and imaging. The
error signal is directly fed back to the laser current from the beatnote circuit,
another output from the beatnote circuit goes to the DLC-pro that produces an
error signal to stabilize the piezo. Figure 5.7(b) depicts the “MOT breadboard”
that contains the layout for the cooling light and repump light that is sent to the
atoms, the beatnote lock, and imaging light.
5.3.2 Magnetic Field Control
Four pairs of coils control the magnetic field at every stage of cooling, pump-
ing, and excitation of the atoms. Fig. 5.8 shows the coil geometry. Each pair is
connected to a bipolar 20 A current supply (Kepco BOP20-20M).
The MOT coils are arranged in a quadrupole configuration to produce magnetic
field gradients during the MOT loading and compression. Their inner diameter is
14.2 cm with seven turns and seven layers, which allows the generation of gradients
of ≈2 G/cm/A. They are made of square profile kapton-coated copper tubing and
have plumbing fittings for water cooling.
The other three pairs of coils, the Bias coils, move the center of the MOT-
gradient field, compensate for stray magnetic fields during molasses, and set the
quantization axis during pumping and probing of the atoms. The Z-Bias coils
are parallel to the MOT-Coils, they consist of five turns and two layers of 22
AWG copper wire with an inner diameter of 21.6 cm, and together they generate
fields of ≈ 1 G/A along the z-axis. The two other pairs (XY-Bias coils) central





Figure 5.8: Coil geometry to control the magnetic field. The magnetic
quadrupole is generated by the MOT coils, indicated by the light-copper color.
Three pairs of dipole coils (Bias coils) shifts the zero-magnetic field gradient, cancel
stray fields and produce homogeneous magnetic fields in any direction; they are
indicated by the dark-copper color.
turns and four layers with 12 cm of inner diameter, each pair produces fields up to
≈0.3 G/A. However, measurements with atoms show that the actual field produced
is about half ≈0.15 G/A. The current hypothesis is that there is some leftover
magnetization in the vacuum components due to machined in-vacuum components
(despite being made of 316L non-magnetic ss). This magnetization reduces the
field magnitude by about half for the XY-Bias coils, but it does not seem to affect
the field along the vertical z-direction, comparing with measurements done with
the coils outside the chamber.
During the MOT, C-MOT and dark time stage, the Bias Coils move the center
of the MOT to the dipole trap location to maximize loading into the trap. For
gray molasses the quadrupole is off, and we change the current of the bias coils to
zero the magnetic field. Then, we define a quantization axis for optical pumping
along the y-azis, by ramping the current of the bias coils. We perform this ramp
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over 25 ms to ensure adiabatic following. After pumping, we slowly ramp the
current one more time to define a quantization axis along the probe propagation
direction (x-axis).
5.3.3 Optical Pumping
After cooling, the atomic population is distributed over all mF states of both
hyperfine manifolds. However, for the main experiments presented in this thesis
we need to prepare the atoms into the |5S1/2, F = 2,mF = 2〉 state to address the
stretched state |5P3/2, F = 3,mF = 3〉, and then excite to the |nS1/2, J = 1/2,mj = 1/2〉
state. This two-photon excitation has several advantages: it is magnetically in-
sensitive, it only allows one excitation pathway to a single mJ -state in the nS1/2
Rydberg level which simplifies our scheme. Finally, it has the largest Clebsh-
Gordan coefficients of all the hyperfine transitions, so we measure higher probe
absorption (higher optical depths), and we obtain higher Rabi frequencies for the
control field.
To optically pump the mF levels we use dark-state optical pumping on the D1-
line with a hyperfine repump laser in the D2-line. Both lasers are σ+-polarized
where the bias field (3 G) defines the quantization axis along the y-axis as shown
in Fig. 5.9. In contrast to dark-state pumping using the D2 line |5S1/2, F = 2〉 →
|5P3/2, F = 2〉 where there can be off-resonant scattering from |5P3/2, F = 3,mF = 3〉
that heats the atoms, the D1 pumping is completely dark for pure σ+-polarization
since there are only two hyperfine levels separated by 816 MHz in the excited
state.
We optimize the polarization of the incoming beams by rotating the quanti-
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Figure 5.9: Dark-state pumping schematic. (a) Atomic levels for pumping in
the D1-line with the repump in the D2-line. (b) The pumping and repump beams
propagate along the quantization axis defined by the B-field of 3 G parallel to
the y-axis. Both the pump and repump come from the same fiber, where a 4x
magnifying telescope (L1 and L2) increases the beam waist to ≈ 4 mm. The PBS
filters the polarization, and the wave-plates are adjusted, so the pumping beam
is σ+-polarized. A long-pass dichroic mirror (LPD Thorlabs DMLP900L) directs
the beam to the atoms with an intensity of ≈ 1.6 mW/cm2 for the pump and
≈ 0.02 mW/cm2 for the repump. L3 is a plano-convex lens with f = 250 mm
used for imaging.
zation axis along the x-axis, and measuring the transmission of a σ+-polarized
probe. We tune the probe frequency to the F = 2 → F = 2 of the D2-line, after
pumping for about 100 ms. If the atoms are prepared in the |F = 2,mF = 2〉 state




After the MOT loading, we turn-on the dipole trap during the C-MOT stage
by adibatically increasing the power of the dipole beams using a gaussian ramp.
At the end of grey-molasses and optical pumping, the cloud has densities up to
7× 1011 cm−3 with ∼ 2× 105 atoms and temperatures of ∼ 10 µK. Figure 5.10(b)
shows the trap geometry consisting of three beams intersecting at the probe beam
focus. The crossed trap is formed by two orthogonally polarized nearly counter-
propagating beams with waist ωd ≈ 30 µm at an angle of ≈ 22◦. After going
through the chamber, the linearly-polarized incoming beam of the crossed trap
passes through a PBS, a telescope, a waveplate that rotates the polarization by 90◦,
then is reflected and focused back at the atoms (due to optical losses, the reflected
beam has about ≈ 77% of the incoming dipole beam power). The third beam or
“dimple” beam has an elliptical beam shape with focused waists ωx ≈ 56 µm and
ωz ≈ 28 µm, it propagates along the y-axis intersecting the center of the crossed
dipole trap. The dimple beam is detuned by +10 MHz with respect to the crossed
dipole beams to avoid creating a static lattice. By adjusting the relative optical
power between the different beams, we can modify the dipole trap geometry.
The crossed beams are produced by a 2 W Moglabs TA seeded by a Toptica
TA pro laser system with a tunable ECDL from 1002 nm-1020 nm with up to
2 W output power. By adjusting the detuning of the laser from the transition
|nS1/2〉 → |6P1/2〉 (≈1004 nm) or |nS1/2〉 → |6P3/2〉 (≈1012 nm) at a “magic
wavelength”, it is possible to generate a trapping potential for both ground-state
and Rydberg atoms, since the dynamic scalar polarizability of both states can
become nearly equal [91, 138, 139]. This allows reducing motional dephasing and
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Figure 5.10: Dipole trap schematic. (a) Levels 6P1/2 and 6P3/2 for state-
insensitive trapping. The hyperfine structure is in Refs. [136, 137]. (b) Dipole
trap geometry of crossed trap + dimple. The dipole light for the crossed trap is
delivered by a 15-µm mode-field diameter photonic crystal fiber (NKT Photonics
LMA-PM-15). The incoming and reflected beams propagate off-axis from the in-
vacuum lenses optical axis and get focused to form a crossed trap, the crossing
angle can be modified by changing the distance from the in-vacuum lenses optical
axis. The telescope for the incoming beam consists of two achromatic lenses of
f = 45 mm and f = 45 mm, for the reflected beam the telescope has a plano-
convex lens of f = 60 mm and a plano-concave lens with f = −50 mm. The
dimple light also comes from a photonic crystal fiber (LMA-PM-15) is shaped
with an elliptical beam profile by 2:1 anamorphic prisms, and is ≈3x magnified
by two lenses with f = −30 mm and f = 100 mm. A 300 mm lens focuses the
beam at the crossed dipole trap, the mirror prior to a lens is mounted in a pico
motor mount for fine adjustment. The short-pass dichroic mirrors (SPD Chroma
T 800 DCSPXR) combine the dipole light with 780-nm probe light. The long-pass
dichroic mirror (Thorlabs DMLP900L) in the dimple path combines the trapping
light and the optical pumping light.
position-dependent differential-Stark shifts, which are usually of opposite sign for
Rydberg atoms compared to ground-state atoms, where the dipole trap has to be
turned off during the Rydberg excitation.
The crossed dipole trap consists of nearly counter-propagating beams with op-
posite linear polarization at a frequency blue-detuned from the transition |nS1/2, J = 1/2〉 →
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|6P1/2, F = 1〉. In this configuration and with the quantization field pointing along
the trap direction, there is a polarization lattice that results in position-dependent
vector-light shifts, so that σ±-polarized light acts as a fictitious magnetic field for
the Zeeman sub-levels. The dimple beam has π polarization and it is detuned from
the crossed beams, so in principle, it only adds a scalar light shift to both states.
In general, the detuning that cancels-out differential vector light-shifts does not
compensate for differential scalar light shifts (See Fig. 5.11). We operate with a
detuning where the differential vector light-shift is nearly cancelled or has a mag-
nitude of a few kHz. Here, the scalar polarizability is close to the free-electron
polarizability. We empirically determined that operating in this regime, resulted
in lower Rydberg linewidths, rather than operating where the scalar differential
light shift vanishes. Despite the different light shifts, we can continuously excite
the Rydberg level for 100 ms up to 600 ms with moderate total trap powers of
0.75 up to 1.5 W, limited by the lifetime of the dipole trap (about 1.1 s).
We lowered the power of the incoming beam in the crossed trap to 130 mW,
such that the overall optical power is about 230 mW. The dimple power is kept
at its maximum of 550 mW to set the root mean square (RMS) axial width of the
dipole trap to 27 µm for the experiments generating single-photons (See Chap-
ter 6). Using n = 139, we can blockade the full atomic cloud in this configuration
to create a single Rydberg spin-wave excitation. Lowering the power also reduces
the ground-Rydberg differential light shifts. By measuring the retrieval photon
probability as a function of the storage time of the Rydberg spin wave, we extract
a coherence time of τs = 1.9± 0.2 µs.
The Rydberg EIT experiments presented in Chapter 8 are performed with
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Figure 5.11: Calculated light shifts for the ground state and the 139S1/2
Rydberg state in a crossed + dimple configuration. The power of the in-
coming crossed trap beam is ≈ 130 mW (about 100 mW in the reflected beam),
and the power of the dimple beam is ≈ 550 mW. The Toptica EDCL is blue de-
tuned by 450 MHz from |139S1/2, J = 1/2〉 → |6P1/2, F = 1〉 transition (indicated
at the origin of the x-axis). (a) Scalar light shift due to the crossed + dimple dipole
trap for the ground state (red) and Rydberg state (blue). The green line indicates
the light shift due to the free-electron polarizability. The differential scalar light
shift vanishes around 8 MHz. The polarizability of the Rydberg state is close to
the free-electron polarizability for typical operating detunings. (b) Vector light
shift due to the crossed trap for the ground state (red) and Rydberg state (blue).
The differential vector light shift is ≈800 kHz for a detuning of 8 MHz where the
differential scalar light shift vanishes.
the crossed dipole trap beams blue detuned by 1 GHz from |82S1/2, J = 1/2〉 →
|6P1/2, F = 1〉. At full optical power of ≈ 1.5 W, we observe that the n = 82
ground-Rydberg dephasing rate corresponds to γ/(2π) = 0.4± 0.1 MHz from EIT
spectra fits.
Other dephasing mechanisms, such as atomic motion and collisions and laser
phase noise [140] from the control beam, also contribute to the decoherence of the
ground-Rydberg spin wave and γ besides the light-shifts due to the dipole trap. We
are currently investigating implementing a ground-state blue-detuned “anti-trap”
where there would not be problems with light shifts since the atoms lie in the dark
region. Another option is implementing a lattice, but even in that configuration,
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there is a residual non-lattice potential that contributes to dephasing and increases
for n > 50 [139].
5.3.5 Two-Photon Excitation
We use a two-photon transition to excite the nS1/2 Rydberg level, as discussed
in section 5.3.3. This excitation scheme allows us to create and study Rydberg-
dark polaritons through EIT, as well as retrieving single-photons from a collective
atomic excitation in a write-storage-retrieval sequence. Figure 5.12(a) shows the
relevant atomic levels and laser fields, where the probe light addresses the tran-
sition of the ground state to the intermediate state |5S1/2, F = 2,mF = 2〉 →
|5P3/2, F = 3,mF = 3〉, and the control field couples the intermediate state with
the Rydberg state |5P3/2, F = 3,mF = 3〉 → |nS1/2, J = 1/2,mj = 1/2〉. Fig-
ure 5.12(b) depicts the probe and control field paths through the experimental
setup.
The probe light is collimated from a PMF using a triplet lens collimator package
(Thorlabs TC25FC-780), resulting in a beam waist of 2.7 mm. After going through
a Galilean telescope, the beam waist is focused to ≈ 3.3 µm at the atoms by the
in-vacuum lens as measured by an imaging setup using the second in-vacuum
lens. The PBS, HWP, and QWP are as close to the chamber to avoid polarization
deviations due to thermal drifts over the surface of the 2” mirrors, that we employ
to align the probe prior to the chamber. These mirrors are mounted in picomotor
mounts (Newport 8822) with 0.7 µrad of angular precision for fine alignment to
the in-vacuum lenses. For more details on the probe alignment see Appendix A.
Choosing the right dichroic mirrors along to combine all the different wave-
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Figure 5.12: Two-photon excitation schematic. (a) Atomic levels for the
Rydberg excitation through the stretch state transitions. (b) Probe and con-
trol beam paths. The beams are overlapped by two long-pass dichroic mirrors,
LPD1 (Chroma T540lpxr) and LPD2 (Semrock FF757-D101). The probe tele-
scope is formed by an aplanat lens f = 145 mm (CVI LAI-145.0-40.0) and a
plano-concave lens f = −125 mm, in this configuration the curvatures of the
lenses reduce spherical aberrations. The picomotor mounts are located between
the telescope and polarization optics. We also use dichroic mirrors that transmit
780-nm light (for combining the probe with both control and dipole beams) to
avoid other optical aberrations such as astigmatism in the focused probe beam.
The quantization axis is defined along the x-axis during probing.
lengths is crucial to avoid aberrations in the focused beams. Since the probe beam
has the smallest waist at the atoms, all the dichrocic transmit 780-nm light, we
have observed that widely available dichroics (e.g. from Thorlabs) that reflect 780-
nm produced astigmatism in the focused probe beam. To avoid aberrations in the
focused control beam we use a high-quality long-pass mirror (Chroma T540lpxr)
with surface roughness of < λ/4 (see Fig. 5.12(b)). The second dichroic mirror
(Semrock FF757-D101) sends the blue beam into a fiber launch for monitoring
the laser power and alignment, and therefore this dichroic mirror does not have a
high quility surface.
A PMF (Schäfter and Kirchhoff) with a cut-off wavelength of 460 nm and a
mode field diameter of 3.0 ± 0.5 µm delivers the control field to the chamber.
It is collimated with an aspheric lens f=7.5 mm (A375TM-A); a de-magnifying
telescope (f = 175 mm and f = −75 mm) and the in-vacuum lens focus the beam
to ≈ 19 µm as estimated from Rabi frequencies extracted from EIT fits. The
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larger beam waist for the control beam has two main motivations: the first is to
have a homogeneous field along the probe area, and the second is to reduce the
loss of ground-state atoms due to its the anti-trap effect.
The control field is counter-propagating to the probe beam, and it is overlapped
by two different LPD mirrors and an ultra-broadband high reflecting mirror (New-
port 10Q20BB.3). The coarse alignment is done by overlapping the beams as far
as possible from the chamber. The fine alignment is done by maximizing the EIT
transmission on resonance using a picomotor mount (the closest mirror to the
chamber in Fig. 5.12(b)).
After passing through the chamber, the probe is coupled to a multi-mode fiber
to take EIT spectra as diagnostics. There is a 1-nm bandwidth filter (Alluxa
780-1 OD6), and a broader 12.5-nm bandwidth filter (Semrock LL01-780-12.5)
to reduce 780-nm broadband light5 and dipole laser leakage. The final probe
collection arrangement depends on the specific measurements we perform; see
Figures 6.1, 7.1 and 8.2. Finally, we use single-photon avalanche detectors (SPADs
Excelitas SPCM-780-13, see Table 5.2 for specifications) to detect light at the
single-photon level and a time tagger (Roithner Lasertechnik TTM8000) to record
the detection events with time stamps.
5.3.5.1 Probe and Control Laser Systems
An ECDL Toptica DL-pro laser produces the probe light. It is locked via the
Pound Drever Hall (PDH) technique to a high-finesse ultra-low expansion (ULE)
5It appears that the control laser causes broadband fluorescence from the chamber windows,
the exact mechanism is unknown and it is potentially related to LIAD. While the 1-narrow
band interference filter reduces most of the broadband fluorescence, we have found that volume
Bragg-gratings extinguishes this fluorescence. However, it has a lower transmission than the
interference filter (≈75% vs. >98%)
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Figure 5.13: ULE cavity setup. The cavity is isolated from the environment
by a CF reducing tee of 6” to 2.74”. A 1 l/s ion pumpm (Modion) keeps the
pressure down to 4× 10−8 Torr. There are four contact points between the ULE
cavity and the mount through viton pads (not shown). The mount is attached
to a flat platform that is held by viton barrels (in black). This configuration was
specially designed for passive mechanical stability and high-frequency vibration
damping [141].
cavity. Using this scheme, we achieve laser linewidths on the order or below the
kHz level [142, 143]. Having narrow-linewidth lasers that couple the ground and
Rydberg states is crucial for the coherent addressing and control of Rydberg atoms,
given their small natural linewidth. It also significantly reduces long-term drifts
on laser detunings while exciting to the Rydberg state.
The ULE cavity (ATFilms) has custom mirror coatings to be highly reflective
at 780 nm and 958 nm, which results in a finesse of more than 150,000 for both
wavelengths. The mirrors form a modified hemispherical cavity (with curvatures
R1 = 50 cm, and R2 =∞), they are fixed in place by cylindrical ULE glass spacer
with a length of 10 cm. To avoid fluctuations from the air refractive index and to
thermally isolate it from the environment, the cavity is kept inside a small vacuum
chamber with a pressure of 4 × 10−8 Torr as shown in Fig. 5.13. The chamber
is thermally stabilized at 33 C where the thermal expansion coefficient derivative
of the ULE glass is zero. For passive mechanical stability and high-frequency
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vibration damping, we use a specialized mount design compatible with our cavity
geometry (For details on PDH stabilization and the mechanical stability design
see Neal Pisenti’s thesis [141]). This mount also places the optical axis of the
cavity at a 4◦ angle with respect to the windows of the main chamber in order to
avoid etaloning effects.
The PDH technique uses the interference between a carrier and its phase-
modulated sidebands that are reflected from an optical resonator to discriminate
and stabilize the laser frequency. Since it responds to a phase change, the sta-
bilization system bandwidth is not limited by the response time of the cavity
and can be used to narrow the laser linewidth to less than 100 Hz (as imple-
mented originally) [142,143]. The PDH lock is the most suitable locking technique,
since the coherent and fine control of Rydberg states requires that the combined
laser linewidth of the two-photon transition is narrower than the Rydberg state
linewidth.
Figure 5.14(a) shows the PDH lock schematic for the probe laser. A fiber
electro-optical modulator (EOM iXBlue NIR-MPX800-LN-0.16) does the phase
modulation of the probe at a frequency of Ω =18 MHz. A fast-photodiode (New-
port 1801-FS) detects the beatnote signal from the reflected carrier and sidebands,
and a low-pass filter removes the beating between the two sidebands at 2Ω. The
filtered beatnote signal is then combined with the modulation frequency in a mixer
to produce the demodulated PDH error signal. Finally, to feedback the error sig-
nal to the ECDL current, we use a laser servo (Vescent D2-125) with a double
integrator loop filter PI2D and adjustable gain. The piezo is also locked using a
6This modulator does not show any measuarable residual amplitude modulation after testing
different models.
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Figure 5.14: Probe and control locking schematic. (a) Pound-Drever Hall
error signal as a function of detuning from the cavity resonance. Here the finesse
corresponds to 150 × 103, free-spectra range (FSR) of 1.5 GHz and frequency
modulation of 20 MHz. (b) Probe and (c) control laser PDH locking setup using
the ULE cavity. The interference filters before each photodetector (PD) avoid
cross-talk between the 780-nm light and 960-nm light. See the text for more
details.
lower bandwidth loop to compensate for long-term drifts. In principle, the opti-
mal modulation RF power of the EOM for a maximal loop-bandwidth is when the
sidebands have 50% of the carrier power [143]; however, that decreases the power
of the transmitted mode, so we do not operate in this higher bandwidth regime
(therefore the P-value of the lock also decreases).
The PDH lock suppresses laser noise at frequencies below the filter loop band-
width. However, laser phase noise will be highest around the loop bandwidth
frequency. It has been observed that this high-frequency noise reduces the coher-
ence of the Rydberg excitation [140, 144], so to resolve this problem, we use the
transmitted light from the ULE cavity to interrogate the atoms. The transmitted
light has no high-frequency noise since an optical resonator acts as a frequency
filter. We estimate that the linewidth of the transmitted probe is about 8 kHz
(corresponding to the Lorentzian linewidth of the cavity). We measure higher
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transmissions on EIT resonance (≈1.4x) when probing the atoms with the light
from the cavity, which is a signature that the Rydberg linewidth is narrower.
Finally, we use a high-bandwidth AOM (Brimrose) with modulation carrier
frequencies up to 1 GHz to tune the probe frequency from the cavity resonance to
the atomic resonance. We lock the laser to the cavity mode at 384.229145 THz,
and take the first negative diffracted order of the AOM at 1.21 GHz. We couple
this order to a fiber, and send the light to a double-pass AOM setup with driving
frequencies centered around 90 MHz to quickly scan the probe frequency from
-50 MHz to 50 MHz away from resonance.
The control light is derived from a Toptica SHG (second harmonic generation)
laser assembly, where an ECDL tuned around 958 nm is amplified by a TA up to
≈ 1.9 W, and then it is frequency-doubled to 479 nm by a non-linear crystal in a
ring cavity. We also lock the 958 nm seed laser to the ULE cavity via a PDH lock
(see Fig. 5.14(b)). We use a high-bandwidth Brimrose AOM to shift the 960-nm
laser frequency to the cavity resonance, such that the 480-nm light is also resonant
to a target Rydberg level. The current of the seed laser is frequency modulated
at Ω =20 MHz by a Toptica PDH module. Here, the beatnote signal from the
fast photodiode is demodulated, and the gain and phase are adjusted to produce
an error signal. The lock loop filter is optimized using a Toptica fast laser locking
(FALC) module, where the error signal is fed back to the laser current. We do
not use the light transmitted from the ULE cavity to do an injection locking for
the seed ECDL, so the control laser exhibits high-frequency phase noise.
A second PDH module generates an error signal from the photodiode detecting
leakage blue-light from the doubling (SHG) cavity. The error signal is then fedback
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to the piezo on one of the mirrors of the SHG cavity through another FALC module
(see Fig. 5.14(c)).
The frequency of the doubled 960-nm light coming from the SHG cavity is
either shifted by a single-pass AOM, or a double-pass AOM with driving frequen-
cies centered around 80 MHz. For the experiment in Chapter 8, where we need as
much power as possible and the laser frequency can be fixed, we use the single-
pass AOM. For generating on-demand single photons as described in Chapter 6, we
need a double-pass AOM configuration to change the control detuning for writing
a spin wave and then change the frequency for the subsequent retrieval.
5.3.6 Experimental Sequence
Here we summarize the experimental sequence for making cold atomic ensem-
bles. Figure 5.15 shows the detunings for the cooling and repump light during
the loading and cooling of the atoms. The values of laser intensities, magnetic
field gradients, and variations in the different stages of the experimental sequence
are in Fig. 5.16.
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Figure 5.15: Repump and cooling detunings used during the different
cooling steps. The cooling light (red) is locked to the repump (orange) using a
beatnote lock. The reference frequency (fr) is multiplied by 48 in the beatnote lock
and adjusted to change the detuning of the cooling laser at each cooling stage. A
fixed -80 MHz offset from an AOM sets the final frequency to address the atoms.
For the repump light, the locking frequency is fixed to the F = 1 → F = 0
crossover, and a double-pass AOM for the repump shifts the laser frequency as
needed. Solid lines indicate locking frequencies, and dotted lines indicate AOM
offsets. Hyperfine splittings of the D2-line is taken from Ref. [145].
5.3.7 Diagnostic tools
Here, we briefly describe the imaging systems and methods to characterize and
optimize the experimental parameters.
5.3.7.1 Imaging
We employ absorption imaging to characterize the dimensions of the dipole
trap, atom number, mean temperature via time of flight measurements, and to
overlap the dipole trap beams to the focus of the probe beam.
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Figure 5.16: Schematic of the experimental sequence. The cooling, repump,
and optical pumping total intensity, as well as the values for the magnetic field
gradient. The magnetic field gradient on the xy-plane is half than in the z-
axis(shown in the diagram). There is a 10 µs-time between the dark time and
the molasses to ramp the MOT-Coil current to zero. The first B-field rotation,
ramps the current in the XY Bias coils (see Fig. 5.8) from zeroing the field to set
the quantization axis along the y-axis with 3 G for optical pumping, it lasts for
25 ms to achieve adiabatic following. The field is rotated a second time for 25 ms
to set the quantization axis along the x-axis with 5 G for probing. The probe and
control time-dependence is subject to the type of experiment we are performing,
as well as the dipole trap intensity. For example, for single photon-generation we
pulse both the probe and control beams (see Fig. 6.1) with a lower dipole trap
power. For polariton experiments, the probe and control are continuously on with
maximum dipole power.
The first imaging system shares its path with the cooling beam propagating
along the z-direction, but the imaging light has opposite polarization. It is re-
flected at the post-chamber PBS as shown in Fig. 5.5. An aplanat lens (CVI
LAI-145.0-40.0) with focal length f = 145 mm and a diameter of 40 mm collects
the light from the chamber. An identical aplanat focuses the beam into a CCD
camera (see Table 5.1 for more camera details). The maximum NA is ≈ 0.14
with a measured resolution of ≈ 6 µm, and magnification M =1 in the xy-plane.
We also have a second imaging system for the xz-plane, and we use it mostly to
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Figure 5.17: Probe and dipole trap relative alignment in the xy-plane.
(a) Crossed dipole trap bifurcated by the probe with an intensity higher than the
saturation intensity and tuned close to resonance. (b) Probe trap, the intensity
has to be carefully set; otherwise, the radiation pressure can push the atoms away
from the probe focus. (c) Crossed dipole trap + dimple overlapped with the probe
beam and centered at the probe focus.
monitor the fluorescence of the MOT. A plano-convex 250 mm lens with 25 mm of
diameter collects the light, and the second lens that focuses on the CCD camera
has a focal length of 500 mm and magnification M =2. This system has a low NA
≈ 0.05 with a resolution ≈ 19 µm. Figure 5.9(b) shows the same fiber delivers the
imaging light as the optical pumping beams for absorption imaging.
A challenge of experiments with Rydberg atoms in cold ensembles is to align
a dipole trapped atomic cloud with dimensions of a few tens of microns to the
tightly focused probe with waist of a few microns. Our first attempts consisted of
bifurcating the dipole trap by blowing a “hole” with the probe beam across the
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center, here the probe light frequency is tuned close to resonance and with a few
nanowatts of power, see Fig. 5.17(a). However, we have found that using the probe
beam as an optical trap has proven to be more straightforward for determining the
position of the probe beam focus. We set the detuning to -100 GHz from resonance
to make a probe trap with ∼ 100 µW of power. Despite the finite resolution of
both imaging systems, we can resolve the probe trap after the MOT loading. We
identify the pixels of the probe trap location, and by walking the dipole beams to
the same area for both imaging planes, we can overlap all beams in the transverse
and vertical position. Figure 5.17(b)-(c) depicts the view of the probe trap and
dipole trap when they are overlapped.
5.3.7.2 Spectroscopy
We can characterize the coherent optical excitation to the Rydberg state and
quantify important parameters such as optical densities, Rabi frequencies and the
Rydberg-state linewidth by performing spectroscopy of the probe after propagat-
ing through the trapped atoms. For spectroscopic measurements, we scan the
frequency of the probe light and measure its transmission with a SPAD, while the
probe is interrogating the atoms under different circumstances.
For example, to measure the broadening due to the presence of the intense
dipole trap and the control beams, we lock the control laser 1.5 GHz away from
resonance and scan the probe detuning by a few MHz around the resonance tran-
sition |5S1/2, F = 2,mF = 2〉 → |5P3/2, F = 3,mF = 3〉 with an OD≈ 3. We fit
the spectra assuming we have a two-level system, setting OD and Γ as free param-
eters. The transmitted photon flux reaches a saturation point due to the optical-
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Figure 5.18: Measured EIT spectrum and fit.. Measured EIT transmis-
sion with a multi-mode fiber (blue circles) and fit (dark-blue line). The fit-
ted parameters indicate optical depth OD=12.7±0.6, control Rabi frequency
Ωc/(2π) = 7.4± 0.1 MHz, and Rydberg dephasing rate γ/(2π) = 140± 20 kHz.
Figure 5.19: Refractive effects due to the propagation of the probe
through a dense atomic medium. (a) Absorption image of the probe beam
transversal profile for -10 MHz (top) and +10 MHz (bottom) detuning. The im-
ages were taken with an Andor EMCCD camera and using the second in-vacuum
lens as the collection lens. (b) Transmission spectra taken with MMF (red) with
a fitted OD= 50± 3, and a SMF (blue) with a fitted OD= 116± 8. After propa-
gating through the cloud, the distorted beam does not couple as well to the SMF
resulting in an apparent higher OD. The two-level spectrum also looks asymmetric
due to the frequency dependence of refractive effects, as illustrated in (a).
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nonlinearity of the system during two-photon excitation for EIT-spectra [44,146].
The saturation level depends on the principal quantum number n and the control
Rabi frequency. The photon flux should be below this level to obtain a good esti-
mate of the control Rabi frequency and the Rydberg linewidth when fitting to an
EIT spectrum (see Fig. 5.18). We therefore typically excite the atoms with a low
photon flux ∼ 105 s−1. The OD is unaffected by this saturation when used as a
free parameter in the fit.
We have noticed (as other groups as well [147]), that measuring the OD with
a single-mode fiber (SMF) results in a higher value, compared to measuring with
a multi-mode fiber (MMF). The difference is due to the dispersion of the probe
beam while propagating through the medium, and is more significant for larger
ODs. When the probe is off resonance, the refractive index can focus, defocus or
refract the beam [148]. Figure 5.19 illustrates the refraction of the off-resonance
probe beam as well as the apparent increase of OD when using a SMF, due to
the mode-mismatch when the transversal mode gets distorted after interacting
with the atoms. For EIT diagnostic scans and correlation measurements, where
we are only interested in the time evolution, we couple the light into MMFs.
For experiments that require to project the outgoing mode of the probe into a
single-transverse mode we couple the light into SMFs.
5.3.8 Computer control and data acquisition
We use a programmable TTL pulse generator (SpinCore PulseBlasterUSB)
as a controller device to control the timing of other minion devices during the
experimental sequence, such as shutters, AOMs, cameras, digital to analog con-
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verters (DAC) cards, etc. (See Table 5.1 for relevant devices). We program the
PulseBlaster and minion devices through Setlist, a Labview-based software control
interface. Setlist allows us to define a time table of the digital (TTL signals) and
analog values for each device with a minimum of 10-ns resolution.
Device Type Characteristics
PB24-100-4k-PCIe (C) TTL 24 output with 100 MHz clock frequency
Novatech409 (M) DDS 4 channels with +4 dBm output and up to 171 MHz
NI PCI-6733 (M) AO Eight 16-bit DAC with a max output of ±10 V
NI USB-6363 (M) I/O Multifunction with digital and analog I/O channels
TTM8000 (M) Time-tagger 8 channel output with a resolution of 82.3 ps
FL3-GE-28S4M-C (M) Camera 2.8 MP with 3.69 µm pixel size ≈ 25% QE @ 780 nm
Agilent E4426B (M) SG Single-channel output 250 kHz-4 GHz up to 7 dBm
ADF 4351 (M) DDS Dual-channel output 35 MHz-4.4 GHz up to 4 dBm
Table 5.1: Relevant controller (C) and minion (M) devices. The acronyms
definition are the following, DDS: Direct Digital Synthesizer; AO: Analog Output;
I/O: Input/Output; SG: Signal Generator; QE: Quantum Efficiency.
The majority of our data consists of single-photon detection events from our
SPADs (SPAD see Table 5.2). The events are recorded by the time-tagging device
(Roithner Lasertechnik TTM8000) as time tags relative to an absolute relative
time set by a trigger. Software written in C++ 7 sorts the time tags in vectors for
a specified number of windows (three windows for absorption spectra and one for
correlations between detections of two or more detectors) and saves them in an
HDF5 file. Finally, a LabView virtual instrument (VI) appends the experimental
sequence and variable values to the HDF5 file and moves it to the specified folder.
Property Value∗
QE @ 780-nm 67%
Resolution 350 ps
Dead time 25 ns
Dark count 60 cps
Linearity up to 200 kc/s
Table 5.2: Properties and values for our SPADs Excelitas SPCM-780-13.
∗Values are approximate.
7See A. Craddock repository for details https://github.com/acraddoc91/
timeTaggerODMeasurement
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We take absorption images to measure the geometry of the cloud and its tem-
perature, as well as for alignment purposes. We trigger the camera three times
for absorption imaging (one with atoms, one without atoms, and one of the back-
ground) and save the images to a single HDF5 file. A LabView VI toggles between
the cameras of the two different imaging systems (for vertical and side imaging),
processes the data and allows for defining regions of interest.
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Chapter 6: Single-photon source based on a Rydberg Ensemble
Engineering single-photon sources with high efficiency, purity, and indistin-
guishability is a long-standing goal for applications such as linear optical quantum
computation [149], boson sampling [150], quantum networks [151] and quantum
metrology [152]. Atomic systems have shown significant progress towards quantum
light-matter interfaces, including efficient quantum memories [33], quantum net-
works [37], high-fidelity light-matter entanglement [153], atomic gates [16], and
quantum simulators [154]. Atomic platforms require spectrally matched single
photons that can coherently couple with atomic processors, provided with high-
efficiency generation, purity, and indistinguishability.
Strongly interacting Rydberg atoms provide a particularly promising system.
They have proven to be versatile for engineering strong interactions between pho-
tons, exhibiting nonlinearities at the single-photon level [44, 46, 86, 155]. Recent
experiments using Rydberg interactions have demonstrated on-demand single-
photon generation [45, 156], as well as photon transistors [48–50], photonic and
atomic phase gates [52–54, 144, 157, 158], high-visibility quantum interference in
hybrid systems [59], and quantum simulators [159–162].
This Chapter describes an efficient single-photon source based on collective ex-
citation and de-excitation of a cold, trapped ensemble of atoms through a highly
excited Rydberg state [45,62,156]. During two-photon excitation from the ground
127
to the Rydberg state via an intermediate state, long-range van der Waals inter-
actions suppress multiple Rydberg excitations within a blockade radius, rb [40].
The resulting single, collective atomic excitation is coherently shared among N





eiks·xj |g1, g2 . . . gj−1, rj, gj+1 . . . gN−1, gN〉 , (6.1)
where ks is the spin wave k-vector equal to the difference of the excitation lasers
wavevectors, and rj is j-th atom excited to the Rydberg state at position xj. Due
to the collective nature of the excitation, if the initial phase coherence ks · xj of
the spin wave is maintained, the subsequent coupling of the Rydberg state to the
intermediate state can efficiently map the excitation onto a single photon in the
forward-propagating mode [31].
Our system produces single photons with repetition rates up to 400 kHz, a
generation probability up to 0.40(4), g(2)(0) = 5.0(1.6)×10−4, and indistinguisha-
bility of 0.980(7). Operating at 60% duty cycle with repetition rate of 200 kHz,
we observe a fully single-mode efficiency P sm1 = 0.098(2), a single-mode rate of
R = 1.18(2) × 104 s−1, and single-mode fidelity F = 0.980(7). We model the
write and retrieval process, including the measured spin-wave dephasing rate. We
identify long-lived contaminant Rydberg states [163] as a limiting factor on the
source efficiency for increasing production rates.
This Chapter is organized as follows: First, we describe the experimental se-
quence to generate single-photons in a Rydberg super atom. Next, we present
the multi-photon emission and HOM-visibility of the source. Then, we discuss
the effect of the creation of nearby-Rydberg states on the single-photon produc-
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tion and present a theoretical model to estimate the generation efficiency of the
source. Finally, we briefly describe some steps we followed to optimize the source
performance.
6.1 Single-photon generation procedure
We start the experiment by cooling, loading and optically pumping the atoms
to the ground-state |g = |5S1/2, F = 2,mF = 2〉 in a 1003-nm crossed dipole trap
(for more details on this procedure, see Chapter 5). The relative powers of the
dipole-trap-creating beams are adjusted so that the RMS dimesion of the trapped
atomic clouds are σr = 20 µm in the radial direction and σz = 27 µm along
the direction of the beam propagation. For most experiments presented in this
chapter, the initial loading time lasts 250 ms and results in ∼ 104 atoms in the
dipole trap giving an OD of 13; if we need to adjust the atomic density, we change
the loading time, from 50 ms to 1500 ms (with OD up to ≈16).
We use a two-photon excitation scheme to write the spin wave. We couple the
ground state, |g〉 to the Rydberg state |r〉 = |139S1/2,mJ = 1/2〉 via the intermedi-
ate state |e〉 = |5P3/2, F = 3,mF = 3〉 with an intermediate detuning ∆p/(2π) =
50 MHz, as shown in Figure 6.1(a). The probe beam coupling |g〉 to |e〉 is fo-
cused into the atom cloud with a waist of ≈ 3.3 µm, and a Rabi frequency
Ωp/(2π) ≈ 1 MHz. The counter-propagating control beam coupling |e〉 to |r〉
has a larger, ≈ 19 µm waist and peak Rabi frequency Ωc/(2π) ≈ 7 MHz. The
larger beam waist provides an approximately uniform control field across the probe
area.
The van der Waals coefficient of the Rydberg state 139S1/2 is C6/(2π) ≈ −2.3×
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Figure 6.1: Schematic of the experiment. (a) Relevant atomic levels for single-
photon generation. During the spin-wave writing stage we set the single-photon
detuning ∆p/(2π) ≈ 50 MHz, and the two-photon detuning δ = ∆p + ∆c to
Raman resonance, δ/(2π) ≈ −2 MHz. For retrieval, ∆c/(2π) ≈ 7 MHz. (b)
Experimental schematic. A polarization beamsplitter projects the photons into a
single polarization mode, followed by an AOM that shutters the incoming photons
during the write pulse. All the light is directed to the PMF to realize a g(2)(0)
measurement. For the indistinguishability characterization, we split the light such
that the rate is roughly the same at both ports of the second BS. By rotating the
HWP, we can control the relative polarization of the photons coming from the PMF
port and the long-delay port. After each port of the final 50:50 BS, the photons
are coupled to a single-mode fiber (not shown) connected to a SPAD. (c) Photon
temporal envelope. Gray dashed lines indicate the gate window containing more
than 99.9% of the pulse. (d) Timing sequence for the generation of successive
single photons, the writing π-pulse lasts for tw ≈ 370 ns. We use a minimum
storage time ts ≈ 350 ns to maximize the retrieval and vary tr to change the
repetition rate, R = 1/tp.
106 GHz µm6, which results in a calculated blockade radius rb ≈ 60 µm (using
Eqs. 3.56 and 3.59, see Chapter 3) during the spin-wave writing. Since rb is larger
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than the probe beam waist and the atomic cloud extension in the propagation
direction, σz ≈ 27 µm, the entire excitation volume is blockaded, suppressing the
writing or storing of more than a single spin-wave excitation in the medium. This
is in contrast to other Rydberg-based approaches, where pair-spin-wave dephasing
purifies a single-photon excitation [45, 156, 164]. Furthermore, the effective two-
photon Rabi frequency, Ω2ph =
ΩpΩc
2∆p
is enhanced by a factor
√
N ≈ 20 from the
N atoms participating in the collective excitation [62,165].
Following the writing stage, we turn off the excitation lasers, and hold (store)
the spin wave in the medium for ≈ 350 ns; this is the minimum time required
to switch the control AOM frequency. We turn on the control field blue-detuned
from the intermediate state by ∆c/(2π) ≈ 7 MHz, which is the detuning that we
empirically determined maximizes the retrieval efficiency of the spin wave into a
single photon. We can vary the repetition rate of the write-retrieval pulse sequence
up to 400 kHz, with interrogation times up to 600 ms (0.6 duty cycle) before we
need to reload the optical dipole trap.
After exiting the chamber, the probe light passes through a PBS, and a set of
bandpass filters centered at 780 nm, a narrow 1-nm bandwidth filter (Alluxa 780-1
OD6), and a broader 12.5-nm bandwidth filter (Semrock LL01-780-12.5) before be-
ing coupled into a single-mode polarization-maintaining fiber (PMF). Prior to the
PMF, an AOM shutters the write pulse to avoid saturating the photon-counting
detectors. The light is then sent to a HOM interferometer, which has another set
of broad filters in front of single-mode fibers (SMF). In the end, the photons are
detected by two SPADs (Excelitas SPCM-780-13) with a quantum efficiency of
≈ 70%, and dark counts (plus background ambient light) of ≈ 90 s−1. The arrival
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of every event is recorded with an externally triggered time-tagging device (Roith-
ner TTM8000), which allows the defining of gating windows around the photon
pulses and calculation of correlation functions off-line after data collection.
Table 6.1 shows the measurements of the optical losses along the path of the
probe light to characterize the generation efficiency. The propagation efficiency
includes all the optical elements, such as filters, dichroics, mirrors, polarizing
beamsplitters, and lenses. With realistic improvements on higher transmission
coatings and using an electro-optical modulator instead of an AOM to shutter the
write pulse, we estimate that we could get an efficiency up to 0.65 after the PMF,







Table 6.1: List of the efficiencies along the probe path.
6.2 Purity and Indistinguishability
We use Hanbury Brown-Twiss and Hong-Ou-Mandel interferometers to char-
acterize the purity and indistinguishability of our single photons (see Fig. 6.1(b)).
The purity of our single-photon source is defined as 1 − g(2)(0), where g(2)(τ) is
the second-order autocorrelation function. We apply a 1.4 µs-long gate window
starting just before the photon rising edge, as indicated in Figure 6.1(c). Co-
incidences at zero time delay are substantially suppressed, as shown in Figure
6.2(a), with strong antibunching g
(2)
raw(0) = 0.0145(2), integrating the area around
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τ = 0 and without background subtraction. The background coincidence rate is
dominated by coincidences involving photon events with background counts un-
related to the single-photon generation, coming from detector dark counts and
room light leakage. The independently measured background rate, photon shape,
and photon rate are constant throughout each experimental run, from which we
determine that the accidental coincidences contribute to g
(2)
back(0) = 0.0140. The
gray curve in Figure 6.2(b) shows the background coincidence profile within the
gate window. After background subtraction (for details see Appendix B), our
single-photon source has g(2)(0) = 5.0(1.6)× 10−4.
We use a Hong-Ou-Mandel interferometer to measure the photon indistin-
guishability. We implement a fiber-based 4.92-µs delay in one arm to overlap
adjacently produced photons temporally. Additionally, there is a PBS at the out-
put of each fiber to clean up for any prior polarization rotation. At the exit of the
short arm, there is a half-wave plate (HWP) to rotate the polarization and control
the degree of distinguishability of the photons. Figure 6.2(c) shows the normalized
coincidences for orthogonal and parallel polarizations. Integrating the number of
coincidences in a window around τ = 0 for the two cases, we measure a raw HOM
interference visibility Vraw = 1−C‖/C⊥ = 0.892(6). Accounting for the accidental
coincidences with background events the visibility is Vraw = 0.964(6), and account-
ing for the slight differences in the transmission and reflection coefficients of our
combining beamsplitter shown in Table 6.2, the mode overlap becomes 0.980(7)
(see Eq. (4.45)).
We note that to do the normalization for both purity and indistinguishability,













































































Figure 6.2: Measured normalized coincidences for purity and indistin-
guishability characterization. (a) Normalized coincidences for g(2)(τ) with 5
µs cycle. (b) Normalized coincidences for g(2)(τ) around τ = 0, grey line represents
the background coincidences with 20-ns bins. The shape of this profile arises from
the convolution of the photon pulse shape with a constant background within the
gate window, and the pedestal asymmetry is because the background rate is not
the same for each channel. All ∼ 2.4 × 109 pulse cycles for the data shown were
taken with 60% duty cycle. (c) Normalized coincidences for HOM characteriza-
tion with 4.92-µs cycle. Indistinguishable polarization states are indicated in blue,
and distinguishable polarization states are in red. (d) Normalized coincidences for
HOM around τ = 0, the grey line represents the background coincidences with
52-ns bins. All ∼ 3 × 108 pulse cycles for the data shown were taken with 60%
duty cycle.
200 µs, and averaged them together to have better statistics1.
1The main source of statistical uncertainty comes from the integrated counts around τ = 0,





Port 1 H 0.502(5) 0.421(3)
Port 1 V 0.484(5) 0.428(3)
Port 2 H 0.511(9) 0.426(5)
Table 6.2: Transmission and reflection coefficients for the BS used in the HOM
interferometer.
6.3 Source Efficiency
We measure a peak fibered efficiency of 0.18(2) after polarization filtering and
averaged for a 20% duty cycle. Accounting for optical losses and assuming that the
single photon has the same spatial mode as the 780-nm write beam, we estimate a
generation probability of 0.40(4) immediately after the atomic ensemble. The av-
erage fibered and generation efficiencies reduce to 0.14(1) and 0.31(2) respectively,
for a 60% duty cycle.
We observed that the average photon production efficiency decreased at higher
repetition rates, as shown in Figure 6.3(a). Here the photon probability is deter-
mined immediately after the atom cloud by accounting for independently measured
optical losses. The initial pulse in a series had higher efficiency; however, the ef-
ficiency of subsequent pulses decreased exponentially to the steady-state value on
a ≈ 60 µs time scale (see Figure 6.3(b)).
These observations are consistent with the creation of contaminant atoms in
other long-lived Rydberg states due to collisions with ground-state atoms sur-
rounding the Rydberg electron [129]. Since the pollutants are in other Rydberg
states they can not be removed by the retrieval field. These states interact strongly
with the target Rydberg state, affecting subsequent writing events. Similar con-
taminant states have been observed in previous experiments [163, 166, 167], and
135
have been analyzed extensively [129, 168–171]. Once a contaminant is present, it
disables the writing of a spin wave until it decays. The generation probability is
significantly reduced for pulses with periods much shorter than the lifetime of the
pollutant.
6.3.1 Pollutant States
We use a simple model to capture the effect of contaminants on photon pro-
duction. We assume that on a given pulse, there is a probability Pc that a stored
spin wave is converted to a contaminant. If the contaminant state has a lifetime
τc, then the probability Pn of having a contaminant in the n-th pulse of a pulse
series with period tp is
Pn = Pn−1e
−tp/τc + (1− Pn−1)Pc, (6.2)
here, the first term is the probability that a pollutant created in the previous pulse
did not decay, and the second term is the probability of creating a contaminant Pc
given that no pollutant existed in the previous pulse. If we set the initial condition
to be P1 = Pc, and use the identity (1 − x)
∑n−1
j=0 x
j = 1 − xn, we get that the
probability Pn takes the form,
Pn = Pc
1− (e−tp/τc − Pc)n
1− e−tp/τc + Pc
. (6.3)
For τc  tp, the average contaminant probability as n → ∞ can be significant,
even if Pc is small.
The probability of successfully generating a photon on the n-th pulse Pg(n), in
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the presence of a contaminant (either created previously or in the current attempt)
is decreased by,




1− (e−tp/τc − Pc)n




where Pmax is the maximum probability of generating a photon in the absence of




1− e−tp/τc + Pc
)
. (6.5)
Fitting Eq. (6.5) to the pulse sequence data as shown in Fig. 6.3(b), we determine
Pc = 1.9(3)× 10−2, and τc = 65(8) µs, which is in good agreement with the data
in Fig. 6.3(a). Fixing a single decay time is an approximation, since there may be
different contaminant states with different τc.
We find that Pc increases linearly with atomic density ρ (see Fig. 6.3(c)), which
suggests that the source of contaminants is ground-Rydberg interactions. For high
principal quantum number, n, collisionally produced contaminants were identified
in Ref. [129] to be Rydberg states with principal quantum number n − 4 and
quantum angular momentum l > 2. Furthermore, we find that Pc increases with
storage time ts at a rate ≈ 3 × 10−2 µs−1, which gives a contaminant generation
time scale of ≈ 33 µs for a density ≈ 4× 1011 cm−3. Contaminants are not a fun-
damental limitation since strong electric field pulses between writing pulses could
be used to remove them. We were unable to implement this removal procedure in
our current apparatus due to technical limitations associated with charging effects
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Figure 6.3: Effect of contaminants on single-photon generation. (a) Photon
generation probability as function of pulse period tp. Dark blue line is fitted using
Eq. (6.5) in steady state for n → ∞ using the values for Pc = 1.9 × 10−2 and
τc = 65 µs, we obtain Pmax = 0.35(2). Red band shows the generation probability
predicted by the theoretical model. (b) Normalized summed counts per pulse for
a pulse train with 2.5-µs pulse period. Dark-blue line is fitted with Eq. (6.3). (c)
Pc vs. peak atomic density ρ0 with a fixed storage ts = 350 ns. (d) Pc vs. storage
time ts with a fix density ρ0 ≈ 4× 1011 cm−3.
of nearby dielectric surfaces (See Chapter 5).
Atom loss becomes more significant for interrogation times longer than 100 ms,
due to effects such as heating and atom depolarization from rescattering. For short
tp, where this problem is most prominent, the average probability of generating
a photon during 600 ms is ≈ 75% of the generation probability during the first
100 ms. However, these effects can be mitigated by detuning farther from the
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intermediate state.
We also note that there was no statistical difference in g(2)(0) as a function of
the pulse cycle tp (to the level of g
(2) ∼ 10−3 for a smaller set of measurements),
supporting our hypothesis that contaminants only prevent the spin-wave writing
but do not affect the purity. Under the same argument, the indistinguishability
should not change with the repetition rate, but we were not able to measure it for
different delay times due to a fixed fiber delay available2.
Despite the fact that the contaminants do not affect the purity of the photons,
they do have an effect on g(2)(τ 6= 0). We model how the correlation function,









This manifests as a bunching feature around τ = 0 as shown in Fig. 6.4.
6.3.2 Theoretical estimation of photon generation
We calculate Pth = ηwηsηr as a product of the writing, ηw, storage, ηs, and
retrieval, ηr, efficiencies to estimate the theoretical probability of generating a
photon. Using independently measured experimental values as input parameters,
we obtain a theoretical prediction of Pth ≈ 0.42(3). This value is consistent with
the measured generation probability for the longest pulsing periods, tp.
Since our system closely behaves as a super-atom due to the blockade effect, the
2There are two challenges for measuring HOM-visibility at lower rates, first the time that
it takes to accumulate coincidences goes as the square of the rate, and second the long delay
lines needed of more than a kilometer would yield to a substantial loss at 780 nm where typical
attentions are on the order of 4.0 dB/km, see spec sheet.
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Figure 6.4: Effect of contaminants on g(2)(τ). Pulse period corresponds to
5 µs.
write-store process is well described by the simple model using a master equation
for a single-multi-level atom with an enhanced Rabi frequency. Figure 6.5 shows
the energy levels and decay rates of the super-atom.
We simulate the writing stage as driving the super-atom from the ground to
the Rydberg state, with a
√
N -enhanced Rabi frequency. During the writing time,
tw, the Rabi frequencies, Ωp/(2π) = 1.0(2) MHz and Ωc/(2π) = 6.8(3) MHz are
kept constant. For the storage time, ts, these driving frequencies are set to zero.
Not including the motional energy, the Hamiltonian describing the system









NΩp(t) −2∆p Ωc(t) 0
0 Ωc(t) −2δ 0
0 0 0 0

, (6.7)
in the basis of |g〉, |e〉, |r〉, |c〉, for the ground, intermediate, Rydberg and con-
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Figure 6.5: Super-atom levels and decay rates. Here we show the ground-
state, as |g〉 = |5S1/2〉, the intermediate state |e〉 = |5P3/2〉, Rydberg state |r〉 =
|139S1/2〉, and the contaminants states as |c〉.
taminant state, respectively.
Using the Python package QuTip [172], we calculated the non-unitary dynam-
ics of this first stage using the master equation for the four-level density matrix
ρ:
















γge |g〉〈e|, C2 =
√
γgr |g〉〈r|, C3 =
√
γrc |r〉〈c|, and C4 =
√
γgc |g〉〈c|
are the jump operators for the dephasing and decay channels. In our experiment
the scalar differential light shift from the trapping light is the main contribution
to γgr, followed by other dephasing mechanisms due to the finite temperature of
the atoms, such as Doppler broadening, or transit broadening.
Given the decay rates of the different states are: γge/(2π) = 6.9(6) MHz,
γge/(2π) = 88(6) kHz, γrc/(2π) = 5(1) kHz, and γgc/(2π) = 2.5(3) kHz, we
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estimate that the writing and storage efficiency are ηw = 0.82(1), ηs = 0.82(1),
respectively.
We calculate the retrieval efficiency using the optical Maxwell-Bloch equations
derived in Chapter 3 by following the formalism in Ref. [95]. Changing to the co-
moving frame of the field, and defining the re-scaled coordinate z̃ = z/L, where
L is the length of the atomic medium, and the dimensionless time t̃ = t/γge, the




∂t̃P = −(1− i∆̃)P +
√
dE + iΩ̃S, (6.10)
∂t̃S = −γ̃s + iΩ̃P, (6.11)
here, the equations are in terms of the dimensionless parameters: γ̃s = (γgr +
γcr)/γge, ∆̃ = 2∆p/γge, Ω̃(t) = Ωc(t)/γge, with E → E
√
c/(Lγge), and the optical
depth d=OD/2.
In the re-scaled unit-less coordinates, z̃ = 0 and z̃ = 1 represent the front
and the end of the atomic cloud, respectively. Supposing a perfect spin wave in
the beginning of the retrieval stage at time t̃ = 0, the shape of the spin wave is
given by S(z̃, t̃ = 0) = 1 for z̃ ∈ [0, 1] and S(z̃, t̃ = 0) = 0 for z̃ elsewhere. The
retrieval efficiency can be expressed in terms of the photon field E(z̃, t̃) emitted by




dt̃|E(z̃ = 1, t̃)|2. (6.12)
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Calculating E(1, t̃) requires solving:























where h(t̃, t̃′) =
∫ t̃′
t̃
|Ω̃(t̃′′)|2dt̃′′, and I0 is the 0th-order modified Bessel function
of the first kind. When the control field Ωc is constant in time, we define the
dimensionless parameter xs = 2γ̃s/|Ω̃c|2 which characterizes the strength of the







dz̄′KrS(1− z̄)S∗(1− z̄′), (6.14)



















Numerically integrating Eq. (6.14), we obtain the retrieval efficiency ηr =
0.63(2). With these results, we estimate that the photon generation probability
at the end of the cloud is Pth = 0.42(3).
With feasible experimental improvements, such as implementing a Rydberg-
ground-state blue-detuned dipole trap and decreasing the mean atomic temper-
ature to 5 µK (from the current 10 µK), the spin-wave dephasing rate could
143
decrease by at least a factor of two. By increasing the following parameters as
well, Ωc/(2π) = 10 MHz, ∆p/(2π) = 100 MHz and OD=20, we estimate that the
generation efficiency could be up to η = 0.62, with ηwηs = 0.86 and ηr = 0.72,
while maintaining a relatively low contaminant probability Pc ≈ 3× 10−2.
The main limiting factor to increasing the efficiency, according to the theoret-
ical model, is the retrieval process. In principle, the retrieval efficiency increases
with higher OD; however, the contaminant production also grows with OD. A Ry-
dberg ensemble with low OD coupled to a cavity [173,174] could further increase
light-matter interactions, and increase the overall photon production probability,
making it a promising platform for scalable quantum information applications.
Despite this model predicting a photon generation efficiency within the ex-
perimental error bars, we also note that it is based on many simplifications.
For instance, it fails to reproduce some experimental observations accurately
(see Fig. 6.6), it does not take into account Rydberg blockade effect during the
writing stage, neglects the interactions from contaminants, or does not considers
other collective effects such as the decay to other bright states [175].
6.3.3 Source optimization
One limitation of a Rydberg-based photon source is the finite coherence time
of the ground-Rydberg spin wave. As we discussed in Chapter 5, a major source
of decoherence is the differential light shifts from our dipole trap. We lowered the
overall power in our crossed dipole trap to decrease the ground-Rydberg differential
light shifts, but kept the dimple beam at full power. In this configuration, the
dimple reduces the axial length of the medium, so that we can produce a single
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spin-wave excitation during writing (given the blockade radius) and retrieve it as a
highly pure photon as demonstrated in Fig. 6.2(a)-(b). Furthermore, the collective
constructive interference from the N atom spin wave allows the directed emission
of photons into a well defined single-mode, making them highly indistinguishable
(see Fig. 6.2(c)-(d)).
The success of spin-wave forward retrieval with a finite coherence time reaches
a maximum as a function of OD, for a coherence time of ≈ 2 µs the retrieval prob-
ability peaks around OD=25 as predicted from Eqs. (6.14) and (6.15). We work
with an OD=13, where there are different factors limiting the maximum density
we can achieve to increase the success of retrieval. First, lowering the dipole trap
power to reduce decoherence, also reduces the atomic density. Second, we load the
MOT for only for 250 ms to increase the duty cycle of the experiment and optimize
the flux of retrieved photons per second. Lastly, as discussed in Section 6.3.1 the
long-lived contaminant creation grows with atomic density. For example, the pol-
lutant probability per pulse is ≈ 3.5% for an OD=25 when extrapolating the data
from Fig. 6.3(c). Using Eq. (6.5) the average retrieval probability is 0.67Pmax,
with an estimate of Pmax ≈ 0.38 then Ps = 0.25, for a repetition rate of 5 µs
and a contaminant lifetime of τs = 68 µs. Comparing with the current OD=13,
where the average probability is3 Ps = 0.8 and Pmax = 0.28; it is an example of
how pollutants are detrimental when operating at high repetition rates, despite
an improvement of Pmax by increasing OD.
We also noticed that the retrieval efficiency is maximum at a control detuning
∆c/(2π) =7 MHz from the transition
∣∣139S1/2〉 → ∣∣5P3/2〉 resonance frequency.
3Estimated generation probability for 100 ms of interrogation time where we neglect the
atomic loss due to scattering events from the writing pulses.
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Figure 6.6: Retreival probability as a function of ∆c. (a) Measured normal-
ized retrieval probability, at ∆c = 0 the probability is reduced by 12% from the
peak probability. (b) Contour plot of the numerical integration of Eq. (6.14) as a
function of γ and ∆c for OD=13.
The efficiency is also asymmetric as illustrated in Fig. 6.6(a). This behavior is
very peculiar, since we would expect the probability would peak on resonance and
that it would be symmetric around ∆c = 0. From measurements, we determine
that the optimum retrieval detuning is independent of OD, repetition rate, or the
initial writing conditions. It seems that there might be some dependence on Rabi
frequency, Rydberg level n, and or the dephasing rate, although these observations
are inconclusive. Eqs. (6.14) and (6.15) predict that the retrieval could be optimal
for ∆c 6= 0 for a given spin-wave dephasing rate (see Fig. 6.6(b)). However,
using our parameters to observe a peak probability around ∆c/(2π) =7 MHz,
the predicted dephasing rate would be γs/(2π) ≈ 0.9, which is about an order of
magnitude larger than the measured one. Furthermore, the theoretical model fails
to reproduce the asymmetry with ∆c. Without additional measurements on the
origin of this behavior, it is difficult to formulate a more accurate model.
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6.4 Results and Outlook
By using the quantum nonlinearities of strongly-interacting Rydberg states in
a cold atomic ensemble, we demonstrated a single-photon source, operating with
a 60% duty cycle, single-mode efficiency P sm1 = 0.098(2), a single-mode rate of
R = 1.18(2)× 104 s−1, and single-mode fidelity F = 0.980(7). This fidelity is the
highest reported to our knowledge for an atomic-based source. For a comparison
with other single-photon sources see Figure 4.4. Furthermore, we investigated the
limitations of our current setup arising from nearby long-lived contaminant states.
Implementing feasible experimental upgrades, we estimate that we can achieve
up to P sm1 ≈ 0.4. Moreover, ionizing pulses after each write-retrieval pulse to re-
move atoms in pollutant states may increase the rate up toR ≈ 1.2×105 s−1 with-
out decreasing the duty cycle or the fidelity. The efficiency could be improved if the
ensemble were coupled to a cavity. Given their high efficiency, rate, and fidelity,
we have shown that single-photon sources based on Rydberg-atomic ensembles
provide a promising platform for scalable quantum photonics, for example, boson-
sampling, and quantum networking. Furthermore, they are inherently compatible
with narrow-bandwidth atomic platforms that have shown significant progress to-
wards quantum information applications. As we show in the next chapter, we
observe a high-visibility HOM-interference between our high-fidelity photons and
single-photons emitted from a remote single-trapped ion. This demonstration is a
crucial step towards building hybrid-atomic quantum networks.
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Chapter 7: Two-photon interference between Photons from an Atomic
Ensemble and a Remote Single Ion
Breakthroughs in distributed quantum entanglement for quantum networks
will likely require heterogeneous quantum nodes that take advantage of the com-
plementary strengths and functions of different quantum platforms [176–178].
However, spectrally matching photons from disparate systems has been the main
limitation to generate remote entanglement in hybrid networks [31, 178, 179]. In
this chapter, we describe the demonstration of time-resolved two-photon quantum
interference between high fidelity photons generated from our Rydberg-ensemble
and photons produced by a remote trapped Barium ion.
We achieve high HOM-visibility by closely matching the frequency of the
photons using difference frequency conversion (DFG) and linking both systems
through a 150-m fiber. This work is the outcome of a joint collaboration with the
group of Q. Quraishi at the Army Research Lab (ARL). They built the Barium
ion apparatus, optimized the ion-produced photon generation, and assembled the
DFG setup.
This result, published in [59], is a significant step towards remote entanglement
for hybrid quantum networks, between two of the most promising platforms in




Figure 7.1(a) shows a schematic of our experiment spanning two buildings.
Building A contains a single trapped 138Ba+ ion as well as two DFG setups.
Building B contains our 87Rb atomic ensemble and a HOM interferometer to mea-
sure two-photon interference. An externally-triggered time-tagging device records
detection events for two SPADs, 1 and 2 from the HOM interferometer. Each
building contains a Hanbury Brown-Twiss setup (not pictured in Fig. 7.1) for the
measurement of the second-order intensity auto-correlation functions.
The ARL trapped ion experiment as well as the frequency conversion setup
are detailed in Refs. [187, 188]. The ion emits single photons near 493 nm via
spontaneous emission from the 6P1/2 excited state to the 6S1/2 ground state. A
lens collects these photons with ≈ 4% efficiency, and couples them with ≈ 30%
efficiency into a SMF, which is connected to DFG-1, (for more details of the
setup see Ref. [188]). We spatially overlap these photons with a strong 1343-
nm pump and couple both into a periodically poled lithium niobate waveguide.
Here, the DFG converts the 493-nm photons to 780 nm, while preserving their
quantum statistics [188, 189].In addition to converted single photons, the pump
light produces noise at longer wavelengths than the pump due to effects such
as spontaneous down-conversion, Raman scattering, and noise near 780 nm due
mainly to anti-stokes Raman scattering. After filtering out this pump induced
noise [187] to a rate negligible compared to the dark count rate of the SPADs
(typically ≈100 s−1), the converted photons are sent to the HOM interferometer
in Building B via a 150-m PMF.
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Figure 7.1: Experimental layout and energy level diagrams for the two
sources. (a) Building A contains a 138Ba+ ion which emits photons at 493 nm,
and Building B contains a 87Rb atomic ensemble producing 780-nm photons. Ion-
emitted photons are converted to 780 nm using DFG-1 and sent to Building B
via PMF. DFG-2 produces 780-nm light used to frequency stabilize the output
of DFG-1 by optical beat note locking with reference light sent from Building B.
Light from the ion and ensemble source is sent to the HOM interferometer for two-
photon interference measurements. A HWP in one input path allows for control
of the relative polarization of the photons. The photons interfere at a nearly 50:50
beamsplitter before being coupled into two SMF, which are connected to SPADs
linked to a time-tagging device triggered by an external electronic reference. Here
VBG stands for a volume Bragg grating and ULEC for ultra-low expansion cavity.
(b) Level scheme for 138Ba+. (c) Level scheme for 87Rb.
A second frequency conversion setup DFG-2 ensures the converted ion-produced
photons are at a similar frequency as our photons. Continuous-wave (CW) laser
light at 493-nm, with a ±10 MHz detuning from the photons emitted by the ion, is
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combined with the same pump light used in DFG-1 to produce CW 780-nm light
from DFG-2. The output frequencies of DFG-1 and DFG-2 can both be controlled
by changing the pump frequency. We send a small fraction of 780-nm laser-light
(locked to our high finesse cavity) to Building A by a 150-m optical fiber, this sta-
bilized light interferes with the 780-nm light from DFG-2 at a fast photodetector
(PD) producing a beat note signal. By using the output beat note to generate
an error signal feeding back to the pump laser, we stabilize and set the frequency
of the output 780-nm light from both DFG setups. There are non-negligible un-
certainties in the center frequency of the converted 780-nm single photons, which
affect the two-photon interference. This is a consequence of the uncertainties from
the ion spectroscopy and drifts in the 493-nm and 650-nm laser wavemeter locks.
The ion in is prepared in the 5D3/2 manifold via optical pumping using 493-nm
light to produce on-demand single photons. A pulse of 650-nm light then excites
to the 6P1/2 manifold, from which decay to the 6S1/2 ground manifold produces a
single 493-nm photon [190], with measured g
(2)
ion(0) = 0(1)×10−2 after background
subtraction. Due to the magnetic bias field (≈ 5 G) splitting the Zeeman states in
the 6S1/2 and 5D3/2 levels, combined with technical limitations resulting in a near-
equal population distribution in the 5D3/2 manifold after pumping, the average
photon spectrum consists of several peaks with a center frequency determined
by the detuning of the 650-nm laser used to excite the ion from the 5D3/2-6P1/2
transition.
The ion-produced photon detection probability is ≈ 2 × 10−5 per attempt at
the output of the HOM interferometer. The ion-photon pulse exhibits a nearly
exponential decaying temporal profile, with a decay constant (≈ 50 ns) set by the
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effective Rabi frequency of the 650-nm retrieval pulse. In comparison, our photon
had a per-attempt detection probability of ≈ 3× 10−2 at the output of the HOM
interferometer, and the pulse temporal profile is well approximated to a decaying
exponential with a decay constant of ≈ 120 ns.
Instead of using the polarization degree of freedom to make the photons dis-
tinguishable for the HOM indistinguishability measurement, we used the arrival
time or temporal mode to discriminate the photons as distinguishable or indistin-
guishable. We doubled the repetition rate of the ion-produced photons (400 kHz)
with respect to the repetition rate of our photons (200 kHz), so we alternate the
simultaneous arrival time of the ion-produced photons and our photons (where
both have the same temporal mode at the BS), with instances when their arrival
times are not overlapped, depicted in Fig. 7.2(a). To synchronize the arrival of
the photons, we operate in a controller-minion configuration, our experiment in
Building B is the controller, and the ion lab in building A is the minion. We
generate 1064-nm optical pulses using an AOM, which are sent over a fiber to
the ion lab (the 1064-nm laser and fiber are not shown in Fig. 7.1). Then, the
optical pulse is converted to a TTL signal, using a high bandwidth PD (Thor-
Labs PDA05CF2), which triggers the ion photon production. Due to drifts in the
1064-nm optical pulse power, we observe small drifts (≤20 ns over several hours)
in the ion-produced photon arrival time relative to an electronic reference that
defines an absolute time within the 5-µs cycle. To ensure the photon profiles over-
lap, even with these drifts, we offset the average arrival time of the ion-produced
photon≈+40 ns relative to the peak of our photon pulse. Calculations indicate
that this offset and small temporal drifts have a negligible effect on the two-photon
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interference. We observed no measurable drift between the temporally overlapped
and non-overlapped photons produced by the ion, with a temporal separation of
2.5 µs. There was no measurable drift between the arrival time of our photon and
the electronic reference.
This procedure allows us to measure the visibility in a single experimental run.
Furthermore, using coincidences across several shifted pulse periods (correspond-
ing to coincidences due to distinguishable modes) reduces the statistical noise for
calculating the visibility [59]. We operate at an experimental duty cycle of 0.6,
with the non-data-taking time required to reload our atomic ensemble.
7.2 Results and Outlook
We apply a 120-ns gate window (containing ≈ 80% of the ion-produced pho-
ton pulse) in SPAD 1 during the data post-processing, to mitigate noise counts,
predominantly due to detector dark counts and ambient photons. Figure 7.2(b)
and (c) show the resulting data for 5-ns bins after counting coincidences events
between SPAD 1 and 2, and subtracting background coincidences, all within the
gate window1. Comparing the temporally overlapped and non-overlapped coinci-
dences respectively at τ = 0 within a 5-ns bin, we calculate a visibility of 1.1(2).
Despite the photons having different spectral properties, we obtain high-visibility
by projecting both photons into the same spectro-temporal mode in a 5-ns time
bin. We are able to resolve this feature because the time-resolution is much smaller
than any other characteristic time-scale of the photons. The observed width of
1In a similar way that we did the background subtraction within a gate window to characterize
g(2)(0) and indistinguishability of our photons detailed in Appendix B. The difference here is
that the gating is applied to a single time coordinate t1 rather than both time coordinates.
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Figure 7.2: On-demand pulse sequence and interference. (a) Schematic
of pulse sequence for one period. The atomic-ensemble produced photon profile,
and ion-produced photon profile at t ≈ 4.25 µs, are measured directly. The ion-
produced photon profile at t ≈ 1.75 µs is a time-shifted copy of that at t ≈ 4.25 µs
to allow for easy comparison of the photon temporal shapes from the two sources.
We offset the ion-produced photon peak +40 ns from our photon pulse to lessen
the effects of small drifts in the relative arrival times. (b), and (c), Normalized
coincidences when the photons from the two sources are temporally overlapped
(non-overlapped) shown in blue (red). Both curves represent the data after gat-
ing, background subtraction, and using 5 ns bins. Dashed lines in b indicate the
range shown in (c). The theory curve is obtained by taking into account the non-
transform limited nature, probabilistic spectrum of the ion-produced photon, and
plausible estimates of the relative drift (2π × 10 MHz) and offset (2π × 20 MHz)
between the center frequencies of the photons from the two sources. Data pre-
sented accumulated over ≈ 22 hours. In all cases, the error bars denote statistical
uncertainties.
the interference dip is narrower than expected if we only consider the tempo-
ral profile of the photons2. However, accounting for the multiple peaks in the
ion-produced photon spectra, plausible laser-frequency drifts, and average center-
frequency differences of the two photons (for details see [59]), we obtain good
2See discussion in Chapter 4, for a more in-depth analysis see Ref. [104]
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agreement between theory and experiment, as seen in Fig. 7.2(b) and (c).
Having observed interference between photons generated from two fundamen-
tally different quantum sources, we now examine our results in the context of
hybrid quantum networking. We consider the entanglement generation scheme
in [179, 186], as a natural extension of our setup to create a Bell-state analyzer,
enabling the heralded generation of maximally entangled matter qubits. With this
scheme, the resulting state fidelity, assuming perfect photon-matter entanglement
and polarization discrimination, can be related to the visibility of the two-photon
interference as F = (1 + V)/2. For the 5-ns bins in Fig. 7.2(c), we project F ≈ 1.
With the measured ≈ 40 bunching events and ≈ 22 hours experimental run time,
we infer an entanglement rate of ≈ 2 hour−1. These calculations assume negli-
gible detector dark counts, achievable with commercially-available detectors, and
through improved shielding of the detectors from ambient leakage light.
We can increase the entanglement rate compromising the achievable entan-
glement fidelity by using a larger time bin [191]. For example, with 10-ns bins,
we estimate an entanglement rate of ≈ 4 hour−1 with F ≈ 0.9, still well above
the classical limit. Such entanglement rates would be comparable with the first
experiments using similar schemes with homogeneous matter qubits [17,192]. Ad-
ditionally, we note that with reasonable improvements to the ion photon collection
and detection, entanglement generation rates on the order of several events per
minute, with F > 0.9 are achievable.
In conclusion, we have demonstrated high-visibility quantum interference be-
tween photons produced by an ion and atomic-ensemble. With the current config-
uration, we project that entanglement rates of ≈ 2 hour−1 are achievable. With
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modest practical experimental upgrades, which predominantly improve the ion-
produced photon collection, DFG conversion efficiency, and reducing optical losses
through various elements, the entanglement rate could increase to several events
per minute, making the realization of a hybrid ion-atomic ensemble quantum net-
work practical.
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Chapter 8: Tunable three-body interactions between Rydberg Po-
laritons
As discussed in Chapter 3, it is possible to engineer interactions between sin-
gle photons by coupling them to strongly interacting Rydberg atoms and form
Rydberg polaritons [43, 193]. The control over the degrees of freedom of this sys-
tem, allow us to manipulate the coherent or dissipative character of the Rydberg
polariton interactions, which are inherently multi-body [43, 97–99, 194–196]. The
study of few-body systems with long-range interactions can help us engineer more
complex many-body quantum systems and understand their properties and poten-
tial limitations due to loss, decoherence, or recombination. Realizing precise and
reliable control of three-body effects can lead to the observation of rich phenom-
ena, such as the universality of Efimov states [197], the purification of a quantum
gas [198], and the emergence of strongly-correlated photonic states [56, 57].
Three-body effects between Rydberg polaritons can be strong [56, 57, 97, 99,
195], which distinguishes them from the usually weak three-body forces1 observed
with ultracold atoms and molecules near their ground state [200–203]. The three-
body Rydberg polariton system has been analyzed in single-mode cavities [195,
204], as well as in three-dimensions in free-space [97]. Experimental works have
explored three body-effects in elongated clouds in the dispersive regime [56], as well
1For a recent proposal showing how to enhance three-body interactions between atoms in
optical potentials see Ref. [199].
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for atomic mediums shorter than the range of the interactions [57] However, the
study of dissipative three-body interactions for long atomic clouds is still lacking.
This chapter reports the investigation of tunable three-body loss of Rydberg
polaritons. First, we describe the Rydberg-polariton system and show how en-
ergy and momentum conservation allows for three dark-state polaritons to scatter
into lossy channels. Next, we outline the experimental procedure and present the
measurements of two- and three-photon correlation functions as a way to probe
two- and three-polariton interactions. We compare our measurements with nu-
merical simulations of the Schrödinger equation (the numerical code was written
by Michael Gullans). For completeness, we show the calculation of the rate of
three-body scattering using Fermi’s Golden Rule, this calculation was developed
by Przemyslaw Bienias and Michael Gullans. Finally, we discuss the limitations
of our system and some potential directions for the study of few- and many-body
physics with Rydberg polaritons in our system.
8.1 Three-body scattering in Rydberg-EIT
Figure 8.1(a) depicts the atomic-level configuration for Rydberg-EIT that
dresses the incoming photon. The ground state |G〉 of an ensemble of atoms
is coupled to an intermediate state |P 〉 by a weak quantum probe field with a col-
lective coupling strength g. A strong classical field with Rabi frequency Ωc couples
|P 〉 to an atomic Rydberg state |S〉. The Hamiltonian describing the propagation
of a single excitation is given by [94,98]
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Figure 8.1: Rydberg polariton system. (a) Atomic structure: A weak coherent
probe, with collectively enhanced single-photon coupling g, and a strong classical
field, with Rabi frequency Ωc, couples the ground state, |G〉, to the Rydberg state
|S〉 via an intermediate state |P 〉. (b) Dispertion relation of the three polariton
branches for δ/(2π) = 25 MHz, δs/(2π) = 0, Ωc/(2π) = 23.5 MHz, assuming an
homogeneous cloud of OD=37. The black curve is the dark-state branch (D), while
the blue and green curves are the bright states (U and L). The diagram depicts the
allowed three-body scattering for three polaritons initially near the EIT resonance
at ωj = qj = 0 (j = 1, 2, 3 labels the three initial DSPs). ω+ corresponds to the
energy where the dispersion curve for ωD and ωU become approximately flat (c)
Allowed final momentum states for the three-body loss near the EIT resonance.
Only the process depicted in (b) is relevant for small δs ≈ 0. There is no two-body




g −∆− δs Ωc/2
0 Ωc/2 −∆s
 , (8.1)
here, c is the speed of light and ~ = 1. This Hamiltonian is defined in the basis of
{E , P, S}, where E is the wavefunction of the photonic component, P and S are the
wavefunctions of the intermediate- and Rydberg-state collective spin excitations,
respectively [94]. The complex detunings ∆ = δ + iΓ/2 and ∆s = δs + iγs/2
take into account the decay rates of the excited states, and cq corresponds to the
kinetic energy of the photon in the rotating frame.
After solving the Hamiltonian in Eq. (8.1), we obtain three new eigenstates,
159
corresponding to the dark, D, bright lower, L, and bright upper, U , polaritons.
Figure 8.1(b) shows the dispersion relation of the polariton branches depicted by
ωD(q), ωL(q), and ωU(q). The convention is chosen so that the incoming probe
photons have energy ω(q) = 0, and momentum q ≈ 0. For small δs, the dark-state
polariton (DSP), which is a coherent superposition of E and S, propagates with
little loss through the medium2 [205]. In contrast, the lower- and upper-bright
polaritons are lossy since they have a significant component of the P -state.
The energy scale of the system is set by ωc ≡ Ω2c/4|∆|, with characteristic




c is the group velocity. For a single or
two incoming low-energy DSP with |δs|  ωc, the scattering process from dark to
the lossy bright polaritons is strongly suppressed [98], see Fig. 8.1(c). Intuitively,
this suppression arises from energy and momentum conservation where DSPs with
q = 0 are not allowed to scatter to any of the bright channels. However, for three
polaritons, the scattering from the dark branch to the lossy channels is allowed
by conservation laws, which results in tunable three-body losses. Furthermore,
the character of the interactions and the dispersion relation can lead to resonant
enhancement of three-body loss by adjusting the system parameters: OD, Ωc, δ,
and δs. In the following sections, we detail the observation of this scattering
process by changing the detunings δ, and δs, with the largest attainable OD and
Rabi frequency Ωc.
2For large values |q| of momenta this branch becomes lossy.
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8.2 Experimental setup
We load and cool 87Rb atoms in a crossed optical dipole trap (as described
in Chapter 5). The atomic cloud has RMS dimensions σr = 20 ± 2 µm (σz =
40± 4 µm) in the radial (axial) direction with ' 105 atoms, wich corresponds to
an OD=37±4 with mean temperature of 10 µK.
After preparing the atoms in the |G〉 = |5S1/2, F = 2,mF = 2〉 ground state, we
generate Rydberg polaritons using the three level configuration (see Fig. 8.1(a)).
A weak coherent probe couples the ground-state to the intermediate state |P 〉 =
|5P3/2, F = 3,mF = 3〉, with a collective coupling strength g ' 103 MHz and a
beam waist of 3.3 µm. The control field couples the intermediate state to the
Rydberg state |S〉 = |82S1/2,mJ = 1/2〉 with a Rabi frequency of Ωc/(2π) =
23.5± 1.5 MHz and a waist of 19 µm. We vary the single-photon detuning δ and
the two-photon detuning δs to change the interactions among polaritons, while
keeping the photon flux, Rabi frequency and optical density fixed.
The average incoming photon rate is Rin ' 3µs−1, so that there are at most
a few photons in the cloud at a time propagating as polaritons with a velocity
vg ≈ 5×103 m/s. Here we make the approximation that the atomic medium with a
Gaussian density profile has an homogeneous profile with a length L = 4.2×σz [55].
The van der Waals coefficient for the Rydberg state 82S1/2 is C6/(2π) = −5.4×
103 GHz µm2, which results in a blockade radius rb ranging from 7 µm to 10 µm
(depending on δ and δs). Since the blockade radius is much larger than the probe
waist, the system can be effectively reduced to a single dimension corresponding
to the probe propagation axis.
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We continuously interrogate the atoms for 100 ms (≈0.13 duty cycle), during
this time we lose less than 10% of the atoms from the initial density. We choose
this time to maintain the atomic density as high as possible and measure the effect
of the interactions at their peak strength, which is parametrized by the optical
depth per blockade radius ODb = rbOD/(
√
2πσz). This continuous interrogation
allows for higher data collection per experimental cycle (compared to free fall
or modulating the dipole light during the two-photon excitation). However, we
measure linewidths broadening of Γ/(2π) = 7 ± 1 MHz and γs/(2π) = 0.4 ±
0.1 MHz, for the intermediate and Rydberg state, respectively, due to the presence
of the dipole beams.
8.3 Photon correlation functions
The n-photon correlation function can be used to extract information about
the impact of n-polariton interactions. Initially, the incoming photons are uncor-
related, when they enter to the medium and propagate as polaritons, the dynamics
of the interactions between the polaritons can be mapped to the n-photonic wave-
function, which are manifested as correlations. After exiting the medium, the
outgoing wavefunction maintains its acquired correlations which can be probed by











Figure 8.2: Setup for photon-correlation measurements. The probe beam
and the control beam are overlapped along the propagation axis and counter-
propagating from each other. The interactions among photons are probed via the
correlation functions of the probe light that exits the medium. It is split equally
onto three paths and coupled into three multi-mode fibers (not shown) and send
into avalanche photodetectors. The volume Bragg grating (VBG Optigrate) filters
the transmitted probe light from unwanted scattered laser light.
where E(z1), EE(z1, z2), and EEE(z1, z2, z3) are the single-, two- and three-photon
wavefunction, and cτi = zi − zj is the relative time between the photons i and j.
After exiting the medium for z ≥ L, E(z) = E(L). The two-photon wavefunction
can be composed of scattering and bound states (dimers). The three-photon
wavefuntion may have contributions from scattering states of three photons, all the
permutations of one dimer and a free photon, or a three-body bound state. Since
g(3)(τ1, τ2) includes two-body interactions, it cannot be considered as a measure
of pure three-body interactions. To illustrate the presence of two-body effects
in g(3)(τ1, τ2), see Fig. 8.3. Note that for long relative times when one particle
separates from the other two, or for τ1 = τ2 when two photons are on top of
each other, g(3) approaches g(2)(0). Hence, to characterize the impact of three-
body loss relative to two-body effects at low photon rates, we use the connected
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Figure 8.3: Measured correlation functions with η3(0, 0) < 0 and η3(0, 0) >
0. (a) g(2)(τ) (b) g(3)(τ1, τ2) and (c) η3(τ1, τ2) for δ/(2π) = 15 MHz and δs/(2π) =
−2 MHz, where we observe η3(τ1, τ2) < 0. (d) g(2)(τ) (e) g(3)(τ1, τ2) and (f)
η3(τ1, τ2) for δ/(2π) = 22.5 MHz and δs/(2π) = 2 MHz, with η3(τ1, τ2) > 0.
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correlation [57,195], defined as,
η3(τ1, τ2) = g
(2)(τ1) + g
(2)(τ2) + g
(2)(τ2 − τ1)− g(3)(τ1, τ2)− 2. (8.4)
For example, in the case of dominant two-body loss, there is a high probability of
absorbing at least one out of two or three incoming photons, so that g(2)(0) → 0
and g(3)(0, 0) → 0, resulting in η3(0, 0) < 0 (strong two-body repulsion [206]
has a similar effect). On the other hand, if two-body loss and dispersive two-
body interactions are both weak (g(2)(0) ∼ 1), while three-body loss is strong
(g(3)(0, 0)→ 0), results in η3(0, 0) > 0.
We obtain g(2)(τ) and g(3)(τ1, τ2) by measuring the relative temporal delay of
transmitted photons detected in three single-photon counting detectors arranged
in a generalized Hanbury Brown and Twiss setup, as depicted in Fig. 8.2. The
detection events are recorded as time-stamps by our time-tagger device and post-
processed to construct the second- and third- order correlation functions. The
measurements in Fig. 8.3 and Fig. 8.4 are averaged over 1500 experimental cycles
and binned in 20-ns time bins.
Figure 8.3 shows the measured second- and third-order correlation and their
respective connected correlation function for the case when η3(0, 0) < 0, and
η3(0, 0) > 0. Note that for the connected correlation in Fig. 8.3(c) and (f), there
is almost no structure along the diagonal τ1 = τ2, and for τi = 0. As we would
intuitively expect for g(2)(0) → 0 and g(3)(0, 0) → 0 results in η3(0, 0) < 0. For
weak attractive two-body interactions with g(2)(0) > 1, and dominant three-body
loss results in η3(0, 0) > 0. Here, three-body loss is not strong enough to make
g(3)(0, 0)→ 0.
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8.4 Experimental results and comparison with theory
Figure 8.4(a-b) shows the measured correlation functions at zero time delay,
g(2)(0) and g(3)(0, 0), as a function of δ and δs, at fixed Ωc and OD. Both g
(2)(0) and
g(3)(0, 0) display an antibunching to bunching trend as δ increases and δs becomes
positive. Figure 8.4(c) shows the measured connected correlation η3(0, 0). The
region where η3(0, 0) > 0 (indicative of dominant three-body loss) occurs in a
roughly linear band in δ-δs space with a negative slope.
Figure 8.4(d-f) shows the correlation functions at zero-time delay obtained
by numerically solving the Schrodinger equation for the two- and three-polariton
wavefunctions propagating through the Rydberg-EIT medium. The details and
code for this numerical simulation are in Michael Gullans thesis in Ref. [207].
Here, the van der Waals potential is approximated as a hard-sphere potential for
the two-and tree-body interaction as:




θ(rb − |zi − zj|),
(8.5)
where θ(z) is the Heaviside step function and V0 is the effective interaction strength
defined by the van der Waals coefficient C6 and χ̄(0) (see Eq. (8.7) for the definition
of this function).
Using parameters that are within the experimental uncertainties, we repro-
duce the antibunching to bunching behavior in g(2)(0) and g(3)(0, 0), as well as
the resonant-like feature in η3(0, 0) observed in the experimental data, which we
attribute to three-body loss. We also note that limitations from our numeri-
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cal description (possibly contributing to the discrepancy in amplitudes between
experimental and numerical results) might arise from using the hard-sphere ap-
proximation for the interaction potential V (z) to reduce the computation time.
Another source of discrepancy could arise from the presence of contaminant
states which affect the behavior of the correlation functions, in the regime of con-
tinuous photon flux [171]. However, including a microscopic description of the
contaminants greatly increases the complexity of the model [170]. Since there is a
good qualitative agreement on the resonant feature in Fig. 8.4(c) and (f), we con-
sidered that adding a more complex model would not contribute to understanding
the cause of the dominant three-body loss.
8.5 Fermi’s Golden Rule
We first discuss the form of two-body interactions, then describe the three-body
scattering process within a Fermi’s Golden Rule approximation to understand the
source of the resonant-like enhancement of η3(0, 0). Finally, we compare the results
with the experimental and numerical observations of the resonant three-body loss
feature (See Fig. 8.4(f)).
The bare atoms in Rydberg states interact via van der Waals potential V (r) =
C6/r
6. This potential between individual atoms is renormalized into an effective





Here, χ̄ characterizes the saturation of the effective potential at distances less than
167
Figure 8.4: Measurements and theoretical predictions. (a)-(c) Experimen-
tal data of the second-order, g(2)(0), third-order, g(3)(0, 0), and connected third
order, η3(0, 0), correlation functions with Ωc/(2π) = 23.5 ± 1.5 MHz, for a cloud
with OD=37±4 and σz = 42 ± 4 µm. (d)-(f) Numerical simulations for the
same correlation functions. Parameters used for the simulations are: OD = 37,
Ωc/(2π) = 25 MHz, γs/(2π) = 0.3 MHz and σz = 40µm. Regions with η3(0, 0) > 0
indicate excess of three-body loss with respect to two-body loss. The dashed lines
indicate the enhanced three-body loss predicted by the Fermi’s Golden Rule cal-
culation (see section 8.5).
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Figure 8.5: Lowest order diagrams that contribute to three-body loss.
In these diagrams, the straight lines are the input/output states (black is for the
DSP and blue is for the upper-bright polariton), the vertex (circle) is the overlap
between the ν−branch polariton and the bare Rydberg state at momentum q
is given by Sqν . The wavy dotted line represents the effective interaction Ṽq[ω],
which is symmetric in q. The arrowed line is the single body propagator defined
in Eq. (8.9). In addition to this diagram, there are five similar diagrams (total of
six) for both (a-b) obtained by permuting the input and output states.
the blockade radius rb = (|C6χ̄|)1/6 [98] and is given by
χ̄(ν) =
4∆2 + 6∆ν + 2ν2 − Ω2c
2(∆ + ν) (ν(2∆ + ν)− Ω2c)
, (8.7)
with ν = ω + 2∆s.
Using Veff, we can use a Fermi’s Golden Ruleargument to obtain the three-body
scattering rate β, for incoming dark Rydberg polaritons near the EIT resonance
due to processes like the one indicated in Fig. 8.1(b).
The lowest-order diagrams contributing to the scattering rate β are second-
order in Veff. As stated earlier, the conservation of energy and momentum restricts
the available scattering channels. In Fig. 8.5(a-b), we show the leading contribu-
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tions to β, which involve scattering from DDD to DDU , with D gaining large q
and becoming lossy. Other allowed processes, such as scattering to DUU , are not
relevant due to their small overlap amplitude with the Rydberg state, resulting in
weaker effective interactions involving these bright polaritons.
The incoming polaritons have ωD(q0) = 0. In general, q0 6= 0 for δs 6= 0, but,
for brevity of presentation, we show the expressions for δs = 0 and q0 = 0. Using













+ Ṽq1+q2 [0]Gss[q1 + q2,−ωD(−q1 − q2)]Ṽq2 [−ωD(−q1 − q2)]
∣∣∣2
× δ (ωU(q2) + ωD(q1) + ωD(−q1 − q2)) . (8.8)
Here, Ṽq[ω] is the Fourier transform of Veff(ω, r), ων(q) is the dispersion of the
ν-branch, Sqν is the overlap amplitude of the Rydberg state with a polariton at
momentum q on branch ν ∈ {D,L, U}, and Gss[q, ω] is the single-body propagator
Gss[q, ω] =
(ω − cq)(∆ + ∆s + ω)− g2






which includes the projection of the Rydberg state onto the dark-state polariton
with momentum q, Gss[q, ω] ≡ G(q, ω)|SqD|2.
The behavior of Eq. (8.8) depends on the interaction strength, which can be
quantified by ϕ = |rb/
√
χ̄/m|, where m ≈ −2g4/∆Ω2c2 is the effective mass. In
our experiment, ODb < 4, and for the detunings considered here, ϕ < 0.32.
In the moderately interacting regime of ϕ < 1, which applies to our experi-
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mental parameters, we can simplify the evaluation of Eq. (8.8) by noting that the
dispersions for ωD and ωU , become approximately flat and saturate to ω+ in the
relevant range of the momentum transfer ∼ 1/rb, which is about 3.5× to 5× larger






−∆ + ∆s +
√
(∆ + ∆s)2 + Ω2c
)
. (8.10)
Taking into account these considerations, the second term in Eq. (8.8) vanishes






∣∣∣Ṽq[0]Gss[q2 →∞,−ω+]Ṽq[−ω+]∣∣∣2 , (8.11)
which has a complicated dependence on the microscopic parameters. We concen-
trate on qualitative features of Eq. (8.11) to understand the behavior of β. In the





where A ≈ 1 is a numerical constant. Here, β increases with increasing interac-
tions, but does not feature any resonances as a function of δ.
In contrast, for Ωc ∼ δ, the scattering rate given by Eq. (8.11) could have
resonant behavior for two reasons. First, the density of outgoing states, given by4,
diverges. Second, the interaction vertices Ṽq[0] or Ṽq[−ω+], which are inversely
proportional to χ̄(0) and χ̄(−ω+), can have a resonance due to the vanishing
3In the relevant regime |Sqν | ∼ 1 and do not change the position of the resonances.
4For the full expression of vg see Eq. (3.52) 1/vg(−2ω+), note that in this chapter g → g/2
compared to the definition of g in Chapter 3
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Figure 8.6: Divergences of the integrand in Eq. (8.11) to calculate β as a
function of δ and δs. (a) Divergence for DSPs with energy ω = 0, corresponding
to the white dashed line in Fig. 8.4(f). (b) Divergence for scattered DSPs to
branches with energy ω = ω+, corresponding to the grey dotted line in Fig. 8.4(f).
The resonances are smoothed due to the finite Γ and γs, which results in a single
effective resonance in β, indicated by the pink dashed line in Fig. 8.4(f).
value of χ̄ at these energies. This divergence in the interaction vertices will be
smoothed out in our regime of finite Γ, γs, but will still have a significant impact
on β. We find that the divergence in the density of states is nearly canceled by the
simultaneous vanishing of Ṽq[−ω+], resulting in the density of states divergence
not contributing to the resonant behavior.
The interaction vertices Ṽq[0] and Ṽq[−ω+] diverge for δ approaching specific
detunings δ− and δ+ where χ̄(0) and χ̄(−ω+) vanish. These divergences are shown
in Fig 8.6 as a function of δ and δs. In the experimentally relevant limit of







δs, δ+ ≈ 0.7Ωc − 0.8δs. (8.13)
Here δ− corresponds to ω = 0, and δ+ indicates the divergence for ω = ω+. These
dependencies are shown in Fig. 8.4(f): the gray dotted line depicts δ+, whereas the
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white dotted line depicts δ−. In our system, the decay Γ leads to such significant
broadening of the two resonances that two peaks are no longer distinguishable,
leading to a single, effective resonant feature for β. In Fig. 8.4(f), the pink dashed
curve depicts the value of δ for which |β| given by Eq. (8.11) is maximal for a fixed
δs. The maximal curve is closer to the δ+ line because, for our parameters, this
resonance is stronger than the δ− resonance. The resulting overall resonance is a
three-body effect because it predominantly comes from the δ+ resonance, which is
not present for the two-body scattering. Our full Schrödinger equation numerics
indicate that the resonance slope position in δ− δs space also shows a dependence
on the control Rabi frequency (rather than other parameters) in agreement with
our Fermi’s Golden Rule results.
The interaction strength could become significant and negative in the vicinity
of the divergent χ̄, leading to the emergence of a second bound state, which would
happen for ϕ ≈ 3 [98]. This non-perturbative effect could hinder the applicability
of the Fermi’s Golden Rule. However, since in our system ϕ < 0.3, we can neglect
the second bound state.
8.6 Discussion and Outlook
Summarizing, we demonstrate the ability to tune Rydberg-polariton interac-
tions leading to dominant three-body losses over two-body losses. These interac-
tions are experimentally probed using the few-photon auto-correlation functions
of the outgoing light field. Our numerical simulations reproduce the experimen-
tally observed features with good qualitative agreement. Likewise, the scattering
process of three DSPs to two lossy DSPs (accompanied with a large momentum
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transfer) and a bright-state polariton, described by Fermi’s Golden Rule, is consis-
tent with our observations. It should be possible to observe a sharper and stronger
three-body loss resonance by detuning farther from single-photon resonance with
a larger δ which would decrease the contribution from the intermediate state dissi-
pation. However, since Ωc ∼ δ, the optical power needed to achieve strong enough
Rabi frequencies becomes experimentally challenging.
Having a local oscillator interfering with the output light from the cloud would
provide phase information, which we could use to reconstruct the few-photon wave
function (besides the correlations which are based on the intensity, see Chapter 4)
and could help to understand better the nature of the interactions [55,56,206].
Our work is a demonstration of yet another degree of tunability offered by
Rydberg systems, showing promising directions in the study and control of few and
many-body physics of strongly-interacting photons. For example, by increasing
the strength of the interactions and the optical density, we could have the ability
to tune the scattering length and observe another bound-state associated with a
photon-photon scattering resonance [98], or making photonic clusters via Lennard-
Jones potentials [208]. Extending the system to three dimensions and altering the
polariton effective mass and interactions, along the transverse and axial directions
could result in the formation of photonic Efimov trimers [97].
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Chapter 9: Conclusions and Outlook
This thesis presented a series of experiments where we generate effective inter-
actions among photons by means of strongly-interacting Rydberg states in cold
atomic ensembles. We used this interacting photon system to generate highly pure
and indistinguishable single photons, and demonstrated two photon quantum in-
terference between our single photons and photons produced from a single ion.
We also report the observation of tunable three-body interactions in the dissipa-
tive regime. These results reinforce the fact that Rydberg systems are attractive
platforms towards quantum information applications, as well as the study of few
and many-body phenomena.
Many of these research directions use additional states beyond the Rydberg
state. The current experimental efforts are focused on addressing another ground-
state in the F = 1 hyperfine manifold. Adding a new ground state to the sys-
tem would allow shelving Rydberg collective excitations in different states. This
scheme can be used for example, to generate arbitrary superposition of photon
Fock-states [84,209].
We are exploring the generation of dual-rail single-photon qubits that can be
entangled with the quantum state of the atomic ensemble y addressing two hyper-
fine ground states and two different Rydberg states [92]. After successful creation
of photon-spinwave entanglement, we can use these atom-photon qubits to gener-
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ate hybrid entanglement with ion-photon qubits by means of two-photon quantum
interference [179], and realize a simple hybrid ion-atomic ensemble quantum net-
work. We could also achieve entanglement by storing the ion qubit in different
ground states of the atomic ensemble. We expect that with experimental upgrades
in the ion-collection optics and frequency conversion, high-fidelity entanglement
should be achievable with a few entanglement events per minute [59].
One of the main limitations of our system is the Rydberg spin-wave finite
coherence time. Increasing the coherence time would increase the success and
fidelity of arbitrary Fock-states and atom-photon entangled qubits. There are
multiple contributions to the spin-wave decoherence, including, but not limited
to: Doppler broadening, collisional dephasing, and differential light shifts arising
from the optical dipole trap. We are in the process of assessing mitigating these
mechanisms. An option to lower the temperature of the atoms is adding another
cooling stage like Raman-sideband cooling [210]. Using an optical barrier or “box”
potential, where differential light shifts vanish since the atoms are trapped in the
dark, we estimate that the Rydberg spin-wave coherence time would increase by at
least a factor of two. Another possible configuration to decrease differential Stark
shifts is to use a combination of a lattice and a box potential. On the one hand,
the optical lattice provides long coherence times between ground and Rydberg
spin wave [139], as well as spin waves between two different ground states [211],
where we can store a Rydberg excitation in the second shelving ground state. On
the other hand, a box potential can be used to modify the shape and size of the
lattice.
It could also be interesting to use an optical diffractive element to shape the
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anti-trapping light into arbitrary potentials would offer the flexibility to create
two or more adjacent ensembles. We could use different atomic ensembles as
independent atomic qubits [39], explore the angular dependence of interactions
between higher angular momentum Rydberg states, or study correlations in a
subsequent array of superatoms [57].
So far, most of the study of Rydberg interactions in atomic ensembles have
been done along a single spatial dimension. Using diffractive elements in the
probe beam can add another degree of freedom to engineer the transversal and
longitudinal propagation mode. This extra knob could be used to study in a
controlled way, the regime of Rydberg interactions in two- and three dimensions,
where we could see the formation of photonic Efimov states [97]. It could also
be used to shape collective spin waves and potentially increase their retrieval as
photons [93].
Creating collective Rydberg spin waves with P -excitations also open other
research directions, from the study of strongly correlated states of light [208,212],
to the implementation of conditional phase gates [158,213].
The field of Rydberg physics is an exciting field of research, which is rapidly
evolving with a growing number of proposals and demonstrations, for both the
development of quantum technologies and the study of fundamental physics.
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Appendix A: Probe alignment
This Appendix describes how to align the probe laser to the in-vacuum lenses.
This step is crucial for the experiments since proper alignment minimizes aber-
rations. Aberrations along the probe propagation inside the atomic cloud could
hinder the blockade fidelity. Moreover, the probe focus constraints all the other
beam paths for trapping and exciting the atoms.
A.1 Alignment procedure
The in-vacuum optics are AR coated for 780-nm light, so we use back reflec-
tions from the in-vacuum lenses of a HeNe laser with 632-nm wavelength to do
a coarse alignment. Overlapping the back reflections with the incoming beam
would guarantee that the laser light propagates along the optical axis. Figure A.1
shows Zemax simulations of the expected back reflections from each surface for a
beam with ≈ 0.5 mm waist. Additionally, there is another back reflection from
the window that does not diverge, and it is straightforward to distinguish it from
the others. Since the normal of the window is at a different angle from the lenses
optical axis, we do not overlap this back reflection with the others coming from
the lenses.
Because the lenses are concentric to each other, it is sufficient to overlap two
of the back reflections at two different spatial points (the further these points are
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Figure A.1: Back reflections from each surface of the in-vacuum lenses
2 cm away from the first window. (a) Back reflection from the curved surface
of the first lens. (b) Back reflection from the flat surface of the first lens. (c) Back
reflection from the flat surface of the second lens. (d) Back reflection from the
curved surface of the second lens.
from each other, the better). Close to the first chamber window along the probe
path (≈ 2 cm) is easy to identify each one of them (see Fig. A.1). However, at
larger distances some of the back reflections diverge more and are harder to view.
The back reflections from the flat surfaces of the first Fig. A.1(b) and second
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Fig. A.1(c) lens show the least divergence for alignment far from the window.
Once the back reflections are overlapped with each other and the incoming
beam, we overlap the probe light to the HeNe. To do the fine alignment of the
probe beam, we image the focused probe into a CCD camera, using the second in-
vacuum lens as an imaging lens, and a 400-mm focal length lens outside the vacuum
chamber as a focusing lens. We walk the picomotor mirrors (see Fig. 5.12(b) for the
probe optical layout) in both vertical and horizontal directions until we see that
the probe transverse profile shows azimuthal symmetry on focus and off focus. We
check this symmetry by translating the image plane at the CCD with the second
focusing lens. Some examples of the imaged pron on the CCD are illustrated in
Figure A.2.
Fig. A.2(a) shows the probe off focus with astigmatism, this aberration was
produced from the reflection of a dichroic mirror (this mirror was subsequently
replaced by a short-pass dichroic that transmits 780-nm light). Figure A.2(b)
shows the probe off focus with some aspherical aberrations but approximately
symmetric azimuthally. Finally, Fig. A.2(c) shows the probe on-focus at the CCD
camera image plane. Identifying aberrations and symmetries in imaging systems
has been used before to align optical systems for cold atoms experiments [214].
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Figure A.2: Imaging of probe focus. (a) Probe with astigmatism. (b) Off-focus
probe at image plane. (c) On-focus probe at image plane. Images are normalized
to the maximum intensity of the probe on the focused image plane.
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Appendix B: Background subtraction and Gating
Subtracting background noise from the detection system or light sources inde-
pendent from the single-photon source to study, allows us to have a more accurate
estimate of its efficiency, g(2)(0), and indistinguishability. For example, the addi-
tional background counts would lead to an overestimation of the source efficiency,
especially if the signal to noise ratio S/N ∼ 1. Since the joint detector coinci-
dence probability quantifies g(2) and the HOM-visibility, accidental coincidences
from photon-background and background-background coincidences would lead to
a higher value for g(2)(0) and a decreased visibility. Background subtraction re-
quires a careful characterization of the background-count rate for each detector.
It is also convenient to define a “gate window” around the photon pulse for
on-demand sources. Gating can improve the signal to noise ratio, remove un-
wanted coincidences, and lessen the effects of fluctuations. This can be done in
“hardware” by electronically gating the detectors, or equivalently, in “software”
during the post-processing of the data. The software gate is done by setting the
registered single counts from each detector outside the gating window to zero. One
advantage, of software gating, is that it provides all the detected counts for a full
generation cycle as opposed to the hardware gate, if the pulse duration is shorter
than the cycle-generation period, we can extract the background count-rate for
each detector, and then subtract the background contribution to the efficiency,
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g(2)(0) and HOM-visibility measurements.
This appendix outlines the procedure to define a gate window containing most
of the photon pulse, identifying the background noise, and then subtracting off the
accidental coincidences within that gate. Finally, we analyze that the temporal
profile of background coincidences is not constant when applying a gate, as it
arises from the convolution of the gated photon pulse shape and a square pulse
which height corresponds to the noise level.
B.1 Temporal profile of background coincidences in a gate window
We use two SPADs for all our single-photon measurements, with average back-
ground rates of ≈ 80 s−1 and ≈ 100 s−1. This count rate is due to detector dark
counts (≈ 60 s−1) and leakage of ambient light.
Figure B.1: Dark-blue solid line shows the counts recorded by SPAD 1
for a full cycle of 5 µs. The red-dotted lines show the window where we extract
the mean background probability per unit time B1(B2) when the shutter AOM is
off. The light-blue dashed lines indicate the gating window to obtain the photon
signal probability per unit time P1(t1), P1(t2) for SPAD 1, SPAD 2. The smaller
peak at the left of the photon signal are leakage counts from the write pulse.
Figure B.1 shows the detected SPAD counts as a function of time during a
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pulse period tp=5 µs, plotted on a logarithmic scale. A small amount of leakage
of the write pulse through the AOM shutter is evident in addition to the photon
pulse. Since the photons arrive at the detectors at a known time, we apply a
software gate corresponding to a 1.4 µs time window (indicated by the blue-dashed
lines), which contains more than 99.9% of the pulse. The gate is implemented
during the post-processing of the data and is equivalent to hardware gating the
detectors. We determine the mean detector background singles count rate by
measuring the counts during a time window (indicated by the red dashed lines)
in which the shutter AOM is off. The background count rate when the AOM is
on, increases by ' 4% (not easily visible in Fig. B.1), indicating a small amount
of additional background produced by the apparatus. We do not include this
additional background in the subtraction described below.
First, we determine the background-photon and background-background coin-
cidences profile within the gate window, from the measured background noise level
for each detector and the single-photon profile. Then, we proceed to subtract this
calculated background profile from the total measured coincidence count rate.
The probability of a background coincidence, cback, is the sum of the products
of single event rates:
cback(t1, t2) = P1(t1)B2(t2) +B1(t1)P2(t2) +B1(t1)B2(t2), (B.1)
where t1 and t2 are absolute times relative to a clock, for SPAD 1 and 2 respectively.
Pi(ti), is the probability per unit time of a photon detection event at detector i,









































Figure B.2: Reconstruction of coincidences given the background and
photon rate measured at each detector. (a) Raw data coincidences as a
function of absolute time t1, for SPAD 1 and τ , the relative time between both
SPADs. White dashed lines indicate the position of the gating window for each
repetition cycle. (b) Data with gate applied. (c) Total coincidence rate after
applying the gate as a function of τ . (d) Photon-photon coincidence rate after
subtracting the background from the data. (e) Calculated background coincidence
cback(t1, τ), based on the measured single-event rates Pi(t) and Bi. (f) Calculated
background coincidences after the gate. (g) Gated-background coincidence rate
Cback(τ). (h) Zoom around τ = 0 of background-subtracted data in linear scale.
The software to process the correlation data from the time-tagger is in A. Craddock
repository https://github.com/acraddoc91/RbRy_Correlations.
relative time coordinate, τ = t1 − t2, the background coincidence probability is
cback(t1, τ) = P1(t1)B2(τ + t1) +B1(t1)P2(τ + t1) +B1(t1)B2(τ + t1). (B.2)
We integrate t1 over a time window tend− tstart to obtain the total background
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where, tstart, is synchronized to the photon arrival. In the presence of the gate,
the background, and pulse probability have the following time dependence:
B1(t1), P1(t1) =
{
B1, P1(t1) tstart ≤ t1 ≤ tend
0 otherwise
(B.4)
B2(τ + t1), P2(τ + t1) ={
B2, P2(τ + t1) t1 − tend ≤ τ ≤ t1 − tstart
0 otherwise
(B.5)
The process in Eq. B.3 is shown graphically in Figure B.2, where Cback are
the total accidental-coincidences rate from photon-background and background-
background around τ = 0. Finally, Figure B.2(h) shows the background sub-
tracted coincidences rate, Cs(τ), within the gate window.
In the case for the results in Chapter 7, only the gating defined in Eq. (B.4)
is applied, in order to increase the signal to noise ratio of the HOM-interference,
due to the low ion-produced photon rate.
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Stephan Dürr. A photon–photon quantum gate based on Rydberg interac-
tions. Nature Physics, 15(2):124–126, 2019.
(Cited on pages 9 and 127.)
[55] Ofer Firstenberg, Thibault Peyronel, Qi-Yu Liang, Alexey V Gorshkov,
Mikhail D Lukin, and Vladan Vuletić. Attractive photons in a quantum
nonlinear medium. Nature, 502(7469):71–75, 2013.
(Cited on pages 9, 161, and 174.)
[56] Qi-Yu Liang, Aditya V. Venkatramani, Sergio H. Cantu, Travis L. Nicholson,
Michael J. Gullans, Alexey V. Gorshkov, Jeff D. Thompson, Cheng Chin,
Mikhail D. Lukin, and Vladan Vuletić. Observation of three-photon bound
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[83] L. Béguin, A. Vernier, R. Chicireanu, T. Lahaye, and A. Browaeys. Direct
Measurement of the van der Waals Interaction between Two Rydberg Atoms.
Phys. Rev. Lett., 110:263201, Jun 2013.
(Cited on page 31.)
[84] Matthew Ebert, Alexander Gill, Michael Gibbons, Xianli Zhang, Mark
Saffman, and Thad G. Walker. Atomic Fock State Preparation Using Ryd-
berg Blockade. Phys. Rev. Lett., 112:043602, Jan 2014.
(Cited on pages 31 and 175.)
[85] Johannes Zeiher, Peter Schauß, Sebastian Hild, Tommaso Macr̀ı, Immanuel
Bloch, and Christian Gross. Microscopic Characterization of Scalable Co-
herent Rydberg Superatoms. Phys. Rev. X, 5:031015, Aug 2015.
(Cited on page 31.)
[86] Asaf Paris-Mandoki, Christoph Braun, Jan Kumlin, Christoph Tresp, Ivan
Mirgorodskiy, Florian Christaller, Hans Peter Büchler, and Sebastian Hof-
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Chen, and Vladan Vuletić. Creation of a Bose-condensed gas of 87Rb by
laser cooling. Science, 358(6366):1078–1080, 2017.
(Cited on page 176.)
[211] R. Zhao, Y. O. Dudin, S. D. Jenkins, C. J. Campbell, D. N. Matsukevich,
T. A. B. Kennedy, and A. Kuzmich. Long-lived quantum memory. Nature
Physics, 5(2):100–104, Feb 2009.
(Cited on page 176.)
[212] J. Ruseckas, I. A. Yu, and G. Juzeliūnas. Creation of two-photon states
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