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Das Anforderungs- und Wissensmanagement wird in kleinen und mittelstän-
dischen Unternehmen häufig in seiner Wichtigkeit unterschätzt. Vor allem das 
systematische Dokumentieren und Verwalten von Anforderungen, kann über 
Erfolg oder Misserfolg eines Projektes entscheiden. Werden Anforderungen 
nicht vollständig dokumentiert oder nicht an die relevanten Personen kommu-
niziert, kann es zu Abweichungen gegenüber dem ursprünglichen Kunden-
wunsch kommen, was im schlimmsten Fall zum Scheitern des Projekts führen 
kann. 
Stand heute werden überwiegend Office-basierte Softwarelösungen für die 
Dokumentation und Verwaltung von Informationen, Anforderungen und Auf-
gaben verwendet. Diese führen jedoch aufgrund ihres filebasierten Ansatzes 
zu häufigen Redundanzen oder unterschiedlichen Versionsständen, was zu 
Fehlern führt. Spezialisierte Softwarelösungen für das Verwalten von Anfor-
derungen hingegen sind meist für Experten entwickelt worden und erfordern 
daher Schulungen und/oder neue Prozesse. Das schreckt viele Unternehmer 
davor ab derartige Lösungen in ihr Unternehmen zu integrieren. 
Die vorliegende Arbeit nimmt sich daher zum Ziel, ein Assistenzsystem zur 
kontextsensitiven Unterstützung eines anforderungs-basierten Wissensmana-
gements zu entwickeln, welches vor allem kleine und mittelständische Unter-
nehmen befähigen soll, vollständige und standardisierte Anforderungs- und 
Wissensdokumentationen ohne aufwändige Schulungen oder Prozesse zu er-
stellen und zu verwalten. Die entwickelten Konzepte werden anhand einer pro-








The importance of requirements and knowledge management in small and me-
dium-sized companies is often underestimated. Especially the systematic doc-
umentation and administration of requirements can decide on the success or 
failure of a project. If requirements are not completely documented or not com-
municated to the relevant persons, this can lead to deviations from the original 
customer request, which in the worst case can lead to the failure of the project. 
Today, mainly office-based software solutions are used for the documentation 
and administration of information, requirements and tasks. However, due to 
their file-based approach, these lead to frequent redundancies or different ver-
sion statuses, which leads to errors. Specialized software solutions for the man-
agement of requirements, on the other hand, are usually developed for experts 
and therefore require training and new processes, which deters many compa-
nies from integrating such solutions into their business. 
This thesis aims to develop an assistance system for context-sensitive support 
of a requirements-based knowledge management, which should enable small 
and medium-sized companies to create and manage complete and standardized 
requirements and knowledge documentation without extensive training or pro-
cesses. The developed concepts are evaluated using a prototypical implemen-
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„Das Problem zu erkennen ist wichtiger als die Lösung zu erkennen, 
denn die genaue Darstellung des Problems führt zur Lösung.“ 
Albert Einstein 
Wie schon Albert Einstein und sicher vielen vor ihm bereits bewusst war, ist 
zur Erreichung eines Ziels nicht die Lösung selbst, sondern der Weg dorthin 
entscheidend. Projekte scheitern oft durch unrealistische Kalkulationen, zu 
straffe Zeitpläne oder fehlenden Kundenbezug. Eines der größten Probleme 
jedoch ist meist der fehlende Informationsaustausch zwischen den betroffenen 
Personen und das unsystematische Dokumentieren und Managen von projekt-
relevanten Informationen wie z.B. Anforderungen, Aufgaben oder Recher-
cheergebnissen. Vor allem Entwickler verlieren sich gerne in einer Vielzahl an 
Features und technischen Raffinessen, statt für das eigentliche Grundproblem 
des Kunden eine einfache und effiziente Lösung zu finden [The 94, The 14, 
The 15, Ada 13, Ada 15]. 
Anforderungen bilden die Basis eines jeden Entwicklungsprojektes. Sie for-
mulieren die Erwartungen und Forderungen aller betreffenden Stakeholder an 
das zu entwickelnde Produkt und deren Erfüllung entscheidet über Erfolg oder 
Misserfolg des Entwicklungsprojekts. Stand heute werden im Mittelstand – 
„der Motor der deutschen Wirtschaft“1 – und insbesondere im Maschinenbau 
vorrangig Office-Produkte eingesetzt, um Anforderungen und das damit in 
Verbindung stehende Wissen zu dokumentieren und zu verwalten. Dies birgt 
jedoch große Nachteile im Vergleich zu spezialisierten Werkzeugen, da 
                                                          
1 https://www.kfw.de/KfW-Konzern/KfW-Research/Mittelstand.html, zuletzt geprüft am 
20.08.2020 
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Office-Lösungen weder eine agile und kollaborative Zusammenarbeit unter-
stützen noch ein systematisches Änderungsmanagement oder die Analyse der 
damit verbundenen Auswirkungen unterstützen [Gro 13]. 
Spezialisierte Softwarelösungen auf der anderen Seite erfordern meist umfang-
reiche Schulungen, sind teuer in der Anschaffung und benötigen viel Zeit zur 
Pflege und Verwaltung der Daten. Hürden die vor allem kleine- und mittel-
ständische Unternehmen (KMU) davon abhalten die entsprechenden Anforde-
rungsmanagementprozesse und die dafür notwendigen Softwarelösungen zu 
etablieren [Gro 13, Ada 13, Ada 15]. 
Aber nicht nur der Mittelstand ist mit den angebotenen Lösungen für das An-
forderungsmanagement unzufrieden. Auch große Unternehmen haben mit der 
fehlenden Prozessintegration des Anforderungsmanagements zu kämpfen 
[Ada 13, Ada 15]. Gerade zu Zeiten der vierten industriellen Revolution und 
Globalisierung, wird die deutsche Wirtschaft mit stetig wachsender Konkur-
renz konfrontiert. Kürzere Produktlebenszyklen und steigende -komplexitäten 
machen effiziente Anforderungsmanagementprozesse unabdingbar. 
Um dies leisten zu können braucht es neue Ansätze und Methoden im Anfor-
derungsmanagement, um vor allem KMU langfristig zu befähigen dem inter-
nationalen Konkurrenzdruck Stand zu halten. Basierend auf dieser Forderung 
nimmt sich die vorliegende Arbeit zum Ziel, mit Hilfe des aktuellen Stands der 
Technik neue Methoden und Konzepte zu entwickeln, um ein Assistenzsystem 
zur kontextsensitiven Unterstützung des anforderungsbasierten Wissensmana-
gements zu entwickeln und somit das Anforderungsmanagement stärker in die 
Unternehmensprozesse zu integrieren. 
1.1 Problemstellung 
Das Anforderungsmanagement (AM) und seine Methoden werden häufig in 
ihrer Wichtigkeit unterschätzt, was dazu führt, dass Anforderungen zu unge-
nau oder gar nicht dokumentiert, betroffene Stakeholder nicht involviert oder 
relevante Phasen des Produktlebenszyklus außer Acht gelassen werden. Die 
auf Basis dieser Anforderungen entwickelten Produkte verfehlen nicht selten 
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den eigentlichen Kundennutzen und führen so im schlimmsten Fall zum voll-
ständigen Scheitern des Entwicklungsprojektes. Im Rahmen der Chaos-Re-
porte [The 94, The 14, The 15] wurden bis 2015 ca. 50.000 Software-Projekte 
hinsichtlich ihres Erfolgs oder Misserfolgs untersucht. Als Hauptursachen für 
das Scheitern der Projekte wurden hierbei vor allem unvollständige Anforde-
rungen, Probleme beim Management von Anforderungsänderungen und die 
fehlende Integration der Anwender identifiziert. 
Ein weiteres Problem stellen die Werkzeuge dar, die zum Management von 
Anforderungen und dem damit in Verbindung stehenden Wissen eingesetzt 
werden. In vielen Unternehmen – vor allem bei KMU – kommen ausschließ-
lich Office-Produkte (Excel, Word) und E-Mails zum Einsatz, welche im Ge-
gensatz zu speziellen Softwarelösungen (z.B. IBM Rational DOORS und PTC 
Integrity) zwar das Sammeln und Clustern der Anforderungen und Wissen er-
möglichen, aber einige erhebliche Nachteile mit sich bringen können: 
• Der Erhebungs- und Managementprozess wird nicht aktiv unterstützt. 
• Der Änderungsverlauf ist nicht adäquat nachvollziehbar. 
• Der manuelle Austausch der Dokumente ist träge und führt zu Redun-
danzen. 
• Die Analyse der Abhängigkeiten zwischen mehreren Anforderungen 
sowie die Auswirkungen einer Änderung sind durch diese Art der Do-
kumentation nicht möglich. 
• Die Wiederverwendung bereits dokumentierter Informationen wird 
nicht kontextsensitiv unterstützt. 
Im Rahmen einer Umfrage der Technischen Universität Bratislava [Gro 13] 
wurden 95 Unternehmen im Bereich Maschinen- und Anlagenbau über das 
Zusammenspiel von Anforderungsmanagement, Projektabwicklung und Kun-
denintegration bei KMU befragt. Hintergrund der Befragung waren die Tatsa-
chen, dass der Maschinen- und Anlagenbau in den meisten Fällen durch ver-
gleichsweise einfache Projektmanagement-Methoden geleitet wird und 
Anforderungen und projektrelevante Informationen überwiegend mittels 
Office Produkten (Excel, Word, PowerPoint) und E-Mails gemanagt werden. 
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Als Gründe hierfür werden im Management Summary der Umfrage unter an-
derem der Mangel an qualifizierten Ressourcen, der damit verbundene Mehr-
aufwand und die hohen Kosten der entsprechenden Softwarelösungen genannt 
[Gro 13]. 
Ein weiterer wichtiger Grund für die Nichtnutzung spezialisierter Software-
tools sind die Tools selbst. Im Rahmen einer Umfrage des Fraunhofer Instituts 
IESE [Ada 13] wurden etwa 300 kleine und große Unternehmen unterschied-
licher Branchen zum Thema Anforderungsmanagement befragt. Hierbei stell-
ten sich folgende Probleme mit aktuellen Softwarelösungen heraus, welche 
2015 durch eine erneute Befragung von mehr als 200 Unternehmen untermau-
ert wurden [Ada 15]: 
• Keine aktive Unterstützung bei AM-Aufgaben 
• Schlechte / schwierige Bedienung aus Sicht der Anwender 
• Schlechte Handhabung von Anforderungsänderungen 
• Geringe Akzeptanz bei Nicht-AM-Experten 
• Insellösungen mit geringer bis keine Integration in bestehende Prozesse 
• Mangelnde Motivation für die Einführung und Einhaltung von AM 
• Fehlende Möglichkeit der Wiederverwendung und Standardisierung 
von Anforderungen 
• Hohe Lizenzgebühren 
Dies macht deutlich, dass aktuelle Softwarelösungen den Anforderungen klei-
ner und mittelständischer Unternehmen nicht gerecht werden. Sie benötigen 
Lösungen, welche die Anwender aktiv bei der Erfüllung der anfallenden Auf-
gaben im Anforderungsmanagement unterstützen, intuitiv und einfach zu be-
dienen sind und besser in bereits bestehende Prozesse integriert sind. Nur so 
können KMU, trotz ihres personellen und finanziellen Ressourcenmangels, 
Anforderungen und das damit verbundene Wissen sinnvoll und in der entspre-
chenden Qualität managen. 
Aber auch Unternehmen, welche etablierte Anforderungsmanagement-Metho-
den und -Werkzeuge einsetzen, sehen weiterhin Handlungsbedarfe. Zum einen 
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stellt die Standardisierung und Wiederverwendung von Anforderungen und di-
gitalisiertem Wissen, trotz des Einsatzes von Experten-Tools eine große Her-
ausforderung dar [Ada 15]. Zum anderen bedarf es neuer Lösungsansätze, um 
alle Projektmitarbeiter über alle relevanten Änderungen zu informieren, ohne 
diese mit der ggf. aufkommenden Informationsflut zu überlasten. Dies erfor-
dert vor allem ein Umdenken in der Art der Anwendung des Anforderungs- 
und Wissensmanagements, da dieses häufig von wenigen Experten getrieben 
wird und nur selten von allen Projektbeteiligten gelebt wird. 
1.2 Zielsetzung 
Den zuvor geschilderten Herausforderungen stellt sich die vorliegende Arbeit 
mit dem Kernziel eine kontextsensitive Unterstützung des anforderungsbasier-
ten Wissensmanagements und den damit verbundenen Aufgaben für Unterneh-
men zu entwickeln. Hierbei werden drei Kernfragestellungen adressiert welche 
nachfolgend motiviert werden. 
Die Integration der Methoden des Anforderungsmanagements in die Unterneh-
mensprozesse ist bis heute eine große Herausforderung, welche von vielen Un-
ternehmen häufig nur teilweise oder gar nicht durchgeführt wird. Dies führt 
dazu, dass Anforderungen nicht systematisch dokumentiert, ausreichend an 
alle betroffenen Steakholder kommuniziert und Änderungen nicht systema-
tisch umgesetzt werden. Vor allem die fehlende Betrachtung der Tragweite von 
Änderungen führt häufig zu unerwarteten Mehrkosten und/oder zeitlichen Ver-
zögerungen sowie in extremen Fällen zum Scheitern eines Entwicklungsvor-
habens. Aus diesem Grund stellt sich der Autor der folgenden Frage: 
Forschungsfrage 1: Wie lassen sich die Methoden des Anforderungsmana-
gements besser in Unternehmensprozesse integrieren? 
Ein weiteres weit verbreitetes Risiko, stellt der Einsatz von MS Office-Lösun-
gen zur Dokumentation von Anforderungen und projektrelevanten Informati-
onen dar. Die so entstehenden Daten sind stark heterogen und distribuiert, was 
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ganzheitliche Verknüpfungen aller projektrelevanten Informationen verhin-
dert. Um jedoch Informationen an die jeweils betroffenen Stakeholder adäquat 
kommunizieren zu können, sind semantische Verknüpfungen notwendig, wes-
halb sich die vorliegende Arbeit ebenfalls der Frage widmet: 
Forschungsfrage 2: Wie lassen sich alle projektrelevanten Informationen 
automatisiert miteinander semantisch verknüpfen? 
Die letzte Problemstellung welche mit der vorliegenden Arbeit adressiert wird, 
ist die systematische Nutzung bereits dokumentierter Informationen – sozusa-
gen das digitale Erfahrungswissen der Unternehmen. In den meisten Fällen 
werden Dokumente nach Projektende kaum oder gar nicht wiederverwendet, 
wodurch kostbare bereits digitalisierte Informationen verloren gehen. Auch die 
parallele Nutzung dieses Wissens in anderen Projekten ist aufgrund fehlender 
Unterstützung nur begrenzt möglich. Die vorliegende Arbeit stellt sich daher 
der Frage: 
Forschungsfrage 3: Wie lässt sich die Wiederverwendung bereits digital 
dokumentierter Informationen verbessern? 
1.3 Rahmen der Arbeit 
Die in der vorliegenden Arbeit beschriebenen Methoden und Konzepte wurden 
unter anderem im Rahmen des durch das BMBF geförderte „KMU-innovativ“ 
Projektes DAM4KMU entwickelt. Im Rahmen dieses Projektes werden neue 
Methoden und Konzepte entwickelt, welche die Beschreibung und das Mana-
gen von Anforderungen vereinfachen, den Bediener bei der Erfüllung der RE-
Aufgaben methodisch und kontextsensitiv unterstützen sollen und eine bessere 
Vernetzung mit den Unternehmensprozessen ermöglichen sollen. Hierdurch 
sollen alle betroffenen Steakholder aktiv in den Anforderungsmanagementpro-
zess integriert werden, wodurch sich die Qualität der Produkte nachhaltig ver-
bessern wird. 
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Als Anwendungsfälle dienen hierbei die Prozesse der Schuster Elektronik 
GmbH, welche seit über 50 Jahren kundenspezifische Messgeräte und umfang-
reiche Messsysteme herstellt. Durch ihre mechatronischen Produkte und ihr 
interdisziplinäres Entwicklungsteam stellt sie ein ideales Beispiel eines deut-
schen KMU aus der Hochtechnologie-Entwicklung dar. Aktuell nutzt die 
Schuster Elektronik GmbH handschriftliche Laufkarten sowie Office-Doku-
mente zum Dokumentieren und Verwalten von Anforderungen mit den damit 
verbundenen Informationen. Zur Sicherstellung der Übertragbarkeit der zu ent-
wickelnden Lösung, konnten vier Evaluationspartner – Romaco Pharmatech-
nik GmbH, Kautenburger GmbH, Andata Entwicklungstechnologie GmbH 
und der J.Con GmbH – gewonnen werden, welche sich im Rahmen von Befra-
gungen und Workshops ihre Anforderungen aus unterschiedlichen Branchen 
an einen durchgängig digitalisierten Anforderungsmanagement-Prozess bei-
steuern. 
Das im Rahmen dieses Projektes geplante DAM4KMU-Framework besteht 
aus zwei Hauptkomponenten, einem generischen Datenmodell und dem An-
forderungsmanagement-Assistenten, welche beide im Rahmen des Projektes 
entwickelt werden sollen (siehe Abbildung 1.1). 
 
Abbildung 1.1: DAM4KMU-Framework 
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Derzeitige AM-Softwarelösungen weisen häufig Schwächen in der Funktiona-
lität und Ausstattung auf. In vielen Unternehmen – vor allem bei KMU – kom-
men ausschließlich Office-Produkte (Excel, Word) und E-Mails zum Einsatz, 
welche im Gegensatz zu speziellen Softwarelösungen (z.B. IBM Rational 
DOORS und PTC Integrity) zwar das Sammeln und Clustern der Anforderun-
gen ermöglichen, aber einige erhebliche Nachteile mit sich bringen können: 
• Der Erhebungs- und Managementprozess wird nicht aktiv unterstützt. 
• Der Änderungsverlauf von Anforderungen ist nicht nachvollziehbar. 
• Der manuelle Austausch der Dokumente ist träge und führt zu Redun-
danzen. 
• Die Analyse der Abhängigkeiten zwischen mehreren Anforderungen 
sowie die Auswirkungen einer Anforderungsänderung sind durch diese 
Art der Anforderungsdokumentation nicht möglich. 
Aus diesem Grund werden im Rahmen des Projektes DAM4KMU neue Me-
thoden und Konzepte entwickelt, welche die Beschreibung und das Managen 
von Anforderungen vereinfachen, den Bediener bei der Erfüllung der AM-
Aufgaben methodisch und kontextsensitiv unterstützen sollen und besser mit 
den Unternehmensprozessen vernetzt werden können. So können alle betroffe-
nen Steakholder aktiv in den Anforderungsmanagementprozess integriert wer-
den, wodurch sich die Qualität der Produkte nachhaltig verbessern wird. 
1.4 Aufbau der Arbeit 
Die vorliegende Arbeit gliedert sich in sieben Kapitel, welche im Folgenden 
kurz vorstellet werden. Im Grundlagenkapitel wird das Anforderungsmanage-
ment in den Produktlebenszyklus eingeordnet und die generellen Grundlagen 
erläutert. Da Anforderungen und das damit in Verbindung stehende Wissen 
überwiegend textbasiert dokumentiert werden, müssen diese für die weitere 
Verarbeitung computerlinguistisch aufbereitet werden. Hierzu werden häufig 
maschinelle Lernverfahren verwendet, welche im Rahmen des Grundlagenka-
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pitels eingeleitet werden. Darauf aufbauend werden die Grundlagen der Com-
puterlinguistik erläutert und die für diese Arbeit wesentlichen Implementierun-
gen vorgestellt (siehe Abbildung 1.2). 
 
Abbildung 1.2: Aufbau der vorliegenden Arbeit 
Im Grundlagenkapitel wird das Anforderungsmanagement in den Produktle-
benszyklus eingeordnet und die generellen Grundlagen erläutert. Da Anforde-
rungen und das damit in Verbindung stehende Wissen überwiegend textbasiert 
dokumentiert werden, müssen diese für die weitere Verarbeitung computerlin-
guistisch aufbereitet werden. Hierzu werden häufig maschinelle Lernverfahren 
verwendet, welche im Rahmen des Grundlagenkapitels eingeleitet werden. Da-
rauf aufbauend werden die Grundlagen der Computerlinguistik erläutert und 
die für diese Arbeit wesentlichen Implementierungen vorgestellt. 
Im Stand der Technik werden wissenschaftliche Arbeiten und etablierte am 
Markt erhältliche Softwarelösungen in den Bereichen des Wissens- und An-
forderungsmanagements analysiert und Anforderungen an das zu entwi-
ckelnde Konzept abgeleitet. Hierbei wird vor allem der Fokus auf die Unter-
stützung bei Dokumentation, Wissensverknüpfung, Tragweitenanalyse von 
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Änderungen, Wiederverwendung von Wissen sowie der Recherche neuer In-
formationen gelegt. 
Basierend auf diesen Anforderungen wird in Kapitel vier ein Konzept eines 
Assistenzsystem zur kontextsensitiven Unterstützung des anforderungsbasier-
ten Wissensmanagements entwickelt. Zur besseren Übersicht werden die ein-
zelnen Funktionen in insgesamt sechs Assistenzmodule gegliedert, welche 
durch ein semantisches Datenmodell miteinander verknüpft werden. 
In Kapitel fünf wird eine mögliche prototypische Implementierung des Kon-
zepts beschrieben, welche die wesentlichen Funktionen mit aktuell verfügba-
ren open Source Bibliotheken realisiert.  
Im Rahmen der Evaluation werden die einzelnen Funktionen des Assistenz-
systems hinsichtlich ihrer Präzision, Ausbeute und dem F1-Maß evaluiert, mit 
dem Ziel die grundsätzliche Realisierbarkeit der Funktionen aufzuzeigen. An-
schließend werden das Konzept und die prototypische Implementierung mit 
den im Stand der Technik abgeleiteten Anforderungen und abschließend mit 
den initial gestellten Forschungsfragen abgeglichen und diskutiert. 





In diesem Kapitel werden alle für diese Arbeit relevanten Grundlagen erläutert. 
Beginnend werden der Produktlebenszyklus und seine Phasen sowie am Markt 
etablierte Vorgehensmodelle zur Produktentwicklung vorgestellt. Anschlie-
ßend werden das Anforderungsmanagement und seine Kernaktivitäten be-
schrieben. Abschließend werden die für diese Arbeit relevanten Grundlagen 
im Bereich der computerlinguistischen Textverarbeitung (englisch: Natural 
Language Processing, NLP) zusammengefasst. 
2.1 Der Produktlebenszyklus 
In Zeiten in denen das Thema Umweltschutz und Nachhaltigkeit immer mehr 
an Bedeutung gewinnen, reicht es nicht mehr aus nur innovative, sondern auch 
nachhaltige Produkte zu entwickeln. Dieser Umstand macht es erforderlich alle 
Phasen des Produktlebenszyklus (siehe Abbildung 2.1) zu berücksichtigen, 
was die Komplexität der ohnehin meist komplexen Systeme zusätzlich erhöht 
[Eig 13, S. 1]. Fehler, die erst in den Spätphasen der Produktentstehung er-
kenntlich werden, sind schwer zu beheben und die Verbesserung gestaltet sich 
sowohl zeit- als auch kostenintensiv. 
 
Abbildung 2.1: Produktlebenszyklusphasen [Eig 13, S. 9, Reu 14, S. 7] 
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Der Produktlebenszyklus (PLZ) umfasst alle Phasen welche ein Produkt in sei-
nem „Leben“ durchschreitet, beginnend bei der Produktidee über die Phasen 
der Produktentwicklung bis hin zum Betrieb und dem schlussendlichen Recyc-
ling. Allgemein betrachtet ist der PLZ ein „theoretisches und abstrahierendes 
Konzept zur Erfassung der zeitlichen Entwicklung von Produkten“ [Sch 15, 
S. 21]. Je nach Sichtweise existieren unterschiedliche Darstellungsformen des 
PLZ, die beispielsweise nur Phasen nach dem Markteintritt des Produkts be-
rücksichtigen [Pah 07, S. 296f.]. Im Rahmen der vorliegenden Arbeit wird je-
doch der vollständige Prozess ab dem Zeitpunkt der Produktidee betrachtet. 
2.1.1 Der Produktentstehungsprozess 
Eine der wesentlichen und für das vorliegende Konzept entscheidenden Phasen 
des PLZ ist der Produktentstehungsprozess (PEP). Er umfasst im Wesentlichen 
die Phasen der Anforderungsermittlung, der Produktplanung, Entwicklung und 
der Prozessplanung (siehe Abbildung 2.2). Dieser Prozess hat zum Ziel, eine 
Produktidee in ein Endprodukt zu überführen, welches auf dem Markt einge-
führt werden soll [Luc 14, S. 9]. Das tatsächliche Vorgehen hierbei ist in der 
Regel von den jeweiligen Unternehmen und den zu entwickelnden Produkten 
abhängig. Je nach Projekt können die einzelnen Phasen demnach unterschied-
lich lange und unterschiedlich komplex sein [Loh 13, S. 13]. 
 
Abbildung 2.2: Der Produktentstehungsprozess [Eig 13, S. 9] 
Die Produktentwicklung hat die übergeordnete Aufgabe, das „intellektuelle 
Produkt, d.h. die Produktbeschreibung mit allen dazugehörigen Dokumenten, 
Beschreibungen, Spezifikationen, digitalen Modellen und Entwurfsunterlagen 
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aller zugehörigen Betriebsmittel (Werkzeuge, Maschinen, Anlagen)“ [Bul 09, 
S. 247], zu entwickeln. 
2.1.2 Klassische Vorgehensmodelle 
Es existieren unterschiedliche Vorgehensmodelle, um die einzelnen Phasen der 
Produktentwicklung zu planen, zu strukturieren, zu dokumentieren und durch-
zuführen. Sie ermöglichen das Festlegen von Verantwortlichkeiten, Zieltermi-
nen und Teilschritten bzw. Aufgaben. Infolgedessen findet eine Minderung 
von Risiken statt, welche die Wahrscheinlichkeit einer rentablen Produktent-
wicklung erfolgversprechend erhöht. Ein weiterer großer Vorteil vieler Vorge-
hensmodelle zeigt sich in der Rückverfolgbarkeit von Vorgängen, wodurch 
Fehler einfacher gefunden und korrigiert werden können [Fri 09, S. 1]. 
Jede Methode biete andere Stärken und Schwächen was es den Unternehmen 
ermöglichen, das eigene Vorgehensmodell den projektspezifischen Bedürfnis-
sen anzugleichen. Das Spektrum reicht hierbei von sequentiellen Vorgehens-
weisen, über iterativ-inkrementelle, bis hin zu modernen agilen Strategien 
[Joc 11, S. 26]. 
Das Wasserfallmodell gilt als Basis vieler moderne Vorgehensweisen. Es 
wurde in den 1960er Jahren für die Softwareentwicklung konzipiert und vor 
allem durch seinen linearen Ablauf gekennzeichnet. Der Ausdruck „Wasser-
fallmodell“ leitet sich von der häufig angewandten Darstellung der Phasen als 
Kaskaden ab [Nie 13, S. 180]. Ein Prozess wird in verschiedene Phasen einge-
teilt, die linear aufeinanderfolgend abgearbeitet werden (siehe Abbildung 2.3). 
KAPITEL 2 GRUNDLAGEN 
38 
 
Abbildung 2.3: Beispiel eines Wasserfallmodells [Mas 12, S. 675] 
Das Modell sieht im ersten Schritt eine vollständige Beschreibung des Lö-
sungskonzeptes vor. Dieses Vorgehen ist sehr unflexibel in Hinblick auf Än-
derungen, welche jedoch in nahezu jedem Entwicklungsprojekt vorkommen. 
Viele Anforderungen und Randbedingungen werden erst im Laufe der Ent-
wicklung klar und je nachdem können sich Kundenwünsche ändern. In der 
Theorie sind Rückschritte zu früheren Phasen zwar denkbar, aufgrund der fest-
gesetzten Meilensteine sind sie in der Praxis hingegen nur sehr schwer zu rea-
lisieren [Nie 13, S. 180]. 
Das in Abbildung 2.4 dargestellte V-Modell 97 ist neben dem Wasserfallmo-
dell, eines der klassischen Vorgehensmodelle in der Produktentwicklung. Es 
wurde Anfang der 1990er Jahre ursprünglich für die Softwareentwicklung kon-
zipiert, findet jedoch heute auch in vielen Unternehmen in der mechanischen 
und mechatronischen Produktentwicklung Anwendung [Fel 13, S. 18]. 
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Abbildung 2.4: Darstellung des V-Modells [Gra 14, S. 112] 
Der Begriff leitet sich aus dem V-förmigen Aufbau der Elemente ab [Joc 11, 
S. 27]. Im Gegensatz zum Wasserfallmodell sieht es Qualitätsprüfungen für 
alle Entwicklungsphasen vor [Stö 18, S. 25]. Aus diesem Grund ist das V-Mo-
dell vor allem für Projekte mit sehr hohen Anforderungen von Vorteil. 
Das Prozessparadigma basiert, auf einer iterativ-inkrementellen Vorgehens-
weise, die mehrere Phasen durchläuft. So lassen sich mögliche Änderungen 
einfacher integrieren und Fehler bereits in der frühen Phase der Produktent-
wicklung reduzieren [Poh 09, S. 36f.]. Das V-Modell brilliert, wie auch das 
Wasserfallmodell, mit seiner Übersichtlich- und Nachvollziehbarkeit. Zudem 
erhöht es die Prozessqualität durch die Kontrolle der Ergebnisse am Ende jedes 
Abschnitts. Allerdings steht das Projektergebnis frühestens zum Abschluss 
fest, da die zu Beginn des Projekts gestellten Anforderungen erst durch den 
Abnahmetest zeitlich verzögert getestet werden können. Darüber hinaus sind 
frühere Auskünfte an das Projektteam oder den Kunden nicht eingeplant 
[Stö 18, S. 25]. 
Im Jahr 2005 wurde das V-Modell 97 durch das V-Modell XT (XT = „eXtreme 
Tailoring“) des Bundesministeriums des Inneren als Entwicklungsstandard ab-
gelöst [Fri 09, S. 2]. Der Namenszusatz des neu aufgelegten Modells impliziert 
den hohen Grad an Flexibilität und Anpassungsfähigkeit, den die neue Vari-
ante im Vergleich zum starren alten Modell bietet [Poh 09, S. 37]. „Wie sein 
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Vorgänger […] ist das V-Modell XT inzwischen als Vorgabe für den Einsatz 
im gesamten zivilen […] Bundesbereich empfohlen beziehungsweise verbind-
lich vorgeschrieben“ [Höh 08, S. 3]. 
2.1.3 Agile Vorgehensmodelle 
Ältere Modelle wie das Wasserfallmodell oder das V-Modell 97 sind oft mit 
der Problemstellung konfrontiert, dass sich Anforderungen während der Pro-
jektphasen ändern oder wichtige, neue Anforderungen erst spät erkannt wer-
den. Oftmals spielen auch externe Faktoren eine Rolle, die die Projektbeteilig-
ten dazu zwingen, die Anforderungen zu optimieren. Wie bereits erwähnt, 
lassen sich, durch die starre und unflexible Art der genannten Vorgehenswei-
sen, Anforderungsänderungen in der Praxis oft nur sehr schwer vornehmen. 
Um diese Probleme in der Produktentwicklung zu vermeiden, wurden die agi-
len Vorgehensweisen entwickelt [Nie 13, S. 179]. 
Der Ausdruck „agil“ impliziert einen hohen Grad an Leichtgewichtigkeit bzw. 
Flexibilität. Agil bedeutet in diesem Zusammenhang, dass sich die Entwickler 
eine für das Projekt qualifizierte Methode aus einem riesigen Methodenpool 
auswählen können. Im Anschluss wird die ausgewählte Methode während des 
Projektprozesses fortlaufend hinterfragt, um gegebenenfalls eine andere, ge-
eignetere Methodik zu selektieren [Poh 09, S. 39]. Dies erleichtert es Anforde-
rungsänderungen zur Projektlaufzeit zu integrieren [Nie 13, S. 179f.]. Um an-
passungsfähig und dynamisch zu agieren, sind sie deshalb darauf ausgelegt 
weniger Vorgaben zu stellen und „den bürokratischen Aufwand niedrig zu hal-
ten“ [Gra 14, S. 113].  
Kernziel agiler Vorgehensmodelle ist die Reduktion dokumentationslastiger 
Vorgänge und den Erhalt der Individualität der Beteiligten [Stö 18, S. 26]. Die-
ses Ziel wurde unteranderem in dem „agilen Manifest“ fixiert, welches als 
Leitfaden für agile Projekte dienen soll. Dieses sieht neben der größeren Frei-
heit der Entwickler, eine stärkere Zusammenarbeit aller Stakeholder sowie das 
permanente Eingehen auf Anforderungsänderungen, als das Fundament eines 
erfolgreichen Projektes an. 
Aufgrund der immer kürzer werdenden Produktlebenszyklen und der sich 
schnell wandelnden Märkte, bieten agile Vorgehen daher große Potentiale, vor 
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allem für KMU [Sch 14, S. 65]. Eine der bekanntesten und am weitesten ver-
breiteten, agilen Vorgehensweisen ist neben Extreme Programming und Fea-
ture Driven Development, die Scrum-Methode, welche im Rahmen dieser Ar-
beit aber nicht genauer erläutert wird [Stö 18, S. 26]. 
Das durch das Institut für Produktentwicklung (IPEK) des Karlsruher Instituts 
für Technologie (KIT) nach Albert Albers entwickelte integrierte Produktent-
stehungs-Modell (iPeM), ist ein leichtgewichtiges sowie agiles Metamodell 
zur ganzheitlichen methodischen Unterstützung der Produktentstehungspro-
zesse [Alb 11, S. 7]. Ziel dieses Modells ist es, einen Produktentstehungspro-
zess zu schaffen, welcher es interdisziplinären Teams ermöglicht, komplexe 
Produkte zu entwickeln und dabei ohne die nötige Flexibilität zu verlieren, auf 
eventuelle Änderungen reagieren zu können [Zin 13, S. 93f.]. Es bietet den 
Projektbeteiligten Hilfestellungen zur Orientierung, Navigation, Dokumenta-
tion, Prozess- und Wissensarbeit mit Hilfe einer transparenten und integrierten 
Darstellung von Informationen [Alb 12, S. 33]. 
Erreicht wird dies durch die Bereitstellung von Methodischen Elementen ent-
lang des gesamten Produktlebenszykluses, welche jedoch keine zeitliche Ab-
hängigkeiten besitzen [Alb 11, S. 11f.]. Dies unterscheidet das iPeM (siehe 
Abbildung 2.5) zudem von den anderen Vorgehensmodellen, welche sich rein 
auf die Produktentwicklung beziehen. Somit stellt das Rahmenwerk des IPEK 
die Basis für ein gemeinsames Verständnis des PEP dar, da es die beteiligten 
Akteure der unterschiedlichen Disziplinen und Ebenen integriert [Mey 14, 
S. 14]. 
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Abbildung 2.5: Das integrierte Produktentstehungsmodell [Zin 13, S. 96] 
Das Fundament des iPeM stellt das ZHO-Tripel das aus dem Ziel-, Handlungs-
, und dem Objektsystem besteht [Mey 14, S. 15]. Das Zielsystem umfasst alle 
relevanten Ziele, Anforderungen, Abhängigkeiten und Randbedingungen, wel-
che das geplante Produkt umfassen. Das Objektsystem hingegen charakteri-
siert die Ressourcen, die Erkenntnisobjekte und die Ergebnisse des Handlungs-
systems (z.B. Prototypen oder Skizzen). Den Kern des iPeM stellt das 
Handlungssystem dar, welches das Zielsystem sowohl definiert als auch in ein 
Objektsystem transferiert. Es enthält sämtliche Aktivitäten und Ressourcen 
(z.B. Kapital, Mitarbeiter, Betriebsmittel etc.), die im Zuge des PEP erforder-
lich sind [Mey 14, S. 15f.]. Mit Hilfe der Aktivitätsmatrix, lassen sich die ver-
schiedenen Aktivitäten innerhalb des Handlungssystems abbilden, welche die 
Überführung des Ist- in den Soll-Zustand ermöglichen. Die einzelnen Aktivi-
täten entlang des Produktlebenszyklus bilden die Zeilen der Aktivitätsmatrix 
und können entweder parallel, iterativ oder stochastisch verteilt ausgeführt 
werden. Die daneben stehenden SPALTEN1 stellen eine generische Methodik 
dar, welche innerhalb einer jeden Aktivität angewendet werden kann und somit 
das strukturierte Arbeiten fördert [Mey 14, S. 18ff.]. Zusätzlich enthält das 
                                                          
1 SPALTEN: Situationsanalyse, Problemeingrenzung, Alternative Lösungssuche, Lösungsaus-
wahl, Tragweitenanalyse, Entscheiden und Umsetzen sowie Nacharbeiten und Lernen 
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Modell ein Ressourcen-System, welches alle zur Verfügung stehenden Res-
sourcen abbildet sowie ein Phasenmodell, welches die zeitabhängigen, dyna-
mischen Aspekte des Produktentwicklungsprozesses repräsentiert [Alb 11, 
S. 16]. 
2.2 Das Anforderungsmanagement 
In Zeiten volatiler Märkte und einer immer stärkeren Ausrichtung des Wirt-
schaftsgeschehens auf die Bedürfnisse der Kunden kommen effizienten Pro-
duktentwicklungs-prozessen aufgrund des hohen nationalen sowie internatio-
nalen Wettbewerbsdrucks eine Schlüsselrolle zu [Dic 17, S. 1]. Der Wandel 
der produzierenden Industrie hin zu individuelleren Produkten hat primär kom-
plexere Anforderungen zur Konsequenz. 
Definition 1: Anforderung 
Nach IEEE (1991, 1990) ist eine Anforderung: 
(1) Eine Bedingung oder eine Fähigkeit, die ein Benutzer benötigt, um 
ein Problem zu lösen oder ein Ziel zu erreichen. 
(2) Eine Bedingung oder Fähigkeit, die ein System oder eine System-
komponente erfüllen oder besitzen muss, um einen Vertrag, eine 
Norm, eine Spezifikation oder andere formell vorgeschriebene Do-
kumente zu erfüllen. 
(3) Eine dokumentierte Repräsentation einer Bedingung oder Eigen-
schaft gemäß (1) oder (2). 
Waren es „Anfang der neunziger Jahre einige wenige Steuergeräte in einem 
Neuwagen mit ungefähr hundert Seiten an Spezifikationen, so sind es bereits 
heute fünfzig und mehr Steuergeräte mit über 100.000 Seiten“ [Ebe 14, S. 2]. 
Aus diesen Gründen nimmt die Disziplin des Anforderungsmanagements eine 
immer zentralere Rolle während des gesamten Produktlebenszyklus ein, da der 
KAPITEL 2 GRUNDLAGEN 
44 
richtige Umgang mit Anforderungen, gemäß verschiedener Standards und 
Normen, bereits zu Beginn des Produkt-entwicklungsprozesses über den Pro-
jekterfolg oder das Projektscheitern entscheidet. 
Das Anforderungsmanagement unterstützt sämtliche Organisationseinheiten 
mit systematischen Vorgehensweisen zur Spezifikation und zum Management 
von Anforderungen, mit dem Hauptziel „eine vollständige, eindeutige und wi-
derspruchsfreie Spezifikation aller Anforderungen“ vorzunehmen [Gli 06, 
S. 2]. Neben dem Prozess der Identifikation und der Handhabung von Anfor-
derungen agiert das AM vorrangig als Vermittler zwischen den unternehmens-
internen Disziplinen und den Stakeholdern [Dic 17, S. 126f.]. In dieser Funk-
tion ist es dafür verantwortlich, die Kommunikation zwischen sämtlichen 
Beteiligten zu verbessern, um beispielsweise eine Übereinstimmung zwischen 
den Stakeholdern über alle relevanten Anforderungen und somit eine Vermei-
dung von Konflikten zu bewirken [Lau 16, S. 20ff.]. 
Definition 2: Anforderungsmanagement (Requirements Engineering) 
Nach Pohl [Poh 15, S. 4] ist das Requirements Engineering (deutsch: An-
forderungsmanagement) „ein systematischer und disziplinierter Ansatz zur 
Spezifikation und zum Management von Anforderungen mit den folgenden 
Zielen: 
(1) Die relevanten Anforderungen zu kennen, Konsens unter den Stake-
holdern über die Anforderungen herzustellen, die Anforderungen 
konform zu vorgegebenen Standards zu dokumentieren und die An-
forderungen systematisch zu managen. 
(2) Die Wünsche und Bedürfnisse der Stakeholder zu verstehen, zu do-
kumentieren sowie die Anforderungen zu spezifizieren und zu ma-
nagen, um das Risiko zu minimieren, dass das System nicht den 
Wünschen und Bedürfnissen der Stakeholder entspricht.“ 
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Nach dem International Requirements Engineering Board (IREB) stellt das 
Anforderungsmanagement (englisch: Requirements Management) grundsätz-
lich ein Teilgebiet des Requirements Engineering (RE) dar, das durch die Dis-
ziplin des Requirements Development ergänzt wird [Lau 16, S. 156]. Im allge-
meinen Sprachgebrauch und auch in der Literatur wird das 
Anforderungsmanagement jedoch oftmals mit dem Requirements Engineering 
gleichgesetzt [Sch 09, S. 5]. Aus diesem Grund werden die beiden Begrifflich-
keiten auch im Kontext dieser Arbeit gleichbedeutend verwendet. 
2.2.1 Anforderungsermittlung 
Vor Beginn der Planung eines Produkts – unabhängig vom Vorgehensmodell 
– sind in einem ersten Schritt potentielle Anforderungen an das zu fertigende 
Produkt zu ermitteln. Um die dafür notwendigen Anforderungsquellen zu be-
stimmen, muss zunächst der Systemkontext des geplanten Systems analysiert 
werden [Lau 16, S. 120]. Nach Pohl [Poh 15, S. 21ff.] gliedern sich die unter-
schiedlichen Anforderungsquellen in Stakeholder, Dokumente und bestehende 
Systeme. 
Die Stakeholder gelten als eine der wichtigsten Quellen, da sie einen direkten 
bzw. indirekten Bezug auf die Anforderungen des geplanten Produkts haben. 
Die Nichtberücksichtigung relevanter Stakeholder sowie die mangelhafte 
Kommunikation untereinander, führt in der Regel zu einem schlechten Pro-
jektergebnis oder sogar zum Projektscheitern. Aus diesem Grund bedarf es von 
Beginn des Projekts an einer permanenten Integration der Stakeholder, um alle 
wichtigen Anforderungen zu realisieren [Poh 09, S. 27f.]. 
Der Begriff Dokumente umfasst alle für das zu entwickelnde Produkt relevan-
ten Informationen, welche z.B. Normen/Standards, Gesetztestexten oder in 
Lastenheften oder Fehlerberichten von Vorgängermodellen zu entnehmen sind 
[Lau 16, S. 121]. Systeme, die sich bereits im Betrieb befinden, liefern weitere 
Anhaltspunkte für Anforderungen. Einerseits bringen ältere Vorgängersys-
teme Ideen für Verbesserungen und Erweiterungen von Anforderungen hervor, 
andererseits zeigen Konkurrenzsysteme bereits realisierte und potentielle An-
forderungsumsetzungen [Poh 09, S. 27]. 
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Nachdem alle relevanten Anforderungsquellen identifiziert wurden, beginnt 
der eigentliche Prozess der Ermittlung der Anforderungen. Hierzu bieten sich 
aus der Literatur unterschiedlichste Techniken an, welche die systematische 
Anforderungsermittlung unterstützen und entsprechend der gegebenen Aus-
gangssituation auszuwählen sind [IRE 17, S. 13]. Mit ihrer Hilfe lassen sich 
zum einen bewusste, aber auch unbewusste und unterbewusste Anforderungen 
von Stakeholdern identifizieren. Beispielsweise können detaillierte und expli-
zite Anforderungen durch den direkten bzw. indirekten Kontakt mit dem Sta-
keholder über Befragungstechniken (z.B. Interview, Fragebogen etc.) ermittelt 
werden. In der Regel sind sich Stakeholdern am Anfang des Prozesses im Un-
klaren darüber, welche Spezifikationen das Endprodukt beinhalten soll oder 
können nicht aktiv in den Prozess integriert werden (z.B. Endkunde). Aus die-
sem Grund werden hierfür Beobachtungsmethoden empfohlen, um die rele-
vanten Anforderungen zu ermitteln. Je nach Komplexität des geplanten Sys-
tems, bietet sich der Bau von Prototypen an, um mögliche nicht berücksichtigte 
Anforderungen noch in der frühen Phase identifizieren zu können. In anderen 
Fällen genügen jedoch auch Kreativmethoden, um die relevanten Anforderun-
gen zu identifizieren [Poh 09, S. 27ff.]. 
2.2.2 Anforderungsdokumentation 
Eine der wichtigsten Aufgaben eines Requirement Engineers, ist die Doku-
mentation relevanter Informationen über das zu entwickelnde System. Hierzu 
zählen neben z.B. Interviewprotokollen, Berichten etc. vor allem die ermittel-
ten Anforderungen [Poh 15, S. 41]. Die dabei entstehende Dokumentation der 
Systemspezifikationen, dient der Bewahrung des Überblicks über alle Anfor-
derungen. Zudem dient diese der verbesserten Kommunikation zwischen den 
beteiligten Stakeholdern, welche gerade hinsichtlich global agierender Unter-
nehmen, nicht bei allen Anforderungsworkshops dabei sein können. Nur so 
kann sichergestellt werden, dass permanent ein gemeinsames Verständnis über 
die jeweiligen Anforderungen geschaffen wird [Ebe 14, S. 101]. Ein weiteres 
wichtiges Argument für die Anforderungsdokumentation, sind die Aspekte der 
rechtlichen Absicherung zwischen Auftraggeber und -nehmer. Durch die 
schriftliche Formulierung der geforderten Spezifikation sind die zu erfüllenden 
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Vorgaben zu jeder Zeit vertraglich geregelt [Poh 15, S. 42]. Die thematisierte 
Bedeutung der Dokumentation spiegelt sich am Anteil der Anforderungsdoku-
mentation am Gesamtaufwand des Anforderungsmanagements wieder, der bei 
60-70% liegt [Lau 16, S. 132]. 
Analog zur Anforderungsermittlung existieren bei der Erstellung von Anfor-
derungsdokumenten verschiedene Techniken, deren Spektrum von natür-
lichsprachigen Beschreibungen, über die Nutzung grafischer Modellierungs-
sprachen (z.B. UML oder SysML, OMG 15, OMG 18), bis hin zur 
Veranschaulichung der gewünschten Funktionen anhand von Prototypen 
reicht. Im Hinblick auf die Auswahl einer geeigneten Methode stellt die Kom-
bination mehrerer Methoden oftmals die beste Lösung dar, da auf diese Weise 
verschiedene Vorteile vereint werden können [Hru 17, S. 428]. Um die Viel-
zahl der teils komplexen Informationen übersichtlich darzustellen, müssen die 
Anforderungsdokumente strukturiert aufgebaut sein. Für das Layout der Do-
kumente gibt es zahlreiche Entwürfe oder Standardgliederungen. Weit verbrei-
tete und anerkannte Standardgliederungen werden unteranderem durch die 
Vorgehensmethoden des V-Modells bzw. des Rational Unified Process vorge-
geben [Poh 09, S. 45ff.]. 
In der Praxis haben sich innerhalb des deutschsprachigen Raums vor allem die 
vorgegebenen Strukturen des V-Modells etabliert. Der Handlungsleitfaden des 
V-Modells sieht zwei unterschiedliche Perspektiven von Spezifikationen vor. 
Zunächst überträgt der Auftraggeber seine Anforderungsspezifikationen in das 
Lastenheft2, bevor der Auftragnehmer aufbauend auf dem Lastenheft Lösungs-
spezifikationen zur Realisierung der Forderungen in das Pflichtenheft3 einträgt 
[Ebe 14, S. 103]. Mögliche Alternativen stellen das Vorgehen nach dem Rati-
onal Unified Process oder dem IEEE-Standard 890-1998 dar [Poh 09, S. 46]. 
                                                          
2 Das Lastenheft enthält die „Gesamtheit der Forderungen an die Lieferungen und Leistungen 
eines Auftragnehmers“ VDI 01. 
3 Das Pflichtenheft beschreibt die „vom Auftragnehmer erarbeiteten Realisierungsvorgaben auf-
grund der Umsetzung des vom Auftraggeber vorgegebenen Lastenhefts“ VDI 01. 
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Aufgrund individueller projekt- und produktspezifischer Bedürfnisse ist es na-
hezu unmöglich ein ideales standardisiertes Anforderungsdokument zu ent-
werfen. Innerhalb einer Organisation empfiehlt es sich jedoch die Dokumente 
so gut zu standardisieren wie möglich, um die Übertragbarkeit in Folgepro-
jekte, und damit die Wiederverwendung von Anforderungen, zu erleichtern. 
Zudem sollte je nach Projektgröße ein Glossar erstellt und gepflegt werden, 
welches alle innerhalb des Projektes verwendeten Fach- und Spezialbegriffe 
für alle Beteiligten einheitlich definiert und so ein gemeinsames Verständnis 
aller Beteiligten gewährleistet [Hru 17, S. 431]. 
In der Praxis werden Anforderungen bevorzugt natürlichsprachlich dokumen-
tiert. Beim Verständnis natürlicher Sprache spielen jedoch zum einen der kul-
turelle Hintergrund als auch das Erfahrungswissen der beteiligten Personen 
eine entscheidende Rolle. Mit Hilfe von Satzschablonen (siehe Abbildung 2.6), 
kann die Qualität natürlichsprachlicher Anforderungen verbessert und somit 
mögliche Fehler vermieden werden. Um hierbei auch die lexikalische Eindeu-
tigkeit der Dokumentation zu gewährleisten, empfiehlt sich der Einsatz eines 
Projektglossars. 
 
Abbildung 2.6: Funktionale Anforderungsschablone [Poh 15, S. 64] 
Im Gegensatz zu frei formulierten Anforderungen bieten Anforderungsschab-
lonen eine klare Struktur, welche es dem Autor erleichtert, Anforderungen 
kurz und ohne formale Redundanzen z.B. durch verschachtelte Satzstrukturen, 
zu formulieren und somit eine syntaktisch eindeutige Anforderung zu doku-
mentieren. Zudem stellen Anforderungsschablonen die Festlegung der Priori-
tät einer Anforderung, die Art einer Anforderung (funktional oder nicht-funk-
tional) sowie die Charakteristik funktionaler Anforderungen hinsichtlich ihrer 
Systemtätigkeit sicher [Poh 15, S. 58]. 
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2.2.3 Anforderungsprüfung 
Fehlerhafte oder nicht erkannte Anforderungen innerhalb der Prozesse wirken 
sich oftmals schwerwiegend auf den weiteren Projektverlauf aus und sorgen 
für hohe Kosten, Terminverzug, unzufriedene Stakeholder oder sogar für das 
Projektscheitern (siehe Abbildung 2.7). Aus diesem Grund stellt das Prüfen 
und Abstimmen von Anforderungen eine der wichtigsten Kernaktivitäten des 
Anforderungsmanagements dar [Ebe 14, S. 3ff.].  
 
Abbildung 2.7: 10er Regel der Fehlerkosten [angelehn an Ehr 09, S. 170] 
Neben rein formellen Fehlern oder Widersprüchen innerhalb der Anforde-
rungsdokumentation, ist das Anforderungsmanagement bestrebt, die Anforde-
rungen hinsichtlich der Konsistenz in Bezug auf die ursprünglich vom Kunde 
geäußerten Wünsche aufrecht zu erhalten, um über alle Stakeholder hinweg 
ein gemeinsames Verständnis sicherzustellen [Lau 16, S. 140f.]. Nach 
ISO/IEC/IEEE 29148:2011 (29148) werden die Qualitätsmerkmale an Anfor-
derungen definiert. Krisch [Kri 17] fasst zudem weitere in der Literatur vertre-
tene Definitionen von Qualitätskriterien in ihrer Arbeit zusammen [Kri 17, 
S. 25ff.]. 
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Zur Überprüfung der Qualität stehen laut IREB [IRE 17] mehrere Techniken 
zur Verfügung. Dazu zählen unter anderem die Stellungnahme (z.B. individu-
elle Prüfung der Anforderungen durch Kollegen), die Inspektion der Anforde-
rungsdokumente, der Walkthrough (z.B. mit Hilfe eines Reviews), das per-
spektivenbasierte Lesen (z.B. aus Sicht des Endkunden), die Prüfung durch 
Prototypen und die Prüfung durch Checklisten [IRE 17, S. 26]. 
2.2.4 Anforderungsverwaltung 
Nachdem die Anforderungen ermittelt, dokumentiert, geprüft und freigegeben 
wurden, ist es wichtig die Anforderungen systematisch und einheitlich zu ver-
walten. Um dies zu gewährleisten, müssen alle Anforderungen Priorisiert, mit 
sinnvollen Attributen versehen werden und die Nachverfolgbarkeit von Ände-
rungen und Versionen sichergestellt werden. Die Verwaltung oder auch das 
Management von Anforderungen verfolgt den Zweck, allen Stakeholdern ei-
nen permanenten, schnellen Zugriff auf alle Anforderungen und Informationen 
über den gesamten Produktlebenszyklus zu gewährleisten [Poh 15, S. 123, 
149]. 
Innerhalb dieses Vorgangs werden den jeweiligen Anforderungen beschrei-
bende Eigenschaften hinzugefügt, um vor allem den späteren Nachvollzieh-
barkeitsprozess zu erleichtern. Typischerweise handelt es sich bei diesen At-
tributen z.B. um eine eindeutige ID (Kennung), einen Namen oder eine 
Versionsnummer. 
Jeder Stakeholder hat seine Sicht auf die Anforderungen, weshalb die unter-
schiedlichen Perspektiven während der Priorisierung und Reihenfolgen Be-
stimmung für die Realisierung berücksichtig werden müssen [Lau 16, S. 160, 
Poh 09, S. 129f.]. Für ein systematisches Vorgehen hierbei definiert IREB den 
folgenden Handlungsleitfaden: Priorisierungsziel festlegen, Priorisierungskri-
terien definieren, zu priorisierende Artefakte bestimmen, relevante Stakehol-
der definieren und Priorisierungstechnik auswählen [IRE 17, S. 30]. Das 
Spektrum der dabei zum Einsatz kommenden Priorisierungstechniken reicht 
von einfachen Workshops mit den Stakeholdern, über die Top-Ten Technik , 
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bis hin zur Kano-Klassifikation [Lau 16, S. 162, Poh 15, S. 130ff.]. Für die 
vorliegende Arbeit leiten sich folgende Prioritätsklassen ab: 
Priorität Beschreibung 
Muss Must-have (Negation: Darf nicht) 
• Werden erwartet 
• Erfüllung: erzeugt keine Zufriedenheit 
• Nichterfüllung erzeugt Unzufriedenheit 
Sollte Should-have (Negation: Sollte nicht) 
• Werden verlangt 
• Erfüllt führt zu Zufriedenheit 
• Nichterfüllung führt zu Unzufriedenheit 
Kann Nice-to-have (Negation: Muss nicht) 
• Werden nicht erwartet 
• Bei Erfüllung: überproportionaler Einfluss auf die Kundenzu-
friedenheit 
• Nichterfüllung erzeugt keine Unzufriedenheit 
Wird Soon-to-be (Negation: Wird nicht) 
• Strategischer Aspekt (formuliert eine Absicht) 
• Wird nicht umgesetzt, aber in Zukunft 
Tabelle 1: Prioritätsdefinition [Poh 15, S. 128] 
Um Anforderungen sinnvoll managen zu können ist die Gewährleistung der 
Nachverfolgbarkeit über den gesamten Produktlebenszyklus unumgänglich 
[Lau 16, S. 163]. Ist dies nicht der Fall, erschwert dies die Wartung und Pflege 
der Anforderungen. Zudem fällt es erheblich schwerer zu ermitteln … 
• in welchem Stadium der Umsetzung sich Anforderungen befinden. 
• ob sogenannte Goldrandlösungen umgesetzt werden. 
• ob sich Goldrandlösungen in den Anforderungen befinden. 
• welche Auswirkungen Anforderungsänderungen haben. 
• ob Anforderungen Wiederverwendung finden können. 
• welche Entwicklungsaufwände an die Umsetzung einer Anforderung 
gekoppelt sind. 
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Um die natürlicherweise auftretenden Änderungen von Anforderungen nach-
vollziehen zu können, ist die Versionierung von Anforderungen bzw. von An-
forderungsdokumenten vorzunehmen. Anhand eines einfachen Nummerie-
rungsschemas lassen sich Anforderungen durch die Zuteilung einer 
eindeutigen Versionsnummer klassifizieren [Lau 16, S. 166]. 
Abbildung 2.8 veranschaulicht die gewöhnliche Vorgehensweise der Versio-
nierung von Anforderungen. Hierbei ist grundlegend zwischen kleinen und 
großen inhaltlichen Veränderungen von Anforderungen zu unterscheiden. Eine 
kleine Änderung hat lediglich eine Erhöhung der Inkrementzahl zur Folge, eine 
größere Änderung hingegen eine Erhöhung der Versionsnummer. Zusätzlich 
zu dieser Vorgehensweise existieren weitere Möglichkeiten die Versionierung 
von Anforderungen vorzunehmen [Poh 09, S. 141]. 
 
Abbildung 2.8: Versionierungsschema [Poh 09, S. 141] 
Um Änderungen und deren Auswirkungen innerhalb eines Projektes stets im 
Blick zu behalten, ist eine der wichtigsten Aufgaben des Anforderungsmana-
gements das Verwalten und Managen von Anforderungsänderungen. Verant-
wortlich für die Entscheidung über eingehende Änderungsanträge ist das so-
genannte Change-Control-Board [Lau 16, S. 168]. Neben der Entscheidung 
über die Annahme oder die Ablehnung eines Änderungsantrags hat dieses Gre-
mium die Aufgaben, eingehende Änderungsanträge zu klassifizieren, Ände-
rungsanträge hinsichtlich ihres Aufwands bzw. Nutzens zu beurteilen und zu 
priorisieren sowie neue Anforderungen auf Basis eingehender Änderungsan-
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träge zu definieren [IRE 17, S. 32]. Damit alle Projektbeteiligten über die ent-
sprechenden Änderungen informiert werden können, empfiehlt es sich aus al-
len Stakeholdergruppen entsprechende Vertreter in dieses Gremium zu integ-
rieren. Je nach Größe der Projektgruppe kommt dem Änderungsmanager als 
Vorsitzender des Boards eine entscheidende kommunikative Rolle zu [Poh 09, 
S. 145]. 
Die eingehenden Änderungsanträge lassen sich gemäß IREB einer der drei Ka-
tegorien korrektive Anforderungsänderungen (z.B. Änderungen aufgrund ei-
nes Fehlerverhaltens des Systems), adaptive Anforderungsänderungen (z.B. 
Integration neuer Technologien) oder einer Ausnahmeänderungen (z.B. durch 
unerwartete Ereignisse) zuordnen [IRE 17, S. 33]. 
2.2.5 Anforderungsmanagement Werkzeuge 
Ein umfassendes Anforderungsmanagement kann dem Benutzer den Umgang 
mit Änderungen eines Dokuments vereinfachen. Es gibt bereits Systeme, die 
standardisierte Anforderungen aus Dokumenten extrahieren können. Diese 
verwenden Parser, die die Position im ursprünglichen Dokument festhalten 
können. Mit der Kombination einer Versionierung von Dokumenten mit sol-
chen Parsern können Abgleiche zwischen Versionen durchgeführt werden, um 
dem Benutzer Änderungen direkt anzuzeigen. Werkzeuge für das Anforde-
rungsmanagement können vielseitig sein, da sie unterschiedliche Bereiche ab-
decken können. Microsoft Office ist ein verbreitetes Bürosoftwarepaket mit 
verschiedenen Komponenten zur Text- und Datenverarbeitung. In Word wer-
den häufig Anforderungsdokumente erstellt, in Excel werden diese Anforde-
rungen oft zwischen Kunden und Lieferanten abgestimmt. Es ist dennoch nicht 
geeignet, um eine Gesamtverwaltung in Verbindung mit dem Entwicklungs-
prozess oder vorherigen Projekte durchzuführen. Doors ist eine AM-Software 
der IBM, die ebenfalls für die Dokumentation, Prüfung und Abstimmung von 
Anforderungen geeignet ist. Sie basiert jedoch auf einer Datenbank, welche 
einige Vorteile mit sich bringt, wie zum Beispiel der Zugriff auf abgeschlos-
sene Projekte und Anforderungen. Die Datenbank indexiert die Anforderun-
gen, sodass bei der Dokumentation von Anforderungen strukturierte Doku-
mente entstehen (siehe Abbildung 2.9). 
KAPITEL 2 GRUNDLAGEN 
54 
 
Abbildung 2.9: Vergleich von AM-Werkzeugen [Ebe 14, S. 286] 
Eine weitere AM-Software, ReqMan, basiert ebenfalls auf einer Datenbank, 
die Dokumente und Anforderungen indexiert, versioniert und dadurch mitei-
nander verlinkt. Zusätzlich bietet Sie die Möglichkeit mehrere Abstimmungs-
schleifen zwischen Kunden und Lieferanten durchzuführen, sodass alle Infor-
mationen an einer Stelle zu finden sind. Dadurch können beispielsweise 
Bewertungen von Anforderungen aus vergangenen Projekten direkt übernom-
men werden. Ähnliche Programme sind Jama und Polarion. 
Diese bisher genannten Programme und Werkzeuge unterstützen bei der Ver-
waltung von Anforderungen. Es gibt dennoch keine Software, die den Anwen-
der dahingehend unterstützt, dass Anforderungen aus juristischen oder techni-
schen Dokumenten extrahiert werden. Somit muss der Benutzer sowohl die 
Extraktion der Dokumente als auch die der relevanten Anforderungen aus die-
sen Dokumenten manuell und zeitaufwendig durchführen. Für eine automati-
sierte technische Lösung dieses Problems können Methoden des maschinellen 
Lernens verwendet werden. Diese werden im weiteren Verlauf umrissen. 
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2.3 Maschinelle Lernverfahren 
Maschinelles Lernen ist so populär wie noch nie. Dank neuester Grafikkarten 
und leistungsstarker Multiprozessoren, können auch komplexere Probleme mit 
riesigen Datenmassen in überschaubarer Zeit bewältigt werden. Nachfolgend 
werden die für diese Arbeit relevanten Techniken erläutert. 
2.3.1 Markov-Ketten 
Markov-Ketten sind ein stochastisches Verfahren, um bedingte Übergangs-
wahrscheinlichkeiten einzelnen Zustände zueinander modellieren zu können. 
Hängt der Übergang von einem Zustand zu einem anderen von einer Reihe von 
Ereignissen ab, kann dies mit Hilfe von Markov-Ketten abgebildet werden 
(siehe Abbildung 2.10). 
Aufgrund der Abbildbarkeit von bedingten Wahrscheinlichkeiten, können 
auch Sequenzen wie beispielsweise Satzstrukturen gelernt werden, weshalb 
Markov-Ketten auch im Bereich der Textanalyse oder -generierung genutzt 
werden können [Kur 20, S. 167ff.]. Da dies bereits mit geringen Datenmengen 
realisierbar ist, im Vergleich zu komplexeren Lernverfahren wie z.B. Long 
short-therm memory (kurz LSTM) [Hoc 97, S. 1735ff.] stellt dieses Lernver-
fahren das ideale Werkzeug für die vorliegende Arbeit dar. 
 
Abbildung 2.10: Beispiel einer Markov-Kette [Kur 20, S. 167ff.] 
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2.3.2 Convolutional Neural Network (CNN) 
Ein an die Natur angelehntes Lernverfahren stellen Neuronale Netzwerke dar, 
welche die Neuronen des Menschlichen Gehirns nachbilden sollen, um damit 
selbständig Verfahren und Anomalien in den Eingabedaten zu erkennen 
[Rey 11]. Speziell im Bereich der Bildverarbeitung kommt eine Sonderform 
Neuronaler Netze zum Einsatz, die sogenannten Convolutional Neural Net-
works (CNN)4, zu Deutsch „Neuronale Faltungsnetze“. Im Vergleich zu nor-
malen neuronalen Netzwerken, filtern diese zunächst die Eingangsdaten, um 
markante Merkmale (engl. Features) hervorzuheben (siehe Abbildung 2.11). 
Die so extrahierten Features, werden anschließend verwendet, um das neuro-
nale Netzwerk zu trainieren. Dadurch werden auch komplexere Strukturen er-
kannt. Diese Technologie kann ebenfalls zur Erkennung komplexer Satzstruk-
turen verwendet werden [Wan 12]. 
 
Abbildung 2.11: Darstellung eines CNN [Sup 18] 
2.4 Computerlinguistische Grundlagen 
Computerlinguistische Verfahren ermöglichen es dem Computer Texte in ein-
zelne Worte zu zerlegen und diese hinsichtlich ihrer Wortart, Abhängigkeiten 
und möglicher Eigennamen zu klassifizieren [Bir 18]. Darauf aufbauend lassen 
                                                          
4 https://de.wikipedia.org/wiki/Convolutional_Neural_Network, zuletzt geprüft am 20.08.2020 
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sich höherwertige Klassifikatoren definieren, welche auch komplexe Satz-
strukturen oder komplette Textpassagen klassifizieren können [Lid 01]. Stand 
heute werden neben der reinen Textklassifikation vermehrt große Sprachmo-
delle verwendet, um zusätzlich zur Identifikation der Wortarten oder Abhän-
gigkeiten, auch semantische Informationen extrahieren zu können [Dev 18]. 
Es existieren zahlreiche Implementierungen in unterschiedlichen Program-
miersprachen, welche speziell für die Analyse und Verarbeitung von Freitex-
ten entwickelt wurden. Nachfolgend werden hierzu die Grundlagen erläutert 
und einige etablierte Implementierungen vorgestellt. 
2.4.1 Zuordnung von Wortarten 
Ein Wort oder ein Satzzeichen gehören immer einer Wortart an. Es gibt Fälle, 
bei welchen die Position im Satz eine Rolle für die Zugehörigkeit zu einer 
Wortart spielt. Bei der Zuordnung von Wortarten (engl. Part-of-speech-Tag-
ging, POS) wird die Wortart eines Wortes im Kontext eines Satzes identifiziert 
und ausgegeben [Man 05, S. 155]. Hierzu werden die eingegebenen Sätze zu-
nächst Tokenisiert (in die einzelnen Worte aufgeteilt) und Lemmatisiert (hier-
bei wird der Wortstamm eines jeden Wortes identifiziert), um anschließend die 
Wortart zu identifizieren (siehe Abbildung 2.12). 
 
Abbildung 2.12: Beispiel POS-Tagging 
2.4.2 Dependency Parsing 
Neben der Erkennung von Wortarten, können auch Abhängigkeiten der einzel-
nen Worte im Kontext des eingegebenen Textes erkannt werden. Hiermit lässt 
sich identifizieren, welches Wort welche Rolle innerhalb eines Satzes ein-
nimmt z.B. das Subjekt eines Satzes oder das Prädikat [Man 05, S. 428]. Je 
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nach zur Anwendung kommenden Textkorpura5 können hiermit unterschiedli-
che Abhängigkeitsbäume innerhalb eines Satzes identifiziert werden (siehe 
Abbildung 2.13). 
 
Abbildung 2.13: Beispiel eines Abhängigkeitsgraphen 
2.4.3 Eigennamenerkennung 
Die Eigennamenerkennung (engl. Named Entity Recognition, NER) hat zum 
Ziel, Eigennamen innerhalb eines Textes zu erkennen und einer vorbestimmten 
Entität zuzuordnen. Beispiele hierfür wären: Organisationen, Orte, Sprachen 
oder Personen (siehe Abbildung 2.14). 
 
Abbildung 2.14: Beispiel einer Eigennamenerkennung 
                                                          
5 https://de.wikipedia.org/wiki/Textkorpus, zuletzt geprüft am 20.08.2020 
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2.4.4 Koreferenz-Auflösung 
Ein weitere Anwendungsfall für die Computerlinguistik, ist die Auflösung von 
Koreferenzen innerhalb von Texten. Eine Koreferenz liegt dann vor, wenn eine 
Äußerung mehrfach innerhalb eines Textes mit unterschiedlichen Ausdrücken 
vorliegt [Soo 01]. Wie das Beispiel in Abbildung 2.15 aufzeigt, kann mit Hilfe 
dieses Verfahrens, automatisch erkannt werden, dass der Begriff „Er“ im zwei-
ten Satz sich auf die Person „Peter“ aus dem ersten Satz bezieht. 
 
Abbildung 2.15: Beispiel einer Koreferenz 
Technisch realisiert wird dies durch eine zweigeteilte Verarbeitung des Textes. 
In einem ersten Schritt werden Erwähnungen (engl. Mentions), welche poten-
tielle Koreferenzen darstellen erkannt (siehe Abbildung 2.16). Anschließend 
werden die Mentions gepaart und die Paare hinsichtlich Ihrer Koreferenz-
Wahrscheinlichkeit bewertet. Je höher dieser Wert, je höher die Wahrschein-
lichkeit, dass es sich bei der bewerteten Paarung, um eine Koreferenz handelt. 
 
Abbildung 2.16: Beispiel einer Mention-Erkennung 
Wie in diesem Beispiel dargestellt, werden insgesamt fünf Mentions erkannt, 
von denen lediglich die Paarung „Peter“ und „Er“ eine Koreferenz darstellen. 
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2.4.5 Wortvektoren 
Um möglichst effizient mit Texten arbeiten zu können, wurden die sogenann-
ten Wortvektoren entwickelt. Diese haben zum Ziel, alle Worte einer bestimm-
ten Sprache innerhalb eines Vektorraums abzubilden [Mik 13]. Die deutsche 
Standardsprache umfasst ca. 75.000 Worte und der gesamte Wortschatz je 
nach Zählweise zwischen 300.000 bis 500.000 Worte. Würde man jedem Wort 
eine Dimension dieses Vektors zuordnen, wäre der resultierende Rechenauf-
wand enorm. 
Die im Jahre 2013 veröffentliche Methode Word2vec [Mik 13], versucht da-
her, mit Hilfe eines mehrere Hundert Dimensionen großen Vektorraums, je-
dem Wort einen korrespondierenden Vektor zuzuordnen. Typischerweise liegt 
die Dimension zwischen 100-1000 Dimensionen. Mit Hilfe dieses Verfahrens, 
ist es möglich mehr als 10 Millionen Worte zu lernen6. 
2.4.6 Vortrainierte Sprachmodelle 
2018 veröffentlichte Google die Bidirektionale Encoder-Darstellungen von 
Transformatoren (BERT) [Dev 18], ein vortrainiertes Sprachmodell, welches 
speziell dafür entwickelt wurde, mit nur wenigen Anpassungen für spezifische 
NLP-Aufgaben angewandt zu werden. Es wurde mit mehr als 3 Milliarden 
Worten trainiert und stellt damit einen umfassendes Wortverständnis zur Ver-
fügung [Dev 18]. Seither wurden viele weitere Modelle veröffentlicht und die 
Performance immer weiter gesteigert wie z.B. GPT, RoBERTa, XLNet oder 
ELECTRA [Cla 20]. Die vorliegende Arbeit macht sich dies zu Nutze und ver-
wendet einige auf diese Modelle aufbauende Implementierungen. 
                                                          
6 https://de.wikipedia.org/wiki/Wortschatz, zuletzt geprüft am 20.08.2020 
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2.4.7 NLP-Frameworks 
spaCy ist eine Open-Source Python Bibliothek spaCy7 zum Einsatz. Sie bietet 
im Vergleich zu anderen etablierten NLP-Bibliotheken wie NLTK8 oder Co-
reNLP9 insbesondere für die deutsche Sprache erweiterte POS-Tags und Ab-
hängigkeiten. Beispielsweise kann mit Hilfe von spaCy das Genitivobjekts10 – 
welche für die Identifikation des Elternsubjekts/-objekts benötigt wird – auto-
matisch identifiziert werden. Zudem ist spaCy speziell für die Anwendung in 
industriellen Kontexten entwickelt worden, weshalb sie andere Implementie-
rungen in den üblichen Aufgaben übertrifft [Coh 19]. 
SpaCy bietet für die deutsche Sprache zwei verschiedene Sprachmodelle: 
de_core_news_sm und de_core_news_md. Der Unterschied besteht in der 
Größe der Modelle, wodurch auch die Genauigkeit der Syntaxerkennung un-
terschiedlich ist. Das größere Modell ist de_core_news_md und damit auch das 
detailliertere, weshalb dieses in der vorliegenden Arbeit verwendet wird. Bei 
Updates von neueren spaCy-Versionen muss darauf geachtet werden, dass die 
Sprachmodelle ebenfalls verbessert werden. Dadurch können sich Syntaxer-
kennungen verändern, was die Implementierungsergebnisse beeinflussen 
könnte. Zudem bietet spaCy eine vorkonfigurierte Textklassifikations Pipe-
line, welche für kundenspezifische Anwendungsfälle trainiert werden kann. 
Neben den vortrainierten CNN-Sprachmodellen und der integrierten Textklas-
sifikations-Pipeline, bietet spaCy eine umfangreiche und einfach zugängliche 
Python-API, was die Integration in Business-Applikationen sehr vereinfacht. 
Die Performance, einfache Anwendung und die für die Deutsche Sprache vor-
trainierten Sprachmodelle sind die Gründe, weshalb die vorliegende Arbeit für 
die computerlinguistische Verarbeitung überwiegend spaCy nutzt. 
                                                          
7 https://spacy.io/, zuletzt geprüft am 20.08.2020 
8 https://www.nltk.org/, zuletzt geprüft am 20.08.2020 
9 https://nlp.stanford.edu/, zuletzt geprüft am 20.08.2020 
10 https://de.wikipedia.org/wiki/Genitiv, zuletzt geprüft am 20.08.2020 
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2.5 Fazit 
Ziel dieses Kapitels ist es, einen Überblick über die Grundlagen des Anforde-
rungsmanagements und der Computerlinguistik zu vermitteln. Hierzu wird zu-
nächst der Begriff des Produktlebenszyklus sowie sich davon ableitende Vor-
gehensmodelle zur Produktentwicklung erläutert und das Anforderungs-
management in der Produktentstehung eingeordnet. Anschließend werden die 
wesentlichen Aufgaben des Anforderungsmanagements erläutert und deren 
wesentlichen Methoden und Werkzeuge beschrieben. 
Da Anforderungen und das damit verbundene Wissen meist in textueller Form 
beschrieben werden, müssen diese für die weitere Verarbeitung zunächst com-
puterlinguistisch aufbereitet werden. Stand heute werden zur Erkennung von 
Textpattern meist maschinelle Lernverfahren verwendet, welche daher grund-
legend vorstellt werden. Darauf aufbauend werden dem Leser die wesentlichen 




3 Stand der Technik 
Ziel dieses Kapitels ist die Analyse des aktuellen Stands der Technik und For-
schung im Bereits des Anforderungs- und Wissensmanagements. Hierzu wer-
den in einem ersten Schritt relevante Problemfelder abgeleitet, welche an-
schließend genauer analysiert werden. Abschließend werden alle 
identifizierten Probleme zusammengefasst und das weitere Vorgehen abgelei-
tet. 
3.1 Ableitung der Problemfelder 
Im Rahmen jeder Projektarbeit fallen unabhängig vom zu entwickelnden Pro-
dukt (Hardware, Software oder Dienstleistungen) zu dokumentierendes Wis-
sen an in Form von Anforderungen, Aufgaben oder damit verbundene Infor-
mationen (z.B. Rechercheergebnisse) an. Vor allem Anforderungen sind 
besonders kritisch, da diese projektübergreifend verfügbar sein müssen, um 
eine erfolgreiche Projektdurchführung gewährleisten zu können. Häufig wer-
den hierfür Office-Produkte zur Dokumentation der kritischen Informationen 
verwendet, welche im Gegensatz zu speziellen Softwarelösungen (z.B. IBM 
Rational DOORS und PTC Integrity) zwar das Sammeln und Clustern der An-
forderungen ermöglichen, aber einige erhebliche Nachteile mit sich bringen 
können. Aber auch spezialisierte Softwarelösungen lösen nicht alle Problem-
stellungen. Nachfolgend werden die wesentlichen Herausforderungen des An-
forderungsmanagements in Unternehmen unterschiedlicher Größe zusammen-
gefasst [Ada 15, Ada 13, Gro 13]: 
• Die Dokumentation von Anforderungen 
• Integration von externen Anforderungsdokumenten 
• Das Verknüpfen bzw. die Nachverfolgbarkeit von Anforderungen und 
dem damit in Verbindung stehenden Kontext 
• Die Handhabung von Änderungen 
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• Die Wiederverwendung und Standardisierung von Anforderungen 
• Die Ermittlung und Kommunikation von Anforderungen 
Als Hauptherausforderung stellt der RE-Kompass [Ada 15] die Motivation zur 
Einführung und Einhaltung von Anforderungsmanagement-Methoden und 
Prozessen heraus. Hieraus schließt der Autor einen dringenden Bedarf nach 
kontextsensitiver Unterstützung der Anwender, um die Hemmschwelle zur 
Nutzung von AM-Methoden zu reduzieren. Da die Aufgaben des Anforde-
rungsmanagements sehr umfangreich sind, wird der Stand der Technik nach-
folgend hinsichtlich der Unterstützung der oben genannten Kernherausforde-
rungen durchgeführt. 
3.2 Unterstützung der Dokumentation 
Die Dokumentation von projektrelevanten Informationen wie Anforderungen 
und dem dazugehörigen Wissen ist eine der primären und kritischsten Diszip-
linen des Anforderungsmanagements. Anforderungen die unvollständig, unge-
nau oder widersprüchlich formuliert sind, können zu Abweichungen des ge-
planten Produkts vom Kundenwunsch führen, was wiederum zu Mehrkosten 
oder gar dem Scheitern des Projekts führen kann. 
Eine bereits in Kapitel 2.2.2 erwähnte Dokumentationstechnik ist die Anwen-
dung von Satzschablonen [SOP 13, Fri 19], welche in vielen Werkzeugen zum 
Einsatz kommen. Eines der wohl umfänglichsten Beispiele hierfür ist die Soft-
ware Systems Engineering Suite der Firma REUSE Company, dessen Teilmo-
dul Authoring Tools1 neben einer umfangreichen automatischen Qualitätskon-
trolle, auch den automatischen Abgleich des eingegebenen Textes mit 
vordefinierten Satzschablonen durchführt. Hierbei werden Anforderungen auf 
die Kriterien Vollständigkeit, Korrektheit und die grammatikalische und sys-
temübergreifende Konsistenz hin untersucht. Um dies zu ermöglichen, werden 
                                                          
1 https://www.reusecompany.com/rat-authoring-tools, zuletzt geprüft am 20.08.2020 
KAPITEL 3 STAND DER TECHNIK 
65 
die eingegebenen Texte mit Hilfe einer mehrschichtigen Ontologie und um-
fangreichen Wortlisten abgeglichen [Fra 15, S. 149ff.]. Zudem lassen sich mit 
Hilfe des Moduls Knowledge Manager2, benutzerdefinierte Satzschablonen er-
zeugen, was die Dokumentation branchenspezifischer Anforderungen erleich-
tert. Ein Nachteil dieses Systems ist der hohe initiale Aufwand, um die Wort-
listen mit branchespezifischen Fachbegriffen zu füllen. Zudem erfordert es 
umfangreiche Schulungen und ist daher nicht als Werkzeug für alle Projektbe-
teiligten sinnvoll einsetzbar. 
Die Software Requirements smells der Firma Qualicen3 verfolgt einen anderen 
Ansatz, um die Dokumentation von Anforderungen und Tests zu unterstützen. 
Hierbei werden Anforderungs- oder Testbeschreibungen welche zu lang sind, 
passiv Konstrukte beinhalten, mehrfach Negationen, ungenaue Ausdrücke o-
der Duplikate beinhalten entsprechend gekennzeichnet, woraufhin der Anwen-
der entsprechende Korrekturen vornehmen kann. Dieses Werkzeug kommt 
zwar ohne Wortlisten aus, ermöglicht jedoch im Vergleich zur Systems Engi-
neering Suite der Firma REUSE keine Definition standardisierter Satzschablo-
nen und erfordert ebenfalls Expertenwissen, um die erkannten Fehler beheben 
zu können. 
Die ReqSuite4 der Firma OSSENO kann Inkonsistenzen, Weakwords und an-
dere Formale Fehler automatisch erkennen. Dies erfolgt jedoch in einem sepa-
raten Schritt nach der eigentlichen Anforderungsformulierung, was den Doku-
mentationsprozess verlangsamt. Zudem sind die angebotenen Analysefeatures, 
im Vergleich zu den zuvor beschriebenen Konkurrenten unterlegen und es 
fehlt ähnlich der Software Requirements smells die Möglichkeit, benutzerde-
finierte Satzschablonen zu definieren. 
Herr Körner [Kör 14] beschreibt in seiner Dissertation ein Konzept zur aktiven 
Unterstützung des Anforderungsmanagements durch automatische Qualitäts-
                                                          
2 https://www.reusecompany.com/km-knowledge-manager, zuletzt geprüft am 20.08.2020 
3 https://www.qualicen.de/de/, zuletzt geprüft am 20.08.2020 
4 https://www.osseno.com/de/anforderungsmanagement-software/, zuletzt geprüft am 20.08.2020 
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kontrollen von Anforderungen, der automatischen Extraktion von semanti-
schen Modellen aus Freitexten und der Rückkopplung von Objektänderungen 
zurück in die textuelle Beschreibung von Anforderungen. Zur Erstellung der 
semantischen Modelle, werden die Informationen innerhalb des Textes mit 
Hilfe Thematischer Rollen klassifiziert [Gel 10]. Basierend auf den damit ver-
bundenen Regeln, kann anschließend automatisch ein UML-Diagramm abge-
leitet werden, welches die domänenspezifischen Informationen des Freitextes 
abbildet, wodurch der manuelle Erzeugungsaufwand reduziert wird. Für die 
vorliegende Arbeit stellt dieses Konzept daher eine mögliche Methode zur In-
tegration von Domänenwissen, basierend auf Freitext dar. 
In der Arbeit „RESI - A Natural Language Specification Improver“ [Kor 09, 
Kör 14] wird ein Konzept vorgestellt, welches Anforderungen hinsichtlich un-
terschiedlicher KPI’s untersucht z.B. Mehrdeutigkeiten, Nominalisierungen o-
der das Fehlen von Argumenten. Zur Erkennung dieser Merkmale, wird eine 
Kombination aus Regeln und Ontologien wie z.B. WordNet [Fel 99] oder 
YAGO [Hof 14].  
Im Rahmen der Arbeit von Frau Krisch wurden weitere Werkzeuge analysiert, 
welche sich auf die Analyse der Formalen-Qualität von Anforderungen fokus-
sieren [Kri 17, S. 25ff.]. Sie selbst untersucht in ihrer Arbeit welche Merkmale 
Anforderungen vorweisen müssen, um testbar zu sein, was im Rahmen dieser 
Arbeit jedoch nicht weiter beleuchtet wird. 
3.3 Unterstützung der Wissensintegration 
Ein wesentlicher Teil der Produktentwicklung liegt in der Recherche und Er-
fassung von Anforderungen und Informationen an das geplante Zielsystem. Da 
häufig Office Dokumente zum Austausch von Anforderungen und Produktin-
formationen – z.B. in Form von Lasten- oder Pflichtenheften – verwendet wer-
den, wurde 2004 das xml-basierte Standard Rule Interchange Format (RIF) 
veröffentlicht, um einen standardisierten Austausch von Anforderungen zu er-
möglichen [Kif 08]. 2010 wurde daraus das Requirements Interchange Format 
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(ReqIF) abgeleitet [OMG 16]. Dieses kann von den meisten AM-Softwarelö-
sungen exportiert und importiert werden, was den Datenaustausch drastisch 
vereinfacht. Jedoch nutzen viele Unternehmen noch immer keine AM-Soft-
warelösungen, weshalb weiterhin viele Anforderungen und die damit in Ver-
bindung stehenden Systeminformationen in Form von Office-Dokumenten do-
kumentiert und verwaltet werden [Ada 13, Ada 15]. 
Um den mit der Integration dieser Dokumente verbundenen Aufwand zu redu-
zieren, existierend für den englischsprachigen Raum heute bereits einige An-
sätze, um Anforderungen automatisch aus Freitextdokumenten zu extrahieren 
[Ray 16, Mu 09, Eza 18]. Als Quellsysteme werden hier unteranderem Lasten-
hefte oder Quellcode-Kommentar verwendet. Da es sich hierbei jedoch um 
reine Klassifikationsverfahren handelt, müsse die so extrahierten Anforderun-
gen manuell ausgewertet und in die bestehenden Anforderungslisten übertra-
gen werden. 
Juristische Dokumente wie z.B. Normen, Richtlinien oder Gesetze sind neben 
Lastenhefen die wichtigsten Quellen für Anforderungen, welche für das ge-
plante Produkt berücksichtig werden müssen. Um die darin enthaltenen Anfor-
derung zu ermitteln bedarf es entweder entsprechender Experten oder aufwän-
diger Recherchearbeiten. Auch hierfür existieren bereits erste Ansätze, um die 
Extraktion von Anforderungen aus diesen Dokumenten zu automatisieren 
[Kiy 08, Bia 05, Dra 18, Bre 06]. Jedoch liegt auch hier der Fokus auf der 
grundsätzlichen Extraktion und Klassifikation und nicht auf der in Kontext-
stellung mit dem geplanten Zielsystem. 
Um dieses Problem zu lösen, versuchen andere Ansätze, die extrahierten An-
forderungen zu Clustern, welches die manuelle Zuordnung beschleunigen und 
somit den damit verbundenen Aufwand reduzieren soll [Aro 17]. Der manuelle 
Integrationsaufwand bleibt jedoch bestehen. 
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3.4 Unterstützung der Wissensverknüpfung 
Ein großer Vorteil von spezialisierten Anforderungsmanagement-Lösungen 
gegenüber Office-Produkten ist die semantische Vernetzbarkeit von Anforde-
rungen. In Werkzeugen wie z.B. IBM DOORS5 oder Atlassian Jira6 werden 
diese Verbindungen manuell erzeugt, was sehr zeitaufwändig ist und von den 
Anwendern einen sehr guten Gesamtüberblick über das Projekt erfordert, was 
je nach Komplexität oder Größe des Projektes nicht gegeben ist. 
Andere Lösungen bieten daher automatische Relations-Erkennungs-Werk-
zeuge an wie z.B. das Modul Traceability Studio7 der Firma REUSE Company, 
welches nicht nur mögliche Links zwischen Anforderungen untereinander son-
dern auch Links zu Objekten in anderen Dokumenten z.B. UML-Diagrammen, 
Simulink-Modellen oder Klassen in Entwicklungsumgebungen identifiziert 
und vernetzen kann [REU 18]. Die dabei zum Einsatz kommenden Algorith-
men basieren auf benutzerdefinierten Satzschablonen und umfangreichen 
Wortlisten, welche je nach Datenquelle entsprechend angepasst werden müs-
sen, um mögliche Relationen zu erkennen. Der mit dieser Konfiguration ver-
bundene zeitliche Aufwand und das dafür notwendige Expertenwissen, führen 
dazu, dass derartige Werkzeuge vorwiegend in Großunternehmen zum Einsatz 
kommen. 
Projektmanagementlösungen wie Jira der Firma Atlassian bieten gegenüber 
reinen Anforderungsmanagementlösungen wie die Systems Engineering Suite 
der Firma REUSE Company den Vorteil, dass Anforderungen und Aufgaben 
zusammen verwaltet werden. Hierbei kann der Anwender, jeder Anforderung, 
die dazugehörigen Aufgaben manuell zuweisen, wodurch der Projektmanager 
einen besseren Überblick über den aktuellen Projektstatus ermöglicht wird. 
Dies setzt jedoch voraus, dass die betroffenen Projektmitarbeiter die entspre-
chenden Anforderungen kennen, was bei komplexeren Produkten jedoch nicht 
gewährleistet werden kann, weshalb Redundanzen oder Goldrandlösungen nur 
                                                          
5 https://www.ibm.com/de-de/products/requirements-management, zuletzt geprüft am 20.08.2020 
6 https://www.atlassian.com/de/software/jira, zuletzt geprüft am 20.08.2020 
7 https://www.reusecompany.com/traceability-studio, zuletzt geprüft am 20.08.2020 
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schwer vermieden werden können [Poh 15, S. 131]. Hierfür wären Automatis-
men ähnlich der Relationserkennung der Systems Engineering Suite der Firma 
REUSE Company notwendig, um alle relevanten Relationen automatisch zu 
erkennen. 
Ein ganzheitlicher Überblick über alle projektrelevanten Kontextinformatio-
nen wird vor allem dann relevant, wenn sich Kundenanforderungen oder be-
stimmte Randbedingungen, zur Laufzeit eines Projektes ändern. Um die damit 
einhergehenden Auswirkungen abschätzen zu können, müssen die Projektver-
antwortlichen befähigt werden, alle von der Änderung betroffenen Elemente 
zu identifizieren, um die Tragweite sowie die damit verbundenen Risiken be-
werten zu können. Aufgrund der Trennung des Managements projektrelevan-
ter Kontextinformationen wie z.B. Anforderungen, Systembeschreibungen 
und Aufgaben sowie fehlender Assistenz in der Verknüpfung dieser Elemente 
untereinander, ist dies stand heute jedoch nicht sinnvoll möglich. 
Ein möglicher Ansatz um Kontextinformationen ganzheitlich zu verknüpfen, 
stellen Ontologie basierte Ansätze dar. Der nach Wicaksono et. al. [Wic 12] 
beschriebene Ansatz verfolgt das Ziel, alle Produktmerkmale innerhalb einer 
Ontologie zu modellieren, welche es dem Anwender ermöglicht die Kunden- 
und Herstellersichten miteinander zu verknüpfen. Mit Hilfe des DIALOG-
Frameworks sollen somit Wechselwirkungen zwischen Kundenwunsch und 
Produktanforderungen systematisch identifizier modelliert werden können und 
mögliche Fehler durch Änderungen der Kundenwünsche vermieden werden 
[ElM 12, Wic 12]. Darüber hinaus soll durch die Verknüpfung mit Feedback-
Objekten, die Rückkopplung von Prozess- und Kundenfeedback zurück in die 
Produktentwicklung ermöglicht werden [Sch 10]. Dieses Verfahren erfordert 
jedoch manuellen Pflegeaufwand der Ontologie, weshalb dieser Ansatz für 
Nicht-Experten ungeeignet ist und entsprechender Assistenz bedarf. 
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3.5 Unterstützung der Änderungsdurchführung 
Nur selten bleiben Anforderungen von Anfang bis Ende eines Projektes unver-
ändert. In der Regel werden sie durch weitere ergänzt, verändert oder präzi-
siert. Je nach Einfluss der zu ändernden oder ergänzenden Anforderung, kann 
dies große Auswirkungen auf das Projekt haben, weshalb die Analyse der je-
weiligen Tragweite der Änderung durchgeführt werden sollte. Neben Maßnah-
men wie z.B. einem Change-Control Board, Freigabeprozesse oder durch Ex-
pertenbefragungen können diese Probleme reduziert werden, bedürfen jedoch 
einem großen manuellen Evaluationsaufwand [Poh 15, S. 140ff.]. 
Die Software Modern Requirements4DevOps bietet mit ihrem Impact Analy-
ser die Möglichkeit sich alle mit der zu ändernden Anforderung direkt in Ver-
bindung stehenden Elemente anzeigen zu lassen, wodurch es dem Anforde-
rungsmanager erleichtert wird, den möglichen Einfluss der Änderung zu 
bewerten. Dies setzt jedoch voraus, dass alle entsprechenden Elemente mitei-
nander vernetzt sind und dass der Prüfende alle betroffenen Elemente sowie 
deren Relevanz kennt. Denn nur so ist er im Stande, den mit der Änderung 
einhergehenden Einfluss oder die mögliche Schwere auf die jeweiligen Ele-
mente bewerten zu können. Ein weiteres Problem hierbei ist, dass nur Ele-
mente welche direkt mit dem zu ändernden Element verknüpft sind analysiert 
werden. Da heutige Produkte meist sehr komplex sind, kann davon ausgegan-
gen werden, dass die direkt verbundenen Elemente wiederum andere Elemente 
beeinflussen, wodurch mit Hilfe dieses Vorgehens keine ganzheitliche Be-
trachtung möglich ist. 
Sind die Anforderungen nicht untereinander vernetzt, bietet ein anderer Ansatz 
– welcher sich rein auf linguistische Änderungen von Anforderungen fokus-
siert – eine mögliche Lösung. Mit Hilfe von NLP-Methoden lässt sich identi-
fizieren, welche anderen Anforderungen möglicherweise durch die Änderung 
der Anforderungsbeschreibung beeinflusst werden. Hierbei wird mit Hilfe von 
Ontologien ein möglicher Zusammenhang zwischen Anforderungen unterei-
nander identifiziert. Anschließend wird untersucht, ob sich z.B. der Name ei-
nes Objekts geändert hat oder ob ein weiteres Objekt dazugekommen ist. 
KAPITEL 3 STAND DER TECHNIK 
71 
Insgesamt werden in „Change impact analysis for Natural Language require-
ments: An NLP approach“ [Aro 15], bis zu 14 unterschiedliche Änderungsty-
pen unterschieden, welche je nach Zutreffenswahrscheinlichkeit entsprechend 
gewichtet und dem Anwender angezeigt werden. Mit Hilfe dieses Verfahrens 
lassen sich somit mögliche Risiken durch linguistische Veränderungen identi-
fizieren, jedoch ähnlich dem Impact Analyser, keine ganzheitliche Betrachtung 
aller mit dem zu ändernden Element betroffenen Elemente. 
3.6 Unterstützung bei der Wiederverwendung von 
bereits dokumentiertem Wissen 
Ein über alle Branche verbreitetes Problem, ist die Wiederverwendung von be-
reits dokumentiertem Wissen aus vorangegangenen Projekten. Vor allem in 
Zeiten globaler Projektteams, wird dies immer relevanter. In „Automated sup-
port for reuse‐based requirements engineering in global software engineering“ 
[Car 17] wird ein auf Semantik MediaWiki8 basierendes System beschrieben, 
welches einen zentralisierten Katalog wiederverwendbarer Anforderungen 
vorsieht, welcher für das gesamte Entwicklerteam zur Verfügung gestellt wird. 
Die Anforderungsverantwortlichen der einzelnen Projekte haben dadurch die 
Möglichkeit, ihren aktuellen Anforderungskatalog, mit den zentralisierten An-
forderungen abzugleichen und relevante Anforderungen auszuwählen und in 
das eigene Projekt zu integrieren. Der zentralisierte Katalog kann zudem als 
Vorlage für neue Projekte verwendet werden und spart somit erheblich Zeit 
und Kosten, welche durch die initiale Anforderungserhebung entstehen wür-
den [Car 17]. Da dieser Ansatz jedoch nur auf Anforderungen beschränkt ist, 
bietet er das Potenzial auch auf andere projektrelevante Informationen z.B. Re-
chercheergebnisse oder Aufgaben übertragen zu werden. 
                                                          
8 https://www.semantic-mediawiki.org/wiki/Semantic_MediaWiki, zuletzt geprüft am 
20.08.2020 
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In „Automated Support to Capture Creative Requirements via Requirements 
Reuse“ [Do 19] wird ein anderer Ansatz verfolg, um bereits dokumentierte An-
forderungen wiederzuverwenden. Die Autoren dieser Arbeit nutzen öffentlich 
verfügbare Anforderungsdokumente, um diese als Inspiration bzw. zur Ideen-
generierung für eigene Entwicklung zu nutzen. Es konnten noch weitere An-
sätze zur Nutzung bereits dokumentierten Wissens identifiziert werden [siehe 
z.B. Pen 19, DON 15, San 15], welche jedoch für die vorliegende nicht rele-
vant sind. 
3.7 Unterstützung von Recherchearbeiten 
Eine weitere relevantere Datenquelle ist das Internet, in dem sich produktrele-
vante Informationen nicht nur aus juristischen Quellen extrahieren lassen, son-
dern auch aus unzähligen anderen Datensenken wie z.B. Wikipediaartikel 
[Lan 10, Reb 16], Fachforeneinträge [Aud 17, Zha 10] oder Produktreviews in 
Onlinestores [Yan 15, Qi 16]. Aber auch die für diese Quellen entwickelten 
Vorgehen haben das Problem, dass sie die extrahierten Informationen zwar 
extrahieren und klassifizieren können, diese jedoch nicht mit den bereits be-
stehenden Produktinformationen oder Anforderungslisten verknüpfen können. 
In „A Study of the Importance of External Knowledge in the Named Entity 
Recognition Task“ [Sey 18] wird ein Konzept vorgestellt, welches mit Hilfe 
von Internetquellen, die Klassifizierung von Eigennamen verbessert. Hierzu 
werden überwiegend Wikipedia Artikel verwendet, welche mit den erkannten 
Objekten eines Satzes abgeglichen werden. Anschließend werden mit Hilfe 
von Nennungshäufigkeiten andere im Satz enthaltener Worte, die an den ehes-
ten zutreffendsten Texten identifiziert. Anschließend können dem Anwender 
die entsprechenden Quellen angeboten werden. Dieses Verfahren beschränkt 
sich jedoch auf Wikipedia-Seiten und sieht zudem keine weitere Extraktion 
von möglichen relevanten Informationen aus den ermittelten Quellen vor. 
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3.8 Ableitung von Anforderungen 
Wie zuvor beschrieben existiert bereits eine Vielzahl an Methoden und Kon-
zepten zur Unterstützung des Anforderungs- und Wissensmanagements. Es 
konnten jedoch einige Probleme aufgedeckt werden, welche nachfolgend zu-
sammengefasst und darauf basierend Anforderungen an das digitale Assistenz-
system abgeleitet werden: 
Dokumentation 
Problem 1: Projektrelevante Kontextinformationen wie z.B. Anforde-
rungen, Systembeschreibungen und Aufgaben werden 
Stand heute in unterschiedlichen Softwarewerkzeugen ge-
managte und sind daher nicht ganzheitlich miteinander 
vernetzt. 
Anforderung 1: Das digitale Assistenzsystem muss fähig sein, alle projekt-
relevanten Kontextinformationen zu verwalten. 
Problem 2: Spezialisierte Anforderungsmanagement-Werkzeuge sind 
aufgrund ihrer Komplexität und fehlenden Assistenz für 
Nicht-AM-Experten ungeeignet. 
Anforderung 2: Das digitale Assistenzsystem sollte Nicht-AM-Experten 
befähigen, textuelle Beschreibungen standardisiert und 
vollständig formulieren können. 
Informationsintegration 
Problem 3: Etablierte Softwarelösungen unterstützen nur geringfügig 
bei der automatischen Informationsextraktion und -ver-
knüpfung aus Freitexten. 
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Anforderung 3: Das digitale Assistenzsystem sollte fähig sein, Kontextin-
formationen automatisch aus Freitexten zu extrahieren. 
Anforderungsvernetzung 
Problem 4: Bisherige Ansätze zur automatischen Extraktion von An-
forderungen aus Freitext können diese nicht kontextsensi-
tiv in die bestehenden Anforderungslisten integrieren. 
Anforderung 4: Das digitale Assistenzsystem sollte fähig sein, mögliche 
Relationen der automatisch extrahierten Kontextinforma-
tionen und der bereits existierenden Kontextelementen zu 
identifizieren. 
Problem 5: Aktuelle Algorithmen zur Relationserkennung benötigen 
aufwändige domänenspezifische Anpassungen 
Anforderung 5: Das digitale Assistenzsystem sollte fähig sein, mögliche 
Relationen der automatisch extrahierten Kontextinforma-
tionen und der bereits existierenden Kontextelementen zu 
identifizieren, ohne aufwändige domänenspezifische An-
passungen. 
Tragweitenanalyse von Änderungen 
Problem 6: Aufgrund der fehlenden Vernetzung aller projektrelevan-
ten Informationen, ist keine ganzheitliche Analyse der 
Tragweite einer Änderung möglich. 
Anforderung 6: Das digitale Assistenzsystem sollte dem Anwender die 
Möglichkeit bieten, die Tragweite einer Änderung ganz-
heitlich bewerten zu können. 
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Problem 7: Vor allem bei der Verwendung von Office-Lösungen für 
das Management von Wissen, werden alle Projektbeteilig-
ten nicht über mögliche Änderungen informiert. 
Anforderung 7: Das digitale Assistenzsystem muss fähig sein, alle Projekt-
beteiligten über mögliche Änderungen zu informieren. 
Wiederverwendung von bereits dokumentiertem Wissen 
Problem 8: Bisherige Ansätze zur Wiederverwendung beschränken 
sich auf Anforderungen und bieten keine Möglichkeit wei-
tere damit in Verbindung stehende Informationen wieder-
zuverwenden. 
Anforderung 8: Das digitale Assistenzsystem sollte fähig sein, bereits do-
kumentierte Informationen dem Anwender kontextsensitiv 
zur Verfügung zu stellen. 
Unterstützung von Recherchearbeiten 
Problem 9: Recherchearbeiten werden stand heute nicht aktiv unter-
stützt. 
Anforderung 9: Das digitale Assistenzsystem sollte fähig sein, den Anwen-
der aktiv bei der Recherche möglicherweise relevanter In-
formationen zu unterstützen. 
3.9 Fazit 
In diesem Kapitel werden die wesentlichen wissenschaftlichen Arbeiten und 
am Markt etablierten Softwarelösungen in den Bereichen des Anforderungs- 
und Wissensmanagements hinsichtlich möglicher Schwächen hin analysiert. 
Hierbei wird der Fokus auf die sechs einleitend beschriebenen Kernherausfor-
derungen des Anforderungsmanagements in Unternehmen (siehe Kapitel 3.1) 
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durchgeführt. Hierbei werden wesentliche Schwächen und Forschungslücken 
identifiziert von denen abschließend Anforderungen an das Konzept dieser Ar-
beit abgeleitet werden. Diese zeigen vor allem den Bedarf nach kontextsensi-
tiver Unterstützung der Anwender auf, um auch Nicht-Experten zu befähigen 
vollständige und semantisch verknüpfte Dokumentationen projektrelevanter 
Informationen erzeugen zu können. 
Nachfolgend werden die in diesem Kapitel identifizierten schwächen des 
Stands der Technik zusammengefasst. Hierzu werden am Markt etablierte 
Softwarelösungen und Forschungsprojekte hinsichtlich der Benutzerfreund-
lichkeit, der ganzheitlichen Informationsverwaltung und der Assistenz der re-
levanten Aufgaben während der Dokumentation, Informationsextraktion, Re-
lationserkennung, Änderungskommunikation, Änderungsanalyse, 
Wiederverwendung und Recherche. Darüber hinaus werden die aktuellen An-
sätze hinsichtlich der Domänenunabhängigkeit analysiert, da die meisten am 
Markt erhältlichen Lösungen domänenspezifische Konfigurationen benötigen 
um sinnvoll zu funktionieren (siehe Abbildung 3.1). 
 
Abbildung 3.1: Zusammenfassung des Stands der Technik 
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Analog zum Stand der Technik werden nachfolgenden verwandte Forschungs-
arbeiten hinsichtlich der gleichen Funktionalitäten analysiert und bewertet 
(siehe Abbildung 3.2): 
 
Abbildung 3.2: Zusammenfassung des Stands der Forschung 
  






In diesem Kapitel wird ein Konzept eines digitalen Assistenzsystems vorge-
stellt, welches die Aufgaben des Anforderungs- und Wissensmanagements 
projektrelevanter Informationen kontextsensitiv unterstützen soll. Das Kern-
ziel dieses Konzepts ist die ganzheitliche Verknüpfung aller Kontextinforma-
tionen (im Folgenden Kontextelemente genannt). 
Definition 3: Kontextelemente 
Kontextelemente sind alle im Rahmen eines Projektes zu verwaltenden In-
formationen wie z.B. Anforderungen, Systemkomponenten, Aufgaben oder 
allgemeine Informationen. 
Für die ganzheitliche Verwaltung aller Kontextelemente (Anforderung 1) sieht 
das vorliegende Konzept ein selbstentwickeltes semantisches Datenmodell vor 
(siehe Kapitel 4.1). Um die Dokumentation auch für Nicht-AM-Experten zu 
ermöglichen (Anforderung 2) sieht das Konzept einen Dokumentationsassis-
tenten vor (siehe Kapitel 4.2). Stand heute werden Anforderungen überwie-
gend in Anforderungsdokumenten (z.B. Lasten- und/oder Pflichtenhefte) ver-
waltet, welche häufig von Hand extrahiert werden (Anforderung 3). Um diese 
in die semantische Datenstruktur zu überführen sieht das vorliegende Konzept 
einen Integrationsassistenten vor (siehe Kapitel 4.3). 
Für die Unterstützung bei Recherchearbeiten (Anforderung 9) sieht das Kon-
zept einen Rechercheassistenten vor, welcher kontextsensitiv Informationen 
aus dem Internet bereitstellt (siehe Kapitel 4.4). Um alle Kontextelemente mit-
einander zu verknüpfen ist normalerweise ein hoher manueller Aufwand von 
Nöten. Das vorliegende Konzept sieht daher einen Verknüpfungsassistent vor 
(Anforderung 4), welcher den Anwender bei der Verknüpfung neuer Informa-
tionen mit bereits dokumentierten unterstützt (siehe Kapitel 4.5). 
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Änderungen sind je nach Projektstatus mit mehr oder weniger kritischen Aus-
wirkungen verbunden, welche durch einen Einzelnen nicht immer überblickt 
werden können. Um den Anwender hierbei zu unterstützen sieht das Konzept 
einen Änderungsassistenten vor, welcher eine automatische Abschätzung des 
Änderungseinflusses vornimmt (Anforderung 6), um dem Anwender die Ab-
schätzung der Tragweite zu erleichtern (siehe Kapitel 4.6). 
Bereits dokumentierte Informationen, vor allem in Form von Office-Doku-
mente, finden nur selten Wiederverwendung, da der Explorer nur mäßige 
Suchfunktionen bietet. Dank der ganzheitlichen Abbildung aller projektrele-
vanter Informationen, sieht das vorliegende Konzept einen Wiederverwen-
dungsassistenten vor, welcher kontextsensitiv bereits dokumentierte Inhalte 
zur Integration in neue Projekte (Anforderung 8) bereitstellt (siehe Kapitel 
4.6). In Summe bilden diese Assistenzmodule das digitale Assistenzsystem zur 
kontextsensitiven Unterstützung des Anforderungs- und Wissensmanagements 
(siehe Abbildung 4.1). 
 
Abbildung 4.1: Module des Konzepts 
Nachfolgend werden die einzelnen Module des digitalen Assistenzsystems ge-
nauer beschrieben. 
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4.1 Semantisches Datenmodell 
Die ganzheitliche Verwaltung aller Kontextelemente birgt große Potentiale in 
der Automatisierung aufwändiger manueller Aufgaben (wie z.B. die automa-
tische Verknüpfung oder unterstützte Wiederverwendung von Informationen) 
gegenüber den aktuell auf dem Markt erhältlichen Softwarelösungen im An-
forderungs- und Wissensmanagement. Um alle projektrelevanten Informatio-
nen wie z.B. Anforderungen, Aufgaben oder damit verbundene Informationen 
zu dokumentieren, sieht das semantische Datenmodell eine abstrakte Klasse 
„Kontextelement“ als generische Oberklasse aller Kontextelemente vor (siehe 
Abbildung 4.2). 
Relationen als auch Kontextelemente haben im Wesentlichen eine eindeutige 
Identifikationsnummer (kurz ID), ein Erstelldatum, einen Namen, eine Be-
schreibung, eine Versions- und eine Subversions-Nummer sowie die boole-
sche Eigenschaft aktuell oder veraltet zu sein. Zudem sollten der Autor sowie 
der oder die Verantwortliche(n) bekannt sein. Da dies für Relationen als auch 
Kontextelemente gleichermaßen zutrifft, werden diese Attribute durch die abs-
trakte Klasse „Informationselement“ repräsentiert (siehe Abbildung 4.2). 
Jedes Kontextelement kann mehrere Relationen haben, welche aus zwei Kon-
textelementen und einem Relationstypen bestehen. Hiermit lassen sich jeweils 
zwei Kontextelemente durch unterschiedliche Relationen miteinander verbin-
den. Zusätzlich zu den Relationen haben Kontextelemente einen Status und 
eine Priorität. Je nachdem kommen Kontextelemente in ähnlicher oder gleicher 
Form unter unterschiedlichen Namen vor. Werden derartige Redundanzen 
identifiziert, werden diese zusammengefasst und die synonymen Namen unter 
dem Attribut Synonyme gespeichert. Zuletzt sieht das Konzept für jedes Kon-
textelement einen Anhang vor, welcher genutzt werden kann, um ergänzende 
Dokumente anhängen zu können wie z.B. Bilder, Diagramme oder technische 
Zeichnungen (siehe Abbildung 4.2). 
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Abbildung 4.2: Semantisches Datenmodell 
Nachfolgend werden alle Kontextelement- sowie deren möglichen Relations-
arten genauer beschrieben. 
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4.1.1 Kontextelemente 
Gemäß Definition 3 (auf Seite 79) umfasst die Klasse der Kontextelemente alle 
im Rahmen eines Projektes zu verwaltenden Informationen. Jedes dieser Kon-
textelemente kann durch unterschiedliche Relationsarten mit anderen Kon-
textelementen verknüpft werden, welche nachfolgend in Tabelle 2 definiert 
werden. 
Relation Grafische Darstellung 
Ableitung 
 
Mit Hilfe dieser Relation lässt sich zu einem späteren Zeitpunkt nachvollziehen, 
welche Kontextelemente als Kopie eines anderen Kontextelements entstanden 
sind. Dies ist z.B. bei der Wiederverwendung von Kontextelementen in anderen 
Projekten relevant, um den Ursprung des jeweiligen Kontextelements nachvollzie-
hen zu können (siehe Kapitel 4.6). 
Hierarchie 
 
Mit Hilfe dieser Relation lassen sich hierarchische Abhängigkeiten zwischen zwei 
Kontextelementen abbilden z.B. „Tür ist Teil von Auto“ oder „Anforderung_XY 
ist Teil von Projekt_A“. 
Irrelevant 
 
Kontextelemente eines Projektes welche irrelevant für ein anderes Projekt sind, 
können mit Hilfe einer Irrelevant-Relation versehen werden, um diese bei der Su-
che von möglichen Verknüpfungen oder einer potentiellen Wiederverwendung 
unwichtige Elemente auszufiltern (siehe Kapitel 4.6). 
Nicht-Redundanz 
 
Kontextelemente welche fälschlicher Weise als redundant erkannt wurden, kön-
nen mit Hilfe dieser Relation als „nicht-Redundant“ gekennzeichnet werden. 
Überarbeitung 
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Um Änderungen rückwirken nachvollziehen zu können, bedarf es einer Versionie-
rung und Persistierung aller Änderungen. Hierzu dient die Überarbeitungs-Rela-
tion, welche darstellt, welches Kontextelement von welcher Vorgängerversion ab-
stammt (siehe Kapitel 4.1.6). 
Zusammenfassung 
 
Um Redundanzen oder sich ähnelnde Versionen zusammenfassen zu können, 
kann eine Zusammenfassung durchgeführt werden. Hierbei wird ein Element 
durch den Anwender ausgewählt welches die Basis für die Zusammenführung 
darstellt (in diesem Fall das obere). Alle Informationen des unteren Kontextele-
ments sowie alle damit in Verbindung stehenden Kontextelemente werden auf die 
neue Version des oberen Elements übertragen und der Name als Synonym gespei-
chert (siehe Kapitel 4.5). 
Tabelle 2: Kontextelementrelationen (OMG 15, OMG 18) 
4.1.2 Projekt 
Der Begriff Projekt kann für Unternehmen unterschiedliche Bedeutungen ha-
ben. Während es sich in einem Fall um Entwicklungsprojekte handelt, können 
Projekte im anderen Fall Bestellungen oder Dienstleistungen repräsentieren. In 
jedem Fall können einem Projekt mehrere Kontextelemente zugehörig sein 
welche je nachdem auch Teilprojekte darstellen können, welche wiederum 
mehrere Kontextelemente beinhalten können. 
Für das vorliegende Konzept sind Projekte ausgeprägt durch Kunden, Start- 
und Zieltermin sowie ein definiertes Budget. Je nachdem können auch weitere 
Merkmale eines Projektes von Interesse sein, welche jedoch für das vorlie-
gende Konzept nicht berücksichtigt werden. 
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4.1.3 Text-Elemente 
Anforderungen, Aufgaben und damit verbundene Informationen werden maß-
geblich durch ihre textuelle Beschreibung definiert, wofür jeweils entspre-
chende Textschablonen zur Standardisierung zum Einsatz kommen können. 
Folglich lassen sich diese Kontextelemente unter der abstrakten Oberklasse 
„Text-Element“ zusammenfassen. Da Text-Elemente ebenfalls Teil der Menge 
aller Kontextelemente sind, können diese wie in Tabelle 2 dargestellt mit an-
deren Kontextelementen verknüpft werden und Projekten zugeordnet oder für 
irrelevant markiert werden. 
Anforderungen dienen der Spezifikation von Funktionen, Eigenschaften oder 
bestimmte Randbedingungen. Aufgaben können die Realisierung von System-
komponenten oder die Verifikation von Anforderungen zum Ziel haben. Daher 
folgen für Text-Elemente, ergänzend zu Tabelle 2, die in Tabelle 3 definierten 
Relationen. 







Tabelle 3: Text-Element-Relationen [OMG 15, OMG 18] 
Anforderungen haben neben den Attributen, welche bereits durch die Ober-
klassen Informations- und Kontextelement definiert wurden, eine Priorität, ei-
nen Anforderungstyp und einen Anforderungsstatus. Je nach Detailierungs-
grad, können Anforderungen noch weitere Attribute haben, welche jedoch für 
das vorliegende Konzept nicht berücksichtig werden (siehe hierzu auch Kapi-
tel 2.2.4). 
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Um Aufgaben planen zu können, bedarf es einem Start- und Endtermin und 
prognostizierte Kosten bzw. der prognostizierte Aufwand (siehe Abbildung 
4.2). Um auch größere Arbeitspakete abbilden zu können, lassen sich Aufga-
ben mit Hilfe der Hierarchie-Relation (siehe Kapitel 4.1.1) anderen Aufgaben 
unterordnen. Somit lassen sich Arbeitspakete auf unterschiedlichen Ebenen de-
finieren, ohne weitere Klassentypen einführen zu müssen. 
In Bezug auf das Wissensmanagement können die Arten von Informationen 
mannigfaltig sein. Hinsichtlich des Anforderungsmanagements sind vor allem 
Begriffsdefinitionen oder die Dokumentation von den zugrundeliegenden 
Problemen ein äußerst hilfreiches Werkzeug, um die Projektübergreifende 
Kommunikation von Anforderungen sicherzustellen. Für das vorliegende Kon-
zept werden daher alle Textinformationen zu einer Systemkomponente, wel-
che keine Anforderung oder Aufgabe darstellen, als Information bezeichnet. 
4.1.4 Satzschablonen 
Das vorliegende Konzept sieht eine kontextsensitive Hilfestellung vor, basie-
rend auf Satzschablonen. Da sich bestimmte Teile der Schablonen wiederholen 
können z.B. Bedingungsschablone (siehe Anhang 9.1), kann eine Satzschab-
lone aus mehreren Schablonen bestehen. Die einzelnen Glieder der Schablonen 
wiederum bestehen aus semantischen Rollen (siehe hierzu Kapitel 4.2.1) wel-
che einzelnen semantischen Teile des Satzes repräsentieren. Um kontextsensi-
tive Wortvorschläge generieren zu können, hat jeder Satzteil entsprechend sei-
ner Rolle ein Referenzbeispiel in Form eines Textes. Zudem hat es einen 
Pointer auf die darauffolgenden Satzteile, welche selbst wiederum Satzschab-
lonen sein können (siehe Abbildung 4.3). 
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Abbildung 4.3: Satzschablonendatenmodell 
4.1.5 Systemkomponenten 
Systemkomponenten repräsentieren Teile des Zielsystems oder das Zielsystem 
selbst (z.B. der Motor des Autos oder das Auto selbst). Ihr Ziel ist es die an 
das Zielsystem gestellten Anforderungen zu erfüllen, wobei eine Systemkom-
ponente nur einen Teil einer Anforderung oder mehrere Anforderungen gleich-
zeitig erfüllen kann. 
Relation Grafische Darstellung 
Verwirklichung 
 
Tabelle 4: Systemkomponenten spezifische Relationen [OMG 18] 
Jede Systemkomponente kann Kosten (z.B. Material- oder Beschaffungskos-
ten) und Eigenschaften (z.B. die Farbe des Autos) haben. Jede Eigenschaft hat 
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einen Wert, eine Einheit und einen Operator. Der Operator, gibt die Grenzen 
des Wertes (z.B. „größer“, „kleiner“, „gleich“, „größer gleich“, „kleiner 
gleich“, „und“, „zwischen“, siehe auch Anhang 9.1). Diese lassen sich aus 
nichtfunktionalen Anforderungen extrahieren z.B. „Die Höchstgeschwindig-
keit des Autos muss größer 100km/h betragen“. In diesem Fall wäre die Eigen-
schaft die „Höchstgeschwindigkeit“ der Systemkomponente „Auto“ mit dem 
Wert „100“ und der Einheit „km/h“ (siehe Abbildung 4.4). 
Es gibt jedoch Sonderfälle, in denen Eigenschaften auch gleichzeitig System-
komponenten sind z.B. „Die Farbe des Autos muss…“ und „die Pigmente der 
Farbe des Autos müssen…“. Wie dieses Beispiel zeigt, beeinflusst die Sicht-
weise ob es sich um eine Eigenschaft oder eine Systemkomponente handelt. 
Aus diesem Grund, sieht das vorliegende Konzept vor, dass eine Systemkom-
ponente, auch gleichzeitig eine Eigenschaft einer anderen Systemkomponente 
sein kann (z.B. „die Farbe des Autos“ mit Farbe gleichzeitig Systemkompo-
nente als auch Eigenschaft). 
 
Abbildung 4.4: Datenmodell Eigenschaftswert 
Um auch logisch verkettete Wertebereiche modellieren zu können, haben Ei-
genschaftswerte neben ihren Werten, Einheiten und Vergleichsoperatoren 
(kurz „Operator“) auch einen „nächstenWert“. Mit Hilfe dieses nächsten Ei-
genschaftswertes, können logisch miteinander verkettete Eigenschaftswerte 
abgebildet werden (siehe Abbildung 4.5). 
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Abbildung 4.5: Logisch verkettete Eigenschaftswerte 
Wie hier dargestellt, lassen sich in dieser Beispielanforderung zwei Eigen-
schaftswerte identifiziert „Wert1“ und „Wert2“. Damit diese zu einem späteren 
Zeitpunkt automatisch ausgewertet werden können, werden diese in der ent-
sprechenden Reihenfolge miteinander verknüpft. 
4.1.6 Versionierung 
Ein der Hauptherausforderungen bei der Persistenz kritischer Informationen ist 
die Nachverfolgbarkeit von Änderungen und die Sicherstellung der Plausibili-
tät der Informationen untereinander. Müssen beispielsweise aus bestimmten 
Gründen ältere Versionen eines Kontextelementes wiederhergestellt werden, 
kann nicht zwingend davon ausgegangen werden, dass alle, aktuell mit dem zu 
ändernden Kontextelement in Verbindung stehenden Kontextelemente, weiter-
hin in der aktuellen Relation bestehen bleiben können. Das vorliegende Kon-
zept sieht daher mehrere Mechanismen vor, um zum einen die Nachverfolg-
barkeit als auch die Plausibilität der Daten zu gewährleisten. 
Neue Versionen von Kontextelementen können auf der aktuellsten aber auch 
auf Basis alter Versionen entstehen. Um hierbei überblicken zu können, wel-
che Version von welcher abgeleitet wurde, werden jeder neuen Iteration eine 
Versions- und Subversionsnummer zugewiesen. Die Versionsnummer gibt die 
Tiefe des Versionsbaums an, hingegen die Subversion angibt, wie viele Sub-
versionen es von der vorangegangenen Version gibt (siehe Abbildung 4.6).  
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Abbildung 4.6: Historie eines Kontextelements 
Zudem werden die Vorgänger Versionen nicht gelöscht, sondern lediglich der 
boolesche Wert „veraltet“ auf wahr gesetzt und beide Versionen mit Hilfe der 
Überarbeitungsrelation miteinander verbunden. Somit lässt sich zu jedem Zeit-
punkt nachvollziehen, welche Version von welcher abgeleitet wurde und wie 
viele Subversionen einer bestimmten Version abgeleitet wurden. Um auch 
kontextelementübergreifend die Plausibilität der Daten zu gewährleisten, wer-
den auch die Relationen zu anderen Kontextelementen nicht gelöscht bei der 
Erzeugung neuer Versionen, sondern die neue Version des Kontextelements 
erhält dieselben Relationen wie der Vorgänger. Dies ermöglicht es auch Rück-
wirkend sicherzustellen, dass im Falle einer Wiederherstellung veralteter Ver-
sionen, plausible Relationen zu anderen Kontextelementen sicherzustellen 
(siehe Abbildung 4.7).  
 
Abbildung 4.7: In Verbindung stehende Kontextelemente 
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Wie in dieser Abbildung zu sehen ist, existieren insgesamt vier Versionen der 
Anforderung und zwei Versionen der Systemkomponente. Version „V1, S1“ 
ist mit keiner Version der Systemkomponente verbunden hingegen die Versi-
onen „V0, S0“ bis „V2, S0“ mit „V0, S0“ der Systemkomponente in Relation 
stehen. Mit „V1, S0“ der Systemkomponente steht jedoch nur die neueste Ver-
sion der Anforderung in Relation. Würde nun eine der älteren Versionen der 
Anforderung wiederhergestellt werden müssen, wäre dies nur dann sicher 
möglich, wenn gleichzeitig die ältere Version der Systemkomponente genutzt 
werden würde, da die älteren Versionen der Anforderung zu keinem Zeitpunkt 
mit der neuesten Version der Systemkomponente in Relation standen und da-
her nicht sichergestellt werden kann, dass diese Versionen ohne Probleme mit-
einander funktionieren. 
Dank dieses Versionierungsverfahrens können derartige Probleme aufgedeckt 
werden und dem Anwender dargestellt werden. Würde man beispielsweise 
„V0, S0“ der Anforderung wiederherstellen wollen, wäre dies lediglich mit 
„V0, S0“ der Systemkomponente möglich ohne eine Plausibilitätsprüfung 
durchführen zu müssen, da nur in dieser Version eine Verbindung freigegeben 
wurde (siehe Abbildung 4.7). 
4.1.7 Zusammenführen zweier Kontextelemente 
Neben der Versionierung von Kontextelementen, ist auch die Zusammenfas-
sung redundanter oder ähnlicher Kontextelemente – vor allem bei größeren 
Entwicklungsteams – eine wichtige und kritische Funktionalität. Ähnlich dem 
„Merg“-Vorgang1 (engl. für zusammenführen) in der Softwaretechnik sieht 
das vorliegende Konzept daher einen Zusammenfassungsprozess für derartige 
Fälle vor. 
Hierzu wählt der Anwender im ersten Schritt eines der beiden zu verbindenden 
Kontextelemente aus, in welches alle Informationen des anderen Kontextele-
ments überführt werden sollen. Anschließend werden alle Relationen beider 
                                                          
1 https://de.wikipedia.org/wiki/Merge, zuletzt geprüft am 20.08.2020 
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Kontextelemente analysiert und alle nicht redundanten Relationen übernom-
men. Anschließend ergibt sich eine neue Version des zuvor ausgewählten Kon-
textelements welches die Summe aller Relationen beider Kontextelemente dar-
stellt (siehe Abbildung 4.8). 
 
Abbildung 4.8: Zusammenfassung zweier Kontextelemente 
Ein möglicher Grund für eine Zusammenführung stellt die Identifikation von 
Redundanzen dar. Werden beispielsweise unterschiedliche Namen für die glei-
che Systemkomponente (z.B. PKW und Auto). Die nicht eindeutige Bezeich-
nung von Komponenten hat häufig Entwicklungsfehler zur Folge, weshalb der-
artige Redundanzen vermieden bzw. zusammengeführt werden sollten. Um 
das anschließende Wiederauftreten mehrere Synonyme für die gleiche zu be-
schreibende Systemkomponente zu vermeiden, werden während einer Zusam-
menführung, der Name des zweiten Kontextelements, als Synonym gespei-
chert. Anschließend, lassen sich alle betreffenden Informationen derselben 
Systemkomponente zuordnen, trotz der Anwendung mehrerer Namen. 
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4.2 Dokumentationsassistent 
Die Kernaufgabe des Dokumentationsassistenten besteht darin, den Anwender 
bei der Dokumentation projektrelevanter Informationen kontextsensitiv zu un-
terstützen, um auch Nicht-Experten zu befähigen vollständige und standardi-
sierte textuelle Beschreibungen zu erstellen (Anforderung 2). 
Um dies zu gewährleisten, wird die Freitexteingabe des Anwenders kontinu-
ierlich mit Hilfe der semantischen Rollenerkennungs-Funktion analysiert. 
Hierbei werden den einzelnen Satzteilen semantische Rollen zugewiesen, wel-
che die jeweilige Funktion der Satzteile innerhalb des Satzes repräsentieren. 
Anschließend wird der aktuelle Satz mit Hilfe der Textklassifikations-Funk-
tion klassifiziert, um zu identifizieren um welche Satzart es sich gerade han-
delt. 
Anschließend können mit Hilfe der Autovervollständigungs-Funktion kontext-
sensitive Wortvorschläge generiert werden, welche neben reinen Textbaustei-
nen, auch unmittelbare Objektreferenzen zu bereits dokumentierten Objekten 
in der semantischen Datenbank darstellen können (siehe Abbildung 4.9). 
 
Abbildung 4.9: Aufbau des Dokumentationsassistenten 
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Basierend auf der aktuell geschätzten Satzart und der prognostizierten nächs-
ten semantischen Rolle, werden kontextsensitive Hilfestellungen abgeleitet, 
welche dem Anwender zusätzlich zu den Wortvorschlägen, bereitgestellt wer-
den. Nach Beendigen der Texteingabe, werden die identifizierten Informatio-
nen sowie möglicherweise bereits integrierte Objektreferenzen in der semanti-
schen Datenbank gespeichert und ggf. bereits miteinander verknüpft. 
Nachfolgend werden die in Abbildung 4.9 dargestellten Funktionen einzelnen 
beschrieben.  
4.2.1 Semantische Rollenerkennung 
Eine der Kernfunktionen des Dokumentationsassistenten ist die automatische 
Identifikation von Informationen und deren Relationen untereinander inner-
halb von Freitext (Anforderung 3). Informationen innerhalb eines Satzes, wer-
den hierzu zunächst hinsichtlich ihrer semantischen Rollen analysiert. An-
schließend wird darauf aufbauend, nach satzübergreifenden Relationen dieser 
Informationen gesucht, um mögliche Zusammenhänge zu identifizieren. 
Dabei werden die innerhalb eines Satzes befindlichen Satzteile hinsichtlich ih-
rer Wortarten und Satzglieder untersucht (siehe Abbildung 4.10). 
 
Abbildung 4.10: Computerlinguistisch aufbereiteter Satz 
Je nach Art des zu analysierenden Textes, können die einzelnen Worte unter-
schiedliche semantische Rollen einnehmen. Da es sich in diesem Beispiel, um 
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eine Anforderung handelt, nimmt der vordere Teil des Prädikats die semanti-
sche Rolle des Prioritätswortes und der hintere Teil die semantische Rolle des 
Prozesswortes ein. Zudem nimmt das Objekt in diesem Beispiel die semanti-
sche Rolle einer Eigenschaft ein (siehe Abbildung 4.11). 
 
Abbildung 4.11: Exemplarische Zuordnung semantischer Rollen 
Gemäß der Anforderungsschablonen nach SOPHIST [SOP 13] als auch der an 
[moX 18] angelehnten Aufgabenschablonen (siehe Anhang 9.1) leiten sich in 
Summe folgende semantische Rollen für das vorliegende Konzept ab: 
Semantische Rolle Definition 
Akteur Ausführende(s) Person oder Objekt einer Tätigkeit. 
Datum Eine Datumsangabe innerhalb der textuellen Beschrei-
bung z.B. 01.01.2020 
Eigenschaft Ein zum Wesen eines Bezugsobjekts (kurz BZO) gehö-
renden Merkmals. 
Eigenschaftswert Zahlenwert mit semantisch passender Einheit wie z.B. 
Zeit, Gewicht, Längenmaß etc. oder eine Wortgruppe, 
welche einen Eigenschaftswert repräsentiert. 
Einheit Maßeinheit für physikalische Größen 
Eltern-Objekt Hierarchisch übergeordnetes Objekt des Objekts. 
Eltern-Subjekt Hierarchisch übergeordnetes Objekt des Subjekts. 
Funktionswort Standardausdrücke innerhalb von Anforderungen wie 
z.B. „die Möglichkeit bieten“, „in der Lage sein“ etc. 
Logischer Operator Wort oder Zeichen, welche mehrere Informationen inner-
halb eines Satzes logisch miteinander verknüpfen z.B. 
„und“ oder „oder“. 
Objekt Das Objekt des Satzes 
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Person Eine Person oder Rolle, welche Verantwortlich für eine 
Aufgabe oder Akteur innerhalb einer Anforderung sein 
kann. 
Präzisierung Ausführende Ergänzungen in Textform. 
Prioritätswort Prioritätsworte oder auch Schlüsselworte genannt, geben 
die Wichtigkeit einer Anforderung an. 
Prozesswort Das Prozesswort spezifiziert die Art und Weise der Inter-
aktion einer Bedingung oder Anforderung. 
Subjekt Subjekt des Satzes oder auch Bezugsobjekt genannt, ist 
jenes Objekt, auf welches sich die jeweilige Aufgabe, An-
forderung oder Information des Satzes bezieht. 
Systemkomponente Siehe Kapitel 4.1.5 
Vergleichsoperator Ein Vergleichsoperator ist ein logischer Operator, wel-
cher auf zwei Argumente angewendet wird und einen 
Wahrheitswert liefert. 
Tabelle 5: Linguistische Regeln (angelehnt an [SOP 13]) 
4.2.2 Textklassifikation 
Ziel der Textklassifikation ist die Ermittlung der Art des aktuell eingegebenen 
Text-Elements des durch den Anwender eingegebenen Text. Hierdurch lässt 
sich verifizieren, ob der Anwender den richtigen Text im richtigen Kontext-
menü eingibt. Sollte der Anwender beispielsweise im Anforderungserzeu-
gungs-Dialog fälschlicherweise eine Aufgabe definieren oder eine allgemeine 
Information definieren, kann der Anwender automatisch darauf hingewiesen 
werden durch kontextsensitive Hilfestellungen (siehe Kapitel 4.2.4). 
4.2.3 Autovervollständigung 
Ziel des Autovervollständigungs-Moduls ist es, dem Anwender während der 
Eingabe einer textuellen Beschreibung, Informationen bereitzustellen, welche 
zur aktuellen Eingabe passen. Dies soll die Eingabe beschleunigen und die 
Standardisierung der Eingaben verbessern (Anforderung 2). 
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Um dem Anwender passende Wortvorschläge bereitstellen zu können, werden 
mögliche Kontextelemente in der Datenbank gesucht und entsprechend der 
Eingabe Angeboten (siehe Abbildung 4.12). 
 
Abbildung 4.12: Beispiel der Identifikation von Wortvorschlägen 
Wie in diesem Beispiel dargestellt, befinden sich zwei Systemkomponenten 
mit dem Anfangsbuchstaben „A“, welche am besten zur aktuellen Eingabe pas-
sen. Darüber hinaus, werden möglicherweise passende Systemkomponenten 
angeboten, welche in Abhängigkeit der letzten Eingaben als mögliche nächste 
Worte identifiziert werden. 
Übernimmt der Anwender eine der Systemkomponenten, wird neben dem rei-
nen Text auch direkt eine Objektreferenz übernommen, welche beim Spei-
chern des Text-Elements automatisch erzeugt wird. Somit werden beispiels-
weise Anforderungen oder Aufgaben direkt mit den betroffenen 
Systemkomponenten verknüpft, wodurch die Aufwände durch manuelles Ver-
knüpfen stark reduziert werden. 
4.2.4 Kontextsensitive Hilfestellungen 
Um es auch Nicht-Experten zu ermöglichen vollständige und standardisierte 
textuelle Beschreibungen zu formulieren (Anforderung 2), sieht der Dokumen-
tationsassistent kontextsensitive Hilfestellungen vor. Zum einen werden jeder 
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vordefinierten oder kundenspezifischen Satzschablone, Referenzbeispiele zu-
geordnet, welche entsprechend der aktuellen Eingabe des Anwenders ange-
passt eingeblendet werden können. Hiermit sollen Nicht-Experten hinsichtlich 
der in der Literatur beschriebenen Standardformulierungen sensibilisiert wer-
den und somit die projektweite Standardisierung von Text-Elementen wie An-
forderungen oder Aufgaben zu fördern. 
Zusätzlich zu den Referenzbeispielen, wird die aktuelle Eingabe hinsichtlich 
ihrer Vollständigkeit, mit den vordefinierten Satzschablonen abgeglichen. 
Werden semantische Rollen innerhalb der Eingabe vergessen oder gänzlich 
andere Satzstrukturen verwendet, sieht das vorliegende Konzept Leitfragen 
vor, welche den Anwender zur Vervollständigung seiner Formulierungen er-
muntern sollen. 
Da innerhalb der Unternehmen häufig unterschiedliche Begriffe bzw. Eigen-
nahmen verwendet werden, kann dies dazu führen, dass die Erkennung der se-
mantischen Rollen innerhalb der textuellen Beschreibung erschwert wird. Aus 
diesem Grund sieht das vorliegende Konzept ein mitlernendes Sprachmodell 
vor, welches kontextsensitiv erweitert werden kann (siehe Abbildung 4.13). 
 
Abbildung 4.13: Kontextsensitive Hilfestellungen 
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Die größten Herausforderungen in der Dokumentation von Anforderungen, 
Aufgaben stellen die Frage nach dem richtigen Detailierungsgrad als auch die 
Art und Weise der Beschreibungsmethodik dar [Ada 15]. Vielen Nicht-Exper-
ten sind Satzschablonen nicht geläufig, weshalb sie diese nicht einsetzen. Um 
den Anwender entsprechend zu sensibilisieren, sollen daher basierend auf der 
aktuellen Eingabe, passende Referenzbeispiele dargestellt werden, welche es 
dem Anwender erleichtern sollen, die richtige Formulierungsstruktur anzu-
wenden. 
Hierzu sieht das vorliegende Konzept die Darstellung von kontextsensitive Re-
ferenzbeispielen vor, welche entsprechend der Eingabe des Anwenders ange-
passt werden. Hierzu werden vordefinierte Satzschablonen verwendet, welche 
kontinuierlich mit der Eingabe abgeglichen werden. Die Schablone mit der 
höchsten Zutreffenswahrscheinlichkeit, wird dem Anwender dann dargestellt 
(siehe Abbildung 4.14). 
 
Abbildung 4.14: Bereitstellung eines Referenzbeispiels 
Wie in diesem Beispiel zu sehen ist, wurde mit einer Zutreffenswahrschein-
lichkeit von 90% die aktuelle Eingabe des Anwenders als „Nicht-Funktionale 
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Anforderung“ klassifiziert. Basierend auf den identifizierten semantischen 
Rollen (Subjekt, Eigenschaft und Priorität) wird dem Anwender daher das im 
unteren Teil der Abbildung dargestellte und an die aktuelle Eingabe angepasste 
Referenzbeispiel angeboten. Der Anwender hat anschließend die Möglichkeit 
das dargestellte Referenzbeispiel in Form eines Lückentextes zu übernehmen 
und die fehlenden Worte zu ergänzen, oder mit der Eingabe weiter fortzufah-
ren. 
Diese Funktion hat neben der Steigerung der Standardisierung von textuellen 
Eingaben einen weiteren Nutzen. Anwendern, welche keine Muttersprachler 
sind, kann diese Funktion helfen, grammatikalisch korrekte Sätze zu formulie-
ren und damit die Verständlichkeit für andere Projektbeteiligte zu steigern. 
Basierend auf der identifizierten Satzschablone, welche durch das Textklassi-
fikations-Modul klassifiziert wurde (siehe Kapitel 4.2.2), kann mit Hilfe der 
identifizierten semantischen Rollen (siehe Kapitel 4.2.1) die aktuelle Eingabe 
hinsichtlich ihrer Vollständigkeit hin analysiert werden (siehe Abbildung 
4.15). 
 
Abbildung 4.15: Bereitstellung von Hilfsfragen 
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Wie in diesem Beispiel zu sehen ist, kann der Dokumentationsassistent kein 
Subjekt innerhalb des Satzes identifizieren, weshalb dem Anwender die Leit-
frage nach dem Subjekt gestellt wird. Der Anwender kann anschließend in dem 
dargestellten Textfeld das Subjekt eintragen (in diesem Beispiel „Auto“). An-
schließend wird das Subjekt automatisch zusammen mit dem richtigen Artikel 
im Satz ergänzt, wodurch sich für dieses Beispiel die vollständige Anforderung 
„Die Geschwindigkeit des Autos muss größer 200km/h sein“ ergibt. 
Mit Hilfe dieser Hilfestellung, sollen unvollständige textuelle Beschreibungen 
vermieden und mögliche daraus folgende Fehlinterpretationen/-entwicklungen 
vermieden werden. Um es der semantischen Rollenerkennung zu ermöglichen 
auch domänenspezifische Fachbegriffe zu erkennen, sieht das vorliegende 
Konzept ein mitlernendes Sprachmodell vor, welches durch kontextsensitive 
User-Dialoge erweitert werden kann. Hierzu werden dem Anwender die, durch 
die semantische Rollenerkennung erkannten, Informationen während des Spei-
chern-Prozesses zur Prüfung bereitgestellt. Weicht eine der erkannten Kon-
textelementklassen ab, kann der Anwender diese direkt anpassen. Anschlie-
ßend werden die falsch identifizierten Kontextinformationen dem 
mitlernenden Sprachmodell hinzugefügt, wodurch das System sukzessive die 
unternehmensspezifischen Eigennahmen mitlernt. 
4.2.5 Verknüpfen und speichern 
Wie bereits in Kapitel 4.2.3 motiviert wurde können Wortvorschläge, welche 
durch den Anwender übernommen werden direkte Objektreferenzen zu bereits 
dokumentierten Kontextelementen darstellen. Sobald die Eingabe einer textu-
ellen Beschreibung eines neuen Kontextelements abgeschlossen ist, können 
dadurch die entsprechenden Relationen automatisch erzeugt und gespeichert 
werden. Dieses Verfahren vermeidet den manuellen Verknüpfungsaufwand, 
welcher in vielen aktuellen Anforderungsmanagement-Werkzeugen benötigt 
wird (siehe Kapitel 3.4). Es soll zudem das Risiko, dass wichtige Relationen 
zwischen abhängigen Kontextelementen nicht hergestellt werden, reduzieren 
und die möglicherweise damit verbundenen Fehler vermeiden (siehe Kapitel 
4.5), was im folgenden Beispiel veranschaulicht wird (siehe Abbildung 4.16). 
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Abbildung 4.16: Informationsextraktion aus Beschreibungstexten 
Wie in diesem Beispiel dargestellt, wurden durch die semantische Rollener-
kennung die Systemkomponente „Auto“, sowie dessen Eigenschaft „Ge-
schwindigkeit“ identifiziert. Zudem konnte mit Hilfe der Textklassifikation 
der Typ des Satzes klassifiziert werden, in diesem Fall eine „funktionale An-
forderung“. Des Weiteren wurden der Wert und der Vergleichsoperator der 
Eigenschaft „Geschwindigkeit“ sowie die Priorität der Anforderung identifi-
ziert. Nachfolgend werden die daraus folgenden Kontextelemente sowie deren 
Relationen untereinander dargestellt (Abbildung 4.17). 
 
Abbildung 4.17: Kontextelemente und deren Relationen 
Mit Hilfe dieser bidirektionalen Verknüpfung von Kontextelementen und de-
ren textuellen Beschreibungen, können mögliche Fehler, welche durch eine 
Namensänderung verursacht werden können, vermieden werden. Zudem er-
spart dies dem Anwender viel manuelle Verknüpfungsarbeit, welche stand 
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heute in den meisten Anforderungsmanagement-Werkzeugen noch manuell 
durchgeführt werden müsse (siehe Kapitel 3.4). Dies wiederum führt dazu, 
dass Änderungen ganzheitlicher bewertet werden können. Denn nur wenn alle 
Relationen zwischen den Kontextelementen modelliert sind, kann die Trag-
weite einer Änderung sinnvoll analysiert und Bewertet werden (siehe Kapitel 
4.6). 
4.3 Integrationsassistent 
Mit Hilfe der semantischen Rollenerkennung (siehe Kapitel 4.2.1) lassen sich 
zwar Informationen und Relationen innerhalb eines Satzes erkennen, jedoch 
nicht satzübergreifend. Entgegen der Empfehlungen der Literatur [SOP 13], 
werden Anforderungsdokumente häufig unstrukturiert dokumentiert. Viel-
mehr werden Anforderungen überwiegend in nicht standardisierten Anforde-
rungsdokumenten (z.B. Lasten- oder Pflichtenheft) festgehalten, was die tägli-
che Arbeit mit den darin befindlichen Anforderungen für die Projektbeteiligten 
erschwert bzw. dazu führt, dass diese nicht aktiv in die tägliche Arbeit inte-
griert werden, wodurch es je nach Erfahrung der Mitarbeiter zu Abweichungen 
kommen kann. Hinzu kommen häufig Verweise auf andere Dokumente, wel-
che ebenfalls zu Rate gezogen werden müssen, um die vorgegebenen Spezifi-
kationen der Kunde vollständig erfüllen zu können. 
Um die innerhalb dieser Dokumente befindlichen Systeminformationen und 
Anforderungen in die semantische Datenstruktur dieses Konzepts überführen 
zu können, sieht das vorliegende Konzept daher einen Integrationsassistenten 
vor, welcher Abhängigkeiten zwischen einzelnen Informationen sowohl satz- 
als auch dokumentenübergreifend identifizieren soll. 
Um dies zu ermöglichen wird in einem ersten Schritt die Struktur des zu ana-
lysierenden Textes (Dokument) analysiert. Im zweiten Schritt werden die ein-
zelnen Sätze mit Hilfe der Textklassifikation klassifiziert (siehe auch Kapitel 
4.2.2) und mit Hilfe der semantischen Rollenerkennung die darin befindlichen 
semantischen Rollen extrahiert (siehe auch Kapitel 4.2.1). 
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Anschließend werden mögliche Koreferenzen zwischen den einzelnen Sätzen 
innerhalb des gesamten Textes (Dokuments) identifiziert und aufgelöst. Ab-
schließend werden die Ergebnisse dem Anwender zur Prüfung und Freigabe 
bereitgestellt (siehe Abbildung 4.18). 
 
Abbildung 4.18: Funktionaler Aufbau der Relationserkennung 
Nachfolgend werden die einzelnen Funktionen des Integrationsassistenten ge-
nauer erläutert. 
4.3.1 Dokumentenstrukturanalyse 
Da viele Anforderungsdokumente in Form von PDF übermittelt werden, wel-
che teilweise nur Scans statt maschinenlesbarer Texte beinhalten, nutzt das 
vorliegende Konzept ein Texterkennungsverfahren, welches für vektorisierte 
Texte, als auch Bilddaten genutzt werden kann. Hierzu werden die Dokumente 
zunächst in Bilder konvertiert, damit diese anschließend mit Hilfe von Texter-
kennungsverfahren (engl. „optical character recognition“, kurz OCR) einheit-
lich weiterverarbeitet werden können. Damit diese Inhalte nachfolgend weiter-
verarbeitet werden können, werden alle erkannten Textteile, zu einem 
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zusammenhängenden Text zusammengefasst und der Koreferenz-Auflösung 
bereitgestellt. 
4.3.2 Koreferenz-Auflösung 
Satzübergreifende Zusammenhänge (siehe Abbildung 4.19) zwischen Objek-
ten können mit Hilfe von Koreferenz-Auflösungs-Verfahren analysiert wer-
den. Hierzu können maschinelle-Lernverfahren [Jos 19, Wol 17] als auch re-
gelbasierte Ansätze zum Einsatz kommen. 
 
Abbildung 4.19: Beispiel einer satzübergreifenden Koreferenz 
Wie in diesem Fall dargestellt, werden hier zwei Anforderungen für dasselbe 
Subjekt „das Auto“ spezifiziert, wobei das Subjekt in der zweiten Anforderung 
nicht namentlich genannt wird. Mit Hilfe der Koreferenz-Auflösung, lassen 
sich derartige Abhängigkeiten auflösen. 
Einzelne Systemkomponenten können mehrfach innerhalb eines Dokumentes 
genannt werden, müssen sich jedoch nicht zwingend auf das gleiche Objekt 
beziehen. Beispielsweise kann das Begriff „Steuerung“ innerhalb eines Anfor-
derungsdokuments mehrfach genannt werden, sich jedoch auf unterschiedliche 
Steuermodul innerhalb eines Systems beziehen (z.B. SPS und Robotersteue-
rung). Um diese nicht fälschlicherweise als „das gleiche Objekt“ zu bezeich-
nen, sieht das vorliegende Konzept vor, Systemkomponenten nur innerhalb ei-
nes Kapitels oder Absatzes automatisch mit Hilfe der Koreferenz-Auflösung 
zu vereinigen. Absatzübergreifende Bezüge, müssen durch den Anwender ge-
prüft und freigegeben werden. 
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In den meisten Anforderungsdokumenten werden zu Beginn Glossare aufge-
führt, welche spezifische Begriffe definieren und voneinander abgrenzen. Un-
tersuchungen innerhalb des DAM4KMU Projekts haben jedoch gezeigt, dass 
trotz der Begriffsdefinitionen zu Beginn des Dokuments, mehrdeutige Be-
zeichnungen für die gleichen Elemente verwendet werden können. Aus diesem 
Grund sieht das vorliegende Konzept den Einsatz einer Synonymdatenbank 
sowie einer Ähnlichkeitsanalyse vor, um mögliche Redundanzen zu identifi-
zieren. Werden mögliche Synonyme identifiziert (z.B. „PKW“ und „Auto“) 
werden der Anwender aufgefordert, diese zu prüfen und im Falle einer Über-
einstimmung, diese zu vereinigen. 
4.3.3 Satzanalyse 
Um die innerhalb eines Satzes befindlichen Informationen extrahieren zu kön-
nen, werden die Sätze mit Hilfe der semantischen Rollenerkennung analysiert 
und anschließend mit Hilfe der Textklassifikation klassifiziert. Hiermit lassen 
sich neben den Bezugsobjekten oder Querverweisen auch mögliche Eltern-
Kind-Beziehungen zwischen Systemkomponenten ableiten (z.B. „Die Tür des 
Autos“ → Die Tür ist Kind-Element des Autos). 
In Kombination mit der Koreferenz-Auflösung, ließe sich alle Informationen 
innerhalb des zu analysierenden Textes (Dokuments) in die semantische Da-
tenbank überführen. Da jedoch häufig Synonyme für bestimmte Begriffe ver-
wendet werden, müssen die erkannten Systemkomponenten mit Hilfe einer 
Ähnlichkeitsanalyse z.B. durch eine Synonymdatenbank, hinsichtlich ihrer 
Ähnlichkeit analysiert werden. Da diese jedoch nur zu einer bestimmten Wahr-
scheinlichkeit mögliche Abhängigkeiten identifizieren kann, müssen die auto-
matisch identifizierten Kontextelemente durch den Anwender geprüft und frei-
gegeben werden. 
4.3.4 Informationen prüfen und freigeben 
Um die innerhalb des zu analysierenden Textes befindlichen Kontextinforma-
tionen in die semantische Datenbank zu überführen, muss der Anwender die 
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zu integrierenden Inhalte prüfen. Hierzu sieht das vorliegende Konzept einen 
zweistufigen Userdialog vor. 
Im ersten Schritt, muss der Anwender Kontextelemente, welche nicht eindeu-
tig durch das System klassifiziert werden konnten, prüfen und ggf. korrigieren. 
Anschließend werden dem Anwender alle automatisch erkannten und manuell 
geprüften Kontextelemente grafisch aufbereitet dargestellt, damit dieser die 
Daten prüfen und anschließend freigeben oder korrigieren kann. 
Dem Anwender werden hierzu der aktuell zu prüfendem Abschnitt zusammen 
mit den zu prüfenden Merkmalen in Form von Tickets dargestellt. Zur besseren 
Übersicht wird ihm zusätzlich eine Miniaturansicht des gesamten Dokuments 
dargestellt, mit einem Zeiger, an welcher Stelle er sich gerade befindet (siehe 
Abbildung 4.20). 
 
Abbildung 4.20: Mockup des Prüfdialogs 
Wie hier dargestellt, ist links der aktuell zu prüfendem Abschnitt des Doku-
ments, rechts die zu prüfenden Merkmale in Form von Tickets und die Minia-
turübersicht dazwischen. Als mögliche zu prüfenden Merkmalen können dem 
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Anwender folgende Ticketarten mit folgenden Aktionsmöglichkeiten darge-
stellt werden. 
Ticketart Aktions- bzw. Auswahlmöglichkeiten 
Das System ist sich unsicher ob eine 
Koreferenz richtig erkannt wurde. 




Das System ist sich unsicher ob es 
sich um eine Anforderung, Aufgabe 
oder Information handelt. 
Bitte wählen Sie die Satzart: 
• Anforderung 
• Aufgabe 
• Weder noch (Information) 
Das System ist sich unsicher ob es 
sich bei dem analysierten Nomen um 
eine Systemkomponente oder eine 
Eigenschaft handelt. 
Bitte wählen Sie die Wortart: 
• Systemkomponente 
• Eigenschaft 
Tabelle 6: Aktionsmöglichkeiten je zu prüfendes Merkmal 
Nachdem alle uneindeutigen Kontextelemente durch den Anwender geprüft 
und manuell klassifiziert wurden, werden dem Anwender alle zu integrieren-
den Kontextelemente dargestellt, damit dieser sie final prüfen und zur Integra-
tion freigeben kann. Hierzu werden alle Kontextelemente anhand der System-
komponenten Struktur sortiert dargestellt (siehe Abbildung 4.21). 
 
Abbildung 4.21: Mockup des Integrationsdialogs 
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Wie in diesem Beispiel dargestellt, wurde in dem zu integrierenden Dokument 
„Dokument_XYZ“ die Haupt-Systemkomponente „Auto“ identifiziert, welche 
mehre Anforderungen, Informationen, Eigenschaften und Sub-Systemkompo-
nenten hat. Der Anwender kann anschließend alle Kontextelemente sichten 
und auswählen welche der Kontextelemente in die bestehende Datenbank 
überführt werden sollen. 
4.4 Rechercheassistent 
Nach einem McKinsey Reports aus dem Jahre 2012 verbringen „interaction 
workers“ – Hochqualifizierte Experten, einschließlich Manager und Fachleute 
– nahezu 20% der täglichen Arbeitszeit mit der Suche nach Informationen [96]. 
Ziel dieser Recherche können die Identifikation von noch nicht dokumentier-
ten Systemkomponenten, Anforderungen oder zusätzlicher Informationen 
sein. Um die damit verbundenen Aufwände zu reduzieren sieht das vorliegende 
Konzept einen Rechercheassistenten vor, welcher mögliche Kontextinformati-
onen basierend auf den bereits dokumentierten Kontextelementen oder manu-
ell eingegebenen Stichworten aus dem Internet extrahiert (Anforderung 9) und 
diese dem Anwender zur Integration bereitstellt (siehe Abbildung 4.22). 
 
Abbildung 4.22: Funktionaler Aufbau des Rechercheassistenten 
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Nachfolgend werden die in Abbildung 4.22 dargestellten Funktionen des Re-
chercheassistenten genauer beschrieben. 
4.4.1 Kontextsensitive Suche durchführen 
Das vorliegende Konzept sieht zwei Arten von Recherche vor, welche den An-
wender bei der Erfüllung seiner Aufgaben bestmöglich unterstützen sollen. 
Zum einen kann der Anwender aktiv mit Hilfe des Rechercheassistenten Such-
begriffe eingeben, welche anschließend als Grundlage für eine Internetrecher-
che verwendet werden (aktive Recherche). Zum anderen beobachtet der Re-
chercheassistent den Anwender kontinuierlich, um ihm entsprechend des 
aktuellen Kontextes, möglicherweise relevante Informationen automatisch aus 
dem Internet bereitstellen zu können (passive Recherche). 
Bei der aktiven Recherche werden basierend auf durch den Anwender einge-
gebenen Systemkomponenten-Namen, Anforderungen, Systemkomponenten 
und deren Eigenschaften – welche noch nicht berücksichtigt wurden – sowie 
mögliche weitere Informationen in Internetquellen gesucht, um diese dem An-
wender zur Integration in das aktuelle Projekt anzubieten. 
Bei der passiven Recherche, werden Suchbegriffe anhand des aktuellen Kon-
textes automatisch abgeleitet. Hierzu werden zunächst alle durch den Anwen-
der aktuell sichtbaren Kontextelemente identifiziert. Anschließend werden die 
Namen der sichtbaren Systemkomponenten sowie die innerhalb textueller Be-
schreibungen befindlicher Präzisierungen verwendet, um Suchbegriffe abzu-
leiten. 
4.4.2 Informationen extrahieren 
Um die Ergebnisse der Google-Suche weiterverarbeiten zu können, müssen 
zunächst die gefundenen Webseiten analysiert und aufbereitet werden. Hierzu 
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werden mit Hilfe von Scraping-Verfahren2, die Inhalte der gefundenen Web-
seiten extrahiert. Im Vergleich zum Integrationsassistenten, wird an dieser 
Stelle von maschinenlesbaren Texten innerhalb der Webseiten ausgegangen. 
Informationen innerhalb von Bildern oder Grafiken werden für das vorliegende 
Konzept vernachlässigt. 
Wie erste Tests eigen, werden die meisten Webseiten mit Hilfe der Header-
Syntax mit Überschriften versehen, denen anschließend Text folgt, welcher 
sich in unterschiedlichen HTML-Syntax-Strukturen (z.B. <section>, <a> etc.) 
befinden kann. Folglich ergibt sich anhand der verschiedenen Header und 
Text-Abschnitte eine Dokumentenstruktur, welche analog zum Verfahren des 
Integrationsassistenten auf mögliche Koreferenzen (siehe Kapitel 4.3.2) und 
innerhalb der einzelnen Sätze befindlichen Informationen (siehe Kapitel 4.3.3) 
analysiert werden kann. 
4.4.3 Informationen prüfen und freigeben 
Nachdem alle Informationen aus den Webquellen extrahiert und aufbereitet 
wurden, werden diese dem Anwender mit Hilfe des Integrationsdialogs zur 
Prüfung und Freigabe dargestellt (siehe auch Kapitel 4.3.4). 
4.5 Verknüpfungsassistent 
Um alle miteinander in Verbindung stehenden Kontextelemente innerhalb ei-
nes Projektes als auch Projektübergreifend miteinander zu verknüpfen, müssen 
stand heute die Anwender von Informationsmanagementsystemen die Ver-
knüpfungen manuell herstellen (siehe auch Kapitel 3.4). Da jedoch, vor allem 
in größeren und komplexeren Projekten, nicht jeder Mitarbeiter alle Informa-
tionen überblicken kann, ist eine rein manuelle Verknüpfung aller miteinander 
in Verbindung stehender Kontextelemente nicht realistisch. Hinzu kommen 
                                                          
2 Ein Datenextraktionsverfahren von Webquellen, https://en.wikipedia.org/wiki/Web_scraping, 
zuletzt geprüft am 20.08.2020 
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die Herausforderungen mögliche Redundanzen oder gar konfligierenden Infor-
mationen zu vermeiden. Ziel des Verknüpfungsassistenten ist es daher, die 
Verknüpfung zwischen neuen und bereits dokumentierten Kontextelementen 
kontextsensitiv zu unterstützen (Anforderung 11) und der Bildung von Redun-
danzen oder Konflikten vorzubeugen (Anforderung 9). 
Um dies zu gewährleisten werden anhand des aktuellen Kontextes, bereits do-
kumentierte Kontextelemente analysiert, hinsichtlich möglicher Redundanzen 
oder konfligierender Informationen sowie potentieller Relationspartner. An-
schließend werden dem Anwender kontextsensitive Handlungsmöglichkeiten 
angeboten, mit deren Hilfe der Anwender die identifizierten Informationen 
weiterverarbeiten kann (siehe Abbildung 4.23). 
 
Abbildung 4.23: Aufbau des Verknüpfungsassistenten 
Nachfolgend werden die funktionalen Bestandteile des Verknüpfungsassisten-
ten detailliert beschrieben. 
4.5.1 Kontextsensitive Suche durchführen 
Analog zur passiven Recherche des Rechercheassistenten wird der Kontext des 
Anwenders kontinuierlich analysiert, um basierend auf den darin enthaltenen 
Kontextelementen (siehe Kapitel 4.4.1), mögliche Redundanzen oder konfli-
gierender Informationen sowie potentielle Relationspartner finden zu können. 
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Im Vergleich zum Rechercheassistenten wird jedoch nicht das Internet als Da-
tenquelle für genutzt, sondern die bereits dokumentierten Kontextelemente in 
der semantischen Datenbank. Um auch sinngemäße Ähnlichkeiten identifizie-
ren zu können, werden zu jedem Suchbegriff Synonyme abgeleitet, welche 
ebenfalls als Suchbegriffe verwendet werden. 
4.5.2 Suchergebnisse analysieren 
Bei der Analyse der Suchergebnisse, werden die bei der Suche identifizierten 
Kontextelemente mit den innerhalb des aktuellen Kontextes befindlichen Kon-
textelementen verglichen, um mögliche Redundanzen oder konfligierende In-
formationen innerhalb des entsprechenden Projekts sowie potentielle Relati-
onspartner auch projektübergreifend zu identifizieren. Redundanzen liegen 
dann vor, wenn Kontextelemente einer bestimmten Klasse (z.B. Anforderun-
gen oder Systemkomponenten) in gleicher oder ähnlicher Form (z.B. als Sy-
nonym) innerhalb des gleichen Projekts vorliegen. Hierbei können Namen und 
Beschreibungstexte identisch oder sinngemäß ähnlich sein. 
Handelt es sich um Kontextelemente der gleichen Klasse (z.B. eine Anforde-
rung oder Systemkomponente), werden in einem ersten Schritt die Kontextele-
mentnamen mit Hilfe einer Synonymdatenbank miteinander vergleichen. Sind 
beide Namen identisch oder entspricht der eine Name einem Synonym des an-
deren, wird der Anwender über die mögliche Redundanz informiert. Sollte sich 
hierbei jedoch herausstellen, dass die vermeintliche Redundanz keine ist, kann 
diese mit Hilfe der Nicht-Redundanz-Relation als solche gekennzeichnet wer-
den (siehe Abbildung 4.24). 
 
Abbildung 4.24: Beispiel für eine Nicht-Redundanz 
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Wie in diesem Beispiel dargestellt, können mehrere Kontextelemente gleichen 
Namens innerhalb eines Projektes vorkommen, ohne dass es sich hierbei um 
das gleiche Element handelt. Durch die Verbindung beider Elemente mit Hilfe 
der Nicht-Redundanz-Relation kann das erneute finden der Nicht-Redundanz 
vermieden werden. 
Sind beiden Kontextelementnamen nicht gleich oder ähnlich, werden die zu 
vergleichenden Kontextelementbeschreibungen auf ihre Ähnlichkeit hin unter-
sucht [Ger 19, Rei 19]. Wird eine Ähnlichkeit zwischen beiden Beschrei-
bungstexten identifiziert, werden in einem 2. Schritt mit Hilfe der semanti-
schen Rollenerkennung, die innerhalb der Kontextelementbeschreibung 
befindlichen semantischen Rollen extrahiert und analog zum Abgleich der 
Kontextelementnamen, mit Hilfe einer Synonymdatenbank miteinander ver-
gleichen. Für jedes gleiche oder ähnliche Wortpaar wird der zuvor errechnete 
Ähnlichkeitswert erhöht und für jedes ungleiche Paar reduziert. 
Alle identifizierten Kontextelemente mit einer sehr hohen Ähnlichkeit, werden 
anschließend dem Anwender als mögliche Redundanzen zur Prüfung im Kon-
textmenü dargestellt. Sollte der Anwender eine Redundanz bestätigen, werden 
die entsprechenden Elemente und deren Relationen zu einem neuen Kon-
textelement zusammengefasst (siehe Kapitel 4.1.7). Entsprechen die gefunde-
nen Elemente keiner Redundanz, werden diese mit Hilfe der Nicht-Redun-
danz-Relation gekennzeichnet, wodurch das erneute Finden vermieden wird. 
Da das zuvor genannte Verfahren lediglich Wertebereiche abgleichen und so-
mit mögliche Konflikte identifizieren kann, jedoch keine semantisch konfli-
gierenden Anforderungen voneinander unterscheiden kann, sieht das vorlie-
gende Konzept zudem den Einsatz von NLP-basierten Interferenzerkennungen 
vor. Hierzu werden zunächst Sätze welche sehr ähnlich sind – analog zum Vor-
gehen der Redundanzerkennung – identifiziert. Anschließend werden die ge-
fundenen Sätze, mit dem zu vergleichenden Satz hinsichtlich der möglichen 
Abhängigkeiten „neutral“, „bedingt“ und „widersprüchlich“ analysiert. Sofern 
zwei Sätze sich gegenseitig wiedersprechen, kann mit der entsprechenden 
Wahrscheinlichkeit davon ausgegangen werden, dass die beiden Sätze mitei-
nander konfligieren (siehe Abbildung 4.25). 
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Abbildung 4.25: Semantisch konfligierende Anforderungen 
Dies ermöglicht es auch rein textbasierte Anforderungen hinsichtlich mögli-
cher Konflikte zu analysieren. 
Mögliche Schwächen des Konzepts 
Das vorliegende Verfahren ist nicht im Stande übergeordneten Konflikte z.B. 
mit Spezifikationen aus anderen Anforderungsdokumenten (z.B. Richtlinien, 
Normen oder Gesetzte) zu identifizieren. Die Anbindung der dafür benötigten 
Datenbanken ist nicht Teil des vorliegenden Konzepts. Es sei zudem auf die 
Lösungen der Firma REUSE Company verwiesen, welche mit Hilfe von do-
mänenspezifischen Ontologien, auch komplexere semantische Konflikte er-
kennen können [Fra 15]. Da die vorliegende Arbeit auf ein Konzept abzielt, 
welches keiner unternehmensspezifischen Anpassung bedarf, wird diese tech-
nische Lösung für die vorliegende Arbeit nicht in Betracht gezogen. 
Basierend auf dem zuvor beschriebenen Verfahren der Erkennung möglicher 
Redundanzen, lassen sich auch mögliche Relationspartner innerhalb desselben 
Projekts als auch projektübergreifend identifizieren. Kontextelemente welche 
die gleichen oder sinngemäß gleichen Subjekte und/oder Objekte beinhalten, 
stellen potentielle Relationspartner dar. Beispielsweise können unterschiedli-
che Textelemente auf die gleiche Systemkomponente referenzieren, wodurch 
diese, mögliche relevante, Informationen für den Komponentenverantwortli-
chen beinhalten können. 
Werden mögliche Ähnlichkeiten identifiziert, werden die beiden potentiellen 
Relationspartner hinsichtlich bereits bestehender Relationen untersucht. Sind 
keine gemeinsamen Relationen vorhanden, werden beide Relationspartner 
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dem Anwender zur Verknüpfung im Kontextmenü angeboten, welche an-
schließend die Paarung prüfen und ggf. freigeben kann. 
4.5.3 Informationen prüfen und freigeben 
Nachdem wie zuvor beschrieben die Suchergebnisse analysiert wurden und 
dem Anwender mit Hilfe des Kontextmenüs zur Verfügung gestellt wurden, 
hat dieser anschließend die Möglichkeit, die gefundenen redundanten, oder 
konfligierenden Informationen sowie potentielle Relationspartner zu prüfen 
und eventuell notwendige Maßnahmen zu ergreifen. 
4.6 Wiederverwendungsassistent 
Ziel des Wiederverwendungsassistenten ist es bereits dokumentierten Informa-
tionen kontextsensitiv bereitzustellen, damit die mit der erneuten Dokumenta-
tion verbundene Doppelarbeit vermieden werden kann und das damit verbun-
dene Erfahrungswissen nachhaltig konserviert werden kann. Um dies zu 
gewährleisten, werden aufbauend auf den Ergebnissen des Verknüpfungsas-
sistenten alle mit den möglichen Treffern verbundenen Kontextinformationen 
analysiert und kontextsensitiv zur Prüfung und Freigabe bereitgestellt (siehe 
Abbildung 4.26). 
Nachfolgend werden die funktionalen Bestandteile des Wiederverwendungs-
assistenten detailliert beschrieben. 
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Abbildung 4.26: Aufbau des Wiederverwendungsassistenten 
4.6.1 Suchergebnisse analysieren 
Sobald Informationen mit dem aktuellen Kontext mit Hilfe des Verknüpfungs-
assistenten verknüpft werden (siehe Kapitel 4.5), welche sich außerhalb des 
aktuellen Projekts befinden, sind möglicherweise auch damit in Verbindung 
stehenden Informationen für den Anwender relevant. Werden beispielsweise 
gleiche oder ähnliche Systemkomponenten innerhalb eines vorangegangenen 
Projekts identifiziert, werden dem Anwender alle mit den gefundenen Kon-
textelementen in Verbindung stehenden Kontextelemente (z.B. Aufgaben, In-
formationen oder Anforderungen) zur Integration in das aktuelle Projekt ange-
boten. Da vor allem Systemkomponenten hierarchisch strukturiert werden, 
werden zunächst alle Kinder und Kindeskinder der betroffenen Komponente 
identifiziert. Anschließend werden die mit diesen in Verbindung stehenden 
Kontextelemente identifiziert und anschließend dem Anwender zur Prüfung 
und Freigabe bereitgestellt. 
4.6.2 Informationen prüfen und freigeben 
Um die identifizierten Informationen möglichst übersichtlich prüfen und frei-
geben zu können, werden die Informationen anhand der identifizierten Hierar-
chie der betroffenen Systemkomponenten dargestellt (siehe Abbildung 4.27). 
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Abbildung 4.27: Mockup des Wiederverwendungsassistenten 
Wie in diesem Beispiel dargestellt, wurde durch den Anwender die System-
komponente „Auto“ aus dem Projekt „ProjektXYZ“ als relevante Komponente 
identifiziert, welche er nun in das bestehende Projekt übernehmen möchte. Da 
sich im Rahmen des neuen Projekts einige Merkmale der Komponente ändern 
sollen, wird diese als „Kopie“ im neuen Projekt neu instanziiert. Daraufhin 
wird der Anwender gebeten, die damit verbundenen Kontextelemente zu prü-
fen und zu markieren, welche Kontextelemente 1:1 (also als Referenz), in an-
gepasster Form (Kopie) oder gar nicht übernommen werden sollen. 
Im Anschluss darauf, werden Elemente, welche referenziert werden sollen, mit 
der Kopie der Komponente „Auto“ automatisch verknüpft. Kontextelemente 
welche ebenfalls in angepasster Form neu instanziiert werden sollen, werden 
durch die Ableitungs-Relation mit dem ursprünglichen Kontextelemente ver-
knüpft, um dessen Herkunft festzuhalten. Kontextelemente welche als „nicht 
relevant“ markiert wurden, werden durch eine Irrelevant-Relationen mit dem 
aktuellen Projekt verknüpft, wodurch diese in einem späteren Suchvorgang 
nichtmehr dem Anwender zur Integration in das aktuelle Projekt angeboten 
werden. Da sich jedoch der Fokus eines Projekts über die Zeit hinweg wandeln 
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kann, sieht das vorliegende Konzept vor, Irrelevant-Relationen nach einer be-
stimmten Zeit T als veraltet zu markieren. So können diese Elemente dem An-
wender zu einem späteren Zeitpunkt mit geringerer Relevanz erneut angeboten 
werden, wodurch im Falle einer Änderung der Randbedingungen eines Projek-
tes möglicherweise relevante Informationen nicht verloren gehen. Sollten sie 
jedoch weiterhin nicht relevant sein, werden die Irrelevant-Relationen wieder 
aktiv und der Vorgang beginnt von neuem. 
4.7 Änderungsassistent 
Projektinhalte ändern sich entlang des Projektverlaufs kontinuierlich. Es kom-
men neue Kontextelemente hinzu, bestehende werden geändert oder gelöscht. 
Je nach Art der Änderung, können diese große Auswirkungen für den Projekt-
verlauf haben, welche sich jedoch meist nur schwer analysieren lassen. Vor 
allem Office-Dokumente erschweren die Analyse, da diese zum einen nicht 
standardisiert strukturiert und zum anderen keine bidirektionale Verknüpfung 
zwischen Informationen untereinander ermöglichen (siehe auch Kapitel 3.4). 
Um den Anwender zu befähigen die mit einer Änderung verbundenen Auswir-
kungen bestmöglich bewerten zu können, sieht das vorliegende Konzept vor, 
dem Anwender die Abhängigkeiten der betroffenen Kontextelemente zu visu-
alisieren und den Einfluss der betroffenen Kontextelemente automatisch zu 
schätzen. Hierzu wird in einem ersten Schritt die Art der Änderung kategori-
siert. Im zweiten Schritt kann dann anhand der Art der Änderung und des Ein-
flusses der betroffenen Kontextelemente, die Tragweite der Änderung abge-
schätzt werden. Anschließend werden die Verantwortlichen der betroffenen 
Kontextelemente informiert, welche dann, unterstützt durch eine grafische Vi-
sualisierung, die Ergebnisse prüfen und freigeben können (siehe Abbildung 
4.28). Dies soll es dem Anwender erleichtern, die mögliche Tragweite einer 
Änderung möglichst schnell und intuitiv bewerten zu können und somit das 
Risiko von Änderungen zu reduzieren (Anforderung 6). 
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Abbildung 4.28: Funktionaler Aufbau des Änderungsassistent 
Nachfolgend werden die funktionalen Bestandteile des Änderungsassistenten 
detailliert beschrieben. 
4.7.1 Klassifikation der Änderung 
Handelt es sich um Änderungen, welche keine Änderung der Systemstruktur 
oder der Anforderungen zur Folge hat, kann diese als „unkritisch“ bewertet 
werden, da diese keine große Auswirkung auf das Gesamtprojekt haben. Än-
derungen welche jedoch die Komplexität oder den Gesamtaufwand beeinflus-
sen, müssen „kritisch“ bewertet und geprüft werden, vor allem dann, wenn das 
Projekt bereits weit vorangeschritten ist und hohe Folgekosten entstehen kön-
nen [Ehr 09, S. 170]. 
Für das vorliegende Konzept lassen sich hierbei folgende Arten von Änderun-
gen unterscheiden. Zum einen können neue Kontextelemente hinzugefügt, be-
stehende namentlich oder hinsichtlich ihrer textuellen Beschreibung verändert 
sowie komplett gelöscht werden. Je nach Kontextelementart sind die unter-
schiedlichen Änderungsarten unterschiedlich zu bewerten, was nachfolgend je 
Änderungsart genauer erläutert wird. 
Das Hinzufügen neuer Kontextelemente in ein bestehendes Projekt kann die 
Komplexität als auch den Gesamtaufwand des Projektes negativ beeinflussen. 
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Je fortgeschrittener das Projekt ist, je kritischer sind beispielsweise neue An-
forderungen [Ehr 09, S. 170]. 
Kontextelemente allgemein 
Neue Kontextelemente abgesehen von Informationen, können einen negativen 
Einfluss auf das Budget oder den Zieltermin des betreffenden Projektes haben. 
Aus diesem Grund ist das Hinzufügen von Kontextelementen bei weit fortge-
schrittenen Projekten, kritischer zu bewerten als zu Beginn eines Projektes. Da 
jedoch auch zu Beginn eines Projektes, das Budget und der Zieltermin nie au-
ßer Acht gelassen werden sollten, sieht das vorliegende Konzept für jedes neu 
hinzugefügte Kontextelement einen Abgleich des geplanten Gesamtbudgets 
und dem geplanten Zieltermin vor. 
Um dies zu ermöglichen, werden alle Aufwände und Kosten aller Kontextele-
mente des Projekts akkumuliert und mit dem geplanten Gesamtbudget und 
dem Zieltermin verglichen. Das Ergebnis wird dem Anwender anschließend 
bereitgestellt, damit dieser bereits während der Erzeugung neuer Kontextele-
mente, eine mögliche Überschreitung vermeiden kann. 
Projekt 
Wird ein neues Teilprojekt einem bestehenden Projekt hinzugefügt, wird ge-
prüft, ob Start- und Zieltermin mit dem übergeordneten Projekt realisierbar ist. 
Zudem wird das geplante Budget des neuen Projekts mit den Restfinanzen des 
übergeordneten Projekts abgeglichen. Sollte es hierbei Überschreitungen ge-
ben, wird der Anwender darauf hingewiesen. Weitere Analysen sind erst nach 
dem Hinzufügen weitere Kontextelemente möglich. Die damit verbundenen 
Auswirkungen werden daher als „unkritisch“ bewertet. 
Systemkomponente 
Neue Systemkomponenten steigern die Komplexität eines Projekts und haben 
meist zusätzliche Anforderungen und Aufgaben zur Folge, welche wiederum 
die Kosten steigern. Zum Zeitpunkt der Instanziierung jedoch, können ledig-
lich die geplanten Kosten der Komponente hinsichtlich des Gesamtbudgets des 
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Projekts bewertet werden. Sollte es hierbei Überschreitungen geben, wird der 
Anwender darauf hingewiesen. Die damit verbundenen Auswirkungen werden 
jedoch als „unkritisch“ bewertet, da ähnlich wie bei Projekten noch keine wei-
teren Auswirkungen auf das übergeordnete Projekt abgeleitet werden können. 
Anforderung 
Handelt es sich um Anforderungen von Systemkomponenten, welche erst 
kürzlich erzeugt wurden oder nur geringe Kosten oder einen geringen Einfluss 
auf das Gesamtsystem haben, ist das Hinzufügen einer neuen Anforderung als 
„unkritisch“ zu bewerten. 
Werden jedoch neue Anforderungen für bereits länger existierende System-
komponenten hinzugefügt, kann dies zu „kritischen“ Konflikten mit den even-
tuell bereits laufenden Arbeiten bezüglich dieser Komponente führen. Aus die-
sem Grund werden alle von der Anforderung betroffenen Systemkomponenten 
hinsichtlich ihres Status geprüft und dem Anwender grafisch aufbereitet be-
reitgestellt. Dieser kann anschließend die betroffenen Systemkomponenten so-
wie deren Anforderungen prüfen und falls notwendig Gegenmaßnahmen ein-
leiten. 
Aufgabe 
Neue Aufgaben können zu jedem Zeitpunkt des Projekts entstehen und sind 
hinsichtlich des Gesamtsystems weniger kritisch, da diese keine Systemkom-
ponenten oder andere Aufgaben beeinflussen im Gegensatz zu Anforderungen, 
welche ggf. auch Auswirkungen auf andere Aufgaben haben können. Kritisch 
werden neue Aufgaben dann, wenn der geschätzte Aufwand das geplante Ge-
samtbudget überschreitet. Aufgrund des geringen Einflusses auf andere Kon-
textelemente kann eine neue Aufgabe jedoch als „unkritisch“ bewertet werden. 
Information 
Im Vorliegenden Konzept stellen Informationen keine kritischen Kontextele-
mente dar, welche daher keinen direkten Einfluss auf das Gesamtprojekt ha-
ben. Namensänderungen von Kontextelementen innerhalb eines Projektes sind 
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in der Regel unkritisch, sofern der neue Name keinem Kontextelement der 
gleichen Klasse entspricht. In diesem Fall muss durch den Anwender geprüft 
werden ob es sich hierbei um eine eventuelle Redundanz handelt, oder eine 
Nicht-Redundanz, welche analog zu dem Verfahren des Verknüpfungsassis-
tenten verarbeitet werden. 
Werden keine Redundanzen identifiziert, wird der Anwender abschließend ge-
fragt, ob der alte Name als Synonym gespeichert werden soll, was der Anwen-
der annehmen oder ablehnen kann. Im Falle von Text-Elementen kann sich 
zusätzlich zu einer Namensänderung auch die textuelle Beschreibung verän-
dern. Hierbei können sich die unterschiedlichen semantischen Rollen innerhalb 
der textuellen Beschreibung verändern. Besonders von Bedeutung sind hierbei 
jedoch vor allem die Priorität, welche eine Änderung des Einflusses auf das 
Gesamtsystem zur Folge hat und das Bezugsobjekt, was ebenfalls Auswirkun-
gen auf das Gesamtsystem haben kann. Alle weiteren Änderungen können mit 
Hilfe des vorliegenden Konzepts nur bedingt automatisch ausgewertet werden 
(siehe unter anderem Kapitel 4.5). 
Prioritätsänderung 
Eine Abwertung der Priorität (z.B. von „muss“ zu „sollte“) reduziert den Ein-
fluss der jeweiligen Anforderung oder Aufgabe hingegen eine Aufwertung den 
Einfluss einer Anforderung stärkt. 
Bezugsobjektänderung 
Ändert sich das Bezugsobjekt z.B. wegen einer Fehldeklaration der Zugehö-
rigkeit einer Anforderung oder der Zuständigkeit einer Aufgabe, hat dies eine 
positive Komplexitätsänderung für das alte Bezugsobjekt bzw. eine Reduktion 
des Aufwands für den vorherigen Verantwortlichen zur Folge hingegen es für 
das neue eine Steigerung der Komplexität bzw. höheren Aufwand zur Folge 
hat. Um den sich ändernden Einfluss zu visualisieren, werden neben der textu-
ellen Änderung auch die veränderten Relationen und betroffenen Kontextele-
mente sowie deren Einfluss auf das Gesamtprojekt dargestellt (siehe Kapitel 
4.7.3). 
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Das Löschen von Kontextelementen reduziert in erster Linie die Komplexität 
des Gesamtsystems. Die von einem Anwender gelöschten Elemente könnten 
jedoch für andere Projektbeteiligte von Nutzen gewesen sein. Aus diesem 
Grund sieht das vorliegende Konzept vor, Inhalte zunächst zu archivieren (ver-
altet = wahr). So werden die Inhalte nichtmehr in der Gesamtberechnung be-
rücksichtigt, sind im Zweifel jedoch wiederherstellbar. Sollen Inhalte endgül-
tig gelöscht werden, muss dies durch den Projektmanager freigegeben werden. 
Hierdurch soll ein fahrlässiges oder unachtsames Löschen vermieden werden. 
Hängen von dem zu löschenden Element hierarchisch zugeordnete Kind-Ele-
mente ab, müssen diese ebenfalls berücksichtigt werden. Soll beispielsweise 
eine komplette Baugruppe gelöscht werden, macht es meist wenig Sinn ledig-
lich das Oberelement zu löschen und die Kind-Elemente beizubehalten. Sollte 
dies jedoch trotzdem der Fall sein, müssen auch alle damit verbundenen Tex-
tuellen Beschreibungen angepasst werden (siehe Abbildung 4.29). 
 
Abbildung 4.29: Beispiel einer Änderung 
Wie in diesem Beispiel dargestellt, soll die Komponente „Auto“ gelöscht wer-
den, welche die Elternkomponente der Kontextelemente „Fahrertür“ und „Mo-
tor“ darstellt. Sofern die Kind-Elemente beibehalten werden sollen, müssen die 
entsprechenden textuellen Beschreibungen angepasst werden, damit die Ge-
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samtstruktur des Projektes konsistent bleibt. In diesem Fall würde die ange-
passte Anforderung wie folgt lauten: „Die Fahrertür darf nicht mehr als 20kg 
wiegen“. 
Damit der Anwender von Fall zu Fall unterscheiden kann, sieht das vorlie-
gende Konzept zudem vor, dem Anwender alle betroffenen Elemente darzu-
stellen, damit er diese jeweils einzeln sichten und ggf. beibehalten kann. Soll-
ten jedoch alle vom zu löschenden Konzeptelement abhängigen Elemente 
gelöscht werden, werden auch diese zunächst archiviert und auf Wunsch nach 
der Freigabe durch den Projektleiter endgültig gelöscht. Wie zuvor beschrie-
ben können Änderungen positive als auch negative Einflüsse auf ein Projekt 
haben. Änderungen welche keinen unmittelbaren Einfluss auf andere System-
komponenten haben, können hinsichtlich ihrer Tragweite als unkritisch bewer-
tet werden. Hierbei müssen lediglich deren Einfluss auf das Gesamtbudget und 
die Projektlaufzeit berücksichtigt werden. 
Änderungen welche einen unmittelbaren Einfluss auf andere Systemkompo-
nenten haben, sollten hingegen hinsichtlich der ihrer Auswirkungen untersucht 
werden. Werden derartige Änderungen zu Ende eines Projektes durchgeführt, 
ist deren Tragweite schwerer zu bewerten als wenn die Änderungen zu Beginn 
eines Projektes vorgenommen werden. Beispielsweise lassen sich die Ände-
rung von Anforderungen zu Beginn eines Projektes einfacher umsetzen, als 
kurz vor Projektende. Nachfolgend wird je Änderungsart die Kritikalität hin-
sichtlich des Einflusses auf Projektbudget und Projektlaufzeit definiert. Ände-
rungen, welche potentiell negativen Einfluss auf die Komplexität, das Rest-
budget oder die Restlaufzeit des Projektes haben, werden als kritisch definiert. 
Änderungen, welche die Komplexität, das Restbudget oder die Restlaufzeit po-
sitiv beeinflussen, werden als unkritisch definiert. 
Änderungsart Kritikalität 
Hinzufügen von Projekten, Sys-
temkomponenten oder Aufgaben 
kritisch, Budget- und Zeitprüfung notwendig. 
Tragweitenanalyse ohne weitere Informationen 
jedoch nicht möglich. 
Hinzufügen von Anforderungen kritisch, Tragweitenanalyse erforderlich 
Hinzufügen von Informationen unkritisch 
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Namensänderungen Redundanzprüfung notwendig, ansonsten unkri-
tisch 
Änderung der textuellen Beschrei-
bung allgemein 
Klassifikation der Änderung anhand der geän-
derten semantischen Rollen mit Hilfe der seman-
tischen Rollenerkennung 
Änderung der textuellen Beschrei-
bung Prioritätsreduktion 
unkritisch, da Komplexitätsreduktion 
Änderung der textuellen Beschrei-
bung Prioritätssteigerung 
kritisch, Tragweitenanalyse erforderlich da po-
tentielle Komplexitätssteigerung 
Löschen von Kontextelementen Betroffene Kindelemente müssen geprüft wer-
den, ansonsten positiver Einfluss auf Komplexi-
tät des Projekts daher unkritisch 
Tabelle 7: Definition der Kritikalität je Änderungsart 
4.7.2 Abschätzung des Einflusses 
Um die Tragweite einer Änderung bestmöglich abschätzen zu können, werden 
in einem ersten Schritt alle betroffenen Kontextelemente identifiziert und hin-
sichtlich ihres Einflusses bewertet. Je nachdem ob es sich bei dem zu ändern-
den Kontextelement, um eine Systemkomponente oder ein Textelement han-
delt wird der jeweilige Einfluss unterschiedlich berechnet. 
Der Einfluss einer Systemkomponente ist abhängig von dessen Position inner-
halb der hierarchischen Systemstruktur. Handelt es sich um eine besonders 
große Baugruppe oder ein besonders wichtiges Bauteil, ist dieses in seinem 
Einfluss höher zu bewerten als eine Komponente, welche einen kleineren Ein-
fluss auf das Gesamtsystem hat. Um dies automatisch ermitteln zu können, 
nutzt der Änderungsassistent die hierarchischen Relationen (siehe Kapitel 
4.1.5), welche unteranderem automatisch mit Hilfe des Dokumentationsassis-
tenten identifiziert und instanziiert werden (siehe Kapitel 0). Wird die rein 
quantitative Zahl beinhaltener Systemkomponenten berücksichtig je Bau-
gruppe, ergibt sich folgender Zusammenhang für den Einfluss der zu analysie-
renden Systemkomponente 𝐾𝑆: 
 







𝑬1(𝐾𝑆) Einfluss der zu ändernden Systemkomponente 𝐾𝑆 
𝒏 Anzahl aller Kind und Kindeskinder von 𝐾𝑆 
𝒎 Anzahl aller Kontextelemente 
Einzelne Komponenten können unterschiedliche Kosten, Prioritäten oder Sta-
tus aufweisen, welche die Relevanz einzelner Komponente erheblich beein-
flussen können. Aber auch diese Betrachtungsweise kann zu Fehlern führen, 
da z.B. zur Entwicklung oder Realisierung einer Komponente entsprechende 
Aufgaben verbunden sein können, welche wiederum sehr viel höhere Kosten 
erzeugen können als die reinen Anschaffungs- bzw. Materialkosten. Aus die-
sem Grund werden im vorliegenden Konzept neben den Materialkosten von 
Systemkomponenten auch die Summe aller damit in Verbindung stehenden 
Aufgabenaufwände akkumuliert und relativ zum Bezugsraum oder dem Ge-
samtprojekt in Relation gestellt. 
Formel 2: 
𝑬3(𝐾𝑆) =





∑ 𝐾𝐾𝑜𝑚𝑝,𝑗 . 𝑋  
𝑚




𝑬𝟑(𝐾𝑆) Einfluss der zu ändernden Systemkomponente 𝐾𝑆 
𝐾𝑖.X Produkt aus Priorität, Status und Kosten von 𝐾𝑖 
𝐾𝐾𝑜𝑚𝑝,𝑖 i-te Systemkomponente 
𝐾𝐴𝑢𝑓𝑔,𝑖 i-te Aufgabe 
𝒏 Anzahl aller Kinder und Kindeskinder von 𝐾𝑆 
𝒎 Anzahl aller Kontextelemente 
𝒐 Anzahl aller mit 𝐾𝑆 in Verbindung stehenden Aufgaben 
𝒑 Anzahl aller Aufgaben des Projekts 
Textelemente beziehen sich, wenn diese vollständig definiert sind, auf ein Be-
zugsobjekt (kurz BZO) bzw. eine Systemkomponente. Aus diesem Grund wird 
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für die Bewertung des Einflusses eines Textelements die direkte Umgebung 
des Bezugsobjekts verwendet. Spezifizieren beispielsweise zwei Anforderun-
gen eine Komponente mit gleicher Priorität und gleichem Status, gleicht sich 
der Einfluss beider Anforderungen hinsichtlich des Bezugsobjekts. Ist die Pri-
orität einer der beiden Anforderungen geringer oder unterscheiden sich die Sta-
tus, unterscheidet sich auch der Einfluss auf das Bezugsobjekt. 
Formel 3: 
𝑬𝑇𝑒𝑥𝑡(𝐾𝑇) =
𝐾𝑇 . 𝑠𝑡𝑎𝑡𝑢𝑠 ∗ 𝐾𝑇 . 𝑝𝑟𝑖𝑜




𝑬𝑇𝑒𝑥𝑡(𝐾𝑇) Einfluss des zu ändernden Textelements 𝐾𝑇 
𝐾𝑇 . 𝑠𝑡𝑎𝑡𝑢𝑠 Status des zu ändernden Textelements 𝐾𝑇 
𝐾𝑇 . 𝑝𝑟𝑖𝑜 Priorität des zu ändernden Textelements 𝐾𝑇 
𝒏 Anzahl aller verbundenen Text-Elemente 𝐾𝑇,𝑖 
𝐾𝑇,𝑖 . 𝑠𝑡𝑎𝑡𝑢𝑠 Status des Textelements 𝐾𝑇,𝑖 
𝐾𝑇,𝑖 . 𝑝𝑟𝑖𝑜 Priorität des Textelements 𝐾𝑇,𝑖 
Relativ zum Gesamtprojekt spielt der Einfluss des Bezugsobjekts (der System-
komponente) eine entscheidende Rolle. Ist die Komponente eher unwichtig, 
hat auch eine Änderung einer ihrer Anforderungen nur geringe Auswirkungen 
auf das Gesamtprojekt. Handelt es sich jedoch um eine kritische Komponente, 
so kann eine Änderung einer ihrer Anforderungen erhebliche Auswirkungen 
auf das Gesamtprojekt haben. Folglich folgt für den Gesamteinfluss eines 
Textelements folgender Zusammenhang: 
Formel 4: 
𝑬𝑇,𝑔𝑒𝑠(𝐾𝑇) = 𝑬𝑇𝑒𝑥𝑡(𝐾𝑇) ∗  𝑬𝐾𝑜𝑚𝑝(𝐾𝑇 . 𝐵𝑍𝑂) 
𝑬𝑇,𝑔𝑒𝑠(𝐾𝑇) Gesamteinfluss des zu ändernden Textelements 𝐾𝑇 
𝑬𝑇𝑒𝑥𝑡(𝐾𝑇) Einfluss des zu ändernden Textelements 𝐾𝑇 
𝑬𝐾𝑜𝑚𝑝(𝑥)  Einfluss der Systemkomponente x 
𝑲𝑇 . 𝐵𝑍𝑂 Bezugsobjekt des Textelements 𝐾𝑇 
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4.7.3 Informationen prüfen und freigeben 
Je nach Art der Änderung sind unterschiedliche Informationen für den Anwen-
der von Interesse. Werden beispielsweise Kontextelemente, welche hierarchi-
sche Kindelemente haben gelöscht, sollte der Anwender überprüfen, ob diese 
ebenfalls gelöscht werden sollen oder nicht. Werden bestehende Kontextele-
mente geändert, ist für den Anwender zudem von Interesse, was geändert 
wurde, welche Kontextelemente betroffen sind, welche möglichen Aufgaben 
daraus resultieren und wie sich dies auf das Gesamtprojekt auswirkt. Selbiges 
gilt, wenn neue Kontextelemente hinzukommen. Werden beispielsweise neue 
Unterprojekte, neue Systemkomponenten oder Aufgaben angelegt, muss über-
prüft werden ob das Gesamtbudget und die -laufzeit des Projekts durch das 
neue Unterprojekt, Aufgaben oder Systemkomponenten überschritten werden. 
Ist dies der Fall, muss das entsprechende Kontextelement entsprechend um ge-
plant werden oder das Budget und/oder die -laufzeit des Gesamtprojektes an-
gepasst werden. 
Je weiter fortgeschritten ein Projekt ist, je kritischer werden neue oder sich 
ändernde Anforderungen, da die damit verbundenen Auswirkungen mit reinen 
Budget- und Zeitprüfungen nicht abschätzbar sind. Aus diesem Grund sieht 
das vorliegende Konzept ein Userdialogsystem vor, welches den Anwender bei 
der Beantwortung folgender Fragen unterstützen soll: 
1. Was wurde geändert/hinzugefügt? 
2. Welche Kontextelemente sind durch diese Änderung betroffen? 
3. Welchen Einfluss haben diese Elemente auf das Gesamtprojekt? 
4. Welche möglichen Aufwände resultieren aus dieser Änderung? 
5. Welche Auswirkungen hat dies auf das Gesamtprojekt? 
Um die erste Frage zu beantworten, wird dem Anwender entweder das neu 
hinzugefügte Element oder ein Vorher-Nachher-Vergleich des geänderten 
Kontextelements dargestellt. 
Für Frage zwei werden dem Anwender alle durch die Änderung betroffenen 
Kontextelement und deren Kindelemente dargestellt. Da nicht zwingend alle 
Kindelemente von der Änderung betroffen sein müssen, kann der Anwender 
KAPITEL 4 KONZEPT 
130 
zunächst nichtrelevante Kontextelemente entsprechend kennzeichnen, um 
diese aus der weiteren Analyse auszuschließen. 
Frage vier wird mit Hilfe der Einflussabschätzung (siehe Kapitel 4.7.2) beant-
wortet. Hierzu wird der Einfluss jedes relevanten Kontextelements abgeleitet 
(siehe Kapitel 4.7.2) und dem Anwender zusätzlich dargestellt (siehe Abbil-
dung 4.30). 
 
Abbildung 4.30: Einflussprüfungsdialog 
Nachdem alle nicht relevanten Kontextelemente ausgeblendet wurden, kann 
der Anwender mögliche resultierende Aufwände für jedes betroffene Kon-
textelement abschätzen und die dazugehörigen Aufgabenbeschreibungen ein-
tragen, geführt durch einen weiteren Userdialog. Die dabei eingetragenen 
Werte werden parallel mit dem geplanten Budget und der Laufzeit des Projek-
tes abgeglichen und grafisch dargestellt, um den Anwender dabei zu unterstüt-
zen, abzuschätzen, welche Auswirkungen die Änderung auf das Gesamtprojekt 
haben wird (siehe Abbildung 4.31). 
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Abbildung 4.31: Aufwandsabschätzungsdialog 
Sobald der Anwender den Prozess abgeschlossen hat, wird für die Änderung 
ein Änderungsprojekt angelegt mit je einer Aufgabe pro betroffenem Kon-
textelement inkl. der abgeschätzten Aufwände, welches mögliche Änderungen 
bedarf. Die entsprechenden Aufgaben werden automatisch den betroffenen 
Kontextelementverantwortlichen zugeordnet, wodurch gleichzeitig eine Kom-
munikation der Änderung gewährleistet wird (siehe Abbildung 4.32). 
 
Abbildung 4.32: Satzschablone einer Änderungsaufgabe 
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Die Aufgabenverantwortlichen können anschließend die jeweiligen Aufgaben 
hinsichtlich des Aufwands und der Laufzeit prüfen, ggf. anpassen und an-
schließend zur Bearbeitung freigeben. Sollte sich hierbei der Aufwand oder die 
Laufzeit einer der Aufgaben nachteilig nach oben verändern, wird der Ände-
rungsverantwortliche entsprechend informiert, damit dieser erneut das Ände-
rungsprojekt prüfen und ggf. anpassen kann. 
4.8 Fazit 
Wie in Kapitel 3 herausgearbeitet wurde, sind aktuell am Markt erhältliche 
Softwarelösungen zum Verwalten von Anforderungen und dem damit in Ver-
bindung stehenden Wissen für Nicht-Experten ungeeignet. Um projektrele-
vante Informationen jedoch allen Projektbeteiligten zur Verfügung zu stellen, 
müssen auch Nicht-Experten befähigt werden Informationen zu erstellen und 
verwalten zu können. Folglich bedarf es digitaler Assistenzsysteme, welche 
den Anwender kontextsensitiv unterstützen. 
Im Rahmen dieses Kapitels wird daher ein Konzept vorgestellt, welches die 
wesentlichen Aufgaben des anforderungsbasierten Wissensmanagements kon-
textsensitiv unterstützt. Hiermit soll es auch Nicht-Experten ermöglicht wer-
den, vollständige und semantisch verknüpfte Projektdokumentationen zu do-
kumentieren und semantisch miteinander zu verknüpfen. Basierend auf der so 
entstehenden zentralisierten semantischen Datenbasis, werden Konzepte zur 
unterstützten Wiederverwendung bereits dokumentierter Informationen vorge-





Für die prototypische Realisierung des vorliegenden Konzepts wurde das Py-
thon-Framework Django1 verwendet. Es bietet neben umfangreichen vorkon-
figurierten Vorlagen für die Benutzeroberfläche auch ein integriertes Daten-
bankmanagement, welche für die Umsetzung des semantischen 
Datenbankmodells verwendet wird. Die Umsetzung der einzelnen Assistenz-
module, lässt sich mit Hilfe etablierter Python-Bibliotheken in das Django-
Framework einbetten (siehe Abbildung 5.1). 
 
Abbildung 5.1: Aufbau des digitalen Assistenzsystems 
Nachfolgend wird die Implementierung der zuvor in Kapitel 4 beschriebenen 
Konzepte der Assistenzmodule beschrieben. 
                                                          
1 https://www.djangoproject.com/, zuletzt geprüft am 20.08.2020 
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5.1 Dokumentationsassistent 
Wie in Kapitel 4.2 beschrieben wurde, hat der Dokumentationsassistent zum 
Ziel die Dokumentation von Text-Elementen kontextsensitiv zu unterstützen 
(siehe Abbildung 5.2).  
 
Abbildung 5.2: Aufbau des Dokumentationsassistenten 
5.1.1 Semantische Rollenerkennung 
Zur Extraktion von Informationen und ihren möglichen Relationen aus textu-
ellen Beschreibungen, kommt die Python Bibliothek spaCy2 zum Einsatz. Sie 
bietet im Vergleich zu anderen etablierten NLP-Bibliotheken wie NLTK3 oder 
CoreNLP4 insbesondere für die deutsche Sprache erweiterte POS-Tags und 
Abhängigkeiten. Beispielsweise kann mit Hilfe von spaCy das Genitivobjekts5 
                                                          
2 https://spacy.io/, zuletzt geprüft am 20.08.2020 
3 https://www.nltk.org/, zuletzt geprüft am 20.08.2020 
4 https://nlp.stanford.edu/, zuletzt geprüft am 20.08.2020 
5 https://de.wikipedia.org/wiki/Genitiv, zuletzt geprüft am 20.08.2020 
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– welche für die Identifikation des Elternsubjekts/-objekts benötigt wird – au-
tomatisch identifiziert werden (siehe auch Kapitel 2.4.6). Zudem ist spaCy spe-
ziell für die Anwendung in industriellen Kontexten entwickelt worden, wes-
halb sie andere Implementierungen in den üblichen Aufgaben übertrifft 
[Coh 19].  
Zur Erkennung der semantischen Rollen wird hierbei eine Kombination aus 
linguistischen Regeln, Wortlisten und eine Eigennamenerkennung (engl. 
Named Entity Recognition, kurz NER) verwendet. Nachfolgend werden die 
für die Erkennung der semantischen Rollen verwendeten Verfahren aufgezählt. 
Die zur Beschreibung der linguistischen Regeln verwendeten Abkürzungen 
zur Beschreibung der Part-of-speech (kurz POS) und Dependency-Tags (kurz 
Dep) werden zur Wahrung der Übersichtlichkeit nicht erläutert6: 
ID Semantische Rolle Erkennungsverfahren 
1 Akteur POS: NOUN, PROPN 
Dep: ag, pnc oder nk des Objekts 
2 Datum NER 
3 Eigenschaft NER 
4 Eigenschaftswert NER 
5 Einheit NER 
6 Eltern-Objekt POS: NOUN, PROPN 
Dep:  ag, pnc oder nk des Objekts 
7 Eltern-Subjekt POS: NOUN, PROPN 
Dep:  ag, pnc oder nk des Subjekts 
8 Events NER 
9 Funktionswort NER 
10 Logischer Operator NER 
11 Objekt POS: NOUN, PROPN 
Dep:  oa 
12 Person NER 
13 Präzisierung POS: alle 
                                                          
6 https://spacy.io/api/annotation, zuletzt geprüft am 20.08.2020 
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Dep:  nk, cm oder pnc    und 
POS: ADP oder ADV 
DEP:  mo, mnr, op 
14 Prioritätswort POS: VERB, VMFIN 
Dep:  ROOT 
Zusätzlich wird hier eine Wortliste genutzt (siehe 
weiter unten) 
15 Prozesswort POS: VERB, AUX 
Dep:  oc, cj, mo 
16 Subjekt POS: NOUN, PROPN 
Dep:  sb oder ROOT 
17 Systemkomponente NER 
18 Vergleichsoperator NER 
Tabelle 8: Definition der Erkennungsverfahren 
Um Eigenschaften innerhalb einer Anforderung zu identifizieren, reichen lin-
guistische Regeln alleine nicht aus (siehe Abbildung 5.3). 
 
Abbildung 5.3: Beispielanforderungen 
Wie in diesem Beispiel dargestellt, wird die „Farbe“ des Autos sowie die „Tür“ 
des Autos als Subjekt identifiziert. Nur anhand des semantischen Wissens über 
die Unterschiede zwischen beiden Subjekten, ist der Mensch im Stand die Ei-
genschaft „Farbe“ von der Subkomponente „Tür“ des Autos zu unterscheiden. 
Ähnliches gilt auch für andere semantische Rollen, welche sich rein mit lingu-
istischen Regeln nicht mit ausreichender Genauigkeit erkennen lassen. Aus 
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diesem Grund werden an dieser Stelle Maschinelle Lernansätze verwendet, 
wie nachfolgend beschrieben. 
Einige semantische Rollen lassen sich allein durch linguistische Regel oder 
regulären Ausdrücken 7 nicht mit ausreichender Sicherheit identifizieren. Da-
her wird die in spaCy integrierte Named Entity Recognition (kurz NER) ver-
wendet, welche auf einem CNN (siehe Kapitel 2.3.2) basiert und speziell auf 
die genannten semantischen Rollen trainiert wird. Zur Erzeugung der dafür 
notwendigen Trainingsdaten wird das Werkzeug doccano8 verwendet, welches 
die Klassifikation von Sätzen als auch einzelnen Satzbausteinen ermöglicht, 
jedoch keine geschachtelten Entitäten oder Relationen annotieren kann, wel-
che für die vorliegende Arbeit an dieser Stelle jedoch nicht notwendig sind.  
Da auch dieser Ansatz je nach Domäne nicht immer korrekt ist, sieht das vor-
liegende Konzept einen Userdialog vor, welcher den Anwender in die Prüfung 
der automatisch identifizierten semantischen Rollen einbezieht. Werden Ab-
weichungen durch den Anwender identifiziert, werden die durch den Anwen-
der korrigierten Annotationen zwischengespeichert und für das nächste Trai-
ning des NER-Modells verwendet. Um die Qualität hierbei zu sichern, müssen 
diese durch den Administrator geprüft und freigegeben werden. So kann eine 
hohe initiale Genauigkeit gewährleistet werden und sichergestellt werden, dass 
das Sprachmodell die unternehmensspezifischen Eigennahmen mitlernt. 
5.1.2 Textklassifikation 
Um zu erkennen, welche Art von Text-Element ein Satz entspricht, werden die 
Sätze mit Hilfe der Text-Klassifikationspipeline in spaCy klassifiziert. Diese 
wird hierzu auf den speziellen Anwendungsfall der Unterscheidung zwischen 
Anforderungen, Aufgaben und allgemeinen Informationen trainiert. Hierzu 
werden entsprechende Beispielsätze mit Hilfe der spaCy integrierten Funktion 
                                                          
7 https://de.wikipedia.org/wiki/Regulärer_Ausdruck, zuletzt geprüft am 20.08.2020 
8 https://github.com/doccano/doccano, zuletzt geprüft am 20.08.2020 
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tok2vec in Vektoren überführt mit denen ein Convolutional Neural Network 
trainiert wird, welches ebenfalls innerhalb von spaCy vorkonfiguriert vorliegt9. 
5.1.3 Autovervollständigung 
Für die Realisierung der Autovervollständigungsfunktion wird die Bibliothek 
Jquery-UI Autocomplete10 verwendet, welche die Wortvorschläge dem An-
wender darstellt (siehe Abbildung 5.4).  
 
Abbildung 5.4: Screenshot der Autovervollständigung 
Wie hier zu sehen, wird anhand der aktuellen Eingabe die nächsten Wortvor-
schläge entsprechend gefiltert. Anstelle reiner Textbausteine – wie bei her-
kömmlichen Autovervollständigungen üblich – werden dem Anwender Objek-
treferenzen angeboten. Um dies dem Anwender kenntlich zu machen, werden 
sowohl die Kontextelement-Art als auch die ID innerhalb der Datenbank an-
gezeigt. 
                                                          
9 https://github.com/explosion/spaCy/blob/master/examples/training/train_textcat.py, zuletzt ge-
prüft am 20.08.2020 
10 https://jqueryui.com/autocomplete/, zuletzt geprüft am 20.08.2020 
KAPITEL 5 IMPLEMENTIERUNG 
139 
5.1.4 Kontextsensitive Hilfestellungen 
Wie bereits in Kapitel 4.2.4 beschrieben wurde, bietet das digitale Assistenz-
system dem Anwender kontextsensitive Hilfestellungen, um auch Nicht-Ex-
perten zu befähigen vollständige und standardisierte textuelle Beschreibungen 
zu erstellen. Im ersten Schritt sieht das Konzept kontextsensitive Referenzbei-
spiele vor, welche entsprechend der Eingabe dem Anwender kontextsensitiv 
dargestellt werden (siehe auch Kapitel 5.1.3). Zudem werden die eigegebenen 
Texte hinsichtlich ihrer Vollständigkeit mit den vordefinierten Satzschablonen 
abgeglichen. 
Parallel zu den Ergebnissen der Prädiktion des nächsten Wortes und der Text-
klassifikation, werden dem Anwender Referenzbeispiele angezeigt. Sollte die 
Eingabe unvollständig sein und eine semantische Rolle wie z.B. die Priorität 
nicht innerhalb der Eingabe vorkommen, werden zudem Hilfsfragen einge-
blendet inkl. eines Texteingabefeldes oder eines Dropdowns (sofern es vorde-
finierte Worte für die fehlende Rolle gibt), wie im folgenden Beispiel darge-
stellt (siehe Abbildung 5.5). 
 
Abbildung 5.5: Screenshot der kontextsensitiven Hilfestellungen 
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Wie hier zu sehen, wird dem Anwender anhand der aktuellen Eingabe das an-
gepasste Referenzbeispiel angeboten (siehe links unter der Texteingabe). Feh-
len semantische Rollen innerhalb der Eingabe, werden rot gekennzeichnet im 
Referenzbeispiel. Auf der rechten Seite wird der Anwender in Form von Ti-
ckets bei der Korrektur unterstützt. In diesem Beispiel fehlen die beiden se-
mantischen Rollen „Priorität“ und das „Prozesswort“. Für das Prozesswort, 
wird dem Anwender ein Eingabefeld Angebote, welches er nutzen kann. Er 
kann jedoch auch weiterhin das Eingabefeld links oben nutzen. Für die Priori-
tät kann der Anwender aus vordefinierten Begriffen wählen, welche ebenfalls 
automatisch in das Textfeld überführt werden. 
5.2 Integrationsassistent 
Wie in Kapitel 4.3 beschrieben, hat der Integrationsassistent zum Ziel, die In-
tegration von Anforderungen und Systembeschreibungen aus Anforderungs-
dokumenten (z.B. Lasten- und Pflichtenheft) in die semantische Datenbank, 
kontextsensitiv zu unterstützen (siehe Abbildung 5.6). 
 
Abbildung 5.6: Funktionaler Aufbau des Integrationsassistenten 
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Nachfolgend wird die prototypische Implementierung der einzelnen Funktio-
nen beschrieben. 
5.2.1 Dokumentenstrukturanalyse 
Für die Analyse der Dokumente wird auf der Django basierten Bibliothek 
django_ocr_server11 aufgebaut, welche bereits über Funktionen wie Doku-
mentupload und OCR-Analysen verfügt. Hiermit lassen sich PDF-Dokumente 
am Frontend hochladen, welche anschließend durch die auf tesseract-ocr12 ba-
sierte Implementierung pdf2text in Text umgewandelt werden. 
5.2.2 Koreferenz-Auflösung 
Um Satzübergreifende Abhängigkeiten auflösen zu können, werden in der 
Computerlinguistik Koreferenz-Auflösungsverfahren verwendet. Speziell für 
die deutsche Sprache konnten stand heute nur die regelbasierte Implementie-
rung CorZu identifiziert werden [Tug 16]. Aufgrund ihres rein regelbasierten 
Ansatzes, ist diese Implementierung jedoch sehr fehleranfällig und identifiziert 
z.B. nicht mal die Zusammenhänge zwischen Nomen und Pronomen (siehe 
Abbildung 5.7). 
 
Abbildung 5.7: Beispiel einer Koreferenz 
                                                          
11 https://django-ocr-server.readthedocs.io/, zuletzt geprüft am 20.08.2020 
12 https://github.com/tesseract-ocr/, zuletzt geprüft am 20.08.2020 
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Bibliotheken wie spaCy oder CoreNLP bieten nativ keine Unterstützung für 
eine deutsche Koreferenz-Auflösung. Aus diesem Grund musste für die vor-
liegende Arbeit mit Hilfe eines öffentlich zugänglichen Datensatzes eine Ko-
referenz-Auflösung trainiert werden. Eine der stand oft he Art Implementie-
rungen in diesem Bereich stellt die Bibliothek NeuralCoref 4.013 dar [Wol 17], 
welche speziell als Erweiterung für spaCy entwickelt wurde und sich daher 
ideal in die bisherige Systemstruktur eingliedert. 
Systemkomponenten-Namen können innerhalb von Anforderungsdokumenten 
mehrfach vorkommen, obwohl diese nicht die gleiche Komponente bezeich-
nen. Um dieses Problem, bei der automatischen Erkennung von Koreferenzen 
zu lösen, werden gleiche Systemkomponenten-Namen zwischengespeichert 
und als möglich Koreferenzen dem Anwender zur Prüfung bereitgestellt. Für 
die Erkennung möglicher Synonyme wird die Synonymdatenbank Thesaurus14 
verwendet und die Ergebnisse dem Anwender zur Integration angeboten (siehe 
Abbildung 5.8). 
 
Abbildung 5.8: Screenshot der Synonym-Integration 
Wie hier dargestellt, werden dem Anwender kontextsensitiv mögliche Syno-
nyme angeboten, welche er entweder als solche betätigen kann oder verwerfen. 
Bestätigt der Anwender ein Synonym, wird dieses in der Datenbank an die 
Systemkomponente (in diesem Fall das „Auto“) angefügt. 
                                                          
13 https://github.com/huggingface/neuralcoref, zuletzt geprüft am 20.08.2020 
14 https://www.thesaurus.com/, zuletzt geprüft am 20.08.2020 
KAPITEL 5 IMPLEMENTIERUNG 
143 
5.2.3 Satzanalyse 
Die Analyse der einzelnen Sätze des zuvor aufbereiteten Textes, werden mit 
Hilfe der semantischen Rollenerkennung analysiert, um die darin enthaltenen 
Informationen und Relationen zu extrahieren (siehe hierzu Kapitel 5.1.1). 
5.2.4 Informationen prüfen und freigeben 
Um die Ergebnisse des Integrationsassistenten prüfen und freigeben zu kön-
nen, sieht das vorliegende Konzept wie in Kapitel 4.3.4 beschrieben, zwei Us-
erdialoge vor: Prüfdialog und Integrationsdialog. Für den Prüfdialog wird das 
PDF-Dokuments mit Hilfe des PDF.js15 Viewer dargestellt. Für die Minia-
turdarstellung des gesamten Dokuments wird die Implementierung pagemap16 
verwendet. Die Tickets sind HTML basiert und selbst entwickelt (siehe Abbil-
dung 5.9). 
 
Abbildung 5.9: Mockup des Prüfdialogs 
Wie hier zu sehen ist, wird dem Anwender links das Originaldokument darge-
stellt, augmentiert durch die erkannten Informationen. Auf der rechten Seite 
werden die zu prüfenden Informationen in Form von Tickets dargestellt. Für 
                                                          
15 https://mozilla.github.io/pdf.js/, zuletzt geprüft am 20.08.2020 
16 https://larsjung.de/pagemap/, zuletzt geprüft am 20.08.2020 
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den Integrationsdialog wurde jquerytreetable17 verwendet und angepasst, um 
alle erkannten Kontextelemente darzustellen (siehe Abbildung 5.10). 
 
Abbildung 5.10: Screenshot des Integrationsdialogs 
Bei dem hier dargestellten Beispiel handelt es sich um ein Auto, dessen An-
forderungen, Informationen sowie die damit verbundenen Aufgaben und Sub-
Komponenten. Wie in Abbildung 5.10 dargestellt, werden dem Anwender die 
erkannten Systemkomponenten, deren Anforderungen, Informationen und die 
erkannten Aufgaben zur Prüfung bereitgestellt. Mit Hilfe der Checkbox auf der 
                                                          
17 http://ludo.cubicphuse.nl/jquery-treetable/, zuletzt geprüft am 20.08.2020 
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rechten Seite, kann der Anwender anschließend wählen, welche Kontextele-
mente er integrieren und welche er verwerfen möchte. 
5.3 Rechercheassistent 
Wie in Kapitel 4.4 beschrieben, hat der Rechercheassistent zum Ziel, die Re-
cherchearbeiten kontextsensitiv zu unterstützen. Hierzu werden anhand des ak-
tuellen Kontextes des Anwenders, möglicherweise relevante Informationen 
aus dem Internet gecrawlt und dem Anwender zur Integration in das aktuelle 
Projekt bereitgestellt (siehe Abbildung 5.11). 
 
Abbildung 5.11: Funktionaler Aufbau des Rechercheassistenten 
Nachfolgend wird die prototypische Implementierung der einzelnen Funktio-
nen beschrieben. 
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5.3.1 Kontextsensitive Suche durchführen 
Um entsprechend des aktuellen Kontextes des Anwenders adäquate Informa-
tionen bereitstellen zu können, werden mit Hilfe eines Jquery-Scripts alle ak-
tuell durch den Anwender einsehbaren Kontextelemente identifiziert. An-
schließend werden Suchanfragen erzeugt, welche mit Hilfe der Python 
Implementierung google-api-python-client18der Google-API an Google über-
mittelt werden. Hierzu werden folgende Suchanfragen basierend auf den aktu-
ell einsehbaren Kontextelementen generiert, welche durch den Anwender er-
gänzt werden können: 
ID Suchanfrage 
1 „Bauteile einer/eines <Systemkomponente.name>“ 
2 „technische Eigenschaften einer/eines<Systemkomponente.name>“ 
3 „was muss ein <Systemkomponente.name> können?“ 
Tabelle 9: Beispiel Suchanfragen 
Die Textteile „<Systemkomponente.name>“ werden entsprechend durch die 
durch den Anwender sichtbaren Systemkomponenten-Namen ersetzt. Die Su-
chergebnisse werden anschließend für die Informationsextraktion bereitge-
stellt. 
5.3.2 Informationen extrahieren 
Um die Texte und Überschriften aus den HTML-Seiten zu extrahieren, wird 
die Scraping-Bibliothek BeautifulSoup19 eingesetzt. Mit ihrer Hilfe lassen sich 
die Überschriften und Textpassagen einfach aus den HTML-Rohdaten extra-
hieren. Iterativ wurde identifiziert, dass die meisten Webseiten Ihre Textinhalte 
in Sektionen (in HTML <section>) einteilen. Häufig werden diese Sektionen 
durch Überschriften (engl. Header) angeführt, welche sich mit Hilfe des 
                                                          
18 https://github.com/googleapis/google-api-python-client, zuletzt geprüft am 20.08.2020 
19 https://www.crummy.com/software/BeautifulSoup/, zuletzt geprüft am 20.08.2020 
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HTML-Tags ‚<h>‘ gefolgt durch eine Ganzzahl (z.B. „<h1>“) – welche die 
absteigende Hierarchie der Überschriften darstellt – erkennen lassen. 
Hin und wieder werden innerhalb der Sektionen Bilder oder Codesnippets ein-
gefügt, welche für die reine Textverarbeitung zunächst nicht von Bedeutung 
sind, weshalb diese vor der weiteren Verarbeitung der Textinhalte gelöscht 
werden müssen. Um die Informationen jedoch nicht zu verlieren, werden den 
jeweiligen Textpassagen ein Link angefügt, damit der Anwender bei Interesse, 
die jeweilige Seite besuchen kann, um mehr zu erfahren. Der anschließende 
Resttext der Sektionen, kann anschließend analog zur Textverarbeitung des In-
tegrationsassistenten analysiert werden, um mögliche Anforderungen, Aufga-
ben oder Informationen für den aktuellen Kontext des Anwenders zu identifi-
zieren. Anstelle der Detailsansicht im PDF, kann der Anwender über den 
zwischengespeicherten Link auf die Webseite gelangen, um sich ggf. noch 
weiter über die gefundene Information zu informieren. 
5.3.3 Informationen prüfen und freigeben 
Zur Integration der durch den Rechercheassistenten identifizierten Kontextele-
mente, wird der Integrationsdialog genutzt (siehe Kapitel 5.2.4). 
5.4 Verknüpfungsassistent 
Wie in Kapitel 4.5 beschrieben, hat der Verknüpfungsassistent zum Ziel, mög-
liche noch nicht miteinander verknüpfte Kontextelemente automatisch mitei-
nander zu verknüpfen. Hierdurch soll zum einen der damit verbundene manu-
elle Aufwand reduziert und sichergestellt werden, dass alle zu verknüpfenden 
Informationen miteinander verknüpft sind (siehe Abbildung 5.12).  
KAPITEL 5 IMPLEMENTIERUNG 
148 
 
Abbildung 5.12: Funktionaler Aufbau des Verknüpfungsassistenten 
Nachfolgend wird die prototypische Implementierung der einzelnen Funktio-
nen beschrieben. 
5.4.1 Kontextsensitive Suche durchführen 
Analog zur Kontextanalyse des Rechercheassistenten, werden anhand der ak-
tuell durch den Anwender einsehbaren Kontextelementen, Suchanfragen gene-
riert. Im Falle des Verknüpfungsassistenten, wird jedoch nicht das Internet, 
sondern direkt die semantische Datenbank durchsucht. Hierzu werden die Na-
men und textuellen Beschreibungen der einsehbaren Kontextelemente verwen-
det, um mögliche Redundanzen, konfligierende Informationen oder potentielle 
Relationspartner zu identifizieren. 
5.4.2 Suchergebnisse analysieren 
Mögliche Redundanzen liegen dann vor, wenn sich Text-Elemente semantisch 
sehr stark ähneln. Um dies automatisiert zu erkennen, können Sätze mit Hilfe 
vortrainierter Sprachmodelle, in Satzvektoren überführt werden. Anschließend 
lässt sich die Kosinus-Ähnlichkeit20 beider Vektoren bestimmen, welche die 
                                                          
20 https://de.wikipedia.org/wiki/Kosinus-%C3%84hnlichkeit, zuletzt geprüft am 20.08.2020 
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Ähnlichkeit beider Vektoren ausdrückt. Das Ergebnis kann zwischen -1 (genau 
entgegengerichtet) und 1 (genau gleichgerichtet) liegen, wobei eine 0 eine Un-
abhängigkeit beider Vektoren signalisiert. 
Dieses Verfahren macht sich die Bibliothek sentence-transformers21 zu Nutze. 
Für die vorliegende Arbeit wird hierzu das vortrainierte Sprachmodell „disti-
luse-base-multilingual-cased“ 22 verwendet. Die sentence-transformers Bibli-
othek erzeugt aus den zu vergleichenden Sätzen, Satzvektoren, welche an-
schließend mit Hilfe der Bibliothek SciPy23 und der Funktion 
scipy.spatial.distance zu Berechnung der Kosinus-Ähnlichkeit verwendet wer-
den. Sobald die Ähnlichkeit einen positiven Wert von 90% überschreitet, wer-
den die beiden möglichen Redundanzen dem Anwender zur Prüfung bereitge-
stellt. 
Um mögliche Konflikte oder potentielle Relationspartner zu erkennen, kann 
die sogenannte Natural Language Interferenz (NLI) genutzt werden. Mit Hilfe 
dieses Verfahrens, lassen sich Sätze hinsichtlich der dreier Abhängigkeitsarten 
analysieren: „neutral“, „wiedersprüchlich“ und „beinhaltend“ [Bow ].  
Konflikte liegen dann vor, wenn sich zwei Sätze wiedersprechen. Sätze deren 
Relation zueinander als „neutral“ bewertet wird, sind weder Redundant, kon-
fligierend oder potentielle Relationspartner. Satzrelationen welche als „bein-
haltend“ klassifiziert werden, stellen mögliche Relationspartner dar. Für die 
Erkennung der drei NLI-Klassen, wird die Bibliothek SemBERT24 verwendet. 
                                                          
21 https://github.com/UKPLab/sentence-transformers, zuletzt geprüft am 20.08.2020 
22 https://github.com/UKPLab/sentence-transformers/blob/master/docs/pretrained-models/multi-
lingual-models.md, zuletzt geprüft am 20.08.2020 
23 https://www.scipy.org/, zuletzt geprüft am 20.08.2020 
24 https://github.com/cooelf/SemBERT, zuletzt geprüft am 20.08.2020 
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5.4.3 Informationen Prüfen und freigeben 
Gefundene Verknüpfungen werden analog zu dem Ticketsystem des Integrati-
ons- und Rechercheassistenten als Tickets bereitgestellt. Der Anwender kann 
diese daraufhin prüfen und ggf. als neue Relationen erzeugen. 
5.5 Wiederverwendungsassistent 
Wie in Kapitel 4.6 beschrieben, hat der Wiederverwendungsassistent zum Ziel, 
bereits dokumentierte Informationen welche ggf. für das aktuelle Projekt rele-
vant sind, dem Anwender kontextsensitiv zur Integration in das aktuelle Pro-
jekt bereitzustellen (siehe Abbildung 5.13). Nachfolgend wird die prototypi-
sche Implementierung der einzelnen Funktionen beschrieben. 
 
Abbildung 5.13: Aufbau des Wiederverwendungsassistenten 
5.5.1 Suchergebnisse analysieren 
Erfolg analog zur Ergebnisanalyse des Verknüpfungsassistenten (siehe Kapitel 
5.4.2). Die so identifizierten Kontextelemente anderer Projekte, werden dem 
Anwender anschließend inkl. aller Kinder und Kindeskinder bereitgestellt. 
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5.5.2 Informationen prüfen und freigeben 
Werden mögliche Wiederverwendungspartner gefunden, erhält der Anwender 
ein Ticket, mit der Information, dass mögliche Kontextelemente zur Integra-
tion in das aktuelle Projekt verfügbar sind. Anschließend, kann der Anwender 
mit Hilfe des Integrationsdialogs, die entsprechenden Kontextelemente prüfen 
und auswählen, ob die Kontextelemente Referenziert, Kopiert werden sollen 
oder nicht relevant sind (siehe Abbildung 5.14). 
 
Abbildung 5.14: Screenshot des Wiederverwendungsassistenten 
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5.6 Änderungsassistent 
Wie in Kapitel 4.7 beschrieben wurde, hat der Änderungsassistent zum Ziel, 
den Anwender bei der Analyse der Tragweite einer Änderung kontextsensitiv 
zu unterstützen. Hierzu wird in einem ersten Schritt die Art der Änderung ka-
tegorisiert. Im zweiten Schritt werden die von der Änderung betroffenen Ele-
mente identifiziert und hinsichtlich ihres Einflusses auf das Gesamtsystem be-
wertet. Anschließend werden die betroffenen Verantwortlichen informiert, 
welche dann die Ergebnisse grafisch visualisiert bereitgestellt bekommen inkl. 
der möglichen Handlungsempfehlungen (siehe Abbildung 5.15). 
 
Abbildung 5.15: Funktionaler Aufbau des Änderungsassistent 
Die beiden ersten Schritte erfolgen analog zu den in Kapitel 4.7.1 und Kapitel 
4.7.2 beschriebenen Vorgehen. Um einheitliche Werte für Status und Priorität 
zu erhalten, werden für das vorliegende Konzept folgende Werte festgelegt. 
Status Gewichtung 
Offen (unbearbeitet) 25% 
In Bearbeitung 50% 
In Prüfung 75% 
Fertiggestellt 100% 
Tabelle 10: Gewichtung je Status 
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Priorität Gewichtung 
Wird (wird nicht) 25% 
Kann (muss nicht) 50% 
Sollte (sollte nicht) 75% 
Muss (darf nicht) 100% 
Tabelle 11: Gewichtung je Priorität 
Analog zu den in Kapitel 4.7 beschriebenen Formeln ergeben sich somit je 
Kontextelementart die entsprechenden Einflusswerte. 
5.6.1 Informationen prüfen und freigeben 
Analog zum Wiederverwendungsassistenten wird im Falle einer kritischen Än-
derung (siehe hierzu Kapitel 4.7.1) ein zusätzliches HTML-basiertes Kontext-
menü dargestellt, welches den Anwender bei der Einflussprüfung der Ände-
rung unterstützt (siehe Abbildung 5.16). 
 
Abbildung 5.16: Mockup des Einflussprüfungsdialogs 
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Zur Unterstützung des Anwenders, werden die markanten Punkte „Subjekt“ 
und die geänderte semantische Rolle „Eigenschaftswert“ farblich gehighligh-
tet. Nach der Prüfung des möglichen Einflusses, wird dem Anwender der Auf-
wandsabschätzungsdialog dargestellt (siehe Abbildung 5.17). 
 
Abbildung 5.17: Mockup des Aufwandsabschätzungsdialog 
Die hiermit definierten Aufgaben, werden als Teil eines neuen Teilprojektes 
instanziiert und die mit der Änderung verbundenen Informationen werden au-
tomatisch mit dem Änderungsprojekt verknüpft. Die jeweiligen Bauteilbeauf-
tragten werden wie in Kapitel 4.7.3 beschrieben automatisch als Verantwortli-
che in der Änderungsaufgabe-Satzschablone eingetragen und verknüpft, 
wodurch automatisch eine Kommunikation der neuen Aufgaben an die Ver-
antwortlichen erfolgt. 
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5.7 Fazit 
Ziel dieses Kapitels ist die Beschreibung der prototypischen Implementierung 
des in Kapitel 4 beschriebenen Konzepts. Hierbei werden die einzelnen Mo-
dule des Konzepts sowie das semantische Datenmodell mit Hilfe des Web-
Frameworks Django realisiert. Für die computerlinguistische Aufbereitung der 
Roh-Texte und der Extraktion der semantischen Rollen, wird das NLP-Frame-
work spacy verwendet. Für die Klassifikation von Satzpaaren zur automati-
schen Erkennung von möglichen Relationspartnern, Redundanzen oder seman-
tischen Konflikten, werden die Implementierungen sentence-transformers und 
SemBERT verwendet. Für die Erkennung von Koreferenzen innerhalb der Do-
kumente kommt NeuralCoref zum Einsatz. Zur automatischen Verarbeitung 
von PDF-Dokumenten wird die Bibliothek django_ocr_server eingesetzt, wel-
che innerhalb von Bilddaten befindliche Texte automatisch extrahiert und ma-
schinenlesbar macht. 
  






6 Evaluation und Diskussion 
Im folgenden Kapitel werden die einzelnen Module des digitalen Assistenz-
systems aus technischer Sicht hinsichtlich ihrer Funktion und Praxistauglich-
keit hin analysiert. Hierzu werden zunächst der Evaluationsaufbau und die ver-
wendeten Trainings- und Testdatensätze beschrieben. Anschließend wird das 
vorliegende Konzept hinsichtlich der in Kapitel 3.8 abgeleiteten Anforderun-
gen hin evaluiert. Abschließend werden die Ergebnisse zusammengefasst und 
mit den Zielen dieser Arbeit (Forschungsfragen) abgeglichen und diskutiert. 
6.1 Evaluationsaufbau 
6.1.1 Trainings- und Testdatensätze 
Für das Training des NER-Modells (siehe Kapitel 5.1.1) wurden 441 Sätze für 
die Textklassifikation 588 Sätze manuell annotiert. Zur Evaluation werden 224 
Sätze verwendet (siehe Tabelle 12): 
 Trainingsdaten 
Evaluationsdaten 
Text-Element-Art NER Textklassifikation 
Anforderung 252 337 112 
Aufgabe 62 83 25 
Information 126 168 56 
Summe 441 588 224 
Tabelle 12: Annotierte Trainingsdaten 
Für die Evaluation der Natural Language Inference (NLI) Aufgabe, welche für 
die automatische Erkennung von möglichen Redundanzen, Konflikten oder 
Relationspartnern genutzt wird, wurden insgesamt 147 Satzpaare aus Realda-
ten hinsichtlich der Klassen „neutral“, „konfligierend“ und „beinhaltend“ von 
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Hand klassifiziert in folgender Aufteilung (siehe Tabelle 13). Für die Evalua-
tion der Koreferenz-Auflösung werden randomisiert 15% des TüBa-D/Z 




Beinhaltend  47 
Summe 147 
Tabelle 13: Annotierte Satzpaare für die NLI-Evaluation 
6.1.2 Bibliotheksversionen 
Für die Evaluation der zuvor beschriebenen Funktionen werden folgende Ver-
sionen der jeweiligen Bibliotheken verwendet: 






SemBERT6 Commit 16.07.2020 
Tabelle 14: Bibliotheken und deren Version 
                                                          
1 https://spacy.io/, zuletzt geprüft am 20.08.2020 
2 https://github.com/UKPLab/sentence-transformers, zuletzt geprüft am 20.08.2020 
3 https://django-ocr-server.readthedocs.io/, zuletzt geprüft am 20.08.2020 
4 https://github.com/huggingface/neuralcoref, zuletzt geprüft am 20.08.2020 
5 https://www.scipy.org/, zuletzt geprüft am 20.08.2020 
6 https://github.com/cooelf/SemBERT, zuletzt geprüft am 20.08.2020 
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6.2 Evaluation der prototypischen 
Implementierung 
Für die Evaluation der einzelnen in Kapitel 5 implementierten Funktionen wird 
die Metrik Präzision7, Ausbeute8 und das F1-Maß9 verwendet. Nachfolgend 
werden die einzelnen Module des digitalen Assistenzsystems evaluiert. 
6.2.1 Dokumentationsassistent 
Die Kernaufgabe des Dokumentationsassistenten besteht darin, den Anwender 
bei der Dokumentation projektrelevanter Informationen kontextsensitiv zu un-
terstützen, um auch Nicht-Experten zu befähigen vollständige und standardi-
sierte textuelle Beschreibungen zu erstellen (Anforderung 2). 
Nachfolgend werden die in Kapitel 5.1 beschriebene Funktionen Semantische 
Rollenerkennung, Textklassifikation, Autovervollständigung und die Kontext-
sensitiven Hilfestellungen evaluiert. Für die Evaluation der semantischen Rol-
lenerkennung werden die annotierten Daten (siehe Kapitel 6.1.1) verwendet. 
Nachfolgend werden die Ergebnisse aufgelistet (siehe Tabelle 15). 
ID Semantische Rolle Präzision Ausbeute F1-Maß 
1 Akteur 0,928 0,796 0,857 
2 Datum 0,923 0,857 0,888 
3 Eigenschaft 0,750 0,803 0,775 
4 Eigenschaftswert 1,000 0,803 0,898 
5 Einheit 0,926 0,862 0,893 
6 Eltern-Objekt 0,958 0,772 0,855 
7 Eltern-Subjekt 0,906 0,892 0,899 
8 Events 0,974 0,864 0,916 
                                                          
7 https://de.wikipedia.org/wiki/Präzision, zuletzt geprüft am 20.08.2020 
8 https://www.chemie-schule.de/KnowHow/Ausbeute_(Chemie) , zuletzt geprüft am 20.08.2020 
9 https://en.wikipedia.org/wiki/F1_score, zuletzt geprüft am 20.08.2020 
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9 Funktionswort 1,000 0,807 0,893 
10 Logischer Operator 1,000 0,981 0,991 
11 Objekt 0,957 0,770 0,854 
12 Person 0,933 0,757 0,836 
13 Präzisierung 0,953 0,944 0,948 
14 Prioritätswort 1,000 0,807 0,893 
15 Prozesswort 0,981 0,828 0,899 
16 Subjekt 0,906 0,887 0,896 
17 Systemkomponente 0,969 0,852 0,907 
18 Vergleichsoperator 0,921 0,904 0,913 
 Durchschnitt 0,944 0,844 0,889 
Tabelle 15: Evaluationsergebnisse der Semantischen Rollenerkennung 
Wie hier zu sehen ist, schneidet die semantische Rollenerkennung mit einem 
durchschnittlichen F1-Maß von 88,9 % sehr gut ab, was die generelle Mach-
barkeit dieses Ansatzes beweist. Am schwächsten schneidet die Erkennung 
von Eigenschaften ab, was auf die geringe Trainingsdatenmenge zurückzufüh-
ren ist. Im Rahmen nachfolgender Arbeiten sollten daher zusätzliche Trai-
ningsdaten erzeugt werden, um zum einen die Genauigkeit zu steigern und zum 
anderen die Übertragbarkeit auf weitere Domänen sicherzustellen. 
Die Regeln für die Erkennung von Elternelementen kann zudem um das Präfix 
„von“ erweitert werden (z.B. „Die Tür von dem Auto“), welche zum Zeitpunkt 
der Evaluation nicht erkannt werden konnten. Durch die Ergänzung dieser Re-
gel, würde das F1-Maß auf über 90% ansteigen und somit die Zuverlässigkeit 
der semantischen Rollenerkennung verbessern. Allgemein ist das trainierte 
NER-Modell noch sehr Fehleranfällig, was durch einen vergrößerten Trai-
ningsdatensatz sicherlich weiter verbessert werden kann. 
Darüber hinaus führen Sonderzeichen zu Fehlern, weshalb diese in einer ver-
besserten Version der semantischen Rollenerkennung vor der Verarbeitung ge-
löscht werden müssen. Zusätzlich zum F1-Maß wurde auch die Geschwindig-
keit evaluiert. Hierzu wurden alle Sätze des Trainingsdatensatzes mit Hilfe des 
SRL untersucht und die dafür notwendige Zeit erfasst. Hierbei ergab sich eine 
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Dur schnittliche Bearbeitungsdauer von ungefähr 10ms auf einem Lenovo P71 
Laptop mit einem Intel Xeon E3-1505M Prozessor, 32 RAM und einer NVI-
DIA Quadro P4000 Grafikkarte. Dies zeigt die Performanz der auf spaCy ba-
sierenden Implementierung, welche neben der Wiederholgenauigkeit maßgeb-
lich für die Praxistauglichkeit verantwortlich ist. 
Für das Training und die Evaluation wurden die in Kapitel 6.1.1 beschriebenen 
Sätze verwendet und mit 20 Epochen trainiert. Hierbei konnte eine Präzision 
von 94,9 %, eine Ausbeute von 94,3 % und ein F1-Maß von 94,6 % erreicht 
werden. Um auch dieses Verfahren auf seine Praxistauglichkeit zu evaluieren, 
wurden auch hierfür alle zur Verfügung stehenden Sätze klassifiziert und die 
Bearbeitungsdauert ermittelt. Hierbei ergab sich eine durchschnittliche Bear-
beitungsdauer von 1,9ms pro Satz, weshalb auch die Textklassifikation als pra-
xistauglich eingestuft werden kann. 
Sowohl die Referenzbeispiele als auch die Vollständigkeitsprüfung hängen 
von der semantischen Rollenerkennung als auch der Textklassifikation ab. Wie 
bereits gezeigt werden konnte, sind beide Verfahren mit einem F1-Maß von 
88,9 % ausreichend zuverlässig. Dementsprechend zuverlässig können dem 
Anwender auch die Hilfestellungen angeboten werden, was entsprechende 
Mehrwerte für den Anwender generiert. Dank der hohen Geschwindigkeit der 
Verfahren, können die Hilfestellungen zudem mit sehr geringer Latenz (ent-
sprechend der Verbindung zum Server) angeboten werden, was auch die Pra-
xistauglichkeit des Verfahrens sicherstellt. 
6.2.2 Integrationsassistent 
Die Kernaufgabe des Dokumentationsassistenten besteht darin, den Anwender 
bei der Dokumentation projektrelevanter Informationen kontextsensitiv zu un-
terstützen, um auch Nicht-Experten zu befähigen vollständige und standardi-
sierte textuelle Beschreibungen zu erstellen (Anforderung 2). Nachfolgend 
wird das in Kapitel 4.2 beschriebene Konzept und die in Kapitel 5.1 beschrie-
bene Implementierung evaluiert. 
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Für die Evaluation der Koreferenz-Auflösung, basierend auf der Bibliothek 
NeuralCoref 4.0, wurde ein Datensatz der Tübinger Universität genutzt TüBa-
D/Z [SFS 18], welcher mit über 39.484 manuell erzeugten Koreferenz-Ketten, 
aus über 3000 unterschiedlichen Dokumenten, annotiert wurde. Da dieser je-
doch in seiner kostenfreien Version nur rein für Forschungszwecke genutzt 
werden darf, wurde zusätzlich ein öffentlich und auch kommerziell nutzbarer 
Datensatz „ParCorFull“10 [Lap 18] verwendet mit ca. 2500 annotierten Kore-
ferenzen. Nachfolgend werden die Testergebnisse der beiden evaluierten Ko-
referenz-Modelle aufgelistet: 
ID Datensatz Präzision Ausbeute F1-Maß 
1 TüBa D/Z 77,57 62,30 69,10 
2 ParCorFull 56,91 46,77 51,34 
Tabelle 16: Evaluationsergebnisse der Mentions-Erkennung 
Wie diese Ergebnisse aufzeigen, kann mit Hilfe des TüBa D/Z Datensatzes ein 
Modell erzeugt werden, welches dem englischen Referenzmodell der Neural-
Coref 4.0 Implementierung mit einem F1-Maß von ca. 70% ebenbürtig ist. Der 
ParCorFull Datensatz schneidet jedoch erheblich schlechter ab. Jedoch reicht 
ein F1-Maß von 70% nicht aus, um mit der nötigen Wiederholgenauigkeit Ko-
referenzen zuverlässig genug zu identifizieren, weshalb zum jetzigen Zeit-
punkt keine umfängliche Automatisierung der Kontextinformationsintegration 
möglich ist. Jedoch kann dieser Ansatz genutzt werden, um zumindest einen 
Teil zu automatisieren, welcher jedoch weiterhin durch Manuelle Kontrollen 
ergänzt werden muss. 
6.2.3 Rechercheassistent 
Die Aufgabe des Rechercheassistenten ist es, die Recherchearbeiten kontext-
sensitiv zu unterstützen. Hierzu werden anhand des aktuellen Kontextes des 
                                                          
10 https://github.com/chardmeier/parcor-full, zuletzt geprüft am 20.08.2020 
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Anwenders, möglicherweise relevante Informationen aus dem Internet ge-
crawlt und dem Anwender zur Integration in das aktuelle Projekt bereitgestellt. 
Ziel der nachfolgenden Evaluation ist die generelle Funktionsprüfung des Kon-
zepts hinsichtlich folgender Fragestellungen: 
• Wie viele der identifizierten Inhalte enthalten relevante Informationen? 
• Wie groß ist die Anzahl neuer Informationen? 
Zur Ermittlung der Relevanz wird an dieser Stelle die TF-IDF Metrik11 ver-
wendet, welche die Nennungshäufigkeit der gefundenen Begriffe und die in-
verse Dokumentenhäufigkeit in denen die jeweiligen Begriffe gefunden wur-
den ins Verhältnis setz: 
Formel 5: 
𝐓𝐅(𝐗) =
𝐻ä𝑢𝑓𝑖𝑔𝑘𝑒𝑖𝑡 𝑑𝑒𝑠 𝑊𝑜𝑟𝑡𝑒𝑠 𝑋 𝑖𝑛 𝐷𝑜𝑘𝑢𝑚𝑒𝑛𝑡 𝐴
𝐺𝑒𝑠𝑎𝑚𝑡𝑧𝑎ℎ𝑙 𝑎𝑙𝑙𝑒𝑟 𝑊𝑜𝑟𝑡𝑒 𝑖𝑛 𝐷𝑜𝑘𝑢𝑚𝑒𝑛𝑡 𝐴
 
𝐈𝐃𝐅(𝐗) =
𝐷𝑜𝑘𝑢𝑚𝑒𝑛𝑡𝑒𝑛𝑎𝑛𝑧𝑎ℎ𝑙 𝑖𝑛 𝑑𝑒𝑛𝑒𝑛 𝑑𝑎𝑠 𝑊𝑜𝑟𝑡 𝑋 𝑣𝑜𝑟𝑘𝑜𝑚𝑚𝑡
𝐺𝑒𝑠𝑎𝑚𝑡𝑧𝑎ℎ𝑙 𝑎𝑙𝑙𝑒𝑟 𝑊𝑜𝑟𝑡𝑒 𝑖𝑛 𝐷𝑜𝑘𝑢𝑚𝑒𝑛𝑡 𝐴
 
Für die Ermittlung dieser Werte wurden drei Beispielsszenarien zu unter-
schiedlichen Produkten definiert und anschließend mit Hilfe der in Kapitel 5.3 
beschriebenen Implementierung ausgeführt. Nachfolgend werden die Produkt-
merkmale der Beispielszenarien aufgeführt: 
Bezeichnung Auto 3D-Drucker E-Commerce App 





• 10000 Produkte 
• Mehrsprachig 
• Ratenzahlung 
Komponenten • Motor Antrieb 
elektrisch 
• Extruder  
                                                          
11 https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfTransfor-
mer.html#sklearn.feature_extraction.text.TfidfTransformer, zuletzt geprüft am 20.08.2020 
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Informationen  • DIN SPEC 
17071 
• GDPR 
Tabelle 17: Beispielszenarien für die Evaluation des Rechercheassistenten 
Basierend auf diesen Beispielszenarien wurde ein Suchdurchlauf mit Hilfe des 
Rechercheassistenten durchgeführt. Die zehn mit Hilfe der TF IDF Methode 
an den höchsten bewerteten Begriffen, wurden nachfolgend hinsichtlich ihrer 
Relevanz und ihres Neuheitsgrades bewertet. Als relevant wurden Begriffe ge-
wertet, welche grundsätzlich mit dem Zielprodukt zu tun haben. Der Neuheits-
grad errechnete sich anhand der Prozentzahl neuer Begriffe innerhalb der rele-




























Relevanz 0,80 0,40 1,00 
































Relevanz 1,00 0,40 1,00 
Neuheitsgrad 1,00 1,00 1,00 
Tabelle 18: Evaluationsergebnisse der Beispielszenarien 
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Wie diese Stichprobe aufzeigt, werden für jedes der Produkte relevante Infor-
mationen identifiziert, von denen in diesem Fall alle neu, also zuvor noch nicht 
in der Datenbank dokumentiert, sind. Letzteres ist jedoch vor allem auf die 
geringe Informationsdichte der Suchanfrage zurückzuführen. Je komplexer die 
bereits dokumentierten Projektinformationen sind, je höher ist die Wahr-
scheinlichkeit, dass der Rechercheassistent Informationen identifiziert, welche 
bereits in der semantischen Datenbank dokumentiert wurden.  
Darüber hinaus bedarf es noch einer ausführlicheren Evaluation des Verfah-
rens, um den tatsächlichen Nutzen der so erhaltenen Ergebnisse bewerten zu 
können. Die Stichprobe zeigt jedoch das Potential einer automatischen Recher-
chefunktion und die grundsätzliche Machbarkeit des Ansatzes. 
6.2.4 Verknüpfungsassistent 
Der Verknüpfungsassistent hat zum Ziel, mögliche noch nicht miteinander ver-
knüpfte Kontextelemente automatisch miteinander zu verknüpfen. Hierdurch 
soll zum einen der damit verbundene manuelle Aufwand reduziert und sicher-
gestellt werden, dass alle zu verknüpfenden Informationen miteinander ver-
knüpft sind. Darüber hinaus, sollen hierdurch mögliche Redundanzen oder 
Konflikte bereits während der Dokumentation neuer Text-Elemente vermieden 
werden. 
Wie in Kapitel 5.4.2 beschrieben wurde, besteht der Verknüpfungsassistent im 
Wesentlichen aus zwei Methoden, einer regelbasierten Erkennung möglicher 
Konflikte und einem Sprachmodell, welches auf die sogenannte Natural Lan-
guage Inference (NLI) Aufgabe trainiert wurde. 
Für die Evaluation der semantischen Konflikterkennung, basierend auf dem 
NLI-Verfahren, wurden mehrere öffentlich zugängliche Datensätze hinsicht-
lich ihrer Anwendbarkeit im Bereich des Anforderungsmanagements evaluiert. 
Hierzu wurde ein englischer Evaluationsdatensatz erzeugt, welcher mögliche 
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Konflikte, Relationspartner oder neutrale Anforderungen und Aufgaben be-
schreibt. Für das Training wurde die Implementierung SemBERT12 verwendet. 
Nachfolgend werden die Testergebnisse folgender Trainingsdatensätze aufge-
führt: 
Datensatz / Label Präzision Ausbeute F1-Maß 
SNLI13 
Konfligierend 0,37 0,81 0,5 
Neutral n.a. n.a. n.a. 
Beinhaltend  0,33 0,26 0,29 
MNLI14 
Konfligierend 0,42 0,21 0,28 
Neutral 0,80 0,09 0,15 
Beinhaltend  0,37 0,83 0,51 
DNLI15 [Wel 18] 
Konfligierend 0,17 0,19 0,18 
Neutral 0,55 0,74 0,63 
Beinhaltend  0,10 0,06 0,07 
Tabelle 19: Evaluationsergebnisse der NLI Klassifikation 
Wie die Ergebnisse aufzeigen, sind die öffentlich zugänglichen Datensätze für 
die Klassifikation von Anforderungssatzpaaren nur bedingt geeignet. Jedoch 
liefert jeder Datensatz für eine der drei Klassen im Schnitt ein F1-Maß von 
über 50% (hier grau hinterlegt), was die generelle Machbarkeit belegt. Bei nä-
herer Betrachtung der Trainingsdatensätze fällt auf, dass die Trainingsbeispiele 
stark personenbezogene sind (siehe Tabelle 20). 
                                                          
12 https://github.com/cooelf/SemBERT, zuletzt geprüft am 20.08.2020 
13 https://nlp.stanford.edu/projects/snli/, zuletzt geprüft am 20.08.2020 
14 https://cims.nyu.edu/~sbowman/multinli/, zuletzt geprüft am 20.08.2020 
15 https://wellecks.github.io/dialogue_nli/, zuletzt geprüft am 20.08.2020 
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Satz 1 Satz 2 Klassifikation 
Ein Mann inspiziert die 
Uniform einer Figur in ei-
nem ostasiatischen Land. 
Der Mann schläft Konfligierend 
Ein älterer und ein jüngerer 
Mann lächeln. 
Zwei Männer lächeln und la-
chen über die auf dem Boden 
spielenden Katzen. 
Neutral 
Ein Fußballspiel mit meh-
reren männlichen Spielern. 
Einige Männer treiben einen 
Sport. 
Beinhaltend 
Tabelle 20: Beispielsätze der NLI-Klassifikationsaufgabe16 
Wie diese Beispiele aufzeigen, ist das Subjekt jedes Satzes eine Person oder 
Personengruppe, hingegen das Subjekt von Anforderungssätzen meist eine 
Systemkomponente oder Funktion darstellen. Dies lässt den Schluss zu, dass 
eine Anpassung der Trainingsdaten zu besseren Ergebnissen führen könnte. 
Zum jetzigen Zeitpunkt jedoch kann mit Hilfe keiner der öffentlich verfügba-
ren Datensätze eine ausreichend genaue Klassifikation vorgenommen werden, 
um dies sinnvoll einsetzen zu können. 
6.2.5 Wiederverwendungsassistent 
Wie auch der Verknüpfungsassistent, nutzt der Wiederverwendungsassistent 
die NLI-Klassifikation zur Identifikation möglicher Relationspartner innerhalb 
bereits abgeschlossener oder parallellaufender Projekte. Siehe daher Kapitel 
6.2.4. 
6.2.6 Änderungsassistent 
Zum Zeitpunkt der Evaluation wurde der Änderungsassistent noch nicht pro-
totypisch realisiert, weshalb dieser im Rahmen dieser Arbeit nicht evaluiert 
werden konnte. 
                                                          
16 https://nlp.stanford.edu/projects/snli/, zuletzt geprüft am 20.08.2020 
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6.3 Abgleich der Anforderungen 
Nachfolgend wird das Konzept hinsichtlich der Erfüllung der in Kapitel 3.8 
abgeleiteten Anforderungen evaluiert: 
Anforderung 1: Das digitale Assistenzsystem muss fähig sein, alle projekt-
relevanten Kontextinformationen zu verwalten. 
Das in Kapitel 4.1 beschriebene Datenmodell ermöglicht es dem Anwender 
alle projektrelevanten Informationen wie Anforderungen, Aufgaben, System-
komponenten oder allgemeine Informationen innerhalb eines Werkzeugs zu 
managen und miteinander zu verknüpfen. Dank der Implementierung in 
Django ist auch die Verwaltung aller Kontextelemente durch den Admin-Mo-
dus17 sehr einfach und intuitiv realisiert. Folglich erfüllt das vorliegende Kon-
zept diese Anforderung. 
Anforderung 2: Das digitale Assistenzsystem sollte Nicht-AM-Experten 
befähigen, textuelle Beschreibungen standardisiert und 
vollständig formulieren können. 
Dank des kontextsensitiven Ansatzes aller Module des Assistenzsystems, wird 
der Anwender in allen anfallenden Aufgaben von der Integration neuer Anfor-
derungsdokumente (Kapitel 4.3), der Dokumentation (Kapitel 4.2) und Ver-
knüpfung (Kapitel 4.5) neuer Kontextelemente, über die unterstützte Tragwei-
tenabschätzung bei möglichen Änderungen (Kapitel 4.7) bis hin zur 
Wiederverwendung bereits dokumentierter Kontextelemente (Kapitel 4.6) in 
neuen oder parallel laufenden Projekten unterstützt. 
Anforderung 3: Das digitale Assistenzsystem sollte fähig sein, Kontextin-
formationen automatisch aus Freitexten zu extrahieren. 
                                                          
17 https://developer.mozilla.org/en-US/docs/Learn/Server-side/Django/Admin_site, zuletzt ge-
prüft am 20.08.2020 
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Mit Hilfe des Integrationsassistenten (Kapitel 4.3), lassen sich Anforderungs-
dokumente unterschiedlicher Formate automatisch in maschinenlesbaren Text 
konvertieren (Kapitel 5.2.1), welcher anschließend automatisch strukturiert 
(Kapitel 5.2.2) und klassifiziert (Kapitel 5.2.3) wird. So wird es möglich Kon-
textinformationen automatisch aus Freitext zu extrahieren und semantische 
miteinander zu verknüpfen. 
Anforderung 4: Das digitale Assistenzsystem sollte fähig sein, mögliche 
Relationen der automatisch extrahierten Kontextinforma-
tionen und der bereits existierenden Kontextelementen zu 
identifizieren. 
Mit Hilfe der Koreferenz-Auflösung (Kapitel 4.3.2) lassen sich auch satzüber-
greifende Relationen von Informationen identifizieren und miteinander ver-
knüpfen. In Kombination mit dem Verknüpfungsassistenten (Kapitel 4.5) bzw. 
dem Wiederverwendungsassistenten (Kapitel 4.6), kann die manuelle Ver-
knüpfung von Kontextelementen bestmöglich unterstützt werden. Darüber hin-
aus, sind beide Assistenten dank der NLI-Funktion in der Lage neben mögli-
chen Relationspartnern auch mögliche Konflikte oder Redundanzen 
automatisch zu identifizieren und reduzieren somit das Risiko vor inkonsisten-
ten Anforderungsdokumentationen. 
Anforderung 6: Das digitale Assistenzsystem sollte dem Anwender die 
Möglichkeit bieten, die Tragweite einer Änderung ganz-
heitlich bewerten zu können. 
Im Rahmen dieser Arbeit wurde mit dem Änderungsassistenten ein Konzept 
entwickelt, welches den Anwender bei der Analyse der möglichen Tragweite 
einer Änderung unterstützt (Kapitel 4.7). Mit Hilfe des beschriebenen Ände-
rungsprozesses, soll der Anwender hinsichtlich der möglichen Schweren der 
geplanten Änderung sensibilisiert werden, wodurch sich der Autor eine Re-
duktion des Änderungsrisikos erhofft. Nachfolgende Arbeiten werden zeigen, 
ob dieses Konzept in der Praxis funktioniert oder nicht. 
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Anforderung 7: Das digitale Assistenzsystem muss fähig sein, alle Projekt-
beteiligten über mögliche Änderungen zu informieren. 
Durch die ganzheitliche Verknüpfung aller Kontextelemente (Kapitel 4.1), 
kann das System recht einfach so gestaltet werden, dass die betroffenen Perso-
nen (z.B. Bauteil- oder Baugruppenverantwortliche) über neue Kontextele-
menten informiert werden können. Vergleichbare Systeme, in denen Informa-
tionen manuell verknüpft werden müssen (z.B. IBM Doors, Jira etc.) können 
Änderungen nur dann sinnvoll kommunizieren, sofern der Autor eines neuen 
Kontextelements, die Verantwortlichen korrekt verknüpft. Da dies vor allem 
bei größeren Projekten jedoch nicht immer gewährleistet werden kann, bietet 
das vorliegende Konzept erhebliche Vorteile gegenüber den etablierten Soft-
warelösungen am Markt. 
Anforderung 8: Das digitale Assistenzsystem sollte fähig sein, bereits do-
kumentierte Informationen dem Anwender kontextsensitiv 
zur Verfügung zu stellen. 
Dank des Ticketbasierten Ansatzes und der beiden Assistenten zur Verknüp-
fung- (Kapitel 4.5) und Wiederverwendung (Kapitel 4.6) von Kontextelemen-
ten, können dem Anwender entsprechend seines aktuellen Kontexts möglich-
erweise relevante Informationen bereitgestellt werden, welche dieser prüfen 
und ggf. integrierten bzw. bearbeiten kann. Somit ist das vorliegende Konzept 
fähig, bereits dokumentierte Informationen kontextsensitiv zur Verfügung zu 
stellen. 
Anforderung 9: Das digitale Assistenzsystem sollte fähig sein, den Anwen-
der aktiv bei der Recherche möglicherweise relevanter In-
formationen zu unterstützen. 
Mit Hilfe des Rechercheassistenten (Kapitel 4.4), bietet das vorliegende Kon-
zept einen Lösungsansatz zur kontextsensitiven und automatisierten Recher-
che im Internet nach möglicherweise relevanten Informationen. 
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Abschließend lässt sich somit zusammenfassen, dass das vorliegende Konzept, 
alle in Kapitel 3.8 abgeleiteten Anforderungen erfüllt. 
6.4 Fazit 
Ziel der vorliegenden Arbeit ist die Entwicklung eines Assistenzsystems zur 
kontextsensitiven Unterstützung des anforderungsbasierten Wissensmanage-
ments. Wie in Kapitel 1.1 beschrieben widmet sich die vorliegende Arbeit drei 
übergeordneten Forschungsfragen, deren Zielerfüllung nachfolgend diskutiert 
wird: 
Forschungsfrage 1: Wie lassen sich die Methoden des Anforderungsmana-
gements besser in Unternehmensprozesse integrieren? 
Das vorliegende Konzept adressiert diese Forschungsfrage durch eine ganz-
heitliche Dokumentation und Verknüpfung aller projektrelevanten Informati-
onen (Kontextelemente) miteinander sowie die kontextsensitive Unterstützung 
des Recherche-, Wiederverwendungs- und Änderungsprozesses. Mit Hilfe die-
ses Ansatzes soll es auch Nicht-Experten ermöglicht werden alle für sie rele-
vanten Anforderungen und Informationen erzeugen und verwalten zu können 
ohne hierfür komplexe Werkzeuge nutzen zu müssen, welche zusätzlich Schu-
lungen erforderlich machen würden. Durch diesen Ansatz wird eine überwie-
gend unsichtbare Integration der Anforderungsmanagement-Methoden er-
zwungen, welche jedoch mehr Arbeit abnehmen als erzeugen soll. Somit liefert 
das vorliegende Konzept eine mögliche Antwort auf Forschungsfrage 1. 
Forschungsfrage 2: Wie lassen sich alle projektrelevanten Informationen 
automatisiert miteinander semantisch verknüpfen? 
Um im Falle einer Änderung alle möglichen Interdependenzen automatisiert 
erkennen und analysieren zu können, bedarf es einer ganzheitlichen Verknüp-
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fung aller projektrelevanten Informationen (Kontextelemente). Das vorlie-
gende Konzept nutzt hierzu die Verknüpfungs- und Wiederverwendungsassis-
tenten, um den Anwender bei der Verknüpfung aller Kontextelemente unterei-
nander zu unterstützen. Dank des Dokumentationsassistenten, können 
mögliche Abhängigkeiten bereits während der Dokumentation identifiziert 
und verknüpft werden. Durch dieses Verfahren werden die mit der Verknüp-
fung verbundenen manuellen Aufwände auf ein Minimum reduziert und eine 
ganzheitliche Verknüpfung aller Kontextelemente sichergestellt. Darüber hin-
aus, ist das Konzept dank der Natural Language Interference (NLI) Methode 
in der Lage mögliche Redundanzen, potenzielle Konflikte oder semantische 
Abhängigkeiten zu identifizieren ohne umfangreiche und domänenspezifische 
Ontologien. Somit liefert die vorliegende Arbeit auch eine mögliche Antwort 
auf Forschungsfrage 2. 
Forschungsfrage 3: Wie lässt sich die Wiederverwendung bereits digital 
dokumentierter Informationen verbessern? 
Eine der größten Herausforderungen vieler Unternehmen ist die Wiederver-
wendung bereits dokumentierter Informationen – sozusagen dem digitalen Er-
fahrungswissen des Unternehmens. Mit Hilfe des Verknüpfungs- und Wieder-
verwendungsassistenten liefert vorliegende Konzept einen Lösungsansatz für 
Forschungsfrage 3, um bereits dokumentierte Kontextelemente dem Benutzer 
kontextsensitiv bereitzustellen. So können zum einen Redundanzen vermieden 
werden und zum anderen mögliche Zusatzinformationen aus bereits vergange-
nen oder parallellaufenden Projekten kontextsensitiv bereitgestellt werden. 
Dies ermöglicht es dem Anwender, neben der Konflikterkennung, mögliche 
für das aktuelle Projekt relevante Informationen wiederzuverwenden und so-
mit wertvolles Wissen nachhaltig zu nutzen und die mit den ansonsten notwen-
digen Aufwänden zur Neuentwicklung zu reduzieren.  
Wie die zuvor vorgestellten Ergebnisse aufzeigen, kann die generelle Mach-
barkeit des vorgestellten Konzepts gezeigt werde, auch wenn zum jetzigen 
Zeitpunkt nicht alle Funktionen ihr vollständiges Potential ausschöpfen. Folg-
lich können auch die initial definierten Ziele (Forschungsfragen) dieser Arbeit, 
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als grundsätzlich beantwortet betrachtet werden. Nachfolgende Arbeiten – da-
runter die fortlaufenden Arbeiten des Projektes DAM4KMU – werden jedoch 
noch zeigen müssen, wie praxistauglich die in dieser Arbeit entwickelten An-
sätze und Konzepte sind. 
  





7 Zusammenfassung und Ausblick 
7.1 Zusammenfassung 
Die vorliegende Arbeit hat zum Ziel, ein digitales Assistenzsystem zur kon-
textsensitiven Unterstützung des anforderungsbasierten Wissensmanagements 
vorrangig für kleine und mittelständische Unternehmen (KMU) zu entwickeln 
und mit Hilfe des Stands der Technik, prototypisch zu implementieren und 
evaluieren.  
Die Arbeit stellt ein Konzept vor, bestehend aus sechs Modulen, welche den 
Anwender bei der Dokumentation, Integration, Verknüpfung, Änderung, Wie-
derverwendung als auch der Recherche textueller Beschreibungen kontextsen-
sitiv unterstützt. 
Der sogenannte Dokumentationsassistent ist in der Lage, Informationen aus 
textuellen Beschreibungen automatisch zu analysieren und semantisch mitei-
nander zu verknüpfen. Dies reduziert zum einen den manuellen Aufwand, wel-
cher mit dem Verknüpfen von Informationen verbunden ist und ermöglicht 
zum anderen, automatische Vollständigkeitsprüfungen durchzuführen, welche 
wiederum die Standardisierung textueller Beschreibungen fördern. 
Mit Hilfe des Integrationsassistenten wird der Anwender bei der Integration 
von Informationen aus Dokumenten (z.B. Lasten oder Pflichtenhefte), in die 
bereits bestehende Datenbank unterstützt. Mit Hilfe eines webbasierten Dia-
logsystems, wird der Anwender bei der Prüfung und Freigabe der automatisch 
identifizierten Informationen unterstützt und spart somit wertvolle Zeit. 
Um auch möglicherweise bisher nicht berücksichtigte Aspekte zu erkennen, 
unterstützt der Rechercheassistent durch eine automatische und kontextsen-
sitive Suchfunktion basierend auf der Google-Such-API. Ziel der Suche, ist die 
Identifikation möglicher noch nicht berücksichtigter Systemkomponenten, Ei-
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genschaften oder Normen. Ähnlich der Werbeeinblendungen im Internet, wer-
den dem Anwender daher möglicherweise relevante Suchergebnisse kontext-
sensitiv bereitgestellt, was mögliche Innovationen oder möglicherweise noch 
nicht berücksichtigte Aspekte in das laufende Projekt einbringen soll. 
Um bei der Erstellung oder Integration neuer Informationen, mögliche Redun-
danzen, Relationspartner oder potentielle Konflikte möglichst zeitnah identifi-
zieren zu können, wurde das Konzept des Verknüpfungsassistent entwickelt. 
Mit Hilfe vortrainierter Sprachmodelle, können Ähnlichkeiten oder mögliche 
Konflikte auch ohne den Einsatz von Ontologien identifiziert werden. Dieses 
Verfahren reduziert den manuellen Aufwand, welcher bei der Erstellung einer 
domänenspezifischen Ontologie andernfalls notwendig wäre und reduziert so-
mit die Kosten für die anwendenden Unternehmen. 
Um bereits dokumentiertes Wissen aus vorangegangenen oder parallellaufen-
den Projekten auch für neue Projekte verfügbar zu machen, sieht das Konzept 
einen Wiederverwendungsassistenten vor. Basierend auf der Logik des Ver-
knüpfungsassistenten, wird kontextsensitiv nach möglichen Redundanzen oder 
Relationspartnern innerhalb anderer Projekte gesucht. Die Ergebnisse werden 
dem Anwender anschließend inkl. aller Kinder und Kindeskinder zur Prüfung 
und Integration angeboten. Anschließend kann der Anwender wähle, ob er eine 
Kopie erstellen oder das gleiche Kontextelement referenzieren möchte. Dies 
steigert zum einen den projektübergreifenden Wissensaustausch als auch die 
nachhaltige Nutzung von Wissen, was potentiell Kosten und Zeit erspart. 
Das letzte Modul, widmet sich der Unterstützung bei der Abschätzung mögli-
cher Risiken bei der Durchführung von Änderungen. Der sogenannte Ände-
rungsassistent versucht anhand der Relationspartner des betroffenen Kon-
textelements, anhand deren Relationspartner, des Status und der ggf. damit 
verbundener Kosten, eine mögliche Tragweite der Änderung abzuschätzen. 
Die Ergebnisse werden dem Anwender bereitgestellt, um die finale Bewertung 
des Risikos der geplanten Änderung bewerten zu können und ggf. Maßnahmen 
zu ergreifen. So sollen mögliche Fehler durch unbedachte Änderungen vermie-
den werden. 
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Im Rahmen der Evaluation der prototypischen Implementierung des Konzepts, 
wird aufgezeigt, dass die Thesen des vorliegenden Konzepts technisch reali-
siert und damit entsprechende Mehrwerte für die Anwender generieren werden 
können. 
7.2 Ausblick 
Im Rahmen dieser Arbeit wurde aufgezeigt, dass die wesentlichen Funktionen 
des in Kapitel 4 beschriebenen Konzepts, mit Hilfe aktueller computerlinguis-
tischer Verfahren realisiert werden können. Wie die Evaluation aufzeigt, be-
steht jedoch noch Handlungsbedarf, um die entwickelten Konzepte praxistaug-
lich zu machen. Das Projekt DAM4KMU wird zeigen, welche Teile des 
Konzepts ihren Weg in die Praxis finden werden. Nachfolgend werden mögli-
che Potenziale welche im Rahme der Evaluation aufgedeckt wurden zusam-
mengefasst: 
Semantische Rollenerkennung: Die semantische Rollenerkennung ist die 
wichtigste Funktion dieses Konzepts. Mit einem F1-Maß von durchschnittlich 
88,9%, trotz vergleichsweise kleiner Trainingsdatenmengen für die NER-Er-
kennung, stellt dies ein sehr gutes Ergebnis dar. Auch die rein regelbasiert er-
kannten semantischen Rollen werden mit einem F1-Maß von über 85% er-
kannt. Jedoch sind 15% Fehlerquote noch ein zu hoher Faktor, um ein 
derartiges System vollständig automatisiert zur Integration und Verknüpfung 
von Anforderungsdokumenten zu verwenden. Der Autor empfiehlt daher die 
Weiterentwicklung der Trainingsdatensätze zum Training des NER-Modells, 
sowie eine kontinuierliche Verbesserung der regelbasierten Rollenerkennung. 
Autovervollständigung: Der in dieser Arbeit zum Einsatz kommende Ansatz 
der Autovervollständigung nutzt noch nicht alle Potentiale des aktuellen 
Stands der Technik. Wie Demonstrationen des Sprachmodells GPT21 ein-
drucksvoll veranschaulichen, sind vortrainierte Sprachmodelle in der Lage 
                                                          
1 https://anotherdatum.com/gpt-2.html, zuletzt geprüft am 20.08.2020 
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auch komplexe Sätze automatisch zu erzeugen und somit auch domänenüber-
greifend adäquate Wort- und Satzvorschläge zu generieren. 
Natural-Language-Interference: Wie die in Kapitel 5.4 evaluierten Trai-
ningsdatensätze aufzeigen, sind öffentlich zugängliche Datensätze noch nicht 
zur automatischen Erkennung semantischer Konflikte von Anforderungs-Satz-
paaren geeignet. Wie die Analyse der Datensätze aufzeigt, sind die meisten 
Datensätze vor allem mit Personen oder Personengruppen als Subjekt formu-
liert worden, jedoch nur selten mit Gegenständen, Funktionen oder Geräten als 
Subjekt. Da die für die sinnvolle Anwendbarkeit notwendigen Datensätze je-
doch sehr groß sind, konnte im Rahmen dieser Arbeit kein an den Anwen-
dungsfall des Anforderungsmanagements übertragener Datensatz erzeugt wer-
den. Nachfolgende Arbeiten könnten sich daher mit der Anpassung dieser 
Datensätze an die Domäne des Anforderungsmanagements befassen und die 
aufgezeigten Potenziale voraussichtlich drastisch verbessern. 
Rechercheassistent: Das im Rahmen dieser Arbeit vorgestellte Konzept zur 
automatischen Rechercheunterstützung, stützt sich auf die automatische Infor-
mationssuche basierend auf einzelnen Stichworten. Durch dieses Verfahren 
werden zwar viele neue Informationen gefunden, welche jedoch nicht alle re-
levant oder innovationshebend sind. Nachfolgende Arbeiten könnten versu-
chen, den kompletten Kontext der projektrelevanten Dokumentation zu ver-
wenden, um auch kontextbezogene Informationen besser extrahieren und dem 
Anwender zur Verfügung zu stellen. 
7.3 Summary 
The aim of this thesis is to develop a digital assistance system for the context-
sensitive support of a requirements-based knowledge management primarily 
for small and medium-sized enterprises (SME) and to implement and evalu-
ate it prototypically with the help of state-of-the-art technology.  
The thesis presents a concept consisting of six modules, which supports the 
user in documentation, integration, linking, modification, reuse and research 
of textual descriptions in a context sensitive way. 
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The so-called documentation assistant is able to automatically analyze in-
formation from textual descriptions and to link them semantically. On the one 
hand, this reduces the manual effort involved in linking information and, on 
the other hand, enables automatic completeness checks to be carried out, 
which in turn promotes the standardization of textual descriptions. 
With the help of the integration assistant, the user is supported in the inte-
gration of information from documents (e.g. requirements or specifications) 
into the existing database. With the help of a web-based dialogue system, the 
user is supported in checking and releasing the automatically identified infor-
mation, thus saving valuable time. 
In order to also recognize aspects that may have been ignored up to now, the 
research assistant supports the user with an automatic and context-sensitive 
search function based on the Google search API. The aim of the search is to 
identify possible system components, properties or standards that have not 
yet been considered. Similar to advertising on the Internet, the user is there-
fore provided with context-sensitive search results, which are intended to in-
troduce possible innovations or aspects not yet considered into the current 
project. 
In order to be able to identify possible redundancies, relation partners or po-
tential conflicts as quickly as possible when creating or integrating new infor-
mation, the concept of the link assistant was developed. With the help of 
pre-trained language models, similarities or potential conflicts can be identi-
fied even without the use of ontologies. This procedure reduces the manual 
effort that would otherwise be necessary when creating a domain-specific on-
tology and thus reduces the costs for the applying companies. 
In order to make already documented knowledge from previous or parallel 
projects available for new projects, the concept includes a reuse assistant. 
Based on the logic of the link assistant, a context-sensitive search for possible 
redundancies or relation partners within other projects is carried out. The re-
sults are then offered to the user including all children and grandchildren for 
checking and integration. The user can then choose whether to create a copy 
or reference the same context element. This increases both the cross-project 
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exchange of knowledge and the sustainable use of knowledge, which poten-
tially saves time and money. 
The last module is dedicated to supporting the assessment of possible risks 
during the implementation of changes. The so-called change assistant at-
tempts to estimate the possible consequences of the change by means of the 
relation partners of the affected context element, their relation partners, the 
status and the costs that may be involved. The results are made available to 
the user so that he can evaluate the final assessment of the risk of the planned 
change and take measures if necessary. In this way, possible errors caused by 
careless changes are to be avoided. 
In the course of the evaluation of the prototypical implementation of the con-
cept, it is shown that the theses of the present concept can be technically real-
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Abbildung 50: Aufgaben-Satzschablonen und deren Objektreferenzen 
ID Name 
Anf. 1 Subjekt-Schablone (angelehnt an [SOP 13]) 
 
Anf. 2 Objekt-Schablone 
 
Anf. 3 Akteur-Schablone 
 
Anf. 4 Funktionale Anforderungsschablone ohne Bedingung 
[SOP 13] 
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Anf. 5 Funktionale Anforderungsschablone mit Bedingung 
[SOP 13] 
 
Anf. 6 Nicht-Funktionale Anforderungsschablone ohne Bedin-
gung [SOP 13] 
 
Anf. 7 Nicht-Funktionale Anforderung Eigenschaftsmaster 
[SOP 13] 
 
Anf. 8 Prozessmaster [SOP 13] 
 
Anf. 9 Umgebungsmaster [SOP 13] 
 
 
Anf. 10 „Falls“ Bedingungsschablone [SOP 13] 
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Anf. 11 „Sobald“ Bedingungsschablone [SOP 13] 
 
Anf. 12 „Solange“ Bedingungsschablone [SOP 13] 
 
Tabelle 21: Anforderungs-Satzschablonen und deren Objektreferenzen 
9.2 Logische Operatoren 
Nachfolgend sind alle logischen Operatoren1 aufgelistet, welche automatisch 
durch die semantische Rollenerkennung erkannt werden. 
„größer“, „>“, „kleiner“, „<“, „gleich“, „=“, „==“, „ungleich“, „!=“, „größer 
gleich“, „>=“, „kleiner gleich“, „<=“, „und“, „&“, „&&“, „oder“, „|“, „||“ „zwi-
schen“ 
                                                          
1 https://de.wikipedia.org/wiki/Logischer_Operator 
