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In a recent paper [3], Schuur proved that if a(t), b(t), and c(t) are continuous 
real-valued functions on [0, co), and if there are constants (Y < /I such that 
where rI , y2 , and r2 are the roots of the equation 
Y2 + u(t) Y2 + b(t) Y  + c(t) = 0, 
then the equation 
x#’ + u(t) x” + b(t) x’ + c(t) x = 0 (1) 
has a solution of the form x(t) = X(O) exp@ z(s) ~2.~1 on [0, co) where 
a! < x(t) < p on [0, co). Schuur’s proof of this result employs the topological 
methods of Waiewski. 
Equation (1) is said to be disconjugate on an interval in case any nontrivial 
solution has at most two zeros on the interval, counting multiplicities. In 
this paper we shall show that with the above hypotheses (1) has two linearly- 
independent solutions of the above form. The existence of two positive 
linearly-independent solutions in itself is not enough to imply disconjugacy; 
however, in this case we shall show that (1) is also disconjugate on [0, co). 
Our method consists of reducing (1) to a nonlinear second-order equation 
by the substitution z = xl/x and using results concerning the existence of 
solutions for boundary-value problems for second-order equations. This 
method allows us to obtain additional disconjugacy results which involve 
inequalities satisfied by the coefficient functions in (1). 
We now consider the second-order equation 
x” = f(t, x, x’), (2) 
in which we assume f(t, x, x’) is continuous on 
s = {(t, x, x’) : t > 0, ) x 1 + 1 x’ 1 < al}. 
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A function a(t) E C@)[a, b] will be called a lower solution of (2) on [a, b] 
in case c? >f(t, LY, (L’) on [a, b]. Similarly, /3(t) E P2)[a, b] will be called an 
upper solution of (2) on [a, b] in case /3” < f(t, /3, /3’) on [a, b]. 
The functionf(t, x, x’) is said to satisfy a Nagumo condition on the set 
E = ((t, x) : a < t < b, a(t) < x < /3(t)}, 
where a(t), /3(r) E C[a, b], in case there is a positive continuous function 
h(s) such that 
If@, x, 41 G h(l x’ I) 
for all (t, X) E E, 1 x’ ] < oc), with 
I 
m s ds 
1 h(s) > max /3(t) - min o(t) 
and 
h = max 
[ 
I 44 - &)I __ 6-u 
I BW - +)I . 
’ b-u 1 
The following theorem is a restatement of Theorem 3.1 of [2]: 
THEOREM 1. Assume that there exists a lower solution a(t) and an upper 
solution p(t) of (2) on [a, b] such that a(t) < p(t) on [a, b], and assume that 
f(t, x, x’) satisfies u Nugumo condition with respect to the pair a(t), p(t). Then 
for any c, d with a(u) < c < /3(a), a(b) < d < /3(b), the boundary-wake 
problem 
X” = f(t, x, x’), x(u) = c, x(b) = d 
has a solution x(t) E C@)[u, b] with a(t) < x(t) < /3(t) on [a, b]. Furthermore, 
for my sozuttin x(t) E C’ya, b] with a(t) < x(t) Q ,9(t) on [a, b], I x’(t)] is 
bounded on [a, b] with the bound depending only on a(t), p(t), and the fin&ion 
h(s) of the Nugumo condition. 
THEOREM 2. Assume that there exists a lower solution a(t) and an upper 
solution p(t) of (2) on [0, co) with a(t) < /3(t) on [0, co), and assume that 
f(t, x, x’) satisfies a Nugumo condition with respect to the pair a(t), p(t) on each 
inter4 [0, t,,], to > 0. Then for any c with a(O) 9 c < /I(O) the boundury- 
value problem 
X” = f(t, x, x’), x(0) = c 
has a solution x(t) E U2)[0, a) with a(t) < x(t) < p(t) on [0, co). 
Proof. Let or(O) < c < /I(O) be given and select any sequence (d,} with 
a(n) < d,, < /3(n) for each integer n > 1. Then by Theorem 1 there is, for 
each integer n > 1, a solution x,(t) E C(s)[O, n] with ~~(0) = c, x,(n) = d, , 
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and a(t) < I < B(t) on [0, n]. Furthermore, for n > m 2 1, s%(t) is 
a solution on [0, m] and the derivatives x:(t), xi(t) are uniformly-bounded 
on [0, m] for n 3 m. Thus, there is a subsequence of the sequence {am} 
which converges uniformly to a solution of (2) on [0, m]. By familiar 
diagonalization arguments it follows that there is a subsequence which 
converges uniformly to a solution x(t) on each compact subinterval of [0, co). 
Obviously this solution satisfies the conditions x(0) = c, a(t) < x(t) < /3(t). 
The substitution z = X’/X transforms (1) into the nonlinear equation 
zv = -322’ - u(t) z’ - (9 + a(t) 22 + b(t) z + c(t)) 
= g(t, z, z’). (3) 
Clearly x(t) is t solution of (1) having no zeros on [0, co) if and only if 
44 = (4 exp& ( ) d 1 z s s w h ere c # 0 is a constant and z(t) is a solution of 
(3) on LO, a). 
THEOREM 3. Assume that a(t) is a lower solution and /3(t) an upper solution 
of (3) on a subinteroal I of [0, CO) with a(t) < /?(t) on I. Then (1) has two 
linearly-independent solutions having no zeros on I and (1) is disconjugate on I. 
Proof. We shall give the proof for the case where I = [0, CO) since 
similar arguments apply to any subinterval. First, we note that for any 
t, > 0, g(t, a, z’) satisfies a Nagumo condition on [0, t,,] with respect to the 
pair a(t), /l(t). It follows from Theorem 2 that (3) has a solution q(t) with 
z,(O) = /3(O) and a(t) < zl(t) < /3(t) on [0, co). Since initial value problems 
for (3) have unique solutions, it follows from Lemma 2.4 of [2] that 
a(t) < q(t) on [0, co). 
This argument can be repeated using a(t) as a lower solution and q(t) as 
an upper solution. We conclude that there is a solution z2(t) of (3) with 
~~(0) = ~(0) and a(t) d z2(t) < xl(t) d p(t) 0~ [0, co). Let yl(t) and y2(t) 
be the solutions of (1) defined by yi(t) = exp[JO x6(s) ds]. Then yi(t) > 0 on 
[0, a) for i = 1,2, y,(O) = ~~(0) = 1, y;(O) = p(O), and y:(O) = or(O). 
Thus yl(t) and yz(t) are positive linearly-independent solutions of (1) on 
P, co>. 
Using the procedure for reducing the order of a linear equation when 
a solution is known and using the fact that yl(t) and yz(t) are solutions of (I), 
we find that for any fixed t, > 0, y3(t) = yz(t) u(t) is a solution of (1) where 
w(t) = I:, 4W2(4 4 
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A(t) = exp [ - /lo [3.G) + 441 ds] . 
From this it follows that y3(t,,) = y;(t,) = 0 and yl(t,,) = yz(to)/o(to) > 0. 
Hence, ya(t) is a positive multiple of the Cauchy function at t = t, . Since 
w(t) > 0 for t > t, , w(t) < 0 for t < t, and w(t) > 0 for t > 0, it follows 
that ys(t) > 0 on [0, co) except at t = t, . It follows from Theorem 2 of [I] 
that (1) is disconjugate on [0, co). 
THEOREM 4. If there exist constants OL < /3 sub that 
P3 + 4) B” + b(t) B + ~0) < 0 
and 
a3 + a(t) ~2 + b(t) LY + c(t) >, 0 
on [0, co), then (1) has two positive linearly-independent solutions on [0, 00) 
and (1) is disconjugate on [0, co). 
Proof. From the stated inequalities it follows that /3(t) = /3 is an upper 
solution of (3) and a(t) = 01 is a lower solution of (3) on [0, co). The result 
then follows from Theorem 3. 
THEOREM 5. If there is a 6 > 0 such that 
44 + (t + 6) 4 < 0 
and 
(t + 8) a(t) + (t + aI3 c(t) 2 3 
on [0, clo), then (1) has two positiwe Zimarly-independent solutions on [0, m) 
and is disconjugate on [0, ~0). 
Proof. In this case p(t) = l/(t + 6) is an upper solution of (3) and 
a(t) = -l&t + S) is a lower solution of (3) on [0, co). 
Various other conditions for disconjugacy on finite or infinite intervals 
can be obtained by seeking other pairs of upper and lower solutions of (3). 
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