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a b s t r a c t
The constraint that a covariance matrix must be positive definite presents difficulties for
modeling its structure. Pourahmadi (1999, 2000) [18,19] proposed a parameterization
of the covariance matrix for univariate longitudinal data in which the parameters are
unconstrained, which is based on the modified Cholesky decomposition of the covariance
matrix. We extend this approach to multivariate longitudinal data by developing a
modified Cholesky block decomposition that provides an alternative unconstrained
parameterization for the covariance matrix, and we propose parsimonious models
within this parameterization. A Fisher scoring algorithm is developed for obtaining
maximum likelihood estimates of parameters, assuming that the observations are
normally distributed. The asymptotic distribution of the maximum likelihood estimators
is derived. The performance of the estimators for finite samples is investigated by
simulation and compared with that of estimators obtained under a separable (Kronecker
product) covariance model. Estimation and model selection are illustrated using bivariate
longitudinal data from a study of poplar growth.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Consider a multivariate longitudinal setting in which J continuous attributes are observed on each of N subjects at each
of T measurement times. Assume that the measurement times are common across subjects, but not necessarily equally-
spaced. Initially, we also assume that there are no missing observations. Let Yit = (Yit,j) represent the J × 1 vector of
attributesmeasured on subject i at time t , and put Yi = (Y′i1, Y′i2, . . . , Y′iT )′. Wemay also observe a p×1 vector of covariates,
xit = (xit,l), on subject i at time t . The covariates may include the time of measurement, other time-dependent covariates
(such as the subject’s weight), and time-independent covariates (such as the subject’s gender).
Suppose that wewish to specify and fit to the data amodel that describes how the attributes are related to the covariates,
and that also accounts for possible dependence among contemporaneously measured attributes on the same subject and
possible temporal dependence among attribute measurements at different times on the same subject. In some instances,
we may have no real interest in modeling the dependence structure, but are interested only in the effects of covariates
on the attributes’ mean structure. In such settings, we may analyze the data via a standard MANOVA based on the doubly
multivariate model of Timm [24], so named because the elements of Yi correspond to attribute-time combinations. In that
model, the common covariance matrix, 6 ≡ var(Yi), is left completely unstructured, its only constraint being that it is
positive definite. In other cases, we may wish to fit one or more parsimonious models to the covariance structure, in hopes
of achieving either greater statistical efficiency for mean structure estimation or a better understanding of the covariance
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structure for its own sake.Most of the literature onmultivariate longitudinal data has focused on three types of parsimonious
covariance structures: (1) those that arise frommultivariate random effects models [1,2,10,14,20], (2) separable (Kronecker
product) structures [5,8,13,15,21,23], and (3) multivariate antedependent (Markov) structures [4,7,11,12,25].
Attempts to model the covariance structure of multivariate longitudinal data parsimoniously can present difficulties
because the positive-definiteness requirement for the covariance matrix may impose complicated nonlinear constraints on
the parameters. However, Pourahmadi [18,19] proposed a parameterization of the unstructured covariance matrix based
on the modified Cholesky decomposition that removes this obstacle. The decomposition is of the form T6T′ = exp(logD),
where T is a lower triangular matrix with ones on the main diagonal and D is a diagonal matrix with positive diagonal
elements. The non-trivial elements of T and logD are unconstrained, hence they can be modeled parsimoniously without
regard to constraints. (The fact that the diagonal elements of D are not completely unconstrained is the reason why we
write T6T′ in terms of logD rather than D.) Furthermore, they have meaningful interpretations as, respectively, negatives
of autoregressive coefficients in the linear least-squares prediction of each element of Yi based on all elements listed above
it, and logarithms of the corresponding prediction error variances. In a univariate longitudinal context, the elements of Yi
are strictly time-ordered, so these interpretations may help to suggest parsimonious models (e.g. stationary autoregressive
models) for the non-trivial elements of T and logD. For multivariate longitudinal data, however, some consecutive elements
of Yi correspond to contemporaneousmeasurements of distinct attribute variables, so that Pourahmadi’s modified Cholesky
decomposition is not particularly suitable as it stands.
This article introduces an alternative parameterization, which is an extension of Pourahmadi’s, that is well-suited to
multivariate longitudinal data in the sense that its parameters can be interpreted and modeled in ways that are natural for
such data.We introduce this extension, whichwe call themodified Cholesky block decomposition, in the next section. There,
we also propose a class of unconstrained parsimonious linear models for the parameters of the decomposition. In Section 3,
we develop a Fisher scoring algorithm for obtaining maximum likelihood estimates of parameters for the parsimonious
models under normality, and we establish consistency and asymptotic normality of the estimators. A simulation study of
the performance of the estimators for finite samples is presented in Section 4. Section 5 applies themethodology to bivariate
longitudinal data from a study of poplar growth. Section 6 is a brief discussion. Proofs and detailed derivations are provided
in appendices, which may be found in the supplementary file.
2. Modeling the covariance matrix
2.1. Classical model with an unstructured covariance matrix
The classical normal multivariate regression model for multivariate longitudinal data assumes that (a) the entire
collection of attribute measurements is jointly normally distributed; (b) attribute measurements from different subjects,
regardless of time of measurement, are independent; (c) the mean vector for the attribute measurements on a given
subject may vary across subjects, but the covariance matrix of attribute measurements on a given subject is common across
subjects. Denote the common covariancematrix by6. Under this model,6 is unstructured, i.e. no structure (beyond positive
definiteness) is imposed on it. On the other hand, the classicalmodelmay impose further structure on themeans. Specifically,
it is assumed that
E(Yit,j) = x′itβj (1)
where βj = (β1j, β2j, . . . , βpj)′ is a vector of unknown unconstrained parameters. This last assumption specifies not only
that the mean of an observation is given by a linear parametric function, but also that the mean is a function of the same
vector of covariates across all J attributes (though the corresponding vector of parameters may differ across attributes).
Specific examples of this mean structure, in the case where time of measurement is the only observed covariate, include the
polynomial time trend model
E(Yit,j) = β1j + β2jt + · · · + βpjtp−1
and the saturated model
E(Yit,j) = βtj.
Writing
Xi =

IJ ⊗ x′i1
IJ ⊗ x′i2
...
IJ ⊗ x′iT
 and β =

β1
β2
...
βJ
 , (2)
we may summarize the classical model as follows:
Yi ∼ independent N(Xiβ,6), i = 1, . . . ,N. (3)
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In general, maximum likelihood estimates (mles) of β and 6 under this model must be obtained by numerical methods.
An exception occurs when the mean is saturated, in which case the mles are given by the well-known quantities
β = 1
N
N
i=1
Yi = Y, 6 = 1N
N
i=1
(Yi − Y)(Yi − Y)′.
2.2. Unconstrained parameterization of a covariance matrix
As noted in the Introduction, it may often be of interest to model the JT × JT covariance matrix 6 in terms of fewer
parameters than the JT ( JT + 1)/2 distinct elements of an unstructured covariance matrix, but this can be practically
difficult because of the constraint that the covariance matrix be positive definite. In this subsection, we show that 6 may
be reparameterized in terms of unconstrained parameters, and that these parameters have meaningful interpretations
particularly well-suited to parsimoniousmodeling of multivariate longitudinal data.We begin by presenting a theorem that
yields the desired reparameterization. The theorem extends the modified Cholesky decomposition for matrices with scalar
elements to matrices whose elements are blocks. For the purposes of the theorem and subsequent reference, we define a
block unit lower triangular matrix of order ( J, T ) as a JT × JT matrix A = (Aij) whose J × J blocks {Aij} satisfy Aii = I for
i = 1, . . . , T and Aij = 0 for j > i = 1, . . . , T . The proof of the theorem proceeds along the same lines as the proof of the
modified Cholesky decomposition theorem for matrices with scalar elements; see, for example, [9, pp. 228–229].
Theorem 2.2.1 (Modified Cholesky Block Decomposition Theorem). Let
6 =

611 612 · · · 61T
621 622 · · · 62T
...
...
. . .
...
6T1 6T2 · · · 6TT

be a JT × JT symmetric positive definite matrix, where the 6ij’s are J × J matrices. Then there exist a unique block unit lower
triangular matrix of order (J, T ),
T =

I 0 0 · · · 0
T21 I 0 · · · 0
T31 T32 I · · · 0
...
...
. . .
. . .
...
TT1 TT2 · · · TT ,T−1 I
 ,
and a unique block diagonal matrix,
D =

D1 0 · · · 0
0 D2 · · · 0
...
...
. . .
...
0 0 · · · DT
 ,
with positive definite on-diagonal J × J blocks, such that T6T′ = D. Furthermore, T is nonsingular, and its inverse is also block
unit lower triangular of order ( J, T ). Together, T and D are called the order ( J, T )modified Cholesky block decomposition of 6.
Now consider the covariance matrix 6 of (3). By Theorem 2.2.1, a unique block unit lower triangular matrix T of order
( J, T ) and a unique block diagonal matrix D with positive definite on-diagonal J × J blocks D1, . . . ,DT exist such that 6
satisfies
T6T′ = D, (4)
or equivalently,
6 = T−1D(T′)−1. (5)
The below-diagonal blocks of T and the on-diagonal blocks of D have a total of T (T − 1)J2/2+ TJ(J + 1)/2 = TJ(TJ + 1)/2
nonredundant elements, matching the number of nonredundant elements in 6. Therefore, we may reparameterize 6 in
terms of the nonredundant elements of the nontrivial (non-null and non-identity) blocks of T and D. The below-diagonal
blocks of T (and of T−1) are unconstrained, but the on-diagonal blocks of D are constrained to be positive definite. To
eliminate these remaining positive definiteness constraints, we apply the special case of Theorem 2.2.1 in which the blocks
are scalars to each on-diagonal block of D. Accordingly, there exist unique J × J matrices Tt and Dt such that
Dt = TtDtT′t for t = 1, 2, . . . , T ,
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where Tt = (τt,jl) is unit lower triangular and Dt = diag(δt1, δt2, . . . , δtJ)with δtj > 0 for j = 1, . . . , J . Then, we have
D = TDT′ (6)
and
D = T−1D(T′)−1, (7)
where T = diag(T1, T2, . . . , TT ) and D = diag(D1,D2, . . . ,DT ). Define logDt = diag(log δt1, log δt2, . . . , log δtJ) and
logD = diag(logD1, logD2, . . . , logDT ). The nontrivial below-diagonal elements of T (and of T−1) are unconstrained, as
are the on-diagonal elements of logD, and these elements number TJ( J−1)/2+ TJ = TJ( J+1)/2, matching the number of
nontrivial, nonredundant elements of D. Therefore, Dmay be reparameterized in terms of the nontrivial elements of T and
logD.
Combining (5) and (7), we have
6 = T−1T−1[exp(logD)](T′)−1(T′)−1, (8)
which constitutes a completely unconstrained reparameterization of 6. More precisely, the nontrivial, nonredundant
elements of T, T, and logD map one-to-one to the nonredundant elements of 6 and are completely unconstrained (in
contrast to the elements of6). Moreover, meaningful interpretations well-suited to parsimonious modeling of multivariate
longitudinal data may be ascribed to the parameters of this reparameterization.
These interpretations come about by considering a sequential regression scheme in which each J × 1 observational
vector Yit is regressed on its predecessors Yi,t−1, Yi,t−2, . . . , Yi1. To be more precise, put B = (β1,β2, . . . ,βJ) and defineYi1 = B′xi1. For t = 2, 3, . . . , T , letYit represent the least squares multivariate regression predictor of Yit based on its
predecessors Yi,t−1, Yi,t−2, . . . , Yi1; that is,
Yit = B′xit + t−1
k=1
8tk(Yik − B′xik) for t = 2, 3, . . . , T , (9)
where8tk is the kth J × J block of
cov
Yit ,
 Yi1...
Yi,t−1


′ var
 Yi1...
Yi,t−1


−1
.
Let eit = Yit − B′xit andeit =Yit − B′xit . Thenei1 = 0 and we can restate (9) as
eit = t−1
k=1
8tkeik for t = 2, 3, . . . , T . (10)
Next, let εit = (εit,j) be the prediction error vector corresponding toYit ; that is,
εit = Yit −Yit = eit −eit for t = 1, . . . , T . (11)
Using (10) and (11) and putting εi = (ε′i1, ε′i2, . . . , ε′iT )′ and ei = (e′i1, e′i2, . . . , e′iT )′, we have
εi = Sei (i = 1, . . . ,N), (12)
where
S =

I 0 0 · · · 0
−821 I 0 · · · 0
−831 −832 I · · · 0
...
...
. . .
. . .
...
−8T1 −8T2 · · · −8T ,T−1 I
 .
Thus, S is a block unit lower triangular matrix of order ( J, T ), with (t, k)th block −8tk for t = 2, 3, . . . , T and k =
1, 2, . . . , t − 1; and V ≡ var(εi) = S6S′. Furthermore, a well-known and easily verified feature of this sequential
regression scheme is that successive prediction error vectors are uncorrelated, i.e., cov(εit , εis) = 0 for t ≠ s; thus V is
block diagonal with positive definite blocks on the diagonal. It follows from Theorem 2.2.1 and the uniqueness guaranteed
therein that S = T and V = D. Thus, the below-diagonal J × J blocks of T can be interpreted as the negatives of
matrices of autoregressive coefficients associated with the successive multivariate regressions of Yit on its predecessors
Yi,t−1, Yi,t−2, . . . , Yi1 (t = 2, . . . , T ); and the on-diagonal J × J blocks of D can be interpreted as the covariance matrices
of prediction errors associated with each of these regressions. A similar development establishes that the below-diagonal
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elements of Tt are the negatives of the autoregressive coefficients in the regression of εit,j on εit,j−1, εit,j−2, . . . , εit,1, and the
diagonal elements of Dt are the prediction error variances associated with these regressions.
We end this subsectionwith a brief discussion ofmaximum likelihood estimation of the unconstrained parameterization
just described, under a saturated meanmodel. Note, by the development leading to (8), that in this case,6may be uniquely
decomposed as
6 =T−1T−1[exp(logD)](T′)−1(T′)−1 (13)
whereT andD comprise the order ( J, T )modified Cholesky block decomposition of6 and the on-diagonal blocks ofT andD comprise the modified Cholesky decompositions of the corresponding on-diagonal blocks ofD. By the invariance of mles,T,T, andD are the mles of T, T, and D, respectively.
2.3. Unconstrained parsimonious models
Because the nontrivial elements of T, T, and logD are unconstrained, we may model them straightforwardly in terms of
time or other observed covariates. Here we focus our attention on models in terms of time (or time-lag); models in terms of
covariates that vary across individuals will be considered elsewhere.
Let us first consider the nontrivial elements of T or equivalently their negatives, which, as noted previously, are the
autoregressive coefficients in the multivariate regression of Yit on its predecessors. We adopt a model that takes the
autoregressive coefficient associated with attribute l at time k, in the context of a model that regresses attribute j at time
t > k on all attributes at all previous times, to be a linear combination of time, time-lag, or functions thereof. That is, we
suppose that
φtk,jl =
q
h=1
utk,hγjl,h for k < t = 2, . . . , T and j, l = 1, . . . , J, (14)
where the utk,h’s are the functions of time or time-lag and the γjl,h’s are unknown unconstrained parameters. Note that the
same functions of time or time-lag are used for all attributes in (14), but the parameters associated with these functions
may differ across attributes.
To obtain a more compact representation of (14), we write
φtk,j1
φtk,j2
...
φtk,jJ
 =

γj1,1 γj1,2 · · · γj1,q
γj2,1 γj2,2 · · · γj2,q
...
...
...
γjJ,1 γjJ,1 · · · γjJ,q


utk,1
utk,2
...
utk,q
 ≡ 0′jutk,
whence
8tk =

φtk,11 φtk,12 · · · φtk,1J
φtk,21 φtk,22 · · · φtk,2J
...
...
. . .
...
φtk,J1 φtk,J2 · · · φtk,JJ
 =

u′tk01
u′tk02
...
u′tk0J
 = (IJ ⊗ u′tk)0, (15)
where 0 = (0′1,0′2, . . . ,0′J)′. Thus,
8t ≡

8t1
8t2
...
8t,t−1
 =

IJ ⊗ u′t1
IJ ⊗ u′t2
...
IJ ⊗ u′t,t−1
0 ≡ U′t0.
Finally, put8 = U0, where8 = (82′,83′, . . . ,8T ′)′ and U = (U2,U3, . . . ,UT )′.
For the nontrivial elements of T, we adopt a model similar to (14). We suppose that
τt,jl =
s
h=1
vthψjl,h for t = 1, . . . , T and l < j = 2, . . . , J, (16)
where the vth’s are functions of time and theψjl,h’s are unknown unconstrained parameters.Wemaywrite (16) in thematrix
form as follows:
τtj =

τt,j1
τt,j2
...
τt,j,j−1
 =

ψj1,1 ψj1,2 · · · ψj1,s
ψj2,1 ψj2,2 · · · ψj2,s
...
...
...
ψj,j−1,1 ψj,j−1,2 · · · ψj,j−1,s


vt1
vt2
...
vts
 ≡ 9jvt .
C. Kim, D.L. Zimmerman / Journal of Multivariate Analysis 107 (2012) 104–118 109
Thus, τt = 9′vt , where τt = (τ ′t2, τ ′t3, . . . , τ ′tJ)′ and9 = (9′2,9′3, . . . ,9′J). Then,
τ = V9,
where τ = (τ1, τ2, . . . , τT )′ and V = (v1, v2, . . . , vT )′.
Finally, we also model the nontrivial elements of logD as linear combinations of functions of time. That is, we suppose
that
log δtj =
r
h=1
wthλjh for t = 1, . . . , T and j = 1, . . . , J, (17)
where {wth} are functions of time and {λjh} are unknown unconstrained parameters. We may write (17) in the matrix form
as follows:
1t ≡

log δt1
log δt2
...
log δtJ
 =

λ11 λ12 · · · λ1r
λ21 λ22 · · · λ2r
...
...
...
λJ1 λJ2 · · · λJr


wt1
wt2
...
wtr
 ≡ 3′wt . (18)
Then
1 = W3,
where1 = (11,12, . . . ,1T )′ andW = (w1,w2, . . . ,wT )′.
Specific cases of linear models (14), (16) and (17) of practical interest include polynomial functions of time or time-lag.
Such an example of (14) is
φtk,jl = γjl,1 + γjl,2(t − k)+ γjl,3(t − k)2, (19)
which is a quadratic model in the time-lag of measurement. Furthermore,
τt,jl = ψjl,1 + ψjl,2t + ψjl,3t2 (20)
and
log δtj = λj1 + λj2t + λj3t2, (21)
quadratic trendmodels in time, are examples of (16) and (17). More generally, we define Poly(q, s, r) as the particular triplet
of (14), (16) and (17) inwhich the polynomials are of orders q, s, and r respectively. In practice, an examination of themles of
{φtk,jl}, {τt,jl}, and {log δtj} as determined via (13) under a saturated-mean model, including plots of the first set of estimates
against lag and the second and third sets against time,may be useful tools for informal identification of parsimoniousmodels
such as Poly(q, s, r).
Another special case occurs when all8tk’s corresponding to variables lagged more thanm units apart are null matrices.
When no other structure is imposed on the parameters, this case is known as the (Gaussian) unstructured multivariate
antedependence model of order m [7]. When the non-null parameters are modeled more parsimoniously, such as in terms
of γ,ψ, and λ, the models are of a type known as (Gaussian) structured multivariate antedependence models of order m;
for other examples of these models, see [11,25].
3. Maximum likelihood estimation
In this section, we describe maximum likelihood estimation of mean parameters β and the parameters of the
parsimonious models (14), (16) and (17) for the covariance structure. We begin by expressing the likelihood in terms of
these parameters, followed by derivations of associated score functions and Fisher information matrices. Next, we give an
algorithm for obtaining the mles and present results on their asymptotic distribution. Finally, we describe some likelihood-
based methods for model selection.
3.1. The likelihood function
Under model (3), the log-likelihood function is given by
log L(β,6) = −TJN
2
log 2π − N
2
log |6| − 1
2
N
i=1
(Yi − Xiβ)′6−1(Yi − Xiβ). (22)
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From (4) and (6), D = T6T′ and D = TDT′. Since |T| = |T| = 1, we obtain |6| = |D| = |D| = Tt=1Jj=1 δtj. Thus,
by (18),
log |6| =
T
t=1
J
j=1
log δtj =
T
t=1
1′t1J =
T
t=1
w′t31J = 1′TW31J
= [1J ⊗ (W′1T )]′λ, (23)
where λ = vec(3).
Next, by (8), 6 = L−1D(L′)−1 where L = TT. Thus,
N
i=1
(Yi − Xiβ)′6−1(Yi − Xiβ) =
N
i=1
[L(Yi − Xiβ)]′D−1[L(Yi − Xiβ)].
By (11) and (12), we have
L(Yi − Xiβ) = TTei = Tεi = T(ei −ei).
Let lit = (lit,1, lit,2, . . . , lit,J)′ = Tteit andlit = (lit,1,lit,2, . . . ,lit,J)′ = Tt eˆit . Then li ≡ (l′i1, . . . , l′iT )′ = Tei andli ≡ (l′i1, . . . ,l′iT )′ = Tei. Hence
N
i=1
(Yi − Xiβ)′6−1(Yi − Xiβ) =
N
i=1
(li −li)′D−1(li −li)
=
N
i=1
T
t=1
J
j=1
(lit,j −lit,j)2
δtj
=
T
t=1
J
j=1
RSStj
δtj
= 1′TJD−1R, (24)
where RSStj = Ni=1(lit,j −lit,j)2 and R = (RSS11, RSS12, . . . , RSS1J , RSS21, . . . , RSSTJ)′. Note that RSStj is the residual sum of
squares from regressing the measurements of characteristic jmade at occasion t on their predecessors.
Let γ = vec(0),ψ = vec(9), and θ = (β′,λ′, γ ′,ψ′)′. From (22)–(24), we have
log L(θ) = −TJN
2
log 2π − N
2
[1J ⊗ (W′1T )]′λ− 121
′
TJD
−1
R. (25)
Note thatW is not functionally dependent on any parameters,D
−1
is functionally dependent onλ only, and R is functionally
dependent on β, γ , and ψ only.
3.2. Score functions and Fisher information matrices
The relevant score functions and Fisher information matrices associated with L(θ) are derived in Appendix A. We list
them here, as follows:
S1(θ) =
N
i=1
X′i6
−1(Yi − Xiβ), S2(θ) = 12W
′
(D
−1
R− N1TJ),
S3(θ) =
N
i=1
C′iD
−1
(li − Ciγ), S4(θ) = −
N
i=1
V′iD
−1
(εi + Viψ),
I11 =
N
i=1
X′i6
−1Xi, I22 = N2

IJ ⊗
T
t=1
wtw′t

,
I33 = N
T
t=1
J
j=1
δ−1tj
t−1
k=1
t−1
l=1
(6kl ⊗ Tt(j)T′t(j) ⊗ utku′tl),
I44 = N
T
t=1
J
j=1
δ−1tj VtjDt(j−1)V
′
tj,
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I12 = 0, I13 = 0, I14 = 0,
I23 = 0, I24 = −NW′D−1H,
I34 = −NK(D−11TJ ⊗ IJ(J−1)s/2).
Expressions for the as-yet-undefined quantitiesW, Ci,Vi,Vtj,Dt(j−1),H, and K likewise are given in Appendix A.
3.3. Estimation algorithm
Since I12, I13, and I14 are null, the mles of β and (λ′, γ ′,ψ′)′ may be obtained by solving separate equations, and the
former mle is the estimated generalized least squares estimator of β corresponding to the latter. An iterative Fisher scoring
method for obtaining these mles is as follows.
1. Select an initial value β(0) for β. A convenient initial value for β is its ordinary least-squares estimate, β =N
i=1 X
′
iXi
−1N
i=1 X
′
iYi.
2. Select initial values λˆ
(0)
, γˆ
(0), and ψˆ
(0)
for λ, γ , and ψ. A convenient selection of these three is obtained by determining
the modified block Cholesky factorsT,T, andD of6 = 1N Ni=1(Yi − Xiβ)(Yi − Xiβ)′; replacing φtk,jl, τt,jl, and log δtj in
(14), (16) and (17) with the corresponding elements ofT,T, and logD; and then fitting these models by ordinary least
squares.
3. Update the current estimatesλ(k),γ (k), andψ(k) using a Fisher scoring algorithm,λ
(k+1)γ (k+1)ψ(k+1)
 =
λ
(k)γ (k)ψ(k)
+
I22(θ
(k)
) 0 I24(θ(k))
0 I33(θ(k)) I34(θ(k))
I′24(θ(k)) I′34(θ(k)) I44(θ(k))

−1S2(θ
(k)
)
S3(θ(k))
S4(θ(k))
 .
Then (6(k+1))−1 = T′(γ (k+1))T′(ψ(k+1))[exp(logD(λ(k+1)))]−1 × T(ψ(k+1))T(γ (k+1)) is obtained.
4. Update the current estimateβ(k) usingβ(k+1) =β(k) + I−111 (θ(k))S1(β(k)). This is easily shown to be equivalent to puttingβ(k+1) = Ni=1 X′i(6(k))−1Xi−1Ni=1 X′i(6(k))−1Yi.
5. Stop the process if L(β(k+1),6(k+1)) is close enough to L(β(k),6(k)), in which case the mles of β and6 are given byβ(k+1)
and6(k+1). Otherwise, increase k by 1 and repeat Steps 3 and 4.
3.4. Asymptotic distribution
We now present a theorem on the consistency and asymptotic normality of the mles of β,λ, γ , and ψ under some mild
regularity conditions. We assume that (a) the parameter spaces for β,λ, γ , and ψ are compact subspaces of RJp, RJr , RJ
2q,
and RJ(J−1)s/2, respectively, and (b) θ0 = (β′0,λ′0, γ ′0,ψ′0)′, the true value of θ = (β′,λ′, γ ′,ψ′)′, is in the interior of the
parameter space for θ. The theorem’s proof, which borrows heavily from the ideas of Chiu et al. [6] and Pourahmadi [19], is
sketched in Appendix B.
Theorem 3.4.1. Suppose that the design matrices in (1), (14), (17) and (16), and Xi are all bounded componentwise, i.e., all of
their components are bounded by a single finite real number. Then
(a) the mleθ ≡ (β′,λ′,γ ′,ψ′)′ is strongly consistent for θ0;
(b) the mleθ is asymptotically normally distributed; more specifically,
√
N

β − β0λ− λ0γ − γ0ψ − ψ0
→ N 0, I−1(θ0)
in distribution as N →∞, where I(θ) = (Iij : i, j = 1, 2, 3, 4).
Since θ is estimated consistently by θˆ, a reasonable estimator of the asymptotic covariance matrix in Theorem 3.4.1(b) is
given by I−1(θˆ).
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3.5. Model selection
In practice, one may wish to fit and compare several models of the form (14), (16) and (17), having various numbers
and combinations of covariates. For comparing two nested models, such as Poly(q, s, r) and Poly(q + h1, s + h2, r + h3)
where h1, h2, h3 ≥ 0, formal likelihood ratio tests may be carried out by comparing twice the difference in the log-
likelihood functions evaluated at the mles for the two models to percentiles of the chi-square distribution with degrees of
freedom equal to the difference in the dimensionality of the parameter spaces for the two models. Non-nested models may
be compared informally within the likelihood framework using penalized likelihood criteria such as Akaike’s information
criterion,
AIC = − 2
N
log L(θˆ)+ 2u
N
,
or Schwartz’s Bayesian information criterion,
BIC = − 2
N
log L(θˆ)+ u logN
N
.
Here u is the number of parameters in themodel. Themodel with the smaller value of one of these criteria is judged to be the
better, according to that criterion, of the two models being compared. Both criteria trade model fit and model complexity
off against one another, but BIC penalizes for complexity more severely, with the result that it tends to favor smaller models
than AIC.
4. Simulation study
In this section, we present the results of a simulation study of the performance of themles of our proposed unconstrained
parsimonious modeling approach for multivariate longitudinal data. Initially, we consider a class of models with J = T = 3,
taking the mean vector to be zero without loss of generality (but estimating it as saturated) and the covariance structure to
be given by a Poly(1, 1, 1)model:
φtk,jl = γjl,1 + γjl,2(t − k) for k < t = 2, 3 and j, l = 1, 2, 3, (26)
τt,jl = ψjl,1 + ψjl,2t for t = 1, 2, 3 and l < j = 2, 3, (27)
log δtj = λj1 + λj2t for t = 1, 2, 3 and j = 1, 2, 3. (28)
The intercepts and slopes of the simple linear models (26)–(28) are specified in the second column of Table 1. Note that the
Poly(1, 1, 1) model with these intercepts and slopes is non-separable. Other values of these parameters corresponding to
both separable and non-separable Poly(1, 1, 1)models were also used, but the estimation results were very similar, so for
brevity, we present results corresponding to only those values listed in Table 1.
Five thousand samples of sizeN = 50were simulated fromamultivariate normal distribution having the aforementioned
mean vector and covariance matrix, and mles of Poly(1, 1, 1) model parameters were obtained via the algorithm of
Section 3.3. This was repeated for samples of size N = 100 and N = 200. Empirical biases (i.e. the average difference
between an mle and its estimand) are reported in Table 1, and those that are larger than two estimated standard errors
are highlighted. These results indicate that the mles are negligibly biased (if they are biased at all), except for mles of those
intercepts and slopes corresponding to the diagonal elements of the below-diagonal blocks of T and the nontrivial elements
of logD. The biases tend to decrease in magnitude as the sample size increases, but several of the intercepts and slopes
corresponding to the nontrivial elements of logD remain perceptibly biased even when the sample size is at its largest. That
the bias of this subset is largest is perhaps not surprising in light of the following lemma, which is proved in Appendix C.
Lemma 4.1. Let D = diag(D1, . . . ,DT ) be the block-diagonal matrix of the modified block Cholesky decomposition of 6. ThenD is a biased estimate of D; more specifically,
E(Dt) = N − 1− J(t − 1)N Dt , for t = 1, . . . , T .
Lemma 4.1, the relationship between D and D given by (6), and the apparent lack of appreciable bias among mles of the
elements of T (the {ψjl}) suggest that mles of the elements of D (the {δtj}) and possibly their logarithms might be negatively
biased, and that the magnitude of this bias might be an increasing function of t . This indeed proves to be the case, as shown
in Table 1. Lemma 4.1’s indication that the magnitude of the negative bias ofDt increases with t may explain why the slopes
(λ12, λ22, and λ32) tend to be underestimated. Lemma 4.1 also suggests that the bias might be reduced by multiplying the
mle of Dt by N/[N − 1− J(t − 1)] prior to the further decomposition (6), but we do not pursue this here.
Empirical variances are not presented in Table 1 because they are uniformly very small: less than 2.0 × 10−5 when
N = 50; less than 1.2× 10−5 when N = 100; and less than 6.2× 10−6 when N = 200. Thus, mean squared errors (MSEs)
are dominated by the squared bias term, except when both the bias and the variance (and hence the MSE) are very small.
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Table 1
True values, and empirical biases ofmles, of the parameters of the Poly(1, 1, 1)model for the simulation study of Section 4. Biases larger than two estimated
standard errors are set in bold type, and biases larger than three estimated standard errors are set in italic type.
Parameter True values, non-separable model Bias True values, separable model
N = 50 N = 100 N = 200
γ11,1 1.50 0.024 0.012 0.008 1.20
γ11,2 −0.50 −0.021 −0.010 −0.006 −0.40
γ12,1 0.40 0.001 −0.005 0.002 0
γ12,2 −0.10 0.000 0.004 −0.003 0
γ13,1 0.40 −0.004 0.000 −0.002 0
γ13,2 −0.10 0.002 −0.000 0.002 0
γ21,1 −0.30 0.017 0.007 0.001 0
γ21,2 0.10 −0.014 −0.005 0.001 0
γ22,1 1.20 0.016 0.011 0.004 1.20
γ22,2 −0.40 −0.014 −0.009 −0.005 −0.40
γ23,1 0.40 −0.010 −0.007 −0.001 0
γ23,2 −0.10 0.007 0.004 0.001 0
γ31,1 −0.30 0.011 0.011 0.005 0
γ31,2 0.10 0.006 0.008 0.003 0
γ32,1 −0.30 −0.008 −0.003 −0.006 0
γ32,2 0.10 0.006 0.002 0.004 0
γ33,1 0.90 0.012 −0.002 0.003 1.20
γ33,2 −0.30 −0.013 −0.001 −0.003 −0.40
ψ21,1 −1.00 −0.005 −0.005 0.001 −1.00
ψ21,2 0.10 0.002 0.002 0.000 0
ψ31,1 −1.00 0.003 −0.006 −0.001 −0.80
ψ31,2 0.20 0.000 0.002 0.001 0
ψ32,1 −1.00 −0.007 −0.002 −0.001 −0.40
ψ32,2 0.30 0.003 0.000 −0.001 0
λ11 0.00 0.022 0.011 0.003 0.00
λ12 0.10 −0.050 −0.023 −0.011 0.20
λ21 0.10 0.020 0.002 0.002 0.10
λ22 0.20 −0.054 −0.024 −0.012 0.20
λ31 0.20 −0.003 −0.009 −0.006 0.30
λ32 0.30 −0.053 −0.022 −0.010 0.20
Table 2
Model fit statistics for the simulation study, based on data simulated from a non-separable Poly(1, 1, 1)model.
N Performance measure Fitted model
Poly(0, 0, 0) Poly(1, 1, 1) Poly(2, 2, 2) Separable
50 Average ∥Σ − Σ∥1 71.48 53.98 55.21 192.73
# times BIC minimized 4175 825 0 0
# times AIC minimized 273 4727 0 0
100 Average ∥Σ − Σ∥1 65.23 37.30 38.87 190.59
# times BIC minimized 1496 3504 0 0
# times AIC minimized 0 5000 0 0
200 Average ∥Σ − Σ∥1 61.64 26.38 27.56 189.64
# times BIC minimized 0 5000 0 0
# times AIC minimized 0 5000 0 0
To the same simulated data, we also fitted Poly(0, 0, 0) and Poly(2, 2, 2)models; note that the latter coincides with an
unstructured covariancematrix when J = T = 3 as is the case here. Fitting thesemodels allows us to estimate how oftenwe
might underfit or overfit the polynomial models for the unconstrained parameters. Table 2 lists the number of times (out of
5000 simulations) in which the use of AIC and BIC resulted in the selection of Poly(0, 0, 0), Poly(1, 1, 1) (the true model in
this case), and Poly(2, 2, 2)models. It is clear that overfitting is not an issue, even for the smallest sample size; on the other
hand, underfitting ranges from being quite likely when N = 50 to very unlikely when N = 200. A partial explanation for
the high probability of underfitting in small samples is the small number (three) of time points, which makes it difficult for
the slopes’ signals to be separated from noise; the contrasting result when T = 8 (to be described below) provides further
verification of this. Underfittingwasmore likely to occur in conjunctionwith the use of BIC than AIC, which is expected since
BIC penalizes more severely for model complexity. Table 2 also gives the average (over the 5000 simulations) of ∥6−6∥1,
the sum of the absolute values of differences between the elements of 6 and their mles, for each polynomial model. Over
all sample sizes, this performance measure is smallest for Poly(1, 1, 1), as expected.
Next, for the sake of comparison, we fitted a separable model (using the maximum likelihood estimation algorithm
presented in [13]) to the same data and computed the same performance measures as were computed for the polynomial
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models. Results are included in Table 2. Since the data were simulated from a distinctly non-separable Poly(1, 1, 1)model,
it is not surprising that fitting a separable covariance matrix yields vastly inferior results. To make comparisons with a
separable model more equitable, we supplemented the study described to this point with data simulated from separable
Poly(1, 1, 1) models with J = 3 and T equal to either 3 or 8. As the following lemma (proved in Appendix D) indicates,
separability imposes several restrictions on the parameters of the Poly(1, 1, 1)model.
Lemma 4.2. Suppose that 6 belongs to the Poly(1, 1, 1) family of models, with T ≥ 3. Necessary and sufficient conditions on
the Poly(1, 1, 1) parameters for 6 to be separable, i.e. for 6 to equal 6A ⊗ 6B for T × T and J × J positive definite matrices 6A
and 6B, respectively, are as follows:
γ11,1 = γ22,1 = · · · = γJJ,1, γ11,2 = γ22,2 = · · · = γJJ,2, γjl,1 = γjl,2 = 0 if j ≠ l,
ψjl,2 = 0 for all l < j, and λ12 = λ22 = · · · = λJ2.
Slopes and intercepts of the separable Poly(1, 1, 1) model used here are listed in the last column of Table 1. When T = 3,
5000 samples of sizes N = 50 and N = 200 were simulated from a multivariate normal distribution with saturated mean
and covariance matrix corresponding to this model; when T = 8, 1000 samples were used instead. Results for the same
performance measures indicated that the most parsimonious of the two models is the one most often selected by AIC and
BIC. When T = 3, the fitted Poly(1, 1, 1)model has 30 covariance parameters while the fitted separable model has just 11,
and the separable model is selected as the vast majority of the time (>94% for AIC,>99.9% for BIC). When T = 8, however,
these same quantities are 30 and 41, respectively, and the Poly(1, 1, 1) model is selected most often (85% of the time for
AIC, 100% for BIC). Thus, we conclude that when data arise from a separable unconstrained polynomial model, fitting a
separable model is best if the number of measurement times is small, and fitting an unconstrained polynomial model is best
if the number of measurement times is sufficiently large. What constitutes ‘‘sufficiently large’’ depends, of course, on the
parameter values, which in practice are unknown.
Incidentally, we also fitted a Poly(0, 0, 0) model to these data, and though it was selected occasionally when T = 3, it
was never selected when T = 8. Thus, as noted previously, underfitting of unconstrained polynomial models appears to be
of no concern when the number of measurement times is sufficiently large.
5. Poplar growth example
In this section, we illustrate our unconstrained approach to modeling multivariate longitudinal covariance structure
using data from a study of poplar growth, which were kindly provided by RonglingWu of the Pennsylvania State University.
The attribute data are measurements of stem height and stem diameter for 78 poplar (genus Populus) trees over time.
Measurements were taken at the end of each year, for 11 years. Thus we have N = 78, T = 11, and J = 2. No covariates,
apart from time itself, were measured. Further details about the data may be found in [25].
Owing to the absence of observed covariates and to our focus on modeling the covariance structure, we take the data’s
mean vector to be saturated. For exploratory purposes we initially take the covariance matrix to be unstructured as well.
Mles of the unstructured variances, correlations, and cross-correlations are displayed in Table 3, revealing some interesting
features. The variances of both variables increase over time, as is typical in growth studies. Transformations could be used to
stabilize the variance instead ofmodeling it, but there is little reason to do so sincewewish tomodel the correlations anyway
and the transformation that stabilizes the variance has little effect on the correlations. There is clear evidence of serial
correlation among both the height and diameter measurements, although the temporal decay in correlation appears to stop
beyond about lag six or seven. Same-lag correlations tend to increase over time, with a few jumps considerably larger than
others. Overall, correlations among height measurements are somewhat larger than those among diameter measurements.
As for the cross-correlations, those corresponding to contemporaneous diameter and heightmeasurements tend to decrease
over time, while the non-contemporaneous ones vary rather smoothly and nearly monotonically over time. Furthermore,
the cross-correlations are asymmetric: for i < j, the correlation between diameter at time i and height at time j tends to be
larger than that between the diameter at time j and the height at time i.
The aforementioned structural features suggest that parsimonious modeling of the covariance structure may be
worthwhile. They also suggest, however, that somemodels are not likely to fit as well as others. In particular, the difference
between the correlation structures among height measurements and among diameter measurements, plus the asymmetry
of the cross-correlations, indicate that a Kronecker product covariance structure is not plausible [13]. Here, we obtain mlesT,T, and D of the order (2, 11) modified Cholesky block factors of the unstructured covariance matrix. MatricesT and D
correspond to listing the height first, followed by the diameter, in Yit ; more will be said subsequently about results for
the opposite order of listing. It turns out that the estimated lag-one bivariate autoregressive coefficients (negatives of the
diagonal elements of each 2× 2 block in the first off-diagonal of 2× 2 blocks inT) usually exceed 1.0 and tend to be much
larger than their lag-two and higher counterparts. However, there is no discernible smooth pattern to how the lag-one
autoregressive coefficients vary over time. These results argue for taking the autoregressive coefficients in T to be a function
of time-lag rather than time. The estimated ‘‘cross-regression coefficient’’ (the negative of the off-diagonal element in the
on-diagonal blocks ofT) is largest at the outset of the study and then generally declines over time, except for a big jump
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Table 3
Maximum likelihood estimates of unstructured variances, correlations, and cross-correlations for the poplar growth data. Stem height and diameter
measurements at times 1, 2, . . . , 11 are denoted by h1, h2, . . . , h11 and d1, d2, . . . , d11, respectively.
(a) Variances of stem height and diameter measurements
Variance Variance
h1 0.30 d1 0.19
h2 1.04 d2 0.45
h3 3.26 d3 1.13
h4 4.12 d4 1.04
h5 4.76 d5 1.33
h6 5.75 d6 1.69
h7 9.46 d7 3.10
h8 14.12 d8 4.16
h9 17.01 d9 4.47
h10 17.51 d10 5.40
h11 17.94 d11 6.05
(b) Correlations among stem height measurements
h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11
h1 1
h2 0.63 1
h3 0.58 0.86 1
h4 0.53 0.78 0.91 1
h5 0.44 0.68 0.82 0.94 1
h6 0.45 0.62 0.74 0.88 0.92 1
h7 0.42 0.53 0.63 0.75 0.76 0.91 1
h8 0.38 0.42 0.51 0.63 0.65 0.84 0.97 1
h9 0.35 0.36 0.44 0.57 0.59 0.79 0.94 0.99 1
h10 0.35 0.34 0.41 0.53 0.55 0.77 0.93 0.98 0.99 1
h11 0.35 0.35 0.41 0.54 0.56 0.77 0.92 0.97 0.98 0.99 1
(c) Correlations among stem diameter measurements
d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11
d1 1
d2 0.58 1
d3 0.56 0.83 1
d4 0.43 0.66 0.87 1
d5 0.46 0.61 0.78 0.94 1
d6 0.35 0.45 0.59 0.76 0.83 1
d7 0.20 0.31 0.35 0.45 0.49 0.83 1
d8 0.21 0.27 0.31 0.38 0.41 0.78 0.98 1
d9 0.22 0.28 0.33 0.38 0.40 0.75 0.96 0.98 1
d10 0.21 0.28 0.31 0.35 0.38 0.73 0.95 0.98 0.99 1
d11 0.20 0.26 0.29 0.33 0.37 0.72 0.95 0.97 0.98 0.99 1
(d) Cross-correlations among stem height and diameter measurements
d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11
h1 0.89 0.58 0.57 0.42 0.42 0.27 0.13 0.14 0.16 0.14 0.13
h2 0.55 0.86 0.80 0.64 0.58 0.44 0.23 0.20 0.20 0.20 0.18
h3 0.53 0.78 0.90 0.76 0.69 0.48 0.23 0.20 0.20 0.19 0.17
h4 0.50 0.70 0.85 0.85 0.81 0.61 0.33 0.27 0.27 0.24 0.23
h5 0.43 0.63 0.77 0.82 0.83 0.66 0.38 0.32 0.31 0.29 0.28
h6 0.47 0.59 0.72 0.79 0.81 0.80 0.60 0.55 0.53 0.50 0.48
h7 0.44 0.54 0.61 0.67 0.70 0.77 0.67 0.66 0.64 0.62 0.59
h8 0.41 0.44 0.49 0.57 0.61 0.72 0.66 0.67 0.65 0.63 0.61
h9 0.40 0.38 0.43 0.51 0.57 0.70 0.66 0.68 0.67 0.65 0.62
h10 0.40 0.38 0.41 0.47 0.54 0.68 0.68 0.71 0.69 0.68 0.66
h11 0.39 0.37 0.41 0.48 0.56 0.70 0.67 0.70 0.68 0.67 0.65
from the fifth to sixth year. We could adopt a model for this parameter with a shift parameter at the sixth year, but we
choose to be smoother and less data-dependent in our modeling approach and instead use polynomial functions of time.
The estimated prediction-error variances (the on-diagonal elements ofD) for both attribute variables tend to fluctuate in
two smooth, synchronous waves over time, suggesting the use of polynomial models of time for these parameters also.
Accordingly, we fit Poly(q, s, r) functions of time-lag, time, and time to the non-trivial elements of T, T, and logD,
respectively. Note that a Poly(q, s, r) model has J2(q + 1) + [J(J − 1)(s + 1)/2] + J(r + 1) = 4q + s + 2r + 7 (when
J = 2) parameters in its covariance structure. The models are fitted using the algorithm described in Section 3.3, with
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Table 4
Maximized log-likelihood (log L), number of model parameters (p), and Bayesian information criterion (BIC) for various covariance models fitted to the
poplar growth data. Also listed for the constant-order polynomial models is the P-value corresponding to the likelihood ratio test for Poly(q, q, q) versus
Poly(q+ 1, q+ 1, q+ 1).
Model log L p BIC P
Poly(0, 0, 0) −2581.82 29 67.82 0
Poly(1, 1, 1) −2045.16 36 54.45 0
Poly(2, 2, 2) −1697.37 43 45.92 0
Poly(3, 3, 3) −1581.92 50 43.35 0
Poly(4, 4, 4) −1468.20 57 40.83 0
Poly(5, 5, 5) −1428.57 64 40.20 0
Poly(6, 6, 6) −1407.98 71 40.07 0
Poly(7, 7, 7) −1377.93 78 39.69 0.07
Poly(8, 8, 8) −1371.40 85 39.91 0.26
Poly(9, 9, 9) −1366.98 92 40.19 0.23
Poly(10, 10, 10) −1362.29 99 40.46 –
Poly(6, 2, 2) −1428.97 59 39.94 –
Poly(6, 7, 2) −1381.15 69 39.27 –
MAD(6) −1166.16 235 43.03 –
MAD(10) (≡ unstructured) −1137.73 275 44.53 –
Separable −1388.04 90 40.62 –
T,T, andD taken as initial values. Convergence of the algorithm is deemed to have occurred when log L(β(k+1),6(k+1)) −
log L(β(k),6(k)) < 10−3.
Results of fits of various polynomial covariance functions are listed in Table 4. Among models for which q = s = r ,
the seventh-order polynomial model fits best (has minimum BIC). The seventh-order model is also the lowest constant-
order model that is not rejected in favor of the next highest constant-order model by a likelihood ratio test of size 0.05.
The number of polynomial models of all (including mixed) orders is rather large (113 = 1331). It is computationally
burdensome to fit all of these, so alternatively,webuild amodel usingBIC-based forward selection andbackward elimination
strategies. Beginning with Poly(q, s, r) = Poly(0, 0, 0), forward selection proceeds by selecting the model among Poly(q+
1, s, r), Poly(q, s + 1, r), and Poly(q, s, r + 1) that reduces BIC the most; if none of the increments in q, s, or r reduces
BIC , then the process stops. For backward elimination, we begin with Poly(q, s, r) = Poly(10, 10, 10) and proceed by
selecting the model among Poly(q − 1, s, r), Poly(q, s − 1, r), and Poly(q, s, r − 1) that reduces BIC the most; if none of
the decrements in q, s, or r reduces BIC , then the process stops. For these data, forward selection resulted in a Poly(6, 2, 2)
model, while backward elimination yielded Poly(6, 7, 2). Of these, the Poly(6, 7, 2) model fits better, and it is superior to
the best constant-order model [Poly(7, 7, 7)] as well.
We also built a model using a BIC-based profile likelihood search method similar to that of Pan and MacKenzie [16] for
univariate longitudinal data. Specifically, we found q∗, s∗, and r∗ tominimize BIC for models Poly(q, 10, 10), Poly(10, s, 10),
and Poly(10, 10, r), respectively. The model so obtained was Poly(6, 9, 2), but its BIC was slightly larger than that of
Poly(6, 7, 2).
As noted, the results above pertain to listing the growth variables in Yit in the order (height, diameter). Results
corresponding to the opposite order are very similar; the values of BIC, for example, differ from those in Table 4 by less
than 0.01%, preserving the relative rankings of models.
For comparison purposes, we also fit to these data a separable covariance model and unstructured multivariate
antedependence models of order m [MAD(m)], for m = 0, 1, . . . , 10. (The tenth-order MAD model coincides with a
completely unstructured covariancematrix.) Results are included in Table 4, where it can be seen that the fit of the separable
model is inferior to that of Poly(6, 7, 2); indeed, the maximized log-likelihood of the separable model is smaller than
that of Poly(6, 7, 2), despite having 21 more parameters. Among the MAD models, the one with smallest BIC is MAD(6);
moreover, formal likelihood ratio testing for the order of antedependence (due to Gabriel [7]) determines the order to be
six. However, the fit of MAD(6) is inferior to that of many Poly(q, s, r)models, including Poly(6, 7, 2). Thus, overall the best
model determined by our analysis is Poly(6, 7, 2).
6. Discussion
In this article, we have introduced a parameterization of the covariance matrix of multivariate longitudinal data
that is based on a decomposition of it that we call the modified Cholesky block decomposition. The parameters of this
decomposition are unconstrained and have meaningful interpretations, which facilitates their modeling. We proposed
parsimonious linear models of time and/or time-lag for these parameters and described how to efficiently obtain mles
of them. While the relationships of the parameters to the variances, correlations, and cross-correlations among the
observations are not particularly transparent, the analysis of bivariate longitudinal data from a study of poplar growth
demonstrated that suchmodels can fit better than separable andmultivariate antedependencemodels that have previously
been proposed for multivariate longitudinal data.
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It is the inherent time-ordering of longitudinal data that leads naturally to the idea of modeling the modified Cholesky
block components of the covariance matrix as functions of time or time-lag. If there is also a natural ordering among the J
attribute variables, it may likewise be sensible to include functions of the attribute variable index or its lag in models for the
modified Cholesky block components. Polynomial models of attribute variable index or its lag may be fitted just as easily as
polynomial models of time or time-lag. A natural ordering among attribute variables exists, for example, in repeated bouts
data [22] or when attribute variables correspond to positions along a spatial transect. In themajority of situations, however,
there is nonatural ordering and consequently no rationale for including functions of the attribute variable index in themodel.
Furthermore, there is then an element of arbitrariness to the ordering of variables in Yit and, in turn, to decomposition (7) of
D. To deal with this, parsimoniousmodels could be fitted to the components of (7) corresponding to the qualitative ordering
proposed by Brown et al. [3] or, if resources permit, to the components corresponding to each of the J! possible orderings.
The estimation algorithm of Section 3.3 requires that measurement times are common across subjects and that no data
are missing. In the event that a small proportion of the data are (ignorably) missing but measurement times are otherwise
common across subjects, an EM algorithmmay be used in conjunction with the algorithm of Section 3.3 to efficiently obtain
mles. If measurement times are sufficiently diverse across subjects, however, then each subject essentially has its own
covariance matrix and this strategy is ineffective. In this case, we may still adopt a common (across subjects) parsimonious
model for the modified Cholesky block components of the subject-specific covariance matrices, but the log-likelihood
function has the more general form
log L(β,λ, γ,ψ) = −1
2
N
i=1
Ti
k=1
Jitik log 2π −
1
2
N
i=1
log |6i| − 12
N
i=1
(Yi − Xiβ)′6−1i (Yi − Xiβ).
Here ti1, . . . , tiTi are the measurement times and Ti is the number of measurement times for subject i; Jitik is the number of
variables measured on subject i at time tik; Xi is the model matrix for subject i, which no longer is of the form given in (2);
and6i = 6i(λ, γ,ψ) is the covariancematrix for subject i. To obtainmles, amore general-purposemaximization algorithm
(e.g. Newton–Raphson or Nelder–Mead simplex) is needed.
Finally, we note that allowing themodified Cholesky block components to be subject-specific also opens the possibility of
including subject-specific covariates in the parsimonious covariance models. Pan and MacKenzie [17] extend Pourahmadi’s
unconstrainedmodeling approach [18,19] for the covariance structure of univariate longitudinal data to incorporate subject-
specific covariates; extending our modeling approach for the covariance structure of multivariate longitudinal data to do
likewise is a topic of current research.
Appendix. Supplementary data
Supplementary material related to this article can be found online at doi:10.1016/j.jmva.2012.01.004.
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