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THE STABLE PICARD GROUP OF HOPF ALGEBRAS VIA
DESCENT, AND AN APPLICATION
NICOLAS RICKA
Abstract. Let A be a cocommutative finite dimensional Hopf algebra over
the field with two elements, satisfying some mild hypothesis. We set up a
descent spectral sequence which computes the Picard group of the stable cat-
egory of modules over A. The starting point is the observation that the stable
category of A-modules can be reconstructed, as an ∞-category, as the to-
talization of a cosimplicial ∞-category whose layers are related to the stable
categories of modules over the quasi-elementary sub-Hopf-algebras of A. This
leads to a spectral sequence computing the Picard group which, in some cases,
is completely understood. This also leads to a spectral sequence answering a
lifting problem in the category of A-modules. We then show how to apply this
machinery to compute Picard groups and solve lifting problems in the case of
A(1)-modules, where A(1) is the subalgebra of the Steenrod algebra generated
by the two first Steenrod squares.
Introduction
Conventions: Let F be the field with two elements. Every algebraic structure is
implicitly over the base field F. The Hopf algebras under consideration in this paper
are connected, cocommutative finite dimensional Hopf algebras, unless explicitly
specified otherwise. Moreover, unless specified otherwise, Ext means extension
group in the stable category, so that Exts is defined for all s ∈ Z.
Statement of the results.
Let A be a Hopf algebra. The diagonal ∆ : A → A ⊗ A induces a monoidal
product ⊗ on the category AMod of graded A-modules refining the tensor product
of F-vector spaces. The unit for this monoidal structure is F concentrated in degree
zero, denoted 1. As A is cocommutative, (AMod,⊗, 1) is a symmetric monoidal
category.
Let St∞(A) be the stable category of A-modules (see Proposition 1.5). The
classical construction gives the stable category of modules as a model category.
Here, we merely need its underlying ∞-category. We denote St(A) its associated
homotopy category.
It has been clear for a long time that some sub-Hopf algebras of A are of partic-
ular importance. These are the quasi-elementary sub-Hopf-algebras, see Definition
5.1. The definition being quite technical for this introduction, the reader in encour-
aged to think of these as the analogue of the group algebras for elementary abelian
subgroups in representation theory of finite groups.
Proposition 0.1 (Theorem 1.2-1.4, [Pal97]). The quasi-elementary sub-Hopf alge-
bras of A detects the following properties:
• Nilpotence in Ext(1, 1), and in Ext(M,M), for any module M ,
• Freeness of a module.
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Precisely, an element in ExtA(M,M) is nilpotent if and only if all of its restrictions
in ExtE(M,M) are nilpotent, for all quasi-elementary sub-Hopf algebra E of A,
and an A-module M is free if and only if all of its restrictions to quasi-elementary
sub-Hopf algebras of A are free. Moreover, there is a Quillen F -isomorphism (iso-
morphism modulo nilpotents)
ExtA(1, 1) ∼= lim
B
ExtB(1, 1),
where the limit is taken over all the quasi-elementary sub-Hopf-algebras of A.
However, finding all the quasi-elementary sub-Hopf algebras of a given Hopf alge-
bra A is a difficult problem in general. Hopefully, for a large class of algebras, these
are completely identified with a the simpler notion of exterior Hopf subalgebras.
Example 0.2. For any sub-Hopf-algebra A of the modulo 2 Steenrod algebra, the
quasi-elementary Hopf subalgebras of A are exactly the exterior Hopf subalgebras
by [Pal01, Section 2.1.1]. Moreover, these are completely identified in loc cit. For
a finite group G, one can consider the associated group Hopf-algebra FG. In that
case, the elementary sub-Hopf algebras of FG correspond to elementary abelian
subgroups of G.
Let A be a cocommutative Hopf algebra, for example a sub-Hopf-algebra of the
Steenrod algebra. The classification of all indecomposable modules is known to be
tricky in the simplest cases (see for example the classification of indecomposable
A(1)-modules given by Crawley-Boevey in [Cb89]), and that bigger Hopf algebras
are wild.
A first invariant of the stable module category, that is both still interesting and
computable is the Picard group of this category, that is the group of stably invert-
ible modules. These modules, called endotrivial modules in representation theory,
played a fundamental role in the study of representations of finite p-groups, and
motivated the work [CT04, CT05] which offers a complete classification of the Pi-
card group of the stable category of representations of finite p-groups.
The starting point of our analysis is the following result, which says roughly
that the stable category of A-modules can be recovered from the stable categories
of E-modules, where E runs through the quasi-elementary sub-Hopf-algebras of A.
Theorem (Theorem 6.1). The functor T⊗ : St∞(A)→ModSt∞(A)(T ) extends to
an equivalence of stable monoidal ∞-categories
(1) St∞(A) ∼= Tot
(
ModSt∞(A)(T ) //
//
ModSt∞(A)(T ⊗ T ) //
//// . . .
)
,
where T is an algebra object in St∞(A) related to the forgetful functors from St∞(A)
and St∞(E), for E ⊂ A (see Definition 3.6). When A admits only one elementary
sub-Hopf-algebra E, this reduces to
St∞(A) ∼= Tot
(
St∞(E) //
//
ModSt∞(E)(TE) //
////ModSt∞(E)(T
⊗2
E ) . . .
)
.
The crucial role played by quasi-elementary sub-Hopf algebras of A is not a
surprise in light of the properties recalled at the beginning of this section. However,
the formulation of this property given in Theorem 6.1 allows to tackle with the two
following problems in a homotopy theoretic way.
Problem (Determination of the Picard group 7.1). What is the group of stably
invertible A-modules with respect to the tensor product?
Problem (The lifting problem 8.1). Let ME ∈ St∞(E) for all E ∈ E. Does there
exist an A-module M such that UEM = ME for all E ∈ E?
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Recall that there is a refinement of the Picard group of A as a space, which we
denote pic(A) here (see Definition 2.1). The set of connected components of this
space has a natural group structure, which makes it isomorphic to the Picard group
of St(A). Its higher homotopy groups are identified in the following way.
Proposition (Proposition 2.6). There is the following identification of the homo-
topy groups of the Picard space:
(1) pi0(pic(A)) is the Picard group of St(A), that is the group of invertible
elements with respect to the tensor product,
(2) pi1(pic(A)) = AutA(1).
(3) pii(pic(A)) = pii−1(homA(1, 1)), if i ≥ 2.
The groups pii−1(homA(1, 1)) are interpreted in terms of extension groups in
St(A). Therefore, these are computable.
Since a totalization is a limit, one applies the limit preserving functor pic to the
result of Theorem 6.1, one has
Theorem (Theorem 7.2). There is a weak equivalence of spaces
pic(A) ∼= Tot
(
pic(ModSt∞(A)(T )) //
// pic(ModSt∞(A)(T ⊗ T )) //
//// . . .
)
.
The associated Bousfield-Kan spectral sequence computes the homotopy groups
of the Picard space. To avoid complications, we state this spectral sequence, given
in all generality in Corollary 7.3, in a particular case.
Corollary 0.3 (Corollary 7.3). Suppose that A has exactly one maximal quasi-
elementary Hopf subalgebra E. Then, there is a spectral sequence
En,s1 = pis(pic(ModSt∞(E)(T⊗n)))⇒ pis−n(pic(A))
computing the homotopy groups of the Picard space.
Its rth differential has bidegree (r, r−1), and this spectral sequence converges for
s− n ≥ 0.
This spectral sequence is an algebraic version of the spectral sequence considered
first in [MNN15], and studied also in [MS14].
This spectral sequence gives the Picard group of the stable category of A-modules
from the Picard groups of the stable categories of E-modules, where E runs through
the collection of quasi-elementary Hopf subalgebras of A. This is our main compu-
tational tool for Picard groups.
We then turn to the second, and more difficult question of building a module
knowing only its restrictions to quasi-elementary sub-Hopf algebras E of A. When
the Hopf algebra A has only one quasi-elementary sub-Hopf algebra E, this is a
lifting problem: given an E-module M , how many A-module whose restriction to
E is isomorphic to M are there? It turns out that there is a homotopy theoretic
refinement of this question, which is the space of lifts, whose pi0 is the set of classes of
such lifts. Again, the nice∞-categorical behaviour of this construction with respect
to homotopy limits enables us to produce a machinery computing the homotopy
groups of this space of lifts, by application of Theorem 6.1.
Corollary (Corollary 8.11). Let ME ∈ St∞(E). Let
(2) E1(ME)
s,n = Nn(pisLModSt∞(A)(T•+1)(ME)).
There are obstruction classes to the lift problem in Es,0,s+11 for each s ≥ 1. In
particular, ME is liftable whenever these groups are zero.
Suppose that ME is a liftable module, and let M ∈ St∞(A) be such a lift. There
is a Bousfield-Kan spectral sequence
E1(ME)
s,n ⇒ pis−n(LSt∞(A)(ME),M).
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This spectral sequence is called the spectral sequence for the space of lifts.
Note that in this case, we obtain an obstruction theory for such lifting problem
for free.
Finally, we study some multiplicative structures on these spectral sequences.
Although we do not need these for our purposes, we believe that these are essential
in more advanced computations.
We then set up a version of the Cartan Eilenberg spectral sequence
Es,t,n1 (End)⇒ pis,t(EndSt∞(A)(1))
and an analogous spectral sequence
Es,t,n1 (Aut)⇒ pis,t(AutSt∞(A)(1)
using the same techniques as E1(pic). There is a comparison between these spectral
sequences that helps us understand the spectral sequence for the picard group from
E1(End) given by Proposition 7.6. Moreover, we can give an extra-structure to the
latter.
Proposition (Proposition 8.15). Let C be a pointed stable symmetric monoidal
∞-category with distinguished object MC. There are pairings
EndC(1) ∧ EndC(MC)→ EndC(MC)
and
AutC(1) ∧ AutC(MC)→ AutC(MC).
These induces pairings of spectral sequences
Es,t,n1 (End)⊗ E
s′,t′,n′
1 (End(M))→ E
s+s′,t+t′,n+n′
1 (End(M))
and
Es,n1 (Aut)⊗ E
s′,n′
1 (Aut(M))→ E
s+s′,n+n′
1 (Aut(M))
converging to the evident pairing in homotopy.
This gives a pairing which helps to understand the differentials for the spec-
tral sequences for endomorphisms, which can in turn be compared to the spectral
sequence for the space of lifts.
We end the paper by an application to the case when A = A(1), the sub-
Hopf algebra of the modulo 2 Steenrod algebra generated by the two first Steenrod
squares Sq1 and Sq2.
We give a new computation of the well-known Picard group of the stable category
of A(1)-modules,
Theorem (Theorem 11.1).
Pic(A(1)) = Z⊕ Z⊕ Z/2.
and we answer the lifting problem for two extreme cases in E(1)-modules. Al-
though the inspection is tedious, the tools provided in this paper are sufficient to
solve the lifting problem in this case, for any E(1)-module.
This last question was already studied by Geoffrey Powell in [Pow15]. In loc
cit, he is able to compute by hand the number of lifts of each indecomposable
E(1)-module.
The author is aware that Eric Wofsey has obtained results in a similar direction
in an unpublished work.
The organization of the paper should now be clear from the introduction.
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Part 1. Generalities about the stable ∞-category of modules
1. The stable ∞-category
Let A be a Hopf algebra. Classically, one builds the stable category St(A) of
A-modules from the category AMod by setting the maps that factors through a
projective A-module to be zero. In particular, it forces the projective modules to
be contractible in St(A).
In this section, we consider the stable category of A-modules as an ∞-category.
We will see later that this category is actually a stable symmetric monoidal ∞-
category. Although this structure does translate quite easily to elementary prop-
erties of the classical stable category of A-modules St(A), this observation is the
starting point of our analysis. Indeed, we will profit from these∞-categorical struc-
tures by using homotopy theoretical tools in representation theory of Hopf algebras.
We start by some recollection about graded modules over graded Hopf algebras.
Proposition 1.1 ([Mar83, Theorem 12.5, Proposition 12.8]). The category AMod
has enough injectives and projectives. Moreover, the notions of free, injective, pro-
jective and flat module coincide.
We now fix some notations to take into account the fact that our objects are
graded.
Definition 1.2. For an A-module M ∈ AMod, we denote the F-vector space of
homogeneous elements of M in degree k by Mk. There is a shift functor, that sends
M to M [1], defined by (M [1])k+1 = Mk. This is clearly an invertible functor, and
we denote by (−)[t], for t ∈ Z the obvious |t|-fold composition.
The reader should be warned about this shift functor: it has nothing to do with
the stable structure mentioned in the introduction. It is a simple regrading, and
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its importance in this paper is only for computational purposes, as the internal
grading helps to organize data (for example extension groups are bigraded), and to
obtain additional structure (the various rings that appear in our context usually
come from graded rings).
The category of A-modules also comes with a closed symmetric monoidal struc-
ture, induced by the (cocommutative) coproduct on A. The interested reader is
referred to [Mar83] or [Pal01] for the details of the construction.
Definition 1.3. Let M,N be two A-modules. Let M ⊗N be the tensor product
(over F) of M and N , together with the action of A given by
(3) a(m⊗ n) = Σa′m⊗ a′′n
in Swedler’s notations. Let homA(−,−) be the internal hom functor which is part
of this closed symmetric monoidal structure.
We now recall the construction of the stable category of A-modules as a sym-
metric monoidal model category.
Definition 1.4. We define the following classes of morphisms in AMod. An mor-
phism f in the category of A-modules is
(1) a stable equivalence, if both its kernel and cokernel are free A-modules,
(2) a cofibration, if it is an injection,
(3) a fibration if it is a surjection.
Note that the shearing isomorphism ensures that for any A-module M , the A-
module A⊗M is free, so that the bifunctor ⊗ sends free modules to free modules.
Consequently, ⊗ is compatible with the above classes of maps. This gives:
Proposition 1.5 ( [SS03, Exemple 2.4.(v)]). The classes of stable equivalences,
cofibrations, and fibrations define a symmetric monoidal closed model structure on
the category of A-modules.
Moreover, there is a stability property for this model category, in the sense of
Hovey-Palmieri-Strickland.
Proposition 1.6 ( [HPS97, Section 9.6] ). The category St(A) is a stable ho-
motopy category in the sense of Hovey-Palmieri-Strickland. In particular, it is a
triangulated closed symmetric monoidal category generated by the compact objects,
1[t].
Precisely,
(1) the exact triangles are induced by short exact sequences of A-modules,
(2) the desuspension functor is Ω := ker(A→ 1)⊗ (−),
(3) the symmetric closed monoidal structure is induced by ⊗, the internal hom,
and the unit is 1.
Definition 1.7. We denote by St∞(A) the corresponding presentable∞-category.
Corollary 1.8 (Corrolary of Propositions 1.5 and 1.6). The ∞-category St∞(A)
is a presentable symmetric monoidal stable∞-category, generated by 1[t], for t ∈ Z.
Moreover, the triangulated desuspension is induced by the functor Ω.
Note that the morphisms between two object M and N , i.e. the elements of
pi0(St∞(A)(M,N)) are the stable classes of degree zero A-module morphisms be-
tween M and N . However, we define an enhancement of St∞(A) which takes into
account the maps of degree non-zero in the following way.
Definition 1.9. Let t ∈ Z. Let St∞(A)(M,N)t be the spectrum St∞(A)(M,N [t]),
and St∞(A)(M,N)∗ be the coproduct of all St∞(A)(M,N)t.
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In particular, this gives a natural definition of bigraded homotopy groups in this
category. This is nothing but a topological manifestation of the fact that extension
groups between graded modules over a graded ring are bigraded, by one homological
degree and one degree coming from the internal grading of objects.
Definition 1.10.
(4) pis,t(M,N) := pis(St∞(A)(M,N)t)
2. Picard spectra, endomorphisms, automorphisms and space of lifts
In this section, we define the various ∞-functors we will need to set up our
spectral sequences for the Picard space and the space of lifts. Because our strategy
relies on general∞-categorical constructions, we need to consider these functors for
a general stable ∞-category C, which satisfies the relevant hypothesis. However,
when particularized to the symmetric monoidal stable ∞-category St∞(A), we
recover the objects that are our main interest here.
Definition 2.1. For C a stable symmetric monoidal ∞-category, let pic(C) denote
the∞-groupoid of invertible objects in C, equivalences between them, and all higher
arrows. As pic(C) is a group like E∞-space, it is the zeroth space of a connective
Ω-spectrum we denote pic(C) as well. If C = St∞(A) for some Hopf algebra A, we
simply denote this spectrum by pic(A).
The Picard spaces and spectra are studied through their relation to some other
fundamental functors. Indeed, since the higher morphisms in pic(C) consists in
all the invertible morphisms, each connected component of the Picard space is a
delooping of the automorphisms of the unit. We now define properly the relevant
functors and natural transformations.
Definition 2.2. Let End(−)(1) :∞-Cat
⊗ → SH, where SH is the stable homotopy
category, and ∞-Cat⊗ is the category of stable symmetric monoidal ∞-categories,
be the functor which associates to a stable symmetric monoidal ∞-category its
spectrum of endomorphisms of the unit, and Aut−(1) = ιEnd(−)(1) its core.
The Picard spectrum satisfies the following property, which is essential to our
approach. Indeed, it expresses in particular the compatibility of Picard spectra
with totalizations.
Proposition 2.3 (Proposition 2.2.3 [MS14]). The functor
pic :∞-cat⊗ →∞-groupoids
preserves limits and filtered colimits.
As the name suggests, the Picard spectrum is an enhancement of the more
classical Picard group, defined as follows.
Definition 2.4. Let (C,⊗, 1) be a monoidal category (such that for example the
homotopy category of a stable symmetric monoidal∞-category). The Picard group
of C, denoted Pic(C), is the class of isomorphism classes invertible objects with
respect to the tensor product. Whenever Pic(C) is a set, it has a natural group
structure, where the multiplication is induced by ⊗ and the unit is the isomorphism
class of the unit.
Remark 2.5. By definition, there is a natural equivalence τ≥1pic(C) ≃ ΩAutC(1).
The latter is a subspace of the space of endomorphisms of the unit, giving a natural
transformation AutC(1)→ EndC(1).
Proposition 2.6. Let C be an symmetric monoidal ∞-category. There are natural
isomorphisms
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(1) between pi0(pic(C)) and the Picard group of ho(C),
(2) pi1(pic(C)) ∼= AutC(1),
(3) pii(pic(C)) ∼= pii−1(homC(1, 1)), for i ≥ 2.
The homotopy groups of Aut and End will be expressed as certain extension
groups in Corollary 4.5, using a form of Poincaré duality in the stable category
of modules over a Hopf algebra. At this point, we will have an entirely algebraic
description of the higher homotopy groups of pic(A).
We finish this section by the study of the homotopical behaviour of the various
functors we have introduced. Our main interest is the commutation with homotopy
limits. This is essential for us since our strategy is to apply pic, Aut, End to a
totalization of a cosimplicial ∞-category.
Lemma 2.7. The functors End(−)(1) and Aut commutes with homotopy limits.
In particular, these commutes with totalization.
Proof. The functor End(−)(1) can be written as a composite
∞-Cat⊗
F
→∞-Cat→ T
where F takes symmetric monoidal ∞-category and sends it to its full sub-∞-
category with one object, 1. The second functor associates to an ∞-category the
space of all its maps. These functors both commute with homotopy limits, so End
does.
Now, the functor Aut commutes with limits as the composite of the two functors
End(−)(1) and taking only invertible connected components, both commuting with
limits. 
Lemma 2.7 does give a particular role to the unit in any symmetric monoidal
∞-category. If our categories come with a distinguished object, we can Apply a
similar argument.
Lemma 2.8. Let ∞-Cat• be the category of pointed stable symmetric monoidal
∞-category, i.e. categories C with a distinguished object MC. The functors
End :∞-Cat• → SH,
and
Aut :∞-Cat• → SH,
which sends C to EndC(MC ,MC) and AutC(MC) commutes with limits.
Proof. The proof is along the same lines as Lemma 2.7, replacing the functor F by
the functor which sends a pointed stable symmetric monoidal ∞-category C to its
full subcategory with only one object: MC . 
3. Restriction functors
In this section, we study and reformulate various restriction functors in the stable
setting, defined as follows.
Definition 3.1. Let B be a Hopf subalgebra of A. Define
UB : St∞(A)→ St∞(B)
to be the restriction functor.
Conceptually, the central result of this section is Proposition 3.8, which re-
formulates UB as an extension of scalars along the commutative algebra object
TB ∈ St∞(A). This allows us to study the descent problem along TB.
The following result is classical, see for instance [Mar83, Pal01].
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Proposition 3.2. The functor UB has both a left and a right adjoint. Namely,
A⊗B (−) : St∞(B)→ St∞(A)
is left adjoint to UB, and
homB(A,−) : St∞(B)→ St∞(A)
is right adjoint to UB, where the action of A on A ⊗B (−) and homB(A,−) is
induced by the action of A on itself.
Proposition 3.3. The functor UB is a symmetric monoidal functor. Moreover,
the three functors UB, A⊗B, and homB(A,−) are exact.
Proof. As vector spaces, UB(M ⊗N) is clearely isomorphic to UBM ⊗UBN , since
the tensor product is taken over F. The action of B coincides since B is a Hopf
subalgebra of A.
The second assertion is immediate since tensor product is taken over F. 
Remark 3.4. The functors A⊗B, and FB(A,−) are obviously not monoidal in gen-
eral, for instance, they do not preserve the units.
It will often be useful in our situation to consider a family of Hopf subalgebras
of A at once. This is done by the following global restriction functor.
Definition 3.5. Let B be a collection of Hopf subalgebras of A. Let
UB : St∞(A)→ St∞(B),
where St∞(B) :=
∐
B∈B St∞(B), be the functor
∐
B∈B UB.
Let B be a Hopf subalgebra of A. In order to study the descent from B to A
modules, we need to have a commutative ring object in St∞(A) that measures the
difference between St∞(A) and St∞(B).
The Hopf algebra A is cocommutative. It implies that all its Hopf subalgebras
are automatically conormal subcoalgebras. Consequently, the Hopf subalgebra B
of A is conormal, and A//B is a cocommutative coalgebra object in St∞(A).
Definition 3.6. Let B ⊂ A be a Hopf subalgebra. Then A//B = A⊗B F and the
diagonal of A induces a cocommutative coalgebra structure on it. In particular,
the F-linear dual (A//B)∗ of A//B is a commutative algebra object in the category
St∞(A). We denote this commutative algebra by TB.
Lemma 3.7. The functor homB(A,−) : St∞(B)→ St∞(A) is conservative.
Proof. We argue at the level of the module categories for this result. Recall that a
map in the stable category is a weak equivalence if and only if both its kernel and
cokernel are free. Thus, it suffices to show that for any B-moduleM , if homB(A,M)
is a free A-module then M is a free B-module. It is true since the morphism
M → UB(homB(A,M) is split, and UB(homB(A,M) is a free B-module. 
The last result is the key ingredient in the following proposition, which exhibits
B-modules in A as a category of modules over the commutative algebra object
TB ∈ St∞(A).
Proposition 3.8. The functors UB induces an equivalence of stable symmetric
monoidal ∞-categories
ModA(TB) ∼= St∞(B),
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where ModA(TB) is the category of TB-modules in St∞(A). Moreover, this equiv-
alence of categories enters in a diagram
(5) St∞(A)
UB
//
TB⊗

St∞(B)
∼=
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
ModA(TB),
commutative up to a natural isomorphism.
Proof. We check the hypothesis of Proposition 5.29 [MNN15] for the adjunction
UB : St∞(A)⇄ St∞(B) : homSt∞(B)(A,−)
of Definition 3.1. Namely, we need to show that
• the functor UB is monoidal,
• for all objects M ∈ St∞(A), N ∈ St∞(B), the map
homB(A,N)⊗M → homB(A, (N ⊗ UB(M))
is a stable equivalence,
• the functor homB(A,−) commutes with colimits,
• the functor homB(A,−) is conservative.
The fact that UB is monoidal is given by Proposition 3.3.
The algebras A and B are finite dimensional. In particular A is a compact
B-module. Thus, for all M ∈ St∞(A) and N ∈ St∞(B), the morphism
homB(A,N)⊗M → homB(A,N ⊗M)
is a stable equivalence, and homB(A,−) commutes with colimits.
The projection formula holds since the category St∞(B) is generated by the
strongly dualizable objects 1[k].
Finally, homB(A,−) is conservative by Lemma 3.7. 
The last proposition is one key point for the study of the restriction functors
via descent theory. However, in our arguments, we will often need to consider a
restriction functor of the form UB : St∞(A) →
∐
B St∞(B), as in Definition 3.5.
To this end, we use the following consequence of Proposition 3.8.
Corollary 3.9. Let TB be the algebra
∏
B∈B TB. Then there is an equivalence of
stable monoidal ∞-categories
ModSt∞(A)(TB)
∼= St∞(B),
where ModSt∞(A)(TB) is the category of TB-modules in St∞(A). Moreover, this
equivalence of categories enters in a diagram
(6) St∞(A)
UB
//
TB⊗

St∞(B)
∼=
q
q
q
q
q
q
q
q
q
q
Mod(TB),
commutative up to a natural isomorphism.
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4. Homotopy groups, extension groups and Poincaré duality
This section is devoted to the algebraic interpretation of the homotopy groups of
the morphism spaces. As the reader probably expects, and as the expert probably
knows, these are related to extension groups in the stable category.
Here, we recollect the two essential ingredients needed to prove this fact. Namely
the identification of pis,t(St∞(A)(M,N)) with Ext
−s,t
A (M,N), which is given by
Proposition 4.1, and the Poincaré duality result for such extension groups, provided
by Proposition 4.4.
Recall that, in the stable category, the extension groups Exts,tA are defined for
all integers s, t.
Proposition 4.1. There is a natural isomorphism
pis,t(St∞(A)(M,N)) ∼= Ext
−s,t
A (M,N).
Proof. Clearly, pi0,t(St∞(A)(M,N)) = St(A)(M,N)t, the set of all stable module
morphisms between M and N . But we know by Lemma 1.8 that the functor
Ω coincides with the desuspension in the stable symmetric monoidal ∞-category
St∞(A). Therefore
pis,t(St∞(A)(M,N)) = pi0,t(St∞(A)(Ω
sM,N))
∼= St(A)(ΩsM,N)t
∼= Ext
−s,t
A (M,N).

Unfortunately, the computations that are usually available for extension groups
are done in the unstable category (i.e. Exts,t for s ≥ 0). To remedy to this problem,
we show a Poincaré duality result. In particular, the computation of the s ≥ 0 part
and the s ≤ −1 part of extension groups are essentially equivalent. This sort of
computations is classical, see for example [Mar83, Chapter 12].
Definition 4.2. Let |A| be the biggest degree in which A is non-zero.
In particular, the non-degenerate pairing A ⊗ A → A → 1[|A|], where the first
map is the multiplication in A, and the second map projects on the top class,
induces an isomorphism of A-modules A∗ ∼= A[−|A|], where A∗ is the F-linear dual
of A.
Remark 4.3. As a consequence of this isomorphism is that one can obtain a pro-
jective resolution of an A-module M by dualizing an injective resolution for M∗,
and vice versa. This gives the following result.
Proposition 4.4. There is a natural isomorphism
Exts,tA (1, 1)
∼= Ext
−1−s,|A|−t
A (F,F).
Proof. Choose a projective resolution of 1, and dualize it to obtain an injective
resolution of 1 (use Remark 4.3). Then, the isomorphism A∗ ∼= A[−|A|] gives the
statement. 
In particular, we get the desired identification of homotopy groups of hom-
spectra in St∞(A).
Corollary 4.5. There is a natural isomorphism
pis,t(homA(1, 1)) ∼= Ext
s−1,|A|−t
A (1, 1)
∗.
We conclude this section by various identifications of homotopy groups of spaces
(pic, End, Aut) which are relevant to our study.
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Corollary 4.6. There are identifications pii(AutSt∞(A)(1))
∼= Ext
i−1,|A|
A (1, 1)
∗, for
i ≥ 1, and pi0(AutSt∞(A)(1) = {id1}.
Using Corollary 4.5, we can also identify the higher homotopy groups of pic(A).
Proposition 4.7. (1) pi1(pic(A)) = {id1},
(2) for i ≥ 2, pii(pic(A)) = Ext
i−2,|A|(1, 1)∗.
5. Quillen’s F-isomorphism theorem for Hopf algebras
In this section, we recall and reformulate in our context the classical Quillen’s
F-isomorphism theorem for detecting nilpotent elements in the cohomology of Hopf
algebras. Quillen’s original result is proved in [Qui71], and the corresponding result
for cohomology of Hopf algebras, that is Ext∗A(F,F) for a Hopf algebra A, can be
found in [Pal97, Theorem 1.3].
Let G be a finite group, for simplicity. Consider the collection E of elementary
abelian 2-subgroups of G. Quillen’s F-isomorphism theorem asserts that the map
H∗(G;F)→ lim
E∈E
H∗(E;F)
is an F-isomorphism (finite kernel and each element in the target has some power
in the image).
In the theory of Hopf algebras, the appropriate version of elementary abelian
2-subgroup is less tractable. It is the notion of quasi-elementary Hopf subalgebra.
Definition 5.1 ( [Pal97, Definition 2.1.10]). We say that a connected cocommu-
tative Hopf algebra B is quasi-elementary if no product of the form
∏
ω∈S
ω
is zero, for S a finite subset of Ext1,∗B (F,F).
Using this notion of quasi-elementary Hopf subalgebra of A, the appropriate
version of Quillen F-isomorphism theorem holds (see [Pal97, Theorem 1.2]). The
results contained in this section can be seen as the direct consequences of [Pal97,
Theorem 1.2] in representation theory of Hopf algebras.
The hypothesis of Definition 5.1 are certainly satisfied when B is an exterior Hopf
algebra, since Ext∗,∗B (F,F) is polynomial in this case. This motivates the following
definition.
Definition 5.2. A Hopf algebra E is called elementary if it is commutative, and
x2 = 0 for all x in the augmentation ideal of E.
Lemma 5.3. Elementary Hopf algebras are quasi-elementary.
Proof. Follows from an easy computation of the cohomology of exterior Hopf alge-
bras. 
For many Hopf algebras, these two notions actually coincide, for instance, this
is the case for all sub-Hopf-algebras of the modulo 2 Steenrod algebra, by [Pal01,
Section 2.1.1].
Definition 5.4. Let E be the set of maximal quasi-elementary sub-Hopf-algebras
of A.
We now turn to a central object of our study. By Definition 3.5 and Corollary
3.9, the forgetful functors UE , for E ∈ E assemble into a functor
UE : St∞(A)→ St∞(E),
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which is isomorphic to
TE⊗ : St∞(A)→Mod(TE),
through the equivalence St∞(E) ∼= Mod(TE). The next result gives one of the
essential features of the functor UE (or equivalently, of the algebra TE).
Proposition 5.5. An A-module M is free if and only if UE(M) is E-free, for all
E ∈ E. Consequently, the functor UE is conservative. Likewise, an A-module M is
in Pic(A) if and only if, for all E ∈ E, the stable E-module UE(M) is in Pic(E).
Proof. The first assertion is [Pal97, Theorem 1.3]. Now, for B a Hopf algebra, a
map f : M → N between B-modules is a stable isomorphism if and only if its
cofiber is free. Thus a morphism f in St(A) is a stable isomorphism if and only if,
for every E ∈ E , UEf is a stable isomorphism of E-modules.
We still have to show the last property. Observe thatM is invertible with respect
to the tensor product if and only if the map
M ⊗ hom(M, 1)→ 1
is a stable equivalence. The fact that each UE is monoidal (see Remark 3.3), and
that stable equivalences are detected on E gives the result. 
Part 2. Descent, Picard groups, and the lifting problem
6. A cosimplicial model for St∞(A)
In this section, we show how the stable category St∞(A) can be recovered from
the categories St∞(E), where E runs through the collection of maximal elementary
Hopf subalgebras of A.
For simplicity, we denote simply by T the algebra object TE , where E is the set
of all maximal elementary Hopf subalgebras of A (as in Definition 5.4). The main
result of this section is Theorem 6.1 which is a homotopical descent result for the
algebra object T .
Following the analogy between representations of a group G and the study of
representations of a connective Hopf algebra A, one can think of this result as an
analogue of the descent up-to-nilpotence set-up in [MNN15]. Indeed, each of the
algebras TE , for E ∈ E , is the correct analogue of a G-orbit in our setting.
Theorem 6.1. The functor T⊗ : St∞(A)→ ModSt∞(A)(T ) extends to an equiv-
alence of stable monoidal ∞-categories
(7) St∞(A) ∼= Tot
(
ModSt∞(A)(T ) //
//
ModSt∞(A)(T ⊗ T ) //
//// . . .
)
,
where T is the algebra ΠE∈ETE. When A admits only one elementary sub-Hopf-
algebra E, this reduces to
St∞(A) ∼= Tot
(
St∞(E) //
//
ModSt∞(E)(TE) //
////ModSt∞(E)(T
⊗2
E ) . . .
)
.
In other words, the stable category of A-modules can be reconstructed from the
stable category of E-modules, for each E ∈ E . Essentially, this is due to the fact
that the functor UE , or equivalently T⊗ : St∞(A) → St∞(A), does not loose too
much information. This property, which is also the crucial point of the proof of
Theorem 6.1, is expressed in the following Lemma.
Lemma 6.2. The functor
T ⊗ (−) : St∞(A)→ St∞(A)
is conservative.
14 NICOLAS RICKA
Proof. By Proposition 5.5, the functor UE is a conservative functor. But by Corol-
lary 3.9, the functor
T ⊗ (−) : St∞(A)→ModSt∞(A)(T )
is the composition of UE and an equivalence of categories. Thus, it is conservative.
In particular, the functor
T ⊗ (−) : St∞(A)→ St∞(A)
is conservative as well. 
Proof of Theorem 6.1. We show that the algebra object T satisfies the hypothesis
of Theorem 2.30 [MNN15], which identifies the category of T -complete objects with
the desired totalization.
Tensoring with the algebra T is conservative by Lemma 6.2. Moreover, T is
strongly dualizable, since it is a finite dimensional A-module.
Thus, [MNN15, Theorem 2.30] provides an equivalence of stable monoidal ∞-
categories
(8) St∞(A) ∼= Tot
(
ModSt∞(A)(T ) //
//
ModSt∞(A)(T ⊗ T ) //
//// . . .
)
.
Now, by the identification given in Proposition 3.8, the layers ModSt∞(A)(T
⊗n) of
the cosimplicial category given in equation (8) are equivalent toModSt∞(E)(T
⊗(n−1)).
To conclude the proof, we have to show that every object of St∞(A) is T -
complete. Now, the general argument given in Example 2.17 [MNN15] applies,
since T is finite-dimensional and tensoring with T is a conservative functor by
Lemma 6.2. 
Remark 6.3. Theorem 6.1 is the key point of our analysis. It is tempting to change
the definition of E to ease the computation. The analogous Theorem holds, re-
placing the set E by any set B consisting in Hopf subalgebras of A, satisfying the
following property. For any maximal elementary Hopf subalgebra E of A, there is
a Hopf subalgebra B ∈ B such that E ⊂ B.
The reader must be warned that this does not seem to ease the computations in
concrete examples.
7. The stable Picard group via descent
In this section, we use Theorem 6.1 to address the following question.
Problem 7.1 (Determination of the Picard group). What is the group of stably
invertible A-modules with respect to the tensor product?
As stated, it is not clear how the technology developed in the previous sections
will help us in this study. In order to apply our results, we first need to consider
an object whose behaviour with respect to homotopical constructions is nicer than
the Picard group. Recall from Definition 2.1 that there is a connective spectrum
pic(A), associated to the Hopf algebra A, which is a spectral enhancement of the
Picard group in the sense of Proposition 4.7.
The reason why this object behaves better with respect to homotopical construc-
tions than the mere Picard group is expressed in Proposition 2.3. In particular, we
obtain
Theorem 7.2. There is a weak equivalence of spaces
pic(A) ∼= Tot
(
pic(ModSt∞(A)(T )) //
// pic(ModSt∞(A)(T ⊗ T )) //
//// . . .
)
.
Proof. The first assertion is Theorem 6.1, and the behaviour of pic with respect to
limits given in Proposition 2.3. 
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Corollary 7.3. There is a spectral sequence
En,s1 = N
npis(pic(ModSt∞(A)(T
⊗•+1)))⇒ pis−n(pic(A))
computing the homotopy groups of the Picard spectrum, where Nn is the Moore
normalization functor.
Its rth differential has bidegree (r, r−1), and this spectral sequence converges for
s− n ≥ 0.
Proof. The spectral sequence is the Bousfield-Kan spectral sequence associated to
a cosimplicial space. Note that, because of Theorem 7.2, we already know that the
totalization of the cosimplicial space is non empty. Indeed, the unit 1 ∈ St∞(A)
is a canonical choice of base point in each layer, and it is also an element of the
Picard group of St∞(A). Thus, we can run the spectral sequence. 
The last two results gives a general machinery which does the computation of
pi∗(pic(A)). At this point, the computations are essentially inaccessible from such
a generic description of the E1-term of the spectral sequence for the Picard space.
The rest of this section is devoted to the study of this spectral sequence. First,
the Picard space (see Definition 2.1) of a symmetric monoidal stable category C is
a delooping of the space of automorphisms of the unit AutC(1) (see Remark 2.5).
But the latter is a subfunctor of EndC(1). We can thus compare the E1-pages of
the Bousfield-Kan spectral sequences derived from the cosimplicial spaces obtained
by applying pic, Aut and End to the cosimplicial space appearing in Theorem 6.1.
Furthermore, using the adjunction
T⊗n⊗ : St∞(A)⇄ModSt∞(A)(T
⊗n) : U,
where U denotes the forgetful functor, we obtain an explicit description of the latter
spectral sequence.
We start by analysing the Bousfield-Kan spectral sequence for endomorphism
spaces.
Proposition 7.4. There are two natural Bousfield-Kan spectral sequences:
(9) Es,t,n1 (End)
∼= NnExt
s−1,|A|−t
A (1, T
⊗•+1)⇒ Ext
s+n−1,|A|−t
A (1, 1),
and
Es,n1 (Aut) = N
npis(AutModSt∞(A)(T⊗•+1)(1))⇒ pis−n(AutSt∞(A)(1)).
Moreover, the natural transformation Aut−(1)→ End(−)(1) induces a natural mor-
phism of spectral sequences
Es,n1 (Aut)→ E
s,0,n
1 (End)
which is an isomorphism in degrees (s, n) for s ≥ 1 at the E1-page.
Proof. We start by analysing the former spectral sequence. Apply the functor
End(−)(1), which associates to an ∞-category its space of endomorphisms of the
unit, to the equivalence of stable symmetric monoidal ∞-categories provided by
Theorem 6.1. This functor commutes with limits by Lemma 2.7, so we get a weak
equivalence
EndA(1) ∼= Tot
(
EndModSt∞(A)(T )(1) //
// EndModSt∞(A)(T⊗T )(1) //
//// . . .
)
.
There is an associated Bousfield-Kan spectral sequence, whose E1-page is
Es,n1 (End) = pis(End(ModSt∞(A)(T⊗n+1)(1))⇒ pis−n(EndA(1)).
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Now, the layers of the cosimplicial space are identified with a more computable
object, using the following chain of isomorphisms
End(ModSt∞(A)(T⊗n+1)(1) := homModSt∞(A)(T⊗n+1)(T
⊗n+1, T⊗n+1)
≃ homSt∞(A)(1, T
⊗n+1).
A similar argument is valid for the automorphism space functor. Apply the
functor Aut(−)(−), which commutes with limits by Lemma 2.7, to the equivalence
provided by Theorem 6.1. The associated Bousfield-Kan spectral sequence is pre-
cisely the asserted one.
The identification of the map of spectral sequence given in the last assertion is
induced by the natural transformation End(−)(1)→ Aut(−)(−). 
Note that the unusual indexing of the stable extension groups is harmless: one
could consider the spectral sequence
E′(End)s,t,n1 = N
nExts,tA (1, T
⊗•+1)⇒ Exts−n,tA (1, 1),
obtained by reindexing the one given in Proposition 7.4. The indexing is chosen
here to have the comparison map
Es,n1 (Aut)→ E
s,0,n
1 (End).
Remark 7.5. In the case when there is only one maximal elementary sub-Hopf-
algebra E of A, the spectral sequence computing Ext∗,∗A (1, 1) given in Proposition
7.4 coincides with a version the Cartan-Eilenberg spectral sequence from the E2-
page onwards. In this sense, the spectral sequence we obtain is a generalization of
the latter.
Proposition 7.6. The canonical identification pii−1(End(−)(1)) ∼= pii(pic(−)), for
i ≥ 2, induces an isomorphism of abelian groups
(10) Es−1,0,n1 (End)
∼= E
s,n
1 (pic)
for all n ≥ 0 and s ≥ 2.
Likewise, the canonical identification pii−1(Aut(−)(1)) ∼= pii(pic(−)), for i ≥ 1,
induces an isomorphism of abelian groups
(11) Es−1,n1 (Aut)
∼= E
s,n
1 (pic)
whenever n ≥ 0 and s ≥ 1.
Moreover, for i ≥ 1, the differentials originating at Es,nr for s−n ≥ 1 or r ≤ s−1
in the descent spectral sequence converging to pis−n(pic(A)) are identified with the
ones of Es−1,0,nr (End) (respectively E
s−1,n
r (Aut)).
Proof. This is given in [MS14, Section 5]. 
Now, when given a Hopf algebra A, the strategy to compute the Picard group
pi0(pic(A)) goes as follows. First, we compute ExtA(1, 1) and theE1-pageE
s,t,n
1 (End).
This gives some knowledge on the E∞-page of the latter spectral sequence. Then,
we use the comparison result provided in Proposition 7.6, and hope that is gives all
the differentials in the spectral sequence for Picard groups given in Corollary 7.3.
It turns out that in concrete situations, it is the case. We figure out some instances
of this in the last part of this paper (see Part 3).
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8. Lifting problem via descent
We now turn to a more general problem. Because of Palmieri’s detection result
(see Proposition 5.5), the computation of the stable Picard group of A is strongly
related to the determination of the set of all stable A-modules, whose restriction to
all elementary Hopf subalgebras E of A are stably equivalent to 1E .
In this section, we deal with the following problem.
Problem 8.1 (The lifting problem). Let ME ∈ St∞(E) for all E ∈ E. Does there
exist an A-module M such that UEM = ME for all E ∈ E?
The reader who is familiar with this problem is probably disturbed by the absence
of a compatibility condition on the various restrictions. Namely, one would expect
that this problem is easier when one assumes that, for all E′ ⊂ E, UE′ME ≃ME′ .
Unfortunately, the author does not know an analogue to Corollary 3.9 in this case.
This makes the computational part of our answer harder to set up.
Our approach to this problem is analogous to the one we used for Picard groups
in Section 7. We fix E and the category St∞(E) in this section. Let ME be a
collection of stable representations ME of E, for each E ∈ E .
We consider a category C which lives over St∞(E), so that it makes sense to
formulate the lifting problem in C.
We first build a moduli space LC(ME) for Problem 8.1 in C. This is Definition
8.2. Then, we show that this is in some sense functorial in C, and that this functor
preserves homotopy limits in C. Finally, we obtain a spectral sequence computing
the homotopy groups of LSt∞(A)(ME) as the Bousfield-Kan spectral sequence
Definition 8.2. Consider the category of stable symmetric monoidal∞-categories
over St∞(E), i.e. of diagrams
C

St∞(E)
.
The ∞-category of lifts of ME ∈ St∞(E) (in C → St∞(E)) is the pullback
(12) L˜C(ME) //

C

[ME ] // St∞(E)
where [ME ] is a shorthand for the full ∞-subcategory of St∞(E) whose object is
ME . The space of lifts is LC(ME) := ιL˜C(ME), the core of the ∞-category of lifts.
We first study a couple of examples of such spaces of lifts.
Example 8.3. Consider St∞(E) as a category over St∞(E) via the identity map.
Then, the space of lifts of ME is exactly the category denoted [ME ] in Definition
8.2. Thus, pi0(LSt∞(E)(ME)) is a point, pit,1(LSt∞(E)(ME))
∼= AutSt∞(E)(ME), and
for all s ≥ 2,
pis(LSt∞(E)(ME)
∼= pis,0(homSt∞(E)(M,M).
Definition 8.4. Let C be a category over St∞(E). We say that M is liftable to C
if LC(M) is non empty.
Before we can study further examples, we need the following result, whose in-
terest to our approach should now be clear.
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Proposition 8.5. The functor that sends a category C over St∞(E) to its space of
lifts commutes with limits.
Proof. It is the composite of the pullback diagram defining the lifts, which com-
mutes with limits, and the functor which associates to an∞-category its core, which
also commutes with limits as it is a right adjoint. 
Example 8.6. Consider St∞(A) as a category over St∞(E) via the functor UE .
Then, the space of lifts ofME has the following homotopy groups: pi0(LSt∞(A)(ME))
is the set of equivalence classes of stable A-modules M such that UEM = ME . If
ME is liftable, we can choose a base point M ∈ LSt∞(A)(ME), then taking cores in
the pullback diagram
[M ]L˜C(ME )
//

[M ]C

[ME ] =
// [ME ],
where [M ]D stands for the full ∞-subcategory of D with one object M gives an
equivalence of ∞-categories [M ]L˜C(ME )
∼= [M ]C. Thus pi1(LSt∞(A)(ME),M)
∼=
AutSt∞(A)(M), and for all n ≥ 2,
pis(LSt∞(A)(ME),M)
∼= pis,0(EndSt∞(A)(M,M)),
the latter being computed in Section 4.
In particular, the determination of pi0(LSt∞(A)(ME)) is equivalent to our original
question 8.1. We now set up the tools which are necessary to compute this set.
Lemma 8.7. Let UE : C → St∞(E) be a stable symmetric monoidal ∞-category
over St∞(E) and M ∈ St∞(E).
For any n ∈ Z, there is a canonical weak equivalence of spaces
LC(UEM) ∼= LC(UEΩ
nM).
Proof. The functors under consideration are functors of stable symmetric monoidal
∞-categories. The result follows by definition of LC . 
Remark 8.8. The construction LC(ME) is not functorial in ME . However, we can
use the monoidal structure to produce some arrows between lift spaces.
Proposition 8.9. Let C → St∞(E) be a stable symmetric monoidal ∞-category
over St∞(E).
(1) For all liftable M,N ∈ St∞(E), the tensor product induces a map
L⊗C : LC(M)× LC(N)→ LC(M ⊗N).
(2) The map L⊗C is associative, i.e. the following diagram commutes
LC(L)× LC(M)× LC(N)
id×L⊗
C

L⊗
C
×id
// LC(L⊗M)× LC(N)
L⊗
C

LC(L)× LC(M ⊗N)
L⊗
C
// LC(L⊗M ⊗N).
(3) In particular, the grouplike ∞-groupoid LC(1) is an associative monoid.
This recovers the ring structure on the reduced Picard ∞-groupoid.
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(4) The construction LC takes values in LC(1)-bimodules, and for all liftable
diagrams of modules M,N , L⊗C induces a map
LC(M)×LC(1) LC(N)→ LC(M ⊗N),
where LC(M)×LC(1) LC(N) stands for the coequalizer
LC(M)× LC(1)× LC(N)⇒ LC(M)× LC(N).
Proof. We prove the three points separately.
(1) This map is induced by the tensor product: it sends two lifts m,n of M
and N respectively on m⊗ n, which is a lift of M ⊗N as UE is monoidal
by Proposition 3.1. It does similarly on n-arrows.
(2) The map L⊗C is associative by construction, and associativity of ⊗ in the
category St∞(E).
(3) Apply the two first assertions to M = N = 1. The result follows.
(4) The last assertion comes from the observation that LC(M ⊗N) coequalize
the diagram
LC(M)× LC(1)× LC(N)⇒ LC(M)× LC(N)
where the two arrows are induced by the action, as the tensor product
certainly coequalize M ⊗ 1⊗N ⇒M ⊗N .

Theorem 8.10. There is an equivalence of spaces
L(M) ∼= Tot(L•+1(M)),
where
Ln+1(M) := LModSt∞(A)(T⊗n+1)(M),
and the faces and degeneracies induced by the faces and degeneracies of the cosim-
plicial object
St∞(A) ∼= Tot
(
St∞(E) //
//
ModSt∞(E)(TE) //
////ModSt∞(E)(T
⊗2
E ) . . .
)
.
Proof. This is a consequence of Proposition 8.5, applied to the totalization given
in Theorem 6.1. 
Corollary 8.11. Let ME ∈ St∞(E). Let
(13) E1(L)
s,n = (pisLModSt∞(A)(Tn+1)(ME)).
There are obstruction classes to the lift problem in Es,s+11 for each s ≥ 1. In
particular, ME is liftable whenever these groups are zero.
Suppose that ME is a liftable module, and let M ∈ St∞(A) be such a lift. There
is a Bousfield-Kan spectral sequence
E1(L)
s,n ⇒ pis−n(LSt∞(A)(ME),M).
This spectral sequence is called the spectral sequence for the space of lifts.
Proof. This is the Bousfield-Kan spectral sequence associated with the equivalence
L(M) ≃ Tot(L•+1(M)). We then apply the general machinery associated to such a
Bousfield-Kan spectral sequence: the obstruction theory to lift a base point along
partial totalizations and the associated Bousfield-Kan spectral sequence. 
As in the last section, this settles the machinery we need to set up the spectral
sequence which resolves the Problem 8.1. However, this spectral sequence is not yet
computable. We need two more ingredients to make the computations accessible.
First, we need to compare this spectral sequence to a spectral sequence we know
something about. This is done in Proposition 8.12. Then, we can use the pairing
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End(M) × End(N) → End(M ⊗ N), and in particular this pairing for N = 1, to
have some extra structure on the spectral sequence for the space of lifts, through
this comparison map. This is Proposition 8.15.
Proposition 8.12. Let M be a stable A-module. Let ME = UEM . There are
spectral sequences
(14) Es,t,n1 (End)
∼= Ext
−s,t
A (M,T
⊗n+1 ⊗M)⇒ Ext−s−n,tA (M,M),
and
(15) Es,n1 (Aut(M)) = pis(AutA(M,T
⊗n+1 ⊗M))⇒ pis−n(AutA(M)).
Moreover, the natural transformation Aut→ End provided by Lemma 2.8 induces
a morphism of spectral sequences
Es,n1 (Aut)→ E
s,0,n
1 (End)
which is an isomorphism in degrees (s, n) for s ≥ 1 starting at the E1-page.
Proof. Apply the functor EndC (respectively AutC to the pointed categories ap-
pearing in Theorem 6.1, using the base point M ∈ St∞(A), and T
⊗n
E ⊗ ME ∈
ModSt∞(E)(T
⊗n+1
E ). The desired spectral sequence is the associated Bousfield-Kan
spectral sequence.
We conclude by naturality of inclusion of units Aut→ End. 
Remark 8.13. Before we go further, observe that the previous spectral sequence is
again a sort of generalization of the Cartan Eilenberg spectral sequence. Indeed, in
the particular case when E has only one element E, the spectral sequence computing
extension groups reduces to a spectral sequence
(16) Es,t,n1 (End(M))
∼= NnExt
−s,t
E (UEM,T
⊗• ⊗ UEM)⇒ Ext
−s−n,t
A (M,M).
Although the E1-page of this spectral sequence does seems as mysterious as
its abutment, note that it only relies on the stable category of E-modules, for
quasi-elementary E. Indeed, the E1-page does only depend on the stable module
UEM (Remark 8.13 is a special case of this fact). Moreover, this spectral sequence
computes the homotopy groups of the space of lifts. Firstly, both its E1-term and
abutment are completely computable in principle for any finite dimensional Hopf
algebra A (use a cobar complex to do the explicit computation for example) giving
information about its differentials. Secondly, this spectral sequence compares to
the spectral sequence for the space of lifts, so that we get some differentials for free
in the latter. The comparison map is given in the following proposition.
Proposition 8.14. Via the canonical identification pii−1(Aut(−)(M−)) ∼= pii(L−(M−)),
for i ≥ 1, there is an isomorphism vector spaces
(17) Es−1,nr (Aut)
∼= Es,nr (ME).
Moreover, the differentials originating at Es,nr for s−n ≥ 1 and r ≤ s in the descent
spectral sequence converging to pis−n(LSt∞(A)(ME)) are identified with the ones of
Es−1,nr (Aut).
Proof. The E1-page deduced by construction of the spectral sequence, using
pii−1(Aut(−)(M−)) ∼= pii(L−(M−)).
The comparison of differentials is given by [MS14, Section 5]). 
Finally, here is the last theoretical tool we need to carry-on computations: the
action of End(1) on End(M).
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Proposition 8.15. Let C be a pointed stable symmetric monoidal ∞-category with
distinguished object MC. There are pairings
EndC(1) ∧ EndC(MC)→ EndC(MC)
and
AutC(1) ∧ AutC(MC)→ AutC(MC).
These induces pairings of spectral sequences
Es,t,n1 (End)⊗ E
s′,t′,n′
1 (End(M))→ E
s+s′,t+t′,n+n′
1 (End(M))
and
Es,n1 (Aut)⊗ E
s′,n′
1 (Aut(M))→ E
s+s′,n+n′
1 (Aut(M))
converging to the evident pairing in homotopy.
Proof. This module structure comes from the general pairings in Bousfield-Kan
spectral sequences. 
Part 3. Applications: A(1)-modules revisited
As an application, we show how to use the techniques developed in Part 1 and 2
to the study of the stable category of A(1)-modules. In this setting, we recover the
computation of the Picard group of the stable category of A(1)-modules which is
due to Adams and Priddy in [AP76]. This was particularly important in the proof
of their uniqueness theorem.
Using our technique, it is also possible to recover and extend the classification of
lifts of E(1)-modules to A(1)-modules from [Pow15]. However, in loc cit, the author
needed an indecomposability hypothesis which is not needed for our approach. The
computation being quite tedious, we only show how this applies in a couple of
examples at the end of this part.
The plan of this part follows the study made in Part 2 in the special case A =
A(1). We first compute Exts,tA(1)(F,F), and use Poincaré duality (see section 4) to
identify pis,t(EndA(1)(F). This gives the abutment of the spectral sequence for the
endomorphism space of the unit, and we can retro-engineer it to find some of the
differentials in this spectral sequence. Finally, the comparison between the spectral
sequence for the endomorphism space of the units and the descent spectral sequence
for the Picard space gives us all the differentials in the latter spectral sequence that
we need to conclude. The conclusion of this computation is Theorem 11.1, which
is originally due to Adams and Priddy.
9. Generalities about A(1)-modules
The Hopf algebra A(1) is a finite dimensional cocommutative Hopf algebra over
F. It is classically defined as the sub-Hopf algebra of the modulo 2 Steenrod algebra
generated by Sq1 and Sq2. For our purposes, it will be more convenient to consider
it using generators and relations. Its presentation is given in the following definition.
Definition 9.1. LetA(1) be the sub-Hopf algebra of the modulo 2 Steenrod algebra
generated by the Steenrod squares Sq1 and Sq2. As an algebra,
A(1) ∼=
F〈Sq1, Sq2〉
(Sq1)2, (Sq2)2 + Sq1Sq2Sq1
.
Let E(1) be the sub-Hopf algebra of A(1) generated by the two first Milnor opera-
tions Q0 = Sq
1 and Q1 = Sq
1Sq2 + Sq2Sq1. It is a primitively generated exterior
algebra on Q0 and Q1.
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Figure 1. The subalgebra A(1) of the Steenrod algebra. Each
dot represents a copy of F. Straight lines represent the action of
Sq1 and curved ones represent the action of Sq2.
Figure 2. The joker. Each dot represents a copy of F. Straight
lines represent the action of Sq1 and curved ones represent the
action of Sq2.
The algebra A(1) is represented graphically in figure 1.
Our methods are particularly efficient for the study of the stable module category
of A(1), as there is only one maximal quasi-elementary sub-Hopf algebra of A(1):
the exterior algebra on the first two Milnor operations Q0 and Q1, denoted E(1).
In particular, we know by Proposition 5.5 that an A(1)-module is in Pic(A(1))
if and only if its restriction to E(1) is. For instance, the joker (see figure 2) is a
non-trivial element of the Picard group of A(1), as its restriction to E(1) is stably
isomorphic to un.
Using an explicit resolution of F as an A(1)-module (or the Cartan-Eilenberg
spectral sequence associated to E(1) ⊂ A(1), or the May spectral sequence for
A(1)), it is easy to compute Exts,tA(1)(F,F). The alert reader will recognise the
E2 = E∞-page of the Adams spectral sequence computing kO∗. Explicitly,
(18) Exts,tA(1)(F,F)
∼=
F[v0, η, α, β]
(v0η, η3, ηα, α2 − v20β)
,
with |v0| = (1, 1), |η| = (1, 2), |α| = (3, 7), and |β| = (4, 12).
In particular, Poincaré duality gives the homotopy groups of the space EndA(1)(F):
(19) pis,t(EndA(1)(F)) ∼= Ext
s−1,−6−t
A(1) (F,F).
10. The spectral sequence for the endomorphism space of the unit
When A = A(1), the spectral sequence provided by Proposition 7.4 reads
(20) Es,t,n1 (End)
∼= NnExt
−s,t
A(1)(F, T
⊗•+1)∗ ⇒ Exts−n−1,−6−tA(1) (F,F)
∗,
where T = (A(1)//E(1))
∗
= E(ξ21), the exterior algebra on ξ
2
1 in degree −2.
But we are in the easy case when there is only one elementary Hopf subalgebra
of A(1), so remark 7.5 applies, giving a reformulation of the E1-page of the spectral
sequence (20)
(21) Es,t,n1 (End)
∼= Nn(Ext
−s,t
E(1)(F, T
⊗•))∗ ⇒ (Exts−n−1,−6−tA(1) (F,F))
∗.
We can actually compute explicitly the first page of this spectral sequence.
Lemma 10.1. The E2-page of the spectral sequence
(22) Es,t,n1 (End)
∼= Σ−1,−4F[v−10 , v
−2
1 ⊕ F[v
−2
1 , η]⇒ (Ext
s−n−1,−6−t
A(1) (F,F))
∗,
where |v−10 | = (1,−1, 0), |v
−1
1 | = (1,−3, 0) and |η| = (0,−2, 1).
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There is a slight abuse of notation in the previous lemma. Indeed, the element
v−10 is not an actual inverse to v0, but is related to the dual of v0 in ExtA(1)(F,F).
Proof. By construction, the differential on the E1-page is induced by the alternating
sum of the maps
id⊗ µ⊗ id : T⊗n → T⊗n−1,
where µ : T⊗2 → T is the multiplication of the commutative ring object T .
But T is concentrated in even degrees, so, as an E(1)-module, it is trivial. In
particular,
Exts−1,−4−tE(1) (F, T
⊗n) = Exts−1,−4−tE(1) (F,F)⊗ T
⊗n
Now, T being an exterior algebra on ξ21 of degree −2, the E1-page is the tensor
product of a minimal resolution of 1 over the exterior algebra T with ExtE(1)(1, 1).
The action of T on this extension group is coming from the diagonal, indeed, the
action of T is given by the coaction of (ξ2)∗ on homE(1)(A(1), k). Since ∆(ξ2) =
1 ⊗ ξ2 + ξ
2
1 ⊗ ξ1 + ξ2 ⊗ 1, we have ξ
2
1v
−i
0 v
2j+1
1 = v
i+1
0 v
−2j
1 . The asserted E1-page
follows. 
Finally, the only differentials we are interested in will follow from our knowledge
of the abutment.
11. The stable Picard group of A(1)
We are now ready to compute the Picard group of the stable category of A(1)-
modules. As stated in the introduction, this follows by comparison with the spectral
sequence for the space of endomorphisms of the unit.
Theorem 11.1. The stable Picard group of A(1) is isomorphic to Z ⊕ Z ⊕ Z/2.
A representative of the element corresponding to a, b, c ∈ Z ⊕ Z ⊕ Z/2 is ΩaJc[b],
where J is the joker.
The proof is essentially an inspection of the spectral sequence for the Picard
space. We divide this inspection into a series of lemmas.
Recall that the comparison result given in Proposition 7.6, we have an isomor-
phism
(23) Es−1,0,n1 (End)
∼= E
s,n
1 (pic)
whenever n ≥ 0 and s ≥ 2. Thus, our first task is to determine Es−1,t,n2 (End), for
t = 0.
Lemma 11.2. At the E∞-page, E
s,s−1
∞ is a subquotient of Z⊕ Z⊕ Z/2.
Proof. We have to determine Es,0,s+11 (End).
The degree of a generic element Σ−1,−4v−2i1 η
j is (2i,−6i+2j, j). The constraint
on the tridegree gives j = i + 2, and thus −2i+ 4 = 4. There is only one element
here, namely Σ−1,−4η2.
The comparison result of Proposition 7.6 gives us an isomorphism
Es,s−12 (pic)
∼= E
s−1,0,s−1
2 (End)
for s ≥ 2. Moreover, the values of s that are left out by the previous identification
are already known from the E1-page: E0,12 (pic) = pi0(pic(E(1))) = Z⊕Z, as this is
the classical Picard group of the stable category of E(1)-modules, and E1,02 (pic)
∼=
E0,0,02 (End) is reduced to a point. 
proof of Theorem 11.1. We know that at least one element has to survive because
of the joker, hence we have a complete determination. 
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m0
m2
m3
m5
m4 m7
Figure 3. A graphical representation of M
Remark 11.3. The reader might have noticed that the Picard group of E(1) did not
actually play any role in this computation. In particular, we could have focused
on the relative Picard group of E(1) ⊂ A(1), that is, the kernel of the group
homomorphism pi0(pic(A(1))) → pi0(pic(E(1))) ∼= Z ⊕ Z. This is indeed possible,
and the computation is taken care of by the spectral sequence for the spaces of
lifts. Indeed, classes of elements [M ] in the relative Picard group admits exactly
two representatives which are lifts of 1 ∈ St(E(1)), namely 1 and the joker.
We leave the computation of the relative Picard group by the machinery de-
veloped in section 8 to the interested reader (the appropriate spectral sequences
coincides with the spectral sequence for Picard spaces in a wide range of degree, so
the arguments are completely similar).
12. A study of some lifts
We conclude our study of A(1)-modules by solving a couple of lifting problems.
Note that it actually is possible to classify the lifts of all stably indecomposable
E(1)-modules using this, and that the technology we developed also applies to
stably decomposable E(1)-modules as well. However, we leave to the reader the
bookkeeping needed to study all the different cases to focus on two examples.
12.1. An obstruction to existence. Our first example of application is the com-
putation of the obstruction to lift the E(1)-moduleM = k{m0,m2,m3,m4,m5,m7},
with action Q0m2 = m3, Q0m4 = m5, Q1m0 = m3, Q1m2 = m5, and Q1m4 = m7,
where mi is in degree i (see figure 3 for a picture of this module).
It turns out that there is a non trivial obstruction surviving the spectral sequence.
This is for a good reason: M does not lift to A(1).
Lemma 12.1. There is an isomorphism
(24) ΩM ∼= Σ−1M.
Proof. The injective enveloppe of M is
M → Σ−1E(1)⊕ Σ1E(1)⊕ Σ3E(1).
The cokernel of this map is exactly Σ−1M . By definition, this is ΩM . 
The extension groups of M follows.
Lemma 12.2. There is an isomorphism
(25) Exts,tE(1)(1,M)
∼= F[v±10 ]{x−3, x−5, x−7}
where |xi| = i.
Proof. One has to compute the vector space of maps 1 → M , which is precisely
F{x−3, x−5, x−7}, and conclude by the periodicity provided by lemma 12.1. 
Now, observe that this is enough to determine the spectral sequence for the space
of endomorphisms of M . Indeed,
Exts,tE(1)(M,M)
∼= Ext
s,t
E(1)(1,M
∗ ⊗M) ∼= Ext
s,t
E(1)(1,M ⊕ Σ
−7M)
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where M∗ is the linear dual of M . The stable isomorphismM∗⊗M ∼=M ⊕Σ−7M
is a straightforward computation.
Proposition 12.3. The spectral sequence for the space of endomorphisms of M
has E2-page:
(26) Es,t2 (End) = F[v
−1
0 , η]{x−7, x0}.
In particular,
• a generators for Es−1,0,s(End) is η6v−50 x−7,
• a generators for Es−2,0,s(End) is η5v−30 x−7,
• Es−3,0,s(End) is of dimension 1, generated by η4v−10 x−7,
• and Es−4,0,s(End) is trivial.
Proof. The computation of the E1-page is given by the identification of the E1-
page provided by (16), together with the observation made in the proof of the
identification (22): for degree reasons T has a trivial action of E(1), so the first
differential is induced by the multiplication of T on
F[v−10 ]{x−7, x−5, x−3, x0, x2, x4} ⊗ T
⊗n.
Now, the action of T can be determined in the following way: the element
x−3 has a trivial action of ξ
2
1 for degree reasons. Because of the action of the
Picard space on the space of lifts, the formula v−11 x−3 = v
−1
0 x−5 gives the action
ξ21v
−1
0 x−5 = v
−1
0 x−3, and finally ξ
2
1x−5 = x−3. This gives the asserted E1-page.
Now, the non-trivial element in degrees (s− 1, 0, s), (s− 2, 0, s) and (s− 3, 0, s)
follows from inspection, as a generic element of the E2-page has tridegree
|vi0η
jxk| = (−i, i+ 2j + k, j).

Corollary 12.4. There is a non-trivial obstruction to the realization of M as an
A(1)-module, namely η3v−10 x−5.
Proof. Proposition 8.14 provides an identification of the spectral sequence for the
space of lifts forM with the spectral sequence for the endomorphism space, namely
(27) Es−1,0,nr (End)
∼= Es,0,nr (L)
Thus, the obstruction to existence of a lift, living in degree (s − 1, s) in Es,0,n1 (L)
can be seen in Es−2,0,n1 (End).
The asserted element is in degree n = 3, so it cannot support any differential
dr for r ≥ 2, for degree reasons, as its potential target, namely η
4v−0 1x−7 could
only have been hit by a d1. Similarly, it cannot be hit by any differential since
the element that is a potential source of a differential hitting this elements, namely
η6v−50 x−7, have spectral sequence degree 6. Thus η
5v−30 x−7 survives to E∞. 
12.2. Multiple lifts for an E(1)-module. After studying an E(1)-module which
is not liftable to A(1), we turn to the other extreme. In this section, we will show
using the spectral sequence for the space of lifts that a certain E(1)-module admits
at most 8 different lifts as an A(1)-module.
In this case, the estimate given by the spectral sequence for the space of lifts
is sharp, since we can actually find 8 non-isomorphic A(1)-modules that solve the
lifting problem.
Let N be the E(1)-module F{n−1, n0, n1, n2}, where nk is in degree k, and the
actions are Q0n−1 = n0, Q0n1 = n2, and Q1n−1 = n2 (see figure 4 for a graphical
representation of this module).
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Figure 4. The E(1)-module N
Lemma 12.5. There is an isomorphism
(28) ΩN ∼= Σ−3N.
Proof. The injective enveloppe of N is
N → Σ−3E(1)⊕ Σ−1E(1).
The cokernel of this map is exactly Σ−3N . By definition, this is ΩN . 
Again, this periodicity has a direct consequence on extension groups.
Lemma 12.6. There is an isomorphism
(29) Exts,tE(1)(1, N)
∼= F[v±11 ]{x−2, x0},
where |xi| = i.
Proof. One computes Ext0,tE(1)(1, N)
∼= F{x−2, x0} and concludes by periodicity. 
The previous computation is enough to compute the spectral sequence for the
space of endomorphisms. Indeed
Exts,tE(1)(N,N)
∼= Ext
s,t
E(1)(1, N
∗ ⊗N) ∼= Ext
s,t
E(1)(1, N ⊕ Σ
−1N),
where N∗ is the linear dual of N .
Proposition 12.7. The spectral sequence for the space of endomorphisms of N
has E2-page:
(30) Es,t2 (End)
∼= F[v−11 , η]{x−2, x−1, x0, x1}.
In particular, the generators in degree (s − 1, 0, s) are η2v−11 x−1, η
3v−21 x0, and
η4v−31 x1.
Proof. The proof is similar to the proof of Proposition 12.3.
The computation of the E2-page is given by the identification of the E1-page
provided by (16), together with the observation made in the proof of the identifica-
tion (22): for degree reasons T has a trivial action of E(1), so the first differential
is induced by the multiplication of T on
F[v−11 ]{x−2, x−1, x0, x1} ⊗ T
⊗n.
The identification of the non-trivial elements in the appropriate degree comes from
the explicit formula for the degree of a generic element in this spectral sequence:
|vi1η
jxk| = (−i, 3i+ 2j + k, j).
The result follows by inspection. 
Corollary 12.8. There are at most 8 A(1)-modules whose underlying E(1)-module
is N .
Finally, one observes that this bound is actually sharp in our case, since the 8
different A(1)-modules described graphically in figure 5 are solutions to the lifting
problem for N .
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Figure 5. 8 different lifts of N
References
[AP76] J. F. Adams and S. B. Priddy. Uniqueness of BSO.Math. Proc. Cambridge Philos. Soc.,
80(3):475–509, 1976.
[Cb89] W. W. Crawley-boevey. Functorial filtrations iii: Semidihedral algebras. J. London
Math. Soc, 40:31–39, 1989.
[CT04] Jon F. Carlson and Jacques Thévenaz. The classification of endo-trivial modules. Invent.
Math., 158(2):389–411, 2004.
[CT05] Jon F. Carlson and Jacques Thévenaz. The classification of torsion endo-trivial modules.
Ann. of Math. (2), 162(2):823–883, 2005.
[HPS97] Mark Hovey, John H. Palmieri, and Neil P. Strickland. Axiomatic stable homotopy
theory. Mem. Amer. Math. Soc., 128(610):x+114, 1997.
[Mar83] H. R. Margolis. Spectra and the Steenrod algebra, volume 29 of North-Holland Math-
ematical Library. North-Holland Publishing Co., Amsterdam, 1983. Modules over the
Steenrod algebra and the stable homotopy category.
[MNN15] A. Mathew, N. Naumann, and J. Noel. Nilpotence and descent in equivariant stable
homotopy theory. ArXiv e-prints, July 2015.
[MS14] A. Mathew and V. Stojanoska. The Picard group of topological modular forms via
descent theory. ArXiv e-prints, September 2014.
[Pal97] John H. Palmieri. A note on the cohomology of finite-dimensional cocommutative Hopf
algebras. J. Algebra, 188(1):203–215, 1997.
[Pal01] John H. Palmieri. Stable homotopy over the Steenrod algebra. Mem. Amer. Math. Soc.,
151(716):xiv+172, 2001.
[Pow15] Geoffrey Powell. Truncated projective spaces, Brown-Gitler spectra and indecomposable
a(1)-modules. Topology Appl., 183:45–85, 2015.
[Qui71] Daniel Quillen. A cohomological criterion for p-nilpotence. J. Pure Appl. Algebra,
1(4):361–372, 1971.
[SS03] Stefan Schwede and Brooke Shipley. Stable model categories are categories of modules.
Topology, 42(1):103–153, 2003.
Department of Mathematics, Wayne State University, Detroit, MI 48202
E-mail address: nicolas.ricka@wayne.edu
