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Abstract
Let G be a group. We can topologize the spaces of left-orderings
LO(G) and bi-orderings O(G) of G with the product topology. These
spaces may or may not have isolated points. It is known that LO(Fn)
has no isolated points, where Fn is a free group on n ≥ 2 generators.
In this paper, we show that O(Fn) has no isolated points as well,
thereby resolving the second part of [5, Conjecture 2.2].
1 Introduction
Given a group G, a linear order < is a left order if it is invariant under left
multiplication, i.e., x < y implies zx < zy for all x, y, z ∈ G. A group that
admits a left order is called left-orderable.
Elements that are bigger or smaller than an identity of a group are called
positive and negative respectively.
Another way to define left-orderability is as follows:
Proposition 1. A group G is left-orderable if and only if there exists a
subset P ⊂ G such that
1. P · P ⊂ P ;
2. for every g ∈ G, exactly one of g = 1, g ∈ P or g−1 ∈ P holds.
Such a subset P is called a positive cone.
For a given order < on a group G, the positive cone P< associated with
this order is defined by P< := {g ∈ G | g > 1}. For a given positive cone
P ⊂ G the associated order <P is defined by x <P y if x
−1y ∈ P .
A group that admits a linear ordering which is invariant under both left
and right multiplication is called bi-orderable or just orderable.
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Proposition 2. A group G is orderable if and only if it admits a subset
P satisfying the conditions 1 and 2 in Proposition 1, and in addition the
condition
3. gPg−1 ⊂ P for all g ∈ G.
Proposition 3. The family of orderable groups is closed under the follow-
ing: taking subgroups, direct products, free products (first proved in [6]),
quotients by convex normal subgroups.
Moreover, orders on G1 ×G2 and G1 ∗G2 can be taken as the extensions
of orders on G1 and G2. The order on G/N could be defined as follows: gN
is positive in G/N if g is positive in G and g /∈ N .
In particular, free groups are orderable as free products of copies of the
(orderable) group Z.
Note 1. In this paper, relation F < G also means inclusion of respective
positive cones PF ⊂ PG, if positive cones are specified.
Let X be any set, and P(X) be its power set.
The spaces LO(G) ⊂ P(G) (O(G) ⊂ P(G)) of all left-invariant (bi-
invariant) positive cones in G was defined in [5]. As there is a one-to-one
correspondence between left-orderings (bi-orderings) of G and left-invariant
(bi-invariant) positive cones in G, it is natural to describe LO(G) (O(G)) as
the space of all left-orderings of G.
We follow [1] in our exposition below.
The power set may be identified with the set of all functions X → {0, 1},
via the characteristic function χA : X → {0, 1} associated to a subset A ⊂ X .
Give {0, 1} the discrete topology, and then one may consider P(X) as a
product of copies of {0, 1} indexed by the set X . The product topology is
defined as the smallest topology on the power set P(X) such that for each
x ∈ X the sets Ux = {A ⊂ X | x ∈ A} and U
c
x = {A ⊂ X | x /∈ A}
are open. A basis for the product topology can be obtained by taking finite
intersections of various Ux and U
c
x.
It is then natural to ask:
Question 1. How does the topological space LO(G) (O(G)) look like for a
given group G?
The following theorem was proved in [5]:
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Theorem 1. Let G be a countable orderable group. Then the space LO(G)
is a compact totally disconnected Hausdorff metric space. The space O(G)
is a closed subset of LO(G).
Let < is a left-ordering of a group G, and let a finite chain of inequalities
g0 < g1 < · · · < gn be given. Then the set of all left-orderings in which all
these inequalities hold forms an open neighborhood of < in LO(G). The set
of all such neighborhoods for all finite chains of inequalities is a local base
for the topology of LO(G) at the point <.
Remark 1. Instead of a chain of inequalities g0 < g1 < · · · < gn equivalently
we may consider the sequence x1 = g
−1
0 g1 > 1, . . . , xn = g
−1
n−1gn > 1, so
{x1, . . . , xn} ⊂ P<, for the positive cone P< associated with the order <.
A left-ordering of G is isolated in LO(G) if it is the only left-ordering
satisfying some finite chain of inequalities. Some groups G have isolated
points in LO(G), while others do not.
Thus, by Theorem 1 for a left-orderable (bi-orderable) countable group
G, the space LO(G) (O(G)) is homeomorphic to the Cantor set if and only
if it has no isolated points. We would, therefore, like to address the exis-
tence of isolated points in the space LO(G) (O(G)), as the first step towards
understanding the structure of LO(G) (O(G)).
Let F2 always denotes a free group with two generators in this paper. It
was first shown in [2]
Theorem 2. The space LO(F2) has no isolated points.
Later, Theorem 2 has been proved in many different ways. We are mostly
interested in the idea presented in [3]. A slightly modified strategy of this
proof (see [1]) is as follows:
Sketch. Let F2 be a free group and < be a left order on it.
Step 1. Embed a free group F2 into a countable dense left-ordered group G.
Step 2. Construct an order-preserving bijection t : G→ Q.
Step 3. For each g ∈ G define a map ρ(g) : R → R, as the extension of it
firstly defining it on Q according to the rule ρ(g)(t(h)) = t(gh) for
all h ∈ G, and then extending it onto R by continuity.
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Step 4. Let a and b be the generators of a free group F2. Then ρ(a) and ρ(b)
generates its copy in Homeo+R. Let α, β ∈ Homeo+R be ”small”
perturbations of ρ(a), ρ(b) respectively. Consider a subgroup H =
〈ρ(a), ρ(b)〉 of Homeo+R with the induced left order.
Step 5. It remains to check that for an appropriate choice of ρ(a), ρ(b), H is
a free group and left order on it is ”close” to the left order < on F2.
The critical fact from the above proof is the construction in steps 1− 3.
More generally, each countable left-ordered group order-preserving embeds
into Homeo+R in a similar way. This embedding is called the dynamical
realization of a left-ordered group. In this sense, Homeo+R is an ambient
left-ordered group.
In this paper we study the space O(F2) of orderings of a free group F2 on
2 generators.
The main result of this paper is the following theorem:
Theorem 3. The space O(F2) of orderings of a free group on 2 generators
has no isolated points.
Remark 2. Although in this paper, we prove Theorem 3 only for O(F2), all
arguments can be appropriately adapted for all O(Fn), n > 2.
We will follow the strategy from the above proof of Theorem 2 in our
proof.
In Section 3, we discuss the ambient group for bi-ordered groups and the
order on it. As such a group, we consider Homeo+([0, 1]) ∼= Homeo+R. Since
it is not bi-ordered, we define a partial ambient order on Homeo+([0, 1]).
Similarly to Step 1 from the above proof, we need to embed F2 into a group
with some sort of density. Our construction requires a more general condition
than a simple density. We will call this strong density. It is discussed in
Section 4. Also, we prove that every countable bi-ordered group embeds into
a countable strongly dense group.
Following Steps 2-3, in Section 5, we prove the dynamical realization of
bi-ordered groups, i.e. that each countable bi-ordered group embeds to the
ambient one.
Finally, in Section 6 we show how to perturb a given order on F2. An
extra difficulty in this step is to check that the perturbed generators of F2 in
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Homeo+([0, 1]) generate a bi-ordered subgroup of Homeo+([0, 1]) (this does
not hold automatically since the order on Homeo+([0, 1]) is partial).
Acknowledgements:
Authors are grateful to Dr. Adam Clay for telling them about this con-
jecture, some known previously made attempts to solve it, reading drafts
of this paper, and for pointing out that the construction in Section 4 is an
unrestricted wreath product.
2 Further notation
Let (G,<) be an ordered group, and x, y ∈ G. We will use the following
notations:
1. We denote the conjugation by xy := yxy−1.
2. We denote the absolute value by |x| :=
{
x, x ≥ 1;
x−1, x < 1.
3. We denote the relation ’much greater’ by x≫ y if |x| > |y|n , ∀n ∈ N.
Note that we do not require x to be positive. Similarly, we say that x
is ’much less’ than y and write x≪ y, if y ≫ x.
4. We denote the equivalency relation by x ∼ y if ∃k ∈ N such that |x| <
|y|k < |x|k
2
.
Equivalently, x ∼ y if x 6≫ y and x 6≪ y. Note that ∼ is an equivalence
relation.
5. We denote the equivalence class of element x ∈ G by Cx := {y ∈ G |
y ∼ x}. The set Cx is called simply the class of x.
Remark 3. The class C1 of the identity element 1 obviously equals {1}, but
we do not consider C1 as a class.
We have that x ∼ y if and only if xz ∼ yz , ∀z ∈ G. This implies that
(Cx)
z = Cxz .
3 The ambient group for bi-orderings
Recall that a countable group G is left-orderable if and only if it embeds in
Homeo+(R)..
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Remark 4. Since each ordering is also a left-ordering, each bi-orderable group
embeds in Homeo+(R). Furthermore, a countable group G is bi-orderable if
and only if each positive element g ∈ G corresponds to a function fg ∈
Homeo+(R) such that fg(x) ≥ x for all x ∈ R.
Although a bi-ordered group G can be embedded into Homeo+(R) using
the dynamical realization of left-ordered groups, such embedding is not flexi-
ble, i.e., small changes of the image of G may not preserve the bi-orderability.
We want to consider Homeo+(R) as being ambient for bi-orderable groups
as well. However, it is not bi-orderable. Therefore, it is possible only for a
partial order.
For convenience and to avoid confusion, we will construct dynamical re-
alization of bi-ordered groups using Homeo+([0, 1]) instead of Homeo+(R).
In this section, we define a partial order on Homeo+([0, 1]).
Define a set P by: f ∈ P if ∃t = t(f), t ∈ (0, 1), such that ∀x ∈ [t, 1] :
f(x) ≥ x, and f(x) > x.
We say f1 > f2, f1, f2 ∈ Homeo+([0, 1]) if f
−1
1 f2 ∈ P . Thus, P defines a
partial order <.
Lemma 4. The set P defined above satisfies the following properties:
1. P · P ⊂ P ;
2. f1Pf
−1
1 ⊂ P , ∀f1 ∈ Homeo+([0, 1]);
3. P ∪ P−1 ⊂ Homeo+([0, 1]) \ {id}.
Proof. 1) P · P ⊂ P .
Let f = f1 ◦ f2, ti = t(fi), yi = y(fi).
Let t = max{t1, t2}, y = max{y1, y2}. Then y ≥ t.
We have ∀x ∈ [t, 1] : f1(f2(x)) ≥ f1(x) ≥ x.
Now we want to prove f1(f2(y)) > y. If it is not true, then f1(f2(y)) = y,
so f1(y) = f2(y) = y, we get a contradiction.
2) Let f = f1 ◦ f2 ◦ f
−1
1 , f2 ∈ P , f1 ∈ Homeo+([0, 1]).
Let t = f1(t(f2)), so f
−1
1 (t) = t(f2). Similarly, y = f1(y(f2)), so f
−1
1 (y) =
y(f2).
Then for each x ∈ [t, 1] we have f−11 (x) ≥ t(f2), therefore
f(x) = f1(f2(f
−1
1 (x))) ≥ f1(f
−1
1 (x)) = x.
Also f(y) = f1(f2(f
−1
1 (y))) = f1(f2(y(f2))) > f1(y(f2)) = y.
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Remark 5. For any subgroup F < Homeo+([0, 1]), such that F ⊂ P ∪P
−1∪
{id}, F ∩ P defines a positive cone of F , so F is ordered.
4 Strongly dense groups
Definition 1. Ordered group (G,<) is called strongly dense (with respect
to order <) if the following conditions are satisfied:
1. ∀g1, g2 ∈ G, g1 ≪ g2, ∃g3 ∈ G such that g1 ≪ g3 ≪ g2;
2. ∀g1 ∈ G ∃g2 ∈ G such that g1 ≪ g2.
Replacement of the relation ≪ with the relation < in Definition 1 above
leads to the definition of a dense group. In the definition of a dense group, the
second condition is omitted because the analogous condition is automatically
satisfied.
Definition 2. Let (H,<) be an ordered group.
1. A pair (h′, h′′), h′, h′′ ∈ H, h′ ≪ h′′, is called a gap if there is no h ∈ H
such that h′ ≪ h≪ h′′.
2. An element h ∈ H is called a peak if there is no h1 ∈ H such that
h≪ h1.
3. An element h ∈ H is called a bottom if there is no h1 ∈ H \ {1} such
that h≫ h1.
An ordered group without gaps, peaks, and bottoms is strongly dense.
Lemma 5. Any countable ordered group (F,<F ) is a subgroup of some
countable strongly dense ordered group (G,<G).
Proof. Let us discuss how to eliminate peaks, gaps, and bottoms of a count-
able ordered group (H,<).
How to eliminate a peak h ∈ H?
The group Z × H , where Z = 〈z〉 is an infinite cyclic group, ordered
lexicographically does not have the peak h ∈ H , since z ≫ h, ∀h ∈ H .
How to eliminate a bottom h ∈ H?
The group H × Z ordered lexicographically does not have the bottom
h ∈ H , since z ≪ h, ∀h ∈ H \ {1}.
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How to eliminate a gap (h′, h′′)?
To remove the gap (h′, h′′), we want to construct a new ordered group
H1 > H , with order ’<’ on H1 is an extension of the order ’<’ on H , and
there is an element z ∈ H such that h′ ≪ z ≪ h′′ in H1. We will search
for H1 as a restricted wreath product Z wrΩH , where Z = 〈z〉 is the infinite
cyclic group. In fact, we add a new generator z to H and put it between h′
and h′′ to remove the gap.
Remark 6. The orderability of a restricted wreath product has been proved
in [4]. However, the order used in [4] does not eliminate gaps.
We think of H1 as a free product H ∗ Z quotient by some relations.
When may an element h ∈ H commute with z?
Elements z and h commute if and only if zh = z. Since the H1 supposed
to be ordered, h′ ≪ z ≪ h′′ implies (h′)h ≪ zh = z ≪ (h′′)h. This is possible
only if conjugation by h preserves the classes Ch′ and Ch′′.
Let M be a group of all those h, i.e. M := {h ∈ H|(h′)h ∼ h′} < H .
Since conjugation by any h ∈ H preserves the relation <, and since (h′, h′′)
is a gap, we have that (Ch′)
h ∼ Ch′ if and only if (Ch′′)
h ∼ Ch′′, therefore
M = {h ∈ H|(h′′)h ∼ h′′}.
Each element h ∈ H∗Z could be written in the form h = h0 (z
ǫ1)h1 . . . (zǫn)hn,
where n ≥ 0, h0, h1, . . . , hn ∈ H , ǫi ∈ {±1}, i = 1, . . . , n.
Remark 7. Now we are ready to define H1 as a restricted wreath product. Let
Ω be the set of left cosets of M in H . The action of H on Ω is multiplication
on the left. Then H1 := Z wrΩH .
Recall that by definition H1 = K ⋊ H , where K :=
⊕
w∈Ω
Zω is the direct
sum of copies of Zω := Z indexed by the set Ω.
Note that each ω ∈ Ω has a form ω = hM for some h ∈ H . We will use
notation
(
zk
)hM
, k ∈ Z, for elements of Zω.
Then zh1M and zh2M commute for all h1, h2 ∈ H . In addition, z and m
commute for all m ∈M .
Taking into account the above notation we can rewrite H1 as
H1 = {h0(z
k1)h1M · · · (zkn)hnM | n ≥ 0, h0, . . . , hn ∈ H, ki ∈ Z, i = 1, . . . , n}.
The multiplication • in H1 comes from it being a restricted wreath prod-
8
uct: (
h
(1)
0 (z
k
(1)
1 )h
(1)
1 M · · · (zk
(1)
n1 )h
(1)
n1
M
)
•
(
h
(2)
0 (z
k
(2)
1 )h
(2)
1 M · · · (zk
(2)
n2 )h
(2)
n2
M
)
= h
(1)
0 h
(2)
0 (z
k
(1)
1 )h
(2)
0 h
(1)
1 M · · · (zk
(1)
n1 )h
(2)
0 h
(1)
n1
M(zk
(2)
1 )h
(2)
1 M · · · (zk
(2)
n2 )h
(2)
n2
M .
Then the inverse is defined as follows:
(h0(z
k1)h1M · · · (zkn)hnM)−1 = h−10 (z
−k1)h
−1
0 h1M · · · (z−kn)h
−1
0 hnM .
Let us define the order on H1.
Firstly, we extend the relation ≪ from H to H1 by the following rules:
1) zh1M ≪ zh2M if (h′)h1 ≪ (h′)h2 (or equivalently (h′′)h1 ≪ (h′′)h2) and
h−12 h1 6∈M ;
2) h≪ zh1M if h≪ (h′′)h1, and h≫ zh1M if h≫ (h′)h1.
Remark 8. From the definition of M one can see that for every h1, h2 ∈ H
exactly one of zh1M ≪ zh2M , zh2M ≪ zh1M or h1M = h2M holds. Therefore,
all zh1M , h1 ∈ H , are comparable with each other with respect to the relation
≪. Also every zh1M , h1 ∈ H , is comparable with every h ∈ H .
Keeping Remark 8 in mind, we can define the positive cone P1 of H1 now
as follows:
For h = h0(z
k1)h1M · · · (zkn)hnM ∈ H let zhiM be the largest (with respect
to the relation ≪) of zhjM , j = 1, . . . , n. Now we say that h ∈ P1 if either
h0 ≫ z
hiM and h0 ∈ P (where P is the positive cone of H), or h0 ≪ z
hiM
and ki > 0.
Checking the properties of Proposition 2 for P1 is straightforward.
Finally, note that h′ ≪ zM ≪ h′′, so the group H1 does not contain the
gap (h′, h′′).
Now we know how to eliminate gaps, peaks, and bottoms.
Enumerate all gaps, peaks, and bottoms of F somehow. Consider the
chain F = F (0) < F (1) < F (2) < . . . of subgroups, on each step we eliminate
a gap, a peak, or a bottom with the respective number, unless it has not
been eliminated earlier.
Let G0 =
⋃
i
F (i). The group G0 is an ordered group without any gaps,
peaks, and bottoms of F = F (0), but with possible new gaps, peaks, and
bottoms. Each F (i) is countable since we added only one generator at each
step, so G0 is also countable. Similarly, construct a new chain G0 = G
(0)
0 <
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G
(1)
0 < . . . . Get a countable ordered G1 =
⋃
i
G
(i)
0 without any gaps, peaks,
and bottoms of G0. Then construct a chain F < G0 < G1 < . . . . Let
G =
⋃
i
Gi. Then G is countable strongly dense.
5 The dynamical realization of bi-ordered groups
Let C be the Cantor set and let I be the set of all intervals of [0, 1] \ C.
We will use letters I, J to denote elements of I. We have I = (p, q) ∈ I if
p, q ∈ C and (p, q) ∩ C = ∅.
There is a natural order on I, it is given by (p, q) = I < J = (p′, q′) if
p < p′. Then, I is dense with this order.
For each interval I ∈ I we fix an increasing bijection σI : I 7→ R.
In this section we prove the following theorem.
Theorem 6. For each countable strongly dense ordered group G, there exists
an order-preserving isomorphism ρ : G → F , where F is some ordered sub-
group of Homeo+([0, 1]). Moreover, this isomorphism satisfies the following
properties:
(a) for any g ∈ G and I ∈ I we have that ρ(g)(I) ∈ I;
(b) for each g ∈ G, g > 1, there exists an interval τ(g) = (p, q) = I ∈ I,
such that (i) ρ(g)(x) = x, x ∈ [q, 1], (ii) ρ(g)(x) ≥ x, x ∈ I, and (iii)
ρ(g)(y) > y for some y ∈ I;
(c) τ(g1) < τ(g2) if g1 ≪ g2, where g1, g2 ∈ G.
Remark 9. One may consider the dynamical left-ordered realization ρ′ : G→
Homeo+(R) of the group G. Let σ be an increasing bijection σ : (0, 1) →
R. Define ρ0(g)(x) := (σ−1 ◦ ρ′(g) ◦ σ) (x), x ∈ (0, 1), and ρ0(g)(0) := 0,
ρ0(g)(1) := 1. Then, ρ is the order-preserving isomorphism ρ0 : G → ρ0(G),
where ρ0(G) is the ordered subgroup of Homeo+([0, 1]). However, the iso-
morphism ρ0 does not satisfy the listed properties from Theorem 6.
Proof. For each g ∈ G we will choose ρ(g) = fg = f ∈ Homeo+([0, 1]) such
that
1. f(C) = C;
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2. σJ ◦ f ◦ σ
−1
I , I ∈ I, J = f(I) belongs to the dynamical left-ordered
realization of some ordered group S. Note that then σ−1I (R) = I,
f(I) = J and σJ(J) = R. So, σJ ◦ f ◦ σ
−1
I ∈ Homeo+(R).
Observe that condition 1) implies that for any I ∈ I, f(I) ∈ I, i.e.,
the property (a) of Theorem 6. Indeed, let I = (p, q), then p, q ∈ C, then
f(p), f(q) ∈ C. If there exists r ∈ C∩(f(p), f(q)), then f−1(r) ∈ C∩(p, q), but
C ∩ (p, q) = ∅, a contradiction. So C ∩ (f(p), f(q)) = ∅ and (f(p), f(q)) ∈ I.
Denote the restriction of a function f to an interval I by f |I . We will
write f |I 7→J instead of f |I to indicate that f(I) = J . Then, an expression
σJ ◦ f ◦ σ
−1
I could be written as σJ ◦ f |I 7→J ◦ σ
−1
I .
Remark 10. We will write f |I 7→J ∈ S instead of saying that σJ ◦ f ◦ σ
−1
I
belongs to the dynamical left-ordered realization of S.
Let us construct fg(C), g ∈ G, now.
Recall that I is dense with respect to the order < on it, and the classes
of G are dense with respect to the relation ≪ since G is strongly dense.
Thus, using Cantor’s back and forth argument, we can construct the order-
preserving bijection τ between the classes of G and I. Since τ preserves the
order, it automatically satisfies property (c).
We will write τ(g) = I if τ(Cg) = I.
Define a function t : G \ {1} → (0, 1) as follows: t(g) = p, if τ(g) = (p, q),
i.e., t(g) is the left endpoint of the interval τ(g).
Let g, g1 ∈ G, and let t(g1) = p, t(g
g
1) = p1, then we define fg(p) = p1.
Now fg is defined on all left endpoints of intervals of I. The set of all left
endpoints is dense in the Cantor set C. Thus, by continuity we can extend
this definition on the whole C. By monotonicity of fg we also know f(I) for
each I ∈ I (but we haven’t defined f |I yet).
As for now, our functions fg satisfy the condition 1) for all g ∈ G.
Remark 11. For g ≪ g1, we have g1 ∼ g
g
1, and so fg(t(g1)) = t(g1). It
is easy to see that fg(t) = t for t ∈ C with t > t(g). In fact, we will have
fg(x) = ρ(g)(x) = x for x ∈ [q, 1], where q is the right endpoint of the interval
(t(g), q) = τ(g). Therefore, the part (i) of the property (b) of Theorem 6 is
satisfied.
For each Ii ∈ I we define an orbit Oi = O(Ii) = {fg(Ii) | g ∈ G}. Orbits
are equivalence classes and they partite I.
Note that each I ∈ I belongs to exactly one orbit. For each orbit Oi we
fix Ii ∈ I, such that Oi = O(Ii).
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Let φg,I be a formal element, g ∈ G, I ∈ Oi, that we associate with
σJ ◦ fg|I 7→J ◦ σ
−1
I .
Let us fix some I. We will define fg so that σJ ◦ fg|I 7→J ◦ σ
−1
I = id for
g ≪ τ−1(I). So, for a fixed I and for all sufficiently small g, all functions
σJ ◦ fg|I 7→J ◦ σ
−1
I are the same. However, all φg,I are defined to be different
since they are formal elements.
Fix gi such that τ(gi) = Ii, and for each I ∈ Oi fix gI such that fgI (Ii) = I.
Note that gI depends only on I since the orbit Oi = O(I) is determined
uniquely.
Let H be a free group generated by all φg,I , g ∈ G, I ∈ I. Define a
homomorphism ψ : H → G by φg,I 7→ g
−1
J ggI , where J = fg(I). Recall that
we are working on construction of fg|I 7→J . Instead of considering a function
fg|I 7→J from an interval I to an interval J , it is more convenient to deal
with a function from the fixed interval Ii to itself, where I ∈ Oi. As a such
function we may take fg−1
J
|J 7→Ii ◦ fg|I 7→J ◦ fgI |Ii 7→I . This is the motivation for
the expression g−1J ggI in the homomorphism ψ defined above.
For each orbit Oi we consider a free subgroup Hi < H generated by all
φg,I , g ∈ G, I ∈ Oi. Denote the restriction of ψ to Hi by ψi.
Remark 12. Note that g
g−1
J
ggI
i ∼ gi, because fgI (Ii) = I, fg(I) = J , fg−1
J
(J) =
Ii = τ(gi).
Let Ai := {g ∈ G | g
g
i ∼ gi}, it is a subgroup of G. Remark 12 implies
that ψ(Hi) ⊂ Ai.
Also define Li := {g ∈ G | g ≪ gi} ⊳ Ai. Since Li is a convex normal
subgroup of Ai, we can define an order on Ai/Li by Proposition 3. Let pri
be the natural projection Ai → Ai/Li.
Consider a homomorphism Hi
ψi
−→ Ai
pri
−→ Ai/Li. The kernel of the homo-
morphism pri ◦ ψi is Ki = ψ
−1(Li).
Let now S be a free product of all Hi/Ki. In this product, we have
precisely one term for each orbit Oi. So we have a natural homomorphism
Hi → S → Homeo+(R), defined on generators by φg,I 7→ σJ ◦fg|I 7→J ◦σ
−1
I =:
αg,I .
Now we know all fg|I = σ
−1
J ◦ αg,I ◦ σI , I ∈ I, and so all fg, g ∈ G.
Let us check that the above construction is correct, i.e., the mapping
ρ : g 7→ fg is an order-preserving homomorphism G 7→ Homeo+([0, 1]). We
split it into two steps:
I. Mapping ρ is a homomorphism.
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We need to check that fg1g2 = fg1 ◦ fg2 , for all g1, g2 ∈ G.
Let I ∈ I and τ(g) = I.
Then fg2(I) = τ(g
g2), and fg1(fg2(I)) = τ(g
g1g2) = fg1g2(I).
So, it is sufficient to show that fg1g2 |I = (fg1 ◦ fg2) |I , I ∈ I.
Let fg2(I) = J and fg1(J) = J1. Consider φg1g2,I , φg1,J , and φg2,I . We
have
φg1g2,I 7→ g
−1
J1
(g1g2) gI ,
on the other hand
φg1,Jφg2,I 7→
(
g−1J1 g1gJ
) (
g−1J g2gI
)
= g−1J1 g1g2gI .
II. Homomorphism ρ preserves the order.
Let τ(g) = I = (p, q). Consider any J > I. Let J = τ(h) for some
h ∈ G. By the construction, h ≫ g, since τ(h) > τ(g). Then hg ∼ h
and fg(J) = J . So, φg,J 7→ g
−1
J ggJ = g
g−1
J . Let J ∈ Oi. Then τ(g
gJ
i ) =
J > I = τ(g), so ggJi ≫ g and gi ≫ g
g−1
J . So gg
−1
J ∈ Li and fg|J = id.
Consider fg|I now. The only difference is that now τ(g
gI
i ) = I = τ(g)
and ggJi ∼ g. So g
g−1
I ∈ Ai \Li and g
g−1
I > 1 in Ai/Li, since g > 1 in G.
Then σI ◦ fg|I 7→Iσ
−1
I > id.
Let t(fg) = p be the left endpoint of the interval τ(g) = I = (p, q). We
have already shown that fg(x) = x, x ∈ [q, 1]. Since σI ◦ fg|I 7→I ◦ σ
−1
I >
id, the graph of it is above the line y = x, x ∈ R. So, the graph of fg|I
is also above the line y = x, x ∈ I. Then fg(x) ≥ x, x ∈ [p, q], and
fg(y) > y for some y ∈ (p, q) = I. So fg > id.
Note that the parts (ii) and (iii) of the property (b) were proved in step
II.
Corollary 1. Ordered group F2 is order-preserving isomorphic to some sub-
group of Homeo+([0, 1]).
Proof. By Lemma 5, we have F2 < G for some countable strongly dense
group G. By Theorem 6, G is order-preserving isomorphic to some F <
Homeo+([0, 1]). Let a, b be generators of F2. Then the group, generated by
fa, fb, is the desired subgroup of Homeo+([0, 1]).
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6 Change of order
Let a positive cone P of F2 and a collection of positive elements x1, . . . , xn ∈
P be given. We want to construct a new order with a positive cone P ′ 6= P ,
such that x1, . . . , xn ∈ P
′.
We have the dynamical realization of bi-ordered group F2 =< a, b >,
which is determined by fa, fb ∈ Homeo+([0, 1]).
Let x = c1 . . . cn ∈ F2, where ci ∈ {a, b, a
−1, b−1}, i = 1, . . . , n. The
sign of x is determined by the behaviour of the function fx on the interval
[t(fx), 1]. To define fx on this interval it is sufficient to know fa, fb, f
−1
a , f
−1
b
on all [f−1ck...cn(t(fx)), 1], where k = 1, . . . , n. Thus, the sign of each element
x ∈ F2 does not depend on the behavior of fa, fb, f
−1
a , f
−1
b on some interval
[0, q(x)] for q(x) := min
k=1,...,n
f−1ck...cn(t(fx)) > 0.
Choose q such that signs of x1, . . . , xn does not depend on the behavior
of fa, fb, f
−1
a , f
−1
b on [0, q], i.e., q ≤ min{q(x1), . . . , q(xn)}. Let also require
that q be the right end of some interval (p, q) ∈ I. Without loss of generality
assume that fa(q) ≤ fb(q) ≤ q.
Our plan is to change fa, fb on [0, q]. We will change fa, fb on C ∩ [0, q],
and fa|I , fb|I on each I ∈ I, I ≤ (p, q). The idea is to make fa, fb shuffling
intervals I ∈ I, with I < (p, q), in a different way. Before that we need to
slightly change the construction in Theorem 6. We want αg,I = σJ ◦ fg|I 7→J ◦
σ−1I 6= id for I ≤ τ(g), where αg,I is an element of the dynamical left-ordered
realization of the ordered group S.
Define a new group S ′ by S ′ = S∗F∞∗F
(a)
∞ ∗F
(b)
∞ , where F∞ =< γI |I ∈ I >,
F
(a)
∞ =< γa,I |I ∈ I >, F
(b)
∞ =< γb,I |I ∈ I > are infinitely generated free
groups. The group S ′ is ordered as a free product of ordered groups. Con-
sider the dynamical left-ordered realization of S ′. We may consider the above
αg,I as images of elements of S < S
′ in this dynamical realization.
Remark 13. To prove that O(Fn) has no isolated points, where Fn is a free
group on n > 2 generators, one can take S ′ = S ∗F∞ ∗F
(1)
∞ ∗ · · · ∗F
(n)
∞ , where
there is an infinitely generated free group F
(i)
∞ for each generator of Fn.
We will call the images of γI , γa,I , γb,I in the dynamical left-ordered real-
ization of S ′ using the same names, i.e., γI , γa,I , γb,I .
We are changing the old f ’s, defined by the formula fg|I 7→J = σ
−1
J ◦αg,I◦σI ,
with the new f ’s, defined by fg|I 7→J = σ
−1
J ◦ γ
−1
J ◦ αg,I ◦ γI ◦ σI . From now
on we talk only about the new fg|I 7→J ’s.
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Lemma 7. Under the above assumptions, γ−1J ◦ αg,I ◦ γI = id if and only if
τ(g) < I.
Proof. Since γI , γJ are elements of the free group F∞, we have that γ
−1
J ◦
αg,I ◦ γI = id if and only if αg,I = id and I = J .
But αg,I = id when ψi(φg,I) = g
−1
J ggI ∈ Li, where i is chosen so I ∈ Oi.
Let I = J . Then ψi(φg,I) = g
g−1
I . We have gg
−1
I ∈ Li if g
g−1
I ≪ gi, or,
equivalently, g ≪ ggIi . By the definition of gI , τ(g
gI
i ) = I. So g ≪ g
gI
i if and
only if τ(g) < τ(ggIi ) = I.
Remark 14. Note that the statement of Lemma 7 may not hold for the old
f ’s, because αg,I may be equal to id for some I 6= J . This is one of the
reasons for using the new f ’s.
Let us arbitrary change fa, fb on [0, q] ∩ C (but that they are still order-
preserving bijections on C), and leave fa, fb unchanged on the interval [q, 1].
For all I ≤ (p, q) define fa|I 7→J := σ
−1
J ◦γa,I◦σI , and fb|I 7→J := σ
−1
J ◦γb,I◦σI .
This is the place where we use the part F
(a)
∞ ∗ F
(b)
∞ of S ′.
Lemma 8. For fa, fb defined above, 〈fa, fb〉 < Homeo+([0, 1]) is an ordered
free group.
Proof. For g ∈ F2, g = c
s1
1 . . . c
sn
n , where ci ∈ {a, b}, si ∈ {±1}, i = 1, . . . , n,
we write fg = f
s1
c1
◦ · · · ◦ f sncn .
We want to show that for each g 6= 1 there exists an interval I ∈ I,
such that fg|I 6= id, and fg|J = id for each J > I. Thus I is the highest
(i.e., maximal in (I, <)) interval, on which fg|I 6= id. We will prove this by
induction on n, the length of g. The base case n = 0 (or g = 1) is obvious.
Let now g 6= 1.
Consider any interval J ∈ I. If all intervals fcsk
k
...c
sn
n
(J) ⊂ [q, 1], k =
1, . . . n, then fg|J has not been changed. In addition, if τ(g) < J , then
fg|J = id. So, for every ’high’ enough interval J , fg|J = id.
Recall that fg = f
s1
c1
◦ · · · ◦ f sncn . Fix an interval J ∈ I. Let J = In,
In−1 = f
sn
cn
(J), In−2 = f
sn−1
cn−1
(In−1),. . . ,I0 = f
s1
c1
(I1). We write
f sici |Ii 7→Ii−1 =
{
ui,J , if Ii, Ii−1 ⊂ [0, q];
vi,J , otherwise.
Now we have that fg|J = w1,J ◦ w2,J ◦ · · · ◦ wn,J , where wi,J = f
si
ci
|Ii 7→Ii−1
is either ui,J or vi,J , i = 1, . . . , n.
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Note 2. We have changed ui,J = f
si
ci
|Ii 7→Ii−1 and we have not changed vi,J =
f sici |Ii 7→Ii−1.
Write fg|J = V1,J ◦ U1,J ◦ · · · ◦ Vm,J ◦ Um,J ◦ Vm+1,J , where Ui,J , Vi,J are
products of consecutive uj,J , vj,J , respectively. If the first element of the
product fg|J = f
s1
c1
|I1 ◦ · · · ◦ f
sn
cn
|In is a u-element, i.e., f
s1
c1
|I1 = u1,J , then
we consider V1,J = id as an empty product. Similarly, if the last element
of the product fg|J = f
s1
c1
|I1 ◦ · · · ◦ f
sn
cn
|In, is a u–element, then we consider
Vm+1,J = id as an empty product.
We will construct a sequence of intervals J1 > J2 > · · · > Jk = I, where
I is the highest interval on which fg 6= id.
On the first step fix some high enough interval J1, such that fg|J1 =
V1,J1 = id.
On step j+1, j ≥ 1, we need to construct an interval Jj+1. Assume that
Jj =: J is given, and fg|J = V1,J◦U1,J◦· · ·◦Vm,J◦Um,J◦Vm+1,J = id. Note that
Ui,J and Vi,J are in F
(a)
∞ ∗ F
(b)
∞ and S ∗ F∞, respectively, and Ui,J 6= id by the
construction. Write fg|J =W1,J ◦Vi1,J ◦W2,J ◦Vi2,J ◦ · · · ◦Wl,J ◦Vil,J ◦Wl+1,J ,
where Vik,J = id, k = 1, . . . , l, and Wk,J are some products of Ui,J , Vi,J ,
k = 1, . . . , l + 1. Then
fg|J = V
W1,J
i1,J
◦V
Wi,J◦W2,J
i2,J
◦· · ·◦V
W1,J◦W2,J◦···◦Wl,J
il,J
◦W1,J ◦W2,J ◦· · ·◦Wl+1,J = id.
Note that V
W1,J
i1,J
◦ V
Wi,J◦W2,J
i2,J
◦ · · · ◦ V
W1,J◦W2,J◦···◦Wl,J
il,J
= id as product of
conjugated identities, and so W1,J ◦W2,J ◦ · · · ◦Wl+1,J = id.
Let gj be an element of the group G associated with W1,J ◦ · · · ◦Wl+1,J ,
i.e., gj could be obtained from g by canceling all c
si
i associated with vi,J that
forms Vik,J = id, k = 1, . . . , l.
Clearly, the length of gj is less than the length of g. Then (if gj 6= 1),
by the inductive assumption, there exists the highest interval Ij, on which
fgj 6= id. If gj = 1 then we do not define an interval I
j. Note that fgj |J =
W1,J ◦ · · · ◦Wl+1,J = id implies I
j < J .
Remark 15. If f sici |Ii = ui,J is a u–element, then for any interval Jj+1 < J
and the corresponding interval I
(j+1)
i we have that f
si
ci
|
I
(j+1)
i
= ui,Jj+1 is also
a u–element. During the process J1 → J2 → . . . we may change some v–
elements on u–elements, although all u–elements remain u–elements further
in the process.
For each i = 1, . . . , n we wish to find the highest interval J ′i such that f
si
ci
is a u–element for J = J ′i , i.e., f
si
ci
|I′i = ui,J ′i , where I
′
i = fcsi+1i+1 ...c
sn
n
(J ′i).
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We define J
(1)
i = f
−1
c
si
i ...c
sn
n
((p, q)) and J
(2)
i = f
−1
c
si+1
i+1 ...c
sn
n
((p, q)) for every
i = 1, . . . , n.
Let J ′i = min{J
(1)
i , J
(2)
i }. Then for any interval I0 ≥ J
′
i , we have either
fcsii ...c
sn
n
(I0) * [0, q], or fcsi+1i+1 ...csnn (I0) * [0, q], i.e., f
si
ci
is a v–element. On the
other hand, for any interval I0 ≤ J
′
i , we have f
si
ci
|I′i is a u–element. So, J
′
i is
the highest interval, such that f sici |I′i is a u–element.
Note 3. The interval J ′i does not depend on the interval J = Jj. Also if
f sici |Ii = ui,J then J
′
i ≥ J .
Let Vik,J = vl ◦ · · · ◦ vt = fcsl
l
...c
st
t
|It. Recall that It = fcst+1t+1 ...c
sn
n
(J). Let J ′′k
be the highest interval, such that fcsl
l
...c
st
t
|f
c
st+1
t+1
...c
sn
n
(J ′′
k
) 6= id, according to the
construction in Section 5 (before changes on [0, q]). Note that J ′′k = τ(fcsl
l
...c
st
t
)
is defined unless fcsl
l
...c
st
t
= id. This happens only if Vik,J is an empty product.
In this case we do not define J ′′k at all.
Define Jj+1 := max{J
′
i, J
′′
k , I
j}, where the maximum is taking over all
i = 1, . . . , n such that f sici |Ii is a v–element, and over all k = 1, . . . , l for
which J ′′k is defined. By definition, Jj+1 is the highest interval under J such
that either one of v–elements became a u–element (if Jj+1 = J
′
i), or one
of Vik–products became not equal to identity (if Jj+1 = J
′′
k ). Therefore,
for any interval J ′, Jj+1 < J
′ ≤ Jj , we have the same notation in terms of
ui, vi, Vik ,Wk as for the interval Jj . Let us discuss it in greater details. Recall
that we have three different representations of fg|J :
1. in terms of u’s and v’s, i.e., fg|J = w1,J ◦ · · · ◦ wn,J ;
2. in terms of U ’s and V ’s, i.e., fg|J = V1,J ◦U1,J ◦· · ·◦Vm,J ◦Um,J ◦Vm+1,J ;
3. in terms of V ’s andW ’s, i.e., fg|J = W1,J ◦Vi1,J ◦W2,J ◦· · ·◦Vil,J ◦Wl+1,J .
Consider fg|J ′ and its representations:
1. in terms of u’s and v’s we have fg|J ′ = w1,J ′ ◦ · · ·◦wn,J ′, where wi,J ′ is a
u–element (v–element) if wi,J is a u–element (v–element), i = 1, . . . , n.
Here u-elements remain u-elements because J ′ < J , and v-elements
remain v-elements because J ′ > Jj+1. That is why we have the above
representation.
2. in terms of U ’s and V ’s we have fg|J ′ = V1,J ′ ◦U1,J ′ ◦ · · · ◦Vm,J ′ ◦Um,J ′ ◦
Vm+1,J ′, where Ui,J ′ and Vi,J ′ are products of consecutive u’s, v’s with
the same indexes as for Ui,J and Vi,J ;
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3. Since J ′ > Jj+1 all Vik,J ′ are equal to identity whenever respective
Vik,J are equal to identity. Since J
′ ≤ J all other V ’s in notation
fg|J ′ = V1,J ′ ◦U1,J ′ ◦ · · ·◦Vm,J ′ ◦Um,J ′ ◦Vm+1,J ′ are not equal to identity.
Then
fg|J ′ =W1,J ′ ◦ Vi1,J ′ ◦W2,J ′ ◦ · · · ◦ Vil,J ′ ◦Wl+1,J ′
= V
W1,J′
1,J ′ ◦ · · · ◦ V
W1,J′◦···◦Wl,J′
il,J
′ ◦W1,J ′ ◦ · · · ◦Wl+1,J ′.
Note that W1,J ′ ◦ · · · ◦Wl+1,J ′ = fgj |J ′ = id, since J
′ > Jj+1 ≥ I
j . If
gj = 1 then I
j is not defined, however fgj |J ′ = id still holds.
Therefore, fg|J ′ = V
W1,J′
1,J ′ ◦ · · · ◦ V
W1,J′◦···◦Wl,J′
il,J
′ = id as product of conju-
gated identities.
Recall that fg|J = id, and fg|J ′ = id for any J
′ > J .
We’ve just proved that fg|J ′ = id for any J
′ > Jj+1. So Jj+1 is a candidate
to be the highest interval on which fg 6= id.
When we change Jj to Jj+1 we either (i) decrease the number |v|j of
v–elements, or (ii) we do not change |v|j, but decrease lj (the number of
Vik,J = id). Consider the pair (|v|j, lj) ordered lexicographically. The pair
(|v|j+1, lj+1) is strictly less than (|v|j, lj) in that order. So the process termi-
nates after some step j. The next interval Jj+1 is defined while fg|Jj = id. So
’the process terminates’ means that fg|Jj 6= id. Note also that fg|Jj−1 = id
(otherwise process would terminate after the step j − 1). Then I = Jj is
the highest interval on which fg|I 6= id. The function fg|I is associated with
some element of the ordered group S ′. The sign of this element is the sign of
fg, so also as the sign of g.
Now we are ready to prove the main result.
Proof of Theorem 3. Lemma 8 states that any appropriate change of fa, fb
on [0, q] provides some order. Since the chosen q (at the beginning of this
section) is small enough, this change does not effect the signs of x1, . . . , xn.
So, it is sufficient to show how to create a new order, i.e., different from the
old one.
Let G > F2 be an strongly dense group that was used to construct old
fa, fb. Then there exists g ∈ G, such that τ(g) = I = (p, q). By the
construction from Lemma 5, there exists f ∈ F2 \ {1} such that f ≪ g.
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Let x1 < · · · < xn. Assume that for any y ∈ F2, x
y
1 ≫ f . Then L :=
{x ∈ F2 | x ≪ x
y
1 ∀y ∈ F2} is a nonempty convex normal subgroup of
F2, since f ∈ L. In this case we change order on L, i.e., the new order is
P ′ = (P \ L) ∪ (P−1 ∩ L).
Let now xy1 ≪ g, for some y ∈ F2.
Consider sequence z0 = x1, zi = z
ci
i−1, where ci ∈ {a, b, a
−1, b−1} is chosen
so that zi is the smallest possible (in the old order P ). Let k be the smallest
index so zk ≪ g. Note that (pk, qk) = τ(zk) = fck...c1(τ(x1)) does not change
after changes of fa, fb on [0, q], since k has been chosen so that qk < q, but
qi ≥ q, i < k.
Since qk < q, we may choose any sufficiently small fa(qk) and fa(qk)
(by the Cantor’s back and forth argument we can always continue fa, fb
bijectively on C).
Consider x0 = z
a
k
(
zbk
)
−1
. If x0 >P 1, we choose fa(qk) < fb(qk), so then
x0 <P ′ 1; if x0 <P 1, we choose fa(qk) > fb(qk), so then x0 >P ′ 1.
Corollary 2. The space O(F2) is homeomorphic to the Cantor set.
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