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Abstract
Motivation: Unsupervised learning or clustering is frequently used to explore gene expression
profiles for insight into both regulation and function. However, the quality of clustering results is
often difficult to assess and each algorithm has tunable parameters with often no obvious way to
choose appropriate values. Most algorithms also require the number of clusters to be predetermined
yet this value is rarely known and, thus, is arrived at by subjective criteria. Here we present a
method to systematically address these challenges using statistical evaluation.
Method: The method presented compares the quality of clustering results in order to choose the
most appropriate algorithm, distance metric and number of clusters for gene network discovery
using objective criteria. In brief, two quality assessment metrics are used: the Consensus Share
(CS) and the Feature Configuration Statistic (FCS). CS is the percentage of genes (not gene pairs)
that are identically clustered in several clusterings and FCS is a measure of randomness of the
observed configuration of transcription factor binding sites among clustered genes.
Results: We evaluate this method using both artificial and yeast microarray data. By choosing
parameters settings that minimize FCS values and maximize CS values we show major advantages
over other clustering methods in particular for identifying combinatorially regulated groups of
genes. The results produced provide remarkable enrichment for cis-regulatory elements in clusters
of genes known to be regulated by such elements and evidence of extensive combinatorial regulation.
Moreover, the method can be generalized when prior information about cis-regulatory sites is absent
or it is desirable to calculate FCS values based on functional categorization.
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Chapter 1
Introduction
This work is motivated by the desire to understand biological computation. This goal can be ap-
proached in at least two directions: simulation of evolutionary models known to us by evolutionary
computation and experimentation with living cells in an attempt to reverse engineer actual pro-
cesses happening there. The effort of this thesis is in developing tools that facilitate progress in
this second direction.
The paradox of our time in bioinformatics is that we have a lot of biological data related to
different aspects of biological computation and we still have quite little knowledge about biological
computation. There are many possible reasons for this state of affairs: our data is still patchy,
our measurements are not very accurate, our tools of analysis are not sensitive enough, and finally,
our models of computation used for data fitting might not be quite adequate to describe biological
complexity.
The central dogma of biology is a strict causality statement: genotype determines phenotype,
and not the other way around. However, organisms can develop and adapt over their lifetime, not
only over generations. The research in gene regulation explains development and adaptation of
organisms while assuming their genomes to be static. The main idea here is that different sets of
genes can be expressed in different tissues and in different time. The expression of genes can be
regulated by the expression of other genes, thus creating a network of complex interactions and
behavior similar to one of cellular-automata. Utility of this model depends on our ability to extract
this network of interactions from observed biological data which is now becoming abundant because
of high-throughput methods of genomics. The progress of this reverse-engineering task so far was
limited by the tools available for analysis of this data.
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1.1 Organization
The text is organized as follows. Chapter 1 motivates the work, introduces the domain of this
research and prior work. Chapter 2 and 3 present tools for abstraction and evaluation. Abstrac-
tion tools allow for extracting universal patterns from clustering results, while evaluation tools
allow for selection of interesting patterns. Each of these two chapters provides definitions, back-
ground, algorithms, and illustrative application of their respective concepts. Chapter 4 describes
the methodology based on combining these two tools to extract knowledge about gene regula-
tion from microarray datasets and presents its results. Finally, chapter 5 contains conclusion and
suggestions for further research.
1.2 Biological background
Artificial intelligence (AI) is the study of agents that exist in an environment, perceive and act
rationally [Russel and Norvig, 1995]. Traditionally, AI research has been focused on trying to
emulate, match, and surpass the intelligence of highly complex living organisms, like humans or
chimpanzees. However, agents that exist in an environment, perceive, and act rationally are ubiqui-
tous at a much smaller scale. It is not yet common to talk about intelligence of microorganisms, but
BDI (belief, desire, intention) paradigm were successfully used to describe and model their behavior
[Jonker et al., 2002]. Microorganisms are capable of remodeling their metabolism in ”smart ways”
depending on what resources are available to them; for this purpose they have evolved remarkably
elaborate systems of distributed computation and coordination. Only recently have researchers be-
gun to talk about intelligence and linguistic communication in reference to colonies of microorgan-
isms [Jacob et al., 2004, Jacob, 1998, Bassler, 2002, Wirth et al., 1996, Crespi, 2001, Velicer, 2003].
In particular, Shapiro (2005) suggests that “we need to recognize that bioinformatics is far more
than the application of contemporary technology to large data bases. Bioinformatics has the po-
tential to lead us to novel computing paradigms that may prove far more powerful than the Turing
machine-based digital concepts we now use. After all, no human contrivance operates with either
the degree of complexity, the precision, or the efficiency of living cells.”
Another remarkable ability of cells is to restructure their own genome under stress is to be men-
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tioned here. At least, bacterial cells have been shown capable of performing such “natural genetic
engineering.” This allows for genome adaptation (learning) over a lifetime as opposed to genetic
adaptation across multiple generations: “by making sure that genomes in normally reproducing
organisms are stable and that the genomes of cells under stress are mutable, networks activat-
ing natural genetic engineering functions provide hereditary variability when it is most needed”
[McClintock, 1984]. The method proposed in this manuscript doesn’t take into account genomic
plasticity, rather it assumes the genome to be static.
What are the mechanisms responsible for biological intelligence of microorganisms? They are
biochemical networks of the cell, in particular, cellular signal transduction networks. These are
elaborate systems of communication and computation inside living cells that allow them to sense
the environment and respond to changes adequately and efficiently [Alberts et al., 1989]. A typical
signaling network contains several chains of chemical reactions that are called signaling pathways.
In a typical reaction, a set of substrates is converted into a set of products in the presence of enzymes
that catalyze this process. The presence of enzymes, and hence the whole signaling network, is
controlled by regulated expression of genes. The gene regulatory network (GRN) or simply gene
network can be thought as a brain in the cell. In the context of GRN, we will see a similar picture
that happens on the level of cells: individual genes talking, activating and repressing each other,
cooperating to perform a particular function inside an individual cell. Each gene is associated with
particular symbolic information, a sequence of nucleotides, or word of language. The connection
between genes and language has yielded many interesting results recently. Methods based on using
the Chomsky hierarchy of formal languages were fruitful in genetic sequence analyses [Searls, 2002];
the analogy between language evolution and gene evolution gave an interesting perspective to view
both [Steels, 2004]. On the other hand, the evolution been shown to have taken place in evolving
text repositories of the Internet [Best, 1997, Levin, 1995].
A popular method to represent gene regulation is via network diagrams where genes connect to
other genes as if they directly affect each other. In fact, such gene networks simplify reality since
they do not represent proteins and metabolites mediating the gene regulation. A gene network,
thus, is a projection of the whole biochemical network onto a space where the only observables
are gene transcripts (mRNA) [Brazhnik et al., 2002]. An example of the interactions between
3
Gene Net
Transcription
Translation
RNA
Protein
Metabolism
DNAG5
R4 R5
M3
RD1
M1
M2 M4
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P3P2P1 P4 P5 C1
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Catalysis
(a)
Observable regulation Actual biochemical pathway
G1, G2 → G3 G1-R1-P1-M1-(P2)-M2-(P3)-M3-P3-G3
G1, G2, G3 → G4 G1-R1-P1-M1-(P2)-M2-(P3)-M3-(P4)-M4-G4
G1, G2, G3, G4 → G5 G1-R1-P1-M1-(P2)-M2-(P3)-M3-(P4)-M4-(P5)-M5-G5
G2, G3 → G4 G2-R2-P2-M2-(P3)-M3-(P3)-M4-G4
. . . . . .
(b)
Figure 1.1: (a) Gene regulatory network (GRN). The figure shows different forms of biochemical
regulation and their projection into the GRN. G1-G5 are five genes transcribed into mRNAs R1-
R5 coding for proteins P1-P5 respectively. The proteins act as catalysts in the set of biochemical
reactions involving metabolites M1-M5. Protein P1 is involved in cell signaling and has a receptor
domain RD1. Protein P3 can directly repress the transcription of gene G3 responsible for produc-
tion of this protein. Product M3 of the biochemical reaction catalysed by protein P3 can affect
translation of R3 coding for this protein. Product M4 directly affects transcription of G4, and the
same kind of regulation takes place between M1 and transcription of G1 into R1. M1 also activates
transcription of G2. Finally, the transcription of G5 is regulated by protein P5 modified by M5.
(b) Observed at the level of GRN and actual patterns of regulation
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genes, mRNAs, proteins, and metabolites is shown at Figure 1.1 (a). The figure shows different
mechanisms of biochemical regulation and their projection into the GRN. G1-G5 are five genes
transcribed into mRNAs R1-R5 coding for proteins P1-P5 respectively. The proteins act as catalysts
in the set of biochemical reactions involving metabolites M1-M5. In addition, protein P1 is involved
in cell signaling and has a receptor domain RD1. In this particular example, protein P3 can directly
repress the transcription of gene G3 responsible for production of this protein. In another example,
the product M3 of the biochemical reaction catalysed by protein P3 can affect translation of R3
coding for this protein. In a further example, the product M4 directly affects transcription of G4,
and the same kind of regulation takes place between M1 and transcription of G1 into R1. Finally,
the transcription of G5 in this example is regulated by protein P5 modified by M5.
If we try to project this structure on the level of genes, we will have to decide if the interaction
between two genes is direct or not. In this case, most genes are affected by all other genes. Some
pathways of regulation are shown in Figure 1.1 (b). However, such a gene network is not very useful
because it doesn’t adequately reflect the actual structure of the underlying biochemical reactions.
Fortunately, in many cases, reconstructed gene networks were quite useful and reveal the modular
structure of the underlying biochemical interactions.
To infer gene networks from data, many genomic researchers use clustering [Eisen et al., 1998,
Spellman et al., 1998, Gasch and Eisen, 2002]. Clustering of computer simulated time series mi-
croarray data obtained from artificial randomly-generated gene nets, however, didn’t elicit biochem-
ical pathways in experiments of Mendes (1999). This suggests that the real biochemical networks
have properties that are lacking in randomly generated artificial gene networks. The most likely
explanation is that the real gene networks are robust [Savageau, 1971, Savageau, 1972] and one way
to achieve robustness is by ensuring the proper level of redundancy in the system [Keller, 2000].
Robustness is a quality unlikely to be seen in a randomly-generated network. Apparently, there are
redundancies in real gene networks and the clustering algorithms make use of these redundancies
in a constructive manner.
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Figure 1.2: Data flow in microarray gene expression analyses using clustering. (a) Main data objects
(b) In the left side, an organism under experimental condition E is observed and the observations
are abstracted as a real-valued matrix of expression data X, which is further abstracted to an
integer vector of cluster indices C using some clustering procedure with parameters P . In the right
side, a four alphabet sequence data S is abstracted to a matrix of transcription-factor motif (TFM)
occurrence using a list M of consensus sequences of known and putative TFMs.
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1.3 Prior work
In this section, we will review the methodology of gene expression analysis and examine datasets
that are used in this operation. Figure 1.2 (b) shows us the data flow in a typical gene expression
analysis. We perform an experiment with an organism under certain experimental conditions E and
observe its behavior P (phenotype). Our observables are reduced to the genome-wide transcript
levels, which we record in a matrix X, where rows correspond to n genes in the organism genome
and columns correspond to experimental conditions E (for example they can represent different
points in time since the beginning of the experiment). In most cases, X is further reduced by
filtering out non-responding genes that show small deviation from zero (for simplicity, we don’t
show this step in Figure 1.2). Now we again use abstraction, reducing the amount of data in X by
clustering. This way, we abstract from some irrelevant information, as absolute values of expression
are not very meaningful and noisy. This gives us a clustering index C, where behavior of each gene
is characterized by a single integer telling us its cluster membership. The right hand side of the
process in Figure 1.2 is very similar because it is also based on sequential abstraction. Starting from
a genome sequence information G, we first abstract it to only promoter information, then we will
search promoters for occurrences of known and putative transcription factor motifs (TFM). TFMs
of interest can be defined by a list M , containing, for example, their consensus sequences. The
result of this operation is matrix F where rows again correspond to n genes in the organism genome
and columns correspond to the features of interest as defined by M . Now we try to interpret C in
terms of F, because according to the central dogma of biology G should determine P (dashed arrow
in Figure 1.2). Our interpretation might look like “genes up-regulated in experimental condition
e1 are regulated by TFMs m1,m2 and m5” or more generally “genes exhibiting behavior ci are
regulated by TFMs {mj1 . . . mjl}. Ideally, we would like to interpret every cluster just like that,
however, with the current clustering techniques it is not always possible. There are many reasons for
this, summarized as sources of noise in this procedure. The most important ones are the following.
1. proper clustering parameters P are not known
2. measurement noise is incurred when observing X
3. clustering noise is incurred when obtaining C from X
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4. feature detection noise comes from inaccurate and incomplete TFM list M
In order to improve performance, we need to find some ways to address each of these issues. In
this thesis the first three sources of noise will be addressed, and the fourth one will be addressed
in part related to inaccuracy of the TFM list. Further research should address the incompleteness
issue.
Clustering algorithms are commonly applied for statistical analyses of large amounts of ex-
perimental data exhibiting some kind of redundancy, which allows for compression of data to an
amount feasible for further exploration. This permits further mining of each cluster independently
or, alternatively, constructing a high level view of the data set by replacing each cluster with its
best single representative. The effectiveness of a clustering approach depends heavily on multiple
choices made by the researcher. These include the choice of a clustering algorithm, an appropri-
ate feature subspace, and a similarity metric defined over this subspace. In addition, clustering
algorithms typically have a set of tunable parameters inherent to them that can heavily influence
their performance. For example, many algorithms require the number of clusters desired, the max-
imum number of iterations, learning rate, its change schedule, etc. While some of these choices are
obvious for simple artificial datasets, this is not the case for most real datasets, for example, in
functional genomics research.
Most common clustering algorithm choices for genomic datasets are hierarchical clustering, k-
means, and SOM. Some researchers note that the popularity of these algorithms is more due to
their availability rather than quality considerations [Gibbons and Roth, 2002, Handl et al., 2005].
In fact, Gibbons (2002) has shown surprisingly that the hierarchical clustering algorithm most
commonly used by genomics researchers to date performs worse than chance on several publicly
available datasets.
The surprising result of Gibbons (2002), however, can be easily explained by the fact that
hierarchical clustering does not require one to specify the desired number of clusters k, instead
producing a cluster dendrogram. The difficulty of choosing k is well known and it is understandable
that researchers prefer the method that seem to avoid this difficulty. However, the method rather
postpones the choice, as it is not clear how to pick a “reasonable” level in the dendrogram for
further analysis. In practice, the choice can be based on some domain specific but often subjective
8
grounds.
The distance/similarity metric used in clustering is crucial for the success of the clustering
method. In microarray data, there are many candidate distance metrics to choose from. Eu-
clidean distance and Pearson correlation are among the most frequently used [Eisen et al., 1998,
Spellman et al., 1998, Gasch et al., 2000, Gasch and Eisen, 2002, Gibbons and Roth, 2002]. Gen-
eral p-norms, Mahalonobis norm, KL-divergence, and mutual information are among less studied
ones [Butte and Hohane, 2000, Kasturi et al., 2003, Wang et al., 2005]. Some researchers criticize
using any kind of fixed distance norm, since it imposes a fixed geometrical structure on clusters,
and instead advocate adaptive distance norms [Kim et al., 2005].
The combinatorial space of possible parameter choices may be comparable and even exceed the
input dataset under analysis. But a potentially big parameter search space is only a secondary
part of the problem. The key question is what should be the criteria for defining our preference
over clustering results?
Handl (2005) noted that subjective criteria for cluster validation can lead researchers to over-
rating results that reinforce their own assumptions and ignoring those that are surprising and
unexpected. This contradicts general goals of scientific research aimed at discovery of such sur-
prising and unexpected results. However the objective criteria are elusive. “There are several valid
properties that may be ascribed to a good partitioning, but these are partly in conflict and are
generally difficult to express in terms of objective functions.” [Handl et al., 2005]
The approach described in the rest of this manuscript is designed to provide an alternative
solution of this decision problem that uses an inventory of methods to evaluate different choices
systematically. This allows for the exploration of a wide range of clustering parameters and choice
of the best result according to defined criteria as described below.
Some problems are long-lasting because they are not well defined. Defining such a problem
is a contribution, since it is a critical step to its solution. Proper problem definition includes the
criteria successful solutions should satisfy. An exact definition of the problem normally requires
developing some mathematical formalism based on certain assumptions and abstractions. There is
a saying that a problem well defined is a problem halfway resolved. The problem about clustering
parameters seem to be a good example of such a problem. Hence the key question to answer is
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what defines a good clustering result.
Generally, good research should permit the production of surprising, yet replicable, results. In
some sense, there is a conflict between these two goals, because they require the result to be both
likely and unlikely at the same time. More precisely, the result should be unlikely to be produced
by chance, but very likely to be reproduced by a skilled person. Can we apply the same criteria
to evaluation of a clustering result? In this thesis, results of clustering are evaluated by this exact
idea represented in a quantifiable form. In other words, we require that the result be consistently
reproduced by the clustering algorithm, but at the same time unlikely to be observed by grouping
clustered items together at random. An objective criteria for evaluation of a clustering result is
the main contribution of this work.
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Chapter 2
Tools for abstraction
Abstraction is a process of recognizing a set of common properties in a sample, and on that basis
forming a concept describing the sample. Abstraction reduces the information content retaining
only the information relevant to the sample as a whole. It also provides a basis for inductive
generalization, which proceeds from a premise about a sample to a conclusion about the population.
This chapter presents a tool for clustering abstraction that allows for extraction of the univer-
sal structure present in a given set of clusterings. The need for such tool was realized by several
researchers, and diverse definitions of consensus clustering were given. However, none of them cap-
tures the intuitive notion of consensus as agreement between clusterings. We review and compare
those definitions and then propose a more natural and consistent way to define of consensus, exam-
ine computational complexity of extracting one, show how to practically estimate it, and outline
the set of its applications for cluster analysis.
2.1 Background
Multiple approaches seek to integrate several clusterings obtained from the same or related datasets
via the same or different algorithms using the same or different distance metrics. Dudoit et al.
[Dudoit and Fridlyand, 2003] suggest using a bagging technique for clustering, in order to improve
the accuracy of a given clustering procedure. A clustering procedure is applied to each bootstrap
learning set that was resampled from the original set of items, and the resulting clusterings are
combined by voting or other schemes. Several authors have proposed the same idea under the
name of “consensus clustering.” Fovell [Fovell, 1997] considers the task of integrating clusterings
obtained from the same dataset using different similarity measures. Consensus clustering in this
case is just a categorical intersection of the given clusterings (Table 2.1). Consensus clustering,
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as defined in Monti et al. [Monti et al., 2003], provides a method to represent the consensus
across multiple runs of a clustering algorithm on the same dataset and to assess the stability
of the discovered clusters. The method is based on defining a pairwise similarity (or distance)
value for items, based on all clusterings, and using it to group the items. The matrix of pairwise
distances is called a consensus similarity matrix (Table 2.2). Swift et al. [Swift et al., 2004] deem
consensus clustering as the integration of clustering results from different algorithms (also called
robust clustering). Items are placed in a robust cluster only if all clustering algorithms placed
these items together (as in categorical intersection). In this method, a pairwise agreement matrix
(Table 2.3) is used from which robust clusters are computed by a greedy algorithm. Another
consensus clustering approach [Filkov and Skiena, 2003] seeks to integrate clusterings from different
existing data sets that should provide noise reduction and thus recover additional information.
This approach is based on defining the pairwise similarity between different clusterings using a
popular score called the Rand index [Rand, 1971], and searching for a median of the given set of
clusterings (the median partition problem). In the consensus clustering algorithm of Grotkjaer et al.
[Grotkjaer et al., 2005], an average co-occurrence score is computed for each pair of items (similar
to Monti et al. [Monti et al., 2003]) over all clusterings, and the matrix of all pairwise co-occurrence
scores is used as input to a clustering procedure, in order to obtain a “robust and reproducible
clustering”. Finally, the tight clustering method of Tseng and Wong [Tseng and Wong, 2005] is a
related method that sequentially identifies tight and stable clusters using resampling. The idea in
this case is to avoid the contamination of tight clusters by items that are only loosely similar to
them and are thus not clustered consistently with the same cluster.
Although most of these approaches are called consensus clustering, there is no consensus about
the meaning of “consensus”. Moreover, none of them reflects the common-sense meaning of the
English word. Consensus is defined as “an agreement in the judgment or opinion reached by a
group as a whole” [Fellbaum, 1998]. In the context of clustering, consensus therefore should mean
something on which several clusterings agree, i.e. the common structure present in different clus-
terings. Categorical intersection [Fovell, 1997] obviously does not serve this purpose. Blending
the inter-item relationships of different clusterings into a new similarity metric [Monti et al., 2003]
does not produce a consensus, nor does averaging [Grotkjaer et al., 2005] or median partition-
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Table 2.1: Categorical intersection [Fovell, 1997] of two clusterings with two clusters each: (AB)
(C) and (A) (BC).
(AB) (C)
(A) A ∅
(BC) B C
ing [Filkov and Skiena, 2003]. These approaches may be useful for integration of conflicting clus-
terings, but nevertheless their use of word “consensus” is misleading, as they do not compute
consensus. The middle ground between two conflicting parties is not a consensus, but rather a
compromise. We present a simple example to illustrate these ideas. Suppose we have two clus-
terings with two clusters each: {(AB) (C)} and {(A) (BC)}. The consensus in this case is the
distinction between A and C, i.e., a clustering with two singleton clusters (A) and (C). That is the
only thing the two given clustering agree upon.
1. Categorical intersection [Fovell, 1997] yields three non-empty clusters: (A) (B) (C), as clari-
fied by Table 2.1. All elements are separated, which is not in agreement with any clustering:
separatition of A and B contradicts to the first clustering requiring them to be together,
separation of B and C contradicts to the second clustering also requiring them to be in the
same cluster.
2. As per the median portioning approach of Filkov and Skiena [Filkov and Skiena, 2003], any
of the two input clusterings is a consensus, which is counter-intuitive, as given clustering are
obviously in conflict with each other.
3. The consensus similarity matrix of Monti et al. [Monti et al., 2003] is shown in Table 2.2. The
matrix contains the information about consensus showing that A and C share no similarity.
However, clustering based on this consensus similarity matrix, as suggested by Monti et al.
will not reveal the consensus.
4. The agreement matrix of Swift et al. [Swift et al., 2004] shown in Table 2.3 is equivalent to
the consensus similarity matrix (Table 2.2) up to a constant factor. There is no elements in
this case that are always clustered together, so there will be no consensus clusters according
to this method.
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Table 2.2: Consensus similarity matrix [Monti et al., 2003] of two clusterings with two clusters
each: (AB) (C) and (A) (BC).
A B C
A 1 0.5 0
B 0.5 1 0.5
C 0 0.5 1
Table 2.3: Agreement matrix [Swift et al., 2004] of two clusterings with two clusters each: (AB)
(C) and (A) (BC).
A B C
A 2 1 0
B 1 2 1
C 0 1 2
Thus we note that none of the proposed and diverse consensus clustering methods computes
the actual consensus in the sense implied by the common notion of consensus. Nevertheless, prior
attempts of researchers to define clustering consensus are a clear indication that the search for
consensus is important for genomics applications, and convergence on the meaning of clustering
consensus is needed. Hence, we propose a more natural consensus formulation here.
2.2 Definitions
In this section, we will start from informal definition of consensus over clusters, show how it is
different from the related concept of Rand index. Then we present the formal definitions and
properties of consensus set and related concepts.
Informal definitions
Informally, consensus is something on which all parties agree. In our case, the parties are clusterings.
Each clustering imposes some constraints on the relationship among items: it requires certain items
to be together and certain items to be separated. We want to find a set of items that satisfies the
constraints imposed by all clusterings. We will call such a set of items a consensus set. Consensus
set uniquely defines two other concepts: consensus share and consensus clustering. Consensus
share is the cardinality of the consensus set divided by the cardinality of the entire set of items
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being clustered. Consensus clustering is a uniquely defined clustering of the consensus set of items,
obtained from any original clustering by discarding the items that are not in the consensus set. We
will call a set of such inconsistent items a conflict set with respect to the consensus set.
(a) ◦ ◦ ◦ •
++WWWW
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(b) ◦ ◦ ◦ ◦ •
(c) ◦ ◦ ◦ ◦
Figure 2.1: Example of conflicting clusterings (a) and (b) and their consensus (c). Consensus share
is 6/10=60%
Figure 2.1 is a simple example illustrating this definition of consensus. It shows two different
clusterings (a) and (b) of the same set of items. Items in a consensus clustering (c) are identically
clustered by both clusterings (a) and (b). If we consider a transition from clustering (a) to clustering
(b), we can see that the items of the consensus set always stay consistently in their respective
clusters, while the items of the conflict set move around among clusters as shown by arrows.
Consensus set vs Rand index
Rand index counts the fraction of item pairs clustered consistently by two clusterings (e.g. always
together or always separate) (Rand [Rand, 1971]). It is commonly used in external validation of
clustering, where a computed clustering is compared with the correct one. If clusterings are the
same, the Rand index is 1. On the other hand, if clusterings are different, the Rand index is less
than that, always remaining positive by its construction. The generalization to three and more
clusterings is straightforward. Rand index has been extensively studied and can be computed
efficiently in quadratic time. However, if we can identify and count the number of consistent pairs,
the next natural question to ask is about identifying and counting the consistent items. These
items form a consensus set. The consensus set approach offers us two additional advantages over
the Rand index. These are
• ability to extract and examine actual items in consensus
• ability to extract and examine induced clustering of those items (common structure)
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This is something more than just a scalar value reflecting the similarity between clusterings. This
is a powerful tool of abstraction. It is worth comparing the Rand index to consensus share, as
both are scalar values. In many cases, high consensus corresponds to high Rand index and vice
versa. However, Cheng [Cheng, 2005] found cases where high Rand index does not necessarily
imply high consensus share. This suggests that these measures are not directly related, i.e. the
share of consensus items is not a function of the share of consistent pairs.
While Rand index may be computed efficiently in quadratic time, it is not obvious if this is
true for consensus share. There is a straightforward reduction from the problem of computing
consensus set to the MAX CLIQUE problem, thus motivating the exploration of computational
complexity of the former problem that led to a proof of its NP-hardness. This result implies that
efficient algorithms to compute consensus set exactly are unlikely to be within the scope of our
current models of computation, so only approximation algorithms are feasible.
Relation to sequence alignment
The clustering consensus as we have formulated it is closely related to the longest common sub-
sequence problem and sequence alignment algorithms. In essence, both in estimating similarity of
sequences and similarity of clusterings we “align” two sequences or two clusterings together. The
difference here is topological: the dimensionality of aligned items. In the case of sequence align-
ment, items (characters) are located in one-dimensional space, and proximity between two items
(two characters in the same sequence) is easily defined. In the case of clustering alignment, items
(clusters) are in zero-dimensional space (sets), and proximity between two items (two clusters in
the same clustering) is not defined. Most sequence alignment algorithms use proximity information
to limit the search space. For a similar “alignment” of clusterings, there is no such proximity infor-
mation to exploit, which is why we cannot simply use dynamic programming to align clusterings.
Sequence alignment algorithms, however, while not applicable directly to clustering alignment can
provide us with useful intuition, ideas, and terminology.
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Formal definitions
Let C = {C1, . . . , CR} be a set of clusterings defined over the same set of items A. Each clustering
Cr is a partition of A into kr disjoint subsets (clusters) Arj , i.e., ∀r : A = ∪iAri and ∀i, j(i 6=
j) : Ari ∩ Arj = ∅. We can describe Cr by specifying the cluster indices of all items, i.e. a tuple
cr =< cr1, . . . , crn > where n = |A| and cri = j iff the i-th element of A is in cluster Arj .
Using this notation, the standard Rand index [Rand, 1971] for two clusterings C1 and C2 can
be computed as follows:
RA(C1, C2) =
∑
{(i,j):i<j≤n}[[c1i = c1j ] = [c2i = c2j ]]
n(n− 1)/2 (2.1)
where [·] denote indicator variables, c1i and c2i are cluster indices of i-th item in clusterings C1 and
C2 respectively. This trivially generalizes for R clusterings C = {Cr, r = 1 . . . R} as follows
RA(C) =
∑
{(i,j):i<j}
[∑R
r=1[cri = crj] ∈ {0, R}
]
n(n + 1)/2
(2.2)
In equation (2.2), cri stands for an index of i-th item in r-th clustering. The summand in the
numerator counts pairs (i, j) that are consistent, i.e., they either agree on all cluster indices or
disagree on all cluster indices. Obviously, both equation (2.1) and (2.2) compute the number of
consistent pairs of items in quadratic time.
Consensus set: Any set S ⊆ A is called a consensus set with respect to a set of clusterings C
if for all pairs of items (i, j) we have ∀r : cri 6= crj or ∀r : cri = crj.
Rand index provides a polynomial time test to check if a particular set S ⊆ A of items is a
consensus set: S is a consensus set if RS(C) = 1. However, it does not provide an immediate way
to extract a consensus set. A na¨ıve way to compute the maximal consensus set is to try all subsets
of items and keep the largest one that still has RS(C) = 1. This na¨ıve algorithm is exponential in
the number of items and not a practical computational solution.
Definition 1: Maximal consensus set problem CS(A, C): given a set C of clusterings defined
over a set of items A, find a maximal subset S ⊆ A such that S is a consensus set with respect to
C.
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(a) (b)
Figure 2.2: Two examples showing three conflicting dichotomies
Definition 2: Consensus share is the ratio of the cardinality of a maximal consensus set to the
cardinality of A.
Definition 3: Consensus clustering is a clustering induced by a maximal consensus set, i.e.
obtained by removing all items not in a maximal consensus set.
Here are two simple properties of consensus sets that immediately follow from definitions 1 and
3:
Property 1: Consensus share is in the range [0, 1] (or [1/|A|, 1] if A is non empty as any single
item in |A| is a trivial consensus set).
Property 2: Cardinality of consensus clustering is at most the smallest cardinality of initial
clusterings (this is obvious since removing items from a clustering cannot increase its cardinality).
The definitions are illustrated with two straightforward examples in Figure 2.2. In case (a),
we have three linear separators each dividing a rectangle into two parts. In case (b), we have
three circular separators again each dividing a rectangle into two parts (inside and outside of the
circular area). Apparently in both cases, the separators are in conflict with each other. Figure 2.3
shows these cases again with maximum consensus sets filled. It is easy to check that definition 1
is satisfied in each case. Figure 2.3 suggests that consensus clusters are generally expected to be
at least as tight as the clusters in original clusterings. In the shown examples, it is easy to decide
what will be the consensus set in each case by eliminating the subsets of A in contradiction with
the definition 1. The natural question to ask is what is the complexity of finding consensus for a
general case of finite A. This is the focus of the next section.
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(b)(a)
Figure 2.3: Maximum consensus sets for examples in Figure 2.2
2.3 Computational complexity
In this section, we present an NP-completeness result for the maximal consensus set problem. We
first define a decision problem:
Definition 4: Consensus set decision problem CSD(A, C,Θ): given a set C of clusterings over
a finite set of items A, determine if there is a consensus set in A with respect to C, with size Θ.
Theorem: CSD(A, C,Θ) is NP-complete.
Proof:
1. CSD ∈ NP (a certificate):
Three cases here:
(a) If Θ > |A| output FALSE
(b) If Θ = 0 output TRUE
(c) Otherwise make a guess by picking Θ items from A, verify the guess using Rand index
in quadratic time, output the truth of the statement that Rand index equals one.
2. CSD ≥p IS (a constructive polynomial time reduction from the independent set problem):
The independent set problem IS(G,Θ): given a graph G = (V,E), is there an independent
set of size Θ? We assume that the polynomial time algorithm for CSD exists and show that
in this case IS can be solved in polynomial time using the assumed algorithm for CSD.
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Starting from an instance of IS defined by G = (V,E), V = {vi : i = 1 . . . |V |}, and
E = {ej : j = 1 . . . |E|}, we will construct in polynomial time an instance of CSD. First, let
us set up a counter c, initially set to 1 and incremented each time we use it. Now we define
a vector label si of length |E| for each vertex vi ∈ V in the following way:
sij =


0 if ej is incident to vi
c + + otherwise
Here sij is the j-th value in a vector label si. Labels si for i from 1 to |V | can be represented as
the rows of a table of size |V | × |E|. The j-th column has only two zero values corresponding
to the vertices incident to j-th edge, and other values are distinct by construction. We take
columns of this table as representing clusterings (C), and rows representing the items (A),
and thus create an instance of the CSD problem. Each column serves as the tuple of cluster
indices, with one index for each item in A, and therefore defines a clustering of the |V | items.
The construction has polynomial (O(|V ||E|)) time complexity. This problem instance is now
submitted to a polynomial time decider for CSD together with Θ. We claim that if G has
more than one edge, the answer to the CSD(A, C,Θ) problem is exactly the answer to the
original IS(G,Θ) problem. This is because, as we show below, any set of vertices in G is
an independent set if and only if the corresponding set of items in A is a consensus set with
respect to C. The special (and trivial) case of a graph with a single edge is handled separately:
IS(G,Θ) is true iff Θ ≤ |V |−1. We thus have a polynomial time reduction from IS to CSD,
provided we prove the following claim.
Claim: Any set of vertices in G is an independent set if and only if the corresponding set of
items in A is a consensus set with respect to C.
Claim proof:
(a) Independent set ⇒ Consensus set. Let S be an independent set in G. Consider the set
of rows that vertices of S correspond to. Consider any pair vi, vj ∈ S: there is no edge
between them, hence no column puts a zero in both rows. Hence, by construction, each
column puts different numbers in these two rows. Therefore, the two items vi, vj are in
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consensus over all clusterings. Since this is true for any pair of items (vertices) in S, the
set of items is a consensus set.
(b) Consensus set ⇒ Independent set. This is equivalent to saying that if a set is not an
independent set, it is not a consensus set. Let S be a subset of vertices in G that is not
an independent set. There exists some edge e incident to some pair vi, vj ∈ S. Consider
the rows corresponding to these two vertices. In column e, both rows have a 0. However,
no other column has a 0 in both rows, since no other edge is incident to both vertices.
If the two values in a column are not both 0, they must be different, by construction.
Therefore, items vi, vj are not in consensus over all clusterings, meaning that S is not a
consensus set.
This NP-completeness result does not mean that all instances of this problem are hard. For
example, a case with only two clusterings can be reduced to the weighted bipartite matching
problem and hence can be shown to be in P. Efficient algorithms for this particular case can be
adapted from [Gabow, 1990, Drake and Hougardy, 2003].
2.4 Algorithms
There are two general strategies in solving NP-hard optimization problems: local search and global
search. In addition, hybrids of the two are possible, known as genetic/memetic algorithms. We
first describe the design choices for a greedy algorithm to solve the maximal consensus set problem
using local search. Then, we describe in detail two greedy algorithms, a global search sampling
procedure, and a local-global hybrid.
Greedy strategies (local search)
One type of local search strategy is greedy algorithms. Several greedy algorithms for the consensus
set problem can be adapted from incremental expansion/reduction algorithms [Kosorukoff, 1995].
They can be classified according to three orthogonal design criteria:
• directionality: expansion vs reduction
• single/multi-item: how many items are affected at each step
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Input: a set of clusterings C1, . . . ,CR
Output: estimate of a maximal consensus set S.
1. create a tuple label for each item j: Tj =< cij |i = 1 . . . R >,where cij is the index of the
cluster to which the j−th item belongs in the i−th clustering.
2. Store all unique tuples in a list U, sorted in descending order of the frequency of items
with that label.
3. create consensus list S, initially empty
4. while U is not empty repeat
(a) remove most frequent tuple M from the top of list U
(b) check if M is in conflict with consensus list S
(c) if no conflict then append M to the end of S
(d) else discard M
5. return all items labeled with tuples belonging to S
Figure 2.4: Multi-item Consensus Expansion (MCE) algorithm
• item selection rule (which items to add or remove)
The expansion approach starts with an empty consensus set and seeks to expand it by adding
non-conflicting items. If an item does not satisfy global constraints (in this case, conflicts with the
current consensus set), the item is not added to the consensus set. The process is repeated until
there are no more items to add. An alternative way is to start with the whole set of items and,
if it is not a consensus set, begin shrinking it by removing items, until the reduced set of items
becomes a consensus set at some point.
The second design criterion determines how many items are affected at each incremental step
of the algorithm. It is obvious to add/remove items one by one, however it might be more efficient
to add/remove bigger sets of items if possible.
Finally, the third criterion determines the order in which items are added or removed. For
example, frequent items not creating conflicts can be added first, or items creating greatest number
of conflicts can be removed first.
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Multi-item Consensus Expansion (MCE)
An incremental multi-item consensus expansion (MCE) algorithm shown in fig 2.4 is an example
of one combination of choices for the three design criteria described earlier. It maintains a current
consensus set and tries to expand it by adding multiple items in each step, always maintaining
the consensus set property. Similar items are grouped together, so that larger groups receive
priority in joining the consensus set. It is implemented by first labeling each item j with a tuple
Tj =< cij|i = 1 . . . R > representing the indices of the clusters to which the item was assigned in the
different clusterings. Then the algorithm groups together all items with identical tuple assignments,
and maintains a list of all unique tuples, sorted in the descending order of their frequency (i.e.,
how many items that tuple represents).
The current consensus set is maintained in the form of a list of unique tuples representing groups
of their respective items. This list is called the consensus list. The algorithm starts with an empty
list, which is trivially in consensus, and tries to expand it while maintaining the consensus property.
Two tuples are in consensus if they agree on all values, or disagree on all values; otherwise the
tuples are in conflict. At each incremental step, the tuple with the highest frequency is selected, and
checked if it conflicts with any tuple in the current consensus list. If a conflict is detected, the tuple
is discarded, otherwise it is appended to the consensus list. At the end, all items corresponding to
tuples in the consensus list are output as the consensus set.
The algorithm has running time O(Rn), i.e. linear both in the number of items n and in the
number of clusterings R, and thus scales very well with input size. However, it is not guaranteed to
compute the globally maximal consensus set. Table 2.4 shows a simple example where MCE fails.
Table 2.5 shows the ordered list of tuples for this case. It is easy to see that tuple T1 conflicts with
both tuples T2 and T3, but tuples T2 and T3 are consistent with each other. In the first expansion
step the MCE algorithm will add tuple T1 to the empty consensus set and will be unable to expand
it more arriving at consensus set of size 3. However, the maximum consensus of size 4 does not
include T1, but includes T2 and T3 instead.
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Table 2.4: A set of cluster indices defining an instance of maximal consensus set problem hard for
the MCE algorithm
Item C1 C2 C3
A 1 2 1
B 1 2 1
C 1 2 1
D 2 2 1
E 2 2 1
F 1 1 2
G 1 1 2
Table 2.5: A set of cluster alignment tuples for the problem of Table 2.4
Tuple C1 C2 C3 Frequency Items
T1 1 2 1 3 A,B,C
T2 2 2 1 2 D,E
T3 1 1 2 2 F,G
Single-item Consensus Reduction (SCR)
The algorithm presented here implements another greedy strategy mentioned above. It starts with
a set of all items and if conflicts are detected, items are eliminated one by one until all conflicts
are resolved. Item creating maximal number of conflicts is eliminated first. Initial version of the
algorithm used agreement matrix [Cheng, 2005], each entry in such matrix is one if and only if
the respective pair of items is clustered the same way (always together or always separate) in all
clusterings. For example the agreement matrix for our previous two clusterings with two clusters
each: (AB) (C) and (A) (BC) is shown in Table 2.6.
However, it is easier to present the algorithm using a conflict matrix, which is an inverse of
the agreement matrix [Cheng, 2005]. It is shown in Table 2.7. The pseudocode of the algorithm is
shown in Figure 2.5.
Table 2.6: Agreement matrix [Cheng, 2005] of two clusterings with two clusters each: (AB) (C)
and (A) (BC).
A B C
A 1 0 1
B 0 1 0
C 1 0 1
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Table 2.7: Conflict matrix of two clusterings with two clusters each: (AB) (C) and (A) (BC).
A B C
A 0 1 0
B 1 0 1
C 0 1 0
Input: a set of clusterings C1, . . . ,CR
Output: estimate of a maximal consensus set S.
1. set S to all clustered items
2. create a conflict matrix V: vij = 0 iff ∀r : cri 6= crj or ∀r : cri = crj , otherwise vij = 1
3. while V 6= 0
(a) find the item with maximal number of entries in its row and column, i.e. e =
argmaxi(
∑
j vij + vji)
(b) remove e-th item from S, and zero all entries in e-th row and e-th column
4. return S
Figure 2.5: Single-item Consensus Reduction (SCR) algorithm
The time complexity of SCR is O(Rn2), i.e. quadratic in the number of items and linear in
the number of cluster indices, thus it is less efficient than MCE. SCR solves the problem instance
shown in Table 2.4 that poses a problem for the MCE algorithm. However, Figure 2.6 shows another
instance of consensus set problem that SCR cannot solve correctly, while MCE can. Table 2.8 shows
the sequence of steps each algorithm performs for this instance of the problem.
Sampling strategies (global search)
Probabilistic Markov Chain Monte Carlo (MCMC) approach was designed to overcome the pos-
sible tendency of greedy algorithm to give suboptimal solutions in certain cases. The idea is
to sample all consensus sets with a probability proportional to their size. For this purpose, we
construct a Markov chain using Metropolis process. MCMC algorithm can be initialized with
an empty set (which is a trivial consensus set) and then the Markov chain is sampled for a
large number of iterations (e.g. a million). MCMC algorithm returns the consensus set of the
maximal size seen during this process. The idea to use MCMC for consensus set estimation
was inspired by successful use of this technique for multiple sequence alignment and motif find-
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A B C D E F G H I
A 0 0 0 1 1 1 1 1 1
B 0 0 1 0 0 1 1 1
C 0 0 1 1 0 1 1
D 0 0 1 1 0 1
E 0 1 1 1 0
F 0 0 1 0
G 0 0 1
H 0 0
I 0
Step 1 2 3 4 5 6 7
Conflict count 6 5 4 3 3 1 1
Excluded element A D C B E F G
(a)
Tuple C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 W
T1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3
T2 1 2 2 2 2 2 2 2 2 2 2 2 2 2 1
T3 2 1 3 3 3 3 3 3 3 3 3 3 3 3 1
T4 3 3 1 2 3 4 4 4 4 4 4 4 4 4 1
T5 4 4 4 4 4 1 2 3 5 5 5 5 5 5 1
T6 5 5 5 5 5 5 5 5 1 3 4 6 6 6 1
T7 6 6 6 6 6 6 6 6 6 6 6 1 2 5 1
Step 1
Weight 3
Included elements {A,B,C}
(b)
Table 2.8: Applying greedy algorithms to the instance of consensus set problem in Figure 2.6.
(a) Conflict matrix and sequence of exclusions SCR algorithm will perform to arrive at consensus
set {I}, while the maximal consensus set here is {A,B,C} (b) List of weighted tuples for MCE
algorithm, which is finding the correct solution
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A B C D E F G H I
1 1 1 1 2 3 4 5 6
1 1 1 2 1 3 4 5 6
1 1 1 2 3 1 4 5 6
1 1 1 2 3 2 4 5 6
1 1 1 2 3 3 4 5 6
1 1 1 2 3 4 1 5 6
1 1 1 2 3 4 2 5 6
1 1 1 2 3 4 3 5 6
1 1 1 2 3 4 5 1 6
1 1 1 2 3 4 5 3 6
1 1 1 2 3 4 5 4 6
1 1 1 2 3 4 5 6 1
1 1 1 2 3 4 5 6 2
1 1 1 2 3 4 5 6 5
A

 ??
?
C B
D

E

G F
H

I

Figure 2.6: An instance of consensus problem that is difficult for the SCR algorithm. It is defined
over 9 items and 14 clustering indices. The maximum consensus set is {A,B,C}. A graph shows
related instance of MAX CLIQUE problem: a graph with 9 vertices having max clique of size 3
ing [Lawrence et al., 1993, Jensen et al., 2004, Liu et al., 2005]. Here we extend the same idea to
multiple alignment of clusterings.
Our goal is to find the consensus set of maximum size. For this purpose, we are going to
sample consensus sets with probability proportional to their size. One way to achieve this is by
constructing a Markov chain, in which the stationary distribution will be of the required form.
Metropolis process [Metropolis et al., 1953] is a very general method to construct a Markov chain
having any desired stationary distribution pi in a finite set Ω. Moreover, the distribution can be
specified only by a weight function w : Ω → R+, such that pi(x) = w(x)/Z where Z is some
unknown normalizing factor. We specify Metropolis process by providing two things:
• a neighborhood structure, a connected graph on Ω
• a proposal distribution K
One way to define the neighborhood structure is the following. We will call two consensus sets
neighbors if one of them can be obtained from the other by removing one item of consensus list.
In this case, the proposal distribution K can be generated by the following procedure. Given the
consensus set S which is a subset of a set of all items A, pick a random item a ∈ A then negate
the membership of a in S, i.e. if a ∈ S, remove a from S resulting in a non-maximal consensus set
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S′ = S \ {a}, otherwise attempt to add a into S assuming that the resulting set S ′ = S ∪ {a} has
no conflicts, if there are conflicts, we stay with set S.
Our sampling algorithm is shown in Figure 2.7. We need to show now that the Markov chain
it simulates is reversible, aperiodic, irreducible, and converges to the desired distribution.
Claim: The transition probability matrix P is reversible, aperiodic, and irreducible on S (a
set of all consensus sets) and its unique stationary distribution is such that for any S ∈ S its p.m.f
pi(S) ∝ w(S) = |S|+ 1 if the maximum consensus set is a strict subset of all items A.
Proof: Our transition probabilities satisfy the detailed balance equality, i.e. to for any two
consensus sets Sx and Sy we have
w(Sx)p(Sx, Sy) = w(Sy)p(Sy, Sx). (2.3)
Our transition probabilities are set according to Metropolis-Hastings process as follows:
1. p(Sx, Sy) = min(w(Sy)/w(Sx), 1)/d, where d = |A|.
2. p(Sx, Sy) = 0 if Sx and Sy are not neighbors
3. p(Sx, Sx) = 1−
∑
x6=y p(Sx, Sy)
Note that p(Sx, Sx) ≥ 0, because p(Sx, Sy) ≤ 1/d. Cases 2, 3 satisfy the balance equation (2.3)
trivially. For the first case, assuming w.l.o.g that |Sx| > |Sy|,
w(Sx)p(Sx, Sy) = w(Sx)w(Sy)/w(Sx) = w(Sy) · 1 = w(Sy)p(Sy, Sx).
This shows that our Markov chain is reversible.
To ensure aperiodicity, it is sufficing to show that there exist a consensus set Sx such that
p(Sx, Sx) > 0. This is true unless every subset S ⊆ A is a consensus set, or, equivalently A is not
a consensus set itself. In this case there should exist a consensus set Sx such that at least one
neighbor of it is not a consensus set. In this case, an attempted move to a non consensus set fails,
therefore p(Sx, Sx) > 0.
To ensure irreducibility, we must show that for any two consensus sets Sx and Sy there is a finite
sequence of transitions leading from Sx to Sy. We suggest the path that takes at most 2|A| − 1
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Input: a list of items A, number of iterations s
Output: approximation of a maximal consensus set S
1. start with empty S which is a consensus set
2. repeat the following steps s times (Metropolis process)
(a) pick a random element a ∈ A
(b) if a ∈ S, set S to S {a} with probability |S|/(|S| + 1),
else if S ∪ {a} is a consensus set, set S to S ∪ {a}
3. return the largest set S seen so far
Figure 2.7: Markov Chain Monte Carlo (MCMC) consensus algorithm
transitions. Our path will go through the empty consensus set. Starting with a consensus set Sx
we will remove items one by one until the set becomes empty. After that we will add items in
set Sy one by one, until the resulting set is Sy. Obviously, every such transition is valid by our
construction, and every set of items we traverse is, actually, a consensus set, because consensus
property is hereditary. This finishes the proof.
This sampling procedure can be improved if we observe that some sets S can’t possibly be
maximum consensus sets. For example, if there exists an item a ∈ S and an item a ′ in A \ S and
both a and a′ have the same membership in all clusterings, then set S ′ = S ∪ {a} is obviously a
consensus set and |S ′| > |S|. This suggests us to group items with the same cluster membership and
represent them by a single tuple with weight proportional to the number of such items (similarly to
what we did previously when designing the greedy MCE algorithm). In our search for the maximum
consensus set, we only need to consider sets S such that for every a ∈ S there is no a ′ in A \ S
such that a and a′ have the same membership in all clusterings. Let us call these locally-optimal
consensus sets representative consensus sets.
Our improved sampling procedure only considers and samples representative consensus sets.
The neighborhood structure is defined in a way similar to the described above: two representative
consensus sets are neighbors if one of them can be obtained from the other by removing one item
a of consensus list and further removing all items with the same cluster membership as a (to make
sure they both are representative consensus sets). It is clear that any representative consensus
set correspond to some consensus list. We defined our new proposal distribution in terms of
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Input: a set of clusterings C1, . . . ,CR, a number of iterations s
Output: estimate of a maximal consensus set
1. create a list U of unique values of tuples Tj as in Figure 2.4
2. sort list U in descending order by the frequency of their occurrence
3. initially all tuples in U are not marked
4. for every tuple M in U do the following steps (greedy initialization)
(a) check if M is in conflict with a list of marked tuples
(b) if no conflict then mark M
5. repeat the following steps s times (Metropolis process)
(a) pick a random tuple
(b) if the tuple is marked, then unmark it with probability (t+1−w)/(t+1), where
w is the weight of the current tuple and t is the total weight of all marked tuples
(c) if the tuple is unmarked, then mark it unless it creates a conflict with already
marked tuples
6. return items consistent with the set of marked tuples with the largest t seen so far
Figure 2.8: Improved MCMC approach: memetic algorithm
consensus lists rather than consensus sets. Given the list of consensus tuples T c, we can sample
the neighboring consensus lists by picking a random tuple Ti and negating its membership in T
c: if
Ti ∈ T c we remove Ti from T c, otherwise we attempt to add Ti to T c assuming the resulting list has
no conflicts. This sampling procedure can be viewed as implementing a simple global-local search
hybrid (a memetic algorithm), because each sample consensus set is locally improved by adding
items guaranteed to be non-conflicting. The exact algorithm of this hybrid search procedure is
shown in Figure 2.8.
Here we briefly discussion results of this approach. Sampling strategies find correct solutions to
the instances of the consensus problem shown in Table 2.4 and Figure 2.6, where MCE and SCR
algorithms fail. However, in experiments with actual clusterings (Section 2.5), MCMC approach
did not find any improvements over the greedy algorithms. Therefore, we conclude that in appli-
cations and datasets that we have considered so far, the MCE algorithm was preferred because it
is the fastest we had explored and performs as well as other algorithms. Apparently, global search
strategies and hybrids have potential advantages, but they were not realized in our applications.
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In our experiments MCE has shown to be a suitable tool to efficiently arrive at good consensus
estimates.
2.5 Application examples
Computing the maximal consensus set can have several applications in bioinformatics. It is an
instrument of abstraction that can be applied to a set of several clusterings. For example, we can
extract replicable clustering results by taking the consensus set over several clustering runs with
random initializations of a clustering algorithm on the same dataset. In this way we can abstract
from the noise introduced by the clustering algorithm and its initial conditions. As another example,
we can apply this abstraction method to clusterings of different datasets (e.g., microarray data)
corresponding to the same process (e.g., cell growth) happening in different experimental conditions
(e.g.,media). This way we will abstract away the effects of different conditions and concentrate on
the aspect of the process that is common to them (e.g. invariant with respect to the media). In yet
another example, we can look at data for several organisms and extract the set of orthologous genes
that relate consistently with each other across those organisms. Conflict sets can also give us useful
information about genes differentially expressed across the examined datasets. This approach can
be a fast and useful abstraction tool in the inventory of a bioinformatics researcher.
The MCE algorithm was used in Lai et al. [Lai et al., 2005b] to validate the consistency of
clustering results for genomic microarray data in yeast. It was successful in extracting a replicable
part of several clustering runs for a given number of clusters (k) and in suggesting a range of k to
use for further analyses. The consensus clustering was then used to shed light on the gene network
involved in anaerobiosis response. Here, we present some illustrative applications of the algorithm
and further we present additional applications for analysis of microarray data sets in Chapter 4.
Artificial dataset construction
We construct an artificial dataset as follows [Sinha, 2006]. We define k clusters in d-dimensional
space, k ≤ d. First k elements of the list (c, 0, 0 . . . 0), (0, c, 0 . . . 0), (0, 0, c . . . 0), . . . , (0, 0, 0 . . . c)
define our cluster centroids (c is some constant value, c = 5 in our experiments if not explicitly
specified). For i-th cluster, we sample ni instances from a unit spherical gaussian centered at
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the cluster centroid (ni = 20 if not explicitly specified). In addition, we add n0 items-distractors
(n0 = 100 if not explicitly specified). Components of the distractor-items are sampled uniformly
from the interval [−c, 2c].
Figure 2.9 illustrates the type of artificial dataset we use to illustrate applications of consensus
clustering. It is not easy to visualize a high dimensional dataset, so a tree-dimensional dataset
with the following parameters was chosen for this example: k = d = 3, c = 5, n0 = 100, ni =
20, i = 1 . . . k. The instances of three clusters are marked with 4, +, and ×, respectively, while 100
distractor items are marked with ◦. It can be seen from the picture that even in three dimensions
the task of separating clusters from the random background is not trivial.
For our experiments, however, we use five-dimensional datasets. We can visualize five dimen-
sions using parallel coordinate system. In this case, our five-dimensional dataset looks quite similar
to expression time profiles that we going to analyse further. We can assume that our dimensions cor-
respond to time points, and components correspond to expression values in those time points. The
clusters shown in Figure 2.10 correspond to the dataset with the following parameters: d = k = 5,
c = 5, n0 = 100, ni = 20, i = 1 . . . k. This is the picture showing us the structure we hope to
get back from our clustering analyses in the ideal case. The actual picture produced by k-means
algorithm looks quite different showing that distractor items pose a problem (see Figure 2.11).
Applications of two types are presented here: (1) consensus over several runs of the clustering
algorithm, (2) consensus over clusterings of related datasets which are replications of the same
experiment. In addition to these, it is possible to use consensus over different experiments, different
organisms, and even different species. There are many potential applications of this concept, but
we we will leave most of them until our discussion of future research.
Identifying tight clusters using reclustering of the same dataset
This application of consensus share will allow us remove some items that do not form a consistent
structure. In this case we run k-means clustering algorithm several times on the same dataset. The
items that are not consistently clustered are removed as a result of taking consensus over clustering
replications. Figure 2.12 shows consensus clustering indices when consensus is taken over two and
four clustering replications. 31 inconsistently clustered distractor-items are removed and put into
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Figure 2.9: Example of a three-dimensional artificial dataset generated using the following param-
eters k = d = 3, c = 5, n0 = 100, ni = 20, i = 1 . . . k. The instances of three clusters are marked
with 4, +, and ×, respectively, while 100 distractor items are marked with ◦.
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Figure 2.10: Example of a five dimensional artificial dataset generated using the following param-
eters d = k = 5, c = 5, n0 = 100, ni = 20, i = 1 . . . k. There are six plots in this figure. The lower
left one corresponds to 100 distractor items, while the other five correspond to the actual clusters.
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Figure 2.11: K-means algorithm fails to capture the underlying structure of the artificial dataset
with parameters (d = k = 5, c = 5, n0 = 100, ni = 20, i = 1 . . . k.). The figure shows it clustered by
k-means algorithm for (a) k = 5 (b) k = 6. The resulting clusterings can’t capture the underlying
structure of the dataset in the presence of distractor items.
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the conflict set as a result of taking consensus over two clustering replications. 50 inconsistently
clustered distractor-items are removed and put into the conflict set as a result of taking consensus
over four clustering replications. The respective consensus clusterings are shown in Figure 2.13.
The more irrelevant items are eliminated from the clusters, the tighter clusters become. However,
even with 50 irrelevant items removed clusters in Figure 2.13 (b) still look rather noisy.
There is an obvious incentive to increase the number of clustering replications over which we take
consensus. We hope to eliminate more false positives, but this is also a way to create false negatives.
This is illustrated by the Figure 2.14. When going from the consensus over four replications to
the consensus over five replications, we succeed in removing five more false positives, but at the
same time create 20 false negatives. The whole cluster of consistent structure is missing in the
resulting consensus index. In this case, such result is caused by a mistake of k-means algorithm
that erroneously merges clusters B and D together (marked lines in Figure 2.14 (b)). Generally, it
is not trivial to decide how many clustering replications one has to use in consensus computation.
This will depend on the quality of the clustering algorithm, underlying clustering structure, and
the desired number of clusters given to the clustering algorithm. In practical applications, some
experimentation will be needed to choose what works best.
This suggests that this method, while useful in practice, has its limitations.
Identifying stable structure across several replicate datasets
In the previous section, we had seen that taking consensus over several replications of the clustering
algorithm can produce a crisper picture than the one obtained from one clustering. However, we
had also seen that there is a limit to this kind of improvement. In this section, we will show a
more powerful technique using two datasets, which contain the common structure. In our test
case, we just generate several artificial datasets by sampling the same generative model defined
earlier. Later in chapter 4 we will show the similar technique where several datasets are produced
by replication of the same experiment.
Given two datasets exhibiting a common structure, can we better identify the underlying clus-
tering structure using the consensus clustering method? We answer affirmatively to this question.
Our first attempt at this, however, was not successful. It is shown in Figure 2.15. Two cluster
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(a) Consensus clustering over two clustering replications
A 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
B 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
C 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
D 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
E 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
F . 1 1 4 2 5 8 . . . 9 . . . . 4 1 6 5 6
G 3 . 5 . 6 . 9 . 8 . . 5 . 9 5 8 . 5 5 8
H 3 8 . 3 1 8 8 8 . 9 6 9 8 1 1 . . 8 8 5
I . 4 1 8 . 9 . . 9 2 6 . 1 8 4 . 5 5 3 .
J . 2 9 8 1 9 3 5 . 3 . . 3 5 9 1 5 5 3 9
(b) Consensus clustering over four clustering replications
A 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
B 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
C 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
D 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
E 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
F . . . 4 2 5 8 . . . 9 . . . . 4 . 6 5 6
G . . 5 . 6 . 9 . 8 . . . . . . 8 . 5 . 8
H 3 . . 3 . 8 8 8 . . 6 9 8 1 1 . . 8 8 .
I . 4 . 8 . 9 . . . . 6 . . 8 4 . . 5 3 .
J . 2 9 8 1 9 3 5 . 3 . . 3 5 . 1 5 5 3 .
Figure 2.12: Artificial dataset (d = k = 5, c = 5, n0 = 100, ni = 20, i = 1 . . . k.) was re-clustered
by k-means algorithm several times and consensus clustering is shown (a) clustering index for
consensus over two clustering replications (b) clustering index for consensus over four clustering
replications (items not in consensus forming 0-th cluster are marked with dots here for the purpose
of better presentation). Thirty one inconsistently clustered distractor-items are removed as a result
of taking consensus over two clustering replications. Fifty inconsistently clustered distractor-items
are removed as a result of taking consensus over four clustering replications.
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Figure 2.13: Artificial dataset (d = k = 5, c = 5, n0 = 100, ni = 20, i = 1 . . . k.) was re-clustered by
k-means algorithm several times and consensus clustering is shown (a) consensus over two clustering
replications (b) consensus over four clustering replications. Inconsistently clustered distractor-items
are removed as a result of taking consensus.
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(a) Consensus clustering over four clustering replications
A 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
B 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
C 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
D 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
E 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
F . . . 4 2 5 8 . . . 9 . . . . 4 . 6 5 6
G . . 5 . 6 . 9 . 8 . . . . . . 8 . 5 . 8
H 3 . . 3 . 8 8 8 . . 6 9 8 1 1 . . 8 8 .
I . 4 . 8 . 9 . . . . 6 . . 8 4 . . 5 3 .
J . 2 9 8 1 9 3 5 . 3 . . 3 5 . 1 5 5 3 .
(b) Cluster index of the fifth clustering replication
A 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
B 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 <
C 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
D 8 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 <
E 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
F 3 5 5 4 1 1 2 2 3 2 8 2 7 4 3 4 5 7 1 7
G 1 6 1 6 7 3 8 9 2 4 3 4 9 8 4 2 9 1 4 2
H 9 9 3 9 5 2 5 2 3 4 7 8 2 6 6 7 4 2 2 1
I 7 4 6 2 3 8 3 5 6 8 7 9 5 2 4 4 4 1 5 5
J 7 2 8 2 6 8 9 1 8 9 3 6 5 1 8 6 1 1 9 4
(c) Consensus clustering over five clustering replications
A 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
B 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
C 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
D . . . . . . . . . . . . . . . . . . . . <
E 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
F . . . 4 . 5 8 . . . 9 . . . . 4 . 6 5 6
G . . 5 . 6 . 9 . 8 . . . . . . 8 . 5 . 8
H 3 . . 3 . 8 . 8 . . 6 9 8 1 1 . . 8 8 .
I . 4 . 8 . 9 . . . . 6 . . 8 4 . . 5 . .
J . . 9 8 1 9 3 5 . 3 . . . 5 . 1 5 5 3 .
Figure 2.14: Consensus is sensitive to the quality of the clustering algorithm. Artificial dataset
(d = k = 5, c = 5, n0 = 100, ni = 20, i = 1 . . . k.) was re-clustered by k-means algorithm several
times and consensus clustering is shown (a) clustering index for consensus over four clustering
replications, (b) clustering index of the fifth clustering replications (note that k-means cluster-
ing algorithm erroneously merges clusters B and D together), (c) the resulting consensus index
eliminates additional 5 false positives, but incurs 20 false negative (the whole cluster D is missing).
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indices produced by k-means algorithm on two datasets and the consensus cluster index are shown
in the figure. Items are ordered to highlight their cluster structure: first 5 lines correspond to
5 clusters, the following 5 lines correspond to random distractor-items. We can see that out of
five clusters of the clustering structure, two are lost in the result of the consensus clustering. The
reason for this is clear from analysis of original cluster indices 1 and 2. The k-means clustering
algorithm makes a mistake by clustering clusters in line A and B of clustering index 1 together,
and on the second dataset k-means errs again by clustering items in lines A and E together, while
they are supposed to be clustered separately. We are far out of luck with these runs since k-means
made a mistake in each. As a result, clusters corresponding to lines B and E are completely lost in
consensus clustering. The thing to take home from here is that the reason for failure of our method
in this case was poor performance of k-means algorithm rather than failure of consensus approach
in some way.
Figures 2.16 and 2.17 show that we actually can extract the consensus structure correctly.
Figure 2.16 shows again two cluster indices produced by k-means algorithm on these datasets
along with consensus cluster index taken over two original clusterings. In this case, the desired
cluster number k supplied to k-means algorithm was set to the value 9 which is far above the
true cluster number (5). We can see from this figure that all items that belong to the consistent
structure are identified in this case. Consensus clustering includes 16 false positive distractor-items
and those can be found in clusters of very small size. We can also see from Figure 2.17 (c) and (d)
the reason why these false positive distractor-items are in consensus. Their time profiles are in fact
very similar in both datasets. As we sampled components of distractor items uniformly in each case,
the only reason for this similarity can be a random chance. The probability of this happening by
chance grows with the number of distractor-items and this suggests that in real microarray datasets
where the number of irrelevant genes is expected to be large, this chance-induced similarity can
produce relatively small clusters. This can be mitigated in two ways: (1) restricting consensus
clustering to include only “significant” clusters, i.e. those that are bigger than some threshold
and unlikely to be generated by chance similarity, and (2) taking consensus over more than two
experimental replications (if available). The first technique can potentially reduce the number of
false positives in the example of Figure 2.16 to only three (those are items that were consistently
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Clustering index 1 A 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 <
B 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 <
C 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
D 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
E 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
F 1 5 5 3 2 5 4 4 1 4 1 4 2 3 2 3 5 1 5 1
G 5 1 5 1 1 1 1 5 4 3 1 3 1 1 3 4 5 3 3 4
H 5 4 2 5 5 4 4 4 2 3 1 1 4 3 1 2 3 4 4 2
I 2 3 1 4 1 1 1 5 1 2 1 5 5 4 3 2 3 2 5 5
J 2 2 1 4 5 1 5 2 3 5 1 4 5 2 2 1 5 3 5 3
Clustering index 2 A 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 <
B 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
C 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
D 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
E 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 <
F 4 3 4 3 1 4 1 1 5 4 5 5 3 5 5 4 1 2 2 1
G 1 5 4 3 4 5 5 3 4 2 1 4 5 2 1 1 1 3 5 3
H 1 1 5 5 5 5 4 1 1 2 5 3 1 2 2 3 1 3 1 5
I 3 5 5 1 2 3 5 4 5 3 4 1 5 1 2 5 5 4 1 3
J 2 2 2 4 4 4 2 1 4 4 3 3 1 5 5 4 4 3 2 5
Consensus index A 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
B . . . . . . . . . . . . . . . . . . . . <
C 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
D . 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
E . . . . . . . . . . . . . . . . . . . . <
F . . . . . . . . . . . . . 3 . . 5 1 . .
G 5 . . . . . . . . . . . . 1 . . 5 . 3 4
H 5 . . . . . . . . . . . . . 1 . . 4 . .
I . 3 . . 1 . . . . . . 5 . . . . 3 2 5 .
J . . 1 . . . . . . . . 4 5 . . . . . . 3
Figure 2.15: Identifying clustering structure consistent over two datasets. The consensus cluster
index is obtained from taking consensus over k-means clusterings of two datasets. Items are or-
dered to highlight their true cluster structure: lines A-E correspond to 5 stable clusters, lines F-J
correspond to random distractor-items. True cluster number was given as a desired cluster number
to k-means algorithm. In consensus clustering, two clusters of consistent structure are entirely
missing.
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clustered together with one of the real clusters).
Figure 2.18 shows the power of taking consensus over more than two experimental replications
to reduce the number of false positives. In this particular case, we took consensus over four datasets
illustrating the same generative model. All items of consistent structure except one are identified
correctly as previously shown, but it is remarkable that only 4 consensus items are false positives,
3 of them are in a separate cluster by itself. Just by introducing a very reasonable restriction on
the consensus set by not allowing clusters with less than two items, we can easily have only one
false positive item in this case.
Consensus share among clustering replications
In the first application, we obtain insight on the true number of clusters in the data set using
consensus share. The diauxic shift dataset [DeRisi et al., 1997] was clustered 10 times for every
value of k (number of clusters) in the range from 2 to 30 using linear one-dimensional SOM trained
via Pearson correlation as a similarity measure. Consensus share was computed over 10 clustering
replications (with different initializations) and is shown in Figure 2.19. The same result was later
reproduced by MCMC algorithm run for one million iterations. The graph shows that consensus
share remains at 100% in the range from 2 to 22 clusters, then falls rapidly. Only 7% of genes form
a reproducible clustering structure at k = 30. There is a very significant drop in consensus share
from 100% at k = 22 to 42% at k = 23. This suggests a range of k that should be used in analysis
(k < 23), and that the most fine-grained yet reliable clustering of the data happens at k = 22.
The graph of Fig. 2.19 is typical of several other datasets, including the one analyzed in Lai et
al.: there is a critical value of k at which the consensus share falls rapidly. The interpretation of
consensus share values will depend on the goal of a particular experiment. However, we suggest
that when reporting clustering results only consensus structure should be further evaluated and
reported because something that is not in consensus cannot be consistently reproduced by other
researchers.
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Clustering index 1 A 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
B 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
C 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
D 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
E 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
F 7 1 1 4 2 5 8 8 7 8 9 1 2 9 7 4 1 6 5 6
G 3 9 5 1 6 7 9 6 8 4 7 5 6 9 5 8 3 5 5 8
H 3 8 7 3 1 8 8 8 7 9 6 9 8 1 1 2 4 8 8 5
I 2 4 1 8 7 9 7 3 9 2 6 6 1 8 4 4 5 5 3 4
J 2 2 9 8 1 9 3 5 4 3 7 1 3 5 9 1 5 5 3 9
Clustering index 2 A 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
B 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
C 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
D 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
E 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
F 4 2 4 2 8 4 7 9 4 5 9 7 3 4 9 4 8 8 1 8
G 8 4 4 2 4 4 1 2 4 6 9 4 9 1 8 9 7 2 4 2
H 8 9 9 9 7 9 5 9 9 1 1 2 1 1 1 2 9 2 8 7
I 3 7 7 8 1 2 9 5 7 2 3 1 2 8 6 4 1 3 9 2
J 3 6 1 5 3 5 1 9 8 8 2 2 8 9 7 4 3 3 1 7
Consensus index A 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
B 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
C 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
D 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
E 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
F . . . . . 5 . . . . . 1 . . 7 . . 6 . 6
G . . 5 . . . . . . . 7 5 . . . . . . 5 8
H . . 7 . 1 . . . 7 . . . . . . . . 8 . .
I . . 1 . . . 7 . . . . . . . . . . . . .
J . . . . . . . . . . . . . . . . . . . .
Figure 2.16: Identifying clustering structure consistent over two datasets. The consensus cluster
index obtained from taking consensus over k-means clustering of two datasets is shown. Items are
ordered to highlight their true cluster structure: lines A-E correspond to 5 stable clusters, lines F-J
correspond to random distractor-items. K-means algorithm was given the desired cluster number
k = 9 which is in excess of the true cluster number. All items that belong to the consistent structure
are identified in this case. Consensus clustering includes 16 false positive distractor-items.
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Figure 2.17: This is a closer look at the induced consensus clusterings and reasons for false positives.
Consensus over two artificial datasets A and B representing the same generative model for (a)
dataset A clustered into 9 clusters by k-means (b) dataset B clustered into 9 clusters by k-means
(c) consensus clustering for profiles of dataset A (d) consensus clustering for profiles of dataset B.
This shows that taking consensus over several datasets representing the same process is much more
powerful than taking consensus over several runs of clustering algorithm on the same dataset.
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Consensus index A 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
B 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
C 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
D 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
E 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 .
F . 1 . . . . . . 7 . . . . . . . . . . .
G . . . . . . . . . . . . . . 5 . . . . .
H 3 . . . . . . . . . . . . . . . . . . .
I . . . . . . . . . . . . . . . . . . . .
J . . . . . . . . . . . . . . . . . . . .
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Figure 2.18: Consensus over four artificial datasets representing the same generative model.(a)
shows consensus cluster index (b) shows consensus clustering. All items forming consistent structure
except one are identified and there are only 4 false positive items in consensus clustering, each
forming its own cluster.
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Figure 2.19: Measuring the robustness of clustering with consensus share. The consensus share
(CS) over clusterings from 10 runs of SOM algorithm for the diauxic shift dataset by De Risi et al.
[DeRisi et al., 1997] as a function of cluster number (k).
Consensus set across clusterings of multiple data sets
In this second application, we show how consensus clustering can identify tight clusters from clus-
terings of different but related microarray data sets. The cell cycle data set of Spellman et al.
[Spellman et al., 1998] was divided into three parts, one for each of the synchronization schemes:
“alpha”, “cdc15”, and “cdc28”. Each data set was clustered using SOM with linear topology
trained using Pearson correlation as a similarity measure, and consensus share was computed over
the three clusterings. This was repeated for different values of k (number of clusters), from 2 to
30.
The three data sets being used correspond to three different measurements of the same biolog-
ical process (cell cycle), and the broad goal of clustering is to identify significantly large subsets
(clusters) of genes that are co-expressed. However, the clustering procedure is bound to put every
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gene in one of a fixed number of clusters, leading to many genes being spuriously co-clustered with
a set of truly co-expressed genes. By taking the consensus of the three clusterings, we should be
able to eliminate such genes from the picture, obtaining tighter clusters and identifying the salient
inter-gene relationships.
In our experiment, a clustering was evaluated by computing the average (root mean square)
correlation coefficient over all pairs of genes in each cluster, and taking the weighted average over
all clusters in the clustering. (Each cluster is weighted by its size.) We call this the tightness score
of a clustering. Fig. 2.20A compares the tightness score of different clusterings, over the entire
range of k, while Fig. 2.20B shows the total number of genes in the clusterings. First, we notice
that the tightness score is close to 0.17 for the original clustering, revealing that on average the
correlation coefficient of any pair of genes in the same cluster is relatively low. This is true for each
of the three original clusterings. We then find a significant increase in tightness with the consensus
clustering, compared to the original clusterings. This demonstrates the expected power of taking
consensus – to improve the signal (clusters) by finding what is conserved across multiple data sets.
Secondly, we notice that the tightness score improves consistently and rapidly as k increases from
3 to 12, after which improvements are low and inconsistent. Note also that there is a pronounced
improvement in tightness from k = 11 to k = 12, with the total size of clusters remaining almost
unchanged. There are similar peaks at k = 15, 20, 25, 26. These peaks may be interpreted as
reflecting the true number of clusters in the data, at different granularities. As a result, it may be
more fruitful to do analysis of the consensus clustering at one of these values of k. Thirdly, the
total size of clusters (in the consensus clustering) decreases as k increases. This is because with
more clusters there is less chance that an irrelevant gene will be spuriously assigned to the same
true cluster in all three clusterings.
In the exercise of computing tightness score, a gene’s expression values in all three data sets
was considered during measurement of pairwise correlation. Interestingly, the tightness score of the
consensus clustering is substantially lower when computing it based on any one of the three data
sets (Fig 2.21). That is, the consensus clustering has captured a structure that is most pronounced
when looking at all data sets as a whole. The opposite is true for each of the original clusterings,
i.e., the clusters appear to be less tight when taking a unified view of all three data sets. (Data not
47
shown.) Further analysis of the tight clusters found by the MCE algorithm, such as enrichment of
functional categories or sequence features, will be reported in the full version of the paper.
2.6 Summary
We have provided a formulation of the problem of computing the consensus of clusterings, exam-
ined its utility, computational complexity, and presented algorithms to approximate its solution.
Consensus share extraction provides us more information than just calculating a scalar measure
of clustering similarity. The cost of additional information is higher computational complexity.
However, the MCE algorithm is fast and can be used in practice, providing us with consensus
estimates. Although there are artificially constructed cases where the MCE algorithm fails to find
the maximal consensus, the algorithm performed well in our applications.
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(A)
(B)
Figure 2.20: A: The tightness score of the consensus clustering, compared to that of each original
clustering (alpha, cdc15, cdc28). B: Total size of clusters in consensus clustering and in original
clusterings.
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Figure 2.21: Tightness score with consensus clustering. The different curves represent different
ways to compute pairwise correlation coefficient of genes. Alpha, Cdc15, Cdc28: each of these data
sets was used to compute correlation, respectively. All: all three data sets were used together to
compute correlation coefficient.
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Chapter 3
Tools for evaluation
In the previous chapter, we discussed how to extract the common structure out of several cluster-
ings. In this chapter we try to determine how interesting this structure is. Measures of interest-
ingness is an important topic in data mining, however there is no consensus on what this measure
should be. Many candidates were proposed (see Hilderman (2001) for overview). This chapter
starts by outlining the problem, then we will review some of the common metrics that were used
as a measure of interest in prior work. We also illustrate several problems connected with their
use in evaluation of clustering results, then outline requirements for a “good” metric. Finally, we
suggest a metric that meets those requirements and examine several applications of it.
3.1 Background
Evaluation of a partitioning relates to two major areas of machine learning research: unsuper-
vised and supervised learning. In classical supervised learning the focus is on determining the best
boundary between a fixed (e.g. two) number of classes. However, comparing partitions of different
cardinality is often needed, for example in decision tree induction [Duda et al., 2001]. In unsuper-
vised learning, a related problem of determining the proper number of clusters has attracted a lot of
attention, though, with only limited success. This is connected with the fact that most widely used
clustering algorithms require specifying the number of clusters as a parameter k. However, this
number is rarely known. Hierarchical clustering does not require to specify the number of clusters
in advance, however it returns a clustering tree corresponding to a range of cluster numbers, so the
same problem of choice appears after clustering, when we need to choose the level in hierarchy for
our further analyses.
The main distinction between cluster validation techniques is between internal and external
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validation [Halkidi et al., 2001]. Internal validation techniques do not use additional knowledge
basing their quality estimate on the information intrinsic to the data alone. External validation
measures comprise all those methods that evaluate a clustering result based on information that
was not available to the clustering algorithm. A trivial case of external validation is when the
correct class labels are known.
Rand index is a classic example of the external validation method. Rand (1971) examined
objective criteria for the evaluation of clustering methods. He suggested comparing the clustering
results by counting pairs of identically clustered items as follows
RA(C,C ′) =
∑
{(i,j):i<j<n}[(ci = cj) = (c′i = c
′
j)]
n(n− 1)/2
where ci and c
′
i are cluster indices of i-th item in clusterings c and c
′ respectively. One disadvantage
of the Rand index is that its baseline when comparing random clusterings is not fixed. An adjusted
Rand index was proposed by Hubert and Arabie (1985) to correct for this. The adjusted Rand index
varies in the range [0, 1] as the original Rand index, but its expected value for random clusterings
is equal to zero.
Jaccard index was also suggested to evaluate clusterings based on estimate of cluster stability
[Ben-hur et al., 2002]
JA(C,C ′) =
∑
{(i,j):i<j<n}[(ci = cj) ∧ (c′i = c′j)]∑
{(i,j):i<j<n}[(ci = cj) ∨ (c′i = c′j)]
.
Dubes and Jain (1979) suggested using measures of compactness and isolation in validating
clustering results and noted inadequacy of MANOVA tests to provide quantitative measures of
cluster validity [Dubes and Jain, 1979]. Compactness is a measure of similarity of objects within
each cluster. Isolation is a measure of dissimilarity of objects in different classes.
Milligan and Cooper (1985) performed an empirical analysis of 30 different criteria of clustering
quality on artificial datasets with up to 8 attributes containing up to 5 clusters. Adjusted Rand
index was recommended for measuring the agreement between two partitions as the method of
choice.
Raskutti and Leskie (1999) examined 4 criteria using practical data sets with up to 100 at-
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tributes and unknown apriori number of clusters. In addition, decisions based on these 4 criteria
were compared with decisions made by 10 human subjects on the same datasets. These analyses
indicated large variability in the number and kinds of clusters chosen using different criteria as well
as human judgment.
Weingessel et al. (1999) examined the behavior of 14 different cluster indices on multiple
artificial datasets designed after a typical psychological questionnaire. The number of clusters
ranged between 3 and 6. Different distributions of instances over the clusters were examined.
There was no single index superior to others on all datasets, though the indices were ranked
according to their average performance. Several properties of the dataset were identified that make
identification of the number of clusters harder/easier.
Meila and Heckerman (2001) suggested classification accuracy as a criterion to compare cluster-
ings. This criteria is defined algorithmically for the case where true class information is available.
The algorithm works on the confusion matrix, [mij ] where mij is the number of instances that
belong to i-th cluster of one clustering C and to j-th cluster of another clustering C ′. The goal
of the algorithm is to give each cluster in C its “best match” in C ′. The share of instances that
follow the matching is taken as the value of this criterion:
CA(C,C ′) =
1
n
∑
k′=match(k)
mkk′ .
Mirkin(2002) proposes the following symmetric metric motivated by the Hamming distance:
K(C,C ′) =
∑
k
n2k +
∑
k
n′2k′ − 2
∑
k,k′
m2kk′
This also can be rewritten in terms of the Rand index as shown by Meila (2002):
K(C,C ′) = n(n− 1)(1−RI(C,C ′))
Meila (2002) examined several deficiencies of common indices for clustering comparison and
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proposed a criterion based on symmetric variation of information:
V I(C,C ′) = H(C|C ′) + H(C ′|C) = H(C) + H(C ′)− 2I(C,C ′)
where H(·|·) stands for conditional entropy, and I(·, ·) stands for mutual information between
distributions defined by clusterings C and C ′. This criterion is attractive since it has a solid
information-theoretic foundation, is bounded, and doesn’t depend on the number of instances to
be clustered as other indices. However, it still has limitations, since its value depends on the number
of clusters to be compared. This is common property of all indices that we had considered so far.
Kadous (2002) considered several information-theoretic metrics to evaluate partitions and ex-
amined their bias toward partitions of higher cardinality. He also considered a statistical χ2 test
for the same purpose, suggesting that unlike the information gain, the χ2 statistic does not suf-
fer from the same issues of bias to more regions, at least theoretically. He also noted additional
computational costs connected with using statistical test versus the information gain or gain ratio.
Gibbons and Roth (2002) examined the quality of several clustering methods applied to several
publicly available gene expression data sets. They used a merit criteria based on the mutual
information between cluster membership and known gene attributes.
Recently, Handl (2005) emphasized the need for cluster-validation measures in post-genomic
data analysis and reviewed available cluster validation techniques. The conclusion is that objec-
tive cluster validation is only possible on data with known cluster structures and evaluation of
new clustering algorithms should include such data. Thus, the importance of developing synthetic
datasets modeling essential properties of biological data is suggested. several approaches have been
proposed for the generation of artificial datasets for microarray data: generating artificial regu-
latory networks randomly and simulating their behaviors using Biospice software [Mendes, 1999],
constructing simple boolean networks by hand and using sigmoid functions to model their time
profiles [Michaud et al., 2003], and finally, using artificial life simulations to get more realistic gene
expression profiles [Repsilber and Kim, 2003].
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(a) ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ •
(b) ◦ ◦ ◦ ◦ ◦ • • • • •
Figure 3.1: Measure of interest: a simple example of two ball partitions
3.2 Requirements for a good metric
Figure 3.1 shows two arrangements of ten black and white balls, partitioned into two parts of equal
size. The second partition looks more attractive than the first, because it exhibits a pattern, while
the first one looks rather random. In this example, the only feature of each ball is its color that can
be either black or white. Figure 3.2 shows a slightly more complex example involving two binary
attributes: color and shape. In Figure 3.2 (a) both attributes are irrelevant to the partitioning. In
Figure 3.2 (b), however we can see that objects are partitioned by their shape, while their color
seems irrelevant. Figure 3.2 (c) is the most regular and easiest to interpret, since both form and
color are nicely separated. Out of these cases, the one shown in Figure 3.2 (b) is the closest to
the reality of microarray data, where only a subset of features might be relevant to the observed
clustering. Another reality of clustering microarray data is that researchers select the most visually
attractive partition in the absence of reliable and objective choice criteria. People are very good at
spotting patterns, but they are also subjective and prone to false positives (might spot non-existent
patterns they would like to see) [Handl et al., 2005]. The problem is to assign to each partition
an objective score quantifying how interesting the partition is. There are at least two necessary
requirements for this score to be useful:
• Score should not favor any partition if feature values are randomly distributed.
• Score should not be biased by partition cardinality and partition size distribution.
These requirements don’t seem to be sufficient but we will see that they alone are enough to
reject many otherwise plausible candidate scoring functions.
[Hilderman and Hamilton, 2001] suggest 16 heuristic measures of interest. In the next section,
we consider information-theoretic measures: entropy, KL-divergence, mutual information, and their
derivatives: information gain and gain ratio. They are easy to compute, however pose certain
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problems for evaluation of partitions of different cardinality. In the following section, we will turn
to statistical measures which address these problems at some additional computational cost.
(a) ◦ ◦ • ◦ ◦ • ◦
(b) ◦ ◦ ◦ • ◦
(c) ◦ ◦ ◦ ◦ ◦
Figure 3.2: Example of partitions with two relevant features
3.3 Information-theoretic metrics
Information-theoretic metrics like entropy [Shannon and Weaver, 1949], Kullback-Leibler diver-
gence [Kullback and Leibler, 1951, Kullback, 1959], information gain [Quinlan, 1986], Jensen-Shannon
distance [Wong and You, 1985, Lin and Wong, 1990, Lin, 1991] are popular for the purpose of
quantifying the amount of useful information contained in a partitioning. By measuring the amount
of information or its change after partitioning we can make judgments about presence of regularities
in the data and how well a particular partitioning identifies those regularities.
For the purpose of presentation of relevant information-theoretic metrics, it is convenient to
think of cluster index and feature value as random variables C and X, respectively. Random
variable C takes values from 1 to k, while random variable X takes values 0 and 1 in our case, as we
assume binary features. The relationship between these two random variables can be characterized
by their joint distribution defined by Pr(X = x,C = c) for every pair (x, c). In addition, we
introduce cluster size distribution q(C) or just q defined by Pr(C = c) and feature distribution
p(C|X = 1) or just p defined by Pr(C = c|X = 1). In this notation, information-theoretic measures
of interest can be written as follows.
H(p) = H(C|X = 1) =
∑
c∈[k]
−Pr(C = c|X = 1) log2 Pr(C = c|X = 1)
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D(p||q) = D((C|X = 1)||C) =
∑
c∈[k]
Pr(C = c|X = 1) log2
Pr(C = c|X = 1)
Pr(C = c)
I(X;C) =
∑
x∈{0,1},c∈[k]
Pr(X = x,C = c) log2
Pr(X = x,C = c)
Pr(X = x) Pr(C = c)
Information gain or an entropy impurity metric [Quinlan, 1986] was suggested for decision tree
induction. In choosing the attribute to make a binary split in a decision tree information gain is
computed as follows:
i(N) = −
∑
j
P (ωj) log2 P (ωj) (3.1)
∆i(N) = i(N)− PLi(NL)− (1− PL)i(NR) (3.2)
Here N is a set of items to be split, P (ωj) is a fraction of items in j-th class, NL are items in the
left subtree and PL is their relative size. This expression can be easily generalized for multi-way
splits as follows
∆i(s) = i(N)−
k∑
j=1
Pji(Nj) (3.3)
Essentially, these expressions define the information gain as mutual information between two
random variables commonly written as I(X;C) = H(X)−H(X|C). In the particular case described
above, random variable X is an instance class and takes values ωi, while C corresponds to one of
the j partitions defined by a tree split under consideration.
Kullback-Leibler divergence is commonly used to measure the difference between two distribu-
tions. In our case, the two distributions of interest are the distribution p of feature mj and the
distribution q of items among clusters. We would expect this difference to be small for irrelevant
features and large for relevant ones. For each given feature mj we can have an expression
D(mj) = D(p(mj)||q) =
k∑
i=1
pi(mj) log
pi(mj)
qi
(3.4)
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Here qi = Pr(C = ci) is the relative size of i-th cluster, pi(mj) = Pr(C = ci|mj) is the
probability of feature mj occurring in i-th cluster (this can be estimated as the relative share of the
actual occurrences of j-th feature mj in i-th cluster). This metric can be averaged over all features
assuming they are all equally important:
D =
1
|F |
∑
mj∈F
D(p(mj)||q) (3.5)
We expect that features irrelevant to clustering will not contribute much to the average. The
expected distribution of an irrelevant feature over items will be uniform. Hence its expected
distribution over clusters with be the same as the cluster size distribution q. Therefore, D(mj) is
expected to be close to zero for an irrelevant feature.
There are two potential problems for measuring the distance between two distributions with
KL-divergence: (1) it is not symmetric, (2) it is not always defined. KL-divergence is not a true
distance measure since it is not true that D(p||q) = D(q||p). In our case, this should not normally
cause a problem, as long as we fix the order of distributions to compare. In addition to being
asymmetric, it is undefined for q = 0 and p 6= 0. Again, the way we defined p and q excludes this
case, since there can be no feature occurrence (pi > 0) in an empty cluster (qi = 0).
However, these measures have a significant drawback: use of them for partitions of different
cardinality k is problematic due to their growth with k. For example, in random data, a high car-
dinality partition will have higher information gain than a low cardinality one [Duda et al., 2001].
As a result, application of these measures to determine the partition that best captures the gene
network structure is problematic since neither can determine the appropriate number of clusters.
All of them tend to suggest an unreasonably large number, often suggesting that more clusters are
always better.
Scaling
The gain ratio [Quinlan, 1986] was suggested to address the problem of bias toward partitions of
higher cardinality. The gain ration is a ratio of information gain of the partition to the entropy
contained in the partition itself (H(q) in our notation).
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∆iB(s) =
∆i(s)
−∑kj=1 Pjlog2Pj (3.6)
The intuition here is that the upper bounds of the numerator and the denominator grow with
k in the same way (as log2(k)), so their growth will cancel each other and the ratio is likely to
exhibit less or no bias with respect to k and thus is expected to be more informative. It is more
informative, however, experiments reveal that the ratio still shows unjustified bias toward higher
k suggesting existence of another factor contributing to this bias.
Another factor appears to be connected with distribution estimation. It becomes obvious from
consideration of cases where Pr(X) is small. As we go to larger k, the counts we observe in clusters
become more and more insufficient to estimate Pr(X,C) and our statistical errors grow very large
as our MLE of Pr(X,C) vanishes. A common solution is smoothing with Dirichlet priors.
Pr MAP(X = x,C = c) =
αPr(C = c) + C(X = x,C = c)
α + C(X = x)
Smoothing
In the previous section, we had seen that scaling alone cannot fully remove the bias toward higher
k values. As the cardinality k of a partitioning increases, the sample size used for estimation
decreases, leading to declining precision of estimation. At some point available sample sizes becomes
insufficient, producing the illusion of high information gains.
In the case where we can’t get a larger sample easily, previous research suggests using smoothing
to reduce estimation errors. For example, instead of using the MLE estimator, we can use the
Laplace estimator [Vapnik, 1982]:
Pr(w|ci) = 1 + TF (w, ci)|F |+∑Kj=1 TF (w, cj) (3.7)
Here F = {wi} is a set of all features, TF (wi, c) is the total count of occurrences of feature
wi in a set of documents (cluster) c. However, the Laplace method is based on uninformative
priors, i.e. assumes that the observation of each feature is a priori equally likely. In our case, this
assumption will work well for clusters of approximately equal size. For clusters of differing sizes we
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would like to set the prior probability of feature occurrence is set to the relative size of this cluster:
Pr(C = ci) = |ci|/∑i |ci|. This yields the following expression:
Pr(w|ci) =
α · |ci|/∑Kj=1 |cj |+ TF (w, ci)
α +
∑K
j=1 TF (w, cj)
(3.8)
The parameter α determines amount of smoothing applied. An easy way to understand this
formula is to assume that we have additional α features which we have distributed among items
at random, such that each cluster receives a share proportional to its size. In Bayesian inference,
the expression 3.8 is known as smoothing using Dirichlet priors. This is a generalization of the
Laplace method for multinomial generative model, for which the conjugate prior is the Dirichlet
distribution:
g(x) = B(α1 . . . αK)δ(0, 1 −
K∑
i=1
xi)
K∏
i=1
xαii (3.9)
Here Kroneker δ ensures that the density is zero unless
∑K
i=1 xi = 1, αi = α · |ci|/
∑
i |ci|, and
B(α1 . . . αK) is a multinomial beta function:
B(α1 . . . αK) =
∏K
i=1 Γ(αi)
Γ(
∑K
i=1 αi)
(3.10)
Using expression 3.8, the smoothed KL-divergence can be computed using the same formula
as before. In our experiments, smoothing produces good results on artificial data where the true
number of clusters was known. However, choosing an effective sample size for real gene expression
datasets turns out to be tricky. The results were not impressive and no systematic way is found
to set the effective sample size consistently on datasets used in this research. Intuitively, we use
the effective sample size α to smooth noise, but smoothing acts both on noise and the signal.
When the signal to noise ratio is good, we get good results, otherwise we need another approach
capable of damping noise without damping the signal as much. In fact, section 3.5 will present
simple examples where no finite amount of smoothing will be able to make an information-theoretic
metric unbiased with respect to k.
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3.4 Statistical metrics
Feature Configuration Statistic (FCS) tries to answer the same question about bias in the dis-
tribution of feature values from a statistical point of view. FCS has its origins in hypotheses
testing. The question we ask is how likely it is to observe a particular combination of fea-
tures if we group items randomly. The number of enriched features in clusters (e.g. Gene
Ontology categories) is often used for biological validation, i.e. to measure the amount of bi-
ologically meaningful information contained in clusters [Grotkjaer et al., 2005]. Intuitively, en-
richment evaluation approach looks for a particular kind of bias in feature distribution among
clusters, where a feature is abundant in one cluster, but not abundant outside of this clus-
ter. This enrichment model is also the basis of several popular de-novo motif-finding approaches
[Lawrence et al., 1993, Jensen et al., 2004, Liu et al., 2005]. However, other biases of feature dis-
tribution are also possible (for example, a feature abundant in all clusters except one or a few
of them). More generally, our assumption can be stated as follows: the more non-random the
distribution of a feature among clusters is, the more likely this feature is relevant to the biological
process under analysis.
Determining non-randomness of feature configuration is easy only under certain assumptions.
For completeness, we will consider particular cases before approaching the general case.
Sufficiently large samples
The expression (3.4) for KL-divergence is normally interpreted as a measure of the distance between
two distributions p and q. The other way to quantify the same difference is using sum of squared
differences
D2(p, q) =
k∑
i=1
(p− q)2 (3.11)
However this metric is dependent on the number of clusters k, so it can’t be easily used for com-
parison of partitionings of different cardinality (the same problem as with KL-divergence). The
solution here is using the expression
X2(p, q) =
k∑
i=1
(p− q)2
q
(3.12)
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which is distributed according to a well-known χ2 distribution with k−1 degrees of freedom assum-
ing central limit theorem (CLT) conditions are met. This is a χ2 fit test [Wackerly et al., 1996].
In order to make results across cluster sets of different cardinality comparable, we compute the
respective quantile of χ2 distribution with k−1 degrees of freedom using an efficient approximation
algorithm [Posten, 1989]. In our case the application of a χ2 fitness test is a bit unusual since we
are looking to maximize expression (3.12) instead of minimizing it as in a common case of curve
fitting. The algorithm is given in Figure 3.3.
This metric is easy to compute and it works well in our experiments as long as CLT conditions
are met over the whole range of partition cardinalities we are considering. However, CLT conditions
are hard to meet in many cases as k gets larger. Not only small counts motifs, but also small clusters
can easily get the clustering out of the validity scope of this metric. If CLT conditions are violated
in some cases, this measure tends to prefer these cases, exhibiting the same sort of bias that we had
seen in relation to KL-divergence measure. Bayesian smoothing with Dirichlet priors sometimes
helps, but fails to do so in other cases depending on how badly CLT conditions are violated.
The conclusion here is that smoothing is essential for both KL-divergence and χ2 metrics to
be useful in clustering evalutation. In addition, CLT conditions need to be carefully checked.
Sometimes, low count features can be excluded from consideration as was done in prior work
[Gibbons and Roth, 2002] to ensure that samples used for distribution estimation are sufficiently
large. However, it is not always possible. In microarray experiments to be described in chapter 4,
there was strong prior evidence that some of low count motifs take an active role in the process
under consideration, so exclusion of such motifs cannot be justified. These cases call for another
measure of quality with no restrictive assumptions about sample sizes. Such a measure is developed
in the following section.
Small sample statistic
Small samples pose a problem for statistical estimation [Fisher, 1925]. In the previous sections, we
addressed various ways to deal with this problem, however none of them is perfect. In this section,
we consider an approach that solves the small sample problem radically though at significant
computational cost. The approach presented in this section was inspired by the Fisher exact
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Input: a feature configuration (m1 . . . mk), a vector of cluster sizes (n1 . . . nk)
Output: an approximated p-value of feature configuration statistic (FCS)
Assumptions: sufficiently large samples for invoking CLT, in particular all of the expected
feature counts are greater than 5.
1. Calculate feature and item totals: m =
∑k
i=1 mi, n =
∑k
i=1 ni
2. Calculate the expected feature counts: ei = nim/n
3. Check if expected counts are large enough: ei ≥ 5, for i = 1 . . . k.
4. Compute the value of χ2 statistic
x =
k∑
i=1
(ei −mi)2
ei
5. Output: p-value of χ2 for x, i.e. P (χ2(k − 1) > x).
Figure 3.3: Algorithm for estimating feature configuration statistic (FCS) for sufficiently large
samples
test [Fisher, 1935, Fisher, 1962], which uses exhaustive enumeration of all outcomes and direct
counting to exactly determine the probability that a sample came from a multinomial distribution.
The idea of the Fisher test is algorithmically simple: (1) calculate the p.m.f value x of the given
sample under null model, (2) enumerate all outcomes (3) return the cumulative probability of the
outcomes having their p.m.f. less than x. This is an exponential, brute-force algorithm, but no
efficient algorithm exists to get the same result. The state of the art method to compute the value
of the Fisher exact test is the network algorithm [Mehta and Patel, 1986, Clarkson et al., 1993]. It
still takes time exponential with respect to the size of the contingency table. In other words, the
metrics considered in the previous sections all assumed either infinite or sufficiently large samples,
so none of them could be universally applicable. The Fisher exact test is universally applicable but
computationally prohibitive.
In order to resolve this contradiction, we use an approximation of the Fisher exact test. This
time an approximation method is different from those we had considered in the previous sections,
because it is not connected with any limiting assumption about the sample size of our observation.
In this way, our method is still similar to the original exact Fisher test. The result of approximation
is not exact, however the precision in this case is limited not by CLT violation or by the sample
size of our observation that is expensive to increase, but by the sample size from a null-hypothesis
63
distribution that we can sample quite easily. The approximation algorithm is shown in Figure 3.4.
This method runs in the time linear to the count of the feature and not depending on the number
of clusters, while the methods considered earlier were linear in the number of clusters and didn’t
depend on the feature count. This makes those methods complementary to each other in terms of
running time: when the χ2 test is not applicable, the Fisher test approximation will run fast.
In the algorithm in Figure 3.4, the result of comparison in step 7 is a Bernoulli distributed
variable with parameter p equal to the integral of the tail of the multinomial distribution, so its
variance is σ2(p) = p(1 − p) ≤ 0.25. Under the assumption of random sampling and sufficiently
large sample size s1, we can invoke CLT to bound the variance of the final value of count c at the
end of the simulation loop 8 [Wackerly et al., 1996]. Hence, the variance of the resulting p-value pˆ
can be bounded as follows:
σ2(c) = sσ2(p) ≤ 0.25s (3.13)
σ2(pˆ) = σ2(c/s) =
1
s2
σ2(c) ≤ 0.25/s (3.14)
σ(pˆ) ≤ 1
2
√
s
(3.15)
Now pˆ ∼ N(p, 0.25/s) in the worst case. Hence the error of p estimation is E = pˆ − p ∼
N(0, 0.25/s), so we can use a normal confidence interval p = pˆ± zα/2 σ√n to find s that guarantees
the error is at most , with confidence α:
|p− pˆ| ≤ zα/2
σ(pˆ)√
s
≤ zα/2
1
2s
≤  (3.16)
s ≥ zα/2
2
(3.17)
For example, if we want to achieve  = 10−6 with 95% confidence, we need to sample at least
s = 0.5z0.025/10
−6 ≈ 0.5 ∗ 1.96 ∗ 106 = 980000 times. In our experiments, we use sample size
s = 106.
1Note that this is not a limiting assumption as in the case of χ2 statistic, since we are free to choose s large enough
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Input: a feature configuration m = (m1 . . . mk), a vector of cluster sizes n = (n1 . . . nk), a
sample size s
Output: a p-value estimate pˆ of feature configuration statistic (FCS)
1. Calculate the multinomial p.m.f. for the vector of per-cluster motif counts m =
(m1, . . . ,mk) observed as a result of clustering:
P (m) =
(
m
m1 . . . mk
)
k∏
i=1
qmii
where
m =
k∑
i=1
mi,
qi =
ni∑k
i=1 ni
.
Here ni is the size of cluster i.
2. Set count c to 0
3. Distribute the total count of motif m uniformly among genes.
4. Calculate the vector of per-cluster motif counts r = (r1 . . . rk).
5. Compute the p.m.f P (r) according to the equation of step 1.
6. Compare P (r) with P (m)
7. If P (r) ≤ P (m) then increment count c
8. Repeat steps 3–7 s times (sample size).
9. Output pˆ = c/s, the MLE estimate of
Pr(P (r ∼ Mult(q1, . . . , qk;m)) ≤ P (m)).
Figure 3.4: Algorithm for estimating feature configuration statistic (FCS) for small samples
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3.5 Application examples
Comparison of three measures for partition evaluation is shown in Figure 3.5. We use the same
feature configuration as previously shown in Figure 3.2. It is obvious that configurations (1,1) and
(4,4) are most likely under the multinomial null model, as we would expect to see equal counts of
features in both clusters. Configurations (1,2) and (4,3) though asymmetric also have maximum
likelihood to appear at random because they are as unbiased as they can be considering that the
total feature count in not even. Entropy measure fails to capture this showing the difference between
estimated and expected distribution. It is easy to show that scaling or smoothing are not effective
in this case. In fact, no amount of smoothing, can make entropy evaluate these configurations
equally to symmetric configuration as in case (a). It can be seen that entropy measure is biased
toward features present in low numbers. χ2 statistic behavior is very similar, as its assumptions
are violated in this case (expected feature count per cluster is less than 5). It can be seen that
χ2 p-value also tends to favor features with smaller counts. Only Monte-Carlo estimated exact
FCS p-value shows no bias and equals to 1 in these cases, suggesting purely random configuration.
Configurations unlikely to be random (5,0) and (0,5) yield low values for all metrics. However,
it is important to note here that entropy measure is blind to feature sample size: configurations
(1,0) and (100,0) both will have 0 entropy, while configuration (1,0) is apparently random and not
interesting. χ2 p-value for (0,1) is 0.317.
Table 3.1 gives intuition which configurations are preferred by the FCS statistic. Among 100
configurations sampled randomly, top twenty configurations were selected according to the FCS
statistic. A total of 10 features are randomly assigned to 10 equally sized clusters, then feature
counts per cluster are computed and shown as C1 . . . C10. The right column shows FCS p-value
of each configuration (sample size for FCS estimation is 105). In addition a log of p.m.f function,
entropy, and χ2 statistic is shown. All metrics agree on their preferences over configurations, except
entropy ranking configuration (3, 1, 0, 3, 0, 0, 0, 0, 3, 0) 4-th instead of 6-th as in other metrics
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Table 3.1: Top twenty feature configurations from a sample of 100 random configurations. A total
of 10 features are randomly assigned to 10 equally sized clusters, then feature counts per cluster
are computed and shown as C1 . . . C10. The right column shows FCS p-value of each configuration
(sample size for FCS estimation is 105). In addition a log of p.m.f function, entropy, and χ2 statistic
is shown. In this example all metrics suggest the same preference over configuration, except entropy,
which would rank configuration (3, 1, 0, 3, 0, 0, 0, 0, 3, 0) 4-th instead of 6-th as in other metrics
N Feature configuration l.p.m.f. Entropy χ2 p-value MC FCS
1 0 0 0 0 6 1 1 1 0 1 -14.500690 1.770951 0.0004387218 0.00173
2 3 0 2 0 0 4 0 0 1 0 -13.584399 1.846439 0.0179124045 0.01119
3 0 0 3 0 0 0 2 4 0 1 -13.584399 1.846439 0.0179124045 0.01179
4 0 0 0 1 1 0 5 1 2 0 -13.402077 1.960964 0.008878977 0.01923
5 1 0 2 1 0 0 0 1 0 5 -13.402077 1.960964 0.0088789775 0.0195
6 3 1 0 3 0 0 0 0 3 0 -13.296717 1.895462 0.0351735395 0.02128
7 0 2 0 0 0 4 1 0 2 1 -12.485787 2.121928 0.0668815878 0.0643
8 2 2 0 0 0 1 0 4 1 0 -12.485787 2.121928 0.0668815878 0.06472
9 1 0 2 4 0 0 0 2 0 1 -12.485787 2.121928 0.0668815878 0.06486
10 2 0 0 4 0 0 1 0 1 2 -12.485787 2.121928 0.0668815878 0.06493
11 1 0 4 0 0 0 1 2 2 0 -12.485787 2.121928 0.0668815878 0.06604
12 2 1 0 4 0 0 1 2 0 0 -12.485787 2.121928 0.0668815878 0.06594
13 2 0 0 0 0 3 1 0 1 3 -12.198104 2.170951 0.1223252280 0.08622
14 3 3 0 0 0 0 2 0 1 1 -12.198104 2.170951 0.1223252280 0.0865
15 0 3 0 0 3 0 2 1 0 1 -12.198104 2.170951 0.1223252280 0.08797
16 0 1 0 3 1 2 3 0 0 0 -12.198104 2.170951 0.1223252280 0.10822
17 3 1 0 0 0 0 0 3 1 2 -12.198104 2.170951 0.1223252280 0.11007
18 3 0 2 0 2 0 2 1 0 0 -11.792639 2.246439 0.2133093051 0.15741
19 0 2 4 0 1 1 0 0 1 1 -11.792639 2.321928 0.1223252280 0.15919
20 1 0 2 4 1 1 0 0 1 0 -11.792639 2.321928 0.1223252280 0.16157
67
3.6 Summary
This chapter has described several ways to evaluate clustering partitions in terms of features of
interest. It shows that applicability of common information-theoretic metrics like entropy, KL-
divergence, and mutual information is limited by our abilities to estimate distributions of features
from their finite samples (configurations). The Feature Configuration Statistic (FCS) is proposed
as a way to alleviate these limitations.
Informally, given features used in clustering interpretation (our terms of discourse about clus-
tering), FCS can select the clustering that has the most interesting interpretation in terms of these
features. We are looking for the most non-random (most biased) configuration of features, the one
that is least likely to occur by chance alone. FCS can be approximated analytically or numerically
at different computational costs determined by the number of assumptions made. FCS is not bi-
ased with respect to cardinality of clustering partition, allowing one to choose the most interesting
clustering results from a range K.
The next chapter will describe the clustering methodology that aggregates FCS over all features
of interest to arrive at a compromise between best clustering of data for each individual feature.
The methodology makes use of both abstraction and evaluation tools we have described so far.
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(a) ◦ ◦ • ◦ ◦ • ◦
(b) ◦ ◦ ◦ • ◦
(c) ◦ ◦ ◦ ◦ ◦
Case Feature Configuration Entropy χ2 FCS MC FCS
(a) square (1,1) 1 1 1
circle (4,4) 1 1 1
black (1,2) 0.918 0.564 1
white (4,3) 0.985 0.706 1
(b) square (0,5) 0 0.025 0.02
circle (5,0) 0 0.025 0.02
black (1,2) 0.918 0.564 1
white (4,3) 0.985 0.706 1
(c) square (0,5) 0 0.025 0.02
circle (5,0) 0 0.025 0.02
black (0,5) 0 0.025 0.02
white (5,0) 0 0.025 0.02
Figure 3.5: Comparison of three measures of evaluation for partitions with two relevant features
previously shown in Figure 3.2. It is obvious that configurations (1,1) and (4,4) are most likely under
the multinomial null model, as we would expect to see equal counts of features in both clusters.
Configurations (1,2) and (4,3) though asymmetric also have maximum likelihood to appear at
random because they are as unbiased as they can be, considering that the total feature count in
not even. Entropy measure fails to capture this showing the difference between estimated and
expected distribution. Smoothing can do little help in this case. It can be seen that entropy
measure is biased toward features present in low numbers. χ2 statistic behavior is very similar,
as its assumptions are violated in this case (expected feature count per cluster is less than 5).
It can be seen that χ2 p-value also tends to favor features with smaller counts. Only Monte-
Carlo estimated exact FCS p-value shows no bias and equals to 1 in these cases, suggesting purely
random configuration. Configurations unlikely to be random (5,0) and (0,5) yield low values for all
metrics. However, it is important to note here that entropy measure is blind to feature sample size:
configurations (1,0) and (100,0) both will have 0 entropy, while configuration (1,0) is apparently
random and not interesting. χ2 p-value for (0,1) is 0.317.
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Chapter 4
Methodology and results
This chapter presents a methodology for analysis of clustering results for microarray data. The
methodology heavily relies on consensus extraction and feature configuration statistic (FCS). Con-
sensus extraction is used as an abstraction tool to eliminate the parts of clustering results that
cannot be easily reproduced. Among the reproducible results that remain, FCS allows filtering out
results that are less informative and more likely to be produced by chance alone. The outcome of
this procedure is reproducible and yields the most interesting results according to our criteria. In
the rest of this chapter we will discuss this structure in detail and we also will give an overview of
other ways to combine the tools we had developed in the previous two chapters, and present results
we obtained using this methodology.
4.1 Analysis methodology
Figure 4.2 shows the structure of data flow in our method, while Figure 4.1 describes the process
of clustering analysis as a series of steps. We first define the clustering parameter space we want to
explore. This includes available clustering algorithms, ways to preprocess data, feature selections,
distance metric defined over selected features, and, finally, parameters of clustering algorithms.
Table 4.1 shows an example how this parameter set can look. The range of cluster numbers k
and other parameters needed for the algorithm (e.g. learning rate, neighborhood function for SOM
[Azuaje, 2002, Kohonen, 2001]) are not shown in this table for simplicity. We also define the number
of replications R to run clustering algorithm and a threshold θ for consensus share. The purpose
of this threshold is to filter out results where the replicable part is too small. For example, if this
threshold is set to 50%, we expect that at least half of the items will be clustered consistently, and
don’t want to consider clusterings where the extent of consistent structure is smaller than θ. Setting
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1. Define a computationally feasible subset of clustering parameter conditions (algorithm,
feature set, distance, range of k values): P ⊆ A× F ×D ×K
2. Define the number of replications R and the minimum required value θ (a threshold) for
consensus share
3. Perform clustering R times for each condition P ∈ P and obtaining a set of clusterings
C = {C(X, P )|P ∈ P}
4. Compute consensus clusterings for each condition P ∈ P and performing replicability
test, i.e. filtering out experiments which do not meet threshold θ, arriving at Cr ⊆ C (a
set of replicable results).
5. Evaluate consensus clusters in Cr by computing FCS Ψ(C ′), ∀C ′ ∈ C
6. Choose the most non-random clustering C∗ = argminC′∈CrΨ(C
′)
7. Check the statistical significance of the result: |Ψ(C ∗) − Ψ(C†)| > 2 where C† is the
second best clustering,  is the error of Ψ(C) estimation.
Figure 4.1: Steps of the clustering approach using replicability and interest criteria
a reasonable threshold θ limits the range of k as consensus share tend to fall with k and after some
point will have very little chance to exceed θ. Thus we explore the range K = {2, . . . , kc}, where
kc is a critical value of k such that ∀i, 1 < i < d : Θ(C(P, kc + i)) < θ.
Replicable clustering results are evaluated using the interest measure Ψ. Computation of Ψ is
based on FCS estimates pˆ(fi) for every feature fi. The methods of pˆ(fi) computation were already
presented in section 3.4. Now the question is how to best integrate FCS for individual features to
arrive at the aggregated score of clustering quality Ψ. The possible problem here is the multiple
testing issue [Zhong et al., 2004]: under the null hypothesis, the p-values of FCS for irrelevant
features will be distributed in the interval [0, 1]. Thus, FCS p-values are expected to produce false
positives, especially when the number of features is large. Hence, our goal here is to limit the
sensitivity of our method to false positives. One way this can be done is taking the expectation of
pˆ:
Ψ = Ef [pˆ(fi)] (4.1)
The expectation can be taken with respect to some prior distribution over the features reflecting
our prior knowledge about their relevance. In the absence of such knowledge, uninformed priors
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Figure 4.2: Graphical representation for our clustering methodology. In the left side, a phenotype
P is observed under experimental conditions E. Transcriptome observations are abstracted into
a real-valued matrix of expression data X, which is further clustered using different clustering
parameters from a set P = {Pi, i = 1 . . . 5}. For each value of Pi ∈ P cluster indices from R runs
of clustering algorithm are obtained {Cir, r = 1 . . . R} and consensus clustering Ci is computed.
Obtained consensus clusterings are filtered using minimum consensus share threshold θ. Those
that pass the threshold (C4 fails) are evaluated further against feature matrix F which is produced
from promoter sequences in genome G and TFM list M. The consensus clustering with the best
(lowest) Ψ(Ci,F) gets chosen for further analyses.
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Figure 4.3: Data flow in microarray gene expression analysis using consensus clustering. (a) In
the left side, an experiment E is performed and abstracted into a real-valued matrix of expression
data X, which is further abstracted to several integer vectors of cluster indices Ci using possibly
different parameters pi, from these cluster indices the consensus cluster index C is induced. The
right side is the same as previously described. (b) In the left side, an experiment E is performed
multiple times yielding multiple datasets Xi, each of them is clustered using the same parameters
into cluster indices Ci, from which the consensus cluster index C is extracted (c) Several different
experiments Ei are performed to get insight into some biological process common to all of them,
datasets Xi are clustered independently into cluster indices Ci, from which the consensus cluster
index is extracted as before
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Table 4.1: Example of a set of clustering parameters P
Data preprocessing Similarity measure Algorithm
transform p-value cut
P1 log 0.01 Pearson correlation K-means
P2 log 0.01 Pearson correlation PAM
P3 log 0.01 Pearson correlation SOM
P4 log 0.01 Euclidean distance K-means
P5 log 0.01 Euclidean distance PAM
P6 log 0.01 Euclidean distance SOM
P7 log 1 Pearson correlation K-means
P8 log 1 Pearson correlation PAM
P9 log 1 Pearson correlation SOM
P10 log 1 Euclidean distance K-means
. . . . . . . . . . . . . . .
can be used, so Ψ becomes just the average pˆ over all features. The probabilistic interpretation
of Ψ in this case is the non-randomness of a randomly chosen feature. When the prior knowledge
about relevance of features is available, then reflected in priors, it can give us more precise and
meaningful results.
Other ways of aggregating pˆ values can also be explored. If we think of vector pˆ = (pˆ1, . . . , pˆF ),
we can set Ψ to be L-norm of pˆ: Ψ = ||pˆ||L. In particular, the original expression for Pˆ with
uninformed priors is equivalent to ||pˆ||1 (up to a constant factor). Other p-norms that can be
considered for this purpose but were not explored in this work are ||pˆ||2 and ||pˆ||∞ (Euclidean and
Hausdorff distances respectively). An addition to these metrics, the sample median can be also
considered, since it offers more robustness with respect to outliers as compared to the sample mean.
In all these methods of integration, the concern is that the signal might be too small with respect to
noise produced by vast majority of irrelevant features. In this connection, it seems advantageous to
take the average of the top t components of pˆ [Zhong, 2006]. Improving sensitivity and robustness
of Ψ is an important topic of future research.
In addition to the analysis methodology that we had discussed so far in detail, we will use the
other three in the experiments of the next Chapter. They are slightly different combinations of
the same tools of abstraction and evaluation that were described. Figure 4.3 shows these three
other methodologies. In particular, Figure 4.3 (a) shows a method that computes and evaluates
consensus over clusterings obtained with different clustering parameters. Using this method, we can
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answer questions like “what genes are forming the same structure when clustering using Pearson
and Spearman correlation?” Figure 4.3 (b) shows extraction of consensus over several replications
of the same experiment. Using experimental replications is an important way to improve quality
of clustering results and its interpretations, filtering out possible artifacts of just one experiment.
Finally, Figure 4.3 (c) shows analysis of related but different experiments, for example it can be
shift to anaerobiosis happening in different media. This technique can answer questions about
groups of genes that are involved in the process regardless the media where it takes place. The
choice of the methodology is of course depends on the goal of particular research. Figure 4.3 is not
exhaustive. Several other methodologies that we had not explored in this thesis will be reviewed
in Chapter 5 to illustrate the range of options that becomes available using the tools for automatic
clustering abstraction and evaluation described in this thesis.
In the following sections, the results of the cluster analysis and validation for several microarray
experiments are presented and discussed. In the first application, we use consensus over several
clustering replications to extract replicable part of the results, which we further evaluate using
feature configuration statistic. In the second application, we use consensus over data sets cor-
responding to two different media to extract common patterns characterizing the process in two
media.
4.2 Discovery of oxygen-sensing genes in Saccharomyces Cerevisiae
Here, we examined the remodeling of the transcriptome of yeast Saccharomyces cerevisiae during
acclimatization to short-term anaerobiosis under different metabolic states (catabolite repressed or
derepressed) and assessed the specific role these factors play in mediating the response.
Previous studies of the oxygen-responsive transcriptome in yeast have focused on genes that are
differentially expressed between steady-state aerobic and anaerobic conditions [Becerra et al., 2002,
Kwast et al., 2002, Piper et al., 2002, ter Linde et al., 1999] and the gene networks controlled by
key regulators, such as Rox1 [ter Linde et al., 1999, Becerra et al., 2002, Gasch and Eisen, 2002,
Kwast et al., 2002], Upc2 [Wilcox et al., 2002], Hap1 [Becerra et al., 2002, ter Linde et al., 1999],
and others [Becerra et al., 2002]. Although these studies have helped to identify O2-responsive
genes and the role these factors play in controlling expression, the dynamics of remodeling activity
75
elicited by acute changes in oxygen availability remain largely unexplored. In this study, we ex-
amined dynamical changes in the transcriptome associated with the acute withdrawal of oxygen,
compared the response under different metabolic states (respiro-fermentative and fermentative),
and identified the gene networks involved using a novel clustering approach.
We refer readers elsewhere [Lai et al., 2005b] for details of experiments and here primarily
concentrate on data clustering and gene network discovery part of this study. The full data set has
been deposited at GEO with accession number GSE1879 [Lai et al., 2005a].
The temporal profiles in gene expression were clustered ten times with different algorithms (K-
means, K-medoids, or self-organizing map [SOM]) and distance metrics (Euclidean, Manhattan,
Hausdorff distances and Pearson correlation) using a range of k values, in this case K = {2 . . . 50}.
These metrics were then calculated for each value of k and clustering approach (algorithm and dis-
tance metric) examined. Rather than using mean expression values from the microarrays, or models
for the inclusion of variance estimate [Hughes et al., 2000, Yeung et al., 2003], individual replicates
were used as features in clustering. Consensus share Θ was computed for each clustering experiment.
Genes that were not in a consensus set over replicate runs of a given clustering approach were placed
into a separate group and excluded from FCS calculations. The configuration of 1,813 transcription-
factor consensus binding sequences (see Table 4.2), taken from both experimental and compara-
tive phylogenic studies [Cliften et al., 2003, Cohen et al., 2001, Kellis et al., 2003, Lee et al., 2002,
Pritsker et al., 2004, Svetlov and Cooper, 1995, Zhu and Zhang, 1999], was assessed among the
gene clusters by calculating the FCS for each. An average FCS value Ψ is calculated for all motifs in
the list. By comparing the values of Θ and Ψ for different clustering approaches (both algorithms
and distance metrics), we can determine which approach consistently uncovers the most struc-
ture from the expression profiles (highest CS Θ) and which value of k yields the most nonrandom
configuration of TFMs (lowest FCS Ψ) among gene clusterings.
Figure 4.4 compares CS (upper panel) and FCS (lower panel) as a function of cluster number
for three different algorithms: SOM with one-dimensional (1D) ring topology (solid line), k-means
(dashed line), and k-medoids (dotted line). The results were obtained from unbiased clustering of
the temporal profiles of the 938 differentially expressed genes (P 0.01) in the wild-type strain grown
in galactose media (SSG-TEA) using Pearson correlation as the distance metric and replicates as
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Table 4.2: Partial list of known and putative TFMs used for computing FCS. Full table can be
found as Table S1 in supplementary materials [Lai et al., 2005b]
TFM Name Reference Sequence
A1 [Svetlov and Cooper, 1995] TGATGTARWT
ABF1 [Kellis et al., 2003,
Lee et al., 2002,
Svetlov and Cooper, 1995,
Zhu and Zhang, 1999]
TYCGTNNRNARTGAYA | RTCRYNNNNNACG | TCRN-
NNNNNACG | RTCRYKNNNNACGR
ABF1(E) [Lee et al., 2002] TYCGTNNRNARTGAYA
ABF1-1 [Kellis et al., 2003,
Svetlov and Cooper, 1995]
RTCRYNNNNNACG
ABF1-2 [Zhu and Zhang, 1999] TCRNNNNNNACG
ABF1-3 [Kellis et al., 2003] RTCRYKNNNNACGR
ACE2 [Lee et al., 2002,
Zhu and Zhang, 1999]
RRRAARARAANANRARAA | GCTGGT | GTGTGTGT-
GTGTGTG
ACE2 [Zhu and Zhang, 1999] GCTGGT
ACE2(E) [Lee et al., 2002] RRRAARARAANANRARAA
ACE2(H) [Lee et al., 2002] GTGTGTGTGTGTGTG
ADR1 [Kellis et al., 2003,
Lee et al., 2002,
Zhu and Zhang, 1999]
ANAGNGAGAGAGNGGCAG | YTSTYSTTNTTGYTW-
TT | GGAGA
ADR1(E) [Lee et al., 2002] ANAGNGAGAGAGNGGCAG
ADR1(H) [Lee et al., 2002] YTSTYSTTNTTGYTWTT
ADR1-2 [Kellis et al., 2003,
Zhu and Zhang, 1999]
GGAGA
AFT1 [Kellis et al., 2003] YRCACCCR | RVACCCTD
AFT1-1 [Kellis et al., 2003] YRCACCCR
AFT1-2 [Kellis et al., 2003] RVACCCTD
ALPHA2 [Svetlov and Cooper, 1995,
Zhu and Zhang, 1999]
TCAATGNCAG | CRTGTWWWW
ALPHA2-1 [Svetlov and Cooper, 1995] TCAATGNCAG
ALPHA2-2 [Zhu and Zhang, 1999] CRTGTWWWW
AR-2 [Cohen et al., 2001] AAAAATTGTTGA
ARG80(E) [Lee et al., 2002] TNNCCWNTTTKTTTC
ARG81 [Lee et al., 2002] AAAAARARAAAARMA | GSGAYARMGGAMAAAAA
ARG81(E) [Lee et al., 2002] AAAAARARAAAARMA
ARG81(H) [Lee et al., 2002] GSGAYARMGGAMAAAAA
ARO80 [Lee et al., 2002] YKYTYTTYTTNNNNKY | TRCCGAGRYWNSSSGCGS
ARO80(E) [Lee et al., 2002] YKYTYTTYTTNNNNKY
ARO80(H) [Lee et al., 2002] TRCCGAGRYWNSSSGCGS
ASH1 [Lee et al., 2002] CGTCCGGCGC
ATF [Zhu and Zhang, 1999] ACGTCA
AZF1(E) [Lee et al., 2002] GAAAAAGMAAAAAAA
BAS1 [Svetlov and Cooper, 1995,
Kellis et al., 2003,
Lee et al., 2002]
TCCGGTA | TGACTC | TTTTYYTTYTTKYNTYNT |
CSNCCAATGKNNCS
BAS1(E) [Lee et al., 2002] TTTTYYTTYTTKYNTYNT
BAS1(H) [Lee et al., 2002] CSNCCAATGKNNCS
BAS1-1 [Svetlov and Cooper, 1995] TCCGGTA
BAS1-2 [Kellis et al., 2003] TGACTC
. . . . . . . . .
77
Figure 4.4: Comparison of the performance of different clustering algorithms in terms of consensus
share and the feature configuration statistic as a function of cluster number (k). Three clustering
algorithms were evaluated in terms of the resulting gene-to-cluster consensus (consensus share)
and the feature configuration statistic (FCS) as a function of cluster numbers (K={2 . . . 50}) using
Pearson correlation as the distance metric: SOM (Kohonen map) algorithm with 1D ring topology
(solid line), k-means (dashed line), and k-medoids (dotted line). Consensus share (upper panel)
is the percentage of genes that were consistently grouped together over ten runs of the algorithm.
An average FCS p-value Ψ (lower panel) for 1,813 transcription factor consensus binding motifs
(TFMs) was calculated using a compiled list of both experimentally verified and putative motifs.
Lower FCS values indicate more nonrandom configurations of TFMs among gene clusters. The
clustered data are individual replicate expression levels of all genes that significantly (p ≤ 0.01)
responded to the shift to anaerobiosis in SSG-TEA (galactose) medium.
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Table 4.3: IUPAC non-terminal symbols and their meaning
IUPAC non-terminal symbols Terminals
R [AG]
Y [CT]
M [AC]
K [GT]
W [AT]
S [CG]
B [CGT]
D [AGT]
H [ACT]
V [ACG]
N [ACGT]
features. From this figure it is clear that the SOM algorithm finds far more structure in the gene
expression profiles than either k-means or k-medoids as evidenced by higher CS values for all k > 2.
Moreover, the SOM algorithm partitions the gene expression profiles in a manner that results in
a more nonrandom configuration of TFMs among clusters (lower FCS) for nearly all values of k
examined (2 to 50). We interpret the inferior performance of both k-means and k-medoids to be
due, in part, to the fact these algorithms do not use topological information.
Topology defines the neighborhood relation between clusters, which depends on dimensionality
and configuration of the space in which clusters are located. Most clustering methods, including
k-means and k-medoids, use zero-dimensional or discrete topologies in which different clusters
are unrelated to each other. SOM is one of few algorithms that allow for topologies of higher
dimensions. Although the true topology of the transcriptional network is not known, the fact
that 1D ring results in much higher CS and lower FCS values than other topologies we examined,
including 1D string, 2D surface, and the more commonly used 2D torus (data not shown), suggests
this topology more correctly approximates the underlying structure.
In interpreting the results presented in Figure 4.4, it is important to realize that genes were
clustered based solely on temporal changes in their expression (unbiased clustering) and these qual-
ity metrics (CS and FCS) were calculated from the results obtained. As presented, the FCS is a
global metric that examines the configuration of all TFMs provided among gene clusters to deter-
mine which clustering approach and K value results in the most nonrandom configuration of TFMs
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among gene clusters (lowest FCS). Although FCS can be approximated by other, computationally
more tractable, methods (e.g., Chi-square fitness test), we developed the generally more applicable
Monte-Carlo sampling approach given that our motif analyses frequently did not meet the central
limit theorem (CLT) criterion for normal approximation. The resolution of this approach depends
on the performance of the algorithm in terms of its ability to partition genes into coregulated
groups based upon expression profiles alone and, second, on the use of a TFM list that includes all
motifs that are responsible for the observed expression differences.
In regard to the latter, we use a comprehensive list of 1,813 consensus sequences (shown as Ta-
ble 4.2) taken from both experimental and comparative phylogenic studies [Svetlov and Cooper, 1995,
Zhu and Zhang, 1999, Cohen et al., 2001, Lee et al., 2002, Cliften et al., 2003, Kellis et al., 2003,
Pritsker et al., 2004]. Although the list includes experimentally unverified and thus perhaps du-
bious motifs, their inclusion should have little effect on the choice of an appropriate clustering
approach and K value; such motifs or ones that are ”inactive” under the experimental conditions
examined are expected to have a random distribution among network defined clusters, and, thus,
their inclusion should have little influence on the average value of FCS. The lower the average FCS
value for all TFMs the more biased the distribution of those that are most likely to be responsible
for the observed differences in expression profiles.
From the clustering quality assessment shown in Figure 4.4, we chose to further analyze the
gene networks recovered with the SOM algorithm for k = 17 as this yields the lowest average FCS
value (0.37) while retaining high consensus share (94%). Figure 4.5 shows the clustered expression
profiles as heat maps for the 938 genes that responded significantly (p ≤ 0.01) to the shift to
anaerobiosis in the wild-type strain grown in galactose medium. Because of the 1D ring topology,
expression profiles of genes in adjacent clusters are most similar to each other, with cluster 17
to cluster 1 serving to close the ring. The 54 genes shown in cluster 0 are those that were not
consistently grouped together over ten runs of the SOM algorithm and were omitted from the FCS
calculations. From this figure it is clear that the algorithm nicely divides the temporal signatures
into those that are primarily down-regulated (clusters 1 to 9) from those that are up-regulated
(clusters 10 to 17), with further partitioning based upon differences in the timing of the response.
Table 4.4 is a partial list of TFMs and functional categories (Munich Information Center for
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Figure 4.5: Heatmaps for yeast Saccharomyces cerevisiae during a shift to anaerobiosis
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Protein Sequences [MIPS]) that were significantly [log10(p) > 2] enriched in each of the gene clusters
shown in Figure 4.5 (see supplementary materials of [Lai et al., 2005b] for the full list of enriched
TFMs). Compared to other clustering methods we examined, this approach results in remarkable
enrichment for TFMs and associated functional categories in clusters of genes in which a large
fraction is known to be regulated by such factors.
Moreover, in over half of the clusters, 50% or more of the genes contain binding sites for the
same transcription factor. Not all gene clusters were enriched for specific TFMs and, in several
cases, the same TFM was significantly enriched in adjacent clusters (e.g., RRPE in clusters 2 to
5, PAC in 3 to 5, MSN2/4 in 11 to 12, and UPC2 in 15 to 17), which could occur if the number
of divisions allowed were greater than that required to partition all true sets of coregulated genes.
In all of these cases, however, additional TFMs were differentially enriched in adjacent clusters,
accounting for the lower FCS p value that is afforded by additional clustering divisions. Based
upon this differential enrichment, the slight differences in temporal signatures are predicted to be
due to differential regulation.
An example where this is apparent is the partitioning of genes between clusters 1 and 2, where
there is only a slight difference in the timing of the response (Figure 4.5) yet no overlap in the TFMs
enriched in each. In general, this clustering approach can be used to screen for the predominate
TFMs that are most likely to be responsible for the observed expression patterns. However, caution
must be exercised in interpreting the results, as one cannot deduce from the mere presence of
an enriched motif that changes in the activity of its associated transcription factor are directly
responsible. Motifs that are ”inactive” under the experimental conditions examined may also be
enriched, especially in clusters that contain functional regulons that are controlled by a multiplex
of transcriptional networks. Thus, the clustering results are best interpreted in the context of any
additional knowledge of regulation and/or function that may be available.
In terms of the specific genes networks identified here, several TFMs and functional cate-
gories were predictably enriched based upon previous experimental studies (reviewed in references
[Kwast et al., 1998] and [Zitomer and Lowry, 1992]), including steady-state analyses of the O2-
responsive transcriptome [Kwast et al., 2002, Piper et al., 2002, ter Linde et al., 1999]. These in-
clude HAP1 and HAP2/3/4/5 in clusters 7 and 8, respectively, which were significantly enriched
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Figure 4.6: Consensus share and FCS for yeast anaerobiosis experiment (glucose media)
for genes involved in respiration and energy metabolism; UPC2 in clusters 15 to 17, which were
enriched for lipid, fatty acid, and isoprenoid metabolism, and cell wall genes; and ROX1 in clus-
ter 16, which was enriched for cell wall and cell rescue, defense and virulence genes. Moreover,
there was a temporal delay (≤ 45 min) in the response of these gene clusters, a predicted result
based upon studies of their regulation by heme (reviewed in references [Kwast et al., 1998] and
[Zitomer and Lowry, 1992]). In addition to these motifs, others not previously associated with the
anaerobic response were also enriched, notably in clusters of transiently responding genes (clusters
1 to 5 and 12 to 13). These included MCB, SCB, MBP1, SWI4, and SWI6 in cluster 1, which was
significantly enriched for DNA synthesis/replication and the cell cycle genes; PAC and RRPE in
clusters 2 to 5, which were enriched for rRNA processing genes; and MSN2/4 in clusters 12 to 14,
which were enriched for carbohydrate and reserve energy metabolism genes.
4.3 Comparative study of yeast anaerobiosis in two different
media
This section provides an example of a different use of consensus set extraction. Our goal here is to
identify groups of genes that are involved in short-term anaerobiosis in Saccharomyces cerevisiae in
83
Table 4.4: TFM enrichment and functional analyses of genes differentially expressed during a shift
to anaerobiosis in galactose media
C Transcription Factor Motifs Functional Groups Significantly Enriched
1 MCB (65%), SCB (47%), MBP1 (45%),
SWI4 (45%), SWI6 (45%)
Cell cycle & DNA processing
2 RRPE (37%) Translation, rRNA transcription
3 PAC (74%), RRPE (41%), ABF1 (46%) rRNA processing/transcription, tRNA
synthesis, Polynucleotide degradation
4 PAC (79%), RRPE (54%), ABF1 (52%) Pyrimidine ribonucleotide metabolism,
rRNA transcription
5 PAC (57%), RRPE (54%), ABF1 (52%) Nucleotide metabolism
6
7 HAP1 (30%), INO2 (30%) Mitochondrion/respiration/energy
8 MAC1 (40%), HAP2/3/4/5 (33%) Mitochondrion/respiration/energy, Mito-
chondrion transport, Homeostasis of
cations
9 Ribosome biogenesis, Protein synthesis
10
11 MSN2/4 (68%), MIG1 (28%) C-compound, carbohydrate trans-
port/metabolism; metabolism of energy
reserves (glycogen, trehalose)
12 MSN2/4 (64%) C-compound, carbohydrate trans-
port/metabolism; proteolytic degra-
dation; metabolism of energy reserves
(glycogen, trehalose)
13 INO2 (87%), MIG1 (19%) C-compound, carbohydrate metabolism;
metabolism of energy reserves (glycogen,
trehalose)
14 GCR1 (50%), PHO4 (50%), ACE2 (44%) Nitrogen & sulfur metabolism; amino
acid metabolism; lipid, fatty acid & iso-
prenoid metabolism activities
15 MAC1 (45%), UPC2 (21%) Lipid, fatty acid & isoprenoid
metabolism activities
16 ROX1 (89%), UPC2 (70%) Cell rescue, defense, and virulence; cell
wall
17 HAP2/3/4/5 (33%), UPC2 (27%) Lipid, fatty acid & isoprenoid
metabolism; endoplasmic reticulum
0 HAP2/3/4/5 (11%) rRNA transcription; ...
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Table 4.5: TFM enrichment and functional analyses of genes differentially expressed during a shift
to anaerobiosis in glucose media
C Transcription Factor Motifs Functional Groups Significantly
Enriched
1 MSN2/4 (95%), MIG1 (50%) Metabolism of energy re-
serves (glycogen, trehalose),
C-compound, carbohydrate trans-
port/metabolism
2 MSN2/4 (88%) Cell rescue, defense, and virulence
3 ABF1 (63%) Transport ATPases, respira-
tion/mitochondrion/energy
4 HAP2/3/4/5 (44%), HAP1 (26%) Respiration/mitochondrion/energy
5 PDR1 (13%) Respiration/mitochondrion, home-
ostasis of cations
6 Mitochondrion, ribosome biogene-
sis
7 ACE2 (70%), NDD1 (50%), SWI4(50%) C-compound, carbohydrate
metabolism
8 ROX1 (95%), HAP2/3/4/5 (62%) Vitamin, cofactor, and prosthetic
group biosynthesis
9 UPC2 (76%) ABC transporters; cell rescue, de-
fense, and virulence
10 MCM1 (82%), GLN3 (71%), UPC2 (63%) Cell wall; cell rescue, defense, and
virulence; C-compound, carbohy-
drate metabolism
11
0 Mitochondrion
85
two different media (galactose and glucose) and show the same response under these two conditions.
The methodology of this study is shown graphically in Figure 4.7. The steps performed for each
media are as previously described. The new part is taking consensus over two clusterings chosen
for two media independently. The results of this approach are summarized in Table 4.6. The first
observation about Table 4.6 is that all clusters are enriched both for TFMs and for functional
categories (in our previous results there were clusters in which no enriched TFMs or functional
categories are found). Two clusters 2 and 11 that are present in the result for glucose media
(Table 4.5). Eight clusters (1, 2, 3, 4, 5, 10, 12, 13) that are present in the result for galactose
media (Table 4.4) are missing in consensus clustering.
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Figure 4.7: Methodology for taking consensus over two media
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Table 4.6: TFM enrichment and functional analyses of genes found in consensus clusters for a shift
to anaerobiosis in both galactose and glucose media
A/U N TFM MIPS Functional categories
6/1 9 AFT1-1 (8e-3, 0.4), M1101 (7e-3,0.2), M275
(6e-3,0.4)
modification by acetylation, deacetyla-
tion (6e-3), detoxification (9e-3)
7/3 12 ABF1-1 (3e-4,0.7), ABF1-3 (5e-3,0.4), HAP1
(3e-3,0.6), HAP1-1 (7e-3,0.2), HAP1-4(5e-3,0.5),
M624 (7e-3,0.2)
respiration (6e-09), ENERGY (1e-07),
mitochondrion (1e-06), SUBCELLU-
LAR LOCALISATION 0.001
8/4 21 ACE2(H) (7e-3,0.1), FZF1 (7e-3,0.1), FZF1(E)
(7e-3,0.1), M374 (5e-3,0.1), M377 (6e-4,0.1),
M660 (1e-2,0.1), M819 (2e-3,0.1), M830
(7e-3,0.1), PDR1(E) (4e-3,0.2), SFP1 (7e-3,0.1),
SMP1(H) (7e-3,0.1), SWI5(E) (7e-3,0.1),
UASPDS (7e-3,0.2), YAP1(H) (7e-3,0.1)
mitochondrion (1e-06), respiration
(2e-4), TRANSPORT FACILITATION
(4e-4), ENERGY (1e-3), CELL RES-
CUE, DEFENSE AND VIRULENCE
(2e-3), mitochondrial transport (2e-3),
detoxification (4e-3), ionic homeostasis
(8e-3)
9/5 26 M286 (1e-2,0.1), NBF (9e-3,0.3), REB1-3
(9e-3,0.4)
mitochondrion (4e-14), PROTEIN
SYNTHESIS (8e-6), ribosome bio-
genesis (2e-5), SUBCELLULAR
LOCALISATION (2e-3), assembly of
protein complexes (7e-3)
11/6 10 HAP1-5 (3e-3,0.3), HMS1 (9e-3,0.2), HMS1(H)
(2e-3,0.2), M1154 (4e-3,0.4), M13 (5e-3,0.3),
M514 (7e-3,0.3), M583 (5e-3,0.2), MIG1-5
(3e-4,0.6), O16 (1e-3,0.5), PUT3-2 (4e-3,0.4)
metabolism of energy reserves (glyco-
gen, trehalose) (2e-5), C-compound and
carbohydrate metabolism (2e-4), EN-
ERGY (4e-4), C-compound and carbo-
hydrate utilization (7e-3)
14/7 5 ACE2(E) (9e-3,0.6) MAC1(E) (3e-3,0.6) NDD1
(9e-3,0.6) NDD1(E) (8e-3,0.6) SWI4(E) (8e-3,0.6)
glyoxylate cycle (5e-3), metabolism of
cyclic and unusual nucleotides (6e-3)
15/8 16 F18 (4e-3,0.2), GAL4 (9e-3,0.2), GAL4-3
(4e-3,0.1), M1251 (9e-3,0.2), M1263 (9e-3,0.4),
M525 (4e-3,0.4), M873 (9e-3,0.4), MCB
(7e-3,0.7), MCB-2 (2e-3,0.6), SCB (9e-4,0.7)
other carbohydrate and lipid biosyn-
thesis defects (4e-3), Carbohydrate and
lipid biosynthesis defects (6e-3)
16/9 28 AFT1 (7e-3,0.6), AFT1-2 (3e-4,0.6), C15
(5e-4,0.4), C19 (5e-3,0.4), C42 (2e-3,0.6), C52
(3e-4,0.6), F11 (5e-4,0.6), F20 (1e-10,0.8), F25
(3e-3,0.8), F27 (1e-3,0.9), F41 (1e-5,0.8), LEU3-
2B (9e-3,0.2), M1103 (8e-3,0.1), M932 (4e-5,0.2),
O17 (2e-6,0.6), O17I (6e-7,0.3), O17J (2e-6,0.3),
O20 (7e-9,0.4), O6 (9e-3,0.4), PHO4 (9e-3,0.6),
PHO4-1 (8e-3,0.5), SWI4 (2e-4,0.6), SWI4-3B
(2e-5,0.3), UPC2 (2e-4,0.8), UPC2-1 (4e-7,0.5),
UPC2-2 (1e-5,0.7), UPC2-3 (2e-6,0.5), UPC2-4
(3e-5,0.5)
stress response (3e-8), CELL RESCUE,
DEFENSE AND VIRULENCE (2e-7)
17/10 6 M751 (7e-3,0.3), M943 (2e-3,0.4) lipid, fatty-acid and isoprenoid
metabolism (2e-5), METABOLISM
(7e-4), lipid, fatty-acid and isoprenoid
biosynthesis (5e-3), other subcellular lo-
calisation (8e-3), endoplasmic reticulum
(9e-3)
0 106 C44 (8e-3,0.5), M1115 (7e-3,0.08), M389
(7e-3,0.08)
mitochondrion (2e-06), respiration
(1e-4), cell wall (4e-4), ENERGY
(1e-3), extracellular transport, exocy-
tosis and secretion (4e-3), transport
mechanism (8e-3)
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Chapter 5
Extensions and conclusions
This work opens many opportunities for further research. They can be broadly grouped into three
classes related to consensus clustering, FCS, and new methodologies combining both. Here we
shortly summarize several research directions that have been suggested in their related chapters:
• More detailed comparison of consensus share and generalized Rand index (chapter 2)
• Further research into global-local search hybrids to compute consensus (chapter 2)
• Developing definitions and methods of computation for approximate consensus which is the
structure agreed on by almost all clusterings.
• Finding more computationally efficient ways to compute FCS (section 3.4)
• Exploring other ways of integration of statistics for individual features (chapter 4)
• Finally, developing new clustering algorithms that will perform better than the algorithms
currently in use according to our criteria.
Current formulation of the clustering consensus requires all clusterings to agree on the items in
consensus. In a sense, this is a perfect consensus. However, the consensus definition presented in
this thesis offers the opportunity to relax this requirement and allow some small number of conflicts
within consensus, yielding an imperfect consensus. This concept can be useful in abstracting over
a large number of clusterings where some small percentage of mistakes is unavoidable. For such
cases, an imperfect consensus set could be the maximal set of items such that any pair in the set
is consistently clustered (always together or always separate) in almost all clusterings. One way to
do it is to define α-consensus such that items in consensus are clustered identically in at least α|A|
clusterings. Other formulations of this approximate consensus problem are possible, drawing inspi-
ration from the probably approximately correct (PAC) learning framework [Valiant, 1984]. Certain
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formulations may be solved by minor modifications of the MCE algorithm, such as allowing few
mismatches in computing the frequency of tuples, while more drastic innovations may be called for
in other formulations.
The tools developed in this research are quite general and has other potential applications.
Several potentially useful combinations of these tools not yet explored are shown in Figure 5.1.
Figure 5.1 (a) shows a methodology where both the phenotype data and the genotype data are
abstracted into clusterings C1 and C2 respectively, then consensus over these two clusterings is
extracted. Figure 5.1 (b), (c) show two elaborations of this idea. In the case (b) several related
experimental conditions are used. In the case ((c), the consensus is saught over several related
experimental conditions and over several organisms with genomes G1, G2, and G3.
Summarizing the methods presented in the previous chapters, there are two important aspects
that they share: they rely on replication and validation. Both have to do with constructing the
method in a way to avoid selective bias.
Consensus extraction in the important aspect ensuring replication, in which the methodology
presented here is different from most other clustering approaches. It is quite common to take and re-
port the best out of ten clustering replications, especially when using k-means and other algorithms
that can be easily stuck at a local optimum. It is not easy to replicate such a result. We take con-
sensus over 10 replications, even if the consensus part looks less interesting than the best clustering.
It might seem to be a contradiction with our goal of getting the most interesting clustering result,
but the goal of replication is more important in this case, so consensus is essential in our method.
Why don’t we simply pick the best clustering out of clusterings {Cij , i = 1 . . . |P |, j = 1 . . . R}? We
want to avoid selection bias and over-fitting F. Assume for a moment that our input data X is
completely random and don’t contain any structure whatsoever. We will recluster them R|P | times
and select the best clustering with the lowest Ψ. Since we are selecting for Ψ the result won’t be
random anymore, it will contain some interesting texture that might be useful for some aesthetic
purpose, but not for the purpose of research. This texture might look non-random, but has nothing
to do with the data we are analyzing. We want to select clustering parameters, but we want our
results to be replicable. Reproducibility is one of the main principles of the scientific method.
Independent researchers should be able to reproduce our result without extensive experimentation
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based on the original experimental description. Experiments which cannot be reliably reproduced
are generally not considered to provide useful scientific evidence. If we select, report, and analyse
only the most favorable results, we introduce a selection bias.
Clear separation of clustering and its validation is another important aspect of this method. We
cluster genes solely based on the phenotype information (expression values), validate solely based
on their genotype information. Some researchers suggest using both in clustering or bias clustering
using sequence information, and then again use this information to assess the statistical significance
of the results. This approach is circular. Partitioning data with knowledge of the contents of the
partitions, and then analyzing them with tests designed for blindly chosen partitions is another
form of selection bias, also known as Texas sharpshooter fallacy. The name comes from a story
about a Texan who fires his gun randomly at the side of a barn, and then paints a target centered
on the largest cluster of hits. It was suggested recently that fallacies like those mentioned above
are common in reporting research results. Because of this, in high-throughput discovery-oriented
studies like microarray analysis, the probability that a reported research finding is true is estimated
to be extremely low [Ioannidis, 2005]. As alternative to methods biasing clustering, this work
suggests taking consensus over two distinct clusterings using phenotype and genotype information
respectively as shown in Figure 5.1 (a). This approach serves the same purpose of integrating of
both kinds of information, but it avoids the problems discussed above.
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Figure 5.1: Other data flow designs for microarray analyses not yet explored in this thesis (a)
taking consensus over abstracted phenotype and genotype information (b) taking consensus over
both phenotypes in related experimental conditions and genotype information (c) cross-species
comparative genomics analyses for several experimental conditions
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Appendix A: List of abbreviations
CS Consensus share
CSP Consensus set problem
FCS Feature configuration statistic
EC Evolutionary computation
GA Genetic algorithm
GEC Genetic and evolutionary computation
GRN Gene regulatory network
IE Incremental evaluation
IUPAC The International Union of Pure and Applied Chemistry
MA Memetic algorithm
MCMC Markov Chain Monte-Carlo
MCE Multi-item consensus expansion algorithm
MIPS Mu¨nich Information Center for Protein Sequences
NPC NP-complete
SCR Single-item consensus reduction algorithm
SGA Simple genetic algorithm [Goldberg, 1989]
TFM Transcription factor motif
100
Appendix B: Glossary
Consensus sequence A consensus sequence is a commonly used representation of motifs (pat-
terns) in biological sequences. The consensus sequence shows which residues are conserved
(are always the same), and which residues are variable. Consensus sequence notation is similar
to one of regular expressions.
Diauxic shift In yeast metabolism, the diauxic shift is the shift from anaerobic fermentation of
glucose to aerobic respiration of ethanol when the glucose supply is exhausted. It is known
to be accompanied by major changes in gene expression. More generally, when an organism
is given two nutrients, diauxic shift happens when it will exhaust the preferred nutrient and
begin to consume another one.
Down-regulated genes Genes with decreased transcription levels under experimental conditions.
Homologous Two or more structures are said to be homologous if they are alike because of shared
ancestry. Homology can be of two types: orthology or paralogy. Homologous structures are
orthologous if they were separated by a speciation event. They are paralogous if they were
separated by a duplication event. Orthologs will typically have the same or similar function.
This is not always true for paralogs: due to lack of the original selective pressure upon one
copy of the duplicated gene, it is free to mutate and acquire new functions.
Motif A structural pattern that is widespread and has, or is conjectured to have, a biological
significance (e.g. sequence motif, network motif, clustering motif).
Operon An operon is a group of key nucleotide sequences including an operator, a common
promoter, and one or more structural genes that are controlled as a unit to produce messenger
RNA (mRNA). Operons occur primarily in prokaryotes.
101
Orthologous Homologous structures that were separated by a speciation event.
Paralogous Homologous structures that were separated by a duplication event.
Position weight matrix A Position Weight Matrix (PWM), also called position specific weight
matrix (PSWM) or position specific scoring matrix (PSSM), is a commonly used representa-
tion of motifs (patterns) in biological sequences. A PWM shows how many times a particular
residue is found at a specific position. This information can be used to give a weighted match
to any given substring of fixed length.
Promoter A promoter is a DNA sequence that enables a gene to be transcribed. Promoter is
typically located upstream of the gene, i.e. prior to the gene in the direction of transcription.
Regulon A group of transcriptional units or operons that are coordinately controlled by a regu-
lator.
Residue A residue refers to a portion of a larger molecule, for example, it may refer to a specific
monomer of a polysaccharide, protein or nucleic acid.
Up-regulated genes Genes with increased transcription levels under experimental conditions.
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