Abstract-This letter makes the following comments on the results about global stability of neural networks presented in Forti and Tesi in the above paper: 1) the assumption of all neuron activation functions to vanish at the origin, which is utilized in the proof of the result (see the above paper [p. 357, Section III, Th. 3]) implying the existence and uniqueness of the network equilibrium point, can be actually omitted; 2) in the infinite sector case, the result of global asymptotic stability (GAS) (see the above paper [p. 359, Section IV, Th. 5]) remains true with respect to the class of increasing (not necessarily strictly) activations, as in the finite sector case. Consequently, a result about absolute stability (ABST) of neural networks, which can represent a generalization of the existing related ones, is also obtained.
approach. The better NNO design approach other than THNN-based algorithm will be available soon if the potential of this kind of method is fully exploited. Though the filter design examples are limited in the 2-D FIR category, the NNO design approach is of course not restricted within this kinds of filters. Other works done by us such as 1-D FIR filters [9] , 1-D and 2-D IIR filters design results will be reported successively.
I. INTRODUCTION
In this letter, we will consider neural networks described by the system of nonlinear differential equations dx=dt = 0Dx + T g(x) + I (N) as in the above paper, 1 where x = (x 1 ; 11 1;x n ) t 2 < n ( t means transposition), D = diag (d1; 1 11;dn) is a constant n 2 n diagonal matrix with d i > 0; i = 1; 111 ; n; T = (T ij ) n2n is a constant n 2 n matrix, I = (I 1 ; 111 ; I n ) t 2 < n is a constant vector, g(x) = (g1(x1); 1 11;gn(xn)) t : < n ! < n is a locally Lipschitz continuous nonlinear mapping. The assumption g(0) = 0 from the above paper 1 is not made here. The matrix T is referred to as the interconnection matrix. The functions g i represent the neuron input-output activations, while I i Manuscript received March 4, 1996 describe constant inputs to the neural network. The diagonal entries of D model neuron self-inhibitions.
As in the above paper, 1 it is assumed that g belongs to the class fG m g defined by the property that g 2 fG m g if for i = 1; 1 11;n; the functions gi: < ! < are monotonic increasing (not necessarily strictly). If there exist constants G i ; 0 < G i < +1; i = 1; 1 11;n; such that the incremental ratio for gi satisfies 0 gi(1) 0 gi (2) 1 0 2 G i for each 1; 2 2 <;1 6 = 2 and for i = 1; 11 1;n; we say that g 2 fG m g in the finite sector case. If otherwise, the incremental ratio for g i is nonnegative but is allowed to take arbitrarily large positive values, we say that g 2 fGmg in the infinite sector case.
In the case of the neuron activations to be locally Lipschitz continuous satisfying g(0) = 0; and increasing in the finite sector case and strictly increasing in the infinite sector case, in the above paper 1 the authors have given an elegant and strict analysis of the existence, uniqueness, and GAS of the neural network equilibrium point. Compared with the previous related work referenced in Forti and Tesi's paper, which only concerns the case of the neuron activations to be bounded and strictly increasing, the GAS results in the above paper 1 are applicable to some important engineering problems where the solving neural networks for which the neuron activations are unbounded (but not necessarily surjective) and/or have infinite intervals with zero slope, as in the widely employed piecewise linear neural models. As such, the analysis results obtained by Forti and Tesi are applicable to a large class of neural networks including the additive neural network model [1] , the Hopfield network [2] , and the cellular neural network (CNN) model [3] . Moreover, these results were successfully applied in the above paper 1 to analyze GAS for linear and quadratic programming neural networks [4] in the general case of practical importance where the constraint amplifiers are dynamical, which extends the stability result in the case of memoryless constraint amplifiers in [4] . Note that the assumption of memoryless constraint amplifiers is unrealistic in any practical neural circuit implementation [4] .
In this letter, we will show that the above-mentioned two assumptions from Forti and Tesi of g(0) = 0 and the strictness in the monotonic increasing property of activations in the infinite sector case can be actually omitted, perserving the soundness of the results about the existence, uniqueness and GAS of the network equilibrium point [see the above paper, p. 357, Section III, Corollary 1; p. 358, Section IV, Th. 4; and p. 359, Section IV, Th. 5]. That is, the existence, uniqueness and GAS results of the network equilibrium point in Forti and Tesi's paper really holds in the more general case of the neuron activations to be any Lipschitz continuous and increasing (not necessarily strictly) functions, which is important for applications of neural networks to a wider range of engineering problems than before. Furthermore, from the existence, uniqueness and GAS results of the network equilibrium point in the general case, an ABST result of neural networks, which can represent a generalization of the existing related ones [5] , [6] , follows consequently.
II. PROOF OF THE ASSERTION THAT THE ABOVE-MENTIONED TWO ASSUMPTIONS ON THE NEURON ACTIVATIONS CAN BE OMITTED
The following definitions from Forti and Tesi's paper are introduced in this letter.
Definition 1: x e 2 < n is an equilibrium point of system (N) if it is a constant solution of system (N), i.e., it satisfies the algebraic equation 0Dx e + T g(x e ) + I = 0: The equilibrium x e is said to be globally asymptotically stable (GAS) if it is locally stable in the sense of Lyapunov and globally attractive. The result below has been actually proved in the above paper. Suppose that either: 1) g 2 fG m g in the finite sector case and 0T + DG 01 2 LDS; where G = diag (G 1 ;1 1 1;G n ) > 0; or 2) g 2 fG m g in the infinite sector case and 0T 2 LDSS: Then, the mapĤ: < n ! < n defined byĤ(x) = 0Dx + T g(x)(x 2 < n ) is a homeomorphism (respectively, diffeomorphism) of < n onto itself. 
I 2 < n :
Proof: From Theorem A, it is inferred that the mapH: < n ! < n ; defined byH(x) = 0Dx + T f(x)(x 2 < n ); is a homeomorphism of < n onto itself, where the nonlinear map f(x) = g(x)0g(0): < n ! < n satisfies f(0) = 0 and f 2 C 0 (respectively, f 2 C 1 ) if g 2 C 0 (respectively, g 2 C 1 ): Hence, by Definition 2, the equationH(x) = 0Tg(0)0I 2 < n ; i.e., 0Dx+Tg(x)+I = 0; has a unique solution for each I 2 < n : Further, the results about GAS of neural networks, in the finite and infinite sector cases, are obtained in Forti and Tesi's paper, respectively, based on the existence and uniqueness results of the network equilibrium point.
Theorem B: We are referring to the above paper [p. 358, Section IV, Th. 4]. Suppose that g 2 fG m g in the finite sector case and 0T + DG 01 2 LDS: Then, for each I 2 < n ; system (N) has a unique equilibrium point which is GAS. Theorem C: We are referring to the above paper [p. 359, Section IV, Th. 5]. Suppose that g 2 fG m g in the infinite sector case and that g i ; i = 1; 11 1;n; are strictly increasing. If 0T 2 LDSS; then for each I 2 < n ; system (N) has a unique equilibrium point which is GAS. While the GAS result of neural networks, in the finite sector case, is obtained for g 2 fG m g in Theorem B, it holds, in the infinite sector case, only with respect to the smaller class of strictly increasing activations as in Theorem C. Interestingly, making use of the same Lyapunov function as in the above paper, 1 which is utilized in the proof of the GAS result in the finite sector case, it can be shown that, in the infinite sector case, the GAS result also holds for g 2 fGmg as in the finite sector case.
We need a lemma as follows.
Lemma 1 [p. 59, 7, Th. VII] : Let V (x) be a scalar function with continuous first partial derivatives. If the region l (l > 0); defined by V (x) < l; is bounded and contains the origin, and dV (x)=dt < 0 for all x 6 = 0 in l then the origin is asymptotically stable, and above all, every solution in l tends to the origin as t ! +1:
Theorem 2: Suppose that g is locally Lipschitz continuous, g 2 fG m g and 0T 2 LDSS: Then, for each I 2 < n ; system (N) has a unique equilibrium point which is GAS.
Proof: Since 0T 2 LDSS; from Theorem 1, system (N) has a unique equilibrium point x e : As in the above paper, Because G is locally Lipschitz continuous, we know that the first partial derivatives of V (x) are continuous, and that there exist two positive numbers 1 > 0 and 1 such that 1 < and jG i (z i )j 1 jz i j for jz i j < 1 and i = 1;1 11; n:
Let M1 = max 1in sup jz j jGi(zi)j + 1>0; then jG i (z i )j M1 1 jz i j for 1 jz i j and i = 1;1 11 ; n: (3) Let = max (1;M1=1) > 0; from inequalities (2) and (3), we obtain jG i (z i )j jz i j for jz i j and i = 1;1 11; n:
From this, it follows that
