It is widely believed that the correct weighting function is the reciprocal of the noise variance of the associated measurement. Many researchers are making great efforts to find the accurate variance for the measurements for imaging systems so that they can hopefully achieve an optimal reconstruction. An 'optimal' solution in the context of this paper is referred to as the image that reaches optimum according to a criterion or criteria among a group of candidates, regardless how the images in the group are obtained. This 'optimal' solution is not a theoretical concept, but is simply the 'best of the bunch'. The goal of the paper is to investigate how the weighting function affects the image noise when the image contrast is pre-specified in an iterative algorithm for x-ray CT. This paper makes some interesting observations: there is no universal optimal weighting function. The noise weighting function can introduce artifacts. The optimal noise weighting varies with the object to be reconstructed and targeted image contrast in an iterative image reconstruction algorithm and in a filtered backprojection algorithm that incorporates the projection noise. It is suggested that an exponent be used in the weighting function so that the artifacts caused by the weighting function can be reduced.
Introduction
One of the advantages of using iterative algorithms to reconstruct a tomographic image is the ability to model and suppress the measurement noise (Kuhl and Edwards 1963 , Shepp and Vardi 1982 , Langer and Carson 1984 , Fessler 1994 . Recently we have shown that the filtered backprojection (FBP) can be extended to model and suppress the measurement noise too (Zeng and Zamyatin 2013, Zeng 2014) . In all these algorithms, the noise-control weighting function is normally set up as the reciprocal of the noise variance associated with the measurement (Geman and McClure 1987) . This weighting function assignment is supported by the general maximum likelihood theory, and its fundamental principle is explained intuitively below.
When the measurements are over-determined, there are more redundant measurements than the number of the unknowns. Figure 1 shows a simple example with two unknowns x 1 and x 2 as well as three measurements. In the x 1 -x 2 solution space, the three measurements are represented as three lines. If the measurements are consistent (i.e., noiseless), the three lines should meet at a single point in the x 1 -x 2 solution space and this point is the unique solution.
Due to noise, the three measurements are not consistent and the solution does not exist. A maximum likelihood method selects an approximate solution that is closer to less noisy measurements and farther away from noisier measurements.
If the number of unknowns is the same (or almost the same) as the number of the measurements, a unique solution can always be obtained regardless whether the measurements are noisy or not. Figure 2 shows a simple case of two unknowns (x 1 and x 2 ) and two noisy measurements. The unique solution in this case is most likely not the true solution because the measurements are noisy and deviate from the true values. This wrong, noisy, and unique solution can be obtained by using an iterative algorithm using a large enough iteration number so that the algorithm converges. This wrong, noisy, and unique solution can also be obtained by an analytical algorithm such as the FBP algorithm which is popular in image reconstruction community (Radon 1917 , Bracewell 1956 , Shepp and Logan 1974 . In terms of image reconstruction, a 'wrong' solution here is a solution to the system of linear equations, which are corrupted with noise. If the system matrix is invertible, the solution exists and is unique. Due the noise, this solution is no longer the same as the original image.
If an iterative algorithm is stopped before convergence, a sequence of pseudo solutions is obtained. A 'pseudo' solution is any intermediate solution at any iteration in an iterative algorithm, regardless whether the algorithm has converged or not. These pseudo solutions are influenced by the weighting function, and may be closer to the true solution than the unique noisy solution (see figure 2(b) ). It is important to notice that the weighting function is effective before the algorithm converges. In other words, the weighting function determines the path of the algorithm towards the converged noisy solution. Due to the involvement of the weighting function, some pseudo solutions (i.e., the intermediate solutions) may be closer to the true solution than the ultimate noisy solution. We argue that the situation described in figure 2 applies to most tomographic medical imaging systems such as x-ray computed tomography (CT), positron emission tomography (PET) and single photon emission CT (SPECT). This is the reason that when an iterative algorithm is used to reconstruct an image, the algorithm must stop early otherwise a very noisy and useless image will result. This paper considers the iterative algorithm that stops before convergence, and investigates how the weighting function influences the early solutions. The result of this paper will apply to the extend FBP algorithm that models and suppresses the noise. This paper introduces a parameter in the weighting function; this parameter should be 1 according to theoretical derivation. Our motivation of introducing this parameter is as follows. The theoretically derived weighting function assumes the convergence of the algorithm. In practice, the iterative algorithm is terminated before reaching the convergence. Therefore, this small 'perturbation' of early stopping may require a small deviation of the parameter from its theoretical value in order to obtain a better image. Here 'better' is task dependent. The task in our paper is to find a solution with the smallest noise standard deviation for a given image contrast. As expected, this deviation from its theoretical value 1 is small in numerical studies.
Methods
An iterative algorithm is used to minimize or maximize an objective function. The objective function usually consists of two parts: the data fidelity term and the regularization term. One popular way to do regularization is to control the number of iterations (i.e., the stopping rules). Our stopping rule is that the iteration terminates when the image contrast reaches a pre-specified value. When the iteration stops, the reconstructed image depends on the noise weighting factors. The state-of-the-art iterative image reconstruction algorithms use a fixed weighting factor that is the reciprocal of the image variance. This paper points out that if a control parameter is introduced to the weighting factor, the resultant reconstruction can be further improved in terms of the reduction of noise.
The gradient descent iterative algorithm
The gradient descent iterative algorithm considered in this paper has the following form (Elbakri and Fessler 2002) ( )
k is the ith image pixel at the kth iteration, P j is the jth line-integral (ray-sum) measurement value, A ji is the contribution of the ith image pixel to the jth measurement, w j is the weighting factor for the jth measurement, and α is a constant to prevent the algorithm from divergence. The purpose of the denominator å å A w A j ji j n jn is to normalize the step size so that the step size is independent from the system matrix A and the weighting function w j . Thus the value of α is always 1 in (Elbakri and Fessler 2002) . However, this scaled step size does not always work and the algorithm may diverge for many situations. We set α to 0.1 in this paper. The summation over the index n is the projector and the summation over the index j is the backprojector.
The noise-weighted FBP algorithm
A noise-weighted FBP algorithm was recently developed to model and suppress noise (Zeng and Zamyatin 2013, Zeng 2014) . This algorithm emulates the gradient descent algorithm and contains a control index k, which is similar to the iteration number in an iterative algorithm. This noise-weighted FBP algorithm is almost the same as the conventional FBP algorithm, except for the ramp filter. In a conventional FBP algorithm, the ramp filter is |ω|, where ω is the frequency. In the noiseweighted FBP algorithm, the ramp filter is modified by a window function and is expressed as where α is a positive constant to prevent the algorithm from divergence. In this paper, α is set to 0.1. The implementation of (2) is in the Fourier domain of the sinogram. The weighting factors w j in (2) for all projection bins are quantized into 11 discrete values, and each of these 11 quantized weighting factors produces a filtered sinogram. A combined sinogram from these filtered sinograms is formed pointby-point according to the variance of the original sinogram. The details of the implementation can be found in (Zeng and Zamyatin 2013).
Data generation and noise model
The computer simulations in this paper are based on a scaled-down x-ray CT fan-beam imaging geometry with a curved detector. The image array was 256×256, the pixel size was 1.52 mm×1.52 mm, the number of views was 400 over 360°, the number of detection channels was 400, and the focal length was 240 mm. The x-ray source flux had I 0 =10 4 counts, which corresponds to a low-dose imaging setup. The phantom shown in figure 3 is 355 mm×187 mm ) with diameter 48 mm, two low-contrast regions (μ=0.0194 -1 mm) with diameter 36 mm, surrounded by outer layers of fat (μ=0.019 mm -1 ) and skin (μ=0.021
), in which ROI 1 (high contrast object) and ROI 2 (water background) are used to evaluate the image quality. The projection data were generated in the prelog format with the Poisson noise model and Gaussian electronic noise. No beam-hardening effects are simulated. The pre-log data were then converted into the post-log data for image reconstruction. If a pre-log data is less than one, it is changed to one before taking logarithm to avoid negative post-log sinogram values. The iterative algorithm was implemented according to (1), and the iterative algorithm stops when a prespecified image contrast is reached. This value was set up as 0.53 and 0.57 (where the true contrast is 0.6). The reconstructed images are compared with the normalized standard deviation value in ROI 2. The normalized standard deviation value is the standard deviation value divided by the mean value. The phantom is shown in figure 3 .
A popular approach to assigning the weighting factor is to let w j be the reciprocal of the noise variance of the ray-sum measurement. This approach is justified by using the likelihood function as the objective function for an optimization problem (Aitken 1935) . The philosophy is that we should trust the less noisy measurements more than noisier measurements. In x-ray CT imaging, the noise in measured transmission data can be approximately described by a Poisson distribution, i.e., var(I)≈I, where I denotes an x-ray intensity transmission measurement (Hsieh 1998) . If the additive electronic noise σ 2 is also considered for the detection system, the total variance of the pre-log transmission measurement is then var (I)≈I+σ 2 . Here s = 6.3 2 2 was chosen in our simulated low-count x-ray CT data generation.
After log conversion the noise variance is described by var ( According to our previous experiments, the image noise was not reduced by including the electronic noise variance σ 2 in the weighting factors because the value σ 2 is the same for every measurement. Some other researchers (Sauer and Bouman 1993) also choose not to include the electronic noise variance in the weighting function. We suggest discarding the components that are common to all measurements from the weighting function. Even though s = 6.3 2 2 was used in data generation, we assume s = 0 2 during image reconstruction. The conventional weighing factor is inversely proportional to the noise variance. Thus, the conventional weighing factor can be assigned as
This paper introduces a new parameter γ to the weighting function:
In our implementation of the weighting function (6) the post-log data p is first smoothed by a five-point running average low-pass filter in the detector channel direction, in order to reduce the noise propagation from the weighting function to the reconstruction. However, the post-log projections used in (1) are not pre-filtered. The image quality is evaluated by the normalized standard deviation in ROI 2. The normalized standard deviation is defined as the ratio of the standard deviation and the mean value.
Performing systematic comparison studies with scanned data is difficult because the ground true is unknown. However, we did apply our method of using an artificial parameter γ in real patient studies, see (Zeng and Zamyatin 2013) , where γ=0.3 was used.
Results
Resolution is closely related to contrast. Usually higher resolution leads to larger noise standard deviation. If the resolution is fixed, a better reconstruction method can produce less noisy images. This is the whole point of the paper. By fixing the image contrast, we vary a The computer simulation results are summarized in figures 4-9. In all these figures, one can make the following observations. When γ is small, there are severe noise induced streaking artifacts. As the value of γ increases, the streaking artifacts are gradually suppressed. After passing the optimal value of γ, a larger value of γ causes severe low-frequency shadowing artifacts. Sometimes these low-frequency shadowing artifacts may be mistaken as the beam-hardening artifacts. The cause of the shadowing artifacts is the extremely small values of the weighting factors w j , due to the large p values. The shadowing artifacts are caused by the improper weighting factors, and are not caused by discarding negative sinogram values. The shadowing artifacts can appear with ideally generated, i.e., noiseless (i.e., )  ¥ I , 0 line-integral sinogram when improper weighting factors are used during image reconstruction. When the weighting factors w j are too small, some important tomographic information is neglected, resulting in limited data artifacts (similar to metal artifacts).
The optimal parameter γ depends on the object shape and image contrast (maybe less on dose I 0 ). The main idea of using a new exponent parameter γ is to reduce those large p values to some extend so that the over-suppressed tomographic information can be available for image reconstruction.
FBP reconstructions
Image reconstruction results using the noise-weighted FBP algorithm with a modified ramp filter (2) are listed in figure 10 . The FBP results have the same trend as that in the iterative reconstruction results. For a small parameter γ, we see streaking artifacts. The streaking artifacts are suppressed with a larger γ. However, when the parameter γ is too large, the low-frequency shadowing artifacts appear. An optimal parameter γ should be used. Thus only three representative images are shown. Similar to the iterative algorithm's iteration number, the parameter k is selected when the pre-specified image contrast is reached. We must point out that the parameter k in the FBP algorithm and the number of iteration k in the iterative algorithm, in general, are not the same; they are closely 
