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Abstract--In the numerical solution of large stiff systems of ODEs, the solution of the associated linear 
systems of algebraic equations often dominate the solution time. On the other hand, when optimal order 
diagonally implicit Runge-Kutta methods (DIRK) of the embedded type are derived, there are in general 
a number of free parameter which cannot be used to increase the order any further. In this paper we 
develop an algorithm based on a variable formula optimal order embedded DIRK class of methods with 
the aim of reducing the number of matrix factorizations of the associated linear systems of equations. This 
is achieved by allowing the DIRK formula to vary whenever a change in the step'size is required with the 
result hat the iteration matrix is unchanged provided the Jacobian matrix remains unchanged. This may 
lead to reductions in the number of matrix factorizations and may ease some of the restrictions on the 
stepsize selection strategy. Preliminary results clearly indicate the feasibility of such an approach especially 
for large stiff systems of ODEs. 
1. INTRODUCTION 
In this paper we are concerned with the approximate numerical integration of the m-dimensional 
stiff initial value problem, 
y '=f (x ,y ) ,  y(xo)=Yo (1) 
using the diagonally implicit Runge-Kutta (DIRK) formula: 
K}")=f x ,+ aoK}") , i=  l(1)q 
and 
q 
y, +, = y, + h ~ b, Kl "). (2) 
i=1  
If we further have, ai~ = ?, i = l(1)q, then the class of methods (2) is called singly diagonally implicit 
Runge--Kutta methods (SDIRK). Such formulas have been studied by Norsett [1], Crouzeix [2], 
Alexander [3], Cash [4], A1-Rabeh [5-7] and Cooper and Safy [8]. Cash [9] suggested a variable 
order/variable stepsize SDIRK algorithm. 
Recently various authors have studied the implementation f SDIRK methods, and the more 
general singly implicit Runge-Kutta methods due to Burrage [10]. Thus codes such as STRIDE 
[11], SIMPLE [12] and DIRKA [7] are developed and tested with the aim of providing the user 
with an alternative to the popular codes based on backward ifferentiation formulas. See also 
Gaffney [13]. 
Consider applying the DIRK method given by expression (2) to the systems of differential 
equations (1). Using a modified Newton iteration yields at each integration step linear systems of 
the form, 
(I - ~hJ)z U = rtj, j = 1, 2 . . . . .  i = l(1)q (3) 
where J is an approximation to the Jacobian matrix, ? is the diagonal element of the matrix of 
coefficients and h is the current stepsize. Solving such systems usually dominate the solution time 
for large systems. Moreover, when embedded pairs of DIRK methods are derived, there are usually 
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a number of  free parameters that cannot be used tO increase the order any further. In this paper 
we will consider the implementation of  a variable formula/variable stepsize D IRK methods where 
the free parameter 2:of  the D IRK method is allowed to vary in such a way as to keep the iteration 
matrix ( I  - 2:h J)  constant for as long as possible, provided the Jacobian matrix remains constant. 
Thus, reducing the matrix factorization requires. 
The idea of  implementing a one-step method with one or more free parameters i not entirely 
new, for example Liniger and Wil loughby [14] considered the implementation of a one-step method 
using exponential fitting to determine the free parameters. 
In section 2 a description of  the method is given. Whereas implementation details and numerical 
results are given in Section 3. Conclusions are outlined in Section 4. 
2. A VARIABLE PARAMETER EMBEDDED DIRK ALGORITHM 
Although the following discussion is general, we will illustrate the discussion using the following 
two embedded D IRK methods from A1-Rabeh [7]: 
? 
/3 
and 
y 0 
/3 - ? ? (4) 
2/3 - 1 22: - 1 
2(/3 - ?) 2(2: - /3 )  
2: 
/3 
1+2: 
? 0 0 
/3 -?  2: 0 
2/3 - 1 22: - 1 
2(/3 - 2:) 2(2: -- fl) 2: , (5) 
A - 1/6 62: 2 -  1 A + 1/3 
/3 - -?  6(2:--/3)(7 - /3  + 1) (2:- /3 + 1) 
where A =2:/3 - (2:+/3)/2 and/3 =32:(-42:2 + 2? + 1), given that ? #/3 - 1, 2: #/3, 2: # (1 + l /x/3)/2 
(see also Norsett [1]); 
? 0 
/3 - 2: 2: (6) 
2fl - 1 2? - 1 
2(/3 -- 2:) 2(2: --/3) 
and 
2: 0 0 
/3-2:  2: 0 
2/3 - 1 22: - 1 0 
2(/3 - 2:) 2(2: - /3 )  
A B C 
( /3 - -2 : ) (1- -? )  (7- - /3) (1- - /3)  (1--2:)(1-- /3)  
, (7) 
where A =13/2 -1 /6 ,  B=y/2 -1 /6 ,  C=2: /3 f i - (2 :+/3) /2+1/3  and /3=2:(62: 2-82:+3) /  
(62:2 - 42: + 1), given that 2: # 13 # 1, 2: # (1 + 1/~/3)/2. 
Note that for this choice, 
K~ ~) =f ,+ I. 
For  both pairs the basic methods (4) & (6) are of order 2 and are A-stable for 2: ~ [1/4, oo) [7]. 
Whereas, the embedding D IRK methods (5) & (7) are of  order 3. 
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The DIRK pair (6) & (7) was tested extensively in AI-Rabeh [7] for 7 = 0.26. On the other hand, 
the DIRK pair (4) & (5) was tested by Norsett [1] and AI-Rabeh [7] taking 7 = 1 -~/2/2.  
It is worth noting that for the latter DIRK pair the local truncation error is estimated through 
the addition of an explicit stage as opposed to the more traditional implicit stage in the former 
pair. This is suggested by A1-Rabeh [5, 7] and Norsett and Thomsen [15]. Note that for the 
embedding method (7) the local stability function is not bounded uninformly in 2h when applied 
to y' = 2h. However, in our implementation of the DIRK pair (6) & (7) the embedding method 
is used for error estimation only. The algorithm continues the integration with the solution 
produced by the basic embedded method which is A-stable provided 7 e [1/4, oo). Consequently, 
the stability properties of the algorithm are those of the embedded rather than the embedding 
DIRK method. Extensive testing in AI-Rabeh [7] supports this view. An analogous argument in 
the case of linear multistep methods is the Milne device, see Henrici [16]. On the other hand, it 
is certainly true that local extrapolation is not possible. Alternatively, the pair (4) & (5) may be 
selected as the basis for the variable parameter algorithm coupled with local extrapolation. Note 
that a number of popular explicit Runge-Kutta codes use local extrapolation [17]. 
Consider applying the two-stage DIRK method (6) to the system of equations (1) then typically 
at each integration step we are required to solve linear systems of the form, 
( I -Th J ) z i j=r  U, i=1,2 ,  j= l ,2  . . . . .  (8) 
Now if h is changed to h', then a typical approach is to compute a new iteration matrix where 
the Jacobian is not necessarily re-evaluated. Consequently, a new LU-factorization is required. 
Suppose 7 is allowed to vary with h, such that 
7h = 7'h', (9) 
where 7' is the new value of the diagonal elements 7, then provided J is kept constant, he iteration 
matrix remains unchanged, this may well produce a significant saving in the linear algebra. We 
expect hat ensuring the desired stability properties will limit the range of variation of y, hence the 
application of expression (9) will be restricted. 
In order to assess the potential of this idea, we consider the implementation f the pair of DIRK 
methods given by (6) & (7). Note that requiring distinct quadrature nodes implies that, 
~, ¢ (1/3, 1/2, 1 -T- w/2/2, 1). (10) 
Since we cannot have 7 = 1 -x/~/2,  therefore inequality (10) implies that there is no L-stable 
method among the one parameter family of DIRK methods (6) [7]. It is further remarked that the 
value (1 + 1/x~)/2 is also excluded, because it makes method (6) of order 3, which is the order 
of the embedding method (7), thus the error estimation mechanism breaks down. 
It is constructive to examine the principal ocal truncation error for the basic DIRK method (6): 
PLTE  = (d, {2f }2 + d2 {f2})h3, (11) 
where {2f}2, and {f2} are the elementary differentials. Direct computations yield 
d~=-72+7-1 /6  and d2=dl (372-4~+1) / (672-47+l ) .  
Following Shampine [17] we compute the following measure of the size of the truncation error 
coefficients, namely 
T = (d~ + d~) ~/2. (12) 
See Figs 1 and 2. 
For a variable parameter DIRK code based on the pair (6) & (7) to be feasible, it is imperative 
that the DIRK pair in question performs reasonably well for large segments of the range of 
variation of 7. To test this assertion, the fixed formula code DIRKA, described in AI-Rabeh [7], 
is tested using different values of the free parameter 7.The algorithm is run on the problems listed 
in Section 3. The results for test problem B are displayed in Table 1 and Fig. 3. The numerical 
results indicate that: 
(i) as expected, the performance of the code was worst, as far as cost, near 7 = 1/2. 
One plausible xplanation is that the principal error constants attain their near 
maximum values near 7 = 1/2, see Fig. 
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Table 1. Problem B for various values of 7, TOL = 10 -4 
7 Time FEV/JEV/MIV NIS/NRS AGE/MGE a 
0.256 0.219 337/10/28 73 /2  0.153/1.680 
0.30 0.247 394/12/30 88 /3  0.250/2.864 
0.35 0.252 414/10/29 88/1 0.41/4.227 
0.40 0.271 460/9/28 99/0 0.4/4.12 
0.45 0.307 532/9/27 122/0 0.384/5.08 
0.55 0.282 493/7/26 103/0 0.5/5.008 
0.65 0.264 444/9/30 92/1 0.447/4.55 
0.75 0.215 334/12/31 64/1 0.303/3.23 
0.80 0.184 273/13/32 50/0 0.62/11.68 
0.85 0.239 399/12/33 73/1 0.22/4.76 
0.90 0.267 456/12/32 88 /1  0.398/6.306 
aMGE and AGE are measured in units of TOL. 
(ii) The values near 7 = (1 + 1/x/~)/2 result in cost reduction. However, the error 
estimator is less reliable as the basic method becomes nearly third order. 
It is concluded that in order, to develop a variable DIRK formula code based on the pair (6) & (7) 
it is necessary to restrict the range of variation of 7 appropriately. 
3. COMPUTATIONAL ASPECTS AND NUMERICAL  RESULTS 
In this section we discuss the implementation of the variable formula algorithm called VDIRKA. 
VDIRKA is based on the DIRK pair (6) & (7) where 7 is allowed to vary such that, 
1 /4~<7<1 and 17-s ,1>0.05 ,  i=1(1)5 .  (13) 
Where S = [s,] = [1/3, 1/2, 1 - x/~/2, (1 + 1/x/~)/2, 1.0]. 
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Table 2. Fixed parameter algorithm DIRKA with ~, = 0.26 
TOL Prob Time FEV/JEV/MIV NIS/NRS AGE' MGE b 
A 0.182 221/1/20 73/0 0.068 1.408 
10_4 B 0.216 337/10/28 73/2 0.153 1.689 
C 0.385 696/13/38 130/6 0.693 19.398 
D 18.922 322/1/21 54/11 - -  0.498~ 
°MGE and AGE are measured in units of TOL. 
bMGE is the global error at x = 5.0. 
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The Jacobian matrix (J) is evaluated numerically. An LU-decomposition of the iteration matrix 
( I -  vhJ) is retained and is updated if: 
(a) h changes; 
(b) the elements of J currently in use, become outdated causing difficulties in 
convergence. 
Note that in case (a) the current J is used to recompute the LU-decomposition of the iteration 
matrix, and only in case (b) is J itself recomputed. To assess the performance of VDIRKA two 
types of measurements are taken, the first reflects cost, the second reflects reliability. The cost 
measurements include CPU time, number of function evaluations (FEV), number of Jacobian 
updates (JEV) and number of matrix inversions (MIV). The number of successful and unsuccessful 
integration steps are recorded (NIS and NRS, respectively). Two measures of reliability are 
included: the first the maximum global error defined by, 
MGE = max[ei, 1 ~< i ~< M]; 
the second is the average global error, defined by 
where 
ei = [I Lv(xi) - y,]/[1 + abs(y(x,))] II. 
][. II is the root mean square norm, M is the total number of successful integration steps and m 
is the dimension of equations (1). Test problems elected are as follows: 
1. Test problem A: problem A4 of Enright et al. [18]. 
2. Test problem B: problem 12 of Krogh [19]. 
3. Test problem C: problem E4 of Enright et al. [18] and Krough [19]. 
4. Test problem D: problem 3 of Enright [20]. 
Numerical results are given in Tables 2 and 3. 
4. CONCLUSION 
This investigation has not been exhaustive. For one thing, the testing of the method chosen here 
has been somewhat limited, for another, there are other DIRK methods which may be appropriate 
for testing, e.g. the DIRK pair (4) & (5), the DIRK pairs of higher order constructed in AI-Rabeh 
Table 3. Variable parameter algorithm VDIRKA 
TOL Prob Time FEV/JEV/MIV/CEV NIS/NRS AGE' MGE b 
A 0.200 259/1/16/11 84/2 0.034 1.018 
10_4 B 0.227 373/10/21/5 73/1 0.304 6.417 
C 0.442 820/16/24/29 148/7 0.73 9.19 
D 13.192 234/1/14/6 39/8 - -  1.461 b
• MGE and AGE are measured in units of TOL. 
bMGE is the global error at x = 5.0. 
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Table 4. A-stable DIRK methods 
q Range of 7 for A-stability 
l 11/2, oo) 
2 [1/4, oo) 
3 [1/3, 1.068581 
4 [0.394, 1.28058] 
[7] and the singly implicit Runge-Kutta methods of Burrage [10]. However, the following remarks 
are made: 
(i) The variable parameter package reduced significantly the number of LU- 
factorizations; for example, reductions of 40 and 28% have been observed for 
problems C and B, respectively. 
(ii) Due to the small size of problems B and C, the overheads associated with 
VDIRKA, such as the evaluation of seven coefficients of the DIRK method with 
every change of the parameter y, played a bigger ole in the overall cost than 
would have been the case had the size of the problems been larger. 
(iii) As the size of the problems increases, the variable formula code VDIRKA 
becomes more competitive, as can be seen from the results for the large 
problem D. 
(iv) In our implementation the variable formula code may not lead to an optimal 
stepsize sequence, because the estimate of the next stepsize is based on the 
estimate of the principal ocal truncation error of the current DIRK formula 
which may not be ideal for the new DIRK formula. This may lead to an increase 
in the number of integration steps. Thus, allowing the DIRK formula to vary 
in the manner described will generally be feasible when the cost of matrix 
factorizations is the dominant factor in the total cost. 
(v) It is worth noting that most stiff codes do restrict changes in the stepsize due 
to the prohibitive cost of matrix factorizations. Such a constraint on the stepsize 
selection strategy reduces the "smoothness" of the dependence of the actual 
error committed by the code in solving a problem on the user specified error 
tolerance. It is generally agreed that such "smoothness" i  a desirable property 
for an ODE code to possess [21]. The stepsize selection strategy of VDIRKA 
does ease restrictions on stepwise change, as it can handle relatively small 
changes in the stepsize inexpensively 
In conclusion, the results for the large problem D are encouraging and fully justify further testing 
of the variable formula concept, as applied to other one-parameter families of DIRK methods and 
the more general, singly implicit Runge-Kutta methods. However, one note of caution is that for 
such methods the range of variation of y is further estricted as the order increases due to a sharp 
reduction in the range of ~ that ensures A-stability see Table 4. 
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