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Geometria differenziale locale delle curve
1 Cammini regolari e semplici, rette tangenti
Cominciamo col richiamare alcune definizioni fondamentali.
Definizione 1.1. Un cammino (continuo) α e` una funzione continua da J a Rn, con J
intervallo chiuso e limitato in R.
Se J = [a, b], α(a) e α(b) (∈ Rn) si chiamano estremi del cammino.
Se α ∈ C1(J ;Rn), si dice che e` un cammino di classe C1.
Pi’ in generale, se α e` di classe Ck (k ∈ N) diremo che e` un cammino di classe Ck.
L’immagine α(J) si chiama sostegno di α.
Definizione 1.2. Sia α : J = [a, b]→ Rn un cammino di classe C1. Diremo che e` regolare se
α′(t) 6= 0 ∀t ∈ J .
Diremo che e` semplice se α|[a,b[ e α|]a,b] sono iniettive.
Definizione 1.3. Sia α : J = [a, b] → Rn un cammino di classe C1 e sia t0 ∈ [a, b], tale che
α′(t0) 6= 0. Chiameremo retta tangente ad α in t0
{x = α(t0) + τα′(t0) : τ ∈ R}.
Osservazione 1.1. Osserviamo che, se t0 ∈ J e α′(t0) = 0,
{x = α(t0) + τα′(t0) : τ ∈ R} = {α(t0)}.
Se α e` regolare, e` quindi possibile definire la retta tangente ad α in corrispondenza di ogni t in
J .
Osservazione 1.2. Se α e` semplice, dati t0, t1 in J = [a, b], α(t0) = α(t1) implica che t0 = t1,
escluso in caso di t0 = a e t1 = b (o viceversa). Si osservi che, nel caso α(t0) = α(t1), con t0 6= t1,
puo’ essere che α′(t0) e α′(t1) siano linearmente indipendenti e che quindi
{x = α(t0) + τα′(t0) : τ ∈ R} 6= {α(t1) + τα′(t1) : τ ∈ R}.
Questa e` la ragione per cui non abbiamo parlato di retta tangente al cammino in un certo punto
del sostegno, bensi’ di retta tangente al cammino in corrispondenza di un certo t del dominio J
del cammino stesso.
Esaminiamo alcuni esempi.
Esempio 1.1. Siano a ∈ R+, b ∈ R. Poniamo α : [0, 2pi]→ R3, α(t) = (a cos(t), a sin(t), bt). Se
b = 0, α ha per sostegno la circonferenza di centro l’origine e raggio a nel piano {(x1, x2, x3) ∈
R3 : x3 = 0}. Viceversa, il sostegno e` cio’ che si chiama un’elica cilindrica. Si osservi che, in
ogni caso, tale sostegno e` contenuto nella superficie cilindrica
{(x1, x2, x3) ∈ R3 : x21 + x22 = a2}.
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Si ha α′(t) = (−a sin(t), a cos(t), b) 6= 0 ∀t ∈ [0, 2pi]. Si tratta dunque di un cammino regolare.
Infine, α e` in ogni caso un cammino semplice: infatti, se b 6= 0, α e` iniettiva. Se invece b = 0,
α(t0) = α(t1) con t0 < t1 solo nel caso t0 = 0 e t1 = 2pi.
Esempio 1.2. Sia α : [−1, 1]→ R2, α(t) = (t|t|, t2). Si verifica facilmente che α e` iniettiva, ed
e` quindi un cammino semplice. Inoltre, α′(t) = (2|t|, 2t) ∀t ∈ [−1, 1], Percio’ α e` di classe C1,
ma non regolare, perche’ α′(0) = 0. Si vede che il sostegno di α e` {(x1, x2) ∈ R2 : −1 ≤ x1 ≤
1, x2 = |x1|}.
Esempio 1.3. Sia α : [−3, 3] → R2, α(t) = (t3 − 4t, t2 − 4). Allora α e` di classe C∞, α′(t) =
(3t2 − 4, 2t) 6= (0, 0) ∀t ∈ [−3, 3]. Quindi α e` regolare. α non e` semplice, essendo α(−2) =
α(2) = (0, 0). Si osservi che α′(−2) = (8,−4), α′(2) = (8, 4). Percio’ la retta tangente per
t = −2 e`
{(8τ,−4τ) ∈ R2 : τ ∈ R} = {(x1, x2) ∈ R2 : x2 = −x1
2
},
mentre la retta tangente per t = −2 e`
{(8τ, 4τ) ∈ R2 : τ ∈ R} = {(x1, x2) ∈ R2 : x2 = x1
2
}.
Ricordiamo adesso la definizione di cammini equivalenti:
Definizione 1.4. Siano α : [a, b]→ Rn e β : [c, d]→ Rn due cammini continui. Essi si dicono
equivalenti se esiste u : [c, d] → [a, b], iniettiva e suriettiva, di classe C1 con u′(s) 6= 0
∀s ∈ [c, d], tale che
β(s) = α(u(s)) ∀s ∈ [c, d].
Il seguente risultato e` di facile verifica:
Proposizione 1.1. Siano α : [a, b]→ Rn e β : [c, d]→ Rn due cammini continui ed equivalenti.
Allora:
(I) β e’ di classe C1 se e solo se lo e’ α.
(II) β e’ regolare se e solo se lo e’ α.
(III) Se α e β sono regolari, s ∈ [c, d] e t0 = u(s0) (s0 ∈ [c, d], t0 ∈ [a, b]) come Definizione
(1.4)), la retta tangente a β in s0 coincide con la retta tangente ad α in t0.
(IV) β e’ semplice se e solo se lo e’ α.
Dimostrazione Ci limitiamo a verificare (II)-(III) e lasciamo al lettore (I) e (IV).
Da β(s) = α(u(s)) segue β′(s) = u′(s)α′(u(s)). Poiche’ u e` una biiezione tra [c, d] e [a, b] e
u′(s) 6= 0 ∀s ∈ [c, d], e` chiaro che β e` regolare se e solo se lo e` α.
Quanto a (III), la retta tangente a β in s0 e`
{β(s0) + σu′(s0)α′(u(s0)) : σ ∈ R},
che coincide con
{α(t0) + τα′(t0) : τ ∈ R}.

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2 Lunghezza di un cammino, cammini con velocita’ unitaria
Ricordiamo ora la definizione di lunghezza di un cammino:
Definizione 2.1. Sia α : [a, b] → Rn un cammino continuo. Chiameremo lunghezza di α e




‖α(tj)− α(tj−1)‖ : k ∈ N, a = t0 < t1 < ... < tk = b}. (2.1)
Diremo che α e` rettificabile se l(α) < +∞.
Sappiamo gia’ che:





Sappiamo gia’ che, se α : [a, b] → Rn e β : [c, d] → Rn sono cammini di classe C1 ed
equivalenti, l(α) = l(β). Infatti, l(α) e l(β) coincidono con gli integrali curvilinei di prima specie
(rispettivamente su α e β) della funzione costante f(x) = 1.
Osserviamo ora che, se α ∈ C1([a, b];Rn) e ‖α′(t)‖ = 1 ∀t ∈ [a, b], il parametro t assume
un preciso significato geometrico: la lunghezza di α|[a,t] e` esattamente t − a. In questo caso,
data la ben nota interpretazione di α′(t) come ”vettore velocita’ ”, parleremo di cammino con
velocita’ unitaria.
Vogliamo ora mostrare che, se α : [a, b]→ Rn e` di classe C1 e regolare, esiste un cammino β
di classe C1 positivamente equivalente ad α e con velocita’ unitaria:
Teorema 2.2. Sia α : [a, b] → Rn e` di classe C1 e regolare. Allora esiste un cammino β di
classe C1 positivamente equivalente ad α e con velocita’ unitaria.
Dimostrazione Poniamo l : [a, b]→ R, l(t) := ∫ ta ‖α′(τ)‖dτ . Per il teorema fondamentale del
calcolo integrale, l ∈ C1([a, b]) e l′(t) = ‖α′(t)‖ > 0 ∀t ∈ [a, b]. Si osservi anche che l’immagine
l([a, b]) di l coincide con [0, l(α)]. l e` una biiezione crescente tra [a, b] e [0, l(α)]. Poniamo
u := l−1 ( la funzione inversa di l). Allora u e` una biiezione crescente tra [0, l(α)] e [a, b] e, per
il teorema di derivazione di funzione inversa,
u′(s) = l′(u(s))−1 = ‖α′(u(s))‖−1, ∀s ∈ [0, l(α)].
Sia β : [0, l(α)] → Rn, β(s) = α(u(s)). Allora β e` positivamente equivalente ad α e, se s ∈
[0, l(α)],
β′(s) = u′(s)α′(u(s)) = ‖α′(u(s))‖−1α′(u(s)).
Dunque ‖β′(s)‖ = 1 ∀s ∈ [0, l(α)].

Consideriamo ora un cammino α : [a, b]→ Rn, regolare, di classe C2 e con velocita’ unitaria.
Osserviamo che, da ‖α′(s)‖2 = α′(s) · α′(s) = 1 ∀s ∈ [a, b] segue, derivando, che
α′(s) · α′′(s) = 0, ∀s ∈ [a, b],
vale a dire, che i vettori α′(s) e α′′(s) sono ortogonali. Diamo allora le seguenti definizioni:
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Definizione 2.2. Sia α : [a, b] → Rn, regolare, di classe C2 e con velocita’ unitaria. Sia poi
s0 ∈ [a, b]. Poniamo
κ(s0) := ‖α′′(s0)‖.
Chiameremo κ(s0) la curvatura di α in s0.
Se κ(s0) 6= 0, poniamo
N(s0) := κ(s0)
−1α′′(s0) = ‖α′′(s0)‖−1α′′(s0).
Chiameremo N(s0) il versore normale principale ad α in s0.
La definizione di curvatura e` giustificata dal seguente semplice risultato:
Proposizione 2.1. Sia α : [a, b] → Rn di classe C2 e con velocita’ unitaria. Sia poi κ(s) = 0
∀s ∈ [a, b]. Allora esiste un vettore unitario v in Rn tale che
α(s) = α(a) + (s− a)v, ∀s ∈ [a, b].
Dunque, il sostegno di α e’ un segmento in Rn.
Dimostrazione Si ha α′′(s) = 0 ∀s ∈ [a, b]. Dunque, α′(s) = v (costante) per ogni s in [a, b].
Avendo α velocita’ unitaria, deve essere ‖v‖ = 1. Deve percio’ essere, per qualche c in Rn,
α(s) = sv + c = (s− a)v + av + c, ∀s ∈ [a, b].
Prendendo s = a, si ottiene subito av + c = α(s0).

Esempio 2.1. Siano (x1, x2) ∈ R2 e α : [0, 2pi] → R2, α(t) = (x1 + r cos(t), x2 + r sin(t)), con





Allora l e` una biiezione crescente tra [0, 2pi] e [0, l(α)] = [0, 2pir]. Poniamo u : 0, 2pir]→ [0, 2pi],
u(s) = l−1(s) = r−1s. Allora β = α ◦ u e` un cammino positivamente equivalente ad α con
velocita’ unitaria. Si ha dunque
β : [0, 2pir]→ R2,
β(s) = α(r−1s) = (x1 + r cos(r−1s), x2 + r sin(r−1s)),
da cui β′(s) = (− sin(r−1s), cos(r−1s)), β′′(s) = (−r−1 cos(r−1s),−r−1 sin(r−1s)). Quindi
κ(s) = r−1 e N(s) = (− cos(r−1s),− sin(r−1s)). Percio’ la curvatura di β e` l’inverso molti-
plicativo del raggio r.
Definizione 2.3. Sia α ∈ C2([a, b];Rn) un cammino con velocita’ unitaria. Sia s0 ∈ [a, b] tale
che α′(s0) e α′′(s0) siano linearmente indipendenti. Chiamiamo piano osculatore ad α in s0
{α(s0) + xα′(s0) + yα′′(s0) : x, y ∈ R}.
Osservazione 2.1. Possiamo pensare al piano osculatore a α in s0 come al piano che ”meglio
approssima localmente, vicino a s0, α. Infatti, lo sviluppo di Taylor di α con punto iniziale s0 e`




α′′(s0) + o((s− s0))2 (s→ s0)




′′(s0) per ogni s ∈ R.
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Lemma 2.3. Siano v, w ∈ Rn, con v · w = 0. Allora v e w sono linearmente indipendenti se e
solo se v 6= 0 e w 6= 0.
Dimostrazione Il ”solo se” e` chiaro. Siano, viceversa, v 6= 0 e w 6= 0. Siano a, b reali, tali
che av + bw = 0. Allora
0 = (av + bw) · v = a‖v‖2.
Poiche’ v 6= 0, cio’ implica a = 0. Analogamente si vede che deve essere b = 0.

Osservazione 2.2. In virtu’ del Lemma 2.3, nella Definizione 2.3 si puo’ sostituire la condizione
”α′(s0) e α′′(s0) sono linearmente indipendenti” con la condizione ”α′(s0) 6= O e α′′(s0) 6= O”
ed, essendo ‖α′(s0)‖ = 1, semplicemente con ”α′′(s0) 6= O ”.
Proposizione 2.2. Sia α ∈ C2([a, b];Rn) un cammino con velocita’ unitaria, tale che per ogni s0
in [a, b] α′′(s0) 6= O. Sia pi un piano in Rn contenente il sostegno di α. Allora pi e’ univocamente
determinato e coincide col piano osculatore ad α in s0 per ogni s0 in [a, b].
Dimostrazione nel caso n = 3 Sia pi = {(x1, x2, x3) ∈ R3 : a1x1 + a2x2 + a3x3 = b}, con
a := (a1, a2, a3) 6= (0, 0, 0) e b ∈ R. Allora
a · α(s) = b ∀s ∈ [a, b].
Derivando rispetto a s, otteniamo
a · α′(s) = a · α′′(s) = 0 ∀s ∈ [a, b].
Otteniamo allora che, se s0 ∈ [a, b] e z = α(s0) + ξα′(s0) + ηα′′(s0), con ξ, η ∈ R, a · z = b.
Percio’ pi contiene il piano osculatore pi(s0) ad α in s0. Poiche’ pi e pi(s0) sono entrambi piani,
cio’ implica che debbono coincidere.
.
3 Il prodotto vettoriale in R3
Definizione 3.1. Siano x = (x1, x2, x3), y = (y1, y2, y3). Indichiamo (al solito) con {e1, e2, e3}
la base canonica di R3. Definiamo prodotto vettoriale tra x e y, e indichiamo col simbolo
x ∧ y, il determinante (formale) della matrice x1 x2 x3y1 y2 y3
e1 e2 e3
 . (3.1)
Osservazione 3.1. I determinanti formali delle matrici della forma (3.1) possono essere ma-
nipolati utilizzando le note proprieta’ dei determinanti delle matrici a coefficienti scalari. Nel
caso specifico, sviluppando rispetto alla terza riga, si ottiene
x ∧ y = (x2y3 − x3y2)e1 + (x3y1 − x1y3)e2 + (x1y2 − x2y1)e3
= (x2y3 − x3y2, x3y1 − x1y3, x1y2 − x2y1). (3.2)
Definizione 3.2. Siano x, y, z elementi di R3. Chiamiamo prodotto misto di x, y, z il
numero reale
x ∧ y · z. (3.3)
5
Osservazione 3.2. Nell’espressione (3.3) il prodotto vettoriale ha la precedenza su quello
scalare. Si osservi, per inciso, che y · z e` un numero reale, e quindi la scrittura x ∧ (y · z) e`
priva di senso!
Siano, inoltre, x = (x1, x2, x3), y = (y1, y2, y3),z = (z1, z2, z3). Allora e` facile verificare che il
prodotto misto x ∧ y · z coincide con il determinante della matrice x1 x2 x3y1 y2 y3
z1 z2 z3
 . (3.4)
Vediamo ora le principali proprieta’ del prodotto vettoriale.
Teorema 3.1. Siano x = (x1, x2, x3), y = (y1, y2, y3),z = (z1, z2, z3) elementi di R3, a e b
numeri reali. Allora:
(I) x ∧ y = −y ∧ x;
(II) (ax+ by) ∧ z = a(x ∧ z) + b(y ∧ z), z ∧ (ax+ by) = a(z ∧ x) + b(z ∧ y) ;
(III) x ∧ y = O se e solo se x e y sono linearmente dipendenti;
(IV) x ∧ y · x = x ∧ y · y = 0;




Dimostrazione (I) si ha, per le proprieta’ dei determinanti,
y ∧ x = det




 x1 x2 x3y1 y2 y3
e1 e2 e3

= −x ∧ y.
(II) Ancora per le proprieta’ dei determinanti, si ha
(ax+ by) ∧ z = det




 x1 x2 x3z1 z2 z3
e1 e2 e3
+ b det
 y1 y2 y3z1 z2 z3
e1 e2 e3

= a(x ∧ z) + b(y ∧ z).
Analogamente si prova la seconda identita’ in (II).
(III) Siano x e y linearmente indipendenti. Sia, ad esempio, y = cx con c ∈ R. Allora
x ∧ y = det









in quanto una matrice con due righe uguali ha determinante nullo.
Siano, viceversa, x e y tali che x ∧ y = O. Vogliamo far vedere che sono linearmente
dipendenti. Si osservi, innanzi tutto, che x∧ y · z = 0 ∀z ∈ R3. Scegliamo z non appartenente al
sottospazio di R3 generato da x e y. Cio’ significa che z non e` della forma c1x+ c2y per qualche
scelta di c1 e c2 reali. Il fatto che il sottospazio generato da x e y non esaurisca R3 dipende dal
fatto che tale sottospazio ha dimensione non superiore a 2. Sia allora z come ora dichiarato. Si
ha che
0 = x ∧ y · z
= det
 x1 x2 x3y1 y2 y3
z1 z2 z3
 .
Ora, e` ben noto che, se una matrice ha determinante nullo, le sue righe sono linearmente dipen-
denti. Dunque esistono tre numeri reali c1, c2, c3 non tutti nulli, tali che
c1x+ c2y + c3z = O. (3.6)
Necessariamente deve essere c3 = 0. Infatti, se cosi’ non fosse, da (3.6) ricaveremmo
z = −c−13 (c1x+ c2y), (3.7)
che implicherebbe l’appartenenza di z al sottospazio generato da x e y. Deve percio’ essere
c3 = 0, da cui
c1x+ c2y = O, (3.8)
con c1 e c2 non entrambi nulli. Da cio’ segue che x e y sono linearmente dipendenti.
Lasciamo la (banale) prova di (IV ) al lettore. Ci limitiamo a segnalare che essa segue ancora
dal fatto che una matrice con due righe uguali ha determinante nullo.
Proviamo (V ). Consideriamo, innanzi tutto, il caso ‖x‖ = ‖y‖ = 1. Allora, da (3.2),


















−2(x1x2y1y2 + x1x3y1y3 + x2x3y2y3)










3)− x21y21 − x22y22
−x23y33 − 2(x1x2y1y2 + x1x3y1y3 + x2x3y2y3)
= 1− (x1y1 + x2y2 + x3y3)2
= 1− (x · y)2
= 1− cos2(θ),
con θ definito in (3.5) (ricordiamo che stiamo ancora considerando il caso ‖x‖ = ‖y‖ = 1).
Dunque,
‖x ∧ y‖ =
√
1− cos2(θ) = sin(θ),
in quanto θ ∈ [0, pi], e quindi sin(θ) ≥ 0.
Con cio’, il caso ‖x‖ = ‖y‖ = 1 e` completo. Consideriamo ora il caso generale. Si
ha,utilizzando (II) e il fatto che
‖ x‖x‖‖ = ‖
y
‖y‖‖ = 1,
‖x ∧ y‖ = ‖‖x‖‖y‖( x‖x‖ ∧ y‖y‖)‖
= ‖x‖‖y‖‖ x‖x‖ ∧ y‖y‖‖
= ‖x‖‖y‖ sin(θ).
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Osservazione 3.3. Il punto (IV ) del teorema 3.1 implica che x ∧ y e` normale sia a x, che a y.
Inoltre, trattando del prodotto scalare x · y nel caso x 6= 0 e y 6= 0, osservammo che, se si
consideravano i due vettori applicati di estremi rispettivamente O e (x1, ..., xn), e O e (y1, ..., yn),
allora x · y coincideva con il prodotto delle loro lunghezze moltiplicato per il coseno dell’angolo
θ fra essi compreso. In formule,
x · y = ‖x‖‖y‖ cos(θ),
da cui, prendendo θ ∈ [0, pi], θ e` esattamente il valore definito in (3.5).
Siano ora x, y, z elementi di R3, con x 6= 0, y 6= 0. Poniamo
P := {z + sx+ ty : 0 ≤ s ≤ 1, 0 ≤ t ≤ 1}.
P e` il parallelogramma di vertici z, z + x, z + y, z + x+ y. Si osservi che tale parallelogramma
si riduce a un segmento se x e y sono linearmente dipendenti. Per un ben noto risultato di
geometria elementare, in base al punto (V ) del teorema 3.1 e all’interpretazione di θ, ‖x ∧ y‖
puo’ essere pensato come l’area del parallelogramma P .
4 Le formule di Frenet e il teorema fondamentale della teoria
locale delle curve
Definizione 4.1. Sia α ∈ C2([a, b];R3) un cammino con velocita’ unitaria. Sia s0 ∈ [a, b].
Poniamo
T (s0) := α
′(s0). (4.1)
Se α′′(s0) 6= 0, in modo tale che e’ definito il versore normale principale N(s0), poniamo
B(s0) := T (s0) ∧N(s0). (4.2)
Chiameremo B(s0) versore binormale ad α in s0.
Osservazione 4.1. Poiche’ ‖T (s0)| = ‖N(s0)‖ = 1 e T (s0) · N(s0) = 0, per il teorema 3.1 si
ha
‖B(s0)‖ = 1 (4.3)
Inoltre,
T (s0) ·B(s0) = N(s0) ·B(s0) = 0. (4.4)
Definizione 4.2. Sia α ∈ C2([a, b];R3) un cammino con velocita’ unitaria. Sia s0 ∈ [a, b] tale
che α′′(s0) 6= 0. Allora e` ben definita, per s = s0, la terna (T (s0), N(s0), B(s0)). Chiameremo
tale terna triedro fondamentale di α in s0.
Proposizione 4.1. Sia α ∈ C3([a, b];R3) un cammino con velocita’ unitaria e sia inoltre
α′′(s) 6= 0 ∀s ∈ [a, b] , in modo tale che sia definito per ogni s in [a, b] il triedro fondamentale
(T (s), N(s), B(s)). Allora B ∈ C1([a, b];R3). Inoltre, per ogni s in [a, b] esiste τ(s) ∈ R \ {0}
tale che
B′(s) = τ(s)N(s). (4.5)
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Dimostrazione Poiche’ α e` di classe C3, T = α′ ∈ C2([a, b];R3) e α′′ ∈ C1([a, b];R3). Essendo
k(s) = ‖α′′(s)‖ e α′′(s) 6= 0 ∀s ∈ [a, b], k ∈ C1([a, b]), per cui N = k−1α′′ ∈ C1([a, b];R3). Ne
segue che B = T ∧ N ∈ C1([a, b];R3). Percio’ B′ e` ben definito e sta in C([a, b];R3). Poiche’
‖B(s)‖2 = 1 per ogni s in [a, b], B′(s) · B(s) = 0 per ogni s in [a, b] e quindi B′(s) appartiene
al sottospazio di R3 generato da T (s) e N(s), esistono cioe’ ρ(s) e τ(s) reali e univocamente
determinati (perche’ T (s) e N(s) sono linearmente indipendenti) tali che
B′(s) = ρ(s)T (s) + τ(s)N(s). (4.6)
Da B(s) · T (s) = 0 ∀s ∈ [a, b], segue, derivando,
0 = B′(s) · T (s) +B(s) · T ′(s) = B′(s) · T (s) + k(s)B(s) ·N(s) = B′(s) · T (s).
Da (4.6) segue allora, moltiplicando scalarmente i due membri per T (s),
0 = ρ(s).

Definizione 4.3. Siano soddisfatte le ipotesi della Proposizione 4.1. Chiameremo il numero
reale τ(s) tale che vale (4.5) la torsione di α in s.
Osservazione 4.2. Nelle ipotesi della Proposizione 4.1, poiche’ B′ ∈ C([a, b];R3) e N ∈
C1([a, b];R3), essendo τ(s) = B′(s) ·N(s), τ ∈ C([a, b]).
Intuitivamente, un valore assoluto elevato della torsione indica che il cammino ”si stacca
molto rapidamente dal piano oscillatore”. Vale, in effetti, la seguente
Proposizione 4.2. Sia α ∈ C3([a, b];R3) un cammino con velocita’ unitaria e sia inoltre
α′′(s) 6= 0 ∀s ∈ [a, b] , in modo tale che sia definito per ogni s in [a, b] il triedro fondamentale
(T (s), N(s), B(s)). Allora τ(s) = 0 per ogni s in [a, b] se e solo se esiste un piano contenente il
sostegno di α.
Dimostrazione Supponiamo che il piano
{x ∈ R3 : b · x = c},
con b ∈ R3 \ {0} e c ∈ R, contenga il sostegno di α. Dunque, b · α(s) = c, ∀s ∈ [a, b]. Derivando
rispetto a s, otteniano
b · T (s) = b · α′(s) = b · α′′(s) = k(s)b ·N(s) = 0 ∀s ∈ [a, b].
Poiche’ k(s) > 0 ∀s ∈ [a, b], necessariamente
b · T (s) = b ·N(s) = 0 ∀s ∈ [a, b].
Ora, B(s) appartiene al complemento ortogale V ∗ del sottospazio V di R3 generato da {T (s),
N(s)}. Poiche’ V ha dimensione due, V ∗ ha dimensione uno. B(s) ha norma uno e V ∗ contiene
esattamente due elementi con tale norma: ±‖b‖−1b. Quindi, per ogni s in [c, d] si ha B(s) =
‖b‖−1b o B(s) = −‖b‖−1b. Sia (per esempio) B(a) = ‖b‖−1b. La funzione d(s) := ‖B(s)−B(a)‖
e` continua in [a, b] e a valori in {0, 2}. Per il teorema di Bolzano, la sua immagine e` un intervallo.
Puo’ dunque assumere solo uno dei due valori 0 e 2. Poiche’ d(a) = 0, deve essere d(s) = 0
∀s ∈ [a, b]. Percio’
B(s) = ‖b‖−1b ∀s ∈ [a, b],
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da cui
τ(s)N(s) = B′(s) = 0 ∀s ∈ [a, b].
Ne segue che τ(s) = 0 ∀s ∈ [a, b].
Sia, viceversa, τ(s) = 0 ∀s ∈ [a, b]. Allora B′(s) = 0 ∀s ∈ [a, b], e quindi B(s) = B0 (vettore
costante). Quindi
T (s) ∧N(s) = B0 ∀s ∈ [a, b],
da cui B0 ·α′(s) = 0 ∀s ∈ [a, b]. Ne deduciamo che esiste c ∈ R tale che B0 ·α(s) = c ∀s ∈ [a, b].
Poiche’ B0 6= 0,
{x ∈ R3 : B0 · x = c},
e` un piano in R3.

Nelle Definizioni 2.2) e 4.3 abbiamo introdotto curvatura e torsione per esprimere le derivate
T ′(s) e B′(s). Manca ancora una formula per N ′(s). Premettiamo a tale formula il seguente
Lemma 4.1. Siano u, v, w versori in R3 tali che u · v = 0 e w = u ∧ v. Allora v ∧ w = u.
Dimostrazione Sia U lo spazio vettoriale generato da {v, w}. Tale spazio ha dimensione
due perche’ v e w sono linearmente indipendenti (Lemma 2.3) . Si ha u ∈ U∗, il complemento
ortogonale di U , che ha dimensione uno. D’altra parte, valgono anche v∧w ∈ U∗ e ‖v∧w‖ = 1,
per il Teorema 3.1 (V). Deve percio’ essere v∧w = u o v∧w = −u. Nel secondo caso si avrebbe
−1 = v ∧ w · u = det
 v1 v2 v3w1 w2 w3
u1 u2 u3
 = det
 u1 u2 u3v1 v2 v3
w1 w2 w3
 = u ∧ v · w = w · w = 1.
Deve percio’ essere v ∧ w = u.

Ricaviamo allora la seguente formula:
Proposizione 4.3. Sia α ∈ C3([a, b];R3) un cammino con velocita’ unitaria e sia inoltre
α′′(s) 6= 0 ∀s ∈ [a, b] , in modo tale che sia definito per ogni s in [a, b] il triedro fondamen-
tale (T (s), N(s), B(s)). Allora, ∀s ∈ [a, b],
N ′(s) = −k(s)T (s)− τ(s)B(s).
Dimostrazione Si ha N(s) ∧ T (s) = −B(s). Quindi, dal Lemma 4.1 ricaviamo
N(s) = T (s) ∧ (−B(s)) = B(s) ∧ T (s).
Percio’
N ′(s) = B′(s) ∧ T (s) +B(s) ∧ T ′(s) = τ(s)N(s) ∧ T (s) + κ(s)B(s) ∧N(s)
= −κ(s)N(s) ∧B(s)− τ(s)T (s) ∧N(s)
= −κ(s)T (s)− τ(s)B(s),
applicando ancora il Lemma 4.1.

Possiamo riepilogare la parte principale dei risultati precedenti col seguente
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Teorema 4.2. (Formule di Frenet) Sia α ∈ C3([a, b];R3) un cammino con velocita’ unitaria e
tale che α′′(s) 6= 0 ∀s ∈ [a, b]. Allora, se k, τ : [a, b] → R e T,N,B : [a, b] → R3 sono definite
come nella Definizione 2.2, in (4.1), (4.2), (4.5), si ha, per ogni s in [a, b],
T ′(s) = κ(s)N(s),
N ′(s) = −κ(s)T (s)− τ(s)B(s),
B′(s) = τ(s)N(s).
(4.7)
Esempio 4.1. Consideriamo il cammino
α : [0, 2pi]→ R3,
α(t) = (cos(t), sin(t), ht),
con h ∈ R\{0}, che ha per sostegno un’elica cilindrica.Cominciamo col determinare un cammino
equivalente a α, con velocita’ unitaria. Poniamo
l : [0, 2pi]→ R,
l(t) =
∫ t
0 ‖α′(τ)‖dτ = t
√
1 + h2.
l e` una biiezione crescente tra [0, 2pi] e [0, l(α)] = [0, 2pi
√
1 + h2], con inversa u : [0, 2pi
√
1 + h2]→
[0, 2pi], u(s) = s√
1+h2
. Poniamo
β : [0, 2pi
√
1 + h2]→ R3,



































Il versore normale principale e`
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Teorema 4.3. (Teorema fondamentale della teoria locale delle curve) Siano a, b ∈ R, con a < b,
I un intervallo aperto in R contenente [a, b], s0 ∈ [a, b], κ ∈ C1(I), con κ(s) > 0 per ogni s
in [a, b], τ ∈ C(I), α0 ∈ R3, T0, N0, B0 ∈ R3 tali che ‖T0‖ = ‖N0‖ = ‖B0‖ = 1, T0 · N0 = 0,
B0 = T0 ∧ N0. Allora esiste un unico cammino α appartenente a C3([a, b];R3) con velocita’
unitaria, α′′(s) 6= 0 per ogni s in [a, b], che ha per curvatura κ(s), per torsione τ(s) per ogni s
in [a, b], il cui triedro fondamentale in s0 e’ (T0, N0, B0) e tale che α(s0) = α0.
Dimostrazione Pensiamo a (4.7) come a un sistema di equazioni differenziali ordinarie
nell’incognita X(s) = (T (s), N(s), B(s)), s ∈ I: indichiamo con X = (T,N,B) il generico
elemento in R9 (T,N,B ∈ R3), e poniamo
f : Ω := I × R9 → R9,
f(s, T,N,B) = (κ(s)N,−κ(s)T − τ(s)B, τ(s)N).
Si vede facilmente che f ∈ C(I×R9,R9) ed e’ dotata di derivate parziali prime continue rispetto
alle variabili Tj , Nj , Bj (1 ≤ j ≤ 3). Quindi, per il teorema di Picard, il sistema
X ′(s) = f(s,X(s)),
X(s0) = (T0, N0, B0)
e` dotato di un’unica soluzione massimale X, con dominio un sottointervallo aperto di I. Essendo
il sistema lineare, si puo’ vedere che il dominio di X e’, di fatto, tutto I. Definiamo le tre funzioni
T,N,B secondo
(T (s), N(s), B(s)) := X(s), s ∈ I.
Dunque, T (s0) = T0, N(s0) = N0, B(s0) = B0 e vale (4.7) per ogni s in I. Osserviamo che
T,N,B ∈ C1(I,R3). Da T ′ = κNe κ ∈ C1(I), segue
T ∈ C2(I;R3). (4.8)
Verifichiamo ora che ‖T (s)‖ = ‖N(s)‖ = ‖B(s)‖ = 1, T (s) · N(s) = T (s) · B(s) = N(s) ·
B(s) = 0 ∀s ∈ I. Poniamo u(s) := T (s) · T (s), v(s) := T (s) · N(s), w(s) := T (s) · B(s),
x(s) := N(s) ·N(s), y(s) := N(s) · B(s), z(s) = B(s) · B(s), s ∈ I. Allora, da (4.7) segue, per
s ∈ I, 
u′(s) = 2τ(s)v(s),
v′(s) = −κ(s)u(s) + κ(s)x(s)− τ(s)w(s),
w′(s) = κ(s)y(s) + τ(s)w(s),
x′(s) = −2κ(s)v(s)− 2τ(s)y(s),





u(s0) = x(s0) = z(s0) = 1, v(s0) = w(s0) = y(s0) = 0. (4.10)
Si verifica facilmente che (4.9)-(4.9) costituisce un problema di Cauchy nell’incognita Y (s) =
(u(s), v(s), w(s), x(s), y(s), z(s)) Si verifica subito che a tale problema e` applicabile il teorema di
Picard. Ma si vede subito che la funzione costante Y˜ (s) = (1, 0, 0, 1, 0, 1) e` soluzione massimale
di tale problema. Dunque, deve essere necessariamente
‖T (s)‖2 = ‖N(s)‖2 = ‖B(s)‖2 = 1, T (s) ·N(s) = T (s) ·B(s) = N(s) ·B(s) = 0, ∀s ∈ I.
(4.11)
Di qui segue, con argomenti gia’ visti, che
B(s) = T (s) ∧N(s) ∀s ∈ I. (4.12)
Infatti, T (s) e N(s) sono linearmente indipendenti, essendo ortogonali ed entrambi di norma uni-
taria. Quindi, se U e` il sottospazio di R3 generato da essi, U ha dimensione due. Di conseguenza,
il complemento ortogonale U∗ di U ha dimensione uno. Poiche’ B(s) e T (s)∧N(s) appartengono
entrambi a U∗ e hanno norma unitaria, deve essere necessariamente B(s) = T (s)∧N(s) oppure
B(s) = −T (s) ∧N(s), qualunque sia s in I. Dunque,
f(s) = ‖B(s)− T (s) ∧N(s)‖ ∈ {0, 2}, ∀s ∈ I.
Poiche’ f e` continua, per il teorema di Bolzano f(s) = 0 ∀s ∈ I oppure f(s) = 2 ∀s ∈ I. Essendo
f(s0) = 0, deve valere (4.12).
Costruiamo infine α. Deve essere α′(s) = T (s) ∀s ∈ [a, b], cioe’, α′j(s) = Tj(s) ∀s ∈ [a, b],













Dunque, α ∈ C3([a, b];R3), perche’ T ∈ C2([a, b];R3), α(s0) = α0, α′(s) = T (s) ∀s ∈ [a, b], per
cui α ha velocita’ unitaria. Per s ∈ [a, b],
α′′(s) = T ′(s) = κ(s)N(s).
Quindi N(s) e` il versore normale principale di α in s e la curvatura e` κ(s). Da (4.12), B(s) e` il
versore binormale. Infine, da B′ = τN , segue che τ e` la torsione.
La dimostrazione e` completa.

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