Abstract. In this paper, we consider a 3d cubic focusing nonlinear schrödinger equation (NLS) with slowing decaying potentials. Adopting the variational method of Ibrahim-Masmoudi-Nakanishi [9], we obtain a condition for scattering. It is actually sharp in some sense since the solution will blow up if it's false. The proof of blow-up part relies on the method of Du-Wu-Zhang [4] .
Introduction
In this paper, we consider a 3d cubic focusing NLS with slowly decaying potentials (NLS k ) (1.1)
where u : R × R 3 → C is a complex-valued function, H α = −∆ + V(x) and V(x) = k |x| α with k > 0 and 1 < α ≤ 2. Throughout this paper, we use the symbol V(x) instead of (R  3 ) . Moreover, H α is purely absolutely continuous and has no eigenvalue. Since k > 0, the kernel e −tH α (x, y) of e −tH α satisfies the upper Gaussian estimate [18] i.e., for ∀t > 0, ∀x, y ∈ R 3 , 0 ≤ e −tH α (x, y) ≤ e t∆ (x, y) = (4πt) which implies that Hardy inequality (2.2), Mikhlin multiplier theorem and Littlewood-Paley theory (Bernstein inequalities Lemma 2.6, Littlewood-Paley decomposition Lemma 2.4 and square function estimates Lemma 2.5) associated with H α . Hence it follows from Hardy inequality and Stein complex interpolation that the standard Sobolev norms and the Sobolev norms associated with H α are equivalent (see Lemma 2.1). Recently, Mizutani [16] showed that e −itH α satisfies global-in-time Strichartz estimates for any admissible pairs. Combining the Sobolev norm equivalence and the Strichartz estimates and following the same line of the proof of Theorem 2.15 and Remark 2.16 of [14] yield that (NLS k ) is locally well-posed and scatters in H 1 (R 3 ). Moreover, the H 1 solution u obeys the mass and energy conservation laws:
|u(t, x)| 2 dx = M(u 0 ), (1.4) and
In the case k = 0, Holmer-Roudenko [7] and Duyckaerts-Holmer-Roudenko [5] employed the concentration-compactness approach of Kenig-Merle [11] to obtain sharp criteria between scattering and blow up for (NLS 0 ) in terms of conservation laws ((1.4) and (1.5)) and the ground state Q, which is the unique positive radial exponential decaying solution of the elliptic equation
Fang-Xie-Canzenave [6] and Akahor-Nawa [1] extended the result in [7, 5] to the general power and dimensions. Subsequently, Killip-Murphy-Visan-Zhang [14] established a corresponding sharp threshold between scattering and blow up for (NLS k ) with k > − 1 4 and α = 2. Recently, Miao-Zhang-Zheng [15] used the interaction Morawetz-type estimates and the equivalence of Sobolev norms to prove all solutions scatter for (NLS k ) with k > 0, α = 1 and −|u| p−1 u ( 7 3 < p < 5) in place of |u| 2 u (i.e., nonlinear Schrödinger equation with repulsive Coulomb potential in the defocusing).
The goal of this paper is to extend the sharp scattering criterion in [14] from α = 2 to 1 < α ≤ 2 when k > 0 in some sense. Obviously, for 1 < α < 2, the equation (NLS k ) doesn't enjoy scaling invariant. Therefore, we cannot apply scaling as indicated in [14] to get a critical element ( a minimal blow up solution). Hence, we shall adopt the variational argument based on the work of Ibrahim-Masmoudi-Nakanishi [9] to overcome the difficulty. Recently, the same argument have been applied to the focusing mass-supercritical nonlinear Schrödinger equation with repulsive Dirac delta potential on the real line (see [10] ).
To state our main result, we introduce some notation now. We define the functional S k as where (a, b) satisfies the condition
We define the scaling derivative of S k (ϕ a,b
In particular, when (a, b) = (3, −2),
which is related with the Virial identity of (NLS k ) (4.3) with φ(x) = |x| 2 , and when (a, b) = (3, 0),
We note that, to get existence of minimal blow-up solutions, we need to use the functional I k instead of P k . so that we can apply the linear profile decomposition Lemma 2.12.
The sharp threshold quantity n k are determined by the following minimizing problem
When k = 0, n 0 is positive and is achieved by Q, which is a unique radial solution of (1.6) (see [1] ). The sharp criteria between scattering and blow up as mentioned above can be described by n 0 . We state the results of [7, 5, 6, 1] in terms of n 0 as follows. When k > 0, we prove that n k = n 0 and n k is never attained (see Lemma 3.6) . For succinctness, we next define two subsets of H 1 (R 3 ) as follows: .15) and
Now we state our main result. (ii) If u 0 ∈ N − , then u(t) ∈ N − for any t ∈ (−T min , T max ) and one of the following four statements holds true:
(c) T max = +∞ and there exists a sequence {t n } +∞ n=1 such that t n → +∞ and lim t n ↑+∞ ∇u(t) L 2 = +∞.
(d) T min = +∞ and there exists a sequence {t n } +∞ n=1 such that t n → −∞ and lim t n ↓−∞ ∇u(t) L 2 = +∞.
Here the blow-up result is proved by the method of Du-Wu-Zhang [4] . This present paper is organized as follows. We fix notations at the end of Section 1. In Section 2, as preliminaries, we state some our required lemmas, including Sobolev norm equivalence, Strichartz estimates, stability theory, Littlewood-Paley theory, some limit lemmas between H n α and H ∞ α , linear profile decomposition and nonlinear profiles for |x n | → +∞. In Section 3, using the variational idea of Ibrahim-Masmoudi-Nakanishi [9] , we obtain that if ψ ∈ N + , P k (ψ) and I k (ψ) have the same sign and S k (ψ) is equivalent to ψ H 1 and if ψ ∈ N ± , P k (ψ) has the uniform bounds, which play a vital role to get blow-up and scattering results. In Section 4, using the upper bound of P k (ψ) for ψ ∈ N − and adopting the method of Du-Wu-Zhang [4] , we establish blow-up part of Theorem 1.3. Global part of Theorem 1.3 can be obtained by the lower bound of P k (ψ) for ψ ∈ N + and local well-posedness i of Theorem 1.1. In the last section, we show the scattering part of Theorem 1.3 in two steps. In Step 1, by contradiction, if scattering fails, then a critical element must exist. In Step 2, we utilize lower bound of P k (ψ) for ψ ∈ N + to preclude the critical element. Putting the last two sections together completes the proof of Theorem 1.3.
Notations::
We fix notations used throughout the paper. In what follows, we write A B to signify that there exists a constant c such that A ≤ cB, while we denote A ∼ B when A B A. Given a real number α, α− = α − ǫ for 0 < ǫ ≪ 1. 
And we have the following Hardy type inequality for H α (e.g., see [12] for α = 2).
where 0 < s < 3 and 1 < p < 3 s . Using (2.1) and Stein complex interpolation yields the following Sobolev norm equivalence (see [8] for V ≥ 0 and V ∈ L 3 2 and [19, 12, 15] for α = 2).
Proof. As the heat kernel associated with H α satisfies (1.2), the kernel of Riesz potentials ( 
which, by Hardy-Littlewood-Sobolev inequality, implies that
It suffices to prove that (2.3) with s = 2 and 1 < p < 3 2 holds. Indeed, if it is true, then (2.3) follows from Stein complex interpolation and the L p -boundedness of (1 + H α ) iy with ∀y ∈ R and 1 < p < +∞ (which can be obtained by (1.2) and Sikora-Wright [17] ).
Let χ(x) be a smooth compact supported function such that χ(x) = 1 for |x| ≤ 1 and χ(x) = 0 for |x| ≥ 2. On one hand, using Hölder inequality and Sobolev embedding yields that
On the other hand, using Hölder inequality, (2.1) and (2.4) with s = 2 gives that
Thus, we get (2.3) with s = 2 and 1 < p < Recently, Mizutani [16] 
for some 'error' e. Given u 0 ∈ H 1 (R 3 ) and assume
where
Since Mikhlin multiplier theorem for H α holds, naturally, we have the Littlewood-Paley theory associated with H α (see [12] for α = 2). We first give the definition of Littlewood-Paley projection via the heat kernel as follows: For N ∈ 2 Z ,
We next state Littlewood-Paley decomposition, square function estimate and Bernstein estimates (see [12] for α = 2).
In order to establish linear profile decomposition associated with e −itH α and find a critical element, we apply the argument of [13] to get some convergence results. For convenience, define two operators:
can be regarded as limits of H n α in the following sense (see [13] for α = 2). Lemma 2.7. Let k > 0 and 1 < α < 2. Assume t n →t ∈ R. and {x n }
Proof. Here we only give the proof of (2.21) because the others can be obtained by using the same method of Lemma 3.3 in [13] , where in the proof of (2.18) . It only suffices to prove (2.21) in the case (q, r) = (∞, 2), since the general case can be obtained by interpolating with the end-point Strichartz estimates (i.e., (q, r) = (2, 6)). By density and Strichartz estimates, let ψ be a smooth function with compact support, so that for ∀M > 0,
By the definition of H ∞ α , we consider two cases: |x n | → +∞ and x n →x. For the first case |x n | → +∞, we have
where R is a sufficiently large number that will be chosen later and χ A is a characteristic function on a set A. Hence by Strichartz estimates (2.5) and dispersive estimates (2.23), we find that
where (q, r) = (1, 2) if 1 < α ≤ We note that |x n | ≥ R for n large enough. So for the first part I 1 , R < |x| ∼ |x n |. If |x| ≤ t , then |x n | t . Therefore,
When |t| ≤ 1, it is easy to get
Putting (2.25), (2.26) and (2.27) together gives that I 1 tends to 0 as n approaches +∞, regardless of R > 0.
For the second part I 2 , we consider two subcases: 1 < α ≤ 3 2 and 2) . When |x| ≤ t , using Hölder inequality, we have
It follows from (2.28) and (2.29) that I 2 can be chosen arbitrarily small if we take R sufficiently large. . When |x| ≤ t , using Hölder inequality, we have
It follows from (2.30) and (2.31) that I 2 can be chosen arbitrarily small if we take R sufficiently large. So we get (2.21) in the case |x n | → +∞.
Now we turn to the other case x n →x. Here we obtain that
Hence by Strichartz estimates (2.5), we have
Replacing x n −x by x n and τxψ by ψ, so we can suppose thatx = 0. Hence, for ∀ǫ > 0, |x n | < ǫ when n is large enough. Besides, by Newton-Leibniz formula,
Using Hölder inequality and Strichartz estimates (2.5) yields that
Since ǫ can be chosen arbitrarily,
Thus, we get (2.21) in the case x n →x. 
Using (2.21), Sobolev equivalence Lemma 2.1 and interpolation yields the following convergence (see the same result and the detailed proof for α = 2 in [14] ).
To get the parameters of linear profile decomposition are asymptotically orthogonal, we finally need two weak convergence results Lemma 2.10 and Lemma 2.11. Since they are the direct consequences of Lemma 2.7 and the detailed proof can be found in Lemma 3.8 and Lemma 3.9 for α = 2 in [13] with a small modification by replacingḢ 1 and ∆ with H 1 and 1+∆, respectively, and using the inequality
where the implicit constant is independent of n, we omit their proof here. 
Following the proof of Theorem 6.1 for α = 2 in [14] and using Theorem 1.2, Lemma 2.3, Lemma 2.7 and Lemma 2.9, replacing 1 |x| 2 and homogenous Sobolev spaces with 1 |x| α inhomogeneous Sobolev spaces, respectively, in some appropriate places gives the following lemma on nonlinear profiles when |x n | → +∞.
and the time sequence t n ≡ 0 or t n → ±∞ such that if t n ≡ 0, S 0 (ψ) < n 0 and P 0 (ψ) ≥ 0 (2.48) and if t n → ±∞,
where the space sequence x n satisfies |x n | → +∞. Then taking n large enough, we have that the solution u(t) := NLS k (t)ψ n of (NLS k ) with initial data u 0 = ψ n is global and satisfies
Moreover, for ∀ǫ > 0, there exist a positive number N = N(ǫ) and a smooth compact supported function χ ǫ on R × R 3 satisfying
where the norm
, 90 31 k
Variational characterization
We start with proving the positivity of K a,b k near 0 in the H 1 (R 3 ).
Proof. By the fact that −2V ≤ x · ∇V ≤ 0 and V ≥ 0, we always have that for large enough n
where we have used the Gagliardo-Nirenberg inequality in the line before last and the assumptions lim n→+∞ ∇ϕ n L 2 = 0 and uniform boundedness of ϕ n L 2 in the last line.
Simple computation gives ∇ϕ
So it follows from Lemma 3.1 that for sufficiently small λ < 0,
For brevity, let µ = 2a + b and µ = 2a + 3b. Next we introduce the functional
The lemma shows that the positivity of J 
where ∇ 2 V is Hessian matric of V.
Proof. By simple computations, we have
which imply that (3.3) and (3.4). We conclude the proof. 
In particular, when (a, b) = (3, −2), it is namely n k in (1.14). In fact, we shall show that 
In the following lemma, we shall show a relation between the two minimizers n a,b 0 in (3.5) (i.e., k = 0) and j a,b in (3.7). On the other hand, we review that Q is the positive radial exponential decaying solution of the elliptic equation (1.6), so there exists a constant c such that Q(x) e −c|x| for any x ∈ R 3 (e.g. See Theorem 8.1.1 in [3] . Here we only need the decaying property of Q, not necessarily exponential decaying). Let x n be a sequence satisfying |x n | → +∞. Hence, for any given R > 0, there exists N = N(R) > 0, for any n ≥ N, we have |x n | ≥ 2R. we claim that
For the first part I 1 , when n ≥ N, |x − x n | ≥ |x n | 2 and then
as n tends to +∞. Therefore,
For the second part I 2 , V(x) R −α , which implies that
Combining the above two parts yields that the claim (3.11) holds true. Noticing that x · ∇V = (−α)V, thus we also have 
Taking limit in the above quality and using (3.11) and (3.12) gives the claim (3.13).
Using (3.11) and (3.13) yields that 0 don't depend on the parameters a and b. Therefore, (3.6) holds true. It is known that n 0 is attained by Q. However, the following lemma shows that n k is never attained for any k > 0. Lemma 3.6. n k is never attained for any k > 0.
Proof. Suppose that there exists a ϕ ∈ H 1 (R 3 ) \ {0} such that n k is attained by ϕ. Namely, P k (ϕ) = 0 and S k (ϕ) = n k . As ϕ ∈ H 1 (R 3 ) \ {0}, lim |x|→+∞ ϕ(x) = 0. Following the proof of (3.11), we have
where |x n | → +∞ as n → +∞. Hence, we have
2 dx is positive and tends to zero as n → +∞ and 2
(x · ∇V)|τ x n ϕ| 2 dx is positive and tends to zero as n → +∞.
Therefore, for n sufficiently large, we have
By (3.2), for sufficiently small λ < 0, we have P k ((τ x n ϕ) 3,−2 λ ) > 0, which combined with (3.15) implies that there exists a λ 0 < 0 such that P k ((τ x n ϕ) 3,−2 λ 0 ) = 0. Using Remark 3.3 and (3.16), we get
which is impossible. Thus we complete the proof.
To get the fact that P k (ϕ) in (1.12) and I k (ϕ) in (1.13) have the same sign under the condition
It is easy to see that N Proof. The proof is similar to the one of Lemma 2.9 in [9] (see also Lemma 2.15 in [10] ), so we omit it.
The following lemma shows that for any element ϕ in
Lemma 3.8. Let ϕ ∈ N + , then
Proof. By Lemma 3.7, we have I k (ϕ) ≥ 0, which implies that
which is namely (3.19) . We complete the proof.
Finally, we obtain the corresponding uniform bounds on P k (ϕ) when ϕ ∈ N ± , which plays a vital role in the proof of Theorem 1.3.
where we have used the inequalities x · ∇V and 3x · ∇V + x∇ 2 V x T ≤ 0.
1. If ϕ ∈ N − , then it follows from (3.22) that s ′ (0) = P k (ϕ) < 0 and s ′ (λ) > 0 for sufficiently small λ < 0. Thus, by the continuity of s ′ (λ) = P k (ϕ 3,−2 λ ) in λ, there exists a negative λ 0 < 0 such that
By the definition of n 0 (1.14),
Integrating the inequality (3.23) over [λ 0 , 0] yields that
Thus, we complete the proof of (3.20).
2. If ϕ ∈ N + , we consider two cases: one is
and then we have
that is,
at λ = 0. Also as s ′ (λ) and s ′′ (λ) are continuous, s ′ (λ) decreases as s increases until s ′ (λ 1 ) = 0 for some 0 < λ 1 < +∞ and (3.25) is true over [0,
Integrating the second inequality in (3.25) over [0, λ 1 ], we have
which is
Putting (3.24) and (3.26) together yields (3.21).
Criteria for global well-posedness and blow-up
In this section, we will give the criteria for global well-posedness and blow-up for the solution u of (NLS k ), which are partial results of Theorem 1.3. The proof of blow-up part is based on the argument of [4] . 
Proof. (i) Define
I + = {t ∈ (−T min , T max ) : u(t) ∈ N + }. Obviously, 0 ∈ I + Φ. On one hand, since S k (u(t)) = S k (u 0 ) < n 0 and P k (u(t))
is continuous in t, I
+ is a closed subset of (−T min , T max ). On the other hand, by (3.21), we further obtain that, I
+ is a open subset of (−T min , T max ). Therefore, I + = (−T min , T max ). Namely, for any t ∈ (−T min , T max ), u(t) ∈ N + . It follows form (3.19) that for any t ∈ (−T min , T max ),
So by local well-posedness result (i) of Theorem 1.1, we have (−T min , T max ) = R, which implies that u is global well-posedness and u(t) ∈ N + for any t ∈ R. Thus, we complete the proof of (i).
(ii) Similarly above, we can show that u(t) ∈ N − for any t ∈ (−T min , T max ) by replacing (3.21) with (3.20).
In the sequel, we only consider the positive time because the negative time can be dealt with similarly. If T max < +∞, we naturally have lim t↑T max ∇u(t) L 2 = +∞. If T max = +∞, we shall prove lim t↑+∞ ∇u(t) L 2 = +∞ by contradiction. Assume we have
Consider the localized Virial identity and define
then by straight computations, we obtain that for any φ ∈ C 4 (R 3 ) (e.g., see Proposition 7.1 in [8] )
∇φ · ∇uūdx;
In particular, if φ is a radial function ,
L 2 estimate in the exterior ball Given R ≫ 1, which will be determined later. Take φ in (4.1) such that
By (4.2) and Hölder inequality, there holds that
So for given η 0 > 0, if
Localized Virial identity I ′′ (t) can be rewritten as
At this stage, we choose another radial function φ such that
it is easy to see that suppχ ⊂ [R, ∞). So by GagliardoNirenberg inequality
.
By the properties of φ,
. Finally, by x · ∇V ≤ 0, and we obtain R 3 ≤ 0.
Putting all the above estimates together, there holds that for R ≫ 1,
whereC > 0 depending on M(u 0 ) and C 0 .
Using (4.4) and (4.7) yields that t ≤ T := η 0 R/(4M(u 0 )C 0 ),
). As u(t) ∈ N − , it follows from (3.20) that there exists 
Hence for T = η 0 R/(4M(u 0 )C 0 ), we obtain that
where the constant
is independent of R.
At the same time, we note that
In fact,
Similarly, we obtain the second estimate and then prove (4.10).
Putting (4.9) with (4.10) together and choosing R sufficiently enough, we find that
which is impossible since I ≥ 0. Thus, we conclude the proof of blow-up part.
Scattering result
In this section, we shall show the remaining part of Theorem 1.3. In the previous section, we have obtained that the solution u(t) of (NLS k ) is global and belongs to N + if u 0 ∈ N + . To get scattering result, by (iv) of Theorem 1.1, it's enough to get (1.3) . To this end, we introduce a definition.
Definition 5.1. We say that S C(u 0 ) holds if for u 0 ∈ H 1 (R 3 ) satisfying u 0 ∈ N + , the corresponding global solution u of (NLS k ) satisfies (1.3).
We first note that for u 0 ∈ N + , there exists δ > 0 such that if S k (u 0 ) < δ, then (1.3) holds. In fact, by (3.19) , u 0 H 1 S k (u 0 ). Therefore, by (ii) of Theorem 1.1, taking δ > 0 sufficiently small gives (1.3). Now for each δ > 0, we define the set S δ as follows:
We also define
Hence, 0 < n c ≤ n 0 . Next we shall prove that n c < n 0 is impossible, which implies that n c = n 0 . Thus, we assume now n c < n 0 . By the definition of n c , we can find a sequence of solutions u n of (NLS k ) with initial data φ n ∈ N + such that S k (φ n ) → n c and
In the subsequent subsection, our goal is to prove the existence of critical element u c ∈ H 1 (R 3 ), which is a global solution of (NLS k ) with initial data u c,0 such that S k (u c,0 ) = n c , u c,0 ∈ N + and S C(u c,0 ) does not hold. Moreover, we prove that if u c L
Before showing the existence and compactness of critical element u c , we need a lemma related with the linear profile decomposition Lemma 2.12.
Lemma 5.2. Let M ∈ N and ψ j ∈ H 1 (R 3 ) for any 0 ≤ j ≤ M. Suppose that there exist some δ > 0 and ǫ > 0 with 2ǫ < δ such that
Proof. Suppose that for some 0
3,0 λ > 0 for sufficiently small λ < 0. Thus, by continuity of I k (ψ l ) 3 ,0 λ in λ, there exists
By the nonnegativity of J 3,0 k (ψ j ) for any 0 ≤ j ≤ M and 2ǫ < δ, we have
which is impossible. Hence, for each 0 ≤ j ≤ M, we obtain 
that is, ψ 1 satisfies the condition (2.49). Using Theorem 2.13 yields that the solution NLS k (t)ψ 1 n of (NLS k ) with initial data ψ 1 n is global and satisfies
We know that W
Using Lemma 2.3 again, we obtain u n L
For the other case t 
= 0 by (ii) of Theorem 1.1. Thus, we obtain that (5.8) holds true.
Next we turn to the other situation that equality doesn't hold in the last inequality of (5.5) for any 1 ≤ j ≤ M. So for each 1 ≤ j ≤ M and ψ j n ∈ N + , there exists δ = δ j > 0 such that
We shall use ψ j n to constitute approximate solutions of u n under three cases: |x For some j such that x j n ≡ 0 and t j n ≡ 0, we apply ψ j ∈ N + to constitute a global solution v j n (t) := NLS k (t)ψ j of (NLS k ) with initial data ψ j .
For some j such that x Using the same argument of Lemma 7.3 in [14] and replacing H α and homogeneous fractional operator (e.g., |∇| Finally, we consider precompactness of K in H 1 . We recall that u c satisfies the following properties:
S k (u c (t)) = n c , u c (t) ∈ N + for ∀t ∈ R and u c L In particular, for any time sequence {t n } +∞ n=1 , the sequence {u c (t n )} +∞ n=1 also satisfies S k (u c (t n )) = n c , u c (t n ) ∈ N + for ∀t ∈ R and u c L Hence, regarding u c (t n ) as the foregoing φ n and noting that the fact φ n converges ψ 1 in H 1 yieds that K is precompact in H 1 . Thus, we complete the whole proof. 
which means that u c (t n → 0 inḢ 1 . However, {u c (t n )} +∞ n=1 is precompact in H 1 . Hence, there exists a subsequence (still denoted by itself) u c (t n ) → 0 in H 1 . As u c (t n ) ∈ N + , by (3.19) , n c = lim n→+∞ S k (u c (t n )) = 0, which is impossible. Now we use localized Virial identities (4.2) and (4.5) only with u c in place of u again, where we still choose the radial function φ satisfying (4.6). For R 1 , R 2 , R 3 and R 4 in (4.5), by (5.15), we have 
I
′′ (t) ≥ δ 0 , which means that lim t→+∞ I ′ (t) = +∞. However, it is impossible since I ′ (t) is bounded. In fact, by (4.2), |I ′ (t)| R.
Thus, we complete the proof of scattering part of Theorem 1.3.
