Singular systems with index one arise in many applications, such as Markov chain modelling. In this paper, we use the group inverse to characterize the convergence and quotient convergence properties of stationary iterative schemes for solving consistent singular linear systems when the index of the coefficient matrix equals one. We give necessary and sufficient conditions for the convergence of stationary iterative methods for such problems. Next we show that for the stationary iterative method, the convergence and the quotient convergence are equivalent.
Introduction
Consider a singular linear system of equations of the form [1, 7, 11, 20, 26, 30] Ax = b, (1.1) where A ∈ C n×n , x, b ∈ C n . Here we assume further that the system is consistent, i.e., that b ∈ R(A), where R(A) is the range space of A.
In this paper, we consider the case of A with index one, i.e., Ind(A) = 1. Recall that Ind(A) is the smallest non-negative integer k such that rank(A k ) = rank(A k+1 ), equivalently, it is the dimension of the largest Jordan block of A with eigenvalue zero. Singular systems with index one arise naturally in Markov chain modelling [1, [14] [15] [16] [17] . For an m-state chain of order n whose transition matrix is T , we will be primarily concerned with the matrix A = I − T . It is well-known that for every transition matrix T , we have Ind(A) = 1 [4, 19] .
We introduce a very important concept of group inverse which is used throughout this paper. For a matrix A with index one, the group inverse of A is the unique matrix A # that satisfies the equations [1, 4, 23 ]
The group inverse plays a large role in the study of Markov chain [4] , since for an m-state chain with transition matrix T , virtually everything that one wants to know about a chain can be extracted from A = I − T and its group inverse.
An important property of group inverse is that it is an "equation-solving inverse". To be precise, A # b is a solution of the consistent linear system with index one. Further, we will show that x = A # b is the unique minimum "S-norm" solution [25] . Given the spectral norm · and the nonsingular matrix S, the S-norm of a vector b and a matrix A can be defined by [24] 
If the Jordan canonical form of A is given by
where S and D are nonsingular matrices, then the group inverse can be represented explicitly as
and the group inverse solution x = A # b satisfies [27] x S = min{ z S : Az = b}.
In this paper, we study properties of convergence and quotient convergence of iterative methods for solving consistent linear systems with index one. Generally, stationary linear iterative methods for solving (1.1) of the form
where B is a complex matrix of order n. For this reason B is commonly called the iteration matrix of the method. In many cases, iterative methods of the form (1.2) are obtained by reducing the original system (1.1) to a fixed point system [9] 
Let M ∈ C n×n and Ind(M) = 1. Taking Q = M as the possible preconditioning matrix, the iteration matrix B and the vector c of (1.2) are
The iterative scheme (1.2) can now be rewritten as
Before studying the convergent properties, we recall the classical concept of convergence of a iterative method (1.6). [22] , Young [29] , Ortega and Rheinboldt [18] , Mangasarian [12] and Vandergraft [21] ).
In the case where (1.1) is consistent and A is a singular system, Keller [10] gave conditions under which the iteration While discussing the properties of iterative methods for solving singular linear systems, the concept of quotient convergence is sometimes referred, which is less stringent than the definition of convergence. Denote by N(A) the null space of A, and
It is a standard quotient property that x − y ∈ N(A) if and only if
Definition 1.2 [2, 13] . Let ϕ * * be a solution to (1.1). If, for any initial vector x 0 ∈ C n , the iteration sequence
Using Definition 1.2, we can get different equivalent definitions of quotient convergence by defining different norms in quotient space C n |N(A), or equivalently, by constructing different isometric isomorphisms between C n |N(A) and certain linear space. Now we see two typical examples.
The first equivalent definition is with the use of Moore-Penrose inverse. Let A † be the MoorePenrose inverse of A, then Q ≡ A † A is an orthogonal projection onto N(A) ⊥ , the orthogonal complement of the null space N(A) of A. We know that x * * = A † b is the least spectral norm solution of the singular linear system (1.1) [1, 4, 13] and then all solutions of (1.1) belong to a unique equivalent class [x * * ]. Construct a mapping P from C n |N(A) to N(A) ⊥ :
It is easy to verify that P is an isomorphic mapping between C n |N(A) and N(A) ⊥ . If we further define the inner product in quotient space C n |N(A):
where (x, y) is inner product in C n and the norm
We can see that the above isomorphic mapping is also isometric. Thus, we get an equivalent definition of quotient convergence. Definition 1.3 [2, 13] . If, for any initial vector x 0 ∈ C n , the iteration sequence {Qx k } ∞ 0 produced by iterative method (1.6), where Q = A † A, converges to the least spectral norm solution x * * , as k → ∞, then iterative method (1.6) is called quotient convergent.
For the singular linear systems with index one, we can get another equivalent definition of quotient convergence via group inverse. Let Ind(A) = 1 and A # be the group inverse of A.
and further define
where (x, y) is inner product in C n . We can also prove that P is an isometric isomorphism between C n |N(A) and R(A) [6] . Then we can immediately give another equivalent definition of quotient convergence. Definition 1.4 [6] . Assume Ind(A) = 1 and let P = A # A. If, for any initial vector x 0 ∈ C n , the iteration sequence {P x k } ∞ 0 given by iterative method (1.6) converges to the x * * ≡ A # b, as k → ∞, then iterative method (1.6) is called quotient convergent.
Next in Section 2, we give a convergence criteria of stationary iterative scheme (1.6) for solving singular linear systems of index one. We present a sufficient and necessary condition. In last section, we will show that for the stationary iterative method (1.6), the convergence and the quotient convergence are equivalent. Our results extends previous work in [6] .
Convergence criteria
For a matrix B ∈ C n×n , let ν(B) be the pseudo-spectral radius of B, that is
where σ (B) is the set of the eigenvalues of matrix B.
It is well-known that the power of a square matrix B converges to the limit matrix B ∞ = 0, if and only if the spectral radius ρ(B) is less than one. For the more general case B ∞ / = 0 we refer to a classical result from the literature. 
Then the range of limit matrix B ∞ satisfies

R(B ∞ ) = N(I − B).
Proof. From Lemma 2.1, if B is semi-convergent, then there exists a nonsingular matrix S such that
where ρ( B) = ν(B) < 1. Then
2)
. From (2.3) and (2.4), we have
Now we complete the proof.
Next we consider the iterative scheme (1.6) for solving singular linear system (1.1) with index one. It is easy to obtain that every solution x (of which at least one exists, e.g.,
Define the kth error vector:
Then it follows that
where B = I − M # A is the iteration matrix. Then the iterative scheme (1.6) converges to a solution of (1.1) if and only if B k e (0) converges to a vector in N(A) for arbitrary initial error vector e (0) , equivalently, B = I − M # A is semi-convergent and the limit matrix satisfies R(B ∞ ) ⊆ N(A). Now together with Lemma 2.2, we immediately obtain the necessary and sufficient condition for the iterative scheme (1.6) to converge to a solution of (1.1) as follows.
Theorem 2.1. Assume M ∈ C n×n and Ind(M) = 1. The stationary linear iterative scheme
is convergent if and only if the following three conditions are fulfilled:
(a) ν(B) < 1; (b) Ind(I − B) 1; (c) N(M # A) = N(A).
Equivalence theorem
In this section, we consider the relationship between the convergence and the quotient convergence. Our result extends the work of [6] , replacing M −1 with M # .
Theorem 3.1. Assume M ∈ C
n×n and Ind(M) = 1. For the stationary linear iterative scheme
the convergence and the quotient convergence are equivalent.
Proof. Obviously, we only need to show that for the stationary iterative method (1.6), the quotient convergence implies convergence. 1) i.e., x (k) = x * * + B k e (0) . Assume the stationary iterative method (1.6) is quotient. The iterative scheme can be rewritten as
We first prove that the quotient convergence implies
With this x (0) , the iterative scheme (1.6) gives an iteration sequence {x (k) } ∞ 0 in which
and
which conflicts with the assumption of quotient convergence of (1.6). Thus, we have
The stationary iterative method (1.6) is quotient convergent if and only if
where P ≡ A # A. It is easy to see that B = I − M # A is the identity on N(A). Hence (3.2) is equivalent to
i.e.,
Since Ind(A) = 1, there exists a nonsingular matrix S such that [1, 4, 23 ]
where C is nonsingular.
, then we have
Since P = A # A is an oblique projection, then there exists a nonsingular matrix S such that
If Ind(I − B) > 1, then we have 1 ∈ λ(R 22 ), which contracts with the quotient convergence because
Then Ind(I − B) = 1 and thus there exists a nonsingular matrix S such that
Hence 
From the above equation, it is easy to know that
Then from Theorem 2.1, we can complete the proof.
Applying Theorem 3.1, we can obtain the following corollary. 
is convergent if and only if
r (k) = Ax (k) − b → 0 (k → ∞), for any x (0) ∈ C n .
Numerical examples
In this section, we give two simple examples of singular matrices with index one, and illustrate the convergence of their general stationary iteration matrices. 
If the submatrix of S with deleting its last row and the last column is nonsingular, then rank(S) = n − 1 and S is index one. Take A = S (1, 2, . . . , n − 1), and choose M (its (n − 1) × (n − 1) submatrix is Circulant matrix) as 
If wet take n = 1000, by the Fast Fourier Transform of the circulant matrix [5] and [28, Theorem 1], we can obtain the group inverse M # quickly and T = I − M # A has only one eigenvalue 1 and ν(T ) = 0.000002, so T is semi-convergent. with periodic boundary conditions and taking mesh size h = 1 n (cf. [31] ). A is index one. We can choose M as: the last column are zeros and the rest are the same as that of A.
Take n = 64, we find that T = I − M # A has only one eigenvalue 1 and the other eigenvalues are zeros, so T is semi-convergent.
