Abstract. Three methods for combining multiple clustering systems are presented and evaluated, focusing on the problem of finding the correspondence between clusters of different systems. In this work, the clusters of individual systems are represented in a common space and their correspondence estimated by either "clustering clusters" or with Singular Value Decomposition. The approaches are evaluated for the task of topic discovery on three major corpora and eight different clustering algorithms and it is shown experimentally that combination schemes almost always offer gains compared to single systems, but gains from using a combination scheme depend on the underlying clustering systems.
Introduction
Clustering has an important role in a number of diverse fields, such as genomics [1] , lexical semantics [2] , information retrieval [3] and automatic speech recognition [4] , to name a few. A number of different clustering approaches have been suggested [5] such as agglomerative clustering, mixture densities and graph partitioning. Most clustering methods focus on individual criteria or models and do not address issues of combining multiple different systems. The problem of combining multiple clustering systems is analogous to the classifier combination problem, that has received increased attention over the last years [6] . Unlike the classifier combination problem, though, the correspondence between clusters of different systems is unknown. For example, consider two clustering systems applied to nine data points and clustered in three groups. System A's output is o A = [1, 1, 2, 3, 2, 2, 1, 3, 3] and system B's output is o B = [2, 2, 3, 1, 1, 3, 2, 1, 1], where the i-th element of o is the group to which data point i is assigned. Although the two systems appear to be making different decisions, they are in fact very similar. Cluster 1 of system A and cluster 2 of system B are identical, and cluster 2 of system A and cluster 3 of system B agree 2 out of 3 times, as cluster 3 of system A and cluster 1 of system B. If the correspondence problem is solved then a number of system combination schemes can be applied.
Finding the optimum correspondence requires a criterion and a method for optimization. The criterion used here is maximum agreement, i.e. find the correspondence where clusters of different systems make the maximum number of the same decisions. Second, we must optimize the selected criterion. Even if we assume a 0 or 1 correspondence between clusters with only two systems of M topics each, a brute-force approach would require the evaluation of M ! possible solutions. In this work, three novel methods are presented for determining the correspondence of clusters and combining them. Two of the three methods are formulated and solved with linear optimization and the third uses singular value decomposition.
Another contribution of this work is the empirical result that the combination schemes are not independent of the underlying clustering systems. Most of the past work has focused on combining systems generated from a single clustering algorithm (using resampling or different initial conditions), usually k-means. In this work, we experimentally show that the relative gains of applying a combination scheme are not the same across eight different clustering algorithms. For example, although the mixture of multinomials was one of the worse performing clustering algorithms, it is shown that when different runs were combined it achieved the best performance of all eight clustering algorithms in two out of three corpora. The results suggest that an algorithm should not be evaluated solely on the basis of its individual performance, but also on the combination of multiple runs.
Related Work
Combining multiple clustering systems has recently attracted the interest of several researchers in the machine learning community. In [7] , three different approaches for combining clusters based on graph-partitioning are proposed and evaluated. The first approach avoids the correspondence problem by defining a pairwise similarity matrix between data points. Each system is represented by a D × D matrix (D is the total number of observations) where the (i, j) position is either 1 if observations i and j belong to the same cluster and 0 otherwise. The average of all matrices is used as the input to a final similarity-based clustering algorithm. The core of this idea also appears in [8] [9] [10] [11] [12] . A disadvantage of this approach is that it has quadratic memory and computational requirements. Even by exploiting the fact that each of the D × D matrices is symmetric and sparse, this approach is impractical for high D.
The second approach taken in [7] , is that of a hypergraph cutting problem. Each one of the clusters of each system is assumed to be a hyperedge in a hypergraph. The problem of finding consensus among systems is formulated as partitioning a hypergraph by cutting a minimum number of hyperedges. This approach is linear with the number of data points, but requires fairly balanced data sets and all hyperedges having the same weight. A similar approach is presented in [13] , where each data point is represented with a set of meta-features. Each meta-feature is the cluster membership for each system, and the data points are clustered using a mixture model. An advantage of [13] is that it can handle missing meta-features, i.e. a system failing to cluster some data points. Algorithms of this type, avoid the cluster correspondence problem by clustering directly the data points.
The third approach presented in [7] , is to deal with the cluster correspondence problem directly. As stated in [7] , the objective is to "cluster clusters", where each cluster of a system is a hyperedge and the objective is to combine similar hyperedges. The data points will be assigned to the combined hyperedge they most strongly belong to. Clustering hyperedges is performed by using graph-partitioning algorithms. The same core idea can also be found in [10, [14] [15] [16] . In [10] , different clustering solutions are obtained by resampling and are aligned with the clusters estimated on all the data. In both [14, 15] , the different clustering solutions are obtained by multiple runs of the k-means algorithm with different initial conditions. An agglomerative pairwise cluster merging scheme is used, with a heuristic to determine the corresponding clusters. In [16] , a twostage clustering procedure is proposed. Resampling is used to obtain multiple solutions of k-means. The output centroids from multiple runs are clustered with a new k-means run. A disadvantage of [16] is that it requires access to the original features of the data points, while all other schemes do not. Our work falls in the third approach, i.e. attempts to first find a correspondence between clusters and then combine clusters without requiring the original observations.
Finding Cluster Correspondence
In this paper, three novel methods to address the cluster correspondence problem are presented. The first two cast the correspondence problem as an optimization problem, and the third method is based on singular value decomposition.
Constrained and Unconstrained Search
We want to find the assignment of clusters to entities (metaclusters) such that the overall agreement among clusters is maximized. Suppose R {c,s} is the D × 1 vector representation of cluster c of system s (with D being the total number of documents). The k-th element of R {c,s} is p(cluster = c|observation = k, system = s). The agreement between clusters {c, s} and {c , s } is defined as:
In addition, suppose that λ {m} {c,s} = 1 if cluster c of system s is assigned to metacluster m and 0 otherwise, and r {m} {c,s} is the "reward" of assigning cluster c of system s to metacluster m, defined as:
We seek to find the argument that maximizes:
subject to the constraints
Optionally, we may want to add the following constraint:
This is a linear optimization problem and efficient techniques exist for maximizing the objective function. In our implementation, the GNU Linear Programming library was used. 1 The scheme that results from omitting the constraints of equation (5) is referred to as unconstrained, while including them results in the constrained combination scheme. The added constraints ensure that exactly one cluster from each system is assigned to each metacluster and are useful when C s = C ∀s. The entire procedure is iterative, starting from an initial assignment of clusters to metaclusters and alternating between equations (2) and (3).
The output of the clustering procedure is matrix F of size D × M , where each column is the centroid of each metacluster. The F m column is given by:
This can be the final output or a clustering stage can be applied using the F matrix as the observation representations. Note that the assignments can be continuous numbers between 0 and 1 (soft decisions) and that the systems do not need to have the same number of clusters, nor do the final number of metaclusters need to be the same as the number of clusters. To simplify the experiments, here we have assumed that the number of clusters is known and equal to the number of topics, i.e. C s = M = #of topics ∀s. The methodology presented here does not assume access to the original features and therefore it can be applied in cases irrespective of whether the original features were continuous or discrete.
The optimization procedure is very similar to any partition-based clustering procedure trained with the Expectation-Maximization algorithm, like k-means. In fact, this scheme is "clustering clusters", i.e. expressing clusters in a common vector space and grouping them into similar sets. Although the problem is formulated from the optimization perspective, any clustering methodology can be applied (statistical, graph-partitioning). However, there are two reasons that favor the optimization approach. First, it directly links the correspondence problem to an objective function that can be maximized. Second, it allows us to easily integrate constraints during clustering such as equation (5) . As it is shown in section 5, the constrained clustering scheme offers gains over the unconstrained case, when it is appropriate for the task.
Singular Value Decomposition Combination
The third combination approach we introduce is based on Singular Value Decomposition (SVD). As before, we will assume that all systems have the same number of clusters for notational simplicity, though it is not required of the algorithm. Just as before, we construct matrix R of size D × SC (D is the number of observations, S is the number of systems, C the number of clusters), where each row contains the cluster posteriors of all systems for a given observation. R can be approximated as R ≈ U * S * Λ t where U is orthogonal and of size D × C, S is diagonal and of size C × C and Λ is orthogonal and of size
where g c (·) is a function that aligns clusters of different systems and is estimated by SVD. In essence, SVD identifies the most correlated clusters, i.e. finds g c (·) and combines them with linear interpolation. The λ weights provide a soft alignment of clusters. After SVD, a final clustering is performed using the φ d,c representation.
Evaluating Clustering Systems
There is no consensus in the literature on how to evaluate clustering decisions. In this work, we used two measures to evaluate the clustering output. The first is the classification accuracy of a one-to-one mapping between clusters and true classes. The problem of finding the optimum assignment of M clusters to M classes can be formulated and solved with linear programming. If r i,j is the "reward" of assigning cluster i to class j (which can be the number of observations they agree), λ i,j =1 if cluster i is assigned to class j and 0 otherwise are the parameters to estimate, then we seek to find: max λi,j i,j r i,j λ i,j under the constraints i λ i,j = 1 and j λ i,j = 1. The constraints will ensure a one-to-one mapping. The second measure we used is the normalized mutual information (NMI) between clusters and classes, introduced in [7] . The measure does not assume a fixed cluster-to-class mapping but rather takes the average mutual information between every pair of cluster and class. It is given by:
where n i,j is the number of observations cluster i and class j agree, n i is the number of observations assigned to cluster i, m j the number of observation of class j and D the total number of observations. It can be shown that 0 < N M I ≤ 1 with N M I=1 corresponding to perfect classification accuracy.
Experiments
The multiple clustering system combination schemes that are introduced in this paper are general and can, in principle, be applied to any clustering problem. The task we have chosen to evaluate our metaclustering schemes is topic discovery, i.e. clustering documents according to their topic. Topic discovery is an especially hard clustering problem because of the high dimensionality of the data points and the redundancy of many features. To simplify our experiments, the number of topics is assumed to be known. This is an assumption that is not true in many practical cases, but standard techniques such as Bayesian Information Criterion [17] can be used to select the number of topics. It should be noted that the unconstrained and SVD combination schemes do not require the same number of clusters for all systems. On the other hand, the constrained clustering scheme was proposed based on this assumption.
Corpora
The techniques proposed in this work are applied on three main corpora with different characteristics. The first corpus is 20Newsgroups
2 , a collection of 18828 postings into one of 20 categories (newsgroups). The second corpus is a subset of Reuters-21578 3 , consisting of 1000 documents equally distributed among 20 topics. The third corpus is Switchboard-I release 2.0 [18] , a collection of 2263 5-minute telephone conversations on 67 possible topics. Switchboard-I and to a smaller extent 20Newsgroups, are characterized with a spontaneous, less structured style. On the other hand, Reuters-21578 contains carefully prepared news stories for broadcasting. 20Newsgroups and the subset of Reuters are balanced, i.e. documents are equally divided by topics, but Switchboard-I is not. Also, the median length of a document varies significantly across corpora (155 words for 20Newsgroups, 80 for the subset of Reuters-21578 and 1328 for Switchboard-I). Standard processing was applied in all corpora. Words in the default stoplist of CLUTO (total 427 words) are removed, the remaining stemmed and only tokens with T or more occurrences (T =5 for 20Newsgroups, T =2 for Reuters-21578 and Switchboard-I) are retained. These operations result in 26857 unique tokens and 1.4M total tokens in 20Newsgroups, 4128 unique tokens and 50.5K total tokens in Reuters, and 11550 unique and 0.4M total tokens in Switchboard.
Clustering Algorithms
A number of different clustering systems were used, including the mixture of multinomials (MixMulti) and the optimization-based clustering algorithms and criteria described in [19] . The MixMulti algorithm clusters documents by estimating a mixture of multinomial distributions. The assumption is that each topic is characterized by a different multinomial distribution, i.e. different counts of each word given a topic. The probability of a document d is given by:
where M is the number of topics, W d is the set of unique words that appear in document d, p(w|c) is the probability of word w given cluster c and n(w, d) is the count of word w in document d. The cluster c that each document is generated from is assumed to be hidden. Training such a model is carried out using the Expectation-Maximization algorithm [20] . In practice, smoothing the multinomial distributions is necessary. The mixture of multinomials algorithm is the unsupervised analogue of the Naive Bayes algorithm and has been successfully used in the past for document clustering [21] . Mixture models, in general, have been extensively used for data mining and pattern discovery [22] .
The software package CLUTO 4 was used for the optimization-based algorithms. Using CLUTO, a number of different clustering methods (hierarchical, partitional and graph-partitioning) and criteria can be used. For example, the I 2 criterion maximizes the function
, where c k is the set of documents in cluster k and u, v are the tfidf vector representations of documents u, v respectively. The I 2 criterion attempts to maximize intra-cluster similarity. Other criteria, like E 1 , attempt to minimize inter-cluster similarity and yet other criteria, like H 2 , attempt to optimize a combination of both. For more information on the optimization criteria and methods, see [19] .
Having determined the clustering algorithms to use, the next question is how to generate the systems to be combined. We may combine systems from different clustering algorithms, pick a single algorithm and generate different systems by resampling, or pick a single algorithm and use different initial conditions for each system. In this work we chose the last option.
Results
On all results reported in this work the direct clustering method was used for the CLUTO algorithms. For the single run case, the number reported is the average of 100 independent runs. For the best of 100 runs case, the number is the average of 10 runs where each run selects the system with the highest objective function out of 100 trials. A trial is an execution of a clustering algorithm with a different initial condition. For the metaclustering schemes, the final clustering is performed, with the default values of CLUTO. 100 runs of the CLUTO algorithm are performed and the one with the highest objective function selected.
In Table 1 , the performance of the three combination schemes applied on eight different clustering algorithms on 20Newsgroups is shown. For every clustering algorithm except I 1 , we can observe significant gains of the combination schemes compared to a single run or selecting the system with the highest objective function. The results show that the SVD combination outperforms the constrained combination which in turn outperforms the unconstrained combination. This suggests that the constraints introduced are meaningful and lead to improved performance over the unconstrained scheme. Also shown in Table  1 are the results from not using any combination scheme. This means that the clusters of different systems are not combined but rather the cluster posteriors for all systems are used as a new document representation. This corresponds to using matrix R from subsection 3.2 without any dimensionality reduction. This is the approach taken in [13] . From Table 1 , we see that for the MixMulti case there are gains from using SVD combination rather than using no combination of clusters at all. For other systems, gains are small or differences are insignificant, except for I 1 again where accuracy degrades significantly.
In Table 2 , the performance of the three combination schemes over the same eight algorithms on a 1000-document subset of Reuters-21578 is shown. The same trends as in Table 1 seem to hold. Combination appears to offer significant improvements for all clustering algorithms, with SVD combination having a lead over the other two combination schemes. In most cases, SVD combination is better than the best individual clustering system. As in Table 1 , the constrained scheme is superior to unconstrained but not as good as SVD combination.
In Table 3 the experiments are repeated for the Switchboard corpus. In contrast to previous tables, the combination schemes do not offer an improvement for the CLUTO algorithms and for the unconstrained scheme there is even a degradation compared to the single run case. However, the mixture of multinomials records a very big improvement of about 40% on classification accuracy. It is interesting to note that for the Switchboard corpus, although the mixture of multinomials method was by far the worse clustering algorithm, after SVD combination it clearly became the best method. The same happened for the 20Newsgroups corpus where the mixture of multinomials was among one of the worse-performing methods and after SVD combination it became the best. These results suggest that when developing clustering algorithms, issues of the performance of metaclustering are distinct than issues of performance of single systems.
Factor analysis of results
In this subsection we try to determine the relative importance of two factors in the combination schemes: the mean and variance of the classification accuracy of individual systems. Comparing Table 1 or 2 with Table 3 the gains in 20News- groups or Reuters are higher than Switchboard and the variance of individual systems is higher in 20Newsgroups and Reuters than Switchboard. To assess the effect of each one of these two factors (mean and variance of individual systems) we generated 300 systems and chose a set of 100 for metaclustering depending on high/medium/low variance and similar mean (Table 4) or high/medium/low mean and similar variance ( Table 5 ).
The results of Table 4 do not show a significant impact of variance on the combination results. The results of Table 5 show a clear impact of the mean on the combination results. However, from Tables 1, 2 and 3 we know that the performance of the combined system does not depend simply on the performance of the individual systems: the MixMulti result for Switchboard compared with the CLUTO results is a counterexample. It appears that there are unexplained interactions of mean, variance and clustering algorithms that will make the combination more successful in some cases and less successful in other cases. 
Summary
We have presented three new methods for the combination of multiple clustering systems and evaluated them on three major corpora and on eight different clustering algorithms. Identifying the correspondence between clusters of different systems was achieved by "clustering clusters", using constrained or unconstrained clustering or by applying SVD. We have empirically demonstrated that the combination schemes can offer gains in most cases. Issues of combination of multiple runs of an algorithm can be important. The combination of different runs of mixture of multinomials algorithm was shown to outperform seven stateof-the-art clustering algorithms on two out of three corpora. In the future we will attempt to gain a better understanding of the conditions under which poor individual systems can lead to improved performance when combined.
