Abstract. We suggest the modified Anderson-Darling(AD) test procedures for testing normality of the AR(1) disturbances of the multiple linear regression model. The asymptotic null distribution of the transformed sample is obtained, and an algorithm is given to approximate the critical values of the test statistic for the finite sample size. The power of the test against various alternative distributions of the model disturbances is illustrated by Monte Carlo simulation.
Introduction
The multiple linear regression model is used to describe the relationship between a dependent variable and several independent variables. The generic form of the linear regression model is 1 1 
where y is the dependent variable, 1 , , p x x  are independent variables,  is a random disturbance.
The first-order autoregressive disturbance i  , or AR(1) process, is commonly defined as
where the i v are usually assumed to be normally distributed with zero mean and variance 2 v  . The AR(1) disturbance term i  in the current time period is directly related to the disturbance term in the previous time period. The normal AR(1) model is the one most widely used and studied [1] .
Tests based on the empirical distribution function(EDF) are uaually more powerful than the Pearson chi-square test [2] . The simulation show that the Anderson-Darling(AD) test is on the whole better than other EDF tests [3] . The critical values of the modified AD test test can be approximated by Monte Carlo simulation for the finite sample sizes. In this paper, we propose the test statistics for testing normality of the AR(1) disturbance terms of the linear regression models.
The paper is organized as follows. In Section 2, we introduce the multiple linear regression model. In Section 3, the asymptotic null distribution of the transformed sample is obtained, the test statistic for normal disturbances is proposed. The algorithm to estimate the critical values is presented. In Section 4, power simulation of the test statistic is given. Section 5 contains some concluding comments. The proof of Theorem 1 is postponed to Appendix.
The multiple linear regression model with AR(1) disturbances
The multiple linear regression model with a first-order autoregressive disturbance is represented in the form as ,
By repeated substitution,we have 2 1 2 . 
we have
      (see [1] ). Then the model (1) can be written as
Goodness of fit test for the normal distribution of AR(1) disturbances
The transformed sample and the test statistic Lemma1 [1] . Consider the model(4). Let
(b). With probability tending to 1 as ,   n there exists a solution n ˆ of the likelihood equations such that n ˆis consistent for estimating  .
Lemma2 [1] . Consider the model (4) . Suppose the conditions of Lemma1 hold. Let 
n n y y y   given 1 y , where 
Remark1. The conditional MLE of  and  can be obtained by minimizing z N is given by [4] (i) (
where ( )   denotes the distribution function of (0,1) N . 
The algorithm to estimate the critical values
where
is defined in (7), but with  replaced by   . 
so that we can take 1 v   in step 1 above. The proofs of (15) and (17) are postponed to Appendix.
Power simulations
The proportion of times that the values of ( ) Z  in (12) exceeded the critical value is recorded as the empirical power of the test . We will use the economic data in a given region in [5] to illustrate the power of the test statistic ( ) Z  . The data are given in Table1. The dependent variable is y , the total cost of the class A goods for export (TCG). The independent variable is 2 x , the gross national product (GNP). Let 1 1
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The power simulation of  in (12) 
Conclusions
When regression model is applied to time series data, the residuals are frequently autocorrelated. Based on the modified Anderson-Darling test, we present the goodness-of-fit test for the normal distribution of the AR(1) disturbances of the multiple linear regression model. The asymptotically normal distribution of the transformed sample is obtained under the null hypothesis. The critical values of the test statistic  can be estimated by Monte Carlo simulation. One advantage of the test is that  is constructed by using the data matrix ( , ) X Y in (3). Thus  reflects the inner relation between the observation vector Y and the design matrix X . Therefore the test statistic  will have good power against a wide range of alternatives.
A kth-order autoregressive disturbance takes the form 
