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Summary 
In this study we investigate methods to estimate missing data in an accounting 
and aggregation framework. It is important for EIM Business & Policy Research 
to do this, as EIM’s mission is ‘to provide knowledge about the enterprise sec-
tor to governments and other parties’. Of course, the estimates obtained 
should be reliable. EIM has the expert knowledge to do so. The missing data 
may be estimated ‘by hand’, but this is very time-consuming. Therefore, a for-
mal procedure, which can to a large extent be automated, is suggested.  
First of all, preliminary estimates are prepared for all missing variables. These 
estimates need not necessarily fit exactly in the accounting/aggregation 
framework
1. In the next stage, the preliminary estimates are fitted to the ac-
counting/aggregation framework by means of an optimisation process, in 
which penalties are given for the differences between final and preliminary 
estimates. The sum of all penalties has then to be minimised. On both theo-
retical and empirical aspects, a weighted least-squares approach fits best to 
our particular problem of estimating missing data. 
An empirical example shows that, when preliminary estimates are produced in 
a rather mechanical - though sensible - way, final estimates are close to the 
real values. Applying the procedure to more or less randomly assigned pre-
liminary estimates results in considerably worse final estimates. This means 
that people, who are capable of producing preliminary estimates that do 
make sense, especially in the cases where relatively many data are missing, 
should implement the procedure. However, their work is relieved by the fact 
that they can focus on the individual observations themselves, without bother-
ing much about the accounting/aggregation framework. 
 
1  Fitting these in the framework actually is the most labour-intensive part of the ‘by hand’ pro-
cedure. 6  EIM Business & Policy Research 
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1 Introduction 
The mission of EIM Business & Policy Research is ‘to provide knowledge about 
the enterprise sector to governments and other parties’. Correspondingly, EIM 
should have available among other things quantitative information about the 
economy. Part of this information can be derived from national statistical in-
stitutes, like CBS (Statistics Netherlands) and international organisations, such 
as EUROSTAT and OECD. However, since often detailed information is needed, 
such institutions fail to provide all information that is deemed necessary, be-
cause of for example confidentiality of data. To provide a complete picture of 
the enterprise sector, EIM should, therefore, enrich the information from sta-
tistical sources. 
EIM is able to prepare the additional estimates needed because of its thor-
ough knowledge of the enterprise sector. Often, this information is brought in 
the analysis ‘by hand’, which is, however, very time-consuming. Thus, produc-
tivity can be increased if a systematic method is available to perform the esti-
mates needed. Such a method should be able to take all available information 
into account. This holds not only regarding the availability of data as such, but 
also with respect to the information which is contained in the accounting 
framework in which usually the data are placed. That is: 
•  sectors of industry should make up the macro-economic total. This is impor-
tant, because at the highest level of information, often data on more vari-
ables are available. Also, within industries, size classes should add to the in-
dustry total. 
•  usually, variables are related to one another. For example, profits can be 
viewed as the difference between sales and costs. 
In this paper, such a method is presented, and illustrated with an example. In 
chapter 2, a non-technical outline of the method is presented. Then, chapter 3 
gives the formal description. Chapter 4 gives an application of (the various 
variants of) the method. The example starts from known data, so the example 
can serve to evaluate the extent to which the method is useful for its purpose. 
Finally, chapter 5 presents some conclusions. 8  EIM Business & Policy Research 
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2  Broad overview of the method 
2.1  Setting the scene 
In general, data are made available to EIM in tabular form. The enterprise sec-
tor is subdivided into sectors of industry, and within industries, size classes are 
distinguished. These units of observations constitute the columns of the table. 
Variables are presented as rows of the table. A typical data matrix made avail-
able to EIM is presented in figure 1. 
figure 1  typical data delivery to EIM 
  units of observation     





















1             
2  n.a.**  n.a.**    n.a.**  n.a.**    n.a.**  n.a.**   
…              
…  n.a.**  n.a.**    n.a.**  n.a.**    n.a.**  n.a.**   
M              
*  Often to be referred to as the macro level. 
**  On shaded entries, no data are available. 
From this figure, the obvious relations between units of observations follow: 
•  Within each industry (and at the macro level), small and large firms
1 should 
add to the industry total. 
•  Within each size class at the macro level, industries should add to the 
macro-level data. 
Similar rules should hold at the sub-industry level. 
There are also relations between variables. These, however, depend on the 
subject matter of data. For example: 
•  In a labour-market context: the number of part-time workers and the num-
ber of full-time workers should add to total employment in each unit of 
observation. 
•  In a national-accounts context: value added equals the difference between 
gross production and intermediate use of goods and services. 
In general, statistical institutes are not able to fill all the entries of the data 
matrix. In figure 1, these entries are shaded. 
 
1   In the sequel, the terms ‘firms’ and ‘enterprises’ will be used interchangeably. 10  EIM Business & Policy Research 
The methods proposed in this paper attempt to answer the following ques-
tion: how can (preferably statistically optimal) estimates be prepared for the 
missing data in a data matrix? There are two main assumptions on which the 
estimation procedures are built: 
•  For each variable, data are available at the total macro level (or: the last 
column in figure 1 is filled completely). 
•  For each unit of observation, data are available for at least one variable 
(these data may or may not be present in the table to be dealt with). 
2.2 Two-stage  procedure 
Basically, the methods consist of two steps: 
•  First, so-called preliminary estimates for the missing entries are constructed. 
These preliminary estimates are either based on expert knowledge, or they 
are derived in a more mechanic way by assuming constant relations be-
tween units of observations or between variables. A few examples might il-
lustrate these preliminary estimates: 
−  In many service industries, stock building is not a significant phenome-
non; thus, an expert will decide to set stockbuilding to zero. 
−  As a first approximation, labour costs might be assumed to be distrib-
uted over industries or size classes according to employment. 
−  Cost structures tend to be rather stable over time, so if recent observa-
tions on the cost structure are available, they can be used to prepare 
preliminary estimates. 
•  The preliminary estimates prepared in the first stage do neither take into 
account the relations between industries and size classes, nor the relations 
between variables. In the second stage, therefore, the information on ac-
counting rules and aggregation is used to adjust the preliminary estimates 
to fit with these relations. Here, the following methods are analysed: 
−  the RAS-method of proportional adjustments of rows and columns; 
−  optimisation methods: a least-squares method, which aims at minimising 
the differences between the preliminary estimates and the final esti-
mates (in a least-squares sense), and an entropy method.  
This is discussed in more detail in chapter 3. EIM Business & Policy Research  11 
3  Formal representation of methods 
This chapter discusses a formal representation of the methods. First, the avail-
able data will be described; also, some remarks will be made regarding the 
preliminary estimates. Then, three methods aiming at fitting the preliminary 
data to the information enclosed in the accounting rules - between units of 
observation and the relations between variables - will be discussed. 
3.1  Data and preliminary estimates 
Data and restrictions 
The available data matrix is denoted as X, with characteristic element  xij : the 
value of variable i in unit of observation j. Some elements of X are given by 
the statistical institute; these elements of the matrix are denoted as  xij
g . The 
remaining elements - which are as yet unknown - are denoted as  xij
u . There 
are (probably linear) relations between the columns. This can be represented 
as follows: 
 
(I) Λ c() X = 0, where  Λc denotes a set of (linear) relations between 
columns (units of observation) of X (aggregation). 
 
Similarly, a set of relations exists between rows of X: 
 
(II) Λ r() X = 0, where  Λr denotes a set of (linear) relations between 
rows (variables) of X (accounting rule). 
 
Finally, it seems reasonable to assume the existence of a set of inequalities re-
garding the values of X, since from economic theory (or common sense) values 
for some variables should fulfil certain restrictions concerning their sign
1. Thus: 
 
(III) Τr() X ≥ 0, where  Τr is an operator multiplying by -1 if that vari-
able is to be negative, and by 1 if it is to be positive. 
 
A formal representation of the estimation method is: Find values for  xij
u  , such 
that relations (I), (II) and (III) are fulfilled.  
 
1   For example, negative turnover should be excluded as a result from the estimation procedures. 12  EIM Business & Policy Research 
Preliminary estimates and their weights 
Preliminary values for all  xij
u  are obtained using information (regarding e.g. 
variable totals, corresponding variable figures in related industries and values 
known from a previous year) and expert knowledge. Some examples are 
stated in section 2.2. The intention for these preliminary values is to estimate 
them close to the real values, which will facilitate the process of obtaining fi-
nal estimates.  
In the next section, we shall see that in deriving these final estimates, weights 
may be implemented for each  xij
u . These weights have their interpretation as 
the (un)certainties of the preliminary estimates, measured as the inverse of the 
expected variance of the entry. Often, the preliminary estimate aij  is taken as 
a proxy for this variance.  
3.2 Final  estimates 
In general, final estimates are obtained by adjusting the preliminary estimates 
to the known totals, within the accounting and aggregation framework. We 
have two methods: the RAS-method and an optimisation method. For the lat-
ter, two approaches are identified: the least-squares and the entropy ap-
proach. The representations set out below are derived from Schneider and  
Zenios (1989). 
3.2.1 RAS-method 
The RAS algorithm is a scaling method for solving relations (I), (II) and (III), in 
which the preliminary matrix A is adjusted in turn for the row and the column 
totals. Scaling the rows induces the column sums to change, and scaling the 
columns changes the row sums. The iterative scaling process is repeated until 
the matrix is balanced. The following algorithm is applied: EIM Business & Policy Research  13 
 
Basic RAS-method 
Step 0. Initialisation  
Set k=0 and AA
0 =  (preliminary estimates) 
Step 1. Row Scaling 
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   where  ui is the given row total, ux ii j
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 Update  A
k by 
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Step 2. Column Scaling 
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   where  v j  is the given column total, vx ji j
i
= ; 
 and  define  A
k+1 by  






1 σ ,   im = 12 ,, ,   
     jn = 12 ,, ,  . 
Step 3. Convergence? 
If convergence is achieved, stop the algorithm. Otherwise, replace k with 
k+1 and return to step 1. 
 
This basic method is adjusted to our current problem with respect to the fol-
lowing: 
1.  generalisation to the N-dimensional problem (straightforward) 
2.  take into account restriction (III) 
3. set xx ij ij
g =  when variable i of observation unit j is known. This is imple-
mented by setting the element to zero and subtracting  xij
g  from the corre-
sponding row and column totals. 
3.2.2 Optimisation  methods 
Optimisation methods use relations (I), (II) and (III) as restrictions in optimising 
a certain function. We consider two methods: the least-squares method and 
the entropy method. 14  EIM Business & Policy Research 
Least squares 
The least-squares method aims at minimising the sum of squared differences 
between the final estimates and the preliminary ones, subject to relations (I), 
(II) and (III) (see box). If all wij ’s are given the value 1, we deal with a non-
weighted least-squares approach. The quadratic function has a statistical in-
terpretation as a generalised least-squares estimator. Using a quadratic func-
tion with weight terms defined by the inverse of the preliminary estimates 
(/ ) wa ij ij = 1  gives a chi-square estimate
1. Using this weighting, each entry 
adjustment takes place in proportion to its magnitude. 
Additional constraints may be imposed, such as upper and lower bounds or 
non-negativity constraints on particular entries. For an extensive analysis, see 
Harthoorn (1994). 
 
Basic least-squares method 








subject to the restrictions (I), (II) and (III), 
where the aij  is the preliminary estimate for the unknown  xij
u  and wij  is 
the corresponding weight.  
Entropy 
The entropy method differs from the least-squares method in the form of the 
function to be minimised (see box). This entropy function has a theoretical jus-
tification based on the principles of information theory. A useful survey re-
garding the principles and extensions of maximum entropy economics is pro-
vided by Golan et al. (1996). Disadvantage of the entropy method is that, on 
practical application, problems may occur concerning estimated values that 
are assigned the opposite signs of the preliminary estimates. This, of course, 
depends on the numerical algorithm used to solve to problem
2. 
 
1   The preliminary estimates are considered as approximations to the variances of all missing en-
tries. In this context, the resulting function converges to a chi-square distribution under the 
hypothesis that the final estimates fit the preliminary estimates.  
2   Obviously, the entropy problem has no analytical solution, so numerical algorithms have to be 
applied. EIM Business & Policy Research  15 
 



























subject to the restrictions (I), (II) and (III), 
where the aij  is the preliminary estimate for the unknown  xij
u  and wij  is 
the corresponding weight.  
 
Lests squares versus entropy 
To explain the differences between the penalty functions in the two optimisa-
tion techniques set out above, we use a very simplified example. Assume there 
are only two observations for variables A and B. Suppose we have preliminary 
estimates of these variables: a A=4 and aB =16. These estimates may, for ex-
ample, stem from known values for the previous year. Suppose further that 
these two variables should add up to 30 in the current year. What will be the 
final estimates for A and B for each method?  
For each final estimate value of A , xA
u , the final value of B is determined as 
30- xA
u . The sum of both penalties is easily calculated, and for each method, 
the final estimate of A  will be the value that minimises this sum.  
The least-squares approach relates penalties to absolute errors. This implies 
that the total error of 30-(4+16)=10 is equally divided between A  and B, 
resulting in a final estimate for A  of xA
u =9. We see indeed in figure 2 that for  
A =9, a minimum is achieved for the sum of both penalties. The entropy 
method instead considers relative errors. As a result, the matching penalty 
function takes on its minimum near  xA
u =6. We argued earlier that relative er-
rors can be achieved in the least-squares approach as well, by means of im-
plementing weights. The bold line in figure 2 reflects this weighted least-
squares approach. In this case, a minimum is achieved at  xA
u =6 as well. 
This extremely simplified example may help to understand the differences be-
tween the two penalty functions and their impacts on the final estimates. In 
the next section, the merits and drawbacks of all methods are discussed. 16  EIM Business & Policy Research 
figure 2  illustrating the differences between penalty functions (two variables, A and B; 
preliminary estimates: aA= 4, aB= 16; A + B= 30) 
Discussion 
The three methods are, without forcing a ‘best method’ decision yet, com-
pared regarding theoretical foundations and applicability. 
Theoretical foundations 
As pointed out above, both the least-squares method and the entropy method 
have theoretical justifications. The RAS-method lacks of a theoretical meaning, 
though Bregman (1967) showed that if the problem is feasible (i.e. it is possi-
ble to satisfy all restrictions), the RAS algorithm converges to the balanced ma- 















   subject to the given sum and row totals. 
When all totals are known, this corresponds to the solution of the non-
weighted entropy method.  
Applicability 
The RAS algorithm can only be used when all row and column totals of the 
balanced matrix are given. The least-squares method and the entropy method 
can be used in a situation of (some) unknown row and column totals. In this 
case, preliminary estimates with their particular weights are implemented. 
Further, the least-squares and the entropy optimisation methods serve in im-
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Another feature of RAS is that it has the restrictive property of sign-preserving 
(and zero-preserving) final estimates. The entropy could give some problems 
when, in the optimisation process, the sign of the estimated entry value be-
comes the opposite of the sign of the preliminary entry value. Dependent on 
the application programme used, the procedure may unnecessarily be 
aborted. It is possible to minimise the chance of this disadvantageous occur-
rence by using the outcomes of some other method as a starting point. The fi-
nal estimates will, however, always have the same sign as the preliminary es-
timates. 
Conclusions 
We conclude that, from a theoretical point of view, optimisation techniques 
are superior to the RAS-method. RAS is related to the entropy method, since 
the RAS solution converges to the non-weighted entropy method. We there-
fore do not consider the RAS technique any further as an option in estimating 
missing data. Various studies examining potential inaccuracies arising from the 
RAS-method (e.g. Lynch, 1986) justify this conclusion. 
The restrictive sign-preserving property of the entropy method is not a suffi-
cient reason to opt for the least-squares method immediately. The impact of 
the different optimisation functions should be investigated before a choice is 
made. In order to capture the merits of each method for our particular prob-
lem, we describe results from applications to an existing data set in the next 
chapter. 18  EIM Business & Policy Research 
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4  Illustration with an example 
4.1 Data 
Empirical testing of the methods set out in chapter 3 has been done using an 
example that serves the purpose of the procedure well. A subset of the BLISS 
data set
1 has been used. This subset contains values from 1995, that are al-
ready known. Now, some of these known values were assumed to be un-
known. The resulting matrix we deal with can be found in appendix I.  
4.2 Preliminary  estimates 
Preliminary estimates were obtained using known employment data (by indus-
try and size class) as weights for all unknown variables to obtain estimates for 
the size classes. These weights were used to distribute given totals among size 
classes. 
Applying this rule is not very accurate. It is known that in most industries ex-
port per employee is considerably less in small businesses compared to large 
enterprises. This means that we expect that for exports in the small businesses, 
the method will result in too high estimates.  
Using two different matrices of preliminary estimates may point out the im-
portance of bringing in good preliminary estimates. Therefore, we shall do the 
same exercise with (more or less) random preliminary estimates. 
4.3 Final  estimates 
Final estimates were calculated from five methods: 
1. LSQ  non-weighted  least  squares 
2. ENT  non-weighted  entropy 
3.  LSQW  weighted least squares, using the inverse of the preliminary es-
timate (/ ) wa ij ij = 1 as weights 
4.  ENTW  weighted entropy, using the inverse of the preliminary esti-
mate (/ ) wa ij ij = 1  as weights 
5.  LSQDW  double weighted least-squares, using the inverse of the pre-
liminary estimate squared (/ ) wa ij ij = 1
2  as weights. 
The final estimates are presented in appendix II, together with the preliminary 
values and the real values. For a first comparison, we calculated the correla-
 
1   BLISS (Enterprise sector information system; in Dutch: BedrijfsLeven InformatieSySteem) is the 
EIM database containing very detailed information on the Dutch enterprise sector. 20  EIM Business & Policy Research 
tion of all these values as printed in table 1. The correlation between the real 
and the preliminary estimates is equal to 0.862. 
table 1  correlations between final estimates and actual values and preliminary estimates 
  Correlation with actual values  Correlation with preliminary estimates 
LSQ 0.980  0.879 
ENT 0.993  0.874 
LSQW 0.997  0.870 
ENTW 0.998  0.866 
LSQDW 0.998  0.866 
To make for a better comparison, we calculated the percentage errors of all 
estimates, relative to the real values. The distribution of these errors is shown 
in figure 3. In this figure, we omitted the errors that were equal to zero in all 
cases. In the table of appendix II, the variables having this property are 
shaded. 
figure 3  cumulative distribution of the relative errors for five methods 
We observe that between 46% (LSQ) and 70% (LSQW) of the estimates have a 
relative error less than 25%. Errors over 100% (2 observations in four out of 
five methods) appear to be the result of overestimating exports in small busi-
nesses, which was expected. The consequence of overestimating these values 
is, of course, that large firms’ exports are underestimated, as total exports by 
industry are given exogenously. This illustrates the importance of implement-
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4.3.1 Least  squares 
From figure 3, it appears that applying weights in the least-squares method 
has a significant effect on the final outcomes. The weighted least-squares 
method dominates the non-weighted least-squares method. Comparison be-
tween the weighted least-squares method (LSQW) and double weighted least 
squares (LSQDW) does not point out a favourable method: the single 
weighted least-squares method produces more estimates in the categories be-
low 25%, but less in the categories below 50 and 75%. This could be the result 
of our particular example and may be different in other examples. As LSQW 
has a theoretical foundation, this method is to be preferred over LSQDW. 
4.3.2 Entropy 
The weighted entropy produces better estimates than the non-weighted en-
tropy. The non-weighted entropy method (ENT) may be compared to LSQW, 
while weighted entropy (ENTW) may be compared to LSQDW. In both cases, 
the entropy method does not produce more accurate estimates than the least-
squares method. 
4.4  Alternative preliminary estimates 
To analyse the importance of using appropriate preliminary estimates, we ap-
plied the procedure with (more or less) randomly assigned preliminary esti-
mates
1. We did this first using the weighted least-squares method (LSQW). Fig-
ure 4 displays the results, with LSQW2 measuring the final estimates using the 
alternative random primary estimates. 
Strikingly, more final estimates fall within the 5% error level with randomly 
assigned preliminary estimates. For the remaining part, however, the scores 
are considerably less. It should be noted that for one final estimate a non-
tolerable negative sign was produced as well. 
Applying the entropy method (ENT) to the same randomly assigned prelimi-
nary estimates resulted in an abortion from the procedure, caused by the 
problem of opposite signs during the optimisation process. Final estimates 
could not be derived with the LSQW2 solution as starting values, because this 
solution had a negative estimate (as mentioned above). 
Summarising, this exercise shows that the preliminary estimates should be de-
termined very carefully. For this, expert knowledge is a necessity.  
 
1  The preliminary estimates were constructed as follows. The given totals for variable i were di-
vided by three to obtain equal figures zi for each size class (small, medium and large). The pre-
liminary estimates were obtained using random figures from a normal distribution with mean 
zi and standard deviation zi /2. The correlation between these estimates and the real values is 
equal to 0.767 and the correlation of the two preliminary estimates used is equal to 0.883. 22  EIM Business & Policy Research 
figure 4  comparison of the LSQW method with different preliminary estimates 
4.5 Discussion 
Taken all arguments together, it seems best to apply the weighted least-
squares method (LSQW). This decision is based on the following arguments. 
•  The method has a theoretical foundation, unlike double weighted least-
squares (LSQDW) and the weighted entropy method (ENTW). 
•  The method does not cause problems when negative values occur in the 
optimisation process, unlike both entropy methods. 
•  In the empirical example, the weighted least-squares is generally not out-
performed by other methods, while it certainly gives better results than 
non-weighted least-squares and the non-weighted entropy method. 
It is an option to use the entropy method as a check on the reliability of the 
estimates obtained by weighted least squares. Starting values for the entropy 
method algorithm should then be taken from the least-squares solution to the 
problem. Differences between the outcomes may serve as an indication of re-
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5 Conclusion 
Conclusions from this study 
Considering all arguments made in this study, it is worthwhile to set up a pro-
cedure for estimating missing data. The advantage of an automated proce-
dure is that the data are estimated, accounting for the entire economic frame-
work. For researchers, there will be no missing values, and for all data well-
documented information about the way they are estimated will be available. 
When some of the data would be estimated ad hoc by an expert, chances are 
that the estimates will be contradictory to other data that may not be con-
sidered, but that are really relevant within the accounting/aggregation frame-
work.  
The optimisation method to be used is an approach using weighted least-
squares penalties for the differences between preliminary and final estimates. 
This method has a theoretical foundation, and empirical applications are satis-
factory. It is very important, especially when relatively many data are missing, 
to make sure that the preliminary estimates are quite accurate already. This 
will pave the way for a smooth optimisation process. 
How to proceed? 
From the conclusions above, the following approach might be implemented at 
EIM Business & Policy Research: much effort will be used for obtaining ade-
quate preliminary estimates for one and appropriate year, probably 1995. All 
missing data are then estimated using the weighted least-squares optimisation 
method. Next, the years after 1995 may be estimated using the results from 
1995, following a rather mechanical procedure. Every three or four years, an 
extensive check has to be made on the preliminary values.  24  EIM Business & Policy Research 
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Literature 
Bregman, L.M. (1967). Proof of the Convergence of Sheleikhovskii’s Method 
for a Problem With Transportation Constraints. USSR Computational Math. 
and Mathem. Phys. 1(1), 191-204. 
Golan, A., G. Judge and D. Miller (1996). Maximum Entropy Economics (Robust 
Estimation with Limited Data). Wiley. 
Harthoorn, R. (1994). On the Integrity of Data and Methods in the Static Open 
Leontief Model. Ph. D. Thesis, Twente University, Enschede. 
Lynch, R.G. (1986). An assessment of the RAS method for updating input-
output tables. In: I. Sohn (Ed.), Readings in Input-Output Analysis, pp. 271-284. 
Oxford University Press, New York. 
Schneider, M.H., and S.A. Zenios (1990). A Comparative study of algorithms for 
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































028  EIM Business & Policy Research 
Appendix II:  Results of the empirical example 

















export large (manuf.)  94,651 141,246 87,133 109,071 118,471  126,524  127,722
export small (manuf.)  23,227 4,017 5,639 13,163 11,393  8,950  8,304
export medium (manuf.)  54,777 27,391 79,883 50,421 42,791  37,181  36,629
consumption  large  (manuf.)  23,638 30,402 50,047 35,333 33,448 27,478 27,012
consumption small (manuf.)  5,801 3,684 4,131 1,731 2,940  4,141  4,465
consumption medium (manuf.)  13,680 9,032 -11,059 6,055 6,731 11,500 11,641
investment large (manuf.)  9,574 8,241 24,822 15,050 12,786  10,616  10,587
investment small (manuf.)  2,349 2,439 912 775 1,834  2,096  2,175
investment medium (manuf.)  5,541 6,783 -8,270 1,639 2,844 4,752 4,702
intermediate large (manuf.)  58,579 62,968 80,857 83,405 78,153  78,241  77,537
intermediate small (manuf.)  14,375 11,456 10,916 5,928 5,431  6,410  6,653
intermediate medium (manuf.)  33,901 32,431 15,083 17,522 23,272  22,205  22,665
stockbuilding large (manuf.)  602 699 449 248 453  477  505
stockbuilding small (manuf.)  148 0 206 220 186  186  179
stockbuilding medium (manuf.)  349 400 444 631 459  436  415
gross production large (manuf.)  187,044 243,557 243,307 243,106 243,311  243,335  243,363
gross production small (manuf.)  45,899 21,597 21,803 21,817 21,783  21,784  21,776
gross production medium (manuf.)  108,248 76,037 76,081 76,268 76,097  76,073  76,052
use of raw materials large (manuf.)  98,816 130,168 130,168 130,168 130,168  130,168  130,168
use of raw materials small (manuf.)  24,249 9,711 9,711 9,711 9,711  9,711  9,711
use of raw materials medium (manuf.)  57,187 40,372 40,372 40,372 40,372  40,372  40,372
export large (constr.)  264 553 196 199 262  264  264
export  small  (constr.)  306 95 227 241 306 304 304
export  medium  (constr.)  429 350 575 559 430 430 430
consumption  large  (constr.)  443 610 434 474 448 446 446
consumption  small  (constr.)  515 418 452 366 507 507 507
consumption  medium  (constr.)  721 650 793 838 724 726 725
investment large (constr.)  13,467 20,740 27,666 19,790 20,724  18,572  18,420
investment small (constr.)  15,645 8,846 10,230 11,820 9,916  11,855  12,075
investment medium (constr.)  21,925 21,451 13,141 19,427 20,397  20,610  20,542
intermediate  large  (constr.)  9,957 8,706 2,315 10,148 9,177 11,329 11,480
intermediate small (constr.)  11,567 11,427 9,877 8,358 10,057  8,120  7,900
intermediate medium (constr.)  16,211 17,602 25,544 19,229 18,501  18,287  18,355
stockbuilding large (constr.)  0 0 0 0 0  0  0
stockbuilding small (constr.)  0 0 0 0 0  0  0
stockbuilding medium (constr.)  0 0 0 0 0  0  0
gross production large (constr.)  24,130 30,611 30,611 30,611 30,611  30,611  30,611
gross production small (constr.)  28,033 20,786 20,786 20,786 20,786  20,786  20,786
gross production medium (constr.)  39,287 40,053 40,053 40,053 40,053  40,053  40,053
use of raw materials large (constr.)  13,061 18,154 18,154 18,154 18,154  18,154  18,154
use of raw materials small (constr.)  15,174 9,497 9,497 9,497 9,497  9,497  9,497
use of raw materials medium (constr.)  21,265 21,849 21,849 21,849 21,849  21,849  21,849
 
Final estimate solely determined by the accounting rules and therefore equal to real value. 
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export large (trade)  5,225 3,977 6,339 3,306 5,041  5,155  5,227
export small (trade)  7,216 5,182 1,693 6,426 6,608  7,059  6,954
export medium (trade)  5,733 9,015 10,143 8,442 6,525  5,961  5,993
consumption large (trade)  17,571 20,262 17,986 22,458 19,449  20,333  20,282
consumption small (trade)  24,269 24,271 20,630 17,570 20,615  17,947  18,019
consumption medium (trade)  19,282 16,589 22,507 21,095 21,058  22,842  22,821
investment large (trade)  1,101 1,678 2,348 1,493 1,139  1,116  1,117
investment small (trade)  1,520 762 492 1,328 1,485  1,513  1,515
investment medium (trade)  1,208 1,389 988 1,007 1,205  1,199  1,197
intermediate large (trade)  14,044 16,132 15,378 14,793 16,421  15,446  15,424
intermediate small (trade)  19,397 12,060 19,459 16,950 13,566  15,755  15,786
intermediate medium (trade)  15,411 20,660 14,015 17,110 18,865  17,651  17,642
stockbuilding large (trade)  0 0 -267 0 0  0  0
stockbuilding small (trade)  0 0 267 0 0  0  0
stockbuilding medium (trade)  0 0 0 0 0  0  0
gross production large (trade)  37,940 42,050 41,783 42,050 42,050  42,050  42,050
gross production small (trade)  52,402 42,274 42,541 42,274 42,274  42,274  42,274
gross production medium (trade)  41,635 47,653 47,652 47,653 47,653  47,653  47,653
use of raw materials large (trade)  1,868 2,141 2,141 2,141 2,141  2,141  2,141
use of raw materials small (trade)  2,580 1,810 1,810 1,810 1,810  1,810  1,810
use of raw materials medium (trade) 2,050 2,545 2,545 2,545 2,545  2,545  2,545
export large (totals)  96,463 162,739 110,629 129,537 140,736  148,904  150,175
export small (totals)  73,019 80,679 97,871 87,668 82,749  77,661  77,144
export medium (totals)  33,841 31,943 56,119 37,616 35,932  31,587  31,408
consumption large (totals)  154,774 181,608 192,350 202,147 197,551  198,816  198,242
consumption small (totals)  542 820 303 369 574  598  626
consumption medium (totals)  358,640 457,789 457,271 457,337 457,542  457,566  457,594
investment large (totals)  119,545 165,485 165,485 165,485 165,485  165,485  165,485
investment small (totals)  59,830 11,758 10,022 22,293 20,770  18,776  18,025
investment medium (totals)  45,289 45,974 42,812 37,268 41,662  40,195  40,592
intermediate large (totals)  20,989 13,344 12,931 15,221 14,532  16,762  17,061
intermediate small (totals)  95,996 62,997 68,307 59,291 57,109  58,339  58,394
intermediate medium (totals)  336 0 473 220 186  186  179
stockbuilding large (totals)  222,440 134,073 134,545 134,292 134,259  134,259  134,251
stockbuilding small (totals)  74,145 30,199 30,199 30,199 30,199  30,199  30,199
stockbuilding medium (totals)  203,047 42,774 96,620 65,440 55,765  49,591  49,071
gross production large (totals)  50,709 37,813 23,783 39,530 40,055  46,610  46,730
gross production small (totals)  20,538 30,936 7,172 23,386 25,759  27,873  27,754
gross production medium (totals)  125,666 104,004 87,952 87,171 93,948  91,453  91,973
use of raw materials large (totals)  1,292 400 444 631 459  436  415
use of raw materials small (totals)  401,252 215,927 215,971 216,158 215,987  215,963  215,942
use of raw materials medium (totals) 211,982 73,575 73,575 73,575 73,575  73,575  73,575
 
Final estimate solely determined by the accounting rules and therefore equal to real value. 
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