Introduction
In this paper, we consider the semilinear elliptic problem where μ 1 is the first eigenvalue of the Dirichlet problem −Δ in ω. If Ω is bounded (n = 0 in our case), then (1.1) λ has been studied by many authors: see for instance Bahri and Lions [4] and the references therein. We only consider that Ω 2 Elliptic problems on exterior strip domains is unbounded (n ≥ 1 in our case). If Ω is an exterior domain (m = 0 in our case), Zhu and Zhou [18] and Zhu [17] established the existence of multiple positive solutions of equations with structure unlike that here. If Ω is an exterior strip domain, Hsu and Wang [12] have investigated the following problem:
where 1 < p < (N + 2)/(N − 2) and N ≥ 4. Hsu and Wang [12] have proved that (1. 3) has at least two positive solutions if f is nonzero positive L 2 function with the L 2 norm small enough and the decay fast enough. Throughout this paper, let x = (y,z) be the generic point of R N with y ∈ R m , z ∈ R n , N = m + n ≥ 3, m ≥ 2, n ≥ 1, 1 < p < (N + 2)/(N − 2), S is a smooth strip domain in R N , Ω is a smooth exterior strip domain in R N , u 0 is the unique positive solution of (1.1) 0 , and we denote by c and c i (i = 1,2,...) the universal constants, unless otherwise specified. We set Now, we state our main results in the following. 
, K(x) is a positive, bounded, and continuous function on Ω and K(x) satisfies conditions (k1) and (k2
, and (λ * ,u λ * ) is a bifurcation point for (1.1) λ , and
This paper is organized as follows. In Section 2, we give some notations and preliminary results. In Section 3, we assert that there exists a positive constant λ * , depending on K and f , such that (1.1) λ has a minimal solution for λ ∈ [0,λ * ]. In Section 4, we establish several lemmas for the regularity and asymptotic behaviors of the solution of (1.1) λ . In Section 5, we establish the existence of a second solution U λ for λ ∈ (0,λ * ). In Section 6, we analyize the set of solutions.
Preliminaries
In this section, we give some notations and some known results. In order to get the existence of positive solutions of (1.1) λ , we consider the energy functional I λ :
where u ± (x) = max{±u(x),0}. Then the critical points of I λ are the positive solutions of (1.1) λ . Consider the equation 
Now, we quote here a precise asymptotic behavior result of Hsu [10] for positive solutions of (2.1) λ at infinity. 
Existence of minimal solution
In this section, by the standard barrier method, we will establish the existence of minimal positive solution u λ for all λ in some finite interval [0,λ * ] (i.e, for any positive solution u of (1.1) λ , then u ≥ u λ ). Proof. For λ = 0, the existence question is equivalent to the existence of u 0 ∈ H 1 0 (Ω) such that
for all φ ∈ H 1 0 (Ω). According to the Lax-Milgram theorem, there exists a unique u 0 ∈ H 1 0 (Ω) that satisfies (3.1). Since 0 ≡ f ≥ 0 in Ω, by strong maximum principle (see Gilbarg and Trudinger [9] ), we conclude that u 0 > 0 in Ω.
We consider next the case λ > 0. We show first that for sufficiently small λ, say λ = λ 0 , there exists t = t 0 (λ 0 ) > 0 such that I λ0 (u) > 0 for u = t 0 . From the definitions of I λ and M we have for any u ∈ H 1 0 (Ω),
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where
. It then follows that h(t) achieves a maximum at t λ = (2pλc 1 )
provided that c 2 < t λ (p − 1)/2p, which is satisfied for λ ∈ (0,λ 1 ). Fix a λ 0 ∈ (0,λ 1 ), and set
for sufficiently small t > 0, and it is easy to see that I λ0 is bounded below on B t0 . Set 
Then u λ is a supersolution of (1.1) λ . From f (x) ≥ 0 and f (x) ≡ 0, it is easily verified that 0 is a subsolution of (1.1) λ . By the standard barrier method, there exists a solution u λ of (1.1) λ such that 0 ≤ u λ ≤ u λ . Since 0 is not a solution of (1.1) λ and λ > λ, the maximum principle implies that 0 < u λ < u λ . Again using a result of Amann [2] , we can choose a minimum positive solution u λ of (1.1) λ . This completes the proof of Lemma 3.2. Now, we consider a solution u of (1.1) λ . Let σ λ (u) be defined by
By the standard direct minimization procedure, we can show that
, let u λ be the minimal solution of (1.1) λ and let σ λ (u λ ) be the corresponding number given by (3.11) .
Proof. Consider u λ , u λ , where λ * > λ > λ ≥ 0. Let ϕ λ be a minimizer of σ λ (u λ ), then by Lemma 3.2, we obtain
and there is t, 0 < t < 1, such that
Therefore,
showing the monotonicity of
Tsing-San Hsu 7 Consider now λ ∈ (0,λ * ). Let λ < λ < λ * . From (3.12) and the monotonicity of u λ , we get
. This completes the proof of (i). We show next that λ * < ∞. Let λ 0 ∈ (0,λ * ) be fixed. For any λ ≥ λ 0 , (3.15) and (3.16) imply
for any δ > 0. Since p > 1, we can obtain u λ ≤ c < +∞ for all λ ∈ (0,λ * ) by taking δ small enough. By Lemma 3.2, the solution u λ is strictly increasing with respect to λ; we may suppose that
8 Elliptic problems on exterior strip domains
Let u be any positive solution of (1.1) λ * . By adopting the argument as in Lemma 3.1, we have u ≥ u λ in Ω for λ ∈ (0,λ * ), where u λ is the minimal solution of (1.1) λ . Therefore u ≥ u λ * in Ω. This implies that u λ * is a minimal solution of (1.1) λ * .
In the following lemma, we give an estimate of λ * . 
Let u 0 be the unique solution of (1.1) 0 , then by (3.22) and u λ > u 0 for all λ ∈ (0,λ * ], we obtain that
, let u λ be a minimal solution of (1.1) λ and take w = u λ in (3.22), then we have
This implies that
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(3.27)
Asymptotic behaviors of solutions
In this section, we will prove that a solution of (1.1) λ belongs to C b (Ω) and derive several precise estimates on its behavior at infinity. Now, let N be all natural numbers, let X be a smooth domain in R N , and hence we have the extension lemma, embedding lemma, interpolation lemma (see Adams [1] for the proof), and for regularity Lemmas 4.1-4.7.
Lemma 4.2 (embedding). There exists the following continuous embedding:
Lemma 4.4 (regularity Lemma 1). Let g : X × R → R be a Carathéodory function such that for almost every x ∈ X, there holds
where c, p are some positive constants, N ≥ 3, and
Proof. See Hsu [11] . Now, we quote regularity Lemmas 4.5-4.7 (see Gilbarg and Trudinger [9, Theorems 8.8, 9.11, 9.16] for the proof).
Lemma 4.5 (regularity Lemma 2). Let
Lemma 4.6 (regularity Lemma 3). Let g ∈ L 2 (X) and let u ∈ H 1 0 (X) be a weak solution of the equation
where c = c(N,∂X).
where c = c(N, q,∂X).
By Lemma 4.7, we obtain the first asymptotic behavior of solution of (1.1) λ .
Lemma 4.8 (asymptotic Lemma 1). Let condition (k1) hold. If u is a weak solution of
Proof. Let u satisfy Let u λ be the minimal solution of (1.1) λ , let q = (q y , q z ), q y ∈ ∂ω, |q z | = R 0 , and B a small ball in Ω such that q ∈ ∂B. Since ψ(y) > 0 for x = (y,z) ∈ B, ψ(q y ) = 0, u(x) > 0 for x ∈ B, u λ (q) = 0, by the strongly maximum principle (∂ψ/∂y)(q y ) < 0, (∂u λ /∂x)(q) < 0. Thus
Since Φ(x) and u λ (x) are C 1 (ω × ∂B R0 (0)), if we set
then α > 0 and
For |z| ≥ R 0 , we have
By the maximum principle, we obtain
This implies that (4.9) holds for u λ and hence for arbitrary positive solution u.
Existence of second solution
The existence of a second solution of (1.1) λ , λ ∈ (0,λ * ), will be established via the mountain pass theorem. When 0 < λ < λ * , we have known that (1.1) λ has a minimal positive solution u λ by Lemma 3.2, then we need only to prove that (1.1) λ has another positive solution in the form of U λ = u λ + v λ , where v λ is a solution of the following problem:
The corresponding variational functional of (5.1) λ is
To verify the conditions of the mountain pass theorem, we need the following lemmas. we obtain that for any > 0, there is a positive constant c such that
Let ξ > 0, s ≥ 0, and take t = s/ξ in (5.4), we can deduce that
There exist positive constants ρ and α, such that
Proof. For any > 0 there is by Lemma 5.1 (with ξ = u λ ) a positive constant c such that
Furthermore, from the definition σ λ (u λ ) in (3.11), we have
and, therefore, by (5.7) we obtain
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where u λ is a ground state solution of (2.1) λ . 
where c is independent of τ. By the definition of J λ , we get
Since u λ is a ground state solution of (2.1) λ , denote η τ (x) = η(x + τe N ), then we have
It follows from (2.5) that for any > 0, there exists a constant c 1 > 0, independent of τ, such that, for all τ ≥ τ * ,
(5.24)
From condition (k2) and (2.5), there exists a constant τ 1 > 0 such that, for all τ ≥ τ 1 ,
where c 2 > 0 is a constant independent of τ and γ 0 = min{γ,(p + 1)( then by (k1), (4.9), and (5.26), there exists a constant 
+ c 2 exp Proof. For the constant τ * in Lemma 5.5, by Lemma 5.4, we know that there is a constant t 0 > 0 such that J λ (t 0 u τ * ) < 0. We set By the strongly maximum principle, to complete the proof, we only need to prove v λ ≡ 0 in Ω. We proceed by contradiction. Assume that v λ ≡ 0 in Ω. From (5.32) and (5.34), we have l ≥ 1 and
This implies v λ ≡ 0 in Ω.
Properties and bifurcation of solutions
For each (λ,u) ∈ A, let σ λ (u) denote the number defined by (3.11), which is the first eigenvalue of the problem (3.12). Proof. Now, let φ ≥ 0 and φ ∈ H 1 0 (Ω). Since u and u λ are the solution of (1.1) λ , then
and, therefore, the definition of σ λ (u) implies
which is impossible. Hence φ ≡ 0, and u = u λ in Ω. On the other hand, by Lemma 3.3, we also have that σ λ (u λ ) > λ. This completes the proof of (i).
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By (i), we get that σ λ (U λ ) ≤ λ for λ ∈ (0,λ * ). We claim that σ λ (U λ ) = λ cannot occur. We proceed by contradiction. Set w λ = U λ − u λ ; we have
By σ λ (U λ ) = λ, we have that the problem
possesses a positive solution ϕ λ . Multiplying (6.4) by ϕ λ and (6.5) by w λ , integrating, and subtracting we deduce that 6) where
. This is a contradiction. Hence, we have σ λ U λ < λ for λ ∈ (0,λ * ).
Proof. Consider the functional
where w ∈ H 1 0 (Ω). From Hölder inequality and Young's inequality, we have, for any > 0,
if we choose small. Now, let {w k } ⊂ H 1 0 (Ω) be the minimizing sequence of variational problem 
(6.10) 
Furthermore, for any ε > 0, there exists R > 0 such that |u
(6.14) 
Take ε → 0, we obtain
and Φ(w) = d which gives that w is a solution of (6.4) λ . 
By σ λ * (u λ * ) = λ * , we have that the problem
possesses a positive solution φ 1 . Multiplying (6.21) by φ 1 and (6.22) by w, integrating, and subtracting we deduce that
where ξ λ * ∈ (u λ * ,u λ * + w). Thus w ≡ 0. 
. Now, let w λ = u λ − u 0 , then w λ satisfies the following equation: 
where c is independent of λ. Hence, we obtain 
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(ii) Now, we show that {U λ : λ ∈ (0,λ 0 )} is unbounded in H where c 1 is a constant independent of λ. Now, let λ → 0 + , then we obtain a contradiction. Hence, {U λ : λ ∈ (0,λ * )} is unbounded in H 1 0 (Ω) and lim λ→0 + U λ = +∞. In order to get bifurcation results we need the following bifurcation theorem which can be found in Crandall and Rabinowitz [6] . .6. Now we are going to prove that (λ * , u λ * ) is a bifurcation point in C 2,α (Ω) ∩ H 2 (Ω) by using an idea in [13] . We also assume that K(x) and f (x) are in C α (Ω) ∩ L 2 (Ω) and define is an isomorphism of R 1 × C 2,α (Ω) ∩ H 2 (Ω) onto C α (Ω) ∩ L 2 (Ω). It follows from implicit function theorem that the solutions of F(λ,u) = 0 near (λ,u λ ) are given by a continuous curve. Now we are going to prove that (λ * ,u λ * ) is a bifurcation point of F. We show first that at the critical point (λ * ,u λ * ), Theorem 6.7 applies. Indeed, from Lemma 6.4, problem
