The aim of this paper is the study of existence of solutions for nonlinear p−Laplacian difference equations. In the first part, the existence of a nontrivial homoclinic solution for a discrete p−Laplacian problem is proved. The proof is based on the mountain-pass theorem of Brezis and Nirenberg. Then, we study the existence of multiple solutions for a discrete p−Laplacian boundary value problem. In this case the proof is based on the theorem of D. Averna and G. Bonanno, which ensures the existence of three critical points for a suitable functional.
Introduction
This paper is divided in two parts. Both of them are devoted to study the existence of one or multiple solution of problems with p−Laplacian difference equations:
The first part is based on the mountain-pass theorem of Brezis and Nirenberg [2] . Following the steps as [3] , we obtain the existence of an homoclinic solution for the given equation.
In the second part, we obtain the existence of at least three solutions for the difference equation with p 1 = p 2 = q and the Dirichlet boundary conditions, by generalizing a result given in [4] for the problem −∆ (ϕ p (∆u(k − 1))) = λ f (k, u(k)) , k ∈ [1, T ] , u(0) = u(T + 1) = 0 .
Such result is obtained by applying [1, Theorem 2.1] to our boundary value problem.
In both cases, we show how our arguments should be modified in order to obtain the analogous result for higher order problems.
The study of p−Laplacian difference equations has been developed in the literature. In addition to the previously mentioned ( [3] , [4] ), we refer [6] , where the following problem is studied: ∆ (ϕ p (∆u(k − 1)))+a(t) f (k, u(k)) = 0 , k ∈ [1, T +1] , ∆u(0) = u(T +2) = 0 , where a(t) is a is a positive function. Moreover, in [10] , the existence of three positive solutions of this problems is studied.
Recently, in [5] , it is proved the existence of at least three solutions of the problem
where α, λ and µ are real parameters, f and g are continuous.
Moreover, we refer [7] , [8] and [9] , where the existence of homoclinic solution for different discrete second order problems is studied.
This paper is structured in two parts. We introduce the considered problems in the beginning of these parts. Then, we construct the related variational formulation. After some preliminaries, the existence solutions results are proved. Finally, we give examples to the results obtained.
Homoclinic Solutions
This section is focused on the study of the existence of homoclinic solutions for the following problem:
where a > 0 is fixed, p i ≥ q > 1 for i = 1, 2 and
are the difference operators. For each p > 1:
and V : Z → R is a T −periodic positive function for T a fixed integer. Let us denote 0 < V 0 = min{V (0), . . . , V (T − 1)} , and V 1 = max{V (0), . . . , V (T − 1)} .
Moreover, f : Z × R → R verifies the following assumptions:
f (k, t) dt, satisfies the Rabinowitz's type condition:
There exist µ ∈ R, such that µ > p i ≥ q > 1, for i = 1, 2 and s > 0, such that
Even though we are going to focus on problem (1), we are going to indicate in each step how the results can be modified in order to obtain the result of existence of homoclinic solution for the following problem
where V , f , ϕ p and ∆ j have been previously introduced, µ > p i ≥ q > 1 and a i ≥ 0 for all j ∈ {1, 2, . . . , n}, with a n = 1.
Remark 2.1. In the case of problem (5), we consider
We have the following result:
Lemma 2.2. The functional J : ℓ q → R is well defined and C 1 −differentiable. Moreover, its critical points are solutions of (1).
Proof. Let us see first that it is well-defined. In order to do that, consider the following inequality:
which is verified for every non negative x, y and p > 1.
Applying this inequality for p 2 > 1 twice, we have:
Now, since p 2 ≥ q, it is well-known that ℓ q ⊂ ℓ p2 . Hence, using the fact that u ∈ ℓ q , we conclude that
Now, let us apply inequality (6) for p 1 . We have, taking into account that
Moreover, we have
Finally, for all δ ∈ (0, 1), there exists N > 0 sufficiently large such that |u(k)| q < δ < 1 if |k| > N . Moreover, under the assumption (F 3 ), we have
Thus, k∈Z F (k, u(k)) < +∞ and J is a well defined functional in ℓ q . For all v ∈ ℓ q , we have:
Having into account that,
we conclude that for all v ∈ ℓ q ,
So, we can obtain the partial derivatives as follows:
which are continuous functions. Moreover, from this we conclude that the critical points of J are the solutions of (1).
Remark 2.3. In order to prove Lemma 2.2 for the problem (5), we obtain using an induction argument that for each i = 0, . . . , n − 1, the following inequality is fulfilled:
hence, since p n−i ≥ q, we have that u ∈ ℓ q ⊂ ℓ pn−i . Thus, we can conclude that J is a well-defined functional.
Moreover, also using an induction argument, we can prove that for all v ∈ ℓ q :
which allows us to prove that every critical point of J is a solution of problem (5) with the same arguments as in Lemma 2.2.
Now, let us introduce the mountain-pass theorem of Brezis and Nirenberg [2] , which we are going to use in order to obtain the homoclinic solutions of (1) and (5) .
Let X be a Banach space with norm · and I : X → R be a C 1 −functional. We say that I satisfies the (P S) c condition if every sequence (
has a convergent subsequence in X. Let us denote as a (P S) c −sequence, every sequence (x k ) ⊂ X such that verifies (7).
Theorem 2.4 ([2, Mountain-pass theorem, Brezis and Nirenberg])
. Let X be a Banach space with norm · , I ∈ C 1 (X, R) and suppose that there exist r > 0, α > 0 and e ∈ X such that e > r and
Then, there exists a (P S) c −sequence for I.
Moreover, if I satisfies the (P S) c condition, then c is a critical value of I, that is, there exists u 0 ∈ X such that I(u 0 ) = c and I ′ (u 0 ) = 0.
Let us consider the following norm in ℓ q :
From the assumption on V , we have that it is an equivalent norm to |·| q , since we have:
Now, we have the following result, which can be prove in the same way as
Lemma 2.5. Suppose that assumptions (F 1 ) − (F 3 ) are verified. Then, there exist ρ > 0, α > 0 and e ∈ ℓ q such that e > ρ and
2. J(e) < 0.
We obtain the following result.
Lemma 2.6. Assume that (F 1 ) − (F 3 ) are verified. Then, there exists c > 0 and a ℓ q −bounded (P S) c sequence for J.
Proof. From Lemma 2.5 and Theorem 2.4 there exists (u m ) ⊂ ℓ q a (P S) c −sequence for J, i.e, (7) is verified for I = J, where
where e ∈ ℓ q has been introduced in Lemma 2.5. Now, we have to prove that the sequence (u m ) is bounded in ℓ q . We have,
Now, using (F 2 ) and taking into account that µ > p i ≥ q > 1 for i = 1, 2, we have:
Thus, (u m ) is a bounded sequence in ℓ q .
Remark 2.7. In order to prove the previous result for problem (5),we only have to take into account that
Now, we can prove the main result of this part:
Theorem 2.8. Suppose that a > 0, the function V : Z → R is positive and T −periodic and assumptions (F 1 ) − (F 3 ) are fulfilled. Then, for λ > 0, problem (1) has a non trivial homoclinic solution u ∈ ℓ q , which is a critical point of the functional J : ℓ q → R.
Proof. From Lemma 2.6, we have that the obtained (P S) c sequence (u m ) is bounded in ℓ q , so, lim |k|→+∞ |u m (k)| = 0. Hence, |u m (k)| attains its maximum at a value k m ∈ Z.
Let us denote as j m , the unique integer such that j m T ≤ k m < (j m + 1) T and let us define the function
Taking into account the periodicity of V and (F 1 ), we have:
Since (u m ) is bounded in ℓ q it also is (w m ). Then, there exists w ∈ ℓ q such that w m → w weakly, i.e., w m , v → w, v for all v ∈ ℓ q . The proof that w is a critical point of the functional J is analogous to the proof of [3, Theorem 1.1]. Thus, w is a solution of (1).
To finish the proof, we have to see that w = 0. Let us assume that w = 0. In such a case, we have
Using (F 3 ), it is known that for every ε > 0, there exists δ > 0, such that if |x| < δ then, for every k ∈ [0, T − 1], the following inequalities are fulfilled: 
Hence, from (9), for all m > M we have
This implies that
Since (w m ) ∈ ℓ q is bounded, lim m→+∞ J ′ (w m ) = 0 and we can choose ε > 0 arbitrarily small, we arrive to a contradiction with the fact that lim m→+∞ (w m ) = lim m→+∞ (u m ) = c > 0.
Remark 2.9. Taking into account that for every i = 1, . . . , n, we have that q p i ≤ 1, we can prove similarly Theorem 2.8 for problem (5), if we consider
(F 1 ) Obviously f is continuous as a function of t and T −periodic as a function of k,
Since r > q, we have:
Then, for V , b : Z → R two positive T −periodic functions the problem
where r > p i ≥ q > 1 for i = 1, 2, has a non trivial homoclinic solution for every λ > 0.
Boundary value problems
In this part we are going to study the existence of multiple solutions for the following boundary value problem:
where T is a fixed positive integer, [1, T ] = {1, 2, . . . , T }, the difference operators have been introduced in (2)-(3) and ϕ q has been defined in (4) for 1 < q < +∞. Moreover, we consider V : [1, T ] → R, as a positive function. We can consider it as a restriction to the discrete interval [1, T ] of the T −periodic function V introduced in the first part of the paper.
We also denote V 0 = min{V (1), . . . , V (T )} and V 1 = max{V (1), . . . , V (T )}. Finally, let f : [1, T ] × R → R be a continuous function. Let n < T /2 and a i > 0 for i = 1, . . . , n − 1. We are going to indicate how our arguments must be modified in order to obtain the existence of multiple solutions for the following problem:
As in the first part, we are going to obtain the existence result by means of variational methods.
In order to obtain our variational approach, we consider the following T −dimensional Banach space:
coupled with the following norm
Remark 3.1. In order to study problem (12)- (14), we consider the following Banach space
We have the following result, in terms of the norm · X .
Lemma 3.2. For every u ∈ X, the following inequality holds:
Proof. First, we have:
Secondly, taking into account the boundary conditions (11), for every u ∈ X and all j = 1, . . . , T , we have
Analogously, for every u ∈ X and all j = 1, . . . , T , we obtain
Now, combining (18) with the discrete Hölder inequality, we have
Using (18) and (19), we have:
Thus, from (17), (20) and (21), we obtain
and the result is proved, taking into account that
Remark 3.3. Using induction arguments and the discrete Hölder inequality, it can be proved that for each i = 1, . . . , n
Thus, Lemma 3.2 remains true for problem (12)-(14) with
. Now, let us consider
Remark 3.4. For Problem (12)-(14), we have
Remark 3.5. Realize that, in both cases,
We have the analogous result for this case to Lemma 2.2 Lemma 3.6. The functional J : X → R is C 1 −differentiable and its critical points are solutions of (10).
Proof. For all v ∈ X, we have:
Now, for every u, v ∈ X we have:
and
Thus, for all u, v ∈ X we can write (23) in an equivalent way as follows :
From the arbitrariness of v ∈ X, we conclude that if u is a critical point of J 1 , then it is a solution of (10)-(11) and the result is proved.
Remark 3.7. In order to prove Lemma 3.6 for problem (12)- (14), we see, using an induction hypothesis, that for every i = 1, . . . , n the following equality is fulfilled for all u, v ∈ X.
Such equality allows us to prove, using the arguments of Lemma 3.6 that every critical point of J 1 is a solution of problem (12)-(14).
Let us denote Ψ 1 (u) = − T k=1 F (k, u(k)). Let E be a finite dimensional Banach space and consider J : E → R the functional J(u) = Φ(u) + λ Ψ(u), where Φ, Ψ : X → R are of class C 1 (E) and Φ is coercive. 1. there exists r > inf E Φ such that ψ 1 (r) < ψ 2 (r).
2. for each λ ∈ 1 ψ 2 (r) , 1 ψ 1 (r)
we have lim u E →+∞ J(u) = +∞.
Then, for each λ ∈ 1 ψ 2 (r) , 1 ψ 1 (r)
, J has at least three critical points. Now, we can state the main result of this section:
