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Abstract
We investigate in this work a local version of the theory of fractal
strings and associated geometric zeta functions. Such a generalization al-
lows to describe the asymptotic behaviour of a “fractal” set in the neigh-
borhood of any of its points. We give basic properties and several examples
illustrating the possible range of situations concerning in particular the
evolution of the local complex dimensions along the set and the relation
between local and global zeta functions.
1 Background and Motivations
The theory of Fractal Strings has been developed over the past years by M.
Lapidus and co-workers in a series of papers, including [7, 8, 9, 12, 13, 14, 5].
See also the book [10] and the more recent works [11, 15, 16].
A fractal string L is simply a bounded open subset Ω of R. Ω may be
written as a disjoint union of intervals Ij = (aj , bj), i.e. Ω =
⋃∞
j=1 Ij . For
our purpose, no distinction needs to be made between the open set and the
sequence of lengths of the intervals that define it. By abuse of notation, we will
thus speak of the fractal string as L = {`j}∞j=1, where `j are the lengths of the
Ij . Thus, a possible definition of a fractal string is:
Definition 1 A fractal string L is an at-most countable, non-increasing se-
quence of lengths whose sum is finite.
To a fractal string is associated a complex function, the (geometric) zeta
function of L:










for values s ∈ C such that the series converges.
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The interest of ζL is that it provides rich information about the fractal
structure of the boundary ∂Ω of Ω (or of L for our purpose), as is developed in
the papers mentioned above. The most basic fact is that the critical exponent
for ζL is related to the upper Minkowski dimension (or upper box dimension) of
∂Ω1. Recall the following definition of the upper Minkowski dimension:
The one-sided volume of the tubular neighborhood of radius ε of ∂Ω is
V (ε) = vol1{x ∈ Ω| d(x, ∂Ω) < ε}.
The Minkowski dimension of ∂Ω is
D = DL := inf{α ≥ 0| V (ε) = O(ε1−α) as ε→ 0+}.
It is a remarkable fact that only the lengths of Ω (that is, of the associated
fractal string L) affect its value. It is thus relevant to speak of the Minkowski
dimension of ∂L. By abuse of notation, we will often speak of the dimension of
L instead of ∂L.
If D is the Minkowski dimension and limε→0+ V (ε)ε
D−1 exists L is said to
be Minkowski measurable, in which case
D = inf{α ≥ 0| lim
ε→0+
V (ε)εα−1 <∞}.
The Minkowski content of L is then defined asM(D,L) = limε→0+ V (ε)εD−1.
The following theorem describes the relation between the Minkowski dimen-
sion of a fractal string L and the sum of its lengths to the exponent σ ∈ R.
Theorem 1 [10]




This sum is monotonically decreasing (as a function of σ), so there is a
unique such D ∈ R. We see that D is the abscissa of convergence of ζL(s),
where s ∈ C.
A crucial assumption in all that follows is that the zeta function ζL has a
meromorphic extension to an open region of the complex plane which extends
strictly to the left of line R(z) = D. By an abuse of notation, we use the same
notation for the zeta function and its meromorphic extension.
Thus, the number D is a real pole of ζL and it is the Minkowski dimension
of L. This suggests to extend the notion of dimension to complex numbers by
considering the poles of the meromorphic extension of ζL:
Definition 3 The set of complex dimensions of a fractal string L contained in
some region R ⊆ C is
D(R) = {ω ∈ R| ζL has a pole at ω}.
1Since we will only deal with the upper Minkowski dimension in this work, we will often
leave out the word “upper” in the name.
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(See [10] for a more general definition.) The relevance of considering complex
dimensions is illustrated in particular by the following theorem :
Theorem 2 [10] If a fractal string satisfies certain mild conditions, the follow-
ing are equivalent:
1. L has only one complex dimension with real part equal to DL.
2. ∂L is Minkowski measurable.
See [10] for more details. More refined results exist, that allow for instance
to characterize the asymptotic behavior of V (ε) (as ε tends to 0) in terms of
the residues of ζL.
Example: A simple example will best illuminate and motivate these defini-
tions. The example we choose is the standard middle-1/3 Cantor subset of [0, 1].
See reference [10] pages 13-16 for a more complete discussion of this example.
The lengths for this fractal string are
1/3, 1/9, 1/9, 1/27, 1/27, 1/27, 1/27, 1/81, . . . , 1/81, 1/243, . . .
with 2n−1 copies of 3−n for n ≥ 1. It is easy to see that
ζL(s) =
1/3
1− 2 · 3−s
,







, k = 0,±1,±2,±3, . . . . (1)
In this particular case, we have
V (ε) = 2ε·(2n−1)+(2/3)n−2ε = (2ε)1−D
(
(1/2){− log3 (2ε)} + (3/2){− log3 (2ε)}
)
−2ε,
where n = [− log3 (2ε)] and x = [x] + {x} is the decomposition of a positive
real number into its integer and fractional parts and D = ln(2)/ ln(3) is the
dimension of the Cantor set. This means that
V (ε) = ε1−DG(ε)− 2ε (2)
where G is a non-constant multiplicatively periodic function of multiplicative
period 2π/ ln(3) (see [10], page 16). Notice the connection between the inter-
pole spacing of ζL(s) and the oscillations of V (ε) (that is, there is the quantity
2π/ ln(3) in formulas (1) and (2)).
The theory of fractal strings has been generalized in various directions: a
random setting is considered in [5]; higher-dimensional extensions are proposed
in [13, 16]; and multifractal zeta functions are investigated in [11, 15, 16].
The aim of this article is to study a localized version of the geometric zeta
function tailored to measure the dimensional properties of a fractal set in the
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neighbourhood of any of its points. By definition, the local behaviour of a
self-similar fractal E is the same everywhere (for example, dimH(E ∩Bε(x)) =
dimH(E), as long as this intersection is non-empty, where Bε(x) is the open ball
of radius ε centered at x). Thus if the local dimension differs at different points
we know that the set cannot be self-similar and thus may exhibit different scal-
ing behaviour at different points. It is natural to wonder whether localizing the
formalism of fractal strings and geometric zeta functions may help in character-
izing the fine pointwise behaviour of non-self-similar fractal sets, as for instance
local Minkowski measurability. This is what we develop in the following. Note
that this work is meant as a preliminary investigation: we content ourselves
with defining local fractal strings in a meaningful way (section 2), proving basic
properties (section 3), and giving a variety of examples that illustrate the range
of possible behaviours (section 4).
2 Local fractal strings
In all the sequel, C ⊂ [0, 1] will denote a compact set, so that [0, 1] \ C =
⋃
i li
is a union of open intervals. By abuse of language, we will occasionally refer to
C as a string, instead of the bounded components of its complement.





(where |ln| is the length of the interval ln) as the ε-localization of the zeta
function around the point x ∈ C. We denote by Dε(x) = inf{s > 0 : ζε(x, s) <
∞}, the exponent of convergence of ζε(x, s).
We assume that ζε(x, s) has a meromorphic extension to a neighborhood of
{z : Re(z) ≥ Dε(x)} for all sufficiently small ε. We continue the tradition of
abusing notation by denoting both the original zeta function and its meromor-
phic extension by ζε(x, s).
Definition 5 The ε-localization of the complex dimensions of the fractal string
{ln} is the set of poles of this meromorphic extension of ζε(x, s) on the critical
line. We denote this set of poles by Dε(x).
We will be interested in the set D(x) = limεDε(x) and when this limit exists.
Dε(x) is a collection of points on the line in C with real part Dε(x), we need to
specify in which sense we take this limit.
Definition 6 Let Kn be closed subsets of C with Kn being on the line with real
part sn and similarly K with real part s. We say that Kn → K if sn → s and
for every compact set A we have A ∩Kn → A ∩K in the Hausdorff metric.
In particular, notice that this means that any bounded subset of poles con-
verges uniformly.
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Definition 7 The local complex dimensions at the point x ∈ C for the fractal
string {ln} is the set D(x), when this limit exists.
Remark that we do not define
ζ(x, s) = lim
ε→0
ζε(x, s) = inf
ε>0
ζε(x, s)




ζε(x, s) = 0
uniformly in s on compact subsets. This is why we first define Dε(x) and then
take the limit of the complex dimensions. This is similar to the usual definition
of the local dimension




dimloc(C, x) = dim(lim
ε→0
C ∩Bε(x)) = 0.
In a similar way
D(x) = inf
ε>0
inf{s > 0 : ζε(x, s) <∞}
and not
inf{s > 0 : inf
ε>0
ζε(x, s) <∞} = 0.
3 Basic properties
We first remark that, for a fractal string {ln} and a point x, it is not usually
the case that D(x) ⊂ D, that is the set of local complex dimensions is not, in
general, a subset of the set of global complex dimensions (example 3 in the next
section is one illustration of this).




always exists and is the local Minkowski dimension (or local upper box dimen-
sion) of C at x.




The fact that D(x) is the local Minkowski dimension is by definition. 
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Proposition 2 D(x) is an upper semi-continuous function of x ∈ C.
Proof: Take x ∈ C. Then for any ε > 0 and z so that |z − x| < ε we have






















Theorem 3 in section 4 will provide a converse to proposition 2.
Proposition 3 There exists at least one point x ∈ C with D(x) equal to the
global Minkowski dimension of the string.
Proof:
Let D denote the (global) Minkowski dimension. Then clearly we have
D(x) ≤ D for all x. Suppose D(x) < D for all x. For any xi, there is some
εi > 0 so that Dεi(xi) < (D+D(xi))/2. As C is compact, we can cover it with
finitely many Bεi(xi). Let j be such that Dεj (xj) is the maximum amongst the
Dεi(xi). Then as the Minkowski dimension is finitely stable we have that
D ≤ Dεj (xj) < (D +D(xj))/2 < D,
a contradiction.
Our final result in this section gives a criterion for the existence of the local
complex dimensions:
Proposition 4 Let C be a string and suppose that x ∈ C is such that D(x) has
a strict local maximum at x. Then the local complex dimensions D(x) of C at
x exist.
Proof: Since D(x) > D(y) for any y sufficiently close to x, this implies that
for all small 0 < δ < ε, we have Dε(x) = Dδ(x). This entails convergence as
ε→ 0, as this set is constant. 
It is interesting to compare this result with example 8, where the local com-
plex dimensions do not exist at a point because of a lack of convergence. In
that example the point in question is a strict local minimum of D(x).
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4 Examples of local fractal strings
Our first example is just to given an example of the simplest type of behaviour
that can occur when we localize a fractal string.
Example 1
Take the intervals ln = (1/(n+ 1), 1/n) for n ∈ N. For x = 1/n, we have
ζε(x, s) = [n(n− 1)]−s + [(n+ 1)n]−s
for all ε < 1n(n+1) , so this zeta function has no poles and D(x) = 0, as expected.





Clearly D = 1/2 in this case. Furthermore, the asymptotic decay rate of ζε(0, s)
does not depend on ε > 0, so Dε(x) is constant in ε. For a detailed discussion
of this fractal string, see [10] Section 6.5.1.
Example 2 Self-similar local fractal string
Take a fractal string generated by an IFS wi(x) = rix+ai on [0, 1] with gaps of
length gi (that is, [0, 1]\∪iwi([0, 1]) is a union of open intervals with lengths gi).





















Now, for the local fractal string, let x ∈ C, the Cantor set generated by this
IFS, and ε > 0 be given. Then there is an n and some sequence i1, i2, . . . , inwith
wi1 ◦ wi2 ◦ · · ·win(C) ⊂ Bε(x)
and thus





Thus, all the poles of ζL(s) are also poles of ζε(x, s). We already observed that
all the poles of ζε(x, s) are also poles of ζL(s). Thus, Dε(x) is simply the set of
poles of the non-local zeta function ζL(s) and is thus constant with respect to
ε.
So, as we expect, the behaviour of the local fractal string for a self-similar
fractal is constant everywhere and is just measuring the global behaviour of the
string.
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Example 3 Continuously varying D(x).
Now we construct C ⊂ [0, 1], a Cantor set, where the local Minkowski dimension
(in fact, Hausdorff dimension) continuously varies from 0 to log(2)/ log(3) (the
reason for the log(2)/ log(3) factor will become a little more clear when we revisit
this example in example 5).
To do this, we first discuss a general method of constructing compact, totally
disconnected and perfect subsets of [0, 1] (studied also in [2]).
Let (an) be a positive summable sequence, assuming without loss of general-
ity that
∑
n an = 1. We construct a Cantor set Ca with gap lengths an by first
removing an interval of length a1 from the interior of [0, 1], leaving two closed
intervals I11 , I
1
2 . Having constructed the kth step, we have 2
k closed intervals Iki
and we remove from the interior of Iki an open interval of length a2k+i−1 (see
the figure below). Because of the way the intervals are removed, there is only












a4 a2 a5 a1 a6 a3 a7
Notice that the order of the sequence (an) can make a big difference in the
resulting Cantor set. Further, the sequence determines the Cantor set but there
are many sequences which result in the same Cantor set. We mention that there
are relations between the decay rate of (an) and the dimension of the associated
Cantor set (see [1, 2]).
We will specify a summable sequence an in a particular order and this will
generate the desired Cantor set.




−i + 2−n−1 for σ ∈ Σn. Further, for each σ ∈ Σn, we define
l(σ) = 2−(n log(3))/(w(σ) log(2)) = 3−n/w(σ).
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Finally, we let





(so N(∅) = 1, N(0) = 2, N(1) = 3, N(00) = 4, N(01) = 5 etc) and notice that
N : ∪nΣn → N is a bijection.
Using this notation, we define aN(σ) = l(σ).
By our construction, each x ∈ C is identified with a unique (infinite) binary
sequence σ(x) = σ1(x)σ2(x)σ3(x) . . . . In fact, if we place the product topology
on Σ∞ = {0, 1}∞ we get that this identification is a homeomorphism between
C and Σ∞. We extend the function w (given above as w : Σn → [0, 1]) to






(so this is just binary representation of numbers in [0, 1]).
We will show that D(x) = log(3)/(log(2)w(σ(x))) for any x ∈ C.
Roughly speaking, we define l(σ) = 2−n log(3)/(log(2)w(σ)) because we want
the decay rate near some x ∈ C to be approximately n− log(3)/(log(2)w(σ(x))).
That is, if σ(x) = σ1σ2σ3 . . . σn . . ., then we see that for large n, w(σ(x)) ≈
w(σ1σ2 . . . σn). Let σ








so that this definition gives the correct local decay rate.
A little more formally, for x ∈ C and ε > 0, define
wmin = inf{w(σ(z)) : z ∈ Bε(x)} and wmax = sup{w(σ(z)) : z ∈ Bε(x)}.
and Ω = σ−1(Bε(x)) ⊂ Σ∞. Then for any σ ∈ Ω we have
2−n log(3)/(log(2)wmax) ≤ l(σn) ≤ 2−n log(3)/(log(2)wmin).
This means that the decay rate of the sequence associated with local Cantor set
C∩Bε(x) is bounded between n− log(3)/(log(2)wmax) and n− log(3)/(log(2)wmin). By
the results in [2] (in particular Proposition 3), this means that
log(3)/(log(2)wmax) ≤ dimH(C∩Bε(x)) ≤ dimB(C∩Bε(x)) = Dε(x) ≤ log(3)/(log(2)wmin).
Since both w and σ are continuous functions, as ε→ 0, we have wmin, wmax →
w(σ(x)) and thus D(x) = log(3)/(log(2)w(σ(x))), as desired. In fact, in this
case the “local Hausdorff” dimension is also D(x), as our estimate bounds the
Hausdorff dimension of Bε(x) ∩ C.
Example 3 may be somewhat generalized to give a converse to proposition
2:
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Theorem 3 Let f : [0, 1] → [0, 1) be an upper semi-continuous function. Let
w : Σ → [0, 1] give the binary representation (as above). Then there exists a
Cantor set C so that for each x ∈ C, the local Minkowski dimension D(x) at x
is f(w(σ)), where σ ∈ Σ is the address of x.
Proof:
The construction is very much the same as in example 3. We only make
a very slight modification to the lengths and then the estimates are a little









−i] ⊂ [0, 1],
so that Iσ is a dyadic interval of length 2
−n. Further, let fσ = sup{f(x) : x ∈
Iσ}. Then if σ ∈ Σ with w(σ) = x, then because f is u.s.c. we know that
f(x) = limn fσn (recall that σ
n is the truncation of σ to the first n places). It
is also useful to note that
fσ = max{fα : α ∈ Σn+k, αn = σ}
for any k ∈ N.
Referring to the construction in example 3, we now define l(σ) = 2−n/fσ and
aN(σ) = l(σ) and let C be the resulting Cantor set.
We now make use of the following result from [18] to estimate the Minkowski
(upper box) dimension D:
D = lim sup
ln(n)
− ln(an)




Take x ∈ C and σ ∈ Σn be such that x ∈ Iσ. Then for all k ∈ N, there is some
αk ∈ Σn+k with fαk = fσ. We have N(αk) = η2n+k for some 1 ≤ η < 2 and
aN(αk) = 2






+ fσ > fσ
and thus for the lengths in Iσ we have that lim sup
ln(n)
− ln(an) ≥ fσ. From the
same argument as in the example we have fσ as an upper bound and thus
DIσ (x) = fσ. Letting n→∞ we converge to x and to f(w(σ)), as announced.

Example 4
It is possible to modify the construction of the previous example so that all the



















This will give the same values for D(x) for the local zeta functions; the complex
dimensions need not be the same.
Example 5 Rearranging the middle third Cantor string
Now we construct an example which has continuously varying D(x) (as example
3) but in which the lengths are a subset of the lengths of the standard middle
third Cantor string.
Take the string from example 3 but modify them as in example 4 by taking
r = 1/3. This means that all the lengths are negative powers of 3. Call the
lengths of the resulting string ln and the entire string L. We show that it is
possible to rearrange the intervals in the middle third Cantor string and obtain
the string L plus some “left-over” lengths. We arrange these “extra” lengths as
in example 1, thus giving this part of the string trivial local dimension except
at one point. Since we are primarily interested in the remainder of the string,
we will ignore these “extra” lengths.
The middle third Cantor string has 2k intervals of length 3−k−1. Let Nk
be the number of lengths in L equal to 3−k. We estimate that Nk ≤ 2k. Thus
there is a re-scaling of L, call it L̂ whose lengths are a subset of the lengths of
the middle third Cantor string, as desired.
To estimate Nk, we define
Snk = {x ∈ [0, 1] :
n
k
≤ x < n
k − 1
},
noting that Snk is roughly the set of σ ∈ Σn so that k(σ) = k (k(σ) as defined
in (3)). The set Snk represents roughly 2
















so that Nk ≤ 2k as desired.
Example 6 A string with different local and global oscillations
To begin this example, we first briefly discuss a self-similar string with a
single gap (see Section 2.2.1 in [10]). For our purposes, we take the single gap
(0, 3−n) and 2n IFS maps of the form wi(x) = 3
−nx+ i/3n for i = 1, 2, . . . , 2n.











, k ∈ Z.
We will call this fractal string the 3−n string. For each k ∈ N, it contains 2nk
copies of the length 3−n(k+1). The length of this string is 3−n/(1 − 2n3−n) =
1/(3n − 2n).
Let L be a disjoint union of a 3−n string for each n ∈ N, arranged in order
on R and going from left to right (the total length of L is less than 3/2).
Consider the length 3−j for some j. We see that this length occurs 2j−1
times in the standard middle 1/3 Cantor string. If this length occurs in some
3−n1 and 3−n2 string with 2k1 copies and 2k2 copies, respectively, then we must
have that k1 6= k2 and both are strictly smaller than j. This implies that the
total number of copies of the length 3−j in L is no greater than 2j . Thus, the
set of lengths of L is a subset of the lengths of the fractal string generated by a
standard middle 1/3 Cantor set of total length 1.
This means that we can rearrange the complementary intervals in the stan-
dard middle 1/3 Cantor set so that we obtain the above lengths plus some
“extra” lengths. We assume that we do this.
As we mentioned, for any point in the 3−n string, the local complex dimen-







Thus, locally we have oscillations with period 2π/(n ln(3)) while globally we
have oscillations with period 2π/ ln(3).
Example 7 Globally Minkowski measurable, (almost) everywhere locally non-
measurable.
We now given an example of a fractal string which globally has no oscillations
(so no poles off of the real axis on the critical line) but everywhere locally it has
complex poles, except at one point. For each n = 1, 2, . . ., let Cn be a standard
middle 1/3 Cantor set which has been scaled to have total length n−4/3. We
make our string by placing C1 starting at the point 0 ∈ R, then leaving a gap
of length 1, then placing C2, then leaving a gap of length 2
−4/3, then placing
C3, etc. We must place one more limit point at the far “end” of the set, call
this point ω. The total length of this string is 2
∑
n n
−4/3 < 8. The string Cn


































n−4s/3 = ζ1(s)ζ2(s) + ζ2(s),
where ζ1 is the zeta function for the standard Cantor set and ζ2 is the zeta
function for the string with lengths n−4/3. The critical exponent for ζ1 is
ln(2)/ ln(3) ≈ 0.63 while the critical exponent for ζ2 is 3/4. Thus, the criti-
cal exponent for ζ is 3/4, where there are no poles with complex dimensions.
Thus, globally the string is Minkowski measurable and of dimension 3/4. How-
ever, for any x ∈ C, x 6= ω, and small enough ε > 0, there is some n so that
Bε(x) ∩ C ⊂ Cn and thus for any such ε the local zeta function is of the form
ζε(x, s) =
φ(s)
1− 2 · 3−s
,







: k ∈ N}.
Since this is constant for all small ε, this is also the set of local complex dimen-
sions at any such point. Thus, locally the string is not Minkowski measurable
at any ω 6= x ∈ C. However, at ω we see that
ζε(ω, s) =
3−s







for some N . Thus the local complex dimensions at ω are the same as for the
entire string.
The construction in example 7 is interesting to note. If we have two sequences
of lengths an and bn with associated zeta functions ζa and ζb, then the string with
lengths anbm has zeta function ζa(s)ζb(s), so the zeta function is “multiplicative”
in this sense. It is clear that it is “additive” as well.
Constructing a set with the converse property, i.e. globally non-measurable
but everywhere locally measurable remains an open question.
Example 8 Nonconvergence of Dε(x), so a point with no local complex dimen-
sions.
Our final example is one in which there is a point where the local complex
dimensions are not defined because of a lack of convergence. Let rk = 1/3 when
k is odd and rk = 1/4 when k is even. Furthermore, let nk ∈ N grow sufficiently




k = 1 are strictly decreasing.
Notice that it is always possible to set n2k+2 = n2k+1 but it is necessary to have
n2k+1 > n2k. Let Ck be a Cantor set with two contractions equal to rk and r
nk
k
and scaled so that |Ck| = 2−k. Notice that the Hausdorff and box dimension
of Ck is equal to sk. We construct our string C by stacking the Ck end-to-end
13
from left-to-right and starting from C1 and then adding a limit point ω. Then
|C| = 1, the Minkowski dimension of C is ln(2)/ ln(3) and C is not Minkowski
measurable because it has non-real complex poles on the critical line.
We claim that the local complex dimensions do not exist at ω. For all ε > 0,
the critical exponent for ζε(ω, s) is equal to sk where k = min{n : Bε(ω)∩Cn 6=
∅}. Thus the complex dimensions of ζε(ω, s) lie entirely on the line with real




, m ∈ N.
Now we just note that even though sk → 0, the separation between the complex
poles oscilates between 2π/ ln(3) and 2π/ ln(4), so does not converge.
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