Abstract: In this paper, we propose a novel neural modeling methodology for forecasting daily river discharge that makes use of neural units with higher-order synaptic operations (NU-HSOs). For hydrologic forecasting, conventional rainfall-runoff models based on mechanistic approaches in the literature have shown limitations attributable to their overparameterization and complexity. With the use of neural units with quadratic synaptic operation (NU-QSO) and cubic synaptic operation (NU-CSO), as suggested in this paper, the refined neural modeling methodology can overcome the intricacy and inefficiency of conventional models. In this paper, neural network (NN) models with NU-HSO are compared with conventional NNs with neural units with linear synaptic operation (NU-LSO) for forecasting river discharge. This study was conducted using 1-to 5-day lead time forecasting in the Mahanadi River basin at the Naraj gauging site to evaluate the effectiveness of the higher-order neural networks (HO-NNs). Performance indices for the prediction of daily discharge forecasting indicated that NNs with NU-CSO and NNs with NU-QSO achieved better performance than NNs with NU-LSO even with a lower number of hidden neurons. Thus, this study shows that HO-NNs can be effective in hydrologic forecasting.
Introduction
Daily river-discharge forecasting is important for water resources planning and management. Several rainfall-runoff models based on a physical or mechanistic approach or on a system theoretic approach have been developed for river-discharge forecasting (Aqil et al. 2007; Mukerji et al. 2009; Tiwari and Chatterjee 2010a , 2010b , 2010c Yonaba et al. 2010; Ticlavilca and McKee 2010; Demirel et al. 2009; Shamir et al. 2010; Abudu et al. 2011) . Physically distributed modeling is a typical example of the mechanistic approach for building a model that explicitly accounts for the smallscale physics of the system (Loague and VanderKwaak 2004) . This approach has been criticized because of the creation of very complex models, which leads to problems of overparameterization and equifinality (Beven 2006 ) that can increase forecast uncertainty. The main concern with that it does not consider system theoretic approach is that it does not consider system operation and the physical processes that are involved.
One of the system theoretic approaches, black box models in the form of neural networks (NNs), has received considerable attention for river-discharge forecasting in the last few decades. The ability of an NN to map complex nonlinear rainfall-runoff relationships has increased its application in rainfall-runoff modeling and river-discharge forecasting (Jain and Srinivasulu 2004) . Substantial research on NN has been reported by the ASCE (2000a ASCE ( , 2000b .
In traditional NN models, linear synaptic operation is employed in each neural unit (NU) (i.e., node), which embraces first-order combinations between neural inputs and synaptic weights. Extensive research [Rumelhart and McClelland (1986) ; Ghosh and Shin (1992) ; Homma and Gupta (2002) ; Gupta et al. (2003) , Redlapalli et al. (2003) ; Redlapalli (2004) ] has been conducted to develop higher-order synaptic operations that embrace the higher-order correlation between neural inputs and synaptic weights. In the literature, neural units with higher-order synaptic operations (NU-HSOs) have shown excellent computational capabilities when used in problems dealing with pattern recognition, learning properties, and system control.
An NU-HSO contains all the higher-order correlations in terms of inputs (i.e., synaptic inputs). A generalized structure of NU-HSO is a polynomial network that includes a higher-order neural network (HO-NN) (e.g., a sigma-pi network) (Rumelhart and McClelland 1986 ) and a conventional network. The synaptic operation of a sigma-pi network creates the product of selected input components computed with a power operation, whereas conventional neural units compute the synaptic operation as a weighted sum of all the neural inputs. Because sigma-pi networks result in an exponential increase in the number of parameters, Shin and Ghosh (1991) introduced modified forms of the networks that involve smaller number of weights. They are called pi-sigma networks, in which the synaptic operation is a product of the weighted sum of all nonlinear correlation in terms of input components.
In this paper, a novel modeling methodology of daily discharge forecasting that uses NU-HSO is presented. Quadratic synaptic operation (QSO) and cubic synaptic operation (CSO) were applied to predict daily discharge from the Mahanadi River in India at the x 2
( )
Neural Inputs Synaptic Operation Somatic Operation Naraj gauging site, and according to the simulation results, the proposed models have shown promise. In the remainder of the paper, some important ideas regarding NU-HSO are introduced, study area and data are discussed, and a new modeling methodology applying NU-HSO for daily discharge forecasting is described. The simulation results and conclusions for daily river flow forecasting are then given.
Neural Units
A simple neural model is presented in Fig. 1 . From a mathematical point of view, information processing within a neuron involves two distinct operations: (1) a synaptic operation in which a relative weight (significance) is assigned to each incoming signal according to past experience (knowledge) and (2) a somatic operation that provides various mathematical operations, such as aggregation, thresholding, nonlinear activation, and dynamic processing, to the synaptic inputs. A detailed explanation of different properties of NUs is beyond the scope of this paper. Interested readers are directed to Gupta et al. (2003) and Gupta et al. (2009) .
Neural Units with Linear Synaptic Operation
The synaptic operation of a neural unit with linear synaptic operation (NU-LSO) embraces the first-order neural input combinations with the synaptic weights. The notion of an augmented vector of synaptic weights, W a , and an augmented vector of neural inputs, x a , is defined as
where w 0 = threshold weight and
where x 0 ¼ 1 accounts for the threshold (bias). An NU-LSO with nscalar inputs is defined as follows: Neural Units with Higher-Order (Nth order) Synaptic Operation A neural unit with the Nth-order synaptic operation and with an n-dimensional input vector can be expressed as
where x a ¼ ½x 0 x 1 x 2 :::; x n T , x 0 ¼ 1 is the vector of neural inputs; y = an output; and ϕð·Þ = a strictly monotonic activation function such as a sigmoidal function. The structure of the NU-HSO is shown in Fig. 2 . An NU-HSO can be used in conventional feedforward neural network structures as the hidden neural units to form HO-NNs. The higher correlation among the inputs and weights can improve the approximation and generalization of NN models. It has been reported in previous works (Homma and Gupta 2002; Song et al. 2003; Hou et al. 2004; Redlapalli 2004; Hou et al. 2007; Gupta et al. 2009; Song et al. 2009a Song et al. , 2009b ) that these neural units have high efficiency for signal processing and control problems.
Neural Units with Quadratic Synaptic Operation
The synaptic operation of a neural unit with quadratic synaptic operation (NU-QSO) embraces both the first-and second-order neural input combinations with the synaptic weights. An NU-QSO with nscalar inputs is defined as follows:
where w 00 = threshold (bias) weight and x 0 ¼ 1 is the constant bias. If we consider n scalar neural inputs and constant bias input x 0 ¼ 1 as an augmented ðn þ 1Þ-dimensional input vector defined by x a ¼ f1; x 1 ; …; x n g T ∈ R nþ1 , Eq. (7) can be expressed as
where W a = augmented synaptic weight matrix for NU-QSO and is defined by 
The weights w ij and w ji ; i; j ∈ f0; 1; 2; :::; ng in the augmented matrix W a yield the same quadratic term x i x j or x j x i . Therefore, an upper triangle or a lower triangle of augmented weight matrix W a is sufficient to describe the function that assigns a measurement value to every point in the input space. The upper triangle matrix gives the general quadratic discriminant function as
The total number of weights involved in this quadratic synaptic structure is ðn þ 1Þðn þ 2Þ∕2, where n = number of neural inputs. Further observation of augmented weight matrix W a reveals that the conventional neural units with linear synaptic operation are a subset of NU-QSO. For example, the first row of the weight matrix is defined as
It can produce the weighted linear combination of the neural inputs Finally, the neural output is defined by the somatic operation as
where ϕð:Þ = somatic activation function of the neural unit, which defines the somatic operation (e.g., a sigmoidalfunction).
Neural Units with Cubic Synaptic Operation
A neural unit with cubic synaptic operation (NU-CSO) with nscalar inputs is defined as
þ w nnðnÀ1Þ x n x n x nÀ1 þ w nnn x n x n x n ð13Þ where x 0 ¼ 1 is the threshold and x a ¼ fx 0 ; x 1 ; x 2 ; :::; x nÀ1 ; x n g T is the vector of augmented neural inputs. The output of the somatic operation is defined by nonlinear mapping y.
Recall that x 0 ¼ 1 and that the subscripts of the weights in Eq. (13) should be simplified if the first digits are 0s. For example, w 000 and w 001 are represented by w 0 and w 1 , respectively. Then NU-CSO with two neural inputs (n ¼ 2) is defined by Number of hidden neurons The total number of weights involved in this cubic synaptic structure is ðn þ 1Þðn þ 2Þðn þ 3Þ∕6; where n = number of neural inputs and the neural output is defined by the somatic operation y ¼ ϕðvÞ ð 15Þ
Study Area and Data Used for Forecasting
In this study, one of the largest river basins in India, the Mahanadi River basin, was selected for daily discharge forecasting. The Mahanadi River flows to the Bay of Bengal in east-central India and has a drainage area of 1;41;589 km 2 and a length of 851 km. It lies between east longitudes 80°30' and 86°50' and north latitudes 19°21' and 23°35'. About 53% of the basin is in the state of Chhattisgarh, 46% is in the coastal state of Orissa, and the remainder is in the states of Jharkhand and Maharashtra. Numerous dams, irrigation projects, and barrages are present in the Mahanadi River basin, the most prominent of which is Hirakud Dam. The study area for this paper was the middle reaches of t Mahanadi River basin located in Orissa between 82°E, 19°N and 86°E, 22°N, encompassing a geographical area of 47;558:6 km 2 (see Fig. 3 ). The main river reach extends from Hirakud Dam to Naraj, with a total length of 358.4 km. The main soil types found in the study area are red and yellow soils. The typical annual rainfall is 1,458 mm, and the emperature in this region varies from 14°C to 40°C. The average monthly pan evaporation of the area varies from 2.4 to 14.6 mm. Most of the rainfall and river flow occur during the monsoon season, between June and September. In the delta region of the Mahanadi River basin, discharge estimation and water management are critical issues during monsoon season. In this study, the Naraj gauging site was selected for 1-to 5-day lead time discharge forecasting.
For this study, daily discharge data for seven years (2000-2006) from seven gauging stations (i.e., Kesinga, Salebhata, Hirakud Dam Release, Kantamal, Khairmal, Tikarpara, and Naraj) during monsoon season (July 13 to September 25) were used, yielding 75 data patterns each year and a total of 525 data patterns for 7 years. The locations of the gauging stations are shown in Fig. 3 . Some of the discharge data from the gauging stations are presented in Table 1 .
Development of Neural Network Models for Forecasting

Model Structure Identification
One of the most important steps in the hydrologic model development process with NNs is the determination of significant input vectors. During this determination, lags in the discharge time series that substantially influence current discharge values are discovered. In this study, three statistical approaches were applied to obtain appropriate input vectors: cross-correlation function (CCF), autocorrelation function (ACF), and partial autocorrelation function (PACF) suggested by Sudheer et al. (2002) . The CCF selected significant inputs from discharge data from the seven discharge gauging stations. For daily discharge forecasting at the Naraj gauging site, ACF and PACF were used to select significant inputs from the discharge data at the Narag station and CCF was used to select significant inputs from upstream gauging sites. The CCF of the discharges at Naraj and Kantamal and the CCF of the discharges at Naraj and Hirakud are presented in Fig. 4 . The CCF between the discharges at Naraj and Kantamal along with upper 95% confidence level (horizontal line) shows considerable correlation for 1-to 2-day lags [see Fig. 4(a) ]. When a priori knowledge about the basin (i.e., the time of concentration, which is about 3 days) was considered, only lags up to the third day were studied. Similarly 1-to 3-day lags were identified as significant inputs with the help of information presented in Fig. 4(b) . The same process was applied to select significant inputs from the remaining four stations (i.e., Tikarpara, Khairmal, Salebhata, and Kesinga). The ACF along with the 95% confidence level [see Fig. 4(c) ] showed a significant correlation up to 20 days, whereas after removal of the deterministic component, PACF along with the 95% confidence band (horizontal lines) implied a significant correlation up to 2 days' lag [see Fig. 4(d) ] at the Naraj station. Overall, a total of 17 identified input vectors are presented in Table 2 .
To form HO-NNs, NU-HSO was used in conventional feedforward neural network structures as the hidden neural units. The NN models with NU-LSO, NU-QSO, and NU-CSO were developed with 5-year data sets (2000) (2001) (2002) (2003) (2004) for training, a 1-year data set (2005) for cross validation to avoid overfitting of the model during training, and a 1-year data set (2006) for testing using the most significant inputs, which were first log transformed and then linearly scaled to the range (0, 1) for NN modeling (Campolo et al. 1999) . Because computational efficiency of the training process is an important consideration for NN modeling, a computationally efficient second-order training method, the Levenberg-Marquardt method (Hagan and Menhaj 1994) , was employed to minimize mean squared error between forecasted and observed river discharges. An optimum number of hidden neurons was selected experimentally by trial and error, adjusting the numbers from 1 to 10, and an optimal NN structure was discovered with minimum root mean square error (RMSE). Moreover, all the models were run five times for each hidden neuron, with different initial values of weight along with a low learning coefficient of 0.01 and a momentum factor of 0.9. The average of the predictions was taken as the final output to make it more consistent and reliable.
Performance Indices
In this study, four performance measures were selected to evaluate the performance of NN models, viz the Nash-Sutcliffe efficiency (E NS ), RMSE, mean absolute error (MAE), and persistence (PERS) index. The ENS introduced by Nash and Sutcliffe (1970) is one of the most widely used criteria for assessment of model performance to predict values that are different from the mean. The RMSE measures the goodness of fit relevant to high flow values. However, the MAE is not weighted toward high(er)-magnitude or low(er)-magnitude events. Instead, it evaluates all deviations from observed values in an equal manner, regardless of sign. The PERS identifies the substitution of the last known (observed) value as a current prediction and represents a good benchmark against which other predictions can be measured (Cannas et al. 2006; Kitanidis and Bras 1980) . The performance indices can be defined mathematically as
where O i and P i = observed and predicted flows; O i = mean of the observed flow; and n= number of data points. The value of E NS varies between À∞ to 100. The closer the value is to 100, the better the model's performance. 
where SSE = sum of square errors and O iÀL = discharge estimate from a persistence model (or naïve model) that takes the last discharge observation (at time i minus lead time L) as a prediction. The PERS consists of a comparison between a model under study and a naïve model, where a value of PERS smaller or equal to 0 indicates that a model under study performs worse or no better than a naïve model. A PERS index value of 1 is obtained when the model under study provides exact estimates of observed discharge.
Simulation Results and Discussion
For discharge forecasting at the Naraj gauging station, a total of 17 inputs were identified. Because the 17 inputs identified using cross-correlation statistics were autocorrelated (see Fig. 4 ) (i.e., they connected the same river system), it was necessary to analyze the importance of all the input variables. Initially, an NN model was developed by using all the input variables, and then other models were developed by reducing the input variables one by one. Fig. 5 shows the performance of different models in terms of E NS and RMSE, starting with one and going to 17 input variables. It was observed from the figure that the 17 selected input variables give the best performance together and show the capacity of the NN modeling technique in extracting nonlinear information even from highly correlated input variables. The input variables were added as per the sequence presented in Table 2 (i.e., three inputs from Khairmal to two inputs from Naraj). Of note, no methodology can select the exact number of input vectors. Therefore, in this study we used the widely accepted cross-correlation statistics and a priori knowledge (i.e., the time of concentration, which is about 3 days for this basin). Moreover, model performance was significantly improved with the addition of new inputs from new gauging stations compared with taking an additional lagged input variable from the same gauging station. Overall, this study was carried out to select input variables with the widely accepted cross correlation-based technique and with available data sets in the Mahanadi river basin as well as to apply HO-NNs to analyze their effectiveness in hydrologic forecasting. Fig. 6 shows the comparison of NN model performance for in 1-to 5-day lead time discharge forecasting at the Naraj gauging site with NU-LSO, NU-QSO, and NU-CSO and different numbes of hidden neurons. In terms of E NS , RMSE, and MAE, the NNs with NU-LSO performed best with four hidden neurons, the NNs with NU-QSO performed best with two hidden neurons, and the NNs with NU-CSO performed best with six hidden neurons for 1-day lead time forecasts. However, NNs with NU-CSO performed very well with only two hidden neurons. For greater lead time forecasts, the performance with HO-NNs using fewer neurons was better than the best performance of HO-NNs using NN with LSO. Even though the performance of NU-CSO improved with a higher number of hidden neurons, the operation is very sensitive and requires a careful selection of the number of hidden neurons, as the performance fluctuated with the increase in number of hidden neurons. Table 3 shows the performance of neural networks during testing for year 2006 in terms of E NS , RMSE, and MAE for NU-LSO, NU-QSO, and NU-CSO, with an optimal number of hidden neurons for 1-to 5-day lead time forecasts for the testing data set. Considering a very high river discharge of 33;979:2 m 3 ∕s and a very low discharge of 696:7 m 3 ∕s at the Naraj gauging site (see Table 1 ), performance of the NN model with NU-LSO in terms of RMSE and MAE was satisfactory up to 3-day lead time forecasts, whereas the performance of HO-NNs (i.e., NU-QSO and NU-CSO) was satisfactory up to 4-day lead time forecasts. The E NS also shows that the performance of all three models was very good. When the performance among models shown in the table is compared, NNs with NU-HSO did significantly better than traditional neural networks for 1-to 5-day lead time forecasts; NNs with NU-QSO reduced error in terms of RMSE and MAE by 11.3% and 5.1%, respectively, for 1-day lead time forecasts; by 4.7% and 2.2%, respectively, for 2-day lead time forecasts; by 6.6% and 4.9%, respectively, for 3-day lead time forecasts; by 14% and 13%, respectively, for 4-day lead time forecasts; and by 6.3% and 6.1%, respectively, for 5-day lead time forecasts. The, NNs with NU-CSO reduced these errors by 12.1% and 8.0%, respectively, for 1-day lead time forecasts; by 7.0% and 10.2%, respectively, for 2-day lead time forecasts; by 5.5% and 3.1%, respectively, for 3-day lead time forecasts; by 16.3% and 11.6%, respectively, for 4-day lead time forecasts; and by 9.2% and 6.2%, respectively, for 5-day lead time forecasts. Fig. 7 shows the hydrograph and scatterplots of the observed and predicted river flow forecasts for 1-, 3-, and 5-day lead time forecasts using NNs with NU-LSO, NU-QSO, and NU-CSO for testing data sets. On the basis of these figures, the observed and predicted values from NNs with NU-QSO and NU-CSO showed better agreement than the conventional NNs with NU-LSO for all lead times. Further, when the persistence index is used to compare the performance of the NN models with that of simple naive persistence models, it was found (see Table 3 ) that the NN models performed better for 1-to 5-day lead time discharge forecasts. Moreover, the higher values of PERS for NNs with NU-QSO and NU-CSO show that the performance of HO-NNs is much better compared with that of NN with NU-LSO. Multiple linear regression (MLR) models were also developed by using significant input variables and were applied for 1-to 5-day lead time forecasting at the Naraj gauging station. To develop the MLR model, significant input variables were used as independent variables, whereas the output variable was used as the dependent variable. The results for the 1-to 5-day lead time forecasts at Naraj are presented in Table 4 . Tables 3 and 4show that the performance of NN models was better than that of the MLR models.
Conclusions
This paper presents a new modeling methodology for daily river-discharge forecasting incorporating NNs with NU-HSOs). The Naraj gauging site was used to evaluate the effectiveness of the HO-NN modeling technique. For daily discharge forecasting at the site, the previous days' discharge data from Naraj and from upstream gauging sites were used as inputs.
In the simulation study, NNs with NU-HSO were compared with conventional NNs with NU-LSO. The performance of NNs with NU-CSO and NNs with NU-QSO was better than that of NNs with NU-LSO. This study also showed that all NN models have potential for daily discharge forecasting. Performance indices indicated that NNs with NU-HSO had greater capability to capture nonlinearity in data sets using fewer hidden neurons, whereas NNs with NU-HSO were able to overcome the drawbacks of a forecasting model with conventional NNs with NU-LSO, although additional studies with a greater number of basins are needed to corroborate this. High fluctuations in the performance of NNs with NU-HSO and higher number of hidden neurons makes the operation very sensitive, however, and requires careful selection of the number of hidden neurons. The number of hidden neurons should be carefully and individually selected for all HO-NNs (i.e., QSO, CSO) rather than using a fixed number of hidden neurons for all the models and for all lead time forecasts.
