1 -2/d + 2/( nd) in the case without wavelength conversion. In the case ofwavelength conversion it is 1 -Udand 1 -l/d -1/( cd) + 2/( ncd) for an even and odd number of wavelength channels per fiber, respectively. Simple expressions can also be derived for more than one fiber per link.
1 -2/d + 2/( nd) in the case without wavelength conversion. In the case ofwavelength conversion it is 1 -Udand 1 -l/d -1/( cd) + 2/( ncd) for an even and odd number of wavelength channels per fiber, respectively. Simple expressions can also be derived for more than one fiber per link.
To keep the paper short we will, however, limit the following discussion to the case of one fiber per link. Figure 1 gives the maximum capacity utilization versus the number of nodes without wavelength conversion. Only node degrees higher than 2 are considered, otherwise a strict link restoration strategy is not feasible with only one fiber per link and without wavelength conversion. The maximum utilization increases with the average node degree, d. cable length, node complexity and cross talk buildup, a very high d-value does not make sense. For d = 4 the maximum network utilization is 50-60% depending on the number of nodes.
For the case of wavelength conversion in a network with 12 nodes, Fig. 2 gives the maximum utilization versus the average node degree, d, and for different number of wavelength channels. Note that the case of one wavelength channel corresponds to the case without conversion. As seen, the best utilization is achieved for even numbers of wavelengths. For d = 4 the maximum utilization is 75%, which is a significant increase compared to the case without conversion.
In the cases considered above, some rerouting paths would go through all the remaining nodes in the network. This may not be a feasible approach if the number of nodes is very big or the distances between nodes are large. Therefore, an approach with subnetworks could be taken.425 The maximum capacity utilization of the whole network would then depend on the subnetwork topologies.
To summarize, we have analyzed how the network parameters such as the number of nodes, average node degree and number ofwavelengths influence the maximum capacity utilization. The results can be used as benchmarks for more specific network designs. Reliability is an important concern in high bandwidth optical networks because failures can disrupt many users and interrupt large amounts of communications. Automatic protection switching (APS), based on preplanned re-routing upon a failure, provides rapid recovery for edge and node failures. Two APS schemes have been widely used in SONET/SDH ring networks because of their rapid recovery times. The first, path protection, as used in UPSR, uses two independent routes simultaneously to provide failure protection. The second, loopback, as used in BLSR, uses backup routes only when the primary paths have failed (see Fig. 1 ). In general, loopback protection is more complicated to implement but is more bandwidth efficient than path protection because with loopback protection back-up capacity can be shared (see Fig. 2 ). A comparison of APS rerouting methods may be found in Ref. 4. Prior work"' proposed APS methods using path protection with multicast/broadcast trees that can be implemented on arbitrary edge/ node redundant networks. Here we present a new but related method for performing loopback APS for arbitrary edgehode redundant networks with bi-directional links. We call our new APS algorithm the Bi-direc- tional Link Self-Healing Network (BLSN) algorithm. Our method creates two fully connected directed subgraphs of the network (denoted red and blue). These subgraphs are constructed such that after a node or edge failurc all operational nodes are still connected by either the red or blue directed subgraph. Using this fact, the red subgraph provides a backup path for any edge failure on the blue subgraph and vice-versa. Node failure recovery is implemented by noting that a node failure causes multiple edge failures on both red and blue subgraphs. Figure 3 shows an example of a redundant network, the directed red and blue subgraphs, and loopback recovery for a node and link failure. Note that implementation of the BLSN loopback scheme requires more optical hardware than the tree-based APS schemes. Some of the additional hardware is noted in Fig. 3 . Double cycle ring covers is another method for providing loopback recovery' on arbitrary redundant networks. The performance differences between the two methods is under study. Prior to this result and Ref. 5, loopback APS was only shown to work on networks with topologies that could be covered by a series of rings.
In our presentation we will describe our BLSN algorithm, the proof of its validity, the relationship between BLSN and our tree-based schemes',2 and a comparison of BLSN to the double-cycle ring cover loopback method.
In conclusion, the BLSN A P S algorithm can protea arbitrary redundant networks from l i and node failures by using loopback. This means that the more bandwidth efficient loopback APS method can be used to protea lowest cost redundant networks regardless oftheir topology. 
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