An overview of uniformity tests on the hypersphere by García-Portugués, Eduardo & Verdebout, Thomas
An overview of uniformity tests on the hypersphere
Eduardo García-Portugués1,2,5 and Thomas Verdebout3,4
Abstract
When modeling directional data, that is, unit-norm multivariate vectors, a first natural ques-
tion is to ask whether the directions are uniformly distributed or, on the contrary, whether
there exist modes of variation significantly different from uniformity. We review in this article a
reasonably exhaustive collection of uniformity tests for assessing uniformity in the hypersphere.
Specifically, we review the classical circular-specific tests, the large class of Sobolev tests with
its many notable particular cases, some recent alternative tests, and novel results in the high-
dimensional low-sample size case. A reasonably comprehensive bibliography on the topic is
provided.
Keywords: Circular data; Directional data; Hypersphere; Tests; Uniformity.
1 Introduction
In several applied fields it is required to analyze multivariate data for which only the directions
(and not the magnitudes) are of interest. This kind of data, referred as directional data, lie on
the unit hypersphere Sp−1 := {x ∈ Rp : ‖x‖2 = x′x = 1} of Rp. In most practical applications,
the data lie on the circumference of the unit circle S1 (one then speaks of circular statistics) or
on the surface of the unit sphere S2. Instances of directional data happen in meteorology (wind
directions), astronomy (directions of cosmic rays, positions of stars), paleomagnetism (remanence
directions), biology (protein structure, studies of animal navigation), forest sciences (directions of
wildfire propagation), medicine (head normal vectors), and text mining (quantitative representation
of documents in high-dimensional hyperspheres), to cite but some. Books specifically devoted to
circular statistics include Batschelet (1981), Upton and Fingleton (1989), Fisher (1993), Jammala-
madaka and SenGupta (2001), and Pewsey et al. (2013), while a compact advanced review of the
analysis of circular data can be found in Lee (2010). The book by Fisher et al. (1993) is specifi-
cally devoted to the analysis of spherical data. The classical books on directional statistics (general
dimension p) are Mardia (1972), Watson (1983), and Mardia and Jupp (2000) (a major revision of
Mardia (1972)). A recent book that overviews the usage of modern methods in directional statistics
is Ley and Verdebout (2017).
The aim of this paper is to review classical and recent results related to the testing of uniformity on
Sp−1. Assessing the presence of uniformity is one of the first and most natural modeling questions
that practitioners focus when dealing with directional data, hence its importance. Given an indepen-
dent and identically distributed (iid) sample U1, . . . ,Un of a unit random vector U, the assessment
of the presence of uniformity is formalized as the testing of the null hypothesis H0 : P = Unif(Sp−1)
against H1 : P 6= Unif(Sp−1), where P stands for the probability distribution of U (we represent
this through the notation U ∼ P) and Unif(Sp−1) denotes the uniform distribution on Sp−1. We
assume that the U1, . . . ,Un are direct realizations of U unless otherwise stated, thus avoiding the
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situation in which the sample has been grouped (see the last section for a list of references for that
case). Then, in this setting, two aspects are of importance for providing a broad classification of the
available tests of uniformity:
(i) Test consistency. H1 can be very broad, so the number of possibilities to test it. Some
tests are of a parametric nature: they nest H0 within a parametric distribution Pθ (θ ∈
Rq is a vector of parameters) and aim to behave particularly well (eventually in an optimal
way) against the alternatives to uniformity within Pθ . In return to this optimality, these
tests may fail completely in detecting alternatives to uniformity outside Pθ . Alternatively,
nonparametric tests have the objective of being uniformly consistent (against a broad type of
alternatives, typically the set of all absolutely continuous distributions that are non-uniform)
but not necessarily powerful against a particular type of deviation.
(ii) Data dimension. Many tests are aimed specifically for the circular or spherical cases and, as a
consequence, are usually not immediately extensible (either in terms of the test statistic or of
the derivation of the null distribution) for arbitrary dimension. Other tests, however, operate
seamlessness in p ≥ 2. In addition, when p→∞ as n→∞, the asymptotic behavior of a test
designed for arbitrary p may change notably.
The data dimension influences the organization of the rest of the paper, divided into five sections.
The first reviews classical circular tests and introduces some that are extensible to arbitrary dimen-
sion p. The important class of Sobolev tests, a class that contains most of the nonparametric tests
in Sp−1 for p ≥ 2, is described in the second section. The third section reports some recent tests,
one based on random projections (for Sp−1) and other for noisy data (for S2). The fourth section
summarizes some new high-dimensional results for testing uniformity when p→∞. The last section
provides a topic-specific list of references for further reading, some of them devoted to parametric
tests.
2 Classical tests in S1
The polar coordinates of S1 yield Ui = (cos Θi, sin Θi)′ with random angles Θi ∈ [0, 2pi), i = 1 . . . , n.
In the sequel, we inspect several well-known uniformity tests for circular data. Among them, only
the Rayleigh and Ajne tests are easily generalizable to Sp−1, both through the Sobolev class of tests.
Implementations of Kuiper, Watson, Rayleigh, range, and Rao’s spacing tests are available through
R’s circular package (Agostinelli and Lund, 2017).
2.1 Kuiper test
Testing for uniformity can be achieved through examination of the discrepancy of the cumulative
distribution function (cdf) of the uniform, F (θ) = θ2pi , with respect to the empirical cdf Fn(θ) :=
1
n
∑n
i=1 1{Θi≤θ}. Here we are implicitly assuming that the origin is set as the angle 0. Kuiper (1960)
proposed a rotation-invariant (such that shifts in the origin that alter the ordering of the data have
no influence in the test) version of the Kolmogorov–Smirnov test for uniformity. As with the classical
Kolmogorov–Smirnov test, Kuiper test considers
D+n :=
√
n sup
θ∈[0,2pi)
{Fn(θ)− F (θ)} =
√
n max
1≤i≤n
{
i
n
− Ui
}
,
D−n :=
√
n sup
θ∈[0,2pi)
{F (θ)− Fn(θ)} =
√
n max
1≤i≤n
{
Ui − i− 1
n
}
,
where Ui :=
Θ(i)
2pi , i = 1, . . . , n. However, rather than setting max(D
+
n , D
−
n ), which is dependent
on the choice of the origin, Kuiper test considers Vn := D+n + D−n , which can be shown to be
2
rotation-invariant. Under H0, the tail probability of Vn is given in the series expansion (Kuiper,
1960)
P[Vn > v] = 2
∞∑
m=1
(4m2v2 − 1)e−2m2v2 − 8v
3
√
n
∞∑
m=1
m2(4m2v2 − 3)e−2m2v2 + o(n−1).
2.2 Watson test
Similarly to the Kuiper test, the Watson test evaluates the deviation between Fn and F , now
through the quadratic norm associated to the Cramer–von Mises test. The modification introduced
by Watson (1961) provides a rotation-invariant test that considers the variance of Fn(θ) − F (θ)
(hence origin shifts have no effect) instead of the second moment, as used in the classical Cramer–
von Mises test. The Watson test statistic is given by
U2n :=n
∫ 2pi
0
[
Fn(θ)− F (θ)−
∫ 2pi
0
Fn(θ)− F (θ) dF (θ)
]2
dF (θ)
=
n∑
i=1
[(
U(i) −
i− 12
n
)
−
(
U¯ − 1
2
)]2
+
1
12n
.
Watson (1961) proved that, surprisingly, the asymptotic distributions of U2n and
(
Vn
pi
)2 are the same,
and also that the asymptotic tail probability of U2n is given by
lim
n→∞P[U
2
n > u] = 1−K
(√
upi
)
,
where K is the Kolmogorov distribution function
K(x) := 1− 2
∞∑
m=1
(−1)m−1e−2m2x2 =
√
2pi
x
∞∑
m=1
e−(2m−1)
2pi2/(8x2).
2.3 Hodjes–Ajne and Ajne tests
Both the Hodjes–Ajne test (introduced by Ajne (1968), shown later to be connected to the bivariate
sign test of Hodges (1955)) and the Ajne test (Ajne, 1968) make use of the number of points N(α)
that lie within the half-circle whose central angle is α:
N(α) := #
{
Θ1, . . . ,Θn : dc(α,Θi) <
pi
2
, i = 1, . . . , n
}
, (1)
where dc(α, θ) := min(|α − θ|, 2pi − |α − θ|) = pi − |pi − |α − θ|| is the circular distance (shortest
angle) between α, θ ∈ [0, 2pi). N(α) is not rotation-invariant, but the tests that scan through all the
values of α are. The Hodjes–Ajne test statistic (normalized in terms of the asymptotic distribution)
is based on the supremum norm of (1)
Hn :=
2√
n
(
sup
0≤α<2pi
N(α)− n
2
)
,
whereas the Ajne test uses a quadratic distance with respect to the expected value of N(α) under
uniformity, n2 :
An :=
1
2pin
∫ 2pi
0
(
N(α)− n
2
)2
dα =
n
4
− 1
npi
n−1∑
i=1
n∑
j=i+1
dc(Θi,Θj). (2)
3
The asymptotic tail probabilities of both tests under H0 were given, respectively, by Ajne (1968)
and Watson (1967):
lim
n→∞P[Hn > h] = K
( pi
2h
)
,
lim
n→∞P[An > a] =
4
pi
∞∑
m=1
(−1)m−1
2m− 1 e
−pi2(2m−1)2
2
a.
In addition, the exact finite-sample distribution for Hn is also known (Hodges, 1955). Ajne (1968)
showed that Hn is the locally most powerful invariant test against alternatives of the form fα(θ) =
p
pi1{dc(α,θ)≤pi2 } +
q
pi1{dc(α,θ)>pi2 }, where p+ q = 1, α ∈ [0, 2pi), and p→ 0 or p→ 1. Correspondingly,
An is locally most powerful when pq → 1.
Generalizations of (1) are possible by considering arcs of length 2pit, 0 < t < 1: N(α, t) :=
# {Θ1, . . . ,Θn : dc(α,Θi) < tpi, i = 1, . . . , n}. Through the use of combinatorial arguments, Takács
(1996) obtained the asymptotic distribution of the Hodjes–Ajne test with arcs of length t = 13 . A
generalization of the Ajne test for arbitrary t was given by Rothman (1972), who considered
An(t) :=
1
2pin
∫ 2pi
0
(N(t, α)− nt)2 dα
and proved that Watson’s U2n equals the mixture-statistic
∫ 1
0 An(t) dH(t) when H(t) = t.
2.4 Tests based on spacings
Spacings tests are constructed from the gaps between the ordered sample:
Di := Θ(i) −Θ(i−1), i = 1, . . . , n− 1, Dn := 2pi − (Θ(n) −Θ(1)).
Clearly, these gaps are rotation-invariant. A test due to Rao (1969) is the range test, whose statistic
Tn := 2pi − max
1≤i≤n
Di
measures the length of the smallest arc that contains all the angles (complementary of the maximum
gap). Rejection happens for low values of Tn, which indicate clustering. Under H0, the exact
distribution of Tn is given by
P[Tn ≤ t] =
∞∑
m=1
(−1)m−1
(
n
m
)[
max
(
1−m
(
1− t
2pi
)
, 0
)]n−1
.
Rather than considering the maximum gap, the Rao’s spacings test (Rao, 1969) compares the Di’s
with their expected value 2pin under uniformity. The statistic (normalized in terms of the asymptotic
distribution) is
Pn :=
√
n
(
1
2
n∑
i=1
∣∣∣∣Di − 2pin
∣∣∣∣− 2pie−1
)
.
Under H0, both the exact (Rao, 1976) and the asymptotic (Sherman, 1950) distributions of Pn are
known, the latter being a N (2pi, 4pi2(2e−1 − 5e−2)). Pn belongs to a general class of symmetric
spacing tests of the form
1
n
n∑
i=1
h
(
n
Di
2pi
)
(3)
4
with h a suitable function (the division by 2pi appears because spacings are usually considered in
[0, 1] after the data has been transformed by its cdf). For example, h(x) = 12 |x − 1| for Pn2pi . The
Greenwood test is obtained with h(x) = x2, which gives, in its normalized form, the statistic
Wn :=
√
n
(
n
n∑
i=1
D2i
4pi2
− 2
)
.
The asymptotic distribution of Wn is a N (0, 4). Shepherd and Rao (1970) showed that Wn is the
most efficient test of the form (3) for a large class of functions h and Pitman alternatives of the form
F (θ) = θ2pi +
Ln(θ)
nδ
, where δ ≥ 14 , and Ln and L are twice differentiable functions on [0, 2pi] such that
Ln(0) = L(0) = Ln(2pi) = L(2pi) = 1 and sup0≤θ<2pi |L(s)n (θ)−L(s)(θ)| = o(n−δ∗), δ∗ = max(0, 12−δ),
for the s-th derivative, s = 0, 1, 2. In particular, in this family of alternatives the test based on Wn
is 1.75 times more efficient than the one based in Pn.
2.5 Rayleigh test
The Rayleigh test (Rayleigh, 1919) is based on a simple fact: when U ∼ Unif(S1), then E[U] = 0
or, equivalently, ‖E[U]‖2 = 0. This provides a simple way of testing H0 by using Rayleigh’s statistic
Rn := 2n‖U¯‖2 = 2
n
[( n∑
i=1
cos Θi
)2
+
( n∑
i=1
sin Θi
)2]
, (4)
where U¯ := n−1
∑n
i=1Ui. The asymptotic distribution of Rn under H0 is a χ22, a chi-squared
distribution with 2 degrees of freedom. The Rayleigh test is the most powerful invariant test against
the von Mises–Fisher (vMF) alternatives (see (11)), since it can be seen as the likelihood ratio test or
the score test of uniformity within the vMF model (Mardia and Jupp, 2000, Section 10.4.1). Note,
however, that E[U] = 0 does not imply uniformity, and as a consequence non-unimodal alternatives
with E[U] ≈ 0 are likely not detectable with the Rayleigh test.
3 Sobolev tests in Sp−1
The class of so-called Sobolev tests has been introduced by Beran (1968, 1969) and Giné (1975).
Sobolev procedures are rooted on the eigenfunctions of the Laplace–Beltrami operator (Laplacian)
∆ acting on Sp−1. Denoting by Ek (with dp,k := dim Ek) to the space of eigenfunctions Sp−1 → R
corresponding to the k-th non-zero eigenvalue of the Laplacian, there exists a well-defined mapping
tk : Sp−1 → Ek that can be written as tk(u) :=
∑dp,k
i=1 gi,k(u)gi,k, where the gi,k’s form an orthonormal
basis of Ek. Letting {vk} be a real sequence such that
∑∞
k=1 v
2
kdp,k < ∞, then the function u 7→
t(u) :=
∑∞
k=1 vktk(u) is a mapping from Sp−1 to the Hilbert space L2(Sp−1, µ) of square-integrable
real functions on Sp−1 with respect to µ, the uniform measure on Sp−1 (i.e., such that µ(Sp−1) = 1).
Recall that dµ = 1ωp−1 dm, where m is the surface area measure on S
p−1 and ωp−1 := m(Sp−1) =
2pip/2
Γ(p/2) . A Sobolev test rejects H0 for large values of the test statistic
Sn :=
1
n
∥∥∥∥∥
n∑
i=1
t(Ui)
∥∥∥∥∥
2
L2
=
1
n
n∑
i,j=1
〈t(Ui), t(Uj)〉 = 1
n
n∑
i,j=1
∞∑
k=1
v2k〈tk(Ui), tk(Uj)〉, (5)
where 〈f, g〉 := ∫Sp−1 f(x)g(x) dµ(x) denotes the inner product on L2(Sp−1, µ). Note that in (5) it is
used that, because of the definition of the Ek’s, 〈f, g〉 = 0 for any f ∈ Ek, g ∈ El, k 6= l. It is clear from
the construction presented above that each Sobolev test is specified by a sequence of coefficients {vk}.
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Some concrete examples of the above construction are given next. The expression of the Laplacian
in S1 is given by ∆1 = d
2
dθ2
, where θ stands for the polar coordinates. In this case, the eigenvalue
associated to Ek is k2, d2,k = 2 with g1,k(θ) =
√
2 cos(kθ) and g2,k(θ) =
√
2 sin(kθ), and (tk(θ))(α) =
2(cos(kθ) cos(kα) + sin(kθ) sin(kα)). The test statistic (5) then reduces to
Sn =
2
n
n∑
i,j=1
∞∑
k=1
v2k cos(k(Θi −Θj)) =:
1
n
n∑
i,j=1
h(Θi −Θj). (6)
In S2, the Laplacian is ∆2 = (sinφ)−2 ∂
2
∂θ2
+ (tanφ)−1 ∂∂φ +
∂2
∂φ2
, where (θ, φ) ∈ [0, 2pi) × [0, pi) are
the usual spherical coordinates. The basis of Ek, with d3,k = 2k + 1, is given in terms of Legendre
polynomials (see page 1260 in Giné (1975)).
Proposition 2.1 in Prentice (1978) provides an explicit form for 〈tk(Ui), tk(Uj)〉 in Sp−1. More
precisely, given u,v ∈ Sp−1,
〈tk(u), tk(v)〉 =
{
2 cos(k∠(u,v)), if p = 2,(
1 + 2kp−2
)
C
(p−2)/2
k (u
′v), if p > 2,
(7)
where cos∠(u,v) = u′v and Cαk denotes the Gegenbauer polynomial of index α and order k. More
importantly, the proposition also provides the asymptotic distribution of Sn under H0, which is the
infinite linear combination of independent chi-squared distributions
∑∞
k=1 v
2
kχ
2
dp,k
. Prentice (1978)
showed that dp,k =
(
p+k−3
p−2
)
+
(
p+k−2
p−2
)
and provided effective approximations to the tail probabilities
of the asymptotic distribution for particular cases of the coefficients {vk}.
3.1 Notable particular tests
As we will see below, particular choices of the coefficients {vk} in (6) or, equivalently, particular
choices of the (even, square-integrable) kernel function h, yield well-known tests in S1. In addition,
these tests are known (Beran, 1968) to be the locally (when κ→ 0) most powerful rotation-invariant
tests against the alternatives with densities of the form
fµ,κ(θ) :=
1− κ
2pi
+ κf(θ + µ), 0 ≤ κ ≤ 1, (8)
where f(θ) := 12pi {1 + 2
∑∞
k=1(αk cos(kθ) + βk sin(kθ))} is a circular density, µ ∈ [0, 2pi), and the
relation α2k + β
2
k = v
2
k links the deviation with (6). Importantly, Sobolev tests also provide a way to
generalize some of the tests to Sp−1 and to obtain their asymptotic distributions underH0. Moreover,
the local optimality properties of the Sobolev tests in S1 extend to Sp−1 (Prentice, 1978): (5) is the
locally most powerful rotation-invariant test against the alternatives with densities of the form
fµ,κ(x) :=
1− κ
ωp−1
+ κf(x′µ), f(z) :=
1
ωp−1
{
1 +
∞∑
k=1
vk
(
1 +
2k
p− 2
)
C
(p−2)/2
k (z)
}
. (9)
Some notable tests belonging to the Sobolev class are the following:
• Watson test. Let vk = (pik)−1 for k ≥ 1. Since 2pi2
∑∞
k=1
1
k2
cos(kθ) = 2
(
1
6 − θ2pi + θ
2
4pi2
)
= h(θ),
it can be shown that Sn in (6) coincides with the Watson test based on U2n. The Watson test
is locally most powerful invariant test against deviations with f(θ) = θ
2
2pi2
in (8).
• Rayleigh test (with extension). Let v1 = 1 and vk = 0 for k ≥ 2. Then (6) takes the form
2
n
n∑
i,j=1
cos(Θi −Θj) = 2
n
[( n∑
i=1
cos Θi
)2
+
( n∑
i=1
sin Θi
)2]
,
6
which equals the Rayleigh test statistic (4). The Rayleigh test is locally most powerful invariant
against Cardioid deviations f(θ) = 12pi {1 + 2 cos(θ)}, see (8). Since 〈t1(Ui), t1(Uj)〉 = pU′iUj
by (7), it is easy to see that the same coefficients {vk} as before yield the Rayleigh test statistic
in Sp−1:
Rn = np‖U¯‖2. (10)
Under H0, Rn is asymptotically distributed as a χ2p. It is well known (see e.g. Chikuse (2003)
or Cutting et al. (2017)) that for p ≥ 2, the Rayleigh test is also the most powerful invariant
test against unimodal vMF alternatives with density
u 7→ cp,κ exp(κu′µ), (11)
where µ ∈ Sp−1 is the location parameter, κ > 0 is the concentration parameter, and cp,κ is
a normalizing constant. The Rayleigh test has been extensively studied in the last decades;
among others, Cordeiro and Ferrari (1991) and Jupp (2001) proposed a modification aimed to
improve the asymptotic chi-square approximation.
• Ajne test (with extension). Let vk = 0 when k is even and vk = (pik)−1 when k is odd. This
gives a kernel of the form h(θ) = 14 − pi−|pi−|θ||2pi , θ ∈ [−2pi, 2pi], that turns (6) into (2). Ajne’s
An was extended by Beran (1968) to S2 and by Prentice (1978) to Sp−1 as
An =
Γ(p/2− 1)
n2pip/2
∫
Sp−1
(
N(x)− n
2
)2
dm(x) =
n
4
− 1
npi
∑
1≤i<j≤n
Ψi,j ,
where N(x) := # {U1, . . . ,Un : x′Ui ≥ 0, i = 1, . . . , n} and Ψi,j := cos−1(U′iUj). This test is
consistent for all deviations f in (9) with at least one vk 6= 0, for k odd. It is the locally most
powerful rotation-invariant test against alternatives f(z) = 2ωp−11{z>0}, in (9).
• Rothman (1972)’s test. An(t) is obtained with vk =
sin(kpit)
2kpit for k ≥ 1.
• Bingham (1974)’s test. WhenU ∼ Unif(Sp−1), then E[UU′] = 1pIp or, equivalently, tr(E[UU′]2)−
1
p = 0. The Bingham test evaluates this latter sphericity property of U by the test statistic
Bn :=
np(p+ 2)
2
(
tr(S2)− 1
p
)
,
where S := 1n
∑n
i=1UiU
′
i is the empirical covariance matrix of the Ui’s. Under H0, Bn is
asymptotically distributed as a χ2(p−1)(p+2)/2 (see also Jupp (2001) for a modified version of
the Bingham test). The statistic Bn is obtained by letting v2 = 1 and vk = 0 for k 6= 2 in (5).
As the Rayleigh test, the Bingham test is not consistent against all types of deviations from
uniformity. For instance it can not detect vMF alternatives as in (11).
• Giné (1975)’s Gn and Fn. The Giné’s statistic in Sp−1 (extended by Prentice (1978)) is defined
as
Gn :=
n
2
− (p− 1)Γ((p− 1)/2)
2
2nΓ(p/2)2
∑
1≤i<j≤n
sin Ψi,j .
It provides a test that is consistent against all axial alternatives (in which the density is
symmetric with respect to the origin) to uniformity. As a consequence, any weighted sum of
An and Gn, e.g. Giné (1975)’s
Fn := An +Gn
yields a consistent test against all alternatives to uniformity.
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• Hermans and Rasson (1985)’s test. Arises from considering h(θ) = −pi2 + |pi−|θ||+ (n−1)2.895pi +
2.895| sin θ|
2 , θ ∈ [−2pi, 2pi], in (6). The test was constructed to be powerful against a large class
of multimodal alternatives.
• Pycke (2010)’s test. Employs h(θ) = −2 log(2 − 2 cos θ) in a modified version of (6),
1
n−1
∑
1≤i<j≤n h(Θi − Θj) . The test statistic can be regarded as the geometrical mean of
the chord distances between points in S1.
3.2 Data-driven Sobolev tests on Sp−1
The Sobolev tests with only a few non-zero vk’s are simpler to compute and to study. This motivated
Bogdan et al. (2002) and Jupp (2008) to introduce Sobolev tests of uniformity that automatically
truncate the series t(u) =
∑∞
k=1 vktk(u) in a data-driven way. We summarize here the findings of
Jupp (2008), who started by showing that the score test of uniformity against the exponential model
proposed in Beran (1969) is also a Sobolev test that rejects H0 for large values of
Sn,` := n
−1
∥∥∥∥∥
n∑
i=1
t(`)(Ui)
∥∥∥∥∥
2
L2
,
where t(`)(u) corresponds to t(u) computed with the weights vk = 1 for k ≤ ` and vk = 0 for
k > `. Jupp (2008) suggested a data-driven selection of ` based on a modification of the Bayesian
Information Criterion (BIC). Using the penalized score statistic BS(`) := Sn,` −
(∑`
k=1 dp,k
)
log n,
the proposed estimator of ` is (the infimum of the empty set is ∞)
ˆ` := inf
{
` ∈ N : BS(`) = sup
m∈N
BS(m)
}
.
This choice enjoys the following properties:
(i) ˆ` is almost surely finite in the absolutely continuous case, that is, P
[
ˆ`=∞] = 0 when n > 3;
(ii) under H0, ˆ`→ 1 in probability.
Under H0, the test statistic Sˆ` is asymptotically distributed as a χ2dp,1 (note that dp,1 = p), a result
closely related to (ii) above. Therefore, in addition to the simplified computation of the statistic,
this test presents an asymptotic distribution for which the computation of the tail probability is
straightforward.
4 Some recent tests
4.1 Tests based on random projections
Cuesta-Albertos et al. (2009) recently introduced a test based on random projections for assessing
uniformity on Sp−1. The test is based on the random projection paradigm: a characterization, with
probability one, of the distribution of a random p-vector X by means of the one-dimensional distri-
bution of X′H, where H ∼ Unif(Sp−1) is a random direction. The fact that H is a random direction
is key in the characterization: simple counterexamples can be built if H is deterministic; see Remark
2.2.1 in Cuesta-Albertos et al. (2009).
As a consequence of the projection characterization, testing H0 is (almost surely) equivalent to
testing H∗0 : U′H ∼ F0, where F0 is the common cdf of the random projections Yi := U′iH,
i = 1, . . . , n, and H ∼ Unif(Sp−1) is independent of the Ui’s. In particular, nonparametric tests
for H∗0 provide nonparametric tests for H0. Denoting by Fn to the empirical cdf of the Yi’s, the
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test proceeds as follows: (i) selects a random direction H ∼ Unif(Sp−1) and computes the projected
sample of Yi’s; (ii) rejects H∗0, and consequently H0, for large values of
Kn := sup
x∈[−1,1]
|Fn(x)− F0(x)|.
Note that Kn is just a Kolmogorov–Smirnov test statistic for F0 and, therefore, the p-value of the
test is 1 − K(Kn). Importantly for practical purposes, closed forms for are available for p = 2, 3:
F0(x) = 1− 1pi cos−1(x) and F0(x) = 12 , respectively.
The previous test clearly depends on the random direction H, and may suffer from lack of power
if this (random) selection turns out to be a poor choice. In order to alleviate this, Cuesta-Albertos
et al. (2009) considered k random projections H1, . . . ,Hk and used as aggregated test statistic the
suggestion by Berk and Jones (1978):
Pn,k := min{P1, . . . , Pk},
where Pj represents the p-value associated to the test performed in the j-th projection. The distri-
bution of Pn,k under H0 is unknown, but can be approximated by Monte Carlo (conditionally on
H1, . . . ,Hk) by simulating iid samples from Unif(Sp−1). This provides an effective way of obtaining
a final p-value for the test. The conclusion of the simulation study performed in Cuesta-Albertos
et al. (2009) shows that, in terms of empirical level/power, the overall performance of the test is
satisfactory in dimensions p = 2, 3. It also shows that k = 25, 100 are reasonable choices for p = 2, 3,
respectively.
4.2 Tests for noisy data
Consider two independent samples U1, . . . ,Un and 1, . . . , n where the Ui’s are iid on S2 and the
i’s are iid on SO(3), the group of rotations in R3. Assume that the observed sample on S2 is of
the form U∗1 = 1U1, . . . ,U∗n = nUn, that is, the observed data is randomly rotated. If both
samples are absolutely continuous with respect to the uniform measure on S2 and the Haar measure
on SO(3), respectively, then the common density fU∗ of the U∗i ’s is the convolution product
fU∗(u) = (f ? f)(u) :=
∫
SO(3)
f(R)fU(R
−1u) dR
of the common density f of the Ui’s with the common density f of the i’s. Lacour and Pham Ngoc
(2014) and Kim et al. (2016) considered the problem of testing uniformity, expressed as H0 : f = f0
with f0 the uniform density on S2, in a setup in which the density f of the noise is assumed to be
known. The alternative H1 : f ∈ H(F , δ,M) consists in the set of densities
H(F , δ,M) := {f ∈ F : ‖f − f0‖L2 ≥Mδ}
where M is a constant and δ is referred to as the separation rate. Lacour and Pham Ngoc (2014)
considered F as a Sobolev class on S2 with smoothness s defined as follows. The Sobolev norm
‖ · ‖Ws of a square-integrable function f : S2 → R is defined as
‖f‖2Ws :=
∞∑
l=0
l∑
m=−l
(1 + l(l + 1))s
∣∣f˜m,l∣∣2,
where the f˜m,l’s are the components of the spherical Fourier transform of f , see Lacour and
Pham Ngoc (2014) for details. The Sobolev norm of any density f on S2 is such that ‖f‖2Ws ≥ 14pi ,
with equality for the uniform distribution. Let C∞(S2) denote the space of infinitely continuously
differentiable real functions on S2 andWs(S2) the completion of C∞(S2) with respect to the s-norm.
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The class F then consists of those densities f ∈ Ws(S2) that satisfy that, for some constant c > 0,
‖f‖2Ws ≤ 14pi + c.
Let δ = δn be a sequence indexed by n. If f belongs to some class with regularity ν (assumed to
be known), an adaptive procedure (that does not require the specification of s) cannot have a faster
separation rate than
δn = (n/
√
log logn)−2s/(2(s+ν)+1).
Lacour and Pham Ngoc (2014) proposed a test that achieves this rate. Their test statistic is based
on an unbiased estimator of ‖f − f0‖2L2 =
∑∞
`=1
∑`
m=−`
(
f˜ml
)2. It rejects H0 for large values of the
test statistic Ln :=
∑∞
`=1
∑`
m=−`
( ˆ˜
fml
)2, where ˆ˜fml is an estimator of f˜ml. The critical values for
Ln are obtained by Monte Carlo simulation.
5 High-dimensional results
5.1 The Rayleigh test
Recently, Paindaveine and Verdebout (2016) and Cutting et al. (2017) studied the asymptotic be-
havior of the Rayleigh statistic (10) in a framework where the dimension pn diverges to infinity as
n → ∞. Let Un,i, i = 1, . . . , n, n = 1, 2, . . . , stand for a triangular array of random vectors such
that, for any n, Un,1,Un,2, . . . ,Un,n are iid on Spn−1. Paindaveine and Verdebout (2016) tackled
the problem under H0 of the Un,i’s. More precisely, they obtained that the standardized Rayleigh
statistic
RStn :=
Rn − pn√
2pn
=
√
2pn
n
∑
1≤i<j≤n
U′n,iUn,j (12)
has asymptotic distribution N (0, 1) under H0, provided that min(n, pn)→∞. Note that this result
does not require any assumption on the ratio pnn .
Cutting et al. (2017) provided results on the asymptotic power of the standardized Rayleigh test
under local vMF alternatives. Assume now that the Uni’s are all distributed as a vMF on Spn−1
with location parameter µn ∈ Spn−1 and concentration parameter κn > 0 (see (11)). Two testing
problems are of interest in this setup: (i) testing H0 against vMF with specified µn; (ii) testing
H0 against vMF with unspecified µn. For the first problem, Cutting et al. (2017) showed that the
Rayleigh test is blind to the contiguous (see e.g. Chapter 5 of Ley and Verdebout (2017) for a defi-
nition of contiguity) alternatives that are obtained by taking sequences of concentration parameters
of the form κn = O
(√
pn
n
)
as pn → ∞ with n → ∞. They obtained a test φµn that can detect
deviations of uniformity at the κn = O
(√pn
n
)
rate and that is moreover locally and asymptotically
optimal (in the Le Cam sense) for problem (i).
The test φµn requires the knowledge of the location parameter µn, which is a clear drawback in
practice. A priori, this high-dimensional nuisance parameter µn has to be estimated for addressing
the more important problem (ii). One natural way to bypass this estimation is to use the invari-
ance principle and to restrict to tests that are rotation-invariant. Adopting this principle, Cutting
et al. (2017) studied invariant likelihood ratios (see their Section 4 for details) and showed that
the contiguous alternatives associated with those invariant likelihood ratios are obtained by tak-
ing sequences of concentration parameters of the form κn = O
(
p
3/4
n√
n
)
as pn → ∞ with n → ∞.
The Rayleigh test not only detects these alternatives but is shown to be locally and asymptotically
optimal within the class of tests that are rotation-invariant for problem (ii).
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5.2 Random packing
A different approach to test uniformity has been considered by Cai and Jiang (2012) and Cai et al.
(2013). The coherence of a random matrix (here the n× (p+ 1) matrix whose rows are U′1, . . . ,U′n)
is defined as the largest magnitude of the off-diagonal elements of the sample correlation matrix
generated from that random matrix. The quantity of interest is therefore `n := max1≤i<j≤n|ρij |,
where ρij := U′iUj (i 6= j). Contrary to the high-dimensional Rayleigh test, the limiting distribution
of `n depends crucially on how p = pn goes to infinity as a function of n. Three distinct regimes as
n→∞ are considered: (i) log(pn)n → 0 (sub-exponential regime); (ii) log(pn)n → β ∈ (0,∞) (exponen-
tial regime); (iii) log(pn)n →∞ (super-exponential regime).
In the sub-exponential regime, Cai and Jiang (2012) showed that `n → 0 in probability as n → ∞
and, letting Cn := log(1− `2n), that the statistic
Cn,1 := nCn + 4 log pn − log log pn
is asymptotically distributed as an extreme value distribution with distribution function
F1(z) := 1− e−(1/
√
8pi)ez/2 .
The speed of convergence of `n to zero follows from the fact that
√
n
log(pn)
`n → 2 in probability
as n → ∞. In the exponential case, `n converges to
√
1− e−4β in probability as n → ∞ and
Cn,2 := Cn,1 has asymptotic distribution given by
F2(z) := 1− e−
√
β/(2pi(1−e−4β))e(z+8β)/2 .
Note that if β → 0, the result is consistent with that of the sub-exponential regime. Finally, in the
super-exponential regime, `n → 1 in probability as n→∞ and Cn,3 := nCn + 4nn−2 log pn− log n has
asymptotic distribution given by
F3(z) := 1− e−(1/
√
2pi)ez/2 .
All these results can be used to derive tests of uniformity that reject H0 if `n is too large, depending
on the asymptotic distributions for the various regimes provided above. Therefore, the asymptotic
p-value is given by Fj(Cn,j), with j = 1, 2, 3 depending on the kind of regime considered.
6 Further reading
For further reading on tests for uniformity, the reader is referred to: (a) Mardia and Jupp (2000):
Sections 6.3 (tests in S1), 10.4.1 (tests in Sp−1), 10.7.1 (tests for axial distributions), and 10.8
(Sobolev class of tests); (b) Fisher et al. (1993): Sections 5.3.1(i), 6.3.1(i), and 6.4.2(i) (parametric
tests against several alternatives in S2), Section 5.6.1 (nonparametric tests in S2); (c) Jammala-
madaka and SenGupta (2001): Chapter 6 (parametric tests against wrapped stable alternatives in
S1) and Section 7.2 (nonparametric tests in S1); (d) Ley and Verdebout (2017): Chapter 6 (in-depth
overview of recent uniformity tests in Sp−1); (f ) Upton and Fingleton (1989): Sections 9.4 and 9.5
(tests in S1) and 10.3 (tests in S2); (g) Pewsey et al. (2013): Section 5.1 (implementation of circular
tests, with data possibly grouped); (e) Batschelet (1981): Chapter 4 (neat listing of tests in S1 with
their properties); (h) Fisher (1993): Section 4.3 (tests in S1).
The following are more topic-specific recommendations. Comparative simulation studies between
uniformity tests are available in Stephens (1969a), Diggle et al. (1985), Figueiredo and Gomes (2003),
and Figueiredo (2007). Comparisons of test efficiencies are given in Shepherd and Rao (1970), Rao
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(1972a), and Puri et al. (1979). Some parametric tests against specific alternatives are collected in
Stephens (1969b) and Anderson and Stephens (1972). Testing for circular uniformity in the presence
of grouped data has been considered in Rao (1972b), Freedman (1979), Freedman (1981), Brown
(1994), and Choulakian et al. (1994). Recently, Pycke (2007) gave a test for uniformity in S2 based
on the geometric mean of the chordal distances between all points, and Tung and Jammalamadaka
(2013) introduced a spacing test based on the Gini mean.
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