Robust Model Reduction Of Hyperbolic Problems by $L^1$-norm Minimization
  and Dictionary Approximation by Abgrall, Remi et al.
ROBUST MODEL REDUCTION OF HYPERBOLIC PROBLEMS BY L1-NORM
MINIMIZATION AND DICTIONARY APPROXIMATION
R. ABGRALL (1), D. AMSALLEM (2) AND R. CRISOVAN (1)
(1): INSTITUT FÜR MATHEMATIK, WINTERTHURSTRASSE 190,
CH 8057 ZÜRICH, SWITZERLAND
(2): DEPARTMENT OF AERONAUTICS AND ASTRONAUTICS, 496 LOMITA MALL,
STANFORD UNIVERSITY, STANFORD, CA 94305-3035, USA
Abstract. We propose a novel model reduction approach for the approximation of non linear hyperbolic
equations in the scalar and the system cases. The approach relies on an offline computation of a dictionary of
solutions together with an online L1-norm minimization of the residual. It is shown why this is a natural framework
for hyperbolic problems and tested on nonlinear problems such as Burgers’ equation and the one-dimensional Euler
equations involving shocks and discontinuities. Efficient algorithms are presented for the computation of the L1-
norm minimizer, both in the cases of linear and nonlinear residuals. Results indicate that the method has the
potential of being accurate when involving only very few modes, generating physically acceptable, oscillation-free,
solutions.
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1. Introduction. Model reduction is becoming an essential tool to enable application re-
quiring either real-time predictions or the evaluation of a large number of partial differential
equations (PDE) based computational models. The first category encompasses optimal con-
trol [26, 32] and model predictive control [24, 2]. Routine analysis and parameterized studies [1],
design optimization [31, 4] and the quantification of uncertainty [11] are applications pertaining
to the second category, to name just a few. In all of these applications, the large dimensional-
ity associated with the discretized partial equations prevents their solution in real-time. Model
reduction reduces that cost by restricting the solution to a subspace of the solution space. This
subspace is usually described by a small number of reduced basis vectors. In turn, a projection
step reduces the dimensionality of the system of discrete equations considered, enabling their fast
solution.
While the model reduction of elliptic and parabolic PDEs has been the subject of numerous
studies [28, 40] and its theory is well understood [29, 21, 36], reducing hyperbolic equations has
proved to be much more challenging [7]. More specifically, moving waves and discontinuities such
as shocks require a large number of basis vectors to accurately approximate these features [16].
This characterizes these problems as ones with large Kolmogorov n-widths [8].
To circumvent this issue, approaches based on local bases [3, 18, 5, 33] reduce the Kolmogorov
n-width by considering local subspaces. The locality can be characterized in parameters [3],
time [18] or state-space [5]. In the present work, an approach based on dictionaries is consid-
ered [27, 10]. More specifically, solutions corresponding to various time and parameter instances
are collected and stored in such a dictionary. Each solution will then be considered as a reduced
basis vector. In turn, localization in time and space can be easily enforced by only consider-
ing basis vectors corresponding to restricted subdomains of the time and parameters spaces. In
addition to the reduction in number of basis vectors, this paper will demonstrate that a key
advantage of a dictionary approach is a better approximation of states having sharp gradients
and discontinuities. In particular, it will be demonstrated that avoiding basis truncation such
as the one occurring in Proper Orthogonal Decomposition (POD) [38] or Non-Negative Matrix
Factorization [6] avoid Gibbs phenomenon.
In addition to the choice of reduced basis, a key ingredient in projection-based model re-
duction is the definition of the reduced system of equations. For symmetric systems such as
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those arising in elliptic and parabolic PDEs, Galerkin projection is the method of choice. For
nonsymmetric systems, however, it has been shown that minimizing the L2-norm of the residual
is preferable for stability considerations [13, 14]. In the present paper, model reduction based on
the minimization of the L1-norm of the residual is introduced and its advantage is demonstrated
in conjunction with a dictionary approach for reducing problems with sharp gradient and shocks.
More specifically, the present work demonstrates that combining a dictionary and L1 minimiza-
tion promotes sparsity in the choice of basis functions participating in the reduced-order solution
and results in more accurate and physical reduced-order solutions.
This paper presents practical algorithms for performing L1-norm minimization both in the
linear and nonlinear cases. Furthermore, in order to achieve practical speed-up, another level of
approximation, hyper-reduction [37, 15, 13, 14] is required. As such, hyper-reduced versions of
L1-norm residual minimization are developed as well.
This paper is organized as follows: we first discuss the problem of interest: the approximation
of the solution of non linear problems by reduced order models. In the second section, we explain
the role of L1 minimization in this problem, then discuss some difficulties associated to this. Then
we present in detail the algorithm we have developed, and provide an error estimate. The last
section provides several numerical example that illustrate the behavior of our methods, on linear
and non linear problems. A conclusion follows and we sketch some perspectives.
2. Problem of interest. In this work, high-dimensional models (HDM) arising from the
space discretization of hyperbolic PDEs are considered. PDEs of the following type are considered
∂W
∂t
+ L(W,µ) = f(t,µ), x ∈ Ω, t ∈ [0, T ],
B(W,µ) = g(t,µ), x ∈ ∂Ω, t ∈ [0, T ],
W (x, t = 0,µ) = W0(x,µ), x ∈ Ω
(2.1)
W ∈ Rp is a scalar (p = 1) or vector (p > 1) field, Ω ⊂ Rd is the domain of the equation
1 ≤ d ≤ 3 and ∂Ω the boundary of the domain. L is a differential operator such as the Laplacian
or the divergence of a flux and B a boundary operator, f and g are volume and surface forces,
respectively and µ ∈ P ⊂ Rm is a vector of m parameters defining the system of interest.
The HDMs result from a finite differences approximation or finite volume formulation of the
PDE (2.1) under the following form{
dw
dt
+ f(w(t), t,µ) = g(t,µ), t ∈ [0, T ]
w(t = 0) = w0,
(2.2)
where w ∈ RN is the HDM state of large dimension N , t denotes time. f(·, ·) and g(·) are
nonlinear functions of their arguments.
In the remainder of this paper, the time and parameter variables are grouped together, unless
explicitly stated, as a variable τ = [t;µ]. Hence, the HDM state is parameterized as
w(τ ) = w(t,µ). (2.3)
In practice, the ODE (2.2) is discretized in time using a time discretization t0 = 0 < t1 < · · · <
tNt = T . Explicit and implicit time-discretization techniques are used in the present paper,
resulting in a sequence of nonlinear systems of equations of large dimension N
rn(w) = 0, n = 1, · · · , Nt, (2.4)
where rn = [rn1 , · · · , rnN ]T . We give several examples later in the text, note that the residual rn
will depend of several time instances of the solution for unsteady problems, for example wn and
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wn−1 in the simplest case. Steady problems can also be written in the form r(w) = 0. Since our
goal is to draw a proof of concept, we will only take two generic examples later in the text.
The goal of model reduction is to approximate the high-dimensional system (2.4) using a
much smaller number of variables while retaining accuracy of the solution. For that purpose,
projection-based model reduction techniques approximate the state w(τ) in a subspace of RN
using a reduced-order basis (ROB) V = [v1, · · · ,vk] ∈ RN×k. The state is then approximated as
w(τ) ≈ Vq(τ) =
k∑
i=1
viqi(τ) (2.5)
where q(τ) = [q1(τ), · · · , qk(τ)]T denotes the vector of k reduced coordinates. Substituting the
subspace approximation (2.5) into (2.4) usually results in a non-zero residual of dimension N
rn(Vq) ≈ 0. (2.6)
Two common approaches result in the definition of a reduced system of equations:
• Galerkin projection enforces the orthogonality of the residual to the ROB V as
VT rn(Vq) = 0, n = 1, · · · , Nt. (2.7)
This defines a set of k nonlinear equations in terms of k unknowns which can be solved
by Newton-Raphson’s method.
• Residual minimization approaches [31, 11, 13, 5, 14] minimize the residual in the L2-norm
sense
min
q
‖rn(Vq)‖22 =
N∑
i=1
(rni (Vq))
2
, n = 1, · · · , Nt. (2.8)
In practice, this nonlinear least-squares problem can be solved using Gauss-Newton or
Levenberg-Marquardt iterations [34]. In Section 4, alternative residual minimization
approaches based on L1-norm minimization which are more appropriate for the reduction
of hyperbolic problems will be proposed.
3. Dictionary approach. Projection-based model reduction techniques [38, 36, 6] based
on snapshots pre-compute solutions of the HDM for specific values of the vector τ = [t;µ]. These
snapshots are gathered in a snapshot matrix
S = [w(τ1), · · · ,w(τNs)]. (3.1)
Two approaches for compressing the snapshot matrix are described as follows:
• Proper Orthogonal Decomposition [38] computes an optimal reduced-order basis of di-
mension k that minimizes the projection error of the snapshots onto the basis.
• Balanced POD [41], applicable to linear systems only, also takes into account snapshots
of the dual system to construct the reduced basis for the primal and dual systems.
• Non-negative matrix factorization [30] was recently applied to construct a non-negative
reduced-order basis based on snapshots with positive entries in the context of contact
problems [6]. The reduced basis minimizes the positive reconstruction of the snapshots.
All three approaches perform a compression of the information contained in the snapshot matrix
S. More specifically, the Ns vectors contained in S are compressed, leading to a reduced-order
basis of dimension k ≤ Ns.
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In the present paper, an approach based on a dictionary of solutions is preferred as it does
not incur any loss of information by compression. As such, the vectors {vi}ki=1 in the reduced
basis are solutions of the HDM:
vi = w(τi), i = 1 · · · , k. (3.2)
The solution of the HDM will then be approximated as
w(τ ) ≈
k∑
i=1
w(τi)q(τ ). (3.3)
In the present case, since the HDM is of very large dimension, over-complete dictionaries, as
used in compressed sensing [12, 19] and for which k ≥ N will not be considered.
4. L1-norm residual minimization. In the present paper, model reduction based on L1-
norm residual minimization is introduced to reduce the dimensionality of hyperbolic equations
as an alternative to Galerkin projection and L2-norm minimization. Motivations for the use of
the L1-norm are provided in Section 4.1. Model reduction based on L1-norm minimization is
introduced in Section 4.2 together with practical numerical procedure for their computation in
Section 4.3.
4.1. Motivations. Minimizing the L1-norm of the residual is known to lead to regressions
that are much more robust to outliers [9]. In the context of hyperbolic systems, the work of
Guermond et al. on Hamilton Jacobi equations and transport problems [22, 23] has shown, at
least experimentally, that the numerical solution can retain an excellent non-oscillatory behavior
by minimizing the L1-norm of the PDE residual. For completeness, the motivation for L1-norm
minimization is justified as follows for the problem
∂W
∂t
+ div F (W ) = 0 (4.1)
defined on Ω ⊂ Rd and for t > 0. The solution W belongs here to Rp, so that F = (F1, . . . , Fp)T .
The weak form of the equation is: for any ϕ ∈ [C1(Ω)]p and with compact support:∫
Ω
ϕ(x, t)
(
∂W
∂t
+ div F (W )
)
dx = 0. (4.2)
Integrating by parts yields ∫
Ω
∂ϕ
∂t
Wdx+
∫
Ω
∇ϕ · F (W )dx = 0. (4.3)
Restricting to the set of test functions
{
ϕ ∈ [C1(Ω)]p , ||ϕ||∞ ≤ 1}, W is a solution if:
sup
{ϕ∈[C1(Ω)]p,||ϕ||∞≤1}
(∫
Ω
∂ϕ
∂t
Wdx+
∫
Ω
∇ϕ · F (W )dx
)
= 0. (4.4)
Remember that for any function g ∈ L1(Rd), the total variation is defined as
TV (g) = sup
ϕ∈C10 (Rd)∩L∞(Rd),||ϕ||∞≤1
{∫
Rd
∇ϕ(x) · g(x)dx
}
, (4.5)
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and if, in addition, g ∈ C1(Rd), then TV (g) = ∫Rd ||∇g||dx = ||∇g||L1(Rd). This shows that,
defining the space-time flux F = (W,F ), W is a weak solution if and only if the (space-time)total
variation of F vanishes, that is
TV
(F(W )) = 0. (4.6)
In other works, one can look for W as a function of L1 ∩ L∞ such that W minimizes TV (F(V ))
over V ∈ L1 ∩ L∞, i.e.
W = argmin{TV (F(V )), V ∈ L1 ∩ L∞}. (4.7)
This does not garanty uniqueness (and thus there is some abuse of language in this setting), since
the entropy conditions are not encoded into this formulation. However, (4.7) indicates that a
natural setting is to minimize the L1 norm of the space-time divergence of the space-time flux F .
How does it translates in the discrete setting? For simplicity, we only mention the case
of explicit schemes. The case of implicit ones is done similarly, we discuss later the solution
procedure.
The following useful classical result is mentioned. Consider {xi}i∈Z a strictly increasing
sequence in R and xi+1/2 =
xi+xi+1
2 . Assuming that R = ∪i∈Z[xi−1/2, xi+1/2[ and considering g
defined by, for any i ∈ Z,
g(x) = gi if x ∈ [xi−1/2, xi+1/2[, (4.8)
then
TV (g) =
∑
i∈Z
|gi+1 − gi|. (4.9)
Now, instead of having the exact solution, consider an approximation procedure that enables,
from wn ≈W ( . , tn), to compute wn+1 ≈W ( . , tn+1), say L(wn,wn+1).
For instance, assume that we have a finite volume method and d = 1: for any grid point
i ∈ {1, · · · , N},[L(wn,wn+1)]
i
= ∆x(wn+1i −wni ) + ∆t
(
fi+1/2(w
n)− fi−1/2(wn)
)
. (4.10)
Here fj+1/2 is any numerical flux at the cell interface xj+1/2, see for example [39] for the classical
examples.
One way to evaluate wn+1 is to minimize the total variation, i.e.
TV (L) =
∑
i∈I
∣∣∣∆x(wn+1i −wni ) + ∆t(fi+1/2(wn)− fi−1/2(wn))∣∣∣, (4.11)
leading to
wn+1 = argmin
v piecewise constant
∑
i∈I
∣∣∣∣∆x(vi −wni ) + ∆t(fi+1/2(wn)− fi−1/2(wn))∣∣∣∣. (4.12)
Clearly, if I is equal to the set of grid points, the solution is given by
wn+1i = w
n
i −
∆t
∆x
(
fi+1/2(w
n)− fi−1/2(wn)
)
. (4.13)
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4.2. Model reduction by L1-norm minimization. As an alternative to Galerkin pro-
jection and residual minimization in the least-squares sense, a reduced system of equation is here
obtained by minimizing, at each time step n = 1, · · · , Nt, the L1-norm of the residual vector as
min
q
‖rn(Vq)‖1 =
n∑
i=1
|rni (Vq)| , n = 1, · · · , Nt (4.14)
or as
min
q
‖rn(Vq)‖1 subject to 1T q = 1, q > 0, n = 1, · · · , Nt, (4.15)
where we project on the convex envelop of the dictionary (see Section 6 for more details). There
are at least two difficulties associated with minimizing the L1-norm. A first one is is that the
L1 norm is not strictly convex, so that the uniqueness is not guaranteed. This difficulty is taken
into account in the solution procedure by adding a strictly convex penalization term, for example
a L2 constraint. The second difficulty associated to L1 is its non-differentiability at zero. To
circumvent this issue, the Huber function [25], defined as follows can be introduced:
φM (x) =
{
x2 if |x| ≤M
M(2|x| −M) otherwise, (4.16)
Then, the sequence of reduced systems of equations based on the Huber function is
min
q
n∑
i=1
φM (r
n
i (Vq)) , n = 1, · · · , Nt. (4.17)
The Huber function φM behaves as a parabola close to x = 0 and as the L1-norm for large
values of x. It is continuously differentiable on R (φM ∈ C1(R)). It is also used in regressions
as a loss function due to its non-sensitivity to outliers. In the present work, it will be used as a
continuously differentiable alternative to the L1-norm.
Figure 4.1 compares, in the scalar case, the L2 and L1-norms to the norm based on the
Huber function for the particular case M = 1. Practical algorithm for solving the systems
of equations (4.14) and (4.17), both in the case of linear and nonlinear residual functions are
presented in the following section.
4.3. Algorithms. A classical solution to minimizing a linear residual vector in the L1-norm
is by recasting the problem as a linear program (LP). More specifically, assuming that the residual
is linear rn(Vq) = AnVq+ bn with An ∈ RN×N and bn ∈ RN , a solution to (4.14) is given by
the solution q of the LP
min
q,s,t
1T (s+ t)
s.t. AnVq+ bn − s+ t = 0
s ≥ 0
t ≥ 0.
(4.18)
Unfortunately, this LP involves k + 2N variables and 3N constraints, including N equality con-
straints, rendering this approach intractable in the case of model reduction.
Alternatively, the L1-norm minimization problem can be solved by Iteratively Reweighted
Least Squares (IRLS) [17]. This approach proceeds iteratively by solving a sequence of weighted
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Fig. 4.1. Comparison of the L2, L1 and Huber function (M = 1) norms
least-squares problem. An advantage of this approach is that its implementation can rely entirely
on existing least-squares solvers. Furthermore, its complexity is similar to that of the L2-norm
minimization problem. The procedure is presented in Algorithm 1 in the case of a nonlinear
residual vector. At each iteration l, a weighted least-squares problem is solved, where the weight
depend on the current value of the residual vector rl as follows: Wl = diag
(
|rli|−
1
2
)
Algorithm 1 L1-norm minimization by Iteratively Reweighted Least-Squares
Input: Residual function r(·) and associated Jacobian J(·), reduced basis V, initial guess q0,
tolerance for convergence 
Output: Solution q
1: l = 0
2: Compute r0 = r(Vq0) and Z0 = J(Vq0)V
3: while l = 0 OR ‖∆ql−1|1 > (1 + ‖ql−1‖1) do
4: Compute the weights Wl = diag
(
|rli|−
1
2
)
5: Solve the weighted least-squares problem
∆ql = argmin
y
‖WlZly +Wlrl‖22
6: ql+1 = ql + ∆ql
7: Compute rl+1 = r(Vql+1) and Zl+1 = J(Vql+1)V
8: l = l + 1
9: end while
10: q = ql
Similarly, minimization of the Huber function can also be done by an IRLS procedure, as
described in Algorithm 2. The procedure only differs from its L1-norm counterpart by the choice
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of weights. In the present work, the following choice of weights is proposed for a given residual
vector rl
Wl = diag
(
δ(|rli| < M) +M |rli|
− 12 δ(|rli| ≥M)
)
. (4.19)
Furthermore, the parameter M is computed as
M = 2 max(1,max(|rli|)) (4.20)
with 2 = 10−6, as it has been found to be a robust choice across different applications.
Algorithm 2 Huber function minimization by Iteratively Reweighted Least-Squares
Input: Residual function r(·) and associated Jacobian J(·), reduced basis V, initial guess q0,
tolerance for convergence 
Output: Solution z
1: l = 0
2: Compute r0 = r(Vq0) and Z0 = J(Vq0)V
3: while l = 0 OR ‖∆ql−1|1 > (1 + ‖ql−1‖1) do
4: Compute the weights Wl = diag
(
δ(|rli| < M) +M |rli|−
1
2 δ(|rli| ≥M)
)
5: Let M = 2 max(1,max(|rli|))
6: Solve the weighted least-squares problem
∆ql = argmin
y
‖WlZly +Wlrl‖22
7: ql+1 = ql + ∆ql
8: Compute rl+1 = r(Vql+1) and Zl+1 = J(Vql+1)V
9: l = l + 1
10: end while
11: q = ql
5. Model Reduction by L1-norm minimization and dictionaries.
5.1. Procedure. In this section, model reduction based on minimizing the residual in the
L1-norm is combined with the dictionary approach presented in Section 3.
A potential issue with using a dictionary, as opposed as a reduced basis, is the fact that
the dictionary may be rank-deficient. One option to address this issue is to perform a Gramm-
Schmidt orthogonalization or a rank-revealing QR factorization. A drawback of that approach is
that dictionary members are then linearly combined. Alternatively, a regularization term is here
added to the minimization functionals to ensure a system with full rank and a unique solution as
follows (see Section 6 for more details).
• For L1-norm minimization, the functional becomes
min
q
‖rn(Vq)‖1 + η‖q‖22 = min
q
N∑
i=1
|rni (Vq)|+ η
k∑
j=1
q2j , n = 1, · · · , Nt. (5.1)
• For Huber function minimization, the functional becomes
min
q
N∑
i=1
φM (r
n
i (Vq)) + η‖q‖22, n = 1, · · · , Nt. (5.2)
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5.2. Selection of the dictionary members. With large dictionaries, it may be compu-
tationally expensive to consider all dictionary members as potential basis vectors for a given
value τ ? = (t?,µ?) of time and parameters. Instead, a local dictionary approach can be consider
by restricting the dictionary members considered for τ ? in a neighborhood of the time and/or
parameter domains. The local dictionary is then defined as
V(τ ?) = [w(τ1), · · · ,w(τr)] , τi ∈ T (t?)× P(µ?) ⊂ [0, T ]× P. (5.3)
In such a dictionary approach, restricting dictionary members in the time and/or parameter
domains is straightforward, unlike the case of pre-computed reduced bases, for which an a priori
partitioning of the parameter domains are necessary [18, 5].
5.3. Training by greedy sampling. An essential step in the construction of a parametric
ROM is the selection of the sampled snapshots in the time and parameter domains. Greedy
approaches [21, 11, 35] proceed by iteratively selected the location in the parameter space where
the error between the HDM and the ROM is the largest. As computing the error requires the
expensive solution of the HDM, cheaper error indicators are used instead. In the present work,
the cumulated L1-norm of the residual vector corresponding to the ROM solution is used as error
indicator:
I(µ) =
Nt∑
n=1
‖rn(Vqn(µ))‖1, (5.4)
where qn(µ) denotes the ROM solution for the parameter µ at time iteration tn. The greedy
procedure is detailed in Algorithm 3.
Algorithm 3 Greedy sampling of the parameter space
Input: Residual function r(·), tolerance for convergence , candidate parameter set C = {µ(i)}Nci=1
Output: Dictionary V
1: Randomly chose an initial sample parameter µ0 ∈ C and compute the associated HDM
solution {wn(µ0)}Ntn=1
2: Construct an initial dictionary V = {wn(µ0)}Ntn=1
3: for ic = 1, · · · , Nc do
4: Solve for the ROM solution {qn(µ(ic)}Ntn=1 and evaluate the error indicator I(µ(ic))
5: end for
6: j = 1
7: while maxic=1,··· ,Nc I(µ(ic)) >  do
8: Select µj = argmaxic=1,··· ,Nc I(µ(ic))
9: Compute the associated HDM solution {wn(µj)}Ntn=1
10: Update the dictionary V = V
⋃{wn(µj)}Ntn=1
11: for ic = 1, · · · , Nc do
12: Solve for the ROM solution {qn(µ(ic)}Ntn=1 and evaluate the error indicator I(µ(ic))
13: end for
14: j = j + 1
15: end while
6. Error estimation. In this section, we provide an error estimate (in the scalar case)
between the solution obtained by projection on the dictionary and the initial error. This error
estimate is another way to justify the method, in particular the greedy algorithm used for the
dictionary selection. These estimates are provided in a simple setting: we consider monotone
scheme. In this section, we first precise the setting, then give a natural condition on the dictionary
for obtaining this error estimate and then state and prove it.
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6.1. Scheme setting. Consider the scalar conservation law equations with the initial con-
dition:
∂u
∂t
+
∂f(u)
∂x
= 0, x ∈ R, t > 0
u(x, 0) = u0(x), x ∈ R.
(6.1)
After discretizing, we assume that the scheme writes, for u := (uj)j∈Z,
un+1 = S(un, λ) (6.2)
with λ = ∆t/∆x and the initial condition
u0j = given. (6.3)
We assume that the operator S is monotone for λ ∈ [0, b[, b > 0, i.e. if for any sequence u and v
bounded for the L1 or L∞ norms with j ∈ Z, uj ≤ vj , then S(u, λ)j ≤ S(v, λ)j . Let L1 and L∞
norms are generically denoted by || . ||.
An example is given by the scheme
S(u)j = uj − λ
(
fˆ(uj+1, uj)− fˆ(uj , uj−1)
)
(6.4)
where we assume that the numerical flux fˆ(a, b) is monotone, i.e. increasing with respect to the
first variable and decreasing w.r.t the second one. S is monotone under a CFL like condition.
Another example is given by the implicit scheme, where v = S(u) is defined as the solution of
vj = uj − λ
(
fˆ(vj+1, vj)− fˆ(vj , vj−1)
)
(6.5)
which is unconditionaly monotone.
Thanks to Crandall-Tartar lemma (see [20] for example), we know that for any u and v, then
||S(u, λ)− S(v, λ)|| ≤ ||u− v||
in the L1 norm. The same is true in the L∞ norm.
6.2. A standard result of convex programming. If b ∈ Rn and A ∈Mn,p(R) is a matrix
with n lines and p columns, it is known that the problem: find xmin ∈ Rp such that
||Axmin − b||1 = min
y∈Rp
||Ay − b||1
has a unique solution, denoted by p(b). In order to see this, we write the minimisation problem
as
n∑
i=1
|aTi x− bi|,
where ai is the i-th line of A and bi the i-th component of b. Hence it can be rewritten as the
minimisation of
n∑
i=1
ui
under the constraints
ui ≥ 0, and − ui ≤ aTi x− bi ≤ ui
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i.e. with standard notations
Ax− u ≤ b, and −Ax− u ≤ −b.
Thus, this can be rewritten as the minimisation of cTX whereX = (x1, . . . xp, u1, . . . un)T ∈ Rp+n,
c = (ci)i=1,p+n where ci = 0 for i = 1, . . . p and ci = 1 for i ≥ p+ 1 under the constraints
GX −B ≤ 0
with
G =
(
A −Idn×n
−A Idn×n
)
∈M2n,p+n(R), B = (b,−b)T ∈ R2n
This is a standard problem of convex programming that has a unique solution provided that
the rank of G is larger than p+ n, i.e. in this case if the rank of A is larger than p.
6.3. Error estimate. We collect and store in a dictionary the solutions {un(µi)}i of the
problem (6.1) which correspond to various time and parameter instances and where the initial
conditions are defined for the parameters {µi}i=1,...,m ∈ P. The matrix A is the matrix which i-th
column corresponds to the discrete values that represent the i-th element of the dictionary at time
tn. Our main assumption is that the rank of this matrix is equal to the number of element of the
dictionary, for any time. This enables to define a projection operator pn for any time tn, by solving
the minimization problem: knowing that unµ ∈ span
µi∈P
({un(µi)}i), find un+1µ ∈ span
µi∈P
({un+1(µi)}i)
such that:
un+1µ = argmin
µ∈P
{||vµ − S(un(µ), λ)||1 : vµ ∈ span
µ∈P
({un+1(µ)})} = pn(S(un(µ), λ).
We have immediately the following estimate:
||pn(S(un(µ), λ))− S(un(µ), λ)||1 = min
vµ∈span
µ∈P
({un+1(µ)})
||vµ − S(un(µ), λ)||1
≤ min
µ∈P
||un+1µ − S(un(µ), λ)||1
= min
µ∈P
||S(unµ, λ))− S(un(µ), λ)||1
≤ min
µ∈P
||unµ − un(µ)||1
(6.6)
provided λ enables to fulfill the monotonicity property for all the elements of the dictionary. In
the end, we get by induction the following estimate:
||pn(S(un(µ), λ))− S(un(µ), λ)||1 ≤ min
µ∈P
||u0µ − u0(µ)||1
where u0 is the initial condition.
Next, we consider the case associated with the minimization problem (4.15). If λi ≥ 0 and∑|P|
i=1 λi = 1, we obtain a sharp error estimate of type:
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||pn(S(un(µ), λ))− un+1(µ)||1 = ||
|P|∑
i=1
λiu
n+1
µi − un+1(µ)||1
≤
|P|∑
i=1
|λi| ||un+1µi − un+1(µ)||1
≤ ( |P|∑
i=1
|λi|
)
max
µ∈P
||un+1µ − un+1(µ)||1
= max
µ∈P
||un+1µ − un+1(µ)||1
≤ max
µ∈P
||u0µ − u0(µ)||1.
We have shown the following result:
Proposition 6.1. If S( . , λ) is monotone for λ ∈ [0, b[ and if the dictionary {un(µi)}i,µi∈P,n≥0
is of rank |P| for any n ∈ N, then the reduced solution un+1µ = pn(S(un(µ), λ)) at time tn+1 sat-
isfies:
||pn(S(un(µ), λ))− S(un(µ), λ)||1 ≤ min
µ∈P
||u0µ − u0(µ)||1.
remark 1. In practice, the rank condition is not always met. This is the case of the problems
of sections 7.2.1 and 7.2.2, at least for the initial time, since we have constant states initial. In
order to meet this ran condition, we randomly perturb the component of the dictionary by a
quantity ε close to machine zero. Since the operator is monotone, this amounts to modify the
error estimate by adding a constant that bound the perturbation,
||pn(S(un(µ), λ))− S(un(µ), λ)||1 ≤ min
µ∈P
||u0µ − u0(µ)||1 + nε.
7. Numerical applications.
7.1. Linear steady problem. A first example illustrating the proposed approach based
on L1-norm minimization over dictionaries is considered here. It is the following parameterized
advection equation with a source term:
∂u
∂t
− ∂u
∂x
(x) = f(x;µ), x ∈ [0, 1], t ∈ [0, Tmax], (7.1)
where
f(x;µ) =
2k exp(−2k(x− µ))
(1 + exp(−2k(x− µ)))2 (7.2)
µ ∈ [0.3, 0.5] and k = 100. Steady state solutions are considered next. For this configuration,
the steady-states present a sharp gradient at location x = µ. A Dirichlet boundary condition
u(0) = 1 is imposed at x = 0. The PDE is discretized by an upwind finite differences scheme
using a uniform mesh, resulting in a HDM of dimension N = 103.
The greedy sampling algorithm proposed in Section 5.3 is first applied to construct a dictio-
nary that is accurate in the parametric domain P = [0.3, 0.5]. For that purpose, a set of Nc = 21
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candidate parameters C uniformly distributed in P is considered. An initial dictionary member
µ0 = 0.4 is selected and then 10 greedy iterations performed using a ROM based on Huber-norm
minimization with the error indicator 5.4, resulting in a dictionary with 11 members. The values
of the parameters selected by the greedy approach are reported in Figure 7.1 and the dictionary
members depicted in Figure 7.2. One can observe that the greedy algorithm selects in practice
new samples that are maximally separated from the previously sampled dictionary members.
0.3 0.35 0.4 0.45 0.5
µ
1 23 4 56 7 89 1011
Fig. 7.1. Parameters selected by the greedy algorithm for the advection equation
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Fig. 7.2. Dictionary members selected by the greedy algorithm for the advection equation
A convergence analysis is presented in Figure 7.3 in which the maximum error indicator,
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maximum and average L2-norm errors over the candidate sets are computed at each step of the
greedy sampling procedure. One can observe that all errors are non-increasing with the iterations.
Furthermore, the error and indicator follow a similar progression. This is confirmed by displaying
the true error as a function of the indicator for all iterates of the greedy procedure in Figure 7.4.
One can observe a linear relationship between those two quantities that can be readily captured
by a linear regression [35].
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Fig. 7.3. Convergence of the greedy sampling procedure for the advection equation
Next, the dictionary approach—in which all the content of the sampled snapshots is retained—
is compared to POD for which the information associated with the singular vector with smallest
energy is truncated. For that purpose, POD is applied with three levels of energy truncation
POD ∈ {10−2, 10−3, 10−4} to the sets of snapshots obtained at each iteration of the greedy sam-
pling procedure. One can first observe from Figure 7.5 that the energy levels POD ∈ {10−2, 10−3}
result in truncation of the content of the snapshots, while applying POD with POD = 10−4 does
not result in truncation and is equivalent to the dictionary procedure. The maximum and av-
erage error over the candidate sets are displayed in Figure 7.6. Furthermore, when truncation
occurs, POD results in much larger errors as well as several cases in which adding a snapshot
to the sampled set increases the error. On the other hand, the dictionary approach results in a
monotonous decrease of error.
Finally, a target parameter µ? = 0.4412 is randomly selected and the dictionary approach
based on the previously constructed 11 sampled is tested together with the following five model
reduction approaches:
1. Galerkin projection
2. Minimization of the L2-norm of the residual
3. Minimization of the L1-norm of the residual by Linear Programming
4. Minimization of the L1-norm of the residual by IRLS with tolerance  = 10−4
5. Minimization of the Huber function applied to the residual by IRLS with tolerance  =
10−4
The solutions obtained using each MOR approach are compared to the target solution in Fig-
ure 7.7. Qualitatively, one can observe that the L1-norm and Huber function-based approaches
approximate the target solution the best by providing solutions with steep discontinuities. On the
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Fig. 7.4. L2-norm error as a function of the error indicator for the greedy iterates
other hand, Galerkin projection leads to a very oscillating solution that is completely inaccurate.
Minimization of the L2-norm of the residual leads to a solution that presents undershoot and
overshoots before and after the discontinuity, respectively. The relative L2-norm errors between
the target solution and each ROM solution are reported in Table 7.1. One can observe that the
approaches based on L1-norm minimization (including the Huber function) lead to the smallest
errors. In that same table, the CPU timings are reported. One can observe that the IRLS pro-
cedure is less computationally expensive that the Linear Programing approach by more than one
order of magnitude. The Huber function minimization approach is slightly more expensive than
the L2-norm minimization and Galerkin approaches, but leads to much more accurate predictions,
as observed in Figure 7.7. It is also less computationally expensive than the L1-norm minimiza-
tion approach. This is due to the fact that the IRLS procedure required 43 iterations to converge
in the case of L1-norm minimization while for the Huber function it only required 12 iterations to
converge to the same tolerance. This discrepancy may be attributed to the non-differentiability
of the L1-norm at zero which may leads to a slower convergence.
Finally, the reduced coordinates associated with each ROM are reported in Figure 7.8. The
L1-norm and Huber function minimizations lead to sparse solutions whether Galerkin projection
and L2-norm minimization have all non-zero contributions from all dictionary members.
Galerkin L2-norm L1-norm (LP) L1-norm (IRLS) Huber function (IRLS)
Relative error 0.2540 0.0600 0.0544 0.0549 0.0584
CPU timings (s) 0.0112 0.0101 0.7826 0.0681 0.0132
Table 7.1
One-dimensional advection equation: relative errors
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Fig. 7.5. Dimension of the reduced bases constructed by the dictionary procedure and POD
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Fig. 7.6. Errors associated with the dictionary procedure and POD
7.2. Nonlinear steady problem.
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Fig. 7.7. Comparison of all MOR approaches and the target solution at µ? = 0.4412
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Fig. 7.8. Reduced coordinates of the solutions for all MOR approaches at µ? = 0.4412
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7.2.1. Unsteady Burgers’ equation. We consider here the system (4.1) in Ω = [0, 2pi]
with periodic boundary conditions and the initial conditions parameterized by
u0(x;µ) = µ
∣∣ sin(2 x)∣∣+ 0.1,
where µ ∈ [0, 1]. In this setting, the solution develops a shock that moves with the velocity
σµ = 0.6µ. A dictionary D is constructed by sampling the parameters {0, 0.2, 0.4, 0.6, 1.0} (r = 5)
and the solution sought for the predictive case µ? = 0.5. A shock appears at t = 1. We display
the solutions obtained by L1-norm by LP minimization procedure for t = pi4 < 1, t =
pi
2 and t = pi
in Figures 7.9 and 7.10.
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(b) Zoom near a maximum
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(c) Zoom near a minimum
Fig. 7.9. Unsteady Burgers’ equation: predicted solutions at target parameter µ? = 0.5 at t = pi
4
After the shock, the L1-norm-type solutions are all close to each other and the shock is
rather well reproduced with, however, an artifact that develops for longer times, as seen at t = pi.
Nevertheless, the L1-norm-type solutions are within the bounds of the “exact" solution, and no
large oscillation develops.
In a second set of numerical experiments, we consider the influence of the sampling parameter
set included in the dictionary D. We consider two dictionaries D1 = {0.4, 0.45, 0.55 , 0.6} and
D0 = {0, 0.2, 0.4, 0.45, 0.55, 0.6, 1.0}, for the same target value of µ? = 0.5. These choices amounts
to selecting samples close to the target value 0.5 while varying elements of the dictionary that
are not close to 0.5.
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Fig. 7.10. Unsteady Burgers’ equation: predicted solutions at target parameter µ? = 0.5 at t = pi
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Fig. 7.11. Unsteady Burgers’ equation: predicted solutions at target parameter µ? = 0.5 at t = pi for two
dictionaries associated with two samples of the parameter domain P
We see that refining the dictionary has a positive influence as the target solution is much
closer to the dictionary elements. This is confirmed by additional experiments where the samples
of µ used to generate the dictionary where more numerous and closer to 0.5 (not reported here).
The L1-norm-type solutions are however unaffected by the presence of these “outliers" in the
dictionary.
7.2.2. Euler equations. The one-dimensional Euler equations are considered on Ω = [0, 1]
∂
∂t
 ρρu
E
+ ∂
∂x
 ρuρu2 + p
u(E + p)
 = 0, (7.3a)
for which U = (ρ, ρu,E)T and the pressure is given by
p = (γ − 1)
(
E − 1
2
ρu2
)
(7.3b)
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with γ = 1.4.
This problem is parametrized by the initial conditions U0(x;µ). To define the parametrized
initial conditions of the problem, the Lax and Sod cases are first introduced as follows.
The state USod(x) is defined by the primal physical quantities:
VSod(x) =
 ρ = 1 if x ≤ 0.5, 0.125 otherwise,u = 0.0
p = 1.0 if x ≤ 0.5, 0.1 otherwise,
(7.3c)
and ULax(x) defined by
VLax(x) =
 ρ = 0.445 if x ≤ 0.5, 0.5 otherwise,u = 0.698 if x ≤ 0.5, 0.0 otherwise,
p = 3.528 if x ≤ 0.5, 0.571 otherwise.
(7.3d)
The Sod condition presents a fan, followed by a contact and a shock. For the density and
the pressure, the solution behaves monotonically, and the contact is moderate. The Lax solution
has a very different behavior and the contact is much stronger. This is depicted in Figure 7.12
where the two solutions are shown for t = 0.16.
Density Velocity
Pressure
Fig. 7.12. One-dimensional Euler equations: density, velocity and pressure for the Lax and Sod problems
The initial condition are parametrized for µ ∈ [0, 1] as
V0(x;µ) = µVSod(x) + (1− µ)VLax(x) (7.3e)
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and the conservative initial variables U0(x;µ) constructed from V0(x;µ).
In the subsequent numerical experiments, two strategies are exploited to construct, from the
dictionary D, the approximation un(µ) of the solution at each time step n:
• Either we reconstruct together the discretized density vectors ρ, momentum m = ρu
and energy E, i.e. the state variable at time tn using only one coefficient vector αn =
(αn1 , · · · , αnr )
un =
ρnmn
En
 ≈ r∑
j=1
αnj u
n(µj). (7.4)
Here the {αnj }rj=1 are obtained by minimizing J on the density components of the state
because the density enable to detect fans, contact discontinuities and shocks, contrarily
to pressure and velocity which are constant across contact waves. Doing so we expect to
control better the numerical oscillations, if any, than with the other physical variables.
Similar arguments could be applied with the other conserved variables as well.
• Alternatively, we reconstruct each conserved variable separately
ρn ≈
r∑
j=1
αnj ρ
n(µj), m
n ≈
r∑
j=1
αnjm
n(µj), E
n ≈
r∑
j=1
αnjE
n(µj). (7.5)
where the minimization procedures are done independently on each conserved variable.
In order to test these approaches, the PDE is discretized by finite volumes using a discretization
resulting in Np = 3000 dofs. The parameter range D = {0.0, 0.2, 0.4, 0.5, 0.8, 1} is considered
together with a target µ? = 0.6. The results using the first strategy, see eq. (7.4), are displayed
in Figure 7.13 and those using the second strategy, see eq. (7.5), reported in Figure 7.14.
From both figures, we can see that the overall structure of the solutions is correct. Nev-
ertheless, there are differences that can be highlighted. From Figure 7.13, we can observe that
the density predictions, besides an undershoot at the shock, are well reproduced. However, we
cannot recover correct values of the initial velocity (see left boundary), because there is no reason
to believe that the coefficient α, evaluated from the density only, will also be correct for the mo-
mentum. A careful observation of the pressure plot also reveals the same behavior which is not
satisfactory. For the same reason, if any other single variable is used for a global approximation
of each conservative variables, there no reason why better qualitative results could be obtained.
This problem does not occur with the second strategy for the reconstruction (7.5): the correct
initial values are recovered. We have some slight problems on the velocity, between the contact
and the shock.
In order to obtain these results we have been faced to the following issue. Take the momentum,
for example. For at least half of the mesh points, its value is 0, and for half of the points, its
value is set to a constant. Hence, the matrix A used in the minimization procedure and built
on the momentum dictionary has rank 2 only. The same is true for the other variables, and we
are looking here for r coefficients. Several approaches can be followed to address this issue. The
first one relies on Gram-Schmidt orthogonalization of the solutions prior to their use as a basis
for the solution. The second approach, followed here, consists into perturbing infinitesimally and
randomly the matrices involved in the procedure, so Aij is replaced by Aij +εij . The distribution
of εij is uniform. This has the effect of giving the maximum possible rank to the perturbed
matrix. We have expressed that ij should depend on the variable, we have chosen
εij = ijLref
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Fig. 7.13. One-dimensional Euler equations: predicted solutions with strategy (7.4) based on a single
expansion
where Lref is the difference between the minimum and the maximum, over the dictionary, of the
considered variable. Choosing the same εij for all variables, this has the effect of increasing the
amplitude of the oscillations after then shock.
All this being said, the solution using three distinct coefficients obtained independently is of
significantly much better quality than the one using only one expansion.
7.3. Nozzle flow. To illustrate the ability of the reduced model, we consider the nozzle
flow numerical experiment. The PDF is
∂F
∂x
= S(U)
where
U = (ρ, ρu,E)T , F (U) = (Aρu,A(ρu2 + p), Au(E + p))T , S(U) = (0, p
∂A
∂x
, 0)T
and A is the area of the nozzle flow. Depending on the boundary conditions, we can have a
fully smooth flow or a flow with steady discontinuity. We illustrate the method on a case where
a discontinuity exists (see Figure 7.15). All the other variables behave in the same manner.
The experiment has been conducted for the density case with the choice of the target parameter
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Fig. 7.14. One-dimensional Euler equations: predicted solutions with strategy (7.5) based on multiple
expansions
µ = 1.5. The nozzle is a Laval nozzle with area given, for x ∈ [0, 1], by
A(x) =
{
1 + 6
(
x− 12
)2 if 0 ≤ x ≤ 12
1 + 0.15
(
x− 12
)2
+ 6
(
x− 12
)3 if 12 ≤ x ≤ 1
The L1 solution is the element of the dictionary which is the closest from the solution, as
expected.
8. Conclusions. We have presented a general framework to approximate the solution of
steady and unsteady hyperbolic problems. The solution can be smooth or discontinuous, and
in the unsteady case, moving wave may exist. Starting from any standard scheme (explicit or
implicit), the reduced order solution is obtained at each time step (or each iteration in the implicit
case) by from a minimization problem in the L1 norm. We give a sufficient condition to be able
to solve the problem, and discuss the practical aspects of the method. It is illustrated by several
examples dealing with linear and non linear problems, scalar and systems in one space dimension.
A rough error estimate is given, relating the successive projections and the initial solution.
This work can be extended in several directions. First, its efficiency can be improved by
using hyper-reduction. The present contribution should be more seen as a proof of concept than
a working algorithm, because its cost is still high. Hyper-reduction is probably the way to reduce
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Fig. 7.15. Steady Nozzle flow: predicted solutions at target parameter µ = 1.5
drastically its cost. The second direction is to tackle multidimensional problems, and this can
only be possible if the cost issue is solved. We are currently working on these two aspects.
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