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Farey series and their connection with the prime 
. number problem. I.. 
; By MlKLOS MlKOLAs. in Budapest. 
. Let x s l w e denote by Fx the ascending sequence of fractions K 
— (FAREY series of order x) for which f . • 
. ' 0<.k^n^x, (k, «) = 1. :' 
The f- th term of Fx will be denoted by (>„; the number of these 
fractions is • " ! 
<!>(X) = £ <P(")> • • 
n 1 ' 
q>(n) denoting EULER'S function. 
It .is well-known that the so-called FAREY dissection of the-conti-
nuum is a.very important tool in the additive theory of numbers; the 
sphere of applications extended still more when it was.discovered that 
the-equidistribution of the FAREY series is connected with the validity 
of RIEMANN'S* hypothesis (i. e. with the assumption that the zeta-function 
of- RIEMANN has no ' roo ts for 9?(s)>-^-). . 
In the first place, it has been proved by J. E. LITTLEWOOD1) that 
RIEMANN'S hypothesis is true if and only if the relation 
M(x)= cos2nQv — 0\x- . j, 
n = l . v=l '* 
v ,-r 
where ¡x(n) denotes -the function of MOBIUS, holds for all positive 
values of s. 
The later result of J . FRANEL2), which'is. mentioned by E . LANDAU 
as '"ein htibscher Satz", can be expressed as follows: 
Let us divide the interval <0, 1> into 3>(x) equal, parts, further-
more let us mark the fractions of .Fx; we then form the sum of squares 
i ) ' [ l ] , 263—266; see LANDAU [2], vol. II, 1 6 1 - 1 6 6 . (Numbers in brackets [ ] 
refer to' the bibliography placed at the end of the paper.) 
' ' 2 ) [1], 1 9 8 - 2 0 1 ; . see LANDAU [2], vol: 11, 167 177. 
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/ 
of t h e d i f f e r e n c e s • 
• ¿, = á , ( x ) - = f , - - ^ y , v — l , 2 , . : . , 0 ( x ) . 
RIEMANN'S hypothesis is equiválent to the assertion that 
-
V=1 
or (as LANDAU added)8) 
Z i < M = o U 2 J, . 
" = i • • 
V being any positive • number. . ' 
Now, we consider in this. paper the asymptotical behaviour'for 
x->og of the sums of type 
.Z f M 
v = l # 
/ ( / ) denoting a function which is defined at the. points O c ^ ^ l 
(v =•'1, 2 , . , . , ó(x)) and belongs-to a class as wide as" possible. -
• By supposing that f{t) is bounded; integrable (in RIEMANN'S sense) 
for O á í ^ l , it follows from the uniform distribution of.the fractions 
of / v (x-*°°) that . 
(I) Z f(Qv)~<m\№dt; • • - . »-=1 J 
o 
in § 1 we shall show that (I) holds certainly if 
. i „ ' Í 7 ; v ! • ' • ' • ' " ' • 
• n ->- OC n . t = l \ n . ) 
exists, or if f(t} is continuous, decreasing, non-negative for 0 < t^ 1 and 
- - •. . ' ' i ' ' • 
lim ( / ( O dt • ' 
£-<-+0 J • 
exists. 
To find a better bound for the difference 
. • • i 
' Rf(x) = Z f(Qv) - ®(x) \ f ( t ) dt, . v=l J 
3) See LANDAU [3], 202—206. We mention herewith a later result of LANDAU 
the relation .•. . 
[fl 
• Max 
is also equivalent to RIEMANN'S hypothesis. ([4]j-34.7—352.) 
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we . may suppose. that / ( / ) has a' bounded derivative in the interval 
<0, 1>; it will be proved that in this (particularly important) case thé 
behaviour of. Rf(x), concerning its order of magnitude, is the same as 
that of M(x) = fi(n) or of the remainder of the prime number 
n^S x 
theorem. • '• 
' . 2 - * .. 
we have namely, according.to § 2, •. 
(II) * Rf{x) = 0 { x e - c ^ ° ^ v ) ' 
where y is any- constant between , -^j- excl. and c 3 >0.depends on 
the choice of y only ; by supposing the validity, of RIEMANN'S hypothesis, 
it follows that the much sharper relation 
( -Î-+C 10g10g10gx v I JL + »\ • • 
(ill) • /?,(*) '= p U a ' )0Bl0K* ) = O U 2 ), 
c6-denoting another positive constant4), holds also. 
. For a function / ( / ) which has continuous derivatives / ' ( t ) , f""(0» —» 
f{2r+1)(t), the "ËULER—MÀCLAURIN sum-formula" furnishes explicitly-
i ' . &M r . . i ' 
( IV) 
where 
+ | f </"' ( ' ) - - / " ' (0).) J ? ¿ r M +' . . . +• 
• i ; • , . . 
j ^ i t m t 
(G 'S' d - i>(x, r) f 1), • ' 
B2, Bit Be, ... lieing the well-known numbers of BERNOULLI. 
In case of r = 0 we havè in particular 
i ' 
(V) Éf(Qv) = ^(x) f f ( t ) d t + ~ ( f ( n - f m + ' 
i ' j £ 
o • \ ' ' • l 
Ol 
- • o • 
4) Here and later e denotes an arbitrary positive number. 
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thé last term on the right-hand side may be replaced (on the basis of. 
the so-called FRANEL-identity) by the positive square, root of 
. . 9 J ( / ' ( 0 ) • dt + ® ( x ) J f âl] = â(x) ¿ 1 ) , 
. o , 
We obtain rather deep results by discussing the question as 
follows (§ 3): when does the converse of (III) hold also, i. e. for which 
functions /( /) , having a bounded derivative in <0, 1>, does the validity 
of RIEMANN'S hypothesis follow from the existence of a relation of 
type (111)?-
It can be simply proved : • 
Let A^-^-; RIEMANN'S. hypothesis is true if and only if we have 
for every positive e 
By using this lemma, the formulae (IV), (V) and some relations 
from the theory of DIRICHLET series respectively, we get the following 
interesting theorems: 
1) For any polynomial of second degree 
• f(t) = 0^ + 0^+0* ( a 0 f 0) 
the relation . 
.(VI) ' Rf(x) = o{xY+e), " • 
holding of every e > 0,- is equivalent to RIEMANN'S hypothesis. 
2) Let us take ' 
№ = 0^ + 0^ + 0^+0,. (ob+0), . • 
then a necessary and sufficient condition'that (VI) should be equivalent 
to RIEMANN'S hypothèsis is that - • 
ai 3 
' : . • ". 2 o»- .. . 
3.) For every r s 2, fhere is an infinity of polynomials 
f(t) = a0tr + a1tr'l + ...+ar_1t + ar (o04=0) 
such that ( V I ) be equivalent to RIEMANN'S hypothesis. 
4) Suppose t h a t / ( 0 is defined and has continuous derivatives 
f'{t), f".(t),f"(t)^Q for 0 ^ 1 , furthermore the condition . 
\im^im>3|(3)=0-574... . • 
• $\f":(t)\dt * . 
should be satisfied/ Then ( V I ) is equivalent to RIEMANN'S hypothesis. 
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In particular, we have the simple relations (found to be equivalent 
to the hypothesis in question) . - ' ' 
V=1 <J • - 1>=1 4 
(.x) ' ' ' J ! i \ 
= ' ] with. 
v=i • ' 2 
• These results show very clearly, how close the connection is 
between the problem of the distribution of FAREY fractions (i, e._a pro-
blem of elementary number theory) and that of the situation of "zeta-
roots" in the theory of functions. • . ' • • • 
1. Uniform distribution and its consequences. 
Let x be a. positive variable, and let a,.b, k, 7, m, n, r, v denote 
throughout positive integers. -
We begin by some fundamental identities. • 
L e m m a 1. We have for any function f ( t ) which is defined at the 
• k 
points t = — (k= 1 , 2 , n) . . 
(k n)=l 
where d/n means that the summation is extended over all 'divisors of n. 
P r o o f : It is evident that 
• • • ' ' ^ Z / ( | ) = Z / M ' • • • . d/n kSd \a J Jt=i \n J 
(k; d ) = l ' . . - . . . ' • 
and our assertion follows by MoBiUS inversion. 
L e m m a 2. Let f(n) and g(n) be arbitrary arithmetical functions. 
Then we have . ' • 
w ' • '(n\ •• N . W • i>i hd -
(1). = I = 
n = l d/n • \ a j : ( ¡ = 1 _ ,3 = 1 d—l d = l 
in particular . 
N W r .. I ' "' U! (<i j 
<2) ' • • 
n = l d/n d = l L 'U -I • (1=1 <5=1 ' ^ 
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P r o o f : We write 
(3) ü 2 m s [ ^ \ = Z m g ( ö ) = n=l d/n. V a J d, 6 .di^x 
[xj M •' Ixl [d") . 
= / ( 0 2 g{&) + / ( 2 ) 2 g(t5)+... = 2 m 2 g(*\-<3=1 d=l d=l «Si 
On the other hand, by 
f(n) and g(n) may be exchanged under (3). 
The combination of Lemma 1 and Lemma 2 (with f(n) = /i(n), 
gives • . • • • . • 
' . ' c«l n ( k 
L e m m a 3. Let us take M(x)==2uu(n)> V(n)=2f[ — 
..=1 k=i A n 
 ^n n), ( n ) = ^ f \ k 
,  1 l  
then . . . 
(4) 2KQ*)=2M\±\v(n) = 2p{n)2y&), . 
• . v — 1. n = l \nj n = l d = l 
provided that f(t) is defined for the values, in question of its argument. 
We shall see that the identities (4) are useful in order to find 
asymptotic formulae for.2/(?<•)• 
L e m m a 4. ¿ei O g ^ l and let us denote by h (I, x) the number 
of fractions in F,- which are not greater than Then we have 
f '( r ^ m . M • Qyäi- .«=i \n:J ji=I d=i. -
P r o o f : Using the. fundamental property of. the MÖBIUS function 
we get ' . 
2 i - f 2 .. • 
t g f n - k= 1 d/lA») d/n L " J dfn \ a J ^ 
• ( * , » ) = ! ' . 
so that (1) furnishes indeed • . • ' . . • 
' W l „ \ M '( v \ M . H • 
H i x ) = y 2 № A ^ ) = Z [ d m \ ^ ) = 2 m 2 № . . . ' i=l d/it . \a j d=i . \a j d=i _ d=i 
In what follows we need also the familiar identities, arising im-
mediately from (1), . . 
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№ 1 = 2 ( 5 ) n=l = 1, 
n=l n=l • \ n. J Z n = l 
By . use. of-(6) it is easy to show that5) - ; 
<7) . . / / > ( x ) ^ x M - 0 ( x l o g x ) . 
Next we make use\of a well-known result -of H . WEYL 6 ) : • 
If /„ (n= 1, 2, 3 , . . , . ) is a, sequence such that (t„) = t„ — [/„] 
{n = 1 , 2 , 3 , : . . ) -is. uniformly distributed in <0, !>,. then we. have for 
•all RIEMANN integrabie functions / ( / ) with the. period 1 
. • i • ' i - ' . • • 
Hm ¿/(tk)=--- \f(t)dt, i/mt.- ' : 
n-»-oo it . J - * k= 1 J 
0 ' • ' . 0 
In order to apply this proposition we prove . 
. Theorem 1. The distribution of Fx becomes uniform when x oo. 
P r o o f : - Consider the sequence . ' 
_L } A A 1 1 1 A A A A - A { } ' 1 .' 2 ' 3 ' 3 4 ' 4 ' 5 ' 5 : 5 ' 5 ' 6 ' 6 ' / 
. .Let C T ^ I i ^ i a ^ 1 'and suppose that, the denominator of the n-th. 
terni under (8) is [x]-(-.l. Then we have (cf. (7)) 
on the-other hand, the number of fractions arftong the first.« terms 
which lie in the interval '<.'£u £2> is plainly 
=ni=h(Z2,x)-haix) + Qx (0<(-J^\). ' ' 
Thus, by Lemma 4, (6) and (7), we can write 
.' = Z . ( I ) M ( J ) + © x ' ' 
= (S2 - ) ®(x) + o ( x J J -1} + 0{x) = & - £ ) /z +. 0 ( x log x) . 
whence it follows, indeed that . • ' 
g N • Q(x log x) ' g g - -
when n + oo', i. e. x->-oo. 
& ' ; Axf 
2 
8) See e. g. HARDY—WRIGHT [1], 266. 
« ) [ ! ] , 314. 
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The above result of WEYL being applicable to FAREY fractions,-
we obtain that v . 
i -1 • 
.(9) with A=\f{t)dt, 
V— 1 - 7 1 J o 
if f ( t ) is a bounded, RIEMANN integrable function in <0, 1>. 
The validity of (9) can be proved under more general conditions, 
by using the fpjlowing theorem of TOEPLITZ 7) : • 
Let tu t2,..., t„,... be a convergent sequence with the limit zero 
and suppose that the numbers akl ( ¿ , / = 1 , 2 , 3 , . . . ) satisfy the fol-
lowing conditions : . 
1) for any fixed /, ak,-+ 0 when A-+ oo, 
2) S(¿) = K | + | < W + . . . + 1 a „ | = 0 ( l ) . • 
Then the sequence 
• . tk = aklt1 + akit¡¡ + . • - + akA ( ¿ = 1 , 2 , . . . ) • 
converges also to zero. . ' 
„ T h e o r e m . ' 2 . Let f ( t ) be a function defined at all.rational points 
of the interval 0 < í á 18), such that 
V(n) = 1 
. ' • n. n-éi J\n 
converges when n + oo, and has the limit A. Then we have 
v=l Jl 
P r o o f : In virtue of (4) and (6) we need only to show that, if 
our conditions are satisfied, then 
when x -*• oo. 
But this follows therefrom that, ex hypothesi, . • 
V(n) ' 
moreover (cf. (7)), 
1 ) for any fixed n 
-A-0, n 
M ( n ) \ ^ X n , " ; . —>-0 when x - > o o , ®(x) - _ ®(x) 3x 
7 ) S e e e . g . KNOPP [1], 7 5 . 
8) Observe that the point 0 does not belong to the interval. 
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2) S(x) . 
M 
M f ) 
71' 
<t>(x) 3 * 
and so TOEPLITZ'S theorem may be applied. 
In certain cases it is somewhat more convenient to use the following 
C o r o l l a r y . If / ( / ) is continuous, decreasing (if t increases), non-
negative for 0 <t^\, and if 
i i 
lim ' f f { t ) d t = (f(t)dt 
e-y + a> J ' J 
exists, then we have 
• . • 0(x) q>(x) r-
Z f ( o v ) ~ 0 ( x ) \ f ( t ) d t . v=l J 
' . 0 • . . . ' 
P r o o f : Suppose that f ( t ) satisfies our conditions. 
We write -
n ' fc+1 
1 • k ' ' 
• • - ' fc+1 
and hence, considering that 
fc+i 






J'l Ívj dv 
exists by hypothesis ; there exists therefore to any e > 0 a number 
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N = N(e) such that 
for n> N, this implying 
oi) /G9=o(n)' 
On the other hand, ° -
i 
I . 
therefore, using (10) and .(11), we obtain 
1 n • I • 
¿ / ¡ . * j K H .-ij/iO'"T«ci) 
1 . • ' 1 1 : 
n n 
and so Theorem 3 implies our assertion. , 
We see that, for the validity of (9), the function ' / (f) must not 
necessarily be bounded for O ^ / ^ l . 
2. Case of f(t) haying a derivative of first or higher order. 
Connection with Riemann's hypothesis. 
Suppose that f ( t ) has a bounded derivative in the interval 0 ^ t ̂  1, • 
.then, applying the mean value theorem of the differential, calculus,-we 
can write 
k . • > , . . 
< i 2 > . , 
k-1 
, n s ••. 
Hence it follows at once for the remainder (cf..(4), (6)) 
• f / f e ) - ® o ) ¡ m * ( t ) ( | / ( X ) - » J / o " ' ) -
0 ' , ; 0 
F a r e y s e r i e s a n d p r i m e ' n u m b e r p r o b l e m . 1. • 1 0 3 . 
This result may be easily improved by using the trivial relation9) 
( i s ) 2 > - ^ J = o ( i ) . 
We get namely, by (12), ' . . . 
i 
z 
V = 1 
(14) o 
+ • 0 ( 1 ) = q ( = 0 1 •=1 
so that (13) furnishes immediately 
• i 
$>(x) r • 
Z / ( ? ' ) - J /(0 dt= 0(x). (15) 
(13) represented hitherto, to our knowledge, the sharpest (positive) 
result concerning the order'of F R A N E L ' S sum." In a recent paper10) we 
have deduced on the basis of the so-called F R A N E L identity11)-
ab 
the much better relation 
(17) ' • 
0(x) r *\2 
v=l 




More precisely we «use its analogue for the M Ö B I U S function13) 
(19) 'M{x) = 0 ( x e ' ^ ^ ) . 
») S e e LANDAU [3], o r (2], v.ol. H, 176 . 
10) MIKOLAS [1]. 
. « ) FRANEL [1], LANDAU [2], v o l . II, 173 . 
?2) TCHUDAKOV FL], 5 9 1 - 6 0 2 . 
1 3) S e e FOGELS [1]." . • 
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(Here y denotes any constant between and excl., while c1,ct,c3 
are positive constants depending on the choice of y only.) 
On the other hand, in case of the validity of RIEMANN'S hypo- . 
thesis, we have the well-known relations, the first implying the second, 
/ _i. loeiogiogr \ 
(20) Ai(x) = O lx a 4 Iog loe i ) , 
<P(z) [ \ 2 / . log tog log X \ 
(21) ;. = 
where c4, c5 denote other positive constants1-4). • 
Thus, applying (17) and (21), we obtain at once from (14) 
T h e o r e m 3. Lei f ( t ) be a function having a bounded derivative 
in the interval O ^ f ^ l . Then we' have the relation 
i ' 
/(£>*) = ®(*) \ f ( t ) d t + 0 ( x e - * № v ) . 
v=l J ' • , 
0 
with y < r < 2 f , c3 = cs(y) > 0. 
If RIEMANN'S hypothesis is true, we have besides 
i " 
- " - <P(x) r t _L + (. log logjog r. \ 
. j j / ( ? v ) = ® ( x ) J / ( 0 ^ + O U a ' 1081081 ' 
0 
and therefore 
&(*) . r • i - i -Hs ' l 
= \f(t)dt+0\x2 ) : 
V=1 J' 
for every e > 0. 
• All these relations may be immediately deduced on the-basis of 
the identities ( 4 ) , without using FRANEL'S sum ¿ " (p» ^ - J , if we 
suppose t ha t . / ' ( 0 exists and is continuous for O ^ . f ^ l . In this case, 
we must only apply the EULER—MACLAURIN sum -formula in its' simplest 
form: • • • • - - * . 
' . » n ' . - n • 
(22) £ g(k) = J^ (u) du +. y (g(n)-g(0)) + J ( a - [u] - y ] g' (u)du 
0 . 0 
for the function g { u ) = f ^ j ^ - r we thus obtain (cf. (4), (5), (6)) 
» ) S e e . e . g. LANDAU [2],- vol. II. 1 6 1 - 1 6 6 , 1 7 6 - 1 7 7 . 
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(23) . ZA?») = ® ( x ) J / ( 0 ^ + y ( / ( l ) - / ( 0 ) ) + 
o • 1 ' 
0 Since for any a,'b15) 
0 , . • . • 
we obtain by inverting the order of summation and integration, and by 
applying the inequality of SCHWARTZ, that the last term under ( 2 3 ) may 
be replaced by the positive square, root of 
i . ' 
<25) <0 D, 
. 0 O . 
which, according to.(16), is equal to . 
<26). &§(f'(t) f dt. jI!2 + ®(x) 2> J-)! • • ' 
The form (25) renders possible, by (19) and (20), an immediate 
estimation of the remainder 
i • • • . 
$(x) r 
Zf(ov)-<l>(x)\f(t)dt, v=l J 
0 ' 
while ( 2 6 ) shows the connection with FRANEL'S theorem. 
For a function g(u) which has continuous derivatives g'{u), g"(u), 
, g l 2 r + 1 ) ( u ) ( r fe0) in the interval 1 ¿ u ^ n , the general form of 
the EULER—MACLAURIN sum-formula16) 
n 
<27) . Zg№=]g(.u)du+~ {g(n)-g{Q))+ . 
. o • 
is valid, where B2, Bit... are. the so-called Bernoullian numbers17), 
defined by 
15) LANDAU [2], vol. 11, 170. • -
. , 6 ) See e. g. KNOPP [1] 542. 
' ") We have B 0 = l , £?, = - ! , B 3 = B b = B 7 = . . . = 0 . 
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while the functions with period 1 
(28) PSr+1(U) = ( - 1 ) - 1 1 ( r ~ 0 , 1 , 2 , . . . ) 
are identical for O ^ u c l to the corresponding B'ernoullian polynomials. 
Taking again g ( u ) = f ^ - j in (27), and using the identities (4), 
(5), (6) respectively, we obtain after simple integral-transformations 
• i 
&(x) Ç I 
Z f i e » ) = * w - J m dt + y ( / ( i ) - / ( 0 ) ) + . 
0 
(29) + </ " ( 1 ) — / ' " ( 0 » ^ ^ - + 
(2r)l vy w ' • n2 
• • 1 
M - r 
',=1 II' \ " 
0 
supposing, of course, that each derivatives of f ( t ) which occur here 
exist, and that / ' 2 r + 1 ) (0 is continuous for 
To deduce another form for the last (remainder) term under (29) 
we use . 
L e m m a 5 . Let A be a real number not less than 1. Then, taking 
. .. -O %\n2nnu 
p*(") = 2 i — - i — . n=7i II 
we have . 
j pn(at)px(bt)dt= • 
P r o o f : It follows from PARSEVAL'S theorem, using also the fact 
' that positive solutions of the Diophantine equation aii = bv (for fixed 
a, b) are 
u = k . b,. , v = k . a- (k='1, 2 , . . . ) . 
. (a,b)' (a,b) 
Nowj -applying Lemma 5 and the inequality of SCHWARTZ, we 
obtain (cf. (28)) 
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^ . ( X ) = j ( i ) . ( ^ Ai (« ' 
o • -
. i - ' • 
0 . ' . . 
- = ) . miL+Jl f ' 
r {2n)4rf2 afkx [a J \ b J. a4r+l '' . • 
where 
. ' 1 
\ /« = \ (jVrt\t)f dt. 
; . . . . ' o* • 
Considering that, for positive integral values of I , 
Q V + y - ^ - ^ ^ i - ] ) 2 ( 2 - i ) ! ' 
we" see that the square of the remainder term under (29) may be,written 
in the form 
<3 0 . W W - ^ ¡ f a - J u ^ t o y J M ^ M ^ - g S ^ 
0 ' ' 
•with 0 ^ d - = &(x, r ) ^ 1, which is an immediate generalization of the 
expressions (25) and (26) respectively. 
We draw the 'attention to the well-estimable sums depending upon 
jc only, which occur on the right-hand side of (29) so to say as 
weights; in what follows this fact makes, mainly the formula useful. 
• I f / ( 0 is a. polynomial of degree 2r or . 2 r + 1 , Ur{x) vanishes ; for 
•example, taking f ( t ) = t, i\ P resp. .we obtain . 
<32) ' J f ^ T ® ( * > + 2~-' 
<33) 
f ) i i M t f 
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3. The "problem of equivalence". 
Suppose that RIEMANN'S hypothesis is true, then, according to 
• o - 1 J 
Theorem 3, the remainder term ¿"/((>v)— ® ( x ) ^ f ( t ) d t is o ( x 2 + ) 
o 
for any function in question (i. e. for f ( t ) having a bounded derivative 
in <0, 1». 
Taking f i t ) = cos 2 n /, we get from 
2kni 2k Jl 
2 e " = 2 1 C 0 S — : — = H'(n) 1 8 ) 
t g n fcgn -11 . 
(ft, n ) = l (*, r . )= l 
the identities 
i 
- £ /((>»)- *(*) \mdt= Z /((>,) = i f n(n) = M(x), J . n= l 
0 ' 
so that, in virtue of L ITTLEWOOD'S theorem, the converse of our above 
proposition is also true in this case: if f(t) = cbs2nt, the relation 
{ 
Zf(9v)-&(x)jf(t)dt=0(x*+e) 
o . . . 
implies the validity of RIEMANN'S hypothesis. i 
On the other hand, it is evident that such a converse proposition. 
does not hold for all f i t ) in question -r for example, if / ( / ) is a function 
for wich / ( 0 = 5 - / ( 1 — 0 when O s S f ^ l , then we have (with regard 
to (>„= 1 — (>$_„; v = 1, 2 , . . ®(x)— 1) 
i ' • ' . .&(x) • ' f 
2 m - * ( x ) ) № d t = t t \ ) , 
0 • • 
independently of RIEMANN'S hypothesis. . 
Therefore it may be raised the question: which conditions must 
be satisfied by a function f{t) (having a bounded derivative f o r O ^ / ^ 1), 
in order that the following assertion be true: "the relatidn 
i 
r t - L + £ \ 
Zf(<>>)-*(x) \f(t)dt^OW ) 
v=\ J 
0 • 
holds for every s if and only if RIEMANN'S hypothesis is valid". 
We shall see that this probiem — it may be called "problem of 
equivalence" since we look for relations which are equivalent to RIEMANN'S 
is) See e. g. LARDAU [1], vol. II, 5 7 2 . - 5 7 3 ; [2], vol. I, 188. 
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hypothesis — is not easy to handle in full generality ; we get,, howevèr,. 
interesting special results." 
In what follows a„, b„, c„ denote real numbers, s==a-\-i% is a 
complex variable, so that <r==9l(s),-x=..3(s). . ' 
Next we need, two well-known propositions from the theory of 
DIRICHLET series19). 
Lemma 6 . If . -
S(x)^-£ak -- 0(x«») ' ' ' -_ к 1 . • • »f, (J 
for every e > 0, then the series ^ -j- converges in the half-plane a > a 
' n = l .П 
and represents here a regular function of s. 
• L e m m a 7. If for a>a0 . . . • 
. and g ( s ) : . . 
n = l n* „ = 1 n 
are absolutely convergent, then the series with the coefficients , 
H - Ê ' a . » . : , ( л = 1,2, .•••). •; 
• • • . Aif> a ' 
converges also absolutely in the half plane ст>ст0, and one has here 
(35) . ' : • ¿^=f(s).g(s).. ' 
•* n=l ll : 
* . •• • ' 
T h e o r e m 4. Let f ( t ) be a function having a bounded derivative 
in <0, 1 >. If thé relation 
• • . " ' • • ' ! • • '•' ' i ' • ' i 
• « и r / ±+e\ 1 
(36) Z / Ы - Щ х ) \№dt=0W ) 
V=1 J • 
• 0 
holds for every E> 0, then 
1 ) the function F(s), defined for a> .1 by 
:. . ' .. • ' . . - l 
(37) ; . 
' ' • 0 
is regular for a > y , s ф 1 ; - • 
> , . ' r'' - . • 
2) Ç (s) cannot vanish in the half plane о>~2> unless of- points• 
where F(s) = 0. 
19) See e. g. LANDAU [1], vol. I, 121, 131. ' ' 
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P r o o f : On thé basis of Lemma 1 and of the .well-known iden-
tities 
( 3 8 ) , , » ) - . £ - « > . - > • - , ( ; ) • • 
we can write . 
l 
(lc,n)=t 0 0 
so that (35) gives "formally" 
. since the series on the right-hand side'are plainly, by (12) and | / i ( n ) | ^ 1, 
absolutely convergent for a > 1, (39) holds, according to Lemma 7, in 
this half-plane. 
Considering that for a > .1 
(40) ' Z 
t>=i 
M " ) I" 
we have the equality ; • 
• i 
( 4 1 ) . , ' 
(fc, n)=i 0 
Now suppose that (36) is valid. Then the series on the right-hand 
•side, of (41) is. convergent and regular for a > by virtue of Lemma 6. 
On the other hand, as is well-known, £(s) is regular in the whole plane 
except at s = 1.. ' _ . 
• Thus the function . 
i • 
'.(&, n ) = 1 0 
which represents, According to (41), the analytical continuation of 
1 ' 
is regular for a > — , except possibly at s = 1 ; this function vanishes, 
r 
2 of course, at all points of the half-plane <r> — , where. í(s) = Ó. 
We add an important 
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C o r o l l a r y . Let'. f{t) denote a-function having a bounded derivative 
for 0 ^ t ^ 1, and such that F(s) is regular and has no zeros for a >, . 
_ Then the relation ( 3 6 ) involves the validity of RIEMANN'S hypothesis. 
This . result • suggests to find a f(t), for : which we can show 
the' .regularity and not-vanishing of p(s) in the half-piane a > . In 
this direction we make good use of the formulae (33), (29)> and the 
well-known fact that, if ^ ^ , . . -• . . 
(42) • : ;£(s + *)-|'-0 
for ff>r.y .20) : . ' ' 
L e m m a 8 . Let 1 be a real number not less than - ^ . R I E M A N N ' S 
hypothesis is true if arid only if we have. for every positive e 
m 
P r o o f : 1. The first • part .of. our . proposition is a trivial con-
sequence of LITTLEWOOD'S theorem : assuming the validity of RIEMANN'S 
hypothesis, we have M(x) = o{x2 + ), and therefore • 
-«=r « , \ n )•. : l ~ 
n ' . 
' 2. Suppose that the relation ' • ; . . 
<43) / ; • 
holds for every positive e. 
Using'Lemma 7 and (40), we find - . . • . 
The 
series on the left-hand side is, by Lemma'' 6 and (43) (cf. (l.)X 
convergent and regular for a > y ; as £(s + >i) is also regular and has 
no.zeros here, (44) implies that £(s)=j=0 in the naif-plane a > — . 
20) This follows from the not-vanishing QF f ( s ) for 1. (See e . g . LANDAU 
[1], vol. I, 154, 166.) 
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T h e o r e m 5. 1) For every polynomial of second-degree 
/ ( / ) ' = + ( f l o + 0 ) ; . 
the relation ( 3 6 ) is equivalent to RIEMANN'S hypothesis. 
• 2) Let ' - -. • 
= + + ( f l o + O ) , • / . -
then, in order that ( 3 6 ) should be equivalent to RIEMANN'S hypothesis, 
it is necessary and sufficient that 
~ . • , . 3 . 
C o r o l l a r y . RIEMANN'S Hypothesis is true if and only if we have 
•for every positive e . 
v=l' O v=l 4 
P r o o f : Applying the identities (32), (33), (34), we obtain 
. . . ' • ' • 0 . . . . 
in the first, . ' « • 
0 
in the second case, so that Lemma 8 involves immediately.our assertions. 
T h e o t e m 6. Whatever be r except 1, there is ah infinity of 
polynomials 
f (t) = a0tr + arf1+ ...'+ar^t+ar -.(a0fO) 
such that. ( 3 6 ) is equivalent to RIEMANN'S hypothesis. 
P r o o f : By the theorem just proved, we may'suppose that r ^ 4 . 
. ..The application of (28) gives now 
• • • . ' , . . . • . . - ' . . . 
r 1 • 
( 4 5 ) £ f{ov) - ®(x)J f(t) dt = Y (a„ + a,+• • •+ J + 
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The last term on the right-hand side' is 
The coefficients a0, alt...., or_4 can plainly be/chosen so that the 
system of equations 
< 4 6 ) . " . _ ' _ . - . . ' . . ' , . ' . ;.. . . .. . . : _V 
(finally-:) j P " 3 ) + ^ 1 1 + = °< • if f i S e v e n ' ' 
\ (r—4) fr—I) -{- (r—2) ^ (i — 4) — « ' is odd, 
where | t = — (k= \,2,. . ., r—2), should.be satisfied ; when r is odd, ' O O Je t besides be ' 
Since. we have H* equations for (r—2) Unknowns and 
f " < r — 2 if the number of solutions of (46) is. infinite 
or every degree r ^ 4.' 
-If aH our conditions are fulfilled; then each term on the.right-hand 
side of (45) except the last vanishes, so that the proposition. follows 
at once from Lemma 8". " 
T h e o r e m ' 7. Let f(t)be a function such thatf'(t),f"(t), /"'(0-NQ 
exist, /"'(/)' is continuous for O^t^ 1, aha that the condition 
' l / ' . C D - m i , 3t(3) 0 . 5 7 1 / • . 
n ' 2 it 
W"(t)\dt . . • 
is fulfilled. Then ( 3 6 ) is equivalent to RIEMANN'S hypothesis. 
P r o o f : - S u p p o s e t h a t / ( / ) is a function satisfying our conditions. 
1. If RIEMANN'S hypothesis is true,, then we have, by virtue of 
Theorem 5, . ' • . ' . • -
. . . 1 ' • • • 
• 0<x) C t — • • . - ' • 
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2. Assume that the relation (36) holds (for every positive e). 
• The use of (22) (cf. (30)) s"hows that 
n - * n 
0 . • 0- . •• 
1 • . 1 • 
=n^mdt+^(f(\)-m)+jp1(nt)f(t)dfr 
0 • o 
and so, by (39) and (40), we can write for a > 1 
(47) ± f p , a o r w = 
o . • . • ' • • . . • -
i 
(ft, n ) = i J . 0 • 
• Consider the function with the period 1 ~ 
(48) p 2 ( u ) = _ j ; _ _ _ ; . ; 
it is continuous everywhere, and we have plainly " -
. A ' ( « ) = P 1 ( » ; 
if a is not an integer. 
Now, the series on the right-hand side of (47) is, by hypothesis. 
(36), regular for o > ~ . (cf. Lemma'6.); the series on the .left (con-
verges and so) is regular in the half-plane a > 0 by 
• i . - I 
(49). \ P i ( n t ) / y ) d t - - ^ ( / ' ( ! )—/ ' (0) ) — ̂ ]p2{nt)f"{t) dtn. 
o * o 
: • - ' 1 
. . . 0 
Consequently, if we • have for a > 4" • 
(50) ; • 2 ^ \ p , { n t ) f ' i t ) d t ^ 0 , 
1 1 = 1 II J 
o 
then it follows that £(s)4=0 in..this half-plane. . 
To verify (50), we write using (49) 
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1 .. • _ . . . . 
<5i) J A ( « / ) / ' - ¿ ( / ' 0 ) - / ' ( 0 ) K ( s + i ) -
u . . 
i • , ' • . ; •• . * v • 
- Z ^ i r J A (« o / " ( 0 == rC^ -f-1) ( / ' (1) (0) ) ^ ^ - i . 
0 . ' n 
"Here the coefficients b„ can be easily determined by the condition 
<cf. (40)). . ;, • 
- •. • • - 0 . . • 
we have namely, by virtue of Lemma 7; 
. ' . . . ; • ; . 0 * 
(Both series on- the. right-hand side, and so their product too, converge 
absolutely for <7>0.) ' . • 
Partial integration shows that (cf. (28)) 
* . ' " 1 1 • • . . • . " • ' 
•• jp.2(nt)f'(i) dt= - ^\p,[nt)f'"(t) dt, 
0 0 . 
and, applying (2), we. get 
• * • i 
I r 
\\p2(dt)f"(t)dt = . 
. N = 1 N= 1 6/N I J 
0 
1 . - . I 
o • ' " 0 • ' 
• : i i 
On the other hand, by 
if] 
¿ R I I ? " ' ¿ J ^ C 7 ' ) ( . ¿ „ + 1 ( N + L ) 0 + ! J ( [ « L + L ) ' « ' . 
and B(v) = 0(v), it follows for a>0 
• ' n+l- 00 
M 1 • 1 B(v) • 
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so that we can write . 
I -00 ° 
f A < y M = • 
(52) = , ) J ^ d - < (« + 1 ) j I/"" <01 df) 
1 0 1 
•. . 1 
. 0 
Finally, using (51) and (52), we obtain for o > ~ , (cf. (42)) 
i • " 
J A 0 / ' ( 0 tf ^ | Ç (5 + 1 ) { ( I / - o ) - / ' ( 0 ) I ^ - ^ T | ) > 
1 
•.' '.o ; 
• o 
which proves (50), and thus our Theorem; . • 
It is easy to find such functions f(t) for which the conditious of 
the proposition just proved are fulfilled; thus, considering the casés 
f ( t ) = e*> (¿=1=0, | / | < 3 | | y = l : 7 4 . . r ] 
and " ' 
. f ( t ) = costt 
we obtain the 
C o r o j l a r y . Therelations (holding for every ¿ > 0 ) 
SÇM f C 2 n • ~ \ 
(53) = J ^ 4 = a | / l | > 3 ^ = 1 - 7 4 . . . ] 
and 
( 5 4 ) ( o 
are equivalent to RIEMANN'S hypothesis. 
In case of f ( t ) = cos 2 n t , implying L ITTLEWOOD'S theorem, our 
conditions are riot satisfied, for 
f O ) - f ( 0 ) = P , 
• Paiey series and prime number problem. I. 11? 
but we have 
• F(s)= 1 + 0 ' . _ ' 
in Theorem 4, so that our Corollary to Theorem 4 and Theorem 3 involve 
immediately the proposition in question. 
By using special properties of eXt, cos Xt,_ the above conditions 
for A may be improved to 
v 
. 1 4 < 2 . 
1 4 < 2 
4-078: . . , >1+0, ((53)) 
• g ( 3 ) 5 + 5. = 3 ' 4 3 2 * ± n - 2 1 ) ( ( 5 4 ) > 
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