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Abstract
Estimates of population characteristics such as domain means are often expected to follow
monotonicity assumptions. Recently, a method to adaptively pool neighboring domains was
proposed, which ensures that the resulting domain mean estimates follow monotone constraints.
The method leads to asymptotically valid estimation and inference, and can lead to substantial
improvements in efficiency, in comparison with unconstrained domain estimators. However,
assuming incorrect shape constraints could lead to biased estimators. Here, we develop the Cone
Information Criterion for Survey Data (CICs) as a diagnostic method to measure monotonicity
departures on population domain means. We show that the criterion leads to a consistent
methodology that makes an asymptotically correct decision choosing between unconstrained
and constrained domain mean estimators.
1 Introduction
Monotone population characteristics arise naturally in many survey problems. For example, average
salary might be increasing in pay grade, average cholesterol level could be decreasing in physical
activity time, etc. In large-scale surveys, there is often interest in estimating the characteristics of
domains within the overall population, including those of domains with small sample sizes. One
possibility to handle small domains is to apply small area estimation methods. However, that
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requires switching from the design-based to a model-based paradigm, which can be undesirable.
An alternative approach is to remain within the design-based paradigm but take advantage of
qualitative assumptions about the population structure, when such are available.
Isotonic regression has been widely studied outside of the survey context. Some remarkable
works on this topic include Brunk (1955), VanEeden (1956), Brunk (1958), Robertson et al. (1988),
and Silvapulle and Sen (2005). In contrast, merging isotonic regression techniques into survey
estimation and inference has just been studied recently. Wu et al. (2016) considered the case when
both sampling design and monotone restrictions are taking into account on the domain estimation.
They proposed a design-weighted constrained estimator by combining domain estimation and the
Pooled Adjacent Violators Algorithm (PAVA) (Robertson et al., 1988). Further, they showed that
their proposed constrained estimator improved estimation and variability of domain means, under
both linearization-based and replication-based variance estimation.
Although the constrained estimator proposed by Wu et al. (2016) improves the precision of the
usual survey sampling estimators, it has to be used carefully since invalid population constraint
assumptions could lead to biased domain mean estimators. The main objective of this work is to
develop diagnostic methods to detect population departures from monotone assumptions. Particu-
larly, we propose the Cone Information Criterion for Survey Data (CICs) as a data-driven method
to determine whether or not it is better to use the constrained estimator to estimate the population
domain means. The Cone Information Criterion (CIC) was originally developed for the i.i.d. case
by Meyer (2013a).
In Section 2, we describe the constrained estimator proposed by Wu et al. (2016) and explain
some of its properties such as adaptive pooling domain and linearization-based variance estimation.
Section 3 contains the proposed CICs along with some of its theoretical properties. In particular, we
show that CICs is consistently choosing the correct estimator based on the underlying shape of the
population domain means, in the sense that with probability going to 1 as the sample size increases,
CICs will determine that pooling of domains that violate monotonicity constraints is unwarranted.
Section 4 demonstrates the performance of the CICs under a broad variety of simulation scenarios.
In Section 5 we apply our CICs methodology to the 2011-2012 National Health and Nutrition
Examination Survey (NHANES) laboratory data. Lastly, Section 6 states some general conclusions
of the work developed in this paper, and contains a brief discussion about future related areas of
research.
2
2 Constrained Domain Mean Estimator for Survey Data
We begin by reviewing the survey setting and the constrained estimator proposed by Wu et al.
(2016). Consider a finite population UN = {1, 2, . . . , N}, and let Ud,N denote a domain for d =
1, . . . , D. Assume that {Ud,N ; d = 1, . . . , D} constitute a partition of the population UN . Denote
Nd as the population size of domain Ud,N . Given a study variable y, let yUd be the population
domain means,
yUd =
∑
k∈Ud,N yk
Nd
, d = 1, . . . , D.
Suppose we draw a sample sN ⊂ UN using the probability sampling design pN (·). Let nN be the
sample size of sN . We are going to consider the case where the sampling design is measurable, i.e.,
both first-order pik = E(Ik) and second-order pikl = E(IkIl) inclusion probabilities are strictly posi-
tive, where Ik is the indicator variable of whether k ∈ sN or not. Denote sd,N as the corresponding
sample in domain d obtained from sN . Further, let nd,N = |sd,N |. For simplicity in our notation,
we will omit the subscript N from these and related quantities from now on.
Consider the problem of estimating the population domain means yUd . When no qualitative
information is assumed on the population domains, we can consider either the Horvitz-Thompson
estimator ŷsd (Horvitz and Thompson, 1952) or the frequently preferred Ha´jek estimator y˜sd (Ha´jek,
1971), which are given by
ŷsd =
∑
k∈sd yk/pik
Nd
, y˜sd =
∑
k∈sd yk/pik
N̂d
, (1)
respectively, where N̂d =
∑
k∈sd 1/pik. We will refer to them as unconstrained estimators of yUd .
Note that both estimators in Equation 1 consider only the information contained in domain d,
leading to large standard errors on domains with small sample sizes.
Suppose now that we want to include monotonicity assumptions into the estimation stage of
domain means. For instance, assume the population domain means are isotonic over the D domains.
That is, yU1 ≤ yU2 ≤ · · · ≤ yUD (analogously, yU1 ≥ yU2 ≥ · · · ≥ yUD , but which we will not further
consider explicitly here). Wu et al. (2016) proposed a domain mean estimator that respect monotone
constraints, given by the ordered vector θ˜s = (θ˜s1 , θ˜s2 , . . . , θ˜sD)
> which optimizes
min
θ1,θ2,...,θD
D∑
d=1
N̂d(y˜sd − θd)2, subject to θ1 ≤ θ2 ≤ · · · ≤ θD. (2)
The objective function in Equation 2 can be written in matrix terms as (y˜s − θ)>Ws(y˜s − θ),
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where y˜s = (y˜s1 , y˜s2 , . . . , y˜sD)
>, θ = (θ1, θ2, . . . , θD)>, Ws = diag(N̂1/N̂, N̂2/N̂, . . . , N̂D/N̂) is a
consistent estimator of WU = diag(N1/N,N2/N, . . . , ND/N), and N̂ =
∑D
d=1 N̂d.
Following Brunk (1955), the general closed form solution for the constrained problem in Equa-
tion 2 can be expressed as the set of pooled weighted domain means given by
θ˜sd = max
i≤d
min
d≤j
y˜si:j , where y˜si:j =
∑j
d=i N̂dy˜sd∑j
d=i N̂d
=
∑
k∈si:j yk/pik∑
k∈si:j 1/pik
, (3)
where si:j = si ∪ · · · ∪ sj for 1 ≤ i ≤ j ≤ D. Moreover, we can make use of the Pooled Adjacent
Violator Algorithm PAVA (Robertson et al., 1988) along with y˜s and the weights N̂1, N̂2, . . . , N̂D
to compute efficiently the constrained estimator θ˜s. Observe that the constrained estimator in
Equation 3 consists of adaptively collapsing neighboring domains. Furthermore, the above pro-
cedure can be simplified in the obvious way when applied to the Horvitz-Thompson estimator
ŷs = (ŷs1 , ŷs2 , . . . , ŷsD)
> with weights N1, N2, . . . , ND, leading to the constrained estimator vector
θ̂s with entries of the form ŷsi:j . We refer to Wu et al. (2016) for a discussion of the properties of
these constrained estimators, including design consistency and asymptotic distribution.
We conclude this section by defining some of the quantities we will use in the development of the
CICs. Note that the estimator θ̂s has a random weighted projection matrix P̂s associated with it,
which is defined by the pooling obtained from the PAVA and the weights N1, N2, . . . , ND. That is,
P̂s is the matrix such that θ̂s = P̂sŷs. For example, suppose D = 3 and that PAVA chooses to pool
domains 1 and 2, but not to pool domain 2 and 3. Hence, θ̂s1 = θ̂s2 = (N1ŷs1 +N2ŷs2)/(N1 +N2),
and θ̂s3 = ŷs3 . Then,
P̂s =

N1
N1+N2
N2
N1+N2
0
N1
N1+N2
N2
N1+N2
0
0 0 1
 .
Let Σ̂ = {Σ̂ij} be the unbiased estimator of the covariance matrix of ŷs, given by
Σ̂ij =
1
NiNj
∑
k∈si
∑
l∈sj
∆kl
pikl
yk
pik
yl
pil
, i, j = 1, 2, . . . , D,
where ∆kl = pikl−pikpil. Further, for any i ≤ j, let yUi:j be the pooled population mean of domains
i through j. That is,
yUi:j =
∑
k∈Ui:j yk
Ni:j
, where Ni:j =
j∑
d=i
Nd,
and Ui:j = Ui ∪ · · · ∪ Uj .
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For any indexes i1, i2, ji, j2 such that i1 ≤ j1 and i2 ≤ j2, let y˜si1:j1 , y˜si2:j2 be the Ha´jek
estimators of yUi1:j1
and yUi2:j2
, respectively. By standard linearization arguments (Sa¨rndal et al.,
1992, Chapter 5), the approximated covariance of y˜si1:j1 and y˜si2:j2 is given by
AC(y˜si1:j1 , y˜si2:j2 ) =
1
Ni1:j1Ni2:j2
∑
k∈Ui1:j1
∑
l∈Ui2:j2
∆kl
(
yk − yUi1:j1
pik
)(
yl − yUi2:j2
pil
)
. (4)
Moreover, given that pikl > 0 for all k, l ∈ U , a design consistent estimator of the approximate
covariance in Equation 4 is
ÂC(y˜si1:j1 , y˜si2:j2 ) =
1
N̂i1:j1N̂i2:j2
∑
k∈si1:j1
∑
l∈si2:j2
∆kl
pikl
(
yk − y˜si1:j1
pik
)(
yl − y˜si2:j2
pil
)
, (5)
where N̂i:j =
∑j
d=i N̂d.
3 Main results
In this section, we present the Cone Information Criterion for Survey Data (CICs). The CICs
is a tool that may be used to validate the monotone estimator in Equation 2 as an appropriate
estimator of population domain means. In what follows, we define the CICs for the Horvitz-
Thompson estimator and propose a natural extension that applies to the Ha´jek setting. Further,
main properties of the CICs are shown along with their theoretical foundation.
3.1 Cone Information Criterion for Survey Data (CICs)
For the Horvitz-Thompson estimator, we define the CICs as
CICs(θ̂s) = (ŷs − θ̂s)>WU (ŷs − θ̂s) + 2 Tr
(
WU P̂sΣ̂
)
, (6)
where P̂s is the projection matrix associated with θ̂s.
The proposed CICs shares similar features with the Akaike Information Criterion (AIC) (Akaike,
1973) and the Bayesian Information Criterion (BIC) (Schwarz, 1978), which have been broadly used
for model selection. The first term measures the deviation between the constrained estimator θ̂s and
the unconstrained estimator ys, while the second term can be seen as a penalty for the complexity
of the constrained estimator. The penalty term is large when the number of different groups chosen
by the constrained estimator is also large, meaning that the number of different parameters to
estimate (or effective degrees of freedom) of the constrained estimator is high.
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The development of CICs proceeds similarly as for the Cone Information Criterion (CIC) pro-
posed by Meyer (2013a). Its motivation comes from properties of the Predictive Squared Error
(PSE) under the Horvitz-Thompson setting, which is defined as
PSE(θ̂s) = E
[
(ŷs∗ − θ̂s)>WU (ŷs∗ − θ̂s)
]
(7)
where ŷs∗ is the vector of Horvitz-Thompson domain mean estimators obtained from a sample
s∗ that is independent to s, where s∗ is drawn using the same probability sampling design as s.
Furthermore, define the Sum of Squared Errors (SSE) as
SSE(θ̂s) = (ŷs − θ̂s)>WU (ŷs − θ̂s).
We define CICs(θ̂s) as an estimator of PSE(θ̂s) that involves SSE(θ̂s). Proposition 1 establishes
a relationship between PSE(θ̂s) and SSE(θ̂s); its proof and all subsequent ones are included in the
Appendix.
Proposition 1. PSE(θ̂s) = E
[
SSE(θ̂s)
]
+ 2 Tr
[
WUcov(θ̂s, ŷs)
]
.
Motivated by Proposition 1, an estimate of PSE(θ̂s) can be derived by estimating both E
[
SSE(θ̂s)
]
and cov(θ̂s, ŷs). The first term has a straightforward unbiased estimator SSE(θ̂s), and an estima-
tor for the covariance term can be obtained using the observed pooling on θ̂s. As we will show
later, the latter term can be estimated by the asymptotically unbiased estimator P̂sΣ̂ under certain
assumptions. That produces the proposed CICs in Equation 6.
However, recall that the use of the Horvitz-Thompson estimator requires information about the
population domain sizes Nd, which is not frequently the case in many practical survey applications.
Therefore, analogously to Equation 6, we extend the CICs to the Ha´jek setting by using the
estimator (y˜s− θ˜s)>Ws(y˜s− θ˜s) instead of SSE(θ̂s), and Wsĉov(θ˜s, y˜s) instead of WU P̂sΣ̂; where
ĉov(θ˜s, y˜s) denotes the estimator of the covariance matrix of θ˜s and y˜s, which is based on the
observed pooling of θ˜s and is defined element-wise as
ĉov(θ˜s, y˜s)ij = ÂC(θ˜si , y˜sj ), for i, j = 1, 2, . . . , D.
Hence, the proposed CICs for the Ha´jek estimator setting is
CICs(θ˜s) = (y˜s − θ˜s)>Ws(y˜s − θ˜s) + 2 Tr
[
Wsĉov(θ˜s, y˜s)
]
. (8)
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3.2 Assumptions
In order to state properly our theoretical results, we need to consider some required assumptions.
(A1) The number of domains D is a fixed known constant.
(A2) The non-random sample size nN satisfies 0 < lim
N→∞
nN
N < 1.
(A3) lim sup
N→∞
1
N
∑
k∈UN
y4k <∞.
(A4) 0 < γd = lim
N→∞
Nd
N < 1 for d = 1, 2, . . . , D. Also, for some constants µ1, µ2, . . . , µD and any
integers i, j such that 1 ≤ i ≤ j ≤ D, then yUi:j − µi:j = O(N−1/2) with µi:j =
∑j
d=i γdµd.
(A5) For all N , min
k∈UN
pik ≥ λ > 0, min
k,l∈UN
pikl ≥ λ∗ > 0, and lim sup
N→∞
nN max
k,l∈UN : k 6=l
|∆kl| <∞.
(A6) lim
N→∞
max
(k1,k2,k3,k4)∈D4,N
|E [(Ik1Ik2 − pik1k2)(Ik3Ik4 − pik3k4)]| = 0, where D4,N denotes the set of
all distinct 4−tuples (k1, k2, k3, k4) from UN .
(A7) limN→∞max(k1,k2,k3)∈D3,N |E[(Ik1 − pik1)2(Ik2 − pik2)(Ik3 − pik3)]| = 0.
(A8) lim supN→∞ nN max(k1,k2,k3,k4)∈D4,N |E[(Ik1 − pik1)(Ik2 − pik2)(Ik3 − pik3)(Ik4 − pik4)]| = 0.
Assumption (A1) states that the number of domains D will not change as the population size
changes. Assumption (A2) declares that the sample size is asymptotically strictly less than the
population size but greater than zero, which intuitively means that the sample and the population
size are of the same order. The boundedness property of the finite population fourth moment in
Assumption (A3) is used several times in our proofs to show that the approximated scaled covari-
ances in Equation 4 are asymptotically bounded, and also, that their estimators are consistent for
them. In addition, Assumption (A4) is used to assure that the population size and the subpopula-
tion size are of the same order. Further, it establishes that the pooled population domain means
converge to some constant limiting domain means with rate N−1/2. The consistency result of CICs
is based on whether the constants µ1, µ2, . . . , µD are strictly monotone or not. Assumption (A5)
implies that both first and second-order inclusion probabilities can not tend to zero as N increases.
Moreover, this assumption states that the sampling design covariances ∆kl (k 6= l) tend to zero,
i.e., sampling designs that produces asymptotically highly correlated elements are not allowed.
Lastly, Assumptions (A6)-(A8) are similar to the higher order assumptions considered by Breidt
and Opsomer (2000). These assumptions involve fourth moment conditions on the sampling design.
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These assumptions hold for simple random sampling without replacement and for stratified simple
random sampling with fixed stratum boundaries (Breidt and Opsomer, 2000).
3.3 Properties of CICs
Under above assumptions, CICs(θ̂s) has the property of being an asymptotically unbiased estimator
of PSE(θ̂s) when the pooling obtained from applying the PAVA to the vector µ = (µ1, µ2, . . . , µD)
>
with weights γ1, γ2, . . . , γD is unique. To show that, we first prove that there are certain poolings
which are chosen with probability tending to zero as N tends to infinity. This is stated in Theorem
1, which makes use of the Greatest Convex Minorant (GCM).
The GCM provides of an illustrative way to express monotone estimators. Figure 1 displays
an example of sample domain means with their respective monotone estimates (Figure 1(a)), and
a plot of their corresponding cumulative sum diagram and GCM (Figure 1(b)). The GCM is
conformed by D+ 1 points, indexed from 0 to D, and their left-hand slopes are the θ̂sd values. The
points indexed by 0 and D are the boundaries of the GCM, and the rest are its interior points.
Three possible scenarios can be identified for each of the interior points: the slope of the GCM
changes (corner points); the GCM slope does not change and the cumulative sum coincides with
the minorant (flat spots); or the GCM slope does not change but the cumulative sum is strictly
above the minorant (points above the GCM). The example displayed in Figure 1(b) shows that
the indexes 1, 2, 5 correspond to corner points, the index 6 to a flat spot, and the indexes 3, 4 to
points above the GCM. In particular, note that flat spots correspond to cases where consecutive
domain means are equal (ŷs6 = ŷs7).
Theorem 1. Let tµ(d) = µ1:d and rµ(d) = γ1:d, for d = 1, 2, . . . , D, where µi:j =
∑j
d=i γdµd,
γi:j =
∑j
d=i γd and tµ(0) = rµ(0) = 0. Also, let Gµ(d) = (rµ(d), gµ(d)) be the GCM points of
the cumulative sum diagram with points (rµ(d), tµ(d)). Define J
0
µ and J
1
µ to the indexes of points
strictly above Gµ and indexes of its corner points, respectively. Based on the sample s, define
ts(d) = ŷs1:d and rs(d) = N1:d, with ts(0) = rs(0) = 0, and let gs(·), Gs, J0s , and J1s be the analo-
gous sample quantities of gµ(·), Gµ, J0µ, and J1µ. Denote A0 and A1 to be the events where J0µ ⊆ J0s
and J1µ ⊆ J1s , respectively. Then, P (Ac0) = o
(
n−1N
)
and P (Ac1) = o
(
n−1N
)
.
To have a better understanding of Theorem 1, note that for every pair of mutually exclusive
sets J0s , J
1
s , there are certain poolings (groupings) allowed by ŷs to obtain θ̂s. In particular, if
J0s ∪ J1s = {1, 2, . . . , D − 1} (i.e. no flat spots), then there is a unique pooling allowed by ŷs.
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Figure 1: GCM example.
Speaking somewhat loosely and referring to ‘bad poolings’ to those poolings of ŷs that are chosen
with zero asymptotic probability, Theorem 1 states that bad poolings correspond to those pairs of
disjoint sets J0s , J
1
s that do not satisfy J
0
µ ⊆ J0s and J1µ ⊆ J1s . One case of particular interest is
when there are no flat spots on the GCM corresponding to µ, i.e., J0µ∪J1µ = {1, 2, . . . , D−1}. Such
scenario is equivalent than saying that, asymptotically, there is a unique pooling allowed by ŷs.
Moreover, under this scenario, it can be proved (Theorem 2) that the proposed CICs in Equation
6 is an asymptotic unbiased estimator of the PSE in Equation 7.
Theorem 2. If J0µ ∪ J1µ = {1, 2, . . . , D − 1}, then E[CICs(θ̂s)] =PSE(θ̂s)+o(n−1N ).
In practice, the proposed CICs can be used as a decision tool that validates the use of the
constrained estimator as an estimate of the population domain means. The decision rule would be
to choose the estimator, either the constrained or the unconstrained, that produces the smallest
CICs value. As we mentioned, CICs is an overall measure that balances the deviation of the
constrained estimator from the unconstrained, as well as the complexity of such estimator. The
fact that CICs measures the estimator complexity would avoid the undesired situation of choosing
always the unconstrained estimator above the constrained estimator. Although we will focus on
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the Ha´jek version of the CICs (Equation 8) for the rest of this section, it is important to remark
that the following properties are also valid under the Horvitz-Thompson setting.
Let CICs(y˜s) and CICs(θ˜s) denote the CICs values for the unconstrained and constrained
estimators, respectively. From Equation 8, that is,
CICs(y˜s) = 2 Tr [Wsĉov(y˜s, y˜s)] ,
CICs(θ˜s) = (y˜s − θ˜s)>Ws(y˜s − θ˜s) + 2 Tr
[
Wsĉov(θ˜s, y˜s)
]
,
where ĉov(y˜s, y˜s)ij = ÂC(y˜si , y˜sj ). Similarly as AIC and BIC, we might choose the estimator that
produces the smallest CICs value. We show that this decision rule is asymptotically correct when
choosing the shape based on the limiting domain means µ (Theorem 5), and also, that the decision
made from CICs is consistent with the decision made from PSE (Theorem 6). Theorems 3 and 4
contain theoretical properties of AC(·, ·) that are required to establish Theorem 5.
Theorem 3. For any domains i1, i2, j1, j2 where i1 ≤ j1, i2 ≤ j2,
lim sup
N→∞
nNAC(y˜si1:j1 , y˜si2:j2 ) <∞.
Furthermore,
nN
(
ÂC(y˜si1:j1 , y˜si2:j2 )−AC(y˜si1:j1 , y˜si2:j2 )
)
= op(1).
Theorem 4. Let θU = (θU1 , θU2 , . . . , θUD)
> be the weighted isotonic population domain mean
vector of yU with weights N1, N2, . . . , ND. Then,
θ˜sd − θUd = Op(n−1/2N ), for d = 1, . . . , D.
Theorem 5.
P
(
CICs(y˜s) < CICs(θ˜s)
)
→
 0, if µ1 < µ2 < · · · < µD;1, if µ1, µ2, . . . , µD are not monotone;
when N →∞.
Theorem 3 states that the scaled AC(·, ·) is asymptotically bounded and also, that ÂC(·, ·) is
a consistent estimator of AC(·, ·) with a rate of n−1N . Hence, both the covariance between y˜si1:j1
and y˜si2:j2 , and its proposed estimate are well defined. Theorem 4 establishes that the constrained
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estimator gets closer to the weighted isotonic population domain mean with a rate of n
−1/2
N . This
theorem generalizes the results in Wu et al. (2016), where it was only considered the case when
the limiting domain means are monotone. Recall that θU = yU if and only if the population
domain means are monotone increasing. Theorem 5 shows that CICs consistently chooses the
correct estimator based on the order of the limiting domain means µ1, µ2, . . . , µD.
Finally, Theorem 6 establishes that the chosen estimator driven by PSE in Equation 7 is anal-
ogous to the decision made by CICs.
Theorem 6.
nN [PSE(θ̂s)− PSE(ŷs)]→
 0, if µ1 < µ2 < · · · < µD;∞, if µ1, µ2, . . . , µD are not monotone.
Observe that neither Theorem 5 nor Theorem 6 deal with the case where the vector entries of
µ are non-strictly monotone. Although in that case we would like both PSE and CICs to choose
the constrained estimator, neither of them is able to choose it universally. Nevertheless, we show in
the Simulations section that the constrained estimator is chosen with a high frequency under the
non-strictly monotone scenario.
4 Simulations
We demonstrate the CICs performance through simulations under several settings. We consider
the set-up in Wu et al. (2016) as a baseline to produce our simulation scenarios. For the first set
of simulations, we generate populations of size N using limiting domain means µ1, . . . , µD. Each
element ydk in the population domain d is independently generated from a normal distribution
with mean µd and standard deviation σ. That is, for a given domain d, ydk
iid∼ N(µd, σ2) for
k = 1, 2, . . . , Nd. Samples are generated using a stratified simple random sampling design without
replacement in all H strata. The strata constitutes a partition of the total population of size N .
We make use of an auxiliary random variable z to define the stratum membership of the population
elements, with z created by adding random noise N(0, 1) to σ(d/D), for d = 1, 2, . . . , D. Stratum
membership of y is then determined by sorting the vector z, creating H blocks of N/H elements
based on their ranks, and assigning these blocks to the strata. Also, we set σ = 3, H = 4, Nd = N/4,
and D = 4. The number of replications per simulation is 10000.
The vector of limiting domain means µ is created using the sigmoid function S1(·) given by
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S1(d) = 2 exp(5d/D − 2)/(1 + exp(5d/D − 2)) for d = 1, 2, . . . , D. We consider three different
scenarios for µ: the monotone scenario, where µd’s are strictly increasing; the flat scenario, where
µd’s are non-strictly increasing; and the non-monotone scenario, where µd’s are not monotone
increasing. The limiting domain means on the monotone scenario are given by µd = S1(d) for
d = 1, 2, . . . , D. The flat scenario is formed by “pulling down” µD until it is equal to µD−1, that
is, µD = S1(D) −∆ where ∆ = S1(D) − S1(D − 1). For the non-monotone scenario, we pull µD
down until it gets below µD−1 by using µD = S1(D) − 2∆. Note that the only difference among
these three scenarios relies on the right tail. For each of the above scenarios, the total population
size varies from N = 10000, 20000, 40000. Further, the total sample size nN = 200N/k is divided
among the 4 strata as (25N/k, 50N/k, 50N/k, 100N/k) for k = 1000, 2000, 10000, which makes the
sampling design informative. Once the sample is generated, the Ha´jek domain mean estimators are
computed along with the CICs in Equation 8.
We consider the design Mean Squared Error (MSE) of any estimator φ˜s given by
MSE(φ˜s) = E
[
(φ˜s − yU )>WU (φ˜s − yU )
]
.
For each scenario mentioned above, we compute both the MSE for the unconstrained estimator
MSE(y˜s) and for the constrained estimator MSE(θ˜s) through simulations. In addition, we compute
the MSE for the CICs-adaptive estimator θ˙s, given by
θ˙s = y˜sI{CIC(y˜s) < CIC(θ˜s)}+ θ˜sI{CIC(y˜s) ≥ CIC(θ˜s)}.
Although there are no other existing methods that aim to choose between the unconstrained
and the constrained estimator for survey data, we compare the performance of CICs versus two con-
ditional testing methods that are based on the following hypothesis test under the linear regression
model setting,
H0 : µ1 ≤ µ2 ≤ · · · ≤ µD H1 : no restrictions on µd ′s.
The first test is a naive Wald test which depends on the sample-observed pooling. For this, we
compute the test statistic
Q = (y˜s − θ˜s)>[ĉov(y˜s, y˜s)]−1(y˜s − θ˜s)
and then compare it to a χ2(D − k), where k is the number of different estimated values on θ˜s.
The second test is the conditional test proposed by Wollan and Dykstra (1986). Even though the
latter test is established for independent data with known variances, we use instead the estimated
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design variances of the sample-observed pooling obtained from Equation 5. To perform this, we
compute the test statistic Q -as in the Wald test- but then we compare it to a χ2(D − k) with
point mass of p0 at Q = 0, where p0 is the probability that Q = 0 under the hypothesis µ1 = µ2 =
· · · = µD. Note that the conditional test might perform similar as the Wald test when the number
of domains D is large.
Since both Wald and conditional tests require the variance-covariance matrix of the domain
mean estimators to be non-singular, these could be performed only when the variance-covariance
matrix formed by the estimates in Equation 5 is in fact a valid covariance matrix. We set the
significance level of these tests at 0.05.
Tables 1, 2 and 3 contain the proportion of times that the unconstrained estimator is chosen
over the constrained estimator under the monotone, flat and non-monotone scenarios, respectively.
In cases where the unconstrained and constrained estimators agree (i.e. the unconstrained estima-
tor satisfies the constraint), this is counted as a constrained estimator in the calculation of this
proportion. The last two rows of these tables show the MSE of the constrained estimator and the
CICs-adaptive estimator, relative to the MSE of the unconstrained estimator. The former ratio can
be viewed as a measure of how much better (or worse) naively applying the constrained estimator
is under the different scenarios, while the latter ratio shows how well the adaptive estimator is in
terms of balancing the MSE’s of the constrained and unconstrained estimators.
From Table 1, we can note that CICs tends not to choose the unconstrained estimator under
the monotone scenario as N increases. In contrast, the unconstrained estimator is chosen most of
the times under the non-monotone simulation scenario (Table 3). Flat scenario results (Table 2)
show that although the proportion of times the unconstrained estimator is chosen do not tend to
zero as N grows, it is fairly small, meaning that CICs is choosing the constrained estimator most
of the times. From these three tables, we can observe that CICs tends to be more conservative
when choosing the unconstrained estimator over the constrained, in comparison with both Wald
and conditional tests.
On a second set of simulations, we consider the case where the population elements are generated
from a skewed distribution. For a given domain d, ydk is generated from a χ
2 distribution with µd
degrees of freedom, for k = 1, 2, . . . , Nd and D = 4. As in the first set of simulations, we consider
the same three scenarios for µ using the S1(·) sigmoid function. For each of them, we consider
the case where N = 10000 and nN = 200, 1000, 2000. Table 4 contains the results of this skewed
case. Again, we can observe that CICs behaves as expected despite the skewness of the population
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Table 1: Monotone scenario. D = 4. ydk generated from N(µd, 3
2). Based on 10000 replications.
Rows 1-3: Proportion of times that unconstrained estimator is chosen using CICs, Wald test, and
conditional test. Rows 4-5: MSE ratios.
ydk ∼ N(µd, 32) N = 10000 N = 20000 N = 40000
n = 200 n = 1000 n = 2000 n = 400 n = 2000 n = 4000 n = 800 n = 4000 n = 8000
CICs 0.061 0.016 0.005 0.045 0.014 0.004 0.022 4× 10−4 0
Wald 0.018 0.003 0.001 0.012 0.002 0.001 0.005 10−4 0
Conditional 0.020 0.004 0.001 0.013 0.003 0.001 0.005 10−4 0
MSE(θ˜s)/MSE(y˜s) 0.721 0.896 0.962 0.774 0.938 0.968 0.875 0.994 1
MSE(θ˙s)/MSE(y˜s) 0.796 0.917 0.970 0.831 0.953 0.972 0.902 0.994 1
Table 2: Flat scenario. D = 4. ydk generated from N(µd, 3
2). Based on 10000 replications.
Rows 1-3: Proportion of times that unconstrained estimator is chosen using CICs, Wald test, and
conditional test. Rows 4-5: MSE ratios.
ydk ∼ N(µd, 32) N = 10000 N = 20000 N = 40000
n = 200 n = 1000 n = 2000 n = 400 n = 2000 n = 4000 n = 800 n = 4000 n = 8000
CICs 0.098 0.045 0.121 0.102 0.081 0.079 0.073 0.134 0.015
Wald 0.033 0.011 0.044 0.036 0.026 0.024 0.023 0.048 0.003
Conditional 0.038 0.013 0.047 0.040 0.029 0.026 0.025 0.052 0.004
MSE(θ˜s)/MSE(y˜s) 0.720 0.860 0.906 0.789 0.898 0.906 0.844 0.918 0.942
MSE(θ˙s)/MSE(y˜s) 0.813 0.902 0.972 0.869 0.953 0.959 0.901 0.985 0.959
Table 3: Non-monotone scenario. D = 4. ydk generated from N(µd, 3
2). Based on 10000
replications. Rows 1-3: Proportion of times that unconstrained estimator is chosen using CICs,
Wald test, and conditional test. Rows 4-5: MSE ratios.
ydk ∼ N(µd, 32) N = 10000 N = 20000 N = 40000
n = 200 n = 1000 n = 2000 n = 400 n = 2000 n = 4000 n = 800 n = 4000 n = 8000
CICs 0.118 0.126 0.602 0.126 0.497 0.513 0.172 0.623 0.963
Wald 0.042 0.045 0.386 0.051 0.299 0.302 0.070 0.420 0.894
Conditional 0.048 0.049 0.403 0.056 0.310 0.315 0.073 0.434 0.899
MSE(θ˜s)/MSE(y˜s) 0.712 0.854 1.346 0.695 1.211 1.224 0.860 1.400 2.705
MSE(θ˙s)/MSE(y˜s) 0.814 0.928 1.128 0.807 1.115 1.118 0.945 1.137 1.037
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generating distribution.
Table 4: Skewed case. D = 4. ydk generated from χ
2(µd). Based on 10000 replications. Rows 1-3:
Proportion of times that unconstrained estimator is chosen using CICs, Wald test, and conditional
test. Rows 4-6: MSE ratios.
ydk ∼ χ2(µd) Monotone Flat Non-monotone
n = 200 n = 1000 n = 2000 n = 200 n = 1000 n = 2000 n = 200 n = 1000 n = 2000
CICs 0.029 0.003 0 0.052 0.079 0.138 0.193 0.326 0.693
Wald 0.014 0.001 0 0.024 0.031 0.055 0.114 0.172 0.573
Conditional 0.014 0.001 0 0.025 0.033 0.057 0.117 0.177 0.579
MSE(θ˜s)/MSE(y˜s) 0.808 0.958 1 0.806 0.853 0.886 0.817 1.034 1.890
MSE(θ˙s)/MSE(y˜s) 0.855 0.966 1 0.872 0.936 0.982 0.927 1.086 1.230
A third set of simulations considers the case where the domain mean estimators are more
correlated in comparison with the stratified simple random sample simulations. The setting for
this simulation set is basically equal to the first set, except that we use the auxiliary variable z
to create 100 clusters. Then, we sample r clusters with equal probability. We let r = 2, 10, 20.
We only consider the case where N = 10000 and nN = 200, 1000, 2000 for each of the three
scenarios. Table 5 contains the simulation results for this correlated case. Note that CICs is
choosing the unconstrained estimator with a low proportion under the monotone scenario, which
is desired. However, the proportion of times that the unconstrained estimator is chosen under the
non-monotone scenario is almost half in comparison of its corresponding stratified simple random
sample simulation (see Table 3). The stars (∗) in Table 5 mean that results for the Wald and
the conditional tests are not available since the estimated variance-covariance matrix of the Ha´jek
domain means is in fact a singular matrix. Recall that both tests need such matrix to be a valid
covariance matrix in order to be performed. Note that on those cases with stars, CICs continues
to be a plausible option to choose between the two estimators.
Table 5 shows that although the CICs performs as expected for the correlated case, the uncon-
strained estimator is being chosen only 69.6% of the times under the non-monotone scenario when
the sample size is 20% of the total population. One plausible reason could be the fact that the
monotonicity violation on this scenario is weak. Therefore, we would like to analyze the efficacy
of the CICs as the violation of monotonicity increases. To do that, we consider again the corre-
lated case. To increase the violation on the limiting domain means, we create µD from pulling down
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S1(D) by a quantity t∆, where t = 3, 4, 5. That is, µD = S1(D)−t∆. The results of this simulation
case (Table 6) shows that the MSE ratio between the unconstrained and the constrained estimators
overpass 1 as the violation increases. Moreover, the proportion of times that the unconstrained
estimator is chosen also increases and approaches to 1 as expected.
We also perform simulations to study the behavior of CICs when the number of domains is
larger than 4. We consider the case where D = 8. The values of µ are obtained from the sigmoid
function S2(d) = 4 exp(5d/D − 2)/(1 + exp(5d/D − 2)). The setting in this 8-domain case is
basically the same as the first simulation set, but using S2(·) instead of S1(·), N = 20000, and
nN = 400, 2000, 40000. We choose these values for N and nN in order to have a similar rough
average sample size in each domain as it was in simulations where D = 4. As shown in Table 7,
CICs follows a similar behavior as in the previous simulations.
We end this section by showing simulation results obtained using the exact same set-up as in
Wu et al. (2016). To get the µd values, we use the sigmoid function S3(d) = exp(20d/D− 10)/(1 +
exp(20d/D − 10)). We set the population size as N = 1000 and the domain size as Nd = N/D.
We simulate the ydk values from a normal distribution with mean µd and standard deviation σ. As
it was done before, samples are generated from a stratified sampling design with simple random
sampling without replacement in each of four strata; and the stratum membership was assigned
using the auxiliary random variable z.
We study four cases obtained by varying the number of domains D = 5, 20; and the standard
deviation σ = 0.5, 1. The sample size is set to nN = 200 when D = 5, splitted as 25, 50, 50,
75 samples in each stratum; and nN = 800 when D = 20, splitted as 100, 200, 200, 300 samples
in each stratum. For each case, we create 7 different cases for µ. These cases are determined by
setting µd = S3(d) for d = 1, . . . , D − 1; and µD = S3(D − 1) − δ for δ = 0,±0.15,±0.3,±0.45.
Note that δ = 0 corresponds to the flat scenario, meanwhile δ < 0 define monotone scenarios and
δ > 0 define non-monotone scenarios.
Figure 2 contains examples of one fitted samples for each of the four cases mentioned above.
Note that the fact that the S3 sigmoid function is considerably flat at its extremes makes especially
complicated to decide whether the population domain means are isotonic or not, when D = 20.
Tables 8-11 present the proportion of times that the unconstrained estimator is chosen in each case,
along with MSE ratios. To visualize these results better, we create Figure 3 which contains plots
of the proportion of times that the unconstrained estimator is chosen under CICs and Wald test,
for the set values of δ. We ignore the results obtained by the conditional test since these are shown
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Table 5: Correlated case. D = 4. ydk generated from N(µd, 3
3). Based on 10000 replications.
Rows 1-3: Proportion of times that unconstrained estimator is chosen using CICs, Wald test, and
conditional test. Rows 4-6: MSE ratios.
ydk ∼ N(µd, 32) Monotone Flat Non-monotone
r = 2 r = 10 r = 20 r = 2 r = 10 r = 20 r = 2 r = 10 r = 20
CICs 0.194 0.025 0.005 0.245 0.085 0.069 0.284 0.461 0.696
Wald * 0.011 0.001 * 0.071 0.035 * 0.417 0.574
Conditional * 0.019 0.002 * 0.072 0.037 * 0.422 0.582
MSE(θ˜s)/MSE(y˜s) 0.717 0.901 0.958 0.690 0.838 0.842 0.694 1.263 1.911
MSE(θ˙s)/MSE(y˜s) 0.862 0.937 0.966 0.836 0.930 0.929 0.856 1.178 1.233
Table 6: Increasing Monotonicity Violation - Correlated case. D = 4. ydk generated
from N(µd, 3
2). Based on 10000 replications. Rows 1-3: Proportion of times that unconstrained
estimator is chosen using CICs, Wald test, and conditional test. Rows 4-6: MSE ratios.
ydk ∼ N(µd, 32) µD = S1(D)− 3∆ µD = S1(D)− 4∆ µD = S1(D)− 5∆
r = 2 r = 10 r = 20 r = 2 r = 10 r = 20 r = 2 r = 10 r = 20
CICs 0.388 0.708 0.934 0.450 0.881 0.936 0.507 0.963 1
Wald * 0.658 0.882 * 0.852 0.835 * 0.952 1
Conditional * 0.664 0.885 * 0.854 0.890 * 0.953 1
MSE(θ˜s)/MSE(y˜s) 0.798 1.963 3.554 0.882 2.999 3.617 1.022 4.302 9.037
MSE(θ˙s)/MSE(y˜s) 0.962 1.233 1.107 1.002 1.169 1.109 1.059 1.081 1.000
Table 7: 8-domain case. D = 8. ydk generated from N(µd, 3
2). Based on 10000 replications.
Rows 1-3: Proportion of times that unconstrained estimator is chosen using CICs, Wald test, and
conditional test. Rows 4-5: MSE ratios.
ydk ∼ N(µd, 32) Monotone Flat Non-monotone
n = 400 n = 2000 n = 4000 n = 400 n = 2000 n = 4000 n = 400 n = 2000 n = 4000
CICs 0.054 0.042 0.003 0.075 0.127 0.060 0.084 0.287 0.631
Wald 0.021 0.010 4× 10−4 0.031 0.048 0.017 0.037 0.158 0.439
Conditional 0.023 0.010 4× 10−4 0.034 0.049 0.017 0.041 0.159 0.441
MSE(θ˜s)/MSE(y˜s) 0.666 0.902 0.975 0.648 0.877 0.961 0.666 0.935 1.162
MSE(θ˙s)/MSE(y˜s) 0.719 0.921 0.978 0.710 0.918 0.978 0.731 0.970 1.047
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to be practically the same as lead by the Wald test (see Tables 8-11).
Plots in Figure 3 demonstrates that both CICs and Wald test perform better when the standard
deviation is smaller. Figure 3(a) shows that CICs tends to choose more the unconstrained estimator
than the Wald test, when D = 5. This fact provides evidence that the CICs does better than the
Wald test under non-monotone scenarios. In contrast, Figure 3(b) shows an opposite behavior
between CICs and Wald test. The worst performance for both CICs and Wald test is shown when
D = 20 and σ = 1. In this case, CICs chooses the constrained estimator more than 80% of times,
meanwhile Wald test choose it a little less than 60% of times, although is desirable to never choose
it. However, it can be seen in Table 11 that the MSE ratio of the constrained estimator over the
unconstrained estimator does not show neither a clear preference for the latter estimator.
Table 8: S3(·), D = 5, σ = 0.5. nN = 200. Based on 10000 replications. Rows 1-3: Proportion
of times that unconstrained estimator is chosen using CICs, Wald test, and conditional test. Rows
4-5: MSE ratios.
ydk ∼ N(µd, 0.52) Monotone Flat Non-monotone
δ = −0.45 δ = −0.30 δ = −0.15 δ = 0 δ = 0.15 δ = 0.30 δ = 0.45
CICs 0.023 0.023 0.024 0.072 0.352 0.787 0.980
Wald 0.006 0.006 0.006 0.026 0.212 0.667 0.958
Conditional 0.006 0.006 0.006 0.026 0.213 0.668 0.959
MSE(θ˜s)/MSE(y˜s) 0.882 0.880 0.857 0.781 0.957 1.822 3.479
MSE(θ˙s)/MSE(y˜s) 0.911 0.909 0.887 0.849 1.013 1.153 1.036
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(a) σ = 0.5, D = 5. (b) σ = 0.5, D = 20.
(c) σ = 1, D = 5. (d) σ = 1, D = 20.
Figure 2: One fitted samples for each of four cases obtained using S3(·). Dots correspond to
unconstrained estimates, triangles to constrained estimates.
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Table 9: S3(·), D = 5, σ = 1. nN = 200. Based on 10000 replications. Rows 1-3: Proportion
of times that unconstrained estimator is chosen using CICs, Wald test, and conditional test. Rows
4-5: MSE ratios.
ydk ∼ N(µd, 12) Monotone Flat Non-monotone
δ = −0.45 δ = −0.30 δ = −0.15 δ = 0 δ = 0.15 δ = 0.30 δ = 0.45
CICs 0.065 0.065 0.070 0.099 0.181 0.358 0.600
Wald 0.021 0.021 0.021 0.036 0.095 0.236 0.473
Conditional 0.022 0.021 0.021 0.036 0.095 0.237 0.474
MSE(θ˜s)/MSE(y˜s) 0.806 0.788 0.747 0.704 0.732 0.915 1.296
MSE(θ˙s)/MSE(y˜s) 0.875 0.858 0.826 0.807 0.861 1.012 1.145
Table 10: S3(·), D = 20, σ = 0.5. nN = 800. Based on 10000 replications. Rows 1-3: Proportion
of times that unconstrained estimator is chosen using CICs, Wald test, and conditional test. Rows
4-5: MSE ratios.
ydk ∼ N(µd, 0.52) Monotone Flat Non-monotone
δ = −0.45 δ = −0.30 δ = −0.15 δ = 0 δ = 0.15 δ = 0.30 δ = 0.45
CICs 0.037 0.037 0.036 0.034 0.087 0.422 0.881
Wald 0.074 0.074 0.073 0.078 0.229 0.697 0.972
Conditional 0.074 0.074 0.073 0.078 0.229 0.697 0.972
MSE(θ˜s)/MSE(y˜s) 0.503 0.503 0.495 0.468 0.556 0.905 1.533
MSE(θ˙s)/MSE(y˜s) 0.539 0.539 0.530 0.503 0.625 0.994 1.075
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Table 11: S3(·), D = 20, σ = 1. nN = 800. Based on 10000 replications. Rows 1-3: Proportion
of times that unconstrained estimator is chosen using CICs, Wald test, and conditional test. Rows
4-5: MSE ratios.
ydk ∼ N(µd, 12) Monotone Flat Non-monotone
δ = −0.45 δ = −0.30 δ = −0.15 δ = 0 δ = 0.15 δ = 0.30 δ = 0.45
CICs 0.031 0.030 0.028 0.028 0.034 0.067 0.156
Wald 0.081 0.079 0.078 0.084 0.119 0.235 0.466
Conditional 0.081 0.079 0.078 0.084 0.119 0.235 0.466
MSE(θ˜s)/MSE(y˜s) 0.415 0.410 0.398 0.386 0.402 0.475 0.617
MSE(θ˙s)/MSE(y˜s) 0.451 0.445 0.431 0.420 0.441 0.540 0.723
(a) D = 5. (b) D = 20.
Figure 3: Proportion of times that the unconstrained estimator is chosen under the 4 scenarios of
S3(·), for several values of δ. Solid lines: CICs, dotted lines: Wald test. Dots: σ = 0.5, triangles:
σ = 1.
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5 Real data application: NHANES data
We apply the proposed CICs methodology to the 2011-2012 NHANES laboratory data obtained
from the Center of Disease Control website. There are nN = 1637 complete observations for
variables age and LDL-cholesterol measures (mg/dL), where we only consider observations with
age range between 21-60 years old. The LDL-cholesterol measure is the variable of interest y.
Under the consideration that LDL-cholesterol measures might increase with age, we intend to
use that information on the construction of domain means estimates. We create 10 domains by
partitioning the age variable in 10 categories of three years each, i.e., 21-24, 25-28, . . . , 57-60.
Since there is no information available regard the population domain sizes Nd, we compute
both unconstrained and constrained estimators of the population domain means using the Ha´jek
estimator. The constrained estimator in Equation 3 is obtained by using the PAVA. The covariance
term in CICs for both estimators is estimated using Equation 5.
Figure 4 contains both unconstrained and constrained estimators along with their pointwise 95%
Wald confidence intervals. The variance estimates to construct these intervals are based on Equation
5, and the observed pooling is used to compute the estimated variance of the constrained estimator.
Note that there are notable differences between them on the last three domains. Since CICs(y˜s) =
23.354 and CICs(θ˜s) = 18.874, then our proposed method chooses the constrained estimator above
the unconstrained as an estimate of the population domain means. Moreover, notice that the
confidence interval is tighter for the constrained estimator than for the unconstrained, which shows
the fact that pooling domains decrease the uncertainty of the estimates.
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Figure 4: 2011-2012 NHANES laboratory data. Solid lines: constrained and unconstrained esti-
mators. Dotted lines: pointwise 95% Wald confidence intervals. CICs(y˜s) = 23.354, CICs(θ˜s) =
18.874.
6 Conclusions
We have proposed the Cone Information Criterion for Survey data (CICs) as a data-driven criterion
for choosing between the constrained and the unconstrained domain mean estimators. We showed
that the CICs is consistently selecting the correct estimator based on the shape of the limiting
domain means µ. Moreover, the CICs shares similar characteristics with other information criteria
like AIC and BIC. Mainly, it is a measure that balances the deviation of the constrained estimator
from the unconstrained with a measure of the complexity of such estimator.
Some generalizations can be naturally derived from this work. Note the trace term in the
CICs could be multiplied by any positive constant C (instead of C = 2, as proposed) so that the
consistency of the CICs remains true. The larger the value of C would imply a larger penalization of
the constrained estimator complexity. Since we are able to control the amount of such penalization
by changing the value of C, one question might be how to choose the optimum value C. A
generalization of a more practical interest might be to extend the CICs to other shape constraints
beyond monotonicity, so that it can be used to choose among many other types of shapes on the
survey context. In that case, the constrained estimator might be computed through the Cone
Projection Algorithm proposed by Meyer (2013b). Both of these extensions are currently being
considered by the authors.
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Appendix
The first part of this section contains all lemmas used to prove the theoretical results contained in
Sections 2 and 3. Complete proofs of latter results are included at the end of this section.
Lemma 1. E[(ŷsi:j − yUi:j )4] = o(n−1N ), for any i ≤ j, i, j = 1, 2, . . . , D.
Proof of Lemma 1. For simplicity of notation and without loss of generality, we will use s instead
of si:j and U instead of Ui:j . Note that
nNE[(ŷs − yU )4] =
nN
N4
∑
k∈U
∑
l∈U
y2ky
2
l
pi2kpi
2
l
E[(Ik − pik)2(Il − pil)2]
+
nN
N4
∑
k∈U
∑
p,q∈U :p 6=q
y2kypyq
pi2kpippiq
E[(Ik − pik)2(Ip − pip)(Iq − piq)]
+
nN
N4
∑
k,l∈U :k 6=l
∑
p,q∈U :p 6=q
ykylypyq
pikpilpippiq
E[(Ik − pik)(Il − pil)(Ip − pip)(Iq − piq)]
= c1N + c2N + c3N .
We will now prove that c1N , c2N , c3N converge to zero as N goes to infinity. For c1N , we have that
|c1N | ≤ nN
N4
∑
k∈U
y4k
pi4k
E
[
(Ik − pik)4
]
+
nN
N4
∑
(k,l)∈D2,N
y2ky
2
l
pi2kpi
2
l
E
[
(Ik − pik)2(Il − pil)2
]
≤ nN
Nλ4
∑
k∈U y
4
k
N
(
1
N2
+
1
N
)
,
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where the term to the right goes to zero from Assumptions (A2)-(A3). Further,
|c2N | ≤ 2nN
N4
∑
(k,p)∈D2,N
y3kyp
pi3kpip
|E[(Ik − pik)3(Ip − pip)]|
+
nN
N4
∑
(k,p,q)∈D3,N
y2kypyq
pikpippiq
|E[(Ik − pik)2(Ip − pip)(Iq − piq)]|
≤ nN
Nλ4
∑
k∈U y
4
k
N
(
2
N
+ max
(k,p,q)∈D3,N
|E[(Ik − pik)2(Ip − pip)(Iq − piq)]|
)
,
which converges to zero by Assumption (A7). Finally, note that
|c3N | ≤ 2nN
N4
∑
(k,l)∈D2,N
y2ky
2
l
pi2kpi
2
l
|E[(Ik − pik)2(Il − pil)2]|
+
2nN
N4
∑
(k,l,p)∈D3,N
y2kylyq
pi2kpilpiq
|E[(Ik − pik)2(Il − pil)(Iq − piq)]|
+
nN
N4
∑
(k,l,p,q)∈D4,N
ykylypyq
pikpilpippiq
|E[(Ik − pik)(Il − pil)(Ip − pip)(Iq − piq)]|
≤ 1
λ4
∑
k∈U y
4
k
N
(
2nN
N2
+
2nN
N
max
(k,p,q)∈D3,N
|E[(Ik − pik)2(Ip − pip)(Iq − piq)]|
+ nN max
(k,l,p,q)∈D4,N
|E[(Ik − pik)(Il − pil)(Ip − pip)(Iq − piq)]|
)
,
where the last term diminishes as N →∞ by Assumptions (A7)-(A8). This concludes the proof.
Lemma 2. Let m ∈ N. Assume that Xi − Yi = Op (an) for i = 1, 2, . . . ,m. Then,
f (X1, X2, . . . , Xm)− f (Y1, Y2, . . . , Ym) = Op (an)
where f(·) could be either min(·) or max(·) coordinate-wise function.
Proof of Lemma 2. We are going to prove this proposition by induction in m. The case m = 1 is
clear since f(X1)− f(Y1) = X1 − Y1 = Op(an). Assume the result is true for m = k. That is,
f (X1, X2, . . . , Xk)− f (Y1, Y2, . . . , Yk) = Op (an) .
We need to prove that the result is true for m = k + 1. Note that
f(X1, . . . , Xk, Xk+1) = f(f(X1, . . . , Xk), Xk+1),
which is also true for the sequence of Y ’s.
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Denote uk = f(X1, . . . , Xk) and vk = f(Y1, . . . , Yk). By the induction assumption, uk − vk =
Op(an). For the rest of the proof we are going to consider only the case when f(·) = min(·). Later
we will note that the proof for f(·) = max(·) is analogous to what follows.
Note that we can write min(uk, Xk+1) =
1
2 (uk +Xk+1 − |uk −Xk+1|) and min(vk, Yk+1) =
1
2 (vk + Yk+1 − |vk − Yk+1|). Hence,
|min(uk, Xk+1)−min(vk, Yk+1)|
=
1
2
|(uk − vk) + (Xk+1 − Yk+1) + (|vk − Yk+1| − |uk −Xk+1|)|
≤ 1
2
{|uk − vk|+ |Xk+1 − Yk+1|+ ||vk − Yk+1| − |uk −Xk+1||}
≤ 1
2
{|uk − vk|+ |Xk+1 − Yk+1|+ |(vk − uk)− (Xk+1 − Yk+1|}
≤ 1
2
{|uk − vk|+ |Xk+1 − Yk+1|+ |vk − uk|+ |Xk+1 − Yk+1|}
= |uk − vk|+ |Xk+1 − Yk+1| .
Since both uk − vk = Op(an) and Xk+1 − Yk+1 = Op(an), then for any  > 0 there exist δ1 > 0 and
δ2 > 0 such that
P (a−1n |uk − vk| > δ1) <

2
and P (a−1n |Xk+1 − Yk+1| > δ2) <

2
.
Therefore,
 =

2
+

2
> P (a−1n |uk − vk| > δ1) + P (a−1n |Xk+1 − Yk+1| > δ2)
≥ P (a−1n |uk − vk|+ a−1n |Xk+1 − Yk+1| > δ1 + δ2)
≥ P (a−1n |min(uk, Xk+1)−min(vk, Yk+1)| > δ1 + δ2) .
Setting δ∗ = δ1 + δ2, then we can conclude that min(uk, Xk+1) − min(vk, Yk+1) = Op(an). Thus,
the result is true for m = k+ 1. For the case when f(·) = max(·), we just need to use the fact that
max(uk, Xk+1) =
1
2 (uk +Xk+1 + |uk −Xk+1|) and then follow an analogous proof as above.
Lemma 3. Let θµ = (θµ1 , θµ2 , . . . , θµD)
> be the weighted isotonic vector of the limiting domain
means µ with weights γ1, γ2, . . . , γD. Then,
θ˜sd − θµd = Op(n−1/2N ), for d = 1, 2, . . . , D.
Proof of Lemma 3. Fix d. Following the proof of Lemma 2, it can be proved that θUd − θµd =
O
(
N−1/2
)
from Assumption (A4). By Theorem 4, θ˜sd − θUd = Op(n−1/2N ). Therefore, we can
conclude that θ˜sd − θµd = Op(n−1/2N ).
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Lemma 4. (y˜s−θ˜s)>Ws(y˜s−θ˜s) = (µ− θµ)> Γ (µ− θµ)+Op(n1/2N ), where Γ = diag(γ1, γ2, . . . , γD).
Proof of Lemma 4. From y˜s−yU = 1Op
(
N−1/2
)
and yU −µ = 1O
(
N−1/2
)
, we get that y˜s−µ =
1Op(n
−1/2
N ). Further, θ˜s − θµ = 1Op(n−1/2N ) by Lemma 3. Therefore, y˜s − θ˜s = µ − θµ +
1Op(n
−1/2
N ). In addition, N̂d/N̂ = γd+Op(n
−1/2
N ) for d = 1, . . . , D. Thus, (y˜s− θ˜s)>Ws(y˜s− θ˜s) =
(µ− θµ)> Γ (µ− θµ) +Op(n−1/2).
Lemma 5. cov(θ̂si , θ̂sj ) = O(n
−1
N ), for any i, j = 1, 2, . . . , D.
Proof of Lemma 5. Define F to the set of representative elements Fi, and PFi as it was done in the
proof of Theorem 2. In addition, let F1 be the set of representative elements Fi of those poolings
that correspond to the disjoint sets J0 and J1 such that J0µ ⊆ J0 and J1µ ⊆ J1. That is, Fi ∈ F1 if
and only if the pooling represented by Fi is allowed by µ to produce θµ. Further, let F2 = F \ F1.
Suppose that there exist indexes i 6= j such that Fi, Fj ∈ F1. First, note that both PFiyU
and PFjyU converge to the vector θµ. From Assumption (A4), PFiyU − θµ = 1O(N−1/2) and
PFjyU − θµ = 1O(N−1/2), which implies that PFiyU − PFjyU = 1O(N−1/2).
Consider any index i such that Fi ∈ F1. Denote pi,kl to the (k, l)-element of PFi . Fix d. From
the fact that the function E[(θ̂sd − x)2] is minimized by the constant x = E(θ̂sd), then we have
var(θ̂sd) = E
{[
θ̂sd − E(θ̂sd)
]2}
≤ E

θ̂sd −
 D∑
j=1
pi,djyUj
2
= E

 |F|∑
k=1
θ̂sdI{ŷs ∈ Fk}
− |F|∑
k=1
 D∑
j=1
pi,djyUj
 I{ŷs ∈ Fk}
2
= E

 |F|∑
k=1
 D∑
j=1
pk,dj ŷsj −
D∑
j=1
pi,djyUj
 I{ŷs ∈ Fk}
2
≤ |F|
|F|∑
k=1
E
 D∑
j=1
pk,dj ŷsj −
D∑
j=1
pi,djyUj
2 I{ŷs ∈ Fk}

= |F|
 ∑
Fk∈|F1|
E
 D∑
j=1
pk,dj ŷsj −
D∑
j=1
pi,djyUj
2 I{ŷs ∈ Fk}

+
∑
Fk∈|F2|
E
 D∑
j=1
pk,dj ŷsj −
D∑
j=1
pi,djyUj
2 I{ŷs ∈ Fk}

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≤ |F|
∑
Fk∈|F1|
E
 D∑
j=1
pk,dj ŷsj −
D∑
j=1
pi,djyUj
2+ o(n−1N )
= |F|
∑
Fk∈|F1|
var
 D∑
j=1
pk,dj ŷsj
+
 D∑
j=1
pk,djyUj −
D∑
j=1
pi,djyUj
2+ o(n−1N )
= |F|
 ∑
Fk∈|F1|
var
 D∑
j=1
pk,dj ŷsj
+ ∑
Fk∈|F1|
 D∑
j=1
pk,djyUj −
D∑
j=1
pi,djyUj
2+ o(n−1N )
= O(n−1N ) +O(N
−1) + o(n−1N ),
which implies that var(θ̂sd) = O(n
−1
N ). Thus, by the Cauchy-Schwartz inequality, we conclude that
cov(θ̂si , θ̂sj ) = O(n
−1
N ) for i, j = 1, 2, . . . , D.
Proof of Proposition 1. Note that
PSE(θ̂s) = E
[
(ŷs∗ − θ̂s)>WU (ŷs∗ − θ̂s)
]
= E
[
(ŷs∗ − yU )>WU (ŷs∗ − yU )
]
+ 2E
[
(ys∗ − yU )>WU (yU − θ̂s)
]
+ E
[
(yU − θ̂s)>WU (yU − θ̂s)
]
= Tr [WUcov(ŷs, ŷs)] + E
[
(yU − θ̂s)>WU (yU − θ̂s)
]
.
By adding and subtracting ŷs in the expectation term of the above equality, we have that
E
[
(yU − θ̂s)>WU (yU − θ̂s)
]
= Tr [WUcov(ŷs, ŷs)]
+ 2E
[
(yU − ŷs)>WU (ŷs − θ̂s)
]
+ E
[
SSE(θ̂s)
]
.
Further,
E
[
(yU − ŷs)>WU (ŷs − θ̂s)
]
= E
[
(yU − ŷs)>WU ŷs
]
+ E
[
(ŷs − yU )>WU θ̂s
]
= −Tr [WUcov(ŷs, ŷs)] + Tr
[
WUcov(θ̂s, ŷs)
]
.
Hence, PSE(θ̂s) = E
[
SSE(θ̂s)
]
+ 2 Tr
[
WUcov(θ̂s, ŷs)
]
.
Proof of Theorem 1. First, consider an index i such that i ∈ J0µ and assume that i /∈ J0s . Define
Lµ = J
1
µ ∪ {0, D}. Consider the largest index l ∈ Lµ that is less than i, and the smallest index
u ∈ Lµ that is greater than i. Then, the slope from point Gµ(l) to Gµ(i) is greater than the slope
from point Gµ(i) to Gµ(u). That is, µl+1:i > µi+1:u. Now, since i /∈ J0s , then the slope from point
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Gs(l) to Gs(i) is at most equal to the slope from point Gs(i) to Gs(u). That implies ŷsl+1:i ≤ ŷsi+1:u .
Therefore, we have
P (i /∈ J0s ) = P
(
ŷsi+1:u ≥ ŷsl+1:i
)
= P
(
(ŷsi+1:u − µi+1:u)− (ŷsl+1:i − µl+1:i) ≥ µl+1:i − µi+1:u
)
≤ E
{
[(ŷsi+1:u − µi+1:u)− (ŷsl+1:i − µl+1:i)]4
}
(µl+1:i − µi+1:u)4 = o(n
−1
N ),
where the last equality comes from Lemma 1 and Assumption (A4). Thus, P (Ac0) = o(n
−1).
Now, consider an index i such that i ∈ J1µ but i /∈ J1s . Let Ls = J1s ∪{0, D}. Let l, u ∈ Ls be the
largest index less than i and the smallest index greater than i, respectively. Since i is not a corner
point of Gs, then Gs(i) is either on or above it, i.e. ŷsl+1:i ≥ ŷsi+1:u . Moreover, µl+1:i < µi+1:u
because i is a corner point of Gµ. Hence,
P (i /∈ J1s ) = P
(
ŷsl+1:i ≥ ŷsi+1:u
)
= P
(
(ŷsl+1:i − µl+1:i)− (ŷsi+1:u − µi+1:u) ≥ µi+1:u − µl+1:i
)
≤ E
{
[(ŷsl+1:i − µl+1:i)− (ŷsi+1:u − µi+1:u)]4
}
(µi+1:u − µl+1:i)4 = o(n
−1
N ),
which leads to the conclusion that P (Ac1) = o(n
−1
N ).
Proof of Theorem 2. Let F1, F2, . . . , F2D−1 be representative elements for each of the possible pool-
ings (groupings) for a vector of length D. Also, define F to the set of all of these representative
elements. Since J0µ ∪ J1µ = {1, 2, . . . , D − 1} and without loss of generality, let F1 be the repre-
sentative element of the unique pooling allowed by µ. Denote PFi to be the weighted projection
matrix that corresponds to the pooling represented by Fi with weights N1, N2, . . . , ND. Also, define
P (ŷs ∈ Fi) to the probability that the pooling represented by Fi is allowed by ŷs to obtain θ̂s. By
Theorem 1,
P(ŷs ∈ Fi) =
 1 + o(n
−1
N ), if i = 1;
o(n−1N ), if i 6= 1.
Also, since |ŷsd | ≤ λ−1N−1d
∑
k∈Ud |yk| for d = 1, . . . , D, then for i 6= 1,
|E(ŷsdI{ŷs ∈ Fi})| ≤ E(|ŷsd |I{ŷs ∈ Fi})
≤
 1
λNd
∑
k∈Ud
|yk|
P (ŷs ∈ Fi)
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≤ λ−1
 1
Nd
∑
k∈Ud
y4k
1/4 P (ŷs ∈ Fi) = o(n−1N ),
which implies that E(ŷsI{ŷs ∈ Fi}) = 1o(n−1N ). Hence,
E(ŷs) =
|F|∑
i=1
E(ŷsI{ŷs ∈ Fi}) = E(ŷsI{ŷs ∈ F1}) + 1o(n−1N ).
Then, we obtain that
E(θ̂s) =
|F|∑
i=1
E(θ̂sI{ŷs ∈ Fi}) =
|F|∑
i=1
E(PFi ŷsI{ŷs ∈ Fi})
= PF1E(ŷsI{ŷs ∈ F1}) + 1o(n−1N ) = PF1E(ŷs) + 1o(n−1N ).
Analogously, E(θ̂sŷ>s ) = PF1E(ŷsŷ>s ) + Jo(n
−1
N ), where J is the D×D matrix of ones. Therefore,
we can conclude that
cov(θ̂s, ŷs) = E(θ̂sŷ>s )− E(θ̂s)E(ŷs)>
= PF1E(ŷsŷ>s )− PF1E(ŷs)E(ŷs)> + Jo(n−1N )
= PF1 [E(ŷsŷ>s )− E(ŷs)E(ŷs)>] + Jo(n−1N )
= PF1var(ŷs) + Jo(n
−1
N ).
Now, note that∣∣∣Σ̂dd∣∣∣ ≤ 1
λ2
∑
k∈Ud y
2
k
Nd
(
1
Nd
+ 1
)
≤ 1
λ2
(∑
k∈Ud y
4
k
Nd
)1/2(
1
Nd
+ 1
)
,
which implies that E(Σ̂I{ŷs ∈ Fi}) = Jo(n−1N ) for i 6= 1. Moreover,
E(Σ̂) =
|F|∑
i=1
E(Σ̂I{ŷs ∈ Fi}) = E(Σ̂I{ŷs ∈ F1}) + Jo(n−1N ).
Then,
E(P̂sΣ̂) =
|F|∑
i=1
E(PFiΣ̂I{ŷs ∈ Fi}) =
|F|∑
i=1
PFiE(Σ̂I{ŷs ∈ Fi})
= PF1E(Σ̂I{ŷs ∈ F1}) + Jo(n−1N ) = PF1E(Σ̂) + Jo(n−1N )
= PF1var(ŷs) + Jo(n
−1
N ).
Thus, from Proposition 1,
E[CICs(θ̂s)]− PSE(θ̂s) = 2 Tr{WU [E(P̂sΣ̂)− cov(θ̂s, ŷs)]} = o(n−1N ).
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Proof of Theorem 3. The AC(y˜si1:j1 , y˜si2:j2 ) term can be broken into two sums: one with the com-
mon and one with the uncommon elements of Ui1:j1 and Ui2:j2 . By doing that, we get
nN
∣∣∣AC(y˜si1:j1 , y˜si2:j2 )∣∣∣ = nNNi1:j1Ni2:j2
∣∣∣∣∣∣
∑
k∈Ui1:j1
∑
l∈Ui2:j2
∆kl
(
yk − yUi1:j1
pik
)(
yl − yUi2:j2
pil
)∣∣∣∣∣∣
≤ nN
Ni1:j1Ni2:j2
∣∣∣∣∣∣
∑
k∈Ui1:j1∩Ui2:j2
1− pik
pik
(
yk − yUi1:j1
)(
yk − yUi2:j2
)∣∣∣∣∣∣
+
nN
Ni1:j1Ni2:j2
∣∣∣∣∣∣∣∣∣
∑
k∈Ui1:j1
∑
l∈Ui2:j2
k 6=l
∆kl
(
yk − yUi1:j1
pik
)(
yl − yUi2:j2
pil
)∣∣∣∣∣∣∣∣∣
≤ nN
Nλ
N2
Ni1:j1Ni2:j2

∑
k∈Ui1:j1∩Ui2:j2
(
yk − yUi1:j1
)2
N
+
∑
k∈Ui1:j1∩Ui2:j2
(
yk − yUi2:j2
)2
N

+
nN max
k,l∈UN : k 6=l
|∆kl|
λ2

∑
k∈Ui1:j1
(
yk − yUi1:j1
)2
Ni1:j1
+
∑
l∈Ui2:j2
(
yl − yUi2:j2
)2
Ni2:j2
 ,
where the last inequality is obtained from Assumption (A5). Given that each of the terms in the
above upper bound is asymptotically bounded by Assumptions (A2)-(A5), then the first result is
true.
To show the second result, note that
nN
∣∣∣∣∣N̂i1:j1N̂i2:j2Ni1:j1Ni2:j2 ÂC(y˜si1:j1 , y˜si2:j2 )−AC(y˜si1:j1 , y˜si2:j2 )
∣∣∣∣∣
=
nN
Ni1:j1Ni2:j2
∣∣∣∣∣∣
∑
k∈Ui1:j1
∑
l∈Ui2:j2
∆kl
(
yk − y˜si1:j1
pik
)(
yl − y˜si2:j2
pil
)
IkIl
pikl
−
∑
k∈Ui1:j1
∑
l∈Ui2:j2
∆kl
(
yk − yUi1:j1
pik
)(
yl − yUi2:j2
pil
)∣∣∣∣∣∣
≤ nN
Ni1:j1Ni2:j2
∣∣∣∣∣∣
∑
k∈Ui1:j1
∑
l∈Ui2:j2
∆kl
(
yk − yUi1:j1
pik
)(
yl − yUi2:j2
pil
)(
IkIl − pikl
pikl
)∣∣∣∣∣∣
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+
nN
Ni1:j1Ni2:j2
∣∣∣∣∣∣
∑
k∈Ui1:j1
∑
l∈Ui2:j2
∆kl
(
yk − yUi1:j1
pik
)(
yUi2:j2
− y˜si2:j2
pil
)
IkIl
pikl
∣∣∣∣∣∣
+
nN
Ni1:j1Ni2:j2
∣∣∣∣∣∣
∑
k∈Ui1:j1
∑
l∈Ui2:j2
∆kl
(
yUi1:j1
− y˜si1:j1
pik
)(
yl − yUi2:j2
pil
)
IkIl
pikl
∣∣∣∣∣∣
+
nN
Ni1:j1Ni2:j2
∣∣∣∣∣∣
∑
k∈Ui1:j1
∑
l∈Ui2:j2
∆kl
(
yUi1:j1
− y˜si1:j1
pik
)(
yUi2:j2
− y˜si2:j2
pil
)
IkIl
pikl
∣∣∣∣∣∣
= a1N + a2N + a3N + a4N ,
where we used the identities yk − y˜si1:j1 =
(
yk − yUi1:j1
)
+
(
yUi1:j1
− y˜si1:j1
)
, and yl − y˜si2:j2 =(
yl − yUi2:j2
)
+
(
yUi2:j2
− y˜si2:j2
)
.
To conclude the proof, we just need to show that a1N , a2N , a3N , a4N converge in probability to
zero as N →∞. The Markov inequality guarantees that a1N converges in probability to zero if its
second moment does. Such moment can be written as
E(a21N )
=
n2N
N2i1:j1N
2
i2:j2
∑
p,k∈Ui1:j1∩Ui2:j2
1− pip
pip
1− pik
pik
(
yp − yUi1:j1
)2 (
yk − yUi2:j2
)2 ∆pk
pippik
+
2n2N
N2i1:j1N
2
i2:j2
∑
p∈Ui1:j1∩Ui2:j2
∑
k∈Ui1:j1 , l∈Ui2:j2
k 6=l
(yp − yUi1:j1 )(yp − yUi2:j2 )(yk − yUi1:j1 )(yl − yUi2:j2 )
× 1− pip
pip
∆kl
pikpil
E
(
Ip − pip
pip
IkIl − pikl
pikl
)
+
n2N
N2i1:j1N
2
i2:j2
∑
p∈Ui1:j1 , q∈Ui2:j2
p6=q
∑
k∈Ui1:j1 , l∈Ui2:j2
k 6=l
∆pq
pippiq
∆kl
pikpil
× (yp − yUi1:j1 )(yq − yUi2:j2 )(yk − yUi1:j1 )(yl − yUi2:j2 )E
(
IpIq − pipq
pipq
IkIl − pikl
pikl
)
= b1N + b2N + b3N .
Furthermore,
|b1N | ≤ n
2
N
N3λ3
N4
N2i1:j1N
2
i2:j2

∑
k∈Ui1:j1∩Ui2:j2
(
yk − yUi1:j1
)4
N
+
∑
k∈Ui1:j1∩Ui2:j2
(
yk − yUi2:j2
)4
N

+
n2N max
p,k∈UN :p 6=k
|∆pk|
N2λ4
N4
N2i1:j1N
2
i2:j2
33
×
∑
p∈Ui1:j1∩Ui2:j2
(
yp − yUi1:j1
)4
N
+
∑
k∈Ui1:j1∩Ui2:j2
(
yk − yUi2:j2
)4
N

≤ N
4
N2i1:j1N
2
i2:j2
nN
Nλ3
nN
N2
+
nN max
p,k∈UN :p 6=k
|∆pk|
Nλ

×

∑
p∈Ui1:j1∩Ui2:j2
(
yp − yUi1:j1
)4
N
+
∑
k∈Ui1:j1∩Ui2:j2
(
yk − yUi2:j2
)4
N

which converges to zero as N → ∞ by Assumptions (A2)-(A5). Also, after separating the double
sum in b3N into two sums where (p, q) = (k, l) and (p, q) 6= (k, l), we get that
|b3N | ≤ O
(
1
N
)
+
(nN max
p,q∈UN :p 6=q
|∆pq|)2
λ4λ∗2
N4
N2i1:j1N
2
i2:j2
max
(p,q,k,l)∈D4,N
|E[(IpIq − pipq)(IkIl − pikl)]|
×

∑
p∈Ui1:j1
(
yp − yUi1:j1
)4
N
+
∑
q∈Ui2:j2
(
yq − yUi2:j2
)4
N

where the last term goes to zero by Assumptions (A2)-(A6). In addition, an application of the
Cauchy-Schwarz inequality along with the fact that both b1N , b3N tend to zero, shows that b2N
converges to zero. Therefore, the Markov-inequality let us conclude that a1N = op(1).
Now, note that
a4N ≤ N
2
Ni1:j1Ni2:j2
|y˜si1:j1 − yUi1:j1 ||y˜si2:j2 − yUi2:j2 |
 nN
Nλ
+
nN max
k,l∈UN :k 6=l
|∆kl|)
λ2λ∗
 .
Then, a4n = op(1) since y˜si1:j1 − yUi1:j1 = Op(n
−1/2) and y˜si2:j2 − yUi2:j2 = Op(n
−1/2). Analogously,
a2N = op(1) and a3N = op(1). Thus,
nN
(
N̂i1:j1N̂i2:j2
Ni1:j1Ni2:j2
ÂC(y˜si1:j1 , y˜si2:j2 )−AC(y˜si1:j1 , y˜si2:j2 )
)
= op(1).
Finally, we have that
N̂i1:j1N̂i2:j2
Ni1:j1Ni2:j2
− 1 = Op(n−1/2) since N̂i1:j1Ni1:j1 − 1 = Op(n
−1/2) and N̂i2:j2Ni2:j2 − 1 =
Op(n
−1/2). Therefore,
nN
(
ÂC(y˜si1:j1 , y˜si2:j2 )−
N̂i1:j1N̂i2:j2
Ni1:j1Ni2:j2
ÂC(y˜si1:j1 , y˜si2:j2 )
)
= op(1),
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which concludes the proof.
Proof of Theorem 4. Fix d. First, recall that
θ˜sd = max
i≤d
min
d≤j
y˜si:j and θUd = max
i≤d
min
d≤j
yUi:j .
By linearization arguments, it is true that y˜si:j − yUi:j = Op(n
−1/2
N ).
Define vsi = (y˜si:d , y˜si:d+1 , . . . , y˜si:D)
> and vUi = (yUi:d , yUi:d+1 , . . . , yUi:D)
> for i = 1, 2, . . . , d.
Hence, we have that
vsi − vUi = 1Op(n−1/2N ).
By Lemma 2, it is true that
min(vsi)−min(vUi) = Op(n−1/2N )
Now, define Ls = (min(vs1),min(vs2), . . . ,min(vsd))
> and LU = (min(vU1),min(vU2), . . . ,min(vUd))
>.
Therefore,
Ls − LU = 1Op(n−1/2N ).
Finally, applying again Lemma 2 let us conclude that
maxLs −maxLU = Op(n−1/2N ),
which concludes the proof.
Proof of Theorem 5. The CICs difference between the constrained and the unconstrained estimator
can be expressed as
CICs(θ˜s)− CICs(y˜s) = (y˜s − θ˜s)>Ws(y˜s − θ˜s)
− 2 Tr
[
Ws
(
ĉov(y˜s, y˜s)− ĉov(θ˜s, y˜s)
)]
= δ1N − 2δ2N .
First, assume that µ1 < µ2 < · · · < µD. Define A to the event where y˜s1 < y˜s2 < · · · < y˜sD , that
is, J0s = ∅ and J1s = {1, 2, . . . , D− 1}. Then, from Theorem 1, we can conclude that P (Ac) = o (1).
Moreover, note that the CICs difference is zero when A holds. Hence,
P
(
CICs(y˜s) < CICs(θ˜s)
)
≤ P (Ac) = o(1).
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Now, suppose that µ1, µ2, . . . , µD are not monotone. From Theorem 1 and Lemma 3, δ1N −2δ2N =
(µ− θµ)> Γ (µ− θµ)+Op(n−1/2N ). Further, (µ− θµ)> Γ (µ− θµ) > 0, since µ1, µ2, . . . , µD are not
monotone. Thus,
P
(
CICs(y˜s) ≥ CICs(θ˜s)
)
= P (2δ2N ≥ δ1N ) = o(1)
which concludes the proof.
Proof of Theorem 6. We can write the PSE difference as
PSE(θ̂s)− PSE(ŷs) = [E(ŷs)− E(θ̂s)]>WU [E(ŷs)− E(θ̂s)] + 2 Tr{WU [var(ŷs)− var(θ̂s)]}
= AN +BN .
Assume first that µ1 < µ2 < · · · < µD. This implies that J0µ = ∅ and J1µ = {1, 2, . . . , D − 1} i.e.
all points of the GCM are corner points. Based on the proof of Theorem 2 (with PF1 = ID), we
have that E(θ̂s) = E(ŷs) + 1o(n−1N ) and var(θ̂s) = var(ŷs) +Jo(n
−1
N ). Therefore, AN = o(n
−1
N ) and
BN = o(n
−1
N ), which concludes the first part of the proof.
Assume now that µ1, µ2, . . . , µD are not monotone. Lemma 5 and a direct application of Cheby-
shev’s inequality imply that θ̂s − E(θ̂s) = 1Op(n−1/2N ). Moreover, since θ̂s − θµ = Op(n−1/2N ), then
E(θ̂s) − θµ = 1O(n−1/2N ). Hence, AN = (µ − θµ)>Γ(µ − θµ) + o(1), where the quadratic form
is strictly greater than zero by the non-monotone assumption on the µ’s. On the other hand,
since both var(ŷs) and var(ŷs) are of the order O(n
−1/2
N ), then BN = O(n
−1
N ). This concludes the
proof.
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