Colposcopy is an essential medical examination that mainly through visual inspection for cervical epithelial tissue to preventing cervical cancer. However, screening by artificial vision has the problems of missed diagnosis, low efficiency, and diversity. This paper proposes a deep learning-based method using multi-CNN decision feature integration for classification and diagnosis of cervical lesions. The proposed method first uses the k-means algorithm to aggregate training data into specific classes in data preprocessing and then trained in cross-validation to improve the generalization ability of the model. Subsequently, two kinds of CNN are separately fine-tuned based on the transfer learning, and then XGBoost algorithm is used to integrate the different CNN decision results for optimizing the final prediction. Two integration ways for decision features (named inner-model integration and outer-model integration) are proposed to embody multi-feature integration from the data level and the model structural level. Simultaneously, two specific integration strategies (inner-to-outer and outer-to-inner) are designed for as the final output based on the combination of the two ways. Experimental results show that the K-means data preprocessing method can improve the training of neural networks, and the proposed multi-decision feature fusion strategy can better obtain the results of computer-aided diagnosis that meet the needs of clinical diagnosis.
I. INTRODUCTION
Cervical cancer is the fourth most common female cancer worldwide and threatening the health of the human [1] . Fortunately, cervical cancer can be prevented by early screening for precancerous lesions (cervical intraepithelial neoplasia, CIN), and can achieve a 100% cure rate under proper examination and treatment. CIN is a squamous intraepithelial lesion and generally consists of three grades [2] . Figure 1 shows a partial normal to CIN3+ image in this study, in which CIN3+ contains a sample of cancer cases. The clinically designated lesions above CIN2 are High-grade Squamous Intraepithelial
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Lesions (HSIL), which require strict examination and treatment to prevent cervical cancer. However, in low-income and middle-income countries (LMIC), due to the neglect of early screening for CIN, the incidence of cervical cancer accounts for 70%-90% of female reproductive system malignancies. Nearly 90% of the cervical cancer deaths in 2015 were from people in the LMIC region, which is 18 times that of developed countries [3] .
For the diagnosis of cervical cancer, the World Health Organization determines a three-stage diagnostic technique [4] : cervical smear cytology, colposcopy, and biopsy. Generally, these three processes can accurately determine cervical cancer. Among them, colposcopy mainly uses a light microscope to magnify the cervix by 10 to 40 times under strong light for visual examination. It is generally diagnosed by a doctor with extensive experience to determine whether suspicious cancer to determine whether further treatment is needed. Colposcopy is generally subject to an auxiliary inspection of acetic acid treatment, also known as Visual Inspection with Acetic acid (VIA) [5] , [6] . VIA determines the grade of the lesion by visually observing the pathological changes of the cervical lesion after acetic acid application. VIA test with colposcopy is widely used in the LMIC region because of its convenience and effectiveness, in contrast to other method such as smear cytology and biopsy, as VIA using colposcopy is less demanding in operator skills and costs [7] . However, the reliability of colposcopy is too dependent on the doctor's clinical expertise, and peer physicians may have inconsistent diagnosis results due to subjective factors or fatigue factors. Therefore, colposcopy is easy to lead to over-treatment and under-treatment [8] - [10] .
In recent years, the intersection of the computer field and the medical field has developed rapidly. Many computeraided diagnoses (CAD) based diagnostic methods provides convenience for traditional medical diagnosis. In the field of traditional vision research, most researches on medical imaging are mainly by extracting human-engineering-based features (such as texture, color, and shape features) classified with trained classic machine learning classifiers (such as SVM, Bayes, etc.) [11] - [14] . However, traditional manual feature extraction is highly dependent on professional knowledge, and shallow learning machines cannot express the deep features of images well. It is also a limitation of traditional image visual research [15] . Deep learning [16] , a machine learning based method, after rapid development in recent years, it has solved the limitations of the traditional vision field through a deep neural network structure. It made significant breakthroughs both in image features and in the expression of learning machines. Basic applications based on deep learning such as image classification [17] - [22] , image segmentation [23] , [24] , object detection [15] , [25] , [26] , etc., demonstrate outstanding results in various cross-cutting areas. It is also widely used in medical image analysis [27] - [30] . The emergence of deep learning solves the limitations of most traditional methods, but it is also plagued by limited data volume, especially in the field of medical imaging. It is currently a big challenge to build a widely used deep learning-based computer-aided diagnosis system through clinical data from a large number of subjects. However, many studies have tried to solve the problem of data limitation through data augmentation and transfer learning [31] - [35] and have made good achievements. Many methods now use such training techniques and become almost a necessary operation for deep learning methods.
At present, there are only a few works that apply a deep learning method to the analysis of colposcopy images to the classification of detection of cervical lesions. These related research works has achieved significant results and gradually expanded to the application level. The research works of Xu et al. [36] , [37] first applied deep learning to colposcopy image analysis. They mainly implemented the classification of cervical dysplasia by training the pre-trained AlexNet [17] network. In the research of the literature [36] , the multimodal aggregation method combined with CNN image features and clinical diagnostic data obtained significant results. In the subsequent study, Sato et al. [38] also tried to apply deep learning to their data, and the results proved the potential significance of deep learning in the task of colposcopy image classification. Zhang and Zhao [39] first uses an FCN to segment the cervical lesions in the cervical images and then use CapsNet-based CNN to identify and classify the types of cervical images, they achieved excellent results in the public cervical dataset of the 2017 kaggle competition. In the latest published paper, Liming et al. [40] applied the object detection algorithm to achieve effective detection and classification of cervical lesions. Compared with the clinical screening methods for cervical lesions, this method demonstrates the superiority of the algorithm. It provides a rigorous theoretical and practical basis for the clinical application of deep learning algorithms.
The present study applies the deep learning technology to the colposcopy cervical image dataset and proposes a cervical precancerous lesion diagnosis method. The primary purpose of experiments is CIN2+ diagnosis and determine whether a given colposcopy cervical image has a moderate or high lesion. To better use the limited data and improve the generalization ability of the model, we propose a K-means-based data preprocessing method for 5-fold-cross validation training. Moreover, the multi-decision features integration strategy is applied at the multi-model output to integrate various aspects of information further. The improved model is further optimized byways of integration, which improves the sensitivity of the diagnosis and is more in meeting the clinical auxiliary diagnosis needs.
Highlights: 1). We propose a new classification method based on multi-CNN model decision feature integration for cervical images. Through the combination of inner-model integration and outer-model integration, multiple CNN prediction results are integrated and optimized, which improves the lesion classification performance of cervical images. 2). In response to the multi-class similarity problem of cervical image data, a data clustering preprocessing method based on K-means algorithm is applied. Improve the generalization ability of the neural network training phase model. 3). The performance of the proposed classification method for cervical lesions can be comparable with the level of senior physicians in specific data. Our method provides a research basis for computer-aided diagnosis of cervical cancer. 4). We summarized the current colposcopy image analysis method based on a deep learning algorithm. The difference between the diagnosis method of cervical lesions and the diagnosis of actual clinicians by deep learning algorithm is analyzed, and the corresponding research questions are proposed.
II. MATERIALS AND METHODS

A. DATASETS
The dataset used in the experimental part of this study is the same as the data of our last work. The cooperation hospitals provide the original image of the data and the corresponding pathological diagnosis results. The original data provided by the hospital include colposcopy images obtained through a light magnifying glass and clinical diagnosis reports corresponding to each patient. The results of the clinical diagnosis report are obtained through a standard cervical cancer screening process, which is the confirmed result. We map each patient's image and confirmed result one-to-one and then process the data set for training and testing. The total data in this study contained 1709 cases and was obtained from March 2017 to March 2018. The average age of the subjects were around 41 years. All data operations passed an institutional ethics review and agreed to implement relevant research. In the experiment, 1109 cases of data were used as training data and trained by a five-fold cross-validation method. The positive samples were 494 cases (3920 images) and negative samples of 615 cases (4337 images) in the training set. The remaining 600 cases were used as experimental test sets. For the convenience of testing, we randomly selected one image from each case. The test set has 600 images, including 156 positive samples and 444 negative samples. Figure 2 shows the flows of the proposed method MDFI. Its highlights are mainly reflected in data preprocessing and optimization of model decision integration. The whole MDFI algorithm mainly includes three parts, data preprocessing, fine-tuning training of CNNs, and integration optimization of each CNN decision result. In data preprocessing, MDFI firstly uses the K-means algorithm to aggregate all training samples to the determined K class roughly, and then apply the data augmentation before the neural network training. On this basis, the model training phase uses 5-fold cross-validation to make full use of useful samples for fine-tuning. Experiments are performed to fine-tune the DenseNet121 and ResNet50 CNN models. In the subsequent decision-making stage, a corresponding integration strategy is implemented for each CNN's cross-model decision output to obtain the final optimized prediction result.
B. METHOD OVERVIEW
C. K-MEANS PREPROCESSING AND DATA AUGMENTATION
Medical images are not easily accessible, especially actual data, which is often unbalanced. In the field of medical image processing, to make full use of limited data sets, there are usually some specific preprocessing and data enhancement. Due to the particularity of cervical image data, the pathological features of multiple case samples have certain similarities. The neural network training based on machine learning often randomly selects a part of the data from all the data as the training set, and the rest of the data is set to the validation set. There are specific problems in this because the data characteristics of the verification set play a decisive role in the final generalization ability of the model. In the final data distribution for CNN training, if the training set has substantial similarity with the data contained in the validation set, it means the process of CNN training and validation is carried out in a similar type of data. In this way, model training on the similar types of data can easily lead to overfitting, resulting in poor prediction and expression of new data. The ideal data distribution should be that the training set and the validation set contain different types of data features, to meet the practical significance of the validation set. Therefore, in the data preprocessing stage, we use the K-means [41] clustering method to classify the image samples into specific K classes roughly, and then 80% k-class data in the K class are randomly selected as the training set, and the remaining 20% is used as the validation set. For example, we aggregate data into ten classes, eight classes of which are used as training sets and two classes as validation data. The unsupervised K-means algorithm is used for the clustering of data, which uses Euclidean distance as the standard of similarity measures between data objects. The basic idea of the K-means algorithm is first to determine the K cluster center points, and then calculate the distance between each data object and the center point to determine the category of the data object. After the iteration, the distance between the center points is made as large as possible. The advantage of the K-means algorithm is that it is simple to implement, and the data processing speed is very fast in this experiment. However, K-means has a shortcoming; that is, the determination of the K value is critical. Different K values get different clustering results, and finally, the data clustering is different. Therefore, this experiment sets three different K values according to the data volume, and systematically analyzes the different K values, and finally selects K=100. The detailed experimental results are proved and analyzed later.
Data augmentation has become a necessary preprocessing technique for image classification tasks based on deep learning. No exception, this paper uses basic data enhancement methods such as random rotation, random cropping, random elastic deformation, and random scaling. The strategy of random light intensity change is also applied to solve the problem of change of illumination. These data enhancement methods can effectively generate more bionic data and provide specific data volume.
D. PRE-TRAINED CONVOLUTIONAL NEURAL NETWORKS
This study mainly performs the binary-class classification work of disease classification. This work is also one of the most critical processes in the screening of cervical precancerous lesions. Whether determined to performed pretreatment to patients is based on the classification diagnosis results. Therefore, starting from CNN image classification based on transfer learning, we fine-tuned several classic neural network models, in recent years, including VGG, GoogleNet, ResNet, and DenseNet. Under the same data conditions and the same indicators, we selected two excellent and performance-close models RseNet50 [20] and DenseNet121 [21] . Both models are currently used in feature extraction backbone networks in deep learning applications, and their structures are related and different. In order to verify the strategy of multi-CNN decision feature integration proposed in this paper, based on these two models, a full-network fine-tuning training is performed on the same data using the training method of five-fold cross-validation. The following are the fundamental theories and network structure descriptions of the network model.
ResNet: The deepest ResNet model is about 20 times deeper than the AlexNet. ResNet utilizes shortcut connections to jump over some layers to avoid the vanishing gradient problem. ResNet won the ImageNet ILSVRC 2015 and has achieved the impressive and record-breaking performance on many challenging image recognition, localization and detection tasks. Figure 3 shows the main flow of cervical image classification based on ResNet50, which generally includes five stages. Stage two to stage five is each residual module that mainly contains convolution block and identity block. Convolution blocks are connected by skip connection with identity block.
Equation (1) indicates that in ResNet's residual module, the ''skip connection'' makes the simple summation of the x l−1 and nonlinear transformation of x l−1 . Therefore, the network can learn the residual mapping of the input, which can effectively alleviate the gradient disappearing problem.
where f (·) and x l denote a nonlinear transformation and the output of the layer l, respectively. DenseNet: Similar but different from ResNets, direct connections from any layer to all subsequent layers are introduced in DenseNets, which encourage feature reuse throughout the network. Moreover, DenseNets can achieve state-of-the art performances with substantially fewer parameters and less computation than that for the ResNet. Figure 2 shows that the DenseNet network structure is composed of four Dense blocks and three transition blocks.
Each dense block consists a different number of convolution blocks. DenseNet mainly benefits from the design of Dense blocks. The method of feature map concatenation enhances the information connection to alleviate the problem VOLUME 8, 2020 of gradient disappearance. It performs well for the extraction of complex features.
The dense block module has similar module as the Resnet. However, there are significant differences between the dense block and residual modules. On the other hand, equation (2) shows that in the dense block module, the connection of the feature map is not a simple summation, but a concatenation. The number of convolution maps at the ith layer is K * (i − 1) + K 0 , where K is the number of feature maps convolved for each layer, indicating the growth rate.
E. DECISION FEATURE INTEGRATION
The deep convolutional neural network can extract the general features of the image. The low-level information of the network generally contains more prominent features such as image texture, and the high-level information is usually more abstract global information. Although the mechanism for extracting features from convolutional neural networks is similar, the image features extracted by different network structures are various, and the training and classification performance is also different. Of course, we prefer to design a network model that adapts to our data. However, considering the limitations of the small dataset of the cervical, the effect of training a neural network from scratch cannot meet the actual needs. The method of transfer learning makes the application of deep knowledge in small data sets favor. However, the limitation of transfer learning is that it can only fine-tune the existing model framework on the network. Therefore, we fine-tuned various classic excellent network models, and the final comprehensive evaluation showed that the DenseNet121 and ResNet50 trained after data pre-processing was ideal. The XGBoost [42] algorithm is a standard method of integrated learning. Its essential purpose is to integrate multiple weak learning classifiers to output a robust classifier. Both classification and regression tasks use regression ideas to construct an optimal lifting model. XGBoost extends the GDBT algorithm, and its algorithm speed and precision have been improved. At present, the algorithm is more commonly used in industry and competition, and often can obtain a more optimized decision model. In order to integrate the advantages of the different decision features of different two models, we propose a method to integrate and optimize the cross-validation decision results of the two models. We first define two integration ways of inner-model integration and outer-model integration. Inner-model integration represents the integration of K-fold model decision results within a single CNN, as expressed by the following formula (3):
where F is the integration function XGBoost algorithm, M is the decision result of a single CNN model, and R is the integrated output of multiple decision results. The Outer-model integration represents the integration of the corresponding i −th model decision results between the two CNNs, as shown in formula (4):
where M i and M i represent the i-th model decision results of the two CNN models respectively, and R represents the integrated output of the two decision results. On this basis, we propose two integration strategies through these two integration methods: Inner-to-Outer integration and Outer-to-Inner integration. Both integration strategies involve two phases, but the order is different. We applied the proposed integration strategy to the decision-making results of the DenseNet121 and ResNet50 models. Figure 5 shows the specific two integration strategies. In strategy one, first, perform inner-model integration on the five-fold model's decision for each CNN. Then, the outer-model integration is performed on the results of the inner-model integration within the two CNNs to obtain the final optimization decision result. In Strategy two, first, perform the outer-model integration of the K-fold model results corresponding to the two CNNs, and then perform inner-model integration on the obtained K integration results. Through these two methods, the integration of the cross-validation models decision results can be better analyzed to optimize the final output.
F. IMPLEMENTATION DETEILS
In the implementation of the proposed algorithm, the K value of the K-means clustering preprocessing is set to 1000, 500, and 100 from high to low according to the total case data, and the number of iterations set to 500. The other parameters are the default values in python sklearn [43] .
For the integrated optimization of decision features, the XGBoost algorithm is used as the fusion algorithm. For each trained CNN model, the training data is first predicted as the training set of the XGBoost algorithm, and the test set results of each model is used as the verification set, and finally, the results are integrated for each test set. The main parameter settings of the XGBoost algorithm are shown in Table 1 .
For the training of neural networks, the main hyperparameter settings of the two models are the same, and the training of five-fold cross-validation is adopted. For the data preprocessed model, four parts of them are randomly selected as the training set, and the remaining one part is used as the validation set, then cycle five times to make full use of all the limited data. The parameter optimization method uses the Adam [44] algorithm. Both loss functions are binary cross-entropy loss. The final learning rates is DenseNet121: 0.00001, ResNet50: 0.00005. Batch size is set to DenseNet121: 8, ResNet50: 20, and the model training is run on a NVIDIA RTX 2080 TI graphics card.
III. RESULTS
A. EVALUATIONS OF MODEL CLASSIFICATION
In order to facilitate comparison between clinical diagnosis results, the experimental evaluations are mainly including accuracy (ACC), sensitivity (SEN), specificity (SPEC), positive predicted value (PPV) and negative predictive value (NPV) [45] . Since our test data are imbalanced, we mainly use the AUC value and F1-score [46] to evaluate the comprehensive performance of the model better. The receiver operating characteristic (ROC) [47] and the area under the ROC curve (AUC) is used for evaluating the two-class classification performance. The larger the area is, the better the classification performance of the model is. The F1-score is the harmonic average of SEN and PPV, which can well reflect the comprehensive performance of unbalanced data classification, and considers more indicators globally. Besides, Evaluation indicators Table 1 illustrates performance evaluations, where TP, TN, FP, and FN are the number of true positives, true negatives, false positives, and false negatives, respectively, in test results.
B. RESULTS OF K-MEANS STRATEGY
The clustering results of different K value in the K-means algorithm can make the volume of the training set and the validation set fluctuate. A suitable K value can get better training and classification results. To make the training data more evenly distributed, we consider the situation of assuming close to 1000 kinds of patient image data characteristics based on the number of cases of the data and set the K value 1000, 500,100 from high to low. Then, after the clustering process, the corresponding training data can be obtained.
The determination of the K value is judged by the final test set test result. Figure 6 shows the results of category distribution after clustering with different K values. The abscissa indicates the category, and the ordinate indicates the proportion of each class. The higher the K value, the greater the fluctuation of the category ratio. Of course, experiments are more likely to make the probability distribution of each category uniform, which makes the training of neural networks more effective, because this makes the cross-validation training data of each training as close as possible. However, this does not mean which K values works best; we still need to prove with the result. Figure 7 and figure 8 shows the test set ROC curve for fivefold cross-validation after each K value treatment. We can see that the test results of the two models have one thing in common. When the K value is larger, the fluctuation of the model is larger, which is caused by the uneven distribution of data after k processing, which further proves the previous assumption. Among them, ResNet50 fluctuates the most when K=500, and its AUC values is distributed from 0.7228 to 0.7891. It can be clearly seen from the distribution of the graph that the distribution of the five-fold cross-validation results of the two models is stable when K=100, which is as stable as the model without k-processing, and the final AUC value is improved. Table 3 shows the results of CIN2+ classification diagnosis in 600 test images of each model. This test data is an unbalanced data, so the comprehensive performance of the model is more tested. It can be seen from the table that the two models after K-means processing are obviously better than the results without K treatment, and the result is best when K=100. In the DenseNet model, the AUC value increased to 0.762, the FI-score increased by nearly five percentage points, and other indicators improved. Also, in the results of ResNet, after K processing, there is a good improvement effect, in which the main AUC value reaches 0.7543, F1-score also increases by nearly five percentages points, because ACC does not have high evaluation weight in unbalanced data classification. After a comprehensive analysis, the K value is finally determined to be 100. As a comparison with traditional machine learning algorithms, we reproduce the literature [14] SVM-based algorithm. The overall performance of the traditional SVM algorithm is poor, indicating that the CNN method is more suitable for our classification task.
C. FEATURE INTEGRATION USING XGBOOST
Part of the validation set data randomly selected during cross-validation training plays a decisive role in the final evaluation of the model. Although the overall performance of multiple cross-models is similar, there are still some differences before the models, and they contain complementary information of all the data. Also, different CNN models have various decision features. This paper considers the fusion optimization output of different decision features, proposes inner-model integration, and outer-model integration. Then, we propose an optimized output strategy for the integration of two decision features according to the combination of the two methods: inner-to-outer model integration and outer-to-inner model integration. The detailed method is described above. Therefore, the model output processed by K-means (K=100) further utilizes the XGBoost algorithm for decision feature integration. Figure 9 shows the ROC curve distribution of each model, reflecting the overall performance of each model, where the integration strategy of Inner-to-outer has the highest AUC value (0.781). Table 4 shows the test results of the integration of decision features. The two integration strategies have a specific improvement in the initial evaluation indicators AUC and F1-score after K-means (K=100) preprocessing. The most apparent effect is SEN; the integration of Inner-to-outer has increased by nearly ten percentage points. SEN is often used as one of the critical indicators of medical diagnosis. It mainly reflects the missed diagnosis of lesion detection. The higher the value, the lower the rate of missed diagnosis. Through the analysis of communication with hospital physicians, top sensitivity models are often required in computer clinical assisted screening. Therefore, through the integration of decision-making features, the final decision-making results are better in line with the clinical auxiliary diagnosis needs. 
IV. DISCUSSION
In the comparative experiment, in addition to the ablation experiment of the method itself, we directly compared the system with the clinical diagnostician. For some special reasons, we mainly invited senior colposcopy physician Li to read 100 images in the test set manually. Among the 100 images, the positive sample includes 28 images, and the negative sample contains 72 images. Table 5 compares the results of two integration strategies of our algorithm with Li. It shows that the method in this paper is significantly higher than the doctor Li in each evaluation index. Figure 10 shows the roc curve of the two methods in 100 images, where the red dot indicates the diagnosis result point with Dr. Li. The dot is Under the curve, and it means the diagnostic performance is lower than the proposed method. Besides, our method speed and efficiency are much higher than the doctor's diagnosis. It takes less than 1 minute to test 100 images. From the preliminary comparison results with the physician, we can see that our method is very potential, and its accuracy may need to be further verified. Its efficiency is far more than manual reading by clinical experts.
According to the description of related work in the introduction, we summarize the classification method of colposcopy images based on deep learning algorithms in the current published literature. Table 6 summarizes the CNN method applied to cervical image classification in recent years. Due to the difference in data, the significance of our comparison is limited, but it has a great reference value. In the literature [36] , the method of multimodal data can obtain the most satisfactory solution so far. Still, general clinical diagnostic data, such as pap detection, HPV detection, require much time and effort to achieve. Among the other major image-only solutions, the literature [39] , [40] has shown excellent results, mainly because their data have the location of lesion areas, and it played a decisive role in the classification of lesions. However, the labeling of lesions is also cumbersome. Therefore, it is not satisfactory to enter the method of classification in the literature [37] , [38] without labeling the image of the lesion area.
In contrast, our method is also an unlabeled lesion area and an image-only method. Through data processing and model decision feature integration, it improves the final classification effect of the model from the data level and the structural level. Finally, we got a satisfactory result. The sensitivity has been dramatically improved, which can reduce the diagnosis of missed diagnosis and is especially crucial in clinical assisted screening.
As the method says, the method of this paper is permanently integrated training through a variety of core algorithms. The whole process require multiple training phases, including k-means, CNNs, and XGBoost. In the prediction, our method needs to use multiple decision model predictions and then use the trained XGBoost optimization. Our approach has the following shortcomings: First, the training process is more complicated and requires multiple stages of training; second, due to the limitations of the method, the prediction process also requires two predictions of the model; third, our data has not been published, and it is carried out with the doctor. The method of comparison is limited and requires further verification of the effectiveness of our method. Therefore, we need more methods and multi-faceted analysis by multiple clinicians to improve continuously.
Besides, we also discussed the problem of partitioning the training set and validation set after the K-means algorithm clustering. To verify the method proposed using 80% class data as the training set and 20% class as the validation set method in this paper, we also performed a comparison experiment using the strategy that 80% data in each class as the training set and 20% in each class as the validation set. The two strategies can be expressed as multi-class data segmentation and single-class data segmentation, as shown in Figure 11 . With K = 100, the ROC results of the two methods are shown in Figure 12 . Although the difference in AUC values between the two split ways is small, table 7 shows the other classification diagnosis results. It demonstrates that the multi-class split used in this paper is better, which also proves the idea of the data split requirements of the validation set mentioned above. 
V. CONCLUSION
This paper proposes a classification method for cervical lesions that optimize neural network training through preprocessing and integrates multiple network output features. The results show that this method can effectively carry out the CIN2+ classification task and get a specific improvement. The main starting point of the method is to make full use of the limited data set and integrate from different network structures, thus achieving the feature integration at the data level and structure level. We compared it with senior physicians in a random 100 test data, which has certain advantages in terms of diagnostic performance and time efficiency. The current results still have some limitations, but they have excellent research potential and laid the foundation for the study of AI-assisted screening for cervical cancer. Our next step is to continue to increase our data set and continuously improve the algorithm to achieve a practical application of cervical cancer screening assistant.
