Abstract-We construct finite-dimensional observers for a onedimensional reaction-diffusion system with boundary measurements subject to time-delays and data sampling. The system has a finite number of unstable modes approximated by a Luenberger-type observer. The remaining modes vanish exponentially. For a given reaction coefficient, we show how many modes one should use to achieve a desired rate of convergence. The finite-dimensional part is analyzed using appropriate LyapunovKrasovskii functionals that lead to linear matrix inequalitie (LMI)-based convergence conditions feasible for small enough time-delay and sampling period. The LMIs can be used to find appropriate injection gains.
Lemma 2 (Wirtinger inequality [14] 
II. TIME-DELAYED BOUNDARY MEASUREMENTS
Consider the reaction-diffusion system z t (x, t) = z x x (x, t) + az(x, t) (3a) In this section, we construct an observer for the system (3) under the time-delayed boundary measurements y(t) = z(0, t − τ (t)), t− τ (t) ≥ 0 0, t− τ (t) < 0
where τ (t) ∈ [τ m , τ M ] ⊂ (0, ∞) is a known delay such that
The condition 0 < τ m ≤ τ (t) allows to use the step method for the well-posedness analysis (see Lemma 3) . We perform robustness analysis with respect to the time delay, that is, the observer will converge to the system state for any τ (t) ≤ τ M with a small enough τ M . Following [15] , we require (5) to simplify the analysis on the interval where t − τ (t) < 0.
Remark 1:
The results of this paper can be extended to a more general system ∂z ∂t (x, t) = ∂ ∂x p(x) ∂ ∂x z(x, t) + q(x)z(x, t) a 1 z(0, t) + a 2 z x (0, t) = 0
where p ∈ C 1 ([0, 1]; (0, ∞)), q ∈ C([0, 1]; R), a 2 = 0, and |b 1 | + |b 2 | = 0. We consider the simplified system (3) to avoid some technical details.
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A strong solution of (3) is a function
that satisfies (3c) for t = 0 and (3a), (3b) for almost all t > 0. In [16, Th. 7.7] , (3) has a unique strong solution for
To construct a finite-dimensional observer, note that (3) has a finite number of unstable modes, while the remaining modes converge to zero. Namely, the system (3) can be presented as
where
is a symmetric operator with the domain
form an orthonormal basis in L 2 (0, 1) [16, Corollary 3.26]. Thus, the solution of (3) can be presented as
with z n (t) = z(·, t), φ n . Using the symmetry of Ȧ z n (t) = z t (·, t), φ n
That is,ż
Let δ > 0 be a desired decay rate of the observer estimation error. Since lim n →∞ λ n = +∞, there exists N ∈ N such that
We will show that (16) implies the exponential convergence of n > N z n (t)φ n (·) with the decay rate δ. Thus, it can be approximated by zero. The term N n = 1 z n (t)φ n (·) is approximated using the Luenberger-type observer
with the injection gains l 1 , . . . , l N ∈ R. Remark 2: Our results can be easily extended to arbitrary initial conditionsẑ n (t) = z 0 n , n = 1, . . . , N . We consider (17c) to avoid some technical details.
Introduce the estimation error
If e(·, t) ∈ L 2 (0, 1), it can be presented as
where, in view of (13) and (17a)
In view of (15) and (17b), relation (20a) implieṡ
which can be presented aṡ
Since
If τ (t) ≡ 0, then (24) guarantees ISS of (22) with respect to ζ(t), which decays exponentially (we show this below). Thus, (22) is exponentially stable for τ (t) ≡ 0 and remains so for τ (t) ≤ τ M with a small enough τ M . The next theorem allows to find admissible τ M . Theorem 1: Consider the system (3) with the measurements (4) subject to (5) and the boundary observer (17) with λ n , φ n from (12) , N satisfying (16) with an arbitrary decay rate δ > 0, and
and positive-definite matrices P, S, R ∈ R N ×N such that
where Φ = {Φ ij } is the symmetric matrix composed from
with A and C from (23). Then, there exists M > 0, such that
for any initial function z 0 from (8).
Proof: Since φ n and λ n defined in (12) are eigenfunctions and eigenvalues of the operator A defined in (10)
The latter, (3), and (18) imply
Lemma 3: There exists a unique strong solution of (29) for any initial function z 0 satisfying (8) .
Proof is given in Appendix. The strong solution e(·, t) of (29) can be presented as the series (19) and, by Parseval's identity
The second term can be bounded as
To bound the first summand of (30), i.e., the state of (22), we first show that ζ(t) exponentially converges to zero. Since φ n (1) = e(1, t) = 0 and φ n 2
The last inequality is obtained in a manner similar to (31). Consequently,
Consider the functional
We consider V τ (t) on [t * , ∞) with t * from (5). On this interval, (22) does not depend onē(t) with t < 0. Thus, we formally setē(t) =ē(0) for t < 0 to define V τ on [t * , τ M ) (see [15] ). We havė 
Similarly to [19] , we use the descriptor representation of (22)
Summing up (35) and (37), for γ > 0, we obtaiṅ
Since Φ < 0, the inequality Ψ < 0 holds for a large enough γ ∈ R. Moreover, Φ < 0 holds with δ replaced by δ + if > 0 is small enough. Thus,
The comparison principle implies that
Due to (5),ė(t) = Aē(t) for t ∈ [0, t * ), thus, |ē(t)| ≤ e κ t |ē(0)| for t ∈ [0, t * ) with some κ > 0. Therefore, for some C > 0
The latter and (41) imply
with some M 1 > 0. Finally, we have
with some M > 0. Thus, (27) is true. Remark 3: We have to use the H 1 -norm in the right-hand side of (27), since the L 2 -norm does not take into account the point values that we use as measurements (4) . Namely, we cannot bound ζ without using the space derivative as in (33).
Corollary 1: The observer (17) with L = (l 1 , . . . , l N ) T satisfying (24) converges to (3) with the decay rate δ in the sense of (27) if the delay bound τ M is small enough.
Proof: Take P from (24), P 2 = P , P 3 = εI > 0, R = μ −1 I > 0, G = S = 0, and τ M = 0. Then,
Clearly,
By Schur's complement lemma, Φ < 0 is equivalent to
In view of (24), the later holds for small ε > 0 and μ > 0. Thus, Φ < 0 is feasible for τ M = 0. By continuity, it remains so for a small τ M > 0.
Then, Theorem 1 implies (27).
The well-posedness of (8), (29) 
. , l N )
T satisfying (24) exponentially converges to (3) with the decay rate δ in the sense of (27). 
III. SAMPLED-DATA BOUNDARY MEASUREMENTS
In this section, we construct an observer for the system (3) under the sampled in time boundary measurements
where 0 = t 1 < t 2 < t 3 < · · · are sampling instants satisfying
Remark 5: The output (46) can be presented as (4) with (5) is satisfied with t * = 0. The condition 0 < τ m ≤ τ (t) was imposed only to establish the wellposedness of (29) (see Lemma 3), and we will show that it is not required for the measurements (46). Therefore, the results of Theorem 1 can be applied. However, we will perform a more subtle analysis using the ideas of [22] , which take into account the saw-tooth shape of τ (t) and lead to simpler convergence conditions. Similarly to (17) , the boundary observer is constructed aŝ
Theorem 2: Consider the system (3) with the measurements (46) subject to (47) and the boundary observer (49) with λ n , φ n from (12) , N satisfying (16) with an arbitrary decay rate δ > 0, and
and positive-definite matrices P, W ∈ R N ×N such that 2 Υ < 0, where Υ = {Υ ij } is the symmetric matrix composed from
with A and C from (23). Then, there exists M > 0 such that (27) holds for any initial function z 0 from (8).
Proof: Similarly to (29), the estimation error e(x, t) =ẑ(x, t) − z(x, t) satisfies where l(x) = N n = 1 l n φ n (x). Similarly to Lemma 3, the wellposedness of (8) and (51) is established considering f (x, t) = −l(x)e(0, t k ) as constant inhomogeneities on every step [t k , t k + 1 ), k ∈ N. Presenting e as (19), we obtain [cf. (22)]
) and the other notations are from (23) . Consider the functional V h = V 0 + V W with V 0 =ē T (t)Pē(t) and
Note that V W ≥ 0 due to the exponential Wirtinger inequality [23, Lemma 1] . Moreover, V h does not increase in the jumps at t k and is continuous elsewhere. We havė
Summing up, we obtaiṅ
where ξ = col{ē,ė, v, ζ(t k )} and
The rest of the proof is similar to that of Theorem 1.
Corollary 3:
The observer (49) with L = (l 1 , . . . , l N ) T satisfying (24) converges to (3) with the decay rate δ in the sense of (27) if the sampling period h is small enough.
Proof: Take P from (24), P 2 = P , P 3 = εI > 0, W = μ −1 I > 0, and h = 0. Calculating the Schur complement, we find that Υ < 0 is equivalent to (45), which, in view of (24), holds for small ε > 0 and μ > 0. Thus, Υ < 0 is feasible for h = 0 and, by continuity, remains so for a small τ M > 0. Then, Theorem 2 implies (27).
Remark 6: The LMIs of Theorem 2 can be transformed to solve the design problem in a manner similar to Remark 4.
Remark 7: If the sampling is uniform, i.e., t k = kh, the system (52) can be studied using the discretization [21, Sec. 7.1.1]. Combining it with the modal decomposition technique, one will obtain necessary and sufficient conditions for (3), (46), (49) to satisfy (27). The advantage of the Lyapunov-Krasovskii approach developed here is that it leads to simple conditions under variable sampling (47).
IV. EXAMPLE
Consider the system (3) with a = 25 and sampled in time boundary measurements (46) subject to (47). We consider an unstable plant since otherwiseẑ(x, t) = 0 is an exponentially converging estimate. Let δ = 1 be the desired rate of convergence of the observation error. Since (16) holds with N = 2, the observer (49) with appropriate injection gains l 1 , l 2 provides exponentially converging state estimate for a small enough sampling period h. To find l 1 , l 2 , and h, we take small h and increase it while the design LMIs with ε = 0.5 (see Remarks 4 and 6) remain feasible. This gives
The analytical bound for the uniform sampling is h ≈ 0.081, which we found using the method described in Remark 7. Note that we used the Lyapunov functional with the Wirtinger-based term (53) that leads to simple LMIs on the account of some conservatism. Less conservative conditions may be derived using other types of Lyapunov functionals (see, e.g., [24] ). The results of numerical simulations for the initial function
are given in Figs. 1 and 2. For comparison, Fig. 2 also shows the error under the continuous measurements y(t) = z(0, t). The observer (49) coincides with (17) for τ (t) defined in (48). Thus, it can be studied using Theorem 1 and Remark 4. In the considered example, these conditions lead to a smaller sampling period h = 0.031 with approximately the same injection gains l 1 , l 2 .
V. CONCLUSION
We have designed finite-dimensional observers for a 1-D reactiondiffusion system under delayed and sampled in time boundary measurements. We showed how to choose the observer injection gains and proved that it provides exponentially converging estimate if the timedelay or sampling period are small enough. The obtained LMIs allow to find admissible bounds on the delay and sampling period. The pro-posed observers can be used to design network-based controllers for parabolic systems. This may be a subject of the future research.
APPENDIX PROOF OF LEMMA 3
The proof is based on [16, Th. 7.7] and the step method. 
