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O objetivo deste trabalho e´ investigar a construc¸a˜o de uma abordagem estat´ıstica como recurso heur´ıstico
de compreensa˜o das relac¸o˜es entre mecaˆnica e termodinaˆmica no interior do programa de pesquisa de Ludwig
Boltzmann (1844-1906). Neste contexto, a func¸a˜o de distribuic¸a˜o das velocidades moleculares de J.C. Maxwell
(1831-79), acerca da qual Boltzmann fara´ diferentes leituras, desempenhara´ um papel central na medida em que
e´ a partir dela que novos instrumentos heur´ısticos surgira˜o, tais como os conceitos de “ensemble estat´ıstico” e
“probabilidade de estado”, que representam um esforc¸o conceitual no sentido de associar aos estados do fenoˆmeno
sob ana´lise a probabilidade da sua realizac¸a˜o.
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The purpose of this paper is to investigate the construction of a statistical approach as a heuristic tool to
understand the relations between mechanics and thermodynamics inside Ludwig Boltzmann´s (1844-1906) re-
search program. In this context, J.C Maxwell´s (1831-79) distribution function of molecular velocities, which
Boltzmann interpreted in different ways, will have a central role for being the source of new heuristic tools, such
as the “statistical ensemble” and the “probability of state”. These represent a conceptual effort as they associate
the probability of its realization to the state of the phenomenon under analysis.
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1. Introduc¸a˜o
O programa de pesquisa de Ludwig Boltzmann (1844-
1906) se insere no contexto do programa mecanicista
do se´culo XIX comprometido em ampliar e colocar
em operac¸a˜o os recursos da mecaˆnica, tomada por ele
como uma representac¸a˜o adequada e unificadora dos
fenoˆmenos da natureza, com vistas a` resoluc¸a˜o de pro-
blemas no aˆmbito da f´ısica teo´rica2. Assim e´ que,
em seu esforc¸o por compreender e explicar, sob uma
perspectiva microsco´pica, as propriedades observa´veis
da mate´ria, Boltzmann se viu diante do desafio de
definic¸a˜o e explicac¸a˜o do equil´ıbrio termodinaˆmico.
Do ponto de vista macrosco´pico, os processos termo-
dinaˆmicos sa˜o extremamente esta´veis e regulares, o
que era de dif´ıcil reconciliac¸a˜o com o fato de que os
sistemas mecaˆnicos sa˜o compostos por uma enorme
quantidade de part´ıculas que se movem com um mo-
vimento bastante irregular. Ale´m do mais, os siste-
mas termodinaˆmicos na˜o sa˜o unicamente esta´veis, mas
tambe´m irrevers´ıveis, embora a reversibilidade seja to-
talmente apropriada ao comportamento individual das
part´ıculas que compo˜em esses sistemas. Ao tentar ex-
plicar a irreversibilidade, Boltzmann foi levado a` inves-
tigac¸a˜o das propriedades moleculares dos estados ter-
modinaˆmicos e a desenvolver um tratamento geral do
equil´ıbrio te´rmico, ultrapassando assim, as abordagens
correntes em teoria cine´tica dos gases, desenvolvidas
por R. Clausius (1822-88) e J.C. Maxwell (1831-79).
A utilizac¸a˜o das ferramentas da mecaˆnica anal´ıtica,
guiadas por sua perspectiva atomista de entendimento
da estrutura da mate´ria, lhe possibilitou o tratamen-
to matema´tico do movimento microsco´pico e a conse-
qu¨ente construc¸a˜o de uma abordagem estat´ıstica como
recurso heur´ıstico de compreensa˜o das relac¸o˜es entre
mecaˆnica e termodinaˆmica no interior do seu programa
de pesquisa. Neste contexto, a func¸a˜o de distribuic¸a˜o
das velocidades moleculares de Maxwell, acerca da qual
Boltzmann fara´ diferentes leituras, desempenhara´ um
papel central na medida em que e´ a partir dela que
novos instrumentos heur´ısticos surgira˜o, tais como os
conceitos de “ensemble estat´ıstico” e “probabilidade
1E-mail: cassio@unb.br.
Copyright by the Sociedade Brasileira de F´ısica. Printed in Brazil.
2Uma discussa˜o mais ampla do Programa de Pesquisa de Boltzmann para a Mecaˆnica Estat´ıstica pode ser encontrada em [1].
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de estado”, que representam um esforc¸o conceitual no
sentido de associar aos estados do fenoˆmeno sob ana´lise
a probabilidade da sua realizac¸a˜o. Neste sentido, iden-
tificamos em Boltzmann na˜o somente a construc¸a˜o da-
quilo que, numa linguagem estat´ıstica se conhece como
“espac¸o amostral”3, o espac¸o dos eventos, o conjunto
de todos os poss´ıveis resultados de uma determinada
experieˆncia, mas tambe´m o esforc¸o em atribuir proba-
bilidades a esse espac¸o, conduzindo-nos a` noc¸a˜o moder-
namente constru´ıda de “espac¸os de probabilidades”4. E´
como elo de ligac¸a˜o entre os dois que se pode identificar
a noc¸a˜o de “ensemble” no programa de Boltzmann.
2. A transic¸a˜o de uma abordagem cine´-
tica para uma abordagem estat´ıstica
O marco referencial da construc¸a˜o do programa de pes-
quisa de Boltzmann foi a publicac¸a˜o do artigo “Sobre
o significado mecaˆnico da 2a lei da termodinaˆmica” [2],
onde ele buscou, atrave´s de uma abordagem cine´tica,
compreender a irreversibilidade termodinaˆmica no qua-
dro referencial da mecaˆnica. Atacar o problema da ir-
reversibilidade significava conciliar o cara´ter irregular,
revers´ıvel do movimento dos elementos constituintes de
um dado sistema, com o cara´ter regular, irrevers´ıvel,
apresentado por esses mesmos sistemas quando vistos
de um ponto de vista macrosco´pico. Naquele momento,
os recursos de que Boltzmann dispunha eram, ale´m dos
conceitos e leis da mecaˆnica, dos conceitos e princ´ıpios
da termodinaˆmica estabelecidos por Clausius (1822-
88), a`queles gestados no interior do Programa Cine´tico-
Molecular, cujo nu´cleo central era a ide´ia de que o com-
portamento e a natureza das substaˆncias resultam do
movimento de uma enorme quantidade de elementos
que, em u´ltima instaˆncia, obedecem a`s leis da mecaˆnica.
Do ponto de vista heur´ıstico a estrate´gia de Boltzmann
neste momento era remeter os fenoˆmenos macrosco´picos
a` estrutura da mate´ria e ao movimento individual dos
seus elementos constituintes (a´tomos), atrave´s da apli-
cac¸a˜o dos princ´ıpios da mecaˆnica ao comportamento
desses elementos. Desta forma ele se propoˆs enfrentar
o problema da irreversibilidade, tendo conseguido esta-
belecer uma analogia mecaˆnica para a entropia atrave´s
da prova de um teorema reconhecido como a forma ge-
neralizada do princ´ıpio da mı´nima ac¸a˜o5. Apesar disso,
a explicac¸a˜o para o seu aumento irrevers´ıvel continuou
em aberto visto que em sua caracterizac¸a˜o mecaˆnica
do estado de equil´ıbrio, Boltzmann se restringiu a sis-
temas estritamente perio´dicos e, portanto, revers´ıveis
mecanicamente.
Foi no contato com a “func¸a˜o de distribuic¸a˜o das ve-
locidades moleculares” de Maxwell (1831-79) que Boltz-
mann, atrave´s de diferentes leituras da mesma, encon-
trou novos elementos heur´ısticos para seus desenvolvi-
mentos posteriores.
A func¸a˜o de distribuic¸a˜o de velocidades foi inicial-
mente derivada por Maxwell para o caso particular
de um ga´s monoatoˆmico em equil´ıbrio na auseˆncia
de forc¸as externas e posteriormente generalizada pelo
pro´prio Boltzmann numa se´rie de artigos ([3], [5], [6]
e [4]) dedicados ao estudo do equil´ıbrio te´rmico. Ne-
les, Boltzmann generaliza a func¸a˜o de distribuic¸a˜o e es-
tende o teorema de equ¨ipartic¸a˜o de energia para o caso
de mole´culas poliatoˆmicas sob a ac¸a˜o de um potencial.
Diferente de 1866, quando o estado termodinaˆmico
de um corpo foi definido microscopicamente por ele
atrave´s do movimento de um u´nico a´tomo, cuja vali-
dade foi estendida para todos os demais (abordagem
cine´tica), a partir da func¸a˜o de distribuic¸a˜o de veloci-
dades moleculares de Maxwell, Boltzmann vai falar do
estado termodinaˆmico de um corpo em func¸a˜o dos limi-
tes das coordenadas dos a´tomos, estando estes limites
definidos em termos de probabilidades ([4], [6]).
Portanto, o contato de Boltzmann com os trabalhos
de Maxwell marca uma nova etapa no desenvolvimento
do seu programa de pesquisa, que sera´ marcada basica-
mente pelo uso de dois procedimentos:
1. Utilizac¸a˜o da “func¸a˜o de distribuic¸a˜o” em substi-
tuic¸a˜o a um conjunto completo de varia´veis mo-
leculares
2. Substituic¸a˜o de argumentos de natureza cine´tica,
ligados a` descric¸a˜o temporal do movimento irre-
gular das part´ıculas, por argumentos de natureza
probabil´ıstica, que va˜o estabelecer as relac¸o˜es
entre a evoluc¸a˜o do sistema no tempo e os limites
do movimento das part´ıculas no espac¸o.
A partir desta nova abordagem comec¸a a se deli-
near no programa de Boltzmann um novo me´todo de
tratamento do equil´ıbrio termodinaˆmico caracterizado,
de um lado pela criac¸a˜o do “ensemble estat´ıstico” e,
por consequ¨eˆncia, pela adoc¸a˜o de um novo espac¸o, que
na˜o e´ mais o espac¸o µ das part´ıculas individuais, mas
o espac¸o de todo o ga´s, o espac¸o Γ, denominado de
“espac¸o de fase”, espac¸o de todos os estados acess´ıveis
ao sistema estudado; e de outro lado pela substituic¸a˜o
da me´dia temporal por uma me´dia espacial, tomada so-
bre todo ensemble estat´ıstico, na representac¸a˜o de uma
3Na mecaˆnica estat´ıstica ele corresponde ao conjunto de todos os estados microsco´picos (microestados) acess´ıveis ao sistema, o espac¸o
no interior do qual os estados estara˜o distribu´ıdos com suas respectivas probabilidades.
4Do ponto de vista moderno um “espac¸o de probabilidades” e´ formado por um trio (Ω,Λ, P ), onde Ω e´ um conjunto na˜o vazio
representando o espac¸o amostral. Λ e´ um subconjunto de Ω (uma a´lgebra de eventos) e P e´ uma probabilidade em Λ.











que Boltzmann estabeleceu formalmente as relac¸o˜es entre a quantidade de calor fornecida aos corpos e a variac¸a˜o do movimento de cada
a´tomo no espac¸o, atrave´s da igualdade entre a variac¸a˜o da ac¸a˜o e a variac¸a˜o da energia cine´tica de cada a´tomo.
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dada quantidade f´ısica macrosco´pica (varia´vel termo-
dinaˆmica).
Precisemos um pouco melhor este n´ıvel heur´ıstico
no pensamento de Boltzmann, constru´ıdo ao longo do
ano de 1871, em cuja raiz se encontra uma importante
hipo´tese que os Ehrenfests posteriormente apelidaram
de “hipo´tese ergo´dica” ([6, p. 270], [12, p. 21]) e que
marca de uma maneira bastante peculiar a transic¸a˜o, no
programa de Boltzmann, de uma abordagem cine´tica
para uma abordagem estat´ıstica.
Para calcularmos a me´dia temporal de uma dada
grandeza A no laborato´rio, normalmente tomamos a
me´dia dos seus valores num tempo muito grande t. As-
sim, podemos escrever







Por outro lado pode-se imaginar um conjunto de
sistemas distribu´ıdos no espac¸o de fase (“ensemble
estat´ıstico”) de tal forma que a densidade destes siste-
mas seja dada por ρ(q, p). O valor me´dio da grandeza






A hipo´tese de Boltzmann consistiu em supor que
os valores me´dios definidos pelas Eqs. (2) e (3) sa˜o
ideˆnticos, e igual ao valor termodinaˆmico de A. Isto si-
gnifica assumir que a me´dia de uma func¸a˜o no tempo,
obtida seguindo os pontos da sua trajeto´ria, seria to-
mada sobre todos os pontos e, portanto, se igualaria a`
me´dia de fase.
E´ na base desta suposic¸a˜o que vamos encontrar
aquilo que os Ehrenfests apresentaram em 1911 como
sendo a “justificativa de Boltzmann-Maxwell” [12,
p. 21], que ficou conhecida como “hipo´tese ergo´dica”,
ou seja, a ide´ia de que a trajeto´ria de fase de um sis-
tema dinaˆmico (u´nico) e´ tal que esta passa por todos
os pontos compat´ıveis com sua energia total 6.
Na visa˜o de Von Plato [18], admitir esta ide´ia si-
gnifica adotar uma leitura pouco atenta do trabalho de
Boltzmann, para quem a ide´ia de uma trajeto´ria u´nica
preenchendo o conjunto do espac¸o dos estados estava
bastante distante do seu horizonte. De fato, Boltzmann
admite a possibilidade de diferentes trajeto´rias (as fi-
guras de Lissajous sa˜o o exemplo de movimento que
ele utiliza), formulando a ergodicidade como a condic¸a˜o
de existeˆncia de unicamente uma invariante do movi-
mento: a energia total. Portanto, na impossibilidade de
atribuir comportamento ergo´dico a um sistema u´nico,
o que significava admitir como poss´ıvel a dependeˆncia
teo´rica a`s condic¸o˜es iniciais, Boltzmann vai utilizar o
que posteriormente ele caracterizou como sendo um tru-
que (“Kunstgriff”), “a ficc¸a˜o de sistemas independentes
infinitamente congruentes”[8, p.123], “Inbergriff von
Systeme” (“a mais alta representac¸a˜o do sistema”), os
chamados “ensembles”, como ficaram conhecidos apo´s
Gibbs. Para o caso espec´ıfico aqui considerado, aqueles
onde todos os sistemas teˆm a mesma energia, Boltz-
mann utilizou a expressa˜o “Ergoden”7 (“ensemble mi-
crocanoˆnico” de Gibbs). Desta forma, os “ensembles”
sa˜o introduzidos como recurso heur´ıstico na soluc¸a˜o do
problema de calcular as propriedades macrosco´picas dos
gases independentemente de sua evoluc¸a˜o microsco´pica.
Posteriormente, o “me´todo de ensemble” se tornou
um instrumento fundamental para a f´ısica estat´ıstica
atrave´s do trabalho de Willard Gibbs (1839-1903), que
cita Boltzmann em seu prefa´cio de Princ´ıpios Elemen-
tares de Mecaˆnica Estat´ıstica [15, p. viii] como o pio-
neiro no uso desse tipo de representac¸a˜o.
Para justificar isto, Boltzmann considerou que du-
rante a evoluc¸a˜o do sistema, o tempo ∆t gasto em um
dado elemento de volume ∆V do espac¸o de fase (dis-










onde V e´ o volume total da regia˜o considerada.
Suponha que um dado sistema S se encontre, du-
rante um per´ıodo de tempo suficientemente longo, τ ,
no estado Si por um per´ıodo de tempo τi. Da mesma
forma que no´s podemos definir a frequ¨eˆncia relativa de
um dado evento, pode-se definir a proporc¸a˜o relativa
de tempo no qual o ga´s permanece naquele estado ( τiτ ).
Esta foi a estrate´gia de Boltzmann ao identificar esta
frac¸a˜o de tempo ( τiτ ) com a “probabilidade de estado”.
Pode-se, portanto, compreender este per´ıodo do
trabalho de Boltzmann (1868-1871) como marcando
o in´ıcio da construc¸a˜o daquilo que, numa linguagem
estat´ıstica, se conhece como “Espac¸o Amostral”, o
espac¸o dos eventos, que na perspectiva da mecaˆnica
estat´ıstica corresponde ao conjunto de todos os esta-
dos microsco´picos (microestados) acess´ıveis ao sistema,
o espac¸o no interior do qual os estados estara˜o dis-
tribu´ıdos com suas respectivas probabilidades. Neste
sentido, podemos visualizar no horizonte do programa
Boltzmanniano para a mecaˆnica estat´ıstica, cujo des-
dobramento reconhecemos no trabalho de Gibbs, o uso
de dois tipos de “espac¸os amostrais”, a saber:
Espac¸o Amostral I : aquele onde os estados esta˜o
distribu´ıdos com igual probabilidade e que sa˜o re-
presentados pelos chamados “Ergoden” de Boltz-
mann(“ensemble microcanoˆnico” de Gibbs.)
Espac¸o Amostral II : aquele onde os estados se
distribuem segundo diferentes pesos probabil´ısticos, da-
dos pela distribuic¸a˜o de Maxwell-Boltzmann e represen-
6Esta posic¸a˜o tem sido motivo de controve´rsias com importantes contribuic¸o˜es da parte de Brush [10], von Plato [18] e [13].
7A expressa˜o foi introduzida explicitamente pela primeira vez por Boltzmann em 1884 [7].
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tados pelo que Boltzmann chamou de “Holode”8 (“en-
semble canoˆnico” de Gibbs.)
Os Ergoden de Boltzmann sa˜o caracterizados pela
condic¸a˜o restritiva de que todos os sistemas pertencen-
tes ao ensemble tenham a mesma energia. Utilizando
este tipo de ensemble como me´todo de ana´lise para si-
tuac¸o˜es de equil´ıbrio, Boltzmann procurou resolver o
problema da equipartic¸a˜o da energia entre os va´rios
graus de liberdade do sistema, um resultado bem esta-
belecido por Clausius para o caso de um ga´s livre e por
ele pro´prio para o caso de part´ıculas interagentes. Mas
a percepc¸a˜o de Boltzmann transcendeu ao caso particu-
lar de Ergoden. Numa carta dirigida a Helmholtz, que
data de 27 de dezembro de 1844, ele reconhece a neces-
sidade de ampliar o seu conceito de Ergoden (ensemble
microcanoˆnico) com o objetivo de encontrar uma classe
apropriada de sistemas mecaˆnicos ana´logos ao compor-
tamento dos sistemas termodinaˆmicos.
Em seu artigo de 1885 [8], utilizando o que ele chama
de truque (“Kunstgriff”),a ficc¸a˜o de sistemas indepen-
dentes infinitamente congruentes, apoiado em resulta-
dos obtidos em alguns de seus artigos anteriores [4, 5, 6],
Boltzmann vai estabelecer as propriedades essenciais de
um ensemble, um novo me´todo de ana´lise alternativo ao
me´todo de evoluc¸a˜o temporal que marcou o seu artigo
de 1872, mostrando que os ensembles podem represen-
tar um sistema real em equil´ıbrio e que, portanto, po-
dem funcionar como um modelo mecaˆnico para a ter-
modinaˆmica. Em contraposic¸a˜o ao me´todo de evoluc¸a˜o
temporal, que utilizava como recurso heur´ıstico um
espac¸o de 6 dimenso˜es, o espac¸o µ(x,v, t) (espac¸o da
part´ıcula), Boltzmann po˜e em operac¸a˜o um novo espac¸o
de caracter´ısticas mais amplas, que ao inve´s de olhar
unicamente uma part´ıcula, abrange agora o ga´s como
um todo, se mostrando, portanto, mais eficiente na re-
soluc¸a˜o de problemas no interior de sua teoria dos gases.
Inaugura-se assim um novo recurso heur´ıstico, o espac¸o
Γ (espac¸o do ga´s), um espac¸o de 6n dimenso˜es, sendo
n o nu´mero total de part´ıculas no ga´s, onde se pode
representar H(q, p, t).
Ao longo do seu artigo, no contexto de ana´lise deste
novo me´todo, o me´todo de ensembles, Boltzmann in-
troduz a noc¸a˜o de distribuic¸a˜o de probabilidade esta-
ciona´ria9 sobre o espac¸o de fase de N part´ıculas in-
teragentes encerradas em um recipiente de volume V ,
caracterizando um conjunto de tais probabilidades de
um “Monode”(ensemble estaciona´rio numa linguagem
moderna), uma generalizac¸a˜o do conceito de sistemas
monoc´ıclicos de Helmholtz.
Num primeiro momento Boltzmann utiliza a ex-
pressa˜o “Monode” para se referir a um u´nico sistema.
Outras vezes, como bem observa Giovanni Gallavotti
[13, p. 1572], impl´ıcita ou explicitamente, a mesma ex-
pressa˜o e´ usada para um conjunto de distribuic¸o˜es esta-
ciona´rias. Com vistas a simplificar nossa discussa˜o to-
maremos a liberdade, a exemplo de Gallavotti, de usar
a expressa˜o “Monode” para representar um conjunto de
distribuic¸o˜es estaciona´rias, denominando cada um dos
sistemas individuais de “elemento de um monode” (µ).
Trabalhando com a hipo´tese de que entre as
poss´ıveis distribuic¸o˜es estaciona´rias, algumas podem
ser interpretadas como estados de equil´ıbrio ma-
crosco´pico, ele introduz a noc¸a˜o de “Orthode (en-
semble de equil´ıbrio numa linguagem moderna)”, cu-
jas “equac¸o˜es sa˜o completamente ana´logas a`quelas da
teoria mecaˆnica do calor” [8, p. 130].
Indo mais ale´m, ele admite a existeˆncia de no
mı´nimo dois tipos de “Orthode”, parametrizados di-
ferentemente, mas ambos capazes de representar um
sistema em equil´ıbrio te´rmico, a saber:
“Holode” (ensemble canoˆnico de Gibbs)
Paraˆmetros: β (temperatura), N (n. de part´ıculas).
µβ,N : Elemento de um ensemble canoˆnico
µβ,N (dpdq) =
dp1 . . . dpndq1 . . . dqn
const.
e−β(K+φ). (5)
“Ergode” (ensemble microcanoˆnico de Gibbs)
Paraˆmetros: U (energia), N (n. de part´ıculas).
µU,N : Elemento de um ensemble microcanoˆnico
µU,N (dpdq) =
dp1 . . . dpndq1 . . . dqn
const.
δ(K(p) + φ(q)− U). (6)
Desta forma Boltzmann estabeleceu os ensem-
bles canoˆnicos e microcanoˆnicos como representantes
leg´ıtimos do equil´ıbrio te´rmico de um dado sistema,
provendo desta forma modelos mecaˆnicos para a ter-
modinaˆmica.
Neste sentido, a tarefa da Mecaˆnica Estat´ıstica
nascente neste momento sera´ a de construir estrate´gias
para se atribuir probabilidades ao espac¸o dos estados.
Portanto, a emergeˆncia do Programa Mecaˆnico-
Estat´ıstico pode ser caracterizada, no programa de
Boltzmann, a partir da transic¸a˜o de uma abordagem
cine´tica para uma abordagem estat´ıstica, tendo como
instrumento heur´ıstico de mediac¸a˜o a func¸a˜o de distri-
buic¸a˜o de velocidades de Maxwell. Numa linguagem
estat´ıstica podemos dizer que na abordagem cine´tica
Boltzmann atribu´ıa a` amostra (mole´cula) a propriedade
me´dia da populac¸a˜o (ga´s). Na abordagem estat´ıstica
a func¸a˜o de distribuic¸a˜o vai formar a base das argu-
mentac¸o˜es que lhe permitira˜o essa extrapolac¸a˜o.
Para que possamos ter uma melhor clareza desse
processo de transic¸a˜o, relaciono em seguida os elemen-
tos caracter´ısticos de cada uma dessas abordagens:
8No cap. 10, onde a construc¸a˜o de uma “teoria de ensemble” no programa de Boltzmann e´ discutida, esta noc¸a˜o aqui apenas citada,
sera´ apresentada.
9A noc¸a˜o de estacionaridade e´ devida a Maxwell em [Maxwell, 1879, p. 715.]
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Abordagem cine´tica
i) Uso de argumentos de natureza cine´tica liga-
dos a descric¸a˜o temporal do movimento irre-
gular das part´ıculas que compo˜em o sistema
sob investigac¸a˜o.
ii) A descric¸a˜o matema´tica do estado Si de um
dado sistema S por um conjunto de pontos
(r1, r2, . . . rn) em um espac¸o euclidiano de 6
dimenso˜es (Espac¸o-µ), onde ri representa as
treˆs coordenadas de posic¸a˜o e momento da
part´ıcula i.
iii) Uso de Me´dias Temporais no ca´lculo das
grandezas termodinaˆmicas
Abordagem estat´ıstica
i) Uso de argumentos de natureza proba-
bil´ıstica.
ii) A descric¸a˜o matema´tica do estado Si de um
dado sistema S por um u´nico ponto em um
espac¸o de dimensa˜o 6N , onde N e´ o nu´mero
total de part´ıculas no sistema (Espac¸o-Γ).
Para cada r1, r2, . . . rn no espac¸o µ corres-
ponde um ponto no espac¸o Γ.
iii) A noc¸a˜o de “ensemble estat´ıstico”.
iv) Uso de me´dias espaciais calculadas no “en-
semble estat´ıstico” para o ca´lculo das gran-
dezas termodinaˆmicas.
As sec¸o˜es seguintes procuram abordar em maiores
detalhes a construc¸a˜o dessa transic¸a˜o para uma abor-
dagem mecaˆnico-estat´ıstica.
3. A distribuic¸a˜o de Maxwell-Boltz-
mann: O me´todo cine´tico e o me´todo
combinatorial
Em 1868, com Estudos Sobre o Equil´ıbrio das Forc¸as
Vivas [Energia Cine´tica] entre Pontos Materiais em
Movimento ([3]), Boltzmann estendeu a distribuic¸a˜o
de equil´ıbrio para as velocidades moleculares de Max-
well num ga´s monoatoˆmico, tratando o caso quando um
campo de forc¸as externo, como por exemplo o campo
gravitacional, esta´ presente (Distribuic¸a˜o de Maxwell-
Boltzmann). Nesta oportunidade ele nos apresentou
dois diferentes me´todos para alcanc¸ar este objetivo: o
me´todo cine´tico e o me´todo combinatorial.
3.1. O me´todo cine´tico
Neste me´todo, Boltzmann parte das mesmas consi-
derac¸o˜es cine´ticas de Maxwell em On the Dynamical
Theory of Gases [17], so´ que desta vez considerando
o caso quando um campo de forc¸as externo, como por
exemplo o campo gravitacional esta´ presente. Estas
considerac¸o˜es sa˜o as seguintes:
1. O estado de equil´ıbrio e´ resultado da colisa˜o entre
as mole´culas (argumento cine´tico).
2. As velocidades das mole´culas em colisa˜o sa˜o esta-
tisticamente independentes, o que significa des-
considerar qualquer correlac¸a˜o entre as mole´culas
que colidem. Esta afirmac¸a˜o recebeu por parte
de Boltzmann a denominac¸a˜o de “Stosszahlan-
satz”(“caos molecular”).
3. Conservac¸a˜o da energia.
Seu ponto de partida, explicitado logo na introduc¸a˜o
do artigo de 1868, e´ um questionamento acerca do com-
portamento das mole´culas, caracterizadas como pon-
tos materiais, quando deixadas sozinhas por um longo
tempo.
Todos os princ´ıpios da mecaˆnica anal´ıtica
ate´ agora desenvolvidos limitam-se a` pas-
sagem de um sistema de pontos materiais
de um certo estado a outro, a despeito das
leis de mudanc¸a daquela situac¸a˜o e da ve-
locidade de tais pontos materiais eles sa˜o
deixados a si mesmos por um longo tempo
em movimento, com excec¸a˜o da teoria dos
gases ideais com respeito a teoremas ainda
quase nada conhecidos. Da mesma forma os
teoremas da teoria mecaˆnica do calor, que
se referem a tais movimentos, ate´ agora per-
manecem incoerentes em seus fundamentos
anal´ıticos. Eu quero em seguida dar va´rios
exemplos e finalmente calcular um teorema
geral para a probabilidade das diferentes
posic¸o˜es e velocidades dos pontos materiais
em movimento. [3, p. 49]
Insatisfeito com a derivac¸a˜o da func¸a˜o de distri-
buic¸a˜o feita por Maxwell, que ele considerava dif´ıcil de
ser entendida devido a sua breve apresentac¸a˜o, Boltz-
mann dedica a primeira sec¸a˜o (Reflexo˜es Sobre uma In-
finidade de Pontos Materiais) do seu artigo, para preen-
cher algumas lacunas e ilustrar com exemplos concretos
alguns aspectos que, segundo ele, Maxwell tinha enco-
berto, tal como a natureza da func¸a˜o de distribuic¸a˜o.
E´ aqui que no´s encontramos pela primeira vez a sua
primeira definic¸a˜o da noc¸a˜o de probabilidade, concebida
como me´dia temporal.
Se ϕ(c)dc e´ a soma do tempo durante o qual
a velocidade de qualquer esfera, no curso de
um tempo muito grande, jaz entre c e c+dc
dividido por este tempo muito grande, por-
tanto a probabilidade de c estar entre c e
c+ dc e N o nu´mero de esferas, enta˜o
Nϕ(c)dc
e´ o nu´mero de esferas por unidade de su-
perf´ıcie cujas velocidades esta˜o entre c e
c+ dc. [3, p. 50]
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A probabilidade e´ aqui identificada com a frac¸a˜o de
um intervalo de tempo suficientemente longo, durante
o qual a velocidade de uma mole´cula espec´ıfica tem va-
lores dentro de um certo elemento de volume no espac¸o
das velocidades. Posteriormente, como veremos mais
adiante em seu artigo de 1871, as probabilidades va˜o
aparecer de uma forma bem mais expl´ıcita, vinculadas
a` noc¸a˜o de estado de um sistema, que sera´ definido em
func¸a˜o dos limites das coodenadas dos a´tomos.
A noc¸a˜o de probabilidade concebida como me´dia
temporal encontra sua origem ja´ no artigo de 1866,
quando Boltzmann trata a temperatura como func¸a˜o da
energia cine´tica me´dia de cada mole´cula no tempo [2, p.
14]. Na ocasia˜o, mesmo sem empregar a palavra pro-
babilidade Boltzmann fez uso de noc¸o˜es probabil´ısticas
em seus racioc´ınios.
Analisando o processo de colisa˜o de duas mole´culas,
agora sob a ac¸a˜o de um potencial, ele se coloca o se-
guinte problema:
Ao longo de uma linha OX move-se uma es-
fera ela´stica com massa M , que e´ atra´ıda
para O por uma forc¸a que e´ uma func¸a˜o
unicamente da distaˆncia do seu centro a O.
Ela esta´ sendo continuamente bombardeada
por esferas ela´sticas de massa m com va´rias
velocidades em intervalos de tempo irregu-
lares, tal que se no´s olhamos as esferas que
bombardeiam distante de O sobre a linha
OX, enta˜o o nu´mero de esferas com velo-
cidades entre c e c + dc encontradas em
me´dias sobre a unidade de comprimento e´
uma func¸a˜o definida de c, Nφ(c)dc. O po-
tencial da forc¸a com que M e´ atra´ıda para
O e´ χ(x), enta˜o, contanto que o movimento





onde C e´ a velocidade da esfera M e x a
distaˆncia do seu centro a partir de O. A
natureza da colisa˜o e´ completamente deter-
minada por treˆs quantidades x, A e c. O
tempo durante o qual, no curso da unidade
de tempo a constante A da Eq. (9) jaz entre
os valores A e A+dA sera´ φ(A)dA. [3, p. 61]
O problema aqui colocado era o de encontrar a
frac¸a˜o de tempo durante a qual A esta´ entre A e A+dA
e x entre x e x+dx. Boltzmann concluiu que esta frac¸a˜o




A condic¸a˜o de conservac¸a˜o da energia cine´tica na
derivac¸a˜o de Maxwell10 e´ substitu´ıda pela condic¸a˜o de
conservac¸a˜o da energia total (cine´tica mais potencial)

















Com o estabelecimento dessa nova condic¸a˜o (a
existeˆncia de um campo de forc¸as externo) foi poss´ıvel






onde B e h sa˜o constantes. A constante h esta´ relacio-
nada a` temperatura absoluta e e´ modernamente equi-
valente a 1KT , sendo K a constante de Boltzmann
11.
A func¸a˜o definida pela Eq. (10) e´ atualmente conhe-
cida como distribuic¸a˜o de Maxwell-Boltzmann, e nos da´
a probabilidade de que uma mole´cula seja encontrada
em um lugar com uma dada energia E = 12mc
2+χ(x).
O fator e−hE , atualmente conhecido como “fator de
Boltzmann”, e´ agora amplamente utilizado em f´ısica
molecular, visto que χ pode ser a func¸a˜o energia po-
tencial para todas as forc¸as atuando sobre a mole´cula,
incluindo aquelas de outras mole´culas. Combinado com
a lei de distribuic¸a˜o de Maxwell, o “fator de Boltzmann
(e−hE)” nos da´ a probabilidade de qualquer estado mo-







Guttmann [19, p. 18] observa que em seus u´ltimos
escritos, Boltzmann se tornou cada vez mais consciente
do qua˜o problema´tica era a introduc¸a˜o do termo “Stoss-
zahlansatz”, ou seja, a afirmac¸a˜o de “caos molecular”.
Isso se depreende da cuidadosa exposic¸a˜o que Boltz-
mann faz das ide´ias de Maxwell em sua obra “Vorle-
sungen u¨ber Gastheorie”[9]. Esta sempre foi uma preo-
cupac¸a˜o de Boltzmann, a ponto de, na segunda sec¸a˜o
do seu artigo (O Equil´ıbrio das Forc¸as Vivas [Ener-
gia Cine´tica] entre um Nu´mero Finito de Pontos Ma-
teriais), ele buscar um caminho diferente (ainda uti-
lizando o me´todo cine´tico) para a derivac¸a˜o da distri-
buic¸a˜o de Maxwell.
Num plano muito grande fechado por to-
dos os lados encontram-se n pontos mate-
riais de massas m1,m2, . . . ,mn e velocida-
des c1, c2, . . . , cn, respectivamente, e entre





















11E´ importante lembrar aqui que Boltzmann na˜o deduziu o valor de K, que foi posteriormente introduzido por Planck em conexa˜o
com sua lei da radiac¸a˜o (1900).
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os quais atuam determinadas forc¸as... A
probabilidade de que a velocidade de um
ponto esteja entre determinados limites e
ao mesmo tempo a velocidade de um outro
se encontre entre outros limites, na˜o sera´
de modo algum produto de cada uma das
probabilidades; a segunda dependera´ muito
mais do valor pressuposto para a velocidade
do primeiro ponto. A velocidade do u´ltimo
ponto e´, enfim, completamente determinada
pelas velocidades dos n − 1 outros, ja´ que
em todo sistema a quantidade de forc¸a viva
[energia cine´tica] se mante´m constante. [3,
p. 80-81]
Trata-se, portanto, de um ga´s formado de mole´culas
monoatoˆmicas [“pontos materiais”] em equil´ıbrio
te´rmico num campo de forc¸as. Aqui, a hipo´tese agora
utilizada e´ a de correlac¸a˜o entre as mole´culas que co-
lidem, o que fica evidenciado na sua afirmac¸a˜o de que
a velocidade da segunda mole´cula dependera´ do valor
pressuposto para a velocidade da primeira.
Em seguida ele nos apresenta mais uma vez (ele ja´ o
tinha feito no in´ıcio da primeira sec¸a˜o do artigo) sua de-
finic¸a˜o da noc¸a˜o de probabilidade enquanto me´dia tem-
poral, identificando-a com o tempo relativo que uma
mole´cula tem velocidade num dado intervalo no espac¸o
das velocidades.
Eu quero, portanto, designar o tempo
durante o qual as velocidades esta˜o dis-
tribu´ıdas de tal maneira que no decorrer
do tempo, c2 esta´ entre c2 e c2 + dc2,
c3 entre c3 e c3 e c3 e c3 + dc3 e assim
por diante ate´ cn, ou seja, a probabili-
dade da distribuic¸a˜o das velocidades, como
ϕ(c2, c3 . . . , cn)dc2dc3 . . . dcn. A probabili-
dade de que c1 esteja entre c1 e c1 + dc1 e
as velocidades restantes, exceto c2, estejam
entre os limites ana´logos, seria:
ϕ(c1, c3, c4, . . . , cn)dc1dc3 . . . dcn,
e assim por diante. [3, p. 81]
Ainda no mesmo contexto de significados, ele assu-
me a existeˆncia de uma quantidade total fixa de energia
que sera´ distribu´ıda entre as diversas mole´culas, de tal
forma que as combinac¸o˜es de energia sa˜o igualmente
prova´veis.

















e a probabilidade de que k2 esteja entre k2 e
k2 + dk2, k3 entre k3 e k3 + dk3 . . . kn entre
kn e kn + dkn seria
ψ1(k2, k3 . . . kn)dk2dk3 . . . dkn.
Seria ana´loga a interpretac¸a˜o de
ψ2(k1, k2 . . . kn) e assim por diante, de modo
que temos















ϕ1(c2c3 . . . cn),
ou




m2m3 . . .mn.√
k2k3 . . . knψ1(k2, k3 . . . kn),
e da mesma forma para os ϕ e ψ restantes.
[3, p. 81]
Na sequ¨eˆncia do seu racioc´ınio, ele passa a consi-
derar (a exemplo da primeira sec¸a˜o) uma colisa˜o entre
um par de mole´culas mr e ms, momento em que ele
propo˜e a substituic¸a˜o da condic¸a˜o de na˜o correlac¸a˜o
entre as velocidades das mole´culas (utilizada na pri-
meira sec¸a˜o) pela correlac¸a˜o entre elas.
Vamos considerar uma colisa˜o entre um par
qualquer de pontos [mole´culas], por exem-
plo mr e ms, que ocorre de maneira que cr
encontra-se entre cr e cr + dcr e cs entre
cs + dcs. Os limites das mesmas grandezas













s.(...) A quantidade dos pon-
tos que se unem entre determinados limites
mais precisamente de modo que ao mesmo
tempo as velocidades dos pontos restan-
tes se encontrem entre c2 e c2 + dc2 . . .
diferencia-se no entanto daquela do pro-
blema anterior pelo simples fato da func¸a˜o
ϕ1(c2, c3, . . . cn)dc2dc3 . . . dcn ser colocada
no lugar do produto ϕ(cr)ϕ(cs)drds. Pode-















ϕ1(c2, c3, . . . cn)
crcs
=
ϕ(c2 . . . c
′
r . . . c
′





Naturalmente o mesmo tambe´m vale para
ϕ2, ϕ3 . . . todas as vezes que




s. [3, p. 82]
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Portanto, a hipo´tese de correlac¸a˜o entre as mole´cu-
las estava, desde o princ´ıpio, no horizonte de trabalho
de Boltzmann, que posteriormente vai perceber que ela
na˜o lhe permite o enfrentamento do problema da ir-
reversibilidade macrosco´pica, optando, portanto pela
hipo´tese de na˜o correlac¸a˜o em seu artigo de 1872.
Mas Boltzmann sente ainda a necessidade de encon-
trar o tempo durante o qual a energia cine´tica de uma
dada mole´cula espec´ıfica encontra-se entre certos limi-
tes, k e k+dk, sem levar em conta a energia das outras
mole´culas. E´ neste momento que ele nos apresenta um
me´todo novo, o me´todo combinatorial.
3.2. O me´todo combinatorial
O me´todo combinatorial e´ independente de quaisquer
afirmac¸o˜es sobre coliso˜es entre as mole´culas e na˜o se
baseia em nenhum argumento de natureza cine´tica. As-
sumindo que a probabilidade de que uma mole´cula seja
encontrada em uma dada regia˜o do espac¸o e´ proporcio-
nal ao “tamanho” daquela regia˜o ele poˆde reconstruir
os resultados usuais do equil´ıbrio te´rmico.
Embora este me´todo na˜o tenha sido bem sucedido
na derivac¸a˜o da distribuic¸a˜o de Maxwell em treˆs di-
menso˜es, ele e´ extremamente valioso para a teoria de
probabilidades e para a f´ısica estat´ıstica [14, p. 486].
A ide´ia central por detra´s deste me´todo e´ que a des-
cric¸a˜o macrosco´pica de um estado de equil´ıbrio (ma-
croestado) na˜o distingue entre os muitos estados mi-
crosco´picos (microestado) que sa˜o compat´ıveis com ele.
O que Boltzmann fez foi considerar um sistema (um
ga´s composto de um nu´mero n muito grande, mas fi-
nito, de mole´culas) com energia total E dividida em k
pedac¸os discretos x, de tal modo que E =
∑
i ki = nx,
onde ki e´ a energia da i-e´sima mole´cula12.
Em termos gerais, o problema com o qual Boltz-
mann se deparou foi o seguinte:
Qual e´ a probabilidade de que a energia de uma
mole´cula esteja entre k e k+dk independente das
energias das outras mole´culas do sistema?
Sua intenc¸a˜o era derivar uma expressa˜o para o
nu´mero dos diferentes caminhos poss´ıveis de divi-
dir a quantidade total de energia entre as diferentes
mole´culas.
Seu ponto de partida na busca de soluc¸a˜o do pro-
blema foi dividir a energia total nx do sistema em p
partes iguais, de modo que o cont´ınuo dos valores de
energia de cada uma das mole´culas fosse dividido em
um nu´mero finito de intervalos.
Para isso vamos dividir toda a forc¸a viva nx
contida no sistema em infinitas partes iguais
p. [3, p. 84]
Este procedimento esta´ em acordo com o v´ınculo
da energia que ele estabelece anteriormente, ou seja,
E =
∑
i ki = nx.
Na sequeˆncia do seu racioc´ınio, ele exemplifica esse
procedimento tratando o caso em que existem apenas
duas mole´culas no sistema (n = 2), ocasia˜o em que
existira˜o p poss´ıveis maneiras de dividir a energia entre
elas.
E se no caso de existirem apenas dois pontos
materiais, ou seja, para n = 2, a probabili-
dade de k1 estar dentro de qualquer um dos








p e assim por diante, for igual, o problema
estara´ resolvido. [3, p. 84]
Neste caso, devido a` restric¸a˜o estabelecida pela
energia total, se a primeira mole´cula esta´ no p-e´simo
intervalo, a segunda mole´cula deve estar no primeiro
intervalo; se a primeira mole´cula esta´ no (p− 1)-e´simo
intervalo, a segunda mole´cula deve estar no segundo
intervalo; e assim por diante. Nesse contexto, Boltz-
mann supo˜e que todos esse poss´ıveis casos teˆm a mesma
probabilidade (postulado de “igualdade de probabili-
dades a priori”). Portanto, Boltzmann constro´i um
“espac¸o amostral dos estados” e utiliza como “argu-
mento heur´ıstico” a “equiprobabilidade dos estados”.
Em seguida ele discute o caso em que o sistema e´
composto de treˆs mole´culas, ou seja, (n = 3).
Para n = 3, e´ necessa´rio que, se k1 estiver
entre (p − 1)3xp e p. 3xp , tanto k2 quanto k3
estejam dentro do primeiro dos p intervalos.




≤ k1 ≤ (p− 1)3x
p
,
ha´ dois casos poss´ıveis; pode ser que k2 caia
no primeiro ou no segundo dos p intervalos
e k3 sera´ sempre definido. Para
(p− 3)3x
p
≤ k1 ≤ (p− 2)3x
p
,
havera´ treˆs intervalos poss´ıveis para k2 e as-
sim por diante. Ora, ja´ que todos esses casos
sa˜o provavelmente iguais e seu nu´mero total
e´




enta˜o a probabilidade de k1 estar entre
(p− q) 3xp e (p− q) 3xp + 3xp sera´ 2qp(p+1) , onde
uma vez que p e´ infinito, pode-se colocar
2q
p2 . Vamos estabelecer (p − q) 3xp = k1 e
3x
p = dk1, e a probabilidade de k1 estar
entre k1 e k1+dk1 sera´
2(3x−k1)dk1
3x2 . [3, p. 84]
12Esta postura eminentemente finitista de Boltzmann sempre esteve em concordaˆncia com a sua intuic¸a˜o f´ısica. Essa visa˜o sera´
retomada em seu artigo de 1872, quando da construc¸a˜o de um interessante me´todo de trabalho baseado na discretizac¸a˜o da energia.
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Neste caso, se uma mole´cula esta´ em um dado
estado s, onde s = 1, 2, . . . , p, as outras duas mole´culas
teˆm energia total igual a q = p − s. Portanto, exis-
tem q possibilidades para a energia cine´tica da primeira
mole´cula estar no intervalo (estado) s = p− q. E´ neste
momento que Boltzmann nos apresenta uma segunda
concepc¸a˜o da noc¸a˜o de probabilidade, concebida agora
como a raza˜o entre o nu´mero de casos favora´veis e
o nu´mero de casos poss´ıveis, ou seja, a probabilidade
de que uma dada mole´cula tenha energia “kix” e´ de-
finida como o nu´mero de microestados para os quais
a part´ıcula i tem esta quantidade de energia dividida
pelo nu´mero total de microestados13. Esta e´ a chamada
me´dia no ensemble de part´ıculas. Consequentemente, a
probabilidade de que uma mole´cula esteja no s-e´simo
intervalo e´ 2qp(p+1) . Como p e´ muito grande, esta proba-
bilidade pode ser escrita como 2qp2 .
Fazendo (p− q) 3xp = k e 3xp = dk, a expressa˜o para
a probabilidade de que uma mole´cula seja encontrada






Para o caso em que n = 4 (sistema composto de
quatro mole´culas), ele diz:
Vamos supor n = 4 e, estando k1 no u´ltimo
intervalo, ou seja, (p − 1) 4xp ≤ k1, so´ um




≤ k1 ≤ (p− 1)4x
p
,
treˆs casos sera˜o poss´ıveis, os intervalos 11,
12 e 21 para k2 e k3; para:
(p− 3)4x
p
≤ k1 ≤ (p− 2)4x
p
,
ja´ ha´ seis casos poss´ıveis para k2 e k3, os in-
tervalos 11, 12, 13, 21, 22 e 31; k4 e´ sempre
definido. Em geral, para
(p− q)4x
p
≤ k1 ≤ (p− q + 1)4x
p
,
sera˜o poss´ıveis (p − q) 4xp casos. E´ fa´cil se
convencer disso tomando-se, no lugar dos
intervalos para k2 e k3, os intervalos para
k2 e k2+k3; os mesmos seriam, no primeiro
caso, 11, no segundo, 11, 12, 22, mas no ter-
ceiro 11, 12, 13, 22, 23, 33, ou seja nada mais
que combinac¸a˜o de ambos, com repetic¸a˜o
dos elementos 1, 2, 3. . .. Para todos os va-













casos. Portanto, a probabilidade de k1
estar entre (p − q) 4xp e (p − q) 4xp + 4xp
sera´ 3q(q+1)p(p+1)(p+2) , na˜o considerando o infini-
tamente pequeno, temos 3q
2
p3 . Se colocarmos
novamente (p−q) 4xp = k1 e 4xp = dk1, para a
probabilidade de k1 estar entre k1 e k1+dk1
obteremos: 3(4x−k1)
2dk1
(4x)3 . [3, p. 84-85]









o que nos da´ a seguinte expressa˜o para a probabilidade




que, a partir das mesmas substituic¸o˜es anteriores para





No caso mais geral, aquele em que se considera as n
mole´culas, com energia total nx, a probabilidade de k





Tomando o limite quando n → ∞ (limite termo-








2 no lugar de k, ele obteve exata-
mente a expressa˜o para a distribuic¸a˜o da energia de
uma mole´cula em duas dimenso˜es.
Com o argumento de “igualdade de probabilidades
a priori”, Boltzmann deixa claro por que um sistema
em equil´ıbrio deveria obedecer a lei de distribuic¸a˜o de
Maxwell. Simplesmente porque ela e´ a mais prova´vel
13Os microestados sa˜o definidos pela designac¸a˜o de k1 pedac¸os de energia para a part´ıcula 1, k2 pedac¸os de energia para a part´ıcula
2 . . . kn pedac¸os de energia para a part´ıcula n, onde
∑
i ki = k.
306 autor no cabec¸alho
de ser encontrada no equil´ıbrio te´rmico, uma vez que
ela corresponde ao maior nu´mero de microestados.
A hipo´tese de igualdade de probabilidades, uma
distribuic¸a˜o uniforme de probabilidades no espac¸o dos
estados, nos conduziu posteriormente, atrave´s dos
trabalhos de Gibbs a` definic¸a˜o de “ensemble micro-
canoˆnico”, um conjunto de estados microsco´picos, ca-
racterizados por um mesmo valor constante da energia,
aos quais se associam iguais pesos probabil´ısticos.
4. A dupla interpretac¸a˜o da func¸a˜o de
distribuic¸a˜o de Maxwell e a noc¸a˜o de
probabilidade de estado
Como observado por M.J. Klein [16, p. 62], e a dis-
cussa˜o do me´todo cine´tico e combinatorial no item an-
terior poˆde comprova´-lo, em sua ana´lise da natureza
do equil´ıbrio termodinaˆmico, Boltzmann interpreta a
func¸a˜o de distribuic¸a˜o de Maxwell em dois diferentes
caminhos, que ele parece considerar como equivalentes
e que esta˜o diretamente associados a noc¸a˜o mesma de
probabilidade, concebida como:
1. Me´dia no tempo
Identificada como a frac¸a˜o de um intervalo de tempo
suficientemente longo, durante o qual a velocidade de
uma mole´cula espec´ıfica tem valores dentro de um certo
elemento de volume no espac¸o das velocidades.
2. Me´dia no ensemble de part´ıculas
Identificada como a frac¸a˜o do nu´mero total de
mole´culas que, num dado instante, tem velocidades
num dado elemento de volume.
Mas Boltzmann tambe´m usou o conceito de proba-
bilidade para se referir ao estado de um ga´s como um
todo, momento em que ele introduz o conceito de pro-
babilidade de estado de um ga´s.
Na terceira sec¸a˜o do seu artigo de 1868, onde ele
nos apresenta uma soluc¸a˜o geral para o problema do
equil´ıbrio te´rmico, seu ponto de partida foi considerar
um sistema de n pontos materiais, representando suas
coordenadas e componentes das velocidades respectiva-
mente por (xi, yi, zi) e (ui, vi, wi), onde i = 1, 2, . . . , n).
Se no´s caracterizamos a posic¸a˜o do ponto
m1 atrave´s de treˆs coordenadas retangu-
lares (x1, y1, z1), do ponto m2 atrave´s de
(x2, y2, z2) etc... e as treˆs componentes das
velocidades c1 do ponto m1 pelas coordena-
das (u1, v1, w1), as correspondentes compo-
nentes do segundo ponto [m2] de (u2, v2, w2)
etc. [3, p. 92]
Em seguida, utilizando sua primeira definic¸a˜o de
probabilidade como me´dia temporal [inicialmente uti-
lizada no contexto de uma mole´cula], ele introduz a
probabilidade de um certo estado do sistema como a
proporc¸a˜o relativa de tempo no qual o ga´s permanece
numa dada regia˜o do espac¸o, o que e´ feito atrave´s da
indicac¸a˜o da probabilidade de que os paraˆmetros do ga´s
assumam valores em certos intervalos.
e marcamos o tempo, simultaneamente, no
curso de um tempo muito longo, segundo o
qual x1 esta´ entre x1 e x1 + dx1, y1 entre
y1 e y1 + dy1, z1 entre z1 e z1 + dz1, por-
tanto, m1 esta´ dentro do elemento de vo-
lume ds1 = dx1dy1dz1, ale´m disso m2 da
mesma forma, dentro do elemento de vo-
lume ds2 = dx2dy2dz2 . . . mn dentro do
elemento de volume dsn = dxndyndzn, e
ainda u1 dentro dos limites u1 e u1 + du1,
v1 dentro de v1 e v1 + dv1, w1 dentro
de w1 e w1 + dw1; portanto, no final [no
equil´ıbrio] c1 estara´ dentro do elemento de
volume dσ1 = du1dv1dw1, c2 dentro do
elemento de volume dσ2 = du2dv2dw2 . . .,
cn−1 dentro do elemento de volume dσn−1 =
dun−1dvn−1dwn−1, e finalmente o ponto cn,
que estara´ dentro do elemento de volume
dσn = dundvndwn, dividido por um tempo
muito longo de forma que
f(x1, y1, z1 . . . xn, yn, zn, u1, v1, w1 . . .
un−1vn−1wn−1, unvnwn)dx1dy1dz1 . . .
dzndu1 . . . dun−1dvn−1dwn−1dw − n.
[3, p. 92-93]
Portanto, a probabilidade de um certo estado do ga´s
em um instante de tempo t e´ representada por
f(xi, yi, zi . . . ;ui, vi, wi)dxidyidziduidvidwi,
onde f e´ uma func¸a˜o dos paraˆmetros do movimento e
dw e´ o produto da diferencial desses paraˆmetros.
Assim, diferente de 1866, Boltzmann na˜o fala mais
em trajeto´ria de uma part´ıcula, mas dos limites das
coordenadas de posic¸a˜o e velocidade do conjunto delas.
As probabilidades, ensaiadas conceituamente na
abordagem cine´tica de 1866 e utilizadas implicitamente
em sua dupla significac¸a˜o em 1868, va˜o aparecer
de maneira expl´ıcita em 1871 atrave´s da expressa˜o
“a probabilidade dos diferentes estados dos corpos”
(“die Wahrscheinlichkeit der verschiedenen Zusta¨nde
des Ko¨rpers”), e estara˜o subentendidas na expressa˜o
“distribuic¸a˜o de estado” (“Zustandsverteilung”).
Em 1871, em Sobre o Equil´ıbrio num Ga´s Compos-
to de Mole´culas Poliatoˆmicas [5], Boltzmann vai gene-
ralizar a func¸a˜o de distribuic¸a˜o de velocidades mole-
culares de Maxwell, considerando agora o caso de um
ga´s em equil´ıbrio termico14, composto de mole´culas po-
liatoˆmicas sujeitas a um potencial. Seu ponto de par-
tida foi, naturalmente, considerac¸o˜es em torno da ex-
pressa˜o da func¸a˜o de distribuic¸a˜o derivada por Maxwell
14Posteriormente, em seu artigo de 1872 Boltzmann colocara´ em questa˜o o equil´ıbrio te´rmico como ponto de partida e desenvolvera´ um
estudo da rota para o equil´ıbrio, momento em que surgira´ a sua famosa equac¸a˜o de transporte, conhecida como “equac¸a˜o de Boltzmann”.
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em 1867. Como ponto de partida de sua ana´lise, Boltz-
mann reconhece que os gases encontrados na natureza
(gases reais) teˆm uma estrutura mais complexa do que
aquela ate´ enta˜o considerada15.
No entanto, os gases que se encontram na
natureza certamente na˜o sa˜o pontos mate-
riais isolados. No´s chegaremos mais perto
da verdade se no´s os compreendermos como
um sistema de diversos pontos materiais (os
assim chamados a´tomos) que, atrave´s de
certas forc¸as, sa˜o mantidos juntos. O estado
de uma mole´cula em um dado instante de
tempo, de modo algum depende de uma
u´nica varia´vel, mas de diversas varia´veis. [5,
p. 238]
Ele enta˜o nos apresenta a sua estrate´gia para a re-
soluc¸a˜o do problema de caracterizac¸a˜o do estado de
uma dada mole´cula num certo instante de tempo.
Para pensar o estado de uma mole´cula num
dado instante de tempo t, no´s imagina-
mos treˆs direc¸o˜es perpendiculares uma a ou-
tra em cada regia˜o fixa considerada. No´s
trac¸amos treˆs eixos coordenados perpendi-
culares paralelos aquelas treˆs direc¸o˜es no
ponto no qual se encontra o centro de gravi-
dade de nossa mole´cula no tempo t, e faze-
mos as coordenadas dos seus pontos mate-
riais com relac¸a˜o aqueles eixos no momento
t serem
ξ1, η1, ς1, ξ2, η2, ζ2 . . . ξr−1, ηr−1, ζr−1.
O nu´mero de pontos materiais de nossa
mole´cula, que no´s sempre queremos chamar
seus a´tomos, e´ r. As coordenadas do r-
e´simo a´tomo sa˜o determinadas por meio das
r−1 outras, uma vez que o centro de gravi-
dade e´ o ponto coordenado inicial. Ale´m do
mais a velocidade do primeiro a´tomo e´ c1 e
u1, v1, w1 suas componentes na direc¸a˜o dos
eixos coordenados; o mesmo deve ser va´lido
para o segundo a´tomo, com c2, u2, v2, w2;
para o terceiro a´tomo, c3, u3, v3, w3 e as-
sim por diante. Portanto, o estado de nossa
mole´cula, num dado instante t, e´ definido se
no´s conhecemos os valores das 6r−3 quanti-
dades neste tempo. [5, p. 238, grifos nossos]
A noc¸a˜o de estado de uma mole´cula recebe de Boltz-
mann uma nova representac¸a˜o, que na sequeˆncia do
seu racioc´ınio, ao considerar um conjunto de mole´culas,
sera´ estendida para o ga´s como um todo, a partir da ca-
racterizac¸a˜o do estado de uma frac¸a˜o (dN) do total de
mole´culas (N).
As coordenadas do centro de gravidade de
nossa mole´cula com respeito aos eixos coor-
denados na˜o determinam assim os estados,
mas ta˜o somente a sua localizac¸a˜o. No´s
agora queremos dizer abreviadamente que
uma mole´cula esta´ em uma certa regia˜o se
seu centro de gravidade esta´ naquela regia˜o
e assumir que, em me´dia, N mole´culas esta˜o
no volume considerado. DestasN mole´culas
somente uma pequena parte dN , num dado
instante de tempo t, tera´ simultaneamente
coordenadas do primeiro a´tomo entre:
ξ1 e ξ1 + dξ1, η1 e η1 + dη1, ζ1 e ζ1 + dζ1,
do segundo a´tomo entre
ξ2 e ξ2 + dξ2, η2 e η2 + dη2, ζ2 e ζ2 + dζ2,
do r − 1-e´simo a´tomo entre
ξr−1 e ξr−1 + dξr−1, ηr−1 e ηr−1 + dηr−1,
ζr−1 e ζr−1 + dζr−1,
ale´m disso as componentes da velocidade do
primeiro a´tomo entre
u1 e u1 + du1, v1 e v1 + dv1, w1 e w1 e
w1 + dw1,
do segundo a´tomo entre
u2 e u2 + du2, v2 e v2 + dv2, w2 e w2 e
w2 + dw2,
do r-e´simo a´tomo entre
ur e ur + dur, vr e vr + dvr, wr e wr e
wr + dwr.
Eu quero chamar de (A) o estado destas
mole´culas que esta˜o nos limites descritos
brevemente acima. Inicialmente ele e´
dN = f(ξ1, η1 . . . ζr−1, u1, v1 . . . wr)
dξ1dη1 . . . dζr−1du1dv1 . . . dwr.
[5, p. 238-239]
Portanto, dN representa o estado das mole´culas
num dado instante t, caracterizado pelo nu´mero
delas que, no instante considerado, se encontram
em determinados limites. Neste sentido, a func¸a˜o
f(ξ1, η1 . . . ζr−1, u1, v1 . . . wr) e´ utilizada como ferra-
menta heur´ıstica na representac¸a˜o da probabilidade de
um certo estado do ga´s em um dado instante de tempo.
A probabilidade dos diferentes estados
das mole´culas seria conhecida se no´s
soube´ssemos que valores para cada ga´s esta
func¸a˜o assume se o mesmo estivesse com
temperatura e densidade constantes. [5,
p. 239]
Boltzmann compara, enta˜o, seu trabalho com o
estudo de Maxwell, desenvolvido para um ga´s mo-
noatoˆmico.
15Aqui se incluem as ana´lise de Maxwell em 1867 e do pro´prio Boltzmannn em 1868.
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Para gases cujas mole´culas teˆm um u´nico









A determinac¸a˜o desta func¸a˜o para gases cu-
jas mole´culas sa˜o compostas por mais de um
a´tomo parece muito dif´ıcil, uma vez que no´s
na˜o somos capazes de integrar as equac¸o˜es
de movimento para um complexo de treˆs
a´tomos. Contudo no´s veremos que, a par-
tir das equac¸o˜es de movimento, sem sua in-
tegrac¸a˜o, no´s podemos encontrar um valor
para a func¸a˜o f , que representa as mole´culas
atrave´s do movimento destas. [5, p. 239-
240]
Na sequ¨eˆncia do seu racioc´ınio, Boltzmann re-
conhece que, com o passar do tempo, em func¸a˜o
do processo de colisa˜o entre as mole´culas, a func¸a˜o
f assumira´ diferentes valores, de modo que ao fi-
nal de um certo intervalo de tempo t + δt ela de-
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r). Mas as atenc¸o˜es de
Boltzmann estavam voltadas para o equil´ıbrio te´rmico,
portanto, ele estava principalmente interessado no com-
portamento do ga´s que deixa a func¸a˜o f invaria´vel no
tempo. Assim ele estabelece como representac¸a˜o da
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r) =
f(ξ1, η1 . . . ζr−1, u1, v1 . . . wr). (17)
Na sequ¨eˆncia do seu racioc´ınio, ele se dete´m na
ana´lise da colisa˜o entre mole´culas de gases de dois ti-
pos diferentes, que ele caracteriza de G e G∗. Ele as-
sume que num dado instante de tempo t o nu´mero de
mole´culas do ga´s G, que se encontram num dado ele-
mento de volume, anteriormente caracterizado, e´
dN = f(ϕ1, ϕ2, . . .)dξ1dη1 . . . dwr, (18)
onde ϕ1 e´ func¸a˜o de (ξ1, η1 . . . wr), ϕ2 e´ func¸a˜o de
(ξ1, η1 . . . wr) e assim por diante.
Da mesma forma o nu´mero de mole´culas do ga´s G∗
pode ser escrito como
dN∗ = f∗(ϕ∗1, ϕ
∗




1 , . . . dw
∗
r . (19)
Em cada um dos casos a func¸a˜o de distribuic¸a˜o e´
escrita respectivamente como




onde A, A∗ e h sa˜o constantes e ϕ representa a soma
das energias cine´ticas das mole´culas.
Assim, o nu´mero de mole´culas nos limites A do ga´s
G pode ser reescrita como




. . . e−hϕdξ1dη1 . . . dwr
. (23)
Boltzmann chega enta˜o ao ponto crucial da sua ge-
neralizac¸a˜o, momento em que ele incorpora a func¸a˜o
potencial.
No´s agora queremos olhar para a con-
sequ¨eˆncia mais importante da distribuic¸a˜o
encontrada. Se no´s representamos a func¸a˜o
forc¸a entre os a´tomos das mole´culas, desde
que a mesma na˜o se choque com uma ou-
tra, por χ e as massas dos a´tomos por
m1,m2, . . .mr suas respectivas velocidades




























dξ1dη1 . . . dwr.
[5, p. 256]
Com esta expressa˜o Boltzmann nos mostra que a
probabilidade dos diferentes estados de uma mole´cula
na˜o depende unicamente da natureza das outras
mole´culas, com as quais aquela primeira interage, mas
tambe´m da temperatura e da constante h.
Em seguida ele conclui indicando-nos o caminho
para se calcular o valor me´dio de qualquer func¸a˜o das
coordenadas e velocidades das mole´culas.
Por meio da fo´rmula 23 [expressa˜o para dN
na u´ltima citac¸a˜o apresentada], no´s imedia-
tamente podemos encontrar o valor me´dio
de cada uma das func¸o˜es das coordenadas e
velocidades dos a´tomos de nossas mole´culas
atrave´s do simples ajuste; seja X uma tal






onde a integrac¸a˜o e´ feita sobre todos os valo-
res poss´ıveis das varia´veis contidas em dN .
[5, p. 256]
Como exemplo de utilizac¸a˜o do ca´lculo do valor
me´dio, Boltzmann calcula a energia cine´tica me´dia de
um a´tomo.
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Para a energia cine´tica me´dia de um a´tomo,
por exemplo o primeiro, no´s encontramos














. [5, p. 257]
Em uma notac¸a˜o moderna 32h e´ igual a
3
2KT , onde
T e´ a temperatura absoluta e K e´ a constante de Boltz-
mann.
Logo em seguida Boltzmann observa que a energia
cine´tica me´dia e´ a mesma para todos os a´tomos, sendo
considerada como medida da temperatura dos mesmos.
A energia cine´tica me´dia e´ a mesma para
todos os a´tomos das mole´culas em mu´tua
interac¸a˜o. No´s chamamos o estado te´rmico,
que muitos a´tomos assumem na interac¸a˜o,
o estado de mesma temperatura; com
a mesma temperatura a energia cine´tica
me´dia de cada a´tomo e´ a mesma; ela pode
ser considerada a medida da temperatura.
[5, p. 257]
Neste sentido, o equil´ıbrio termodinaˆmico fica caracte-
rizado a partir da igualdade de temperatura.
A probabilidade, concebida como a frac¸a˜o de tempo
durante a qual o sistema permanece num dado estado,
aparece de maneira bastante expl´ıcita logo no in´ıcio de
um outro artigo tambe´m publicado em 1871. Trata-
se de Demonstrac¸a˜o Anal´ıtica da 2a lei da Teo-
ria Mecaˆnica do Calor a partir do Teorema sobre o
Equil´ıbrio da Forc¸a Viva [4]. Nele Boltzmann afirma:
Deixemos as condic¸o˜es exteriores (de tem-
peratura e da forc¸a externa atuante), sob
as quais o corpo se encontra permanecerem
imuta´veis durante um tempo T bastante
longo, de forma que no´s designaremos por τ ,
cada frac¸a˜o de T durante a qual x1, y1 . . . zr;
u1, v1 . . . wr esta˜o simultaneamente contidos
na fronteira
(A) x1 e x1 + dx1, y1 e
y1 + dy1 . . . wr e wr + dwr.
A proporc¸a˜o τT e´ por mim definida como
o tempo segundo o qual, em me´dia, o
estado dos corpos permanecem encerrados
nas fronteiras de (A). [4, p.288]
E´ expl´ıcita nesta passagem de Boltzmann a caracte-
rizac¸a˜o do estado dos corpos em func¸a˜o dos limites das
coordenadas dos a´tomos, que sa˜o por sua vez caracte-
rizados em termos de probabilidades.
Na sequ¨eˆncia da citac¸a˜o acima, ele formaliza sua
definic¸a˜o de probabilidade como a frac¸a˜o de tempo τT ,
durante a qual r a´tomos em uma mole´cula tem coor-
denadas de posic¸a˜o nos intervalos x1 e x1 + dx1, y1 e
y1+dy1 . . . zr e zr+dzr com as componentes de veloci-
dade entre u1 e u1+du1, v1 e v1+dv1 . . ., wr e wr+dwr,
ele diz:
Eu tenho encontrado em um tratado ante-
rior, utilizando uma hipo´tese bem segura,
que esta proporc¸a˜o [a frac¸a˜o de tempo τT ],
no caso onde os corpos esta˜o em contato
com um nu´mero infinito de mole´culas de um
ga´s, tem o seguinte valor
dt =
e−hϕdx1dy1 . . . dz1du1 . . . dwr∫
. . .
∫






. [4, p. 288-289]
Veˆ-se, portanto, que a func¸a˜o de probabilidades pre-
sente na distribuic¸a˜o de velocidades de Maxwell, uti-
lizada aqui em sua versa˜o mais geral, e´ agora utilizada
como recurso heur´ıstico, na˜o unicamente para caracte-
rizar a frac¸a˜o do nu´mero total de mole´culas que, num
dado instante, teˆm velocidades num dado elemento de
volume (probabilidade concebida como me´dia no en-
semble de part´ıculas), mas tambe´m para determinar a
frac¸a˜o de tempo segundo a qual o sistema permanece,
em me´dia, em um dado estado.
Em Demonstrac¸a˜o Anal´ıtica da 2a lei da Teoria
Mecaˆnica do Calor a partir dos Teoremas sobre o
Equil´ıbrio da Forc¸a Viva [4], ao definir esta frac¸a˜o de
tempo ( τT ), cuja derivac¸a˜o formal ele remete a um ar-
tigo anterior (ele se refere a Algumas Considerac¸o˜es Ge-
rais Sobre o Equil´ıbrio Te´rmico [6]), Boltzmann poˆde
relacionar formalmente a evoluc¸a˜o do sistema no tempo
com os limites do movimento das part´ıculas no espac¸o.
A estrate´gia foi associar as mudanc¸as de estado a`s
coliso˜es entre as mole´culas. Seu ponto de partida foi ca-
racterizar o estado, a partir da considerac¸a˜o do nu´mero
de a´tomos cujas coordenadas de posic¸a˜o e velocidade
esta˜o compreendidas em determinados limites. Em se-
guida ele escreve o nu´mero de part´ıculas que entram em
um dado estado em func¸a˜o das coordenadas de estado
de onde elas saem. A ide´ia aqui e´ trabalhar sobre os vo-
lumes no espac¸o, pois cada estado e´ representado pelos
limites de suas respectivas coordenadas. Para caracte-
rizar a evoluc¸a˜o dos estados no tempo ele busca estabe-
lecer uma equivaleˆncia entre os volumes infinitesimais
do espac¸o. Neste momento, a hipo´tese fundamental de
Boltzmann e´ a de que o nu´mero de part´ıculas que en-
tram no estado e´ igual ao nu´mero daquelas que saem
do mesmo estado, ou seja, a frequ¨eˆncia das entradas
e das sa´ıdas num mesmo estado sa˜o iguais. Com isso
ele pretende justificar a equiprobabilidade dos estados,
isto e´, que a func¸a˜o que da´ a frac¸a˜o de tempo segundo
a qual as part´ıculas permanecem em um estado e´ a
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mesma para todos os estados, dependendo unicamente
da energia (ϕ), como nos indica sua expressa˜o para dt.
No´s assumiremos que as coliso˜es sa˜o ta˜o
frequentes que, no momento em que ter-
mina uma colisa˜o, uma outra se produz
novamente.(...) Segundo esta suposic¸a˜o o
nu´mero de coliso˜es para as quais as varia´veis
esta˜o nas fronteiras (E) e´ igual ao nu´mero de
coliso˜es para as quais as varia´veis esta˜o nas
fronteiras iniciais. O primeiro nu´mero e´ a
frequeˆncia com que as varia´veis entram nes-
tas fronteiras, e o u´ltimo e´ a frequ¨eˆncia com
que elas saem, visto que depois no´s supo-
mos, o nu´mero de entradas e de sa´ıdas por
causa do movimento dos a´tomos dos corpos
sem colisa˜o entre as mole´culas e´ negligen-
ciado. [4, p. 289-290]
Em seguida, Boltzmann mostra que a func¸a˜o e−hϕ
satisfaz a condic¸a˜o de igualdade de frequeˆncias de en-
trada e sa´ıda dos estados, a partir da qual ele impo˜em
a equiprobabilidade dos diversos estados.
Portanto, as probabilidades aparecem agora como
uma nova representac¸a˜o da evoluc¸a˜o do sistema, dadas
em func¸a˜o das coordenadas de posic¸a˜o e velocidades
de cada part´ıcula. E´ como suporte dessa nova repre-
sentac¸a˜o que o “espac¸o de fase” encontra seu lugar,
como o espac¸o de todos os estados acess´ıveis ao sistema
estudado.
5. Uma abordagem a` 2a lei baseada na
noc¸a˜o de probabilidades de estado
Agora, de posse de novos recursos heur´ısticos, a func¸a˜o
de distribuic¸a˜o e a noc¸a˜o de probabilidade de estado,
Boltzmann empreende uma nova tentativa de resoluc¸a˜o
do problema da irreversibilidade presente na 2a lei da
termodinaˆmica. Desta vez ele o faz utilizando uma
nova concepc¸a˜o de estado, constru´ıda a partir dos re-
sultados obtidos em torno da generalizac¸a˜o da func¸a˜o
de distribuic¸a˜o de velocidades moleculares de Maxwell.
Desta forma ele vai buscar fazer a distinc¸a˜o entre ca-
lor e trabalho, o que na˜o tinha sido poss´ıvel anterior-
mente, quando o sistema era descrito diretamente por
suas varia´veis atoˆmicas.
Da mesma forma que em 1866, ele parte da definic¸a˜o
de temperatura como a me´dia da energia cine´tica de um
a´tomo no tempo, que e´ suposta a mesma para todos os
a´tomos. Em 1871 [5], como visto na sec¸a˜o anterior, ele
ja´ havia escrito a expressa˜o para a me´dia desta energia











onde m e´ massa de cada a´tomo e c sua velocidade.
Em conformidade com uma abordagem estat´ıstica,
a ide´ia que se corporifica em Demonstrac¸a˜o Anal´ıtica da
2alei da Teoria Mecaˆnica do Calor a partir dos Teore-
mas sobre o Equil´ıbrio da Forc¸a Viva [4] e´ a de tomar
a me´dia sobre toda a distribuic¸a˜o, portanto, sobre o
conjunto de r a´tomos. O valor me´dio para qualquer
func¸a˜o X (X) do sistema e´ simplesmente a soma do
valor daquela func¸a˜o para cada elemento do espac¸o de
fase, multiplicado pela frac¸a˜o de tempo que o sistema




onde dt e´ dado por:
dt =
e−hϕdx1dy1 . . . dz1du1 . . . dwr∫
. . .
∫
e−hφdx1dy1 . . . dz1du1 . . . dwr
, (27)
sendo r o nu´mero de a´tomos do sistema.
A integral na Eq. (26) fica bastante simplificada
para aquelas func¸o˜es que dependem unicamente das
coordenadas de posic¸a˜o ou velocidade, visto que os fato-
res que envolvem outras coordenadas se cancelam mu-
tuamente, ja´ que aparecem no numerador e no deno-
minador da expressa˜o. Portanto, a func¸a˜o forc¸a (χ),
que depende unicamente das coordenadas de posic¸a˜o, e´
omitida da integral para a energia cine´tica me´dia de um
a´tomo (Eq. 25). Da mesma forma, as coordenadas de
velocidade, estando ausentes da func¸a˜o forc¸a, na˜o apa-
recem na expressa˜o para o valor me´dio daquela func¸a˜o,










e−hχdx1dy1 . . . dzr∫
. . .
∫
e−hχdx1dy1 . . . dzr
, (29)
Assim e´ que a temperatura, energia cine´tica me´dia









Considerando agora as probabilidades das distri-
buic¸o˜es ele ataca novamente o problema da irreversi-
bilidade presente na entropia definida por Clausius.
No´s queremos agora proceder a` prova de que
a diferencial do calor fornecido δQ, dividida
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de um a´tomo e´ sempre uma diferencial
exata, e o valor daquela diferencial e´ deter-
minado analiticamente. Em um artigo apre-
sentado a` Academia em 1866, eu tenho ja´
definido a quantidade cuja diferencial e´ δQT
para o caso de a´tomos movendo-se juntos
em trajeto´rias fechadas. Se as trajeto´rias
dos a´tomos na˜o sa˜o fechadas, de qualquer
modo, e´ poss´ıvel encontrar casos especiais
para os quais, tanto quanto permitirmos
deixar a probabilidade das va´rias posic¸o˜es
atoˆmicas indefinida, δQT na˜o e´ uma diferen-
cial exata. Uma extensa˜o exata da prova
para este caso e´ unicamente poss´ıvel atrave´s
da considerac¸a˜o daquela probabilidade. [4,
p. 295]
Vemos, portanto, que Boltzmann considera a
existeˆncia de casos especiais nos quais a entropia (“a
quantidade cuja diferencial e´ δQT ”) na˜o e´ uma dife-
rencial exata, ou seja, uma func¸a˜o dos paraˆmetros
gerais. No entanto, ele reconhece que uma deter-
minac¸a˜o anal´ıtica da exatida˜o daquela diferencial so´
seria poss´ıvel introduzindo-se probabilidades, o que e´
feito quando ele considera a “probabilidade das va´rias
posic¸o˜es” ao inve´s das posic¸o˜es em si mesmas.
Pode-se assim afirmar que as probabilidades, en-
quanto recurso heur´ıstico, va˜o desempenhar aqui um
duplo papel:
1. Na descric¸a˜o do movimento dos a´tomos
O que lhe permitiu contornar a limitac¸a˜o estabele-
cida pela periodicidade do movimento dos a´tomos, as-
sociada ao movimento revers´ıvel e utilizada quando do
uso do seu me´todo cine´tico de 1866.
2. Na vinculac¸a˜o entre δQT e o movimento dos
a´tomos
O uso das probabilidades, que como vimos foram
constru´ıdas a partir da func¸a˜o de distribuic¸a˜o, introduz
necessariamente em sua ana´lise, como sublinha Daub
[11, p. 324], a func¸a˜o forc¸a, o que o levou necessaria-
mente a tratar o problema proposto inicialmente por
Clausius, a saber, o do potencial mecaˆnico.
Considerando a energia total (E) fornecida ao corpo
como a soma do trabalho necessa´rio para aumentar a
energia cine´tica de cada a´tomo, mais o trabalho ne-















Como Boltzmann esta´ trabalhando no equil´ıbrio ter-
modinaˆmico, alterac¸o˜es infinitesimais na energia me´dia
E, devidas a mudanc¸a na distribuic¸a˜o, na˜o afetam a
natureza do sistema. As alterac¸o˜es ocorrem atrave´s de
sucessivos estados de equil´ıbrio, seja pela alterac¸a˜o da
temperatura, que no caso significa alterac¸a˜o da cons-
tante h, seja pela mudanc¸a na energia potencial me´dia






δE = − 3r
2h2
δh+ δχ, (35)
onde δ representa uma mudanc¸a infinitesimal.
Representando o calor fornecido ao sistema em um
processo por δ
′
Q16, diferenc¸a entre a variac¸a˜o de ener-




Q = δE − χ = − 3r
2h2
δh+ δχ− δχ. (36)
Portanto, o calor fornecido aos corpos e´ constitu´ıdo




2 representa o aumento
da forc¸a viva [energia cine´tica] ou elevac¸a˜o
da temperatura; a segunda, δχ, representa o
potencial de trabalho interno; e a terceira,
−δχ, que se anula no momento em que a
func¸a˜o potencial de todas as forc¸as atuan-
tes sobre os corpos na˜o mudam, representa
o calor empregado no potencial de trabalho
externo. [4, p. 306-307]
Reescrevendo a Eq. (36), tem-se que
δ
′











onde dσ e´ dx1, . . . dzr.
Como observado na nota de rodape´ 15, a expressa˜o
acima na˜o e´ uma diferencial exata, tendo em vista que
Q na˜o e´ uma func¸a˜o de estado. No entanto Boltz-
mann mostrou que dividindo esta expressa˜o por T (que
e´ igual a 32h ), no´s obtemos uma diferencial exata de
























16O s´ımbolo δ′ e´ usado aqui para representar uma diferencial inexata, visto que Q na˜o e´ uma func¸a˜o de estado.
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e−hχdσ) + const. (39)
poˆde finalmente ser identificada com a entropia.
Desta forma Boltzmann obteve o conteu´do essencial
da segunda lei para processos revers´ıveis. Ele calcu-
lou ainda, explicitamente, a entropia para um ga´s mo-
noatoˆmico ideal e para um modelo simples de um corpo
so´lido. No primeiro caso ele chegou de fato ao resultado
conhecido da termodinaˆmica. No segundo, ele mostrou
como a regra de Dulong-Petit poderia ser deduzida.
6. Conclusa˜o
Ao longo deste trabalho foi poss´ıvel investigar alguns
instrumentos heur´ısticos utilizados por Boltzmann em
seu programa de pesquisa, desde os seus primeiros estu-
dos em teoria cine´tica dos gases, motivados pela ne-
cessidade de compreensa˜o da irreversibilidade termo-
dinaˆmica no quadro referencial da mecaˆnica, ate´ uma
abordagem dos fenoˆmenos te´rmicos que caracteriza a
emergeˆncia de um programa mecaˆnico-estat´ıstico, ca-
racterizado pela adoc¸a˜o de determinados instrumentos
heur´ısticos espec´ıficos. Desta forma, Boltzmann esten-
deu e transformou o aparato conceitual e heur´ıstico de-
senvolvido por seus predecessores em teoria cine´tica dos
gases, contribuindo assim, de forma significativa na im-
plantac¸a˜o de um programa mecaˆnico-estat´ıstico.
Fazendo uso da func¸a˜o de distribuic¸a˜o de velocida-
des moleculares de Maxwell foi poss´ıvel a` Boltzmann
construir, no interior do seu programa de pesquisa,
a transic¸a˜o de uma “abordagem cine´tica”, de cara´ter
mais propriamente mecaˆnico e que caracterizou suas
primeiras tentativas de resoluc¸a˜o do problema da ir-
reversibilidade termodinaˆmica, para uma “abordagem
estat´ıstica”. Esta u´ltima caracterizada basicamente
pela utilizac¸a˜o de novos elementos heur´ısticos tais como
a noc¸a˜o de “ensemble estat´ıstico” e o conceito de “pro-
babilidade de estado”.
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