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We introduce Mercator, a reliable embedding method to map real complex networks into their
hyperbolic latent geometry. The method assumes that the structure of networks is well described
by the Popularity×Similarity S1/H2 static geometric network model, which can accommodate ar-
bitrary degree distributions and reproduces many pivotal properties of real networks, including
self-similarity patterns. The algorithm mixes machine learning and maximum likelihood approaches
to infer the coordinates of the nodes in the underlying hyperbolic disk with the best matching be-
tween the observed network topology and the geometric model. In its fast mode, Mercator uses a
model-adjusted machine learning technique performing dimensional reduction to produce a fast and
accurate map, whose quality already outperform other embedding algorithms in the literature. In
the refined Mercator mode, the fast-mode embedding result is taken as an initial condition in a Max-
imum Likelihood estimation, which significantly improves the quality of the final embedding. Apart
from its accuracy as an embedding tool, Mercator has the clear advantage of systematically inferring
not only node orderings, or angular positions, but also the hidden degrees and global model parame-
ters, and has the ability to embed networks with arbitrary degree distributions. Overall, our results
suggest that mixing machine learning and maximum likelihood techniques in a model-dependent
framework can boost the meaningful mapping of complex networks.
I. INTRODUCTION
The main hypothesis of network geometry states that
the architecture of real complex networks has a geo-
metric origin [1–3]. The nodes of the complex network
can be characterized by their positions in an underlying
metric space so that the observable network topology—
abstracting their patterns of interactions—is then a re-
flection of distances in this space. This simple idea led
to the development of a very general framework able
to explain the most ubiquitous topological properties of
real networks [1, 2], namely, degree heterogeneity, the
small-world property, and high levels of clustering. Net-
work geometry is also able to explain in a very natural
way other non-trivial properties, like self-similarity [1]
and community structure [4–6], their navigability proper-
ties [7–9], and is the basis for the definition of a renormal-
ization group in complex networks [10]. The geometric
approach has also been successfully extended to weighted
networks [11] and multiplexes [12, 13].
Beyond being a formal theoretical framework to ex-
plain the topology of real networks, network geometry
∗ Both authors contributed equally to this work
† Corresponding author: marian.boguna@ub.edu
can be used to develop practical applications for real
systems, including routing of information in the Inter-
net [9], community detection [9, 14, 15], prediction of
missing links [3, 16, 17], a precise definition of hierarchy
in networks [15], and downscaled network replicas [10], to
name a few. However, applications require faithful em-
beddings of real-world networks into the hidden metric
space using only the information contained in their topol-
ogy. Several algorithms have been proposed to solve this
problem, most of which either use maximum likelihood
estimation techniques [9, 18–21], machine learning [22–
24], or a combination of both [25].
Maximum likelihood (ML) techniques assume that the
network under study has been produced by a given model
—a geometric one— and finds the value of its parameters
that maximize the probability for the model to generate
the observed topology. This technique requires finding
the coordinates of every nodes in the latent geometry that
maximize the likelihood function: a task that, in gen-
eral, is NP-hard and consequently must rely on heuristics
to obtain a reasonable approximate solution. Maximum
likelihood methods are therefore generally slow, and their
accuracy depends strongly on the chosen heuristic as well
as on the quality of the underlying theoretical model.
In contrast, machine learning techniques are fast and
model independent, so they can be used to find em-
beddings of large networks. A promising and accurate
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2method is based on Laplacian Eigenmaps (LE) [22, 23],
originally designed to find dimensional reductions of sets
of n points [26]. The original method requires the defini-
tion of Euclidean distances between nodes in Rn, but
since no information is available about the “real Eu-
clidean” distances between connected pairs of nodes in
networks, the use of heuristic arguments is necessary to
estimate these distances [23]. A more fundamental prob-
lem with machine learning methods is that the embed-
dings are performed on Euclidean spaces. However, as
shown in [2, 3], the geometry of real complex networks is
better described by hyperbolic rather than Euclidean ge-
ometry, where angular coordinates on a circle are a proxy
for the similarity between nodes, and their radial coordi-
nates account for their popularity, which is typically mea-
sured by their degrees [1]. Machine learning methods are
only able to infer the angular coordinates corresponding
to the similarity sub-space while radial coordinates have
to be inferred using some geometric model. Hence, these
methods end up being model dependent as well.
Consequently, both types of methods are very
sensitive to the model used to describe the net-
work. References [18, 19, 22–24] are based on the
Popularity×Similarity Optimization (PSO) model de-
scribed in [3], which uses a simple mechanism to ex-
plain the emergence of an effective hyperbolic geometry
in growing networks. However, this model can only gen-
erate pure power-law degree distributions P (k) ∼ k−γ
with γ > 2, whereas the degree distribution in many
real networks shows important deviations from such pure
power laws. Moreover, the model does not spontaneously
generate the nested hierarchy of self-similar subgraphs
with increasing average degree, as observed in real sys-
tems [1].
In this paper, we introduce Mercator, a ready-to-use
C++ code [27] that mixes the best of the maximum
likelihood and machine learning approaches. The mix-
ing of the two techniques was explored in Ref. [25] us-
ing the PSO model to maximize the likelihood func-
tion. Instead, we use the static version of the same type
of Popularity×Similarity geometric models, the S1/H2
model [1, 2], that can accommodate arbitrary degree dis-
tributions and can reproduce the self-similarity patterns
observed in real networks. The first step in Mercator is
to apply a LE approach, as in Ref. [23], but using the
S1/H2 model instead of the PSO to infer the weights of
the Laplacian matrix. Doing so yields a first (and fast)
embedding method that already outperforms the one of
Ref. [23]. The resulting embedding uses only informa-
tion about pairs of connected neighbors, and can be fur-
ther improved by using it as a starting point in a ML
optimization—based again on the S1/H2 model—that
uses information from both connected and not-connected
pairs of nodes. The final result is the most accurate em-
bedding method currently available in the literature. Yet,
the final complexity of the method is O(N2) for sparse
networks with N nodes, which makes it competitive for
real applications.
II. METHODOLOGICAL BACKGROUND
A. The S1/H2 model
The S1 model is the simplest among the class of geo-
metric models [1]. The similarity space is a one dimen-
sional sphere—a circle of radius R—where N nodes are
distributed with a fixed density, set to one without loss
of generality, so that N = 2piR [28]. Each node is also
given a hidden variable κ ∈ [κ0,∞) proportional to its
expected degree. In general, κ and the angular position
θ can be correlated and distributed according to an ar-
bitrary distribution ρ(κ, θ). In such case, the model is
able to generate community structure [4–6] and can re-
produce different degree-degree correlation patterns and
clustering spectra.
Once all nodes are assigned a tuple (κ, θ), each pair of
nodes is connected with probability
pij =
1
1 +
(
dij
µκiκj
)β , (1)
where dij = R∆θij is the arc length of the circle be-
tween nodes i and j separated by an angular distance
∆θij . Parameters µ and β control the average degree
and the clustering coefficient, respectively. The model
can be defined using any connection probability as long
as it is an integrable function p(χ) with χ = dµκκ′ [1]. The
particular functional form that we chose here (the Fermi
distribution) is the one that defines maximally random
ensembles of geometric graphs that are simultaneously
clustered, small-world, and with heterogeneous degree
distributions.
If nodes are uniformly distributed over the circle, we
have ρ(κ, θ) = ρ(κ)/2pi. In this case, the choice µ =
β
2pi〈k〉 sin
pi
β guarantees that, in the thermodynamic limit,
the expected degree of a node with hidden variable κ
is k¯(κ) = κ and the network average degree is 〈k〉 =
〈κ〉. It is therefore possible to associate unambiguously
the hidden variable κ with the node degree. For finite
systems, however, the values of the hidden variables κ
must be evaluated numerically. It is also important to
notice that the parameter µ is, in fact, superfluous since
it can be absorbed in the definition of κ; κ would then
be proportional, but not exactly equal, to the expected
degree. As a result, the embedding task only requires the
estimation of 2N + 1 parameters: the hidden variables
(κi, θi), i = 1, · · · , N , and the parameter β.
1. Hyperbolic representation. The H2 model
Quite remarkably, the S1 model can be expressed as
a purely geometric model in the hyperbolic plane. By
mapping the expected degree of each node κi to a radial
coordinate as
ri = Rˆ− 2 ln κi
κ0
, (2)
3with Rˆ ≡ 2 ln N
µpiκ20
, the connection probability becomes
pij =
1
1 + e
β
2 (xij−Rˆ)
, (3)
where
xij = ri + rj + 2 ln
∆θij
2
(4)
is a good approximation of the hyperbolic distance be-
tween two nodes separated by an angular distance ∆θij
and with radial coordinates ri and rj [29]. The connec-
tion probability thus becomes a function of the hyper-
bolic distance alone, which turns the model into a purely
geometric one and has important consequences for the
global connectivity of the network. For instance, topo-
logical shortest paths closely follow geodesic curves in
the hyperbolic plane, and can therefore be used to effi-
ciently navigate the network [7, 9]. Furthermore, when
the distribution of expected degrees follows a power law
of exponent γ, the radial distribution in the hyperbolic
plane is
ρ(r) = α
sinhαr
coshαRˆ− 1 (5)
with γ = 2α+1 and α > 0. Nodes are therefore homoge-
neously distributed in the hyperbolic plane for γ = 3 and
are quasi-homogeneously distributed for other values of
γ. In this paper, we use the S1 model for likelihood max-
imization, and its equivalent H2 version for visualization
purposes.
B. Embedding techniques
Mercator exploits two different embedding techniques,
based on ML and on LE, which are briefly outlined in
this section.
1. Model-corrected Laplacian Eigenmaps
Laplacian Eigenmaps was originally designed as a
method for dimensional reduction. Given a set of points
{xi ∈ Rn, i = 1, · · · , N} with the Euclidean metric, LE
finds a mapping of these points {xi 7→ yi ∈ Rm} with
m < n such that the loss function
 =
∑
i,j
|yi − yj |2ω(|xi − xj |2) (6)
is minimized. Here, |yi − yj | is the euclidian distance
between points i and j in Rm and ω(·) is a decreasing
function of the distance between the same pair of points
in the original Euclidean space Rn. Intuitively, placing
pairs of points far apart in Rm if they were originally close
in Rn increases the loss function Eq. (6). Minimizing 
should therefore yield a faithful dimensional reduction of
the data.
In the case of network embedding, our aim is to find
coordinates of nodes in R2 of a network whose structure
can be modeled by the S1 model. To do so, the weight
function ω(·) is taken to be proportional to the adjacency
matrix so that it is only different from zero if nodes i and
j are connected. Yet, the weight associated to connected
pairs of nodes is still assumed to be a decreasing function
of their original Euclidean distance, which must somehow
be estimated from the network structure. To do so, we
leverage the S1 model and estimate the expected distance
in R2 (the chord length) of a pair of nodes based on
their degrees. The set of coordinates that minimize the
loss function  is the solution of a generalized eigenvalue
problem with the Laplacian matrix, for which very fast
algorithms exist if the network is sparse [30].
2. Maximum likelihood estimation
Given a real network with adjacency matrix {aij},
maximum likelihood estimation finds the values of
{κi, θi}, i = 1, · · · , N , that provide a good match be-
tween the S1 model and the observed network. The pos-
terior probability, or likelihood, that a network speci-
fied by its adjacency matrix {aij} is generated by the S1
model is
L({aij}|S1) =
∫
· · ·
∫
L({aij}, {κi, θi}|S1)
N∏
i=1
dθidκi,
(7)
where the function L({aij}, {κi, θi}|S1) is the joint prob-
ability that the S1 model generates simultaneously the
set of hidden variables {κi, θi} and the adjacency matrix
{aij}. Using Bayes rule, we then compute the likelihood
that the hidden variables {κi, θi} take particular values
conditioned on the observed adjacency matrix {aij}
L({κi, θi}|{aij},S1) = L({aij}, {κi, θi}|S
1)
L({aij}|S1)
=
Prob({κi, θi})L({aij}|{κi, θi},S1)
L({aij}|S1) ,
(8)
where
Prob({κi, θi}) =
N∏
i=1
ρ(θi, κi) (9)
is the prior probability density function of the hidden
variables,
L({aij}|{κi, θi},S1) =
∏
i<j
p
aij
ij (1− pij)1−aij , (10)
is the probability that the S1 model generates the adja-
cency matrix {aij} conditioned on the hidden variables
4{κi, θi}, and pij is the connection probability given by
Eq. (1).
If we have information about the prior distribution
of hidden variables, Prob({κi, θi}), Bayesian estima-
tors can be obtained by maximizing the likelihood in
Eq. (8). However, in most cases, prior information is
not available. We then use an improper prior distribu-
tion Prob({κi, θi}) = cte, and obtain the maximum like-
lihood estimator as the set of values {κ∗i , θ∗i } that maxi-
mize Eq. (10) or, equivalently, its logarithm
lnL({aij}|{κi, θi},S1)
=
∑
i<j
[aij ln pij + (1− aij) ln (1− pij)] .
(11)
The maximization with respect to the expected degrees
κ can be performed semi-analytically. The derivative of
Eq. (11) with respect to the expected degree κl of node
l is
∂
∂κl
lnL({aij}|{κi, θi},S1) = β
κl
∑
i6=l
(ail − pil) , (12)
where the second term on the right hand side is the ex-
pected degree of node l, and the first term is its actual
degree kl. The value κ
∗
l that maximizes the likelihood is
therefore the solution of
kl =
∑
i 6=l
pil . (13)
The term on the right hand side can be evaluated in the
model assuming a homogeneous angular distribution of
nodes on the circle. We use this method to provide es-
timates of the expected degrees that are then used to
maximize the likelihood function with respect to the an-
gular coordinates, as explained in Sec. A 6.
III. MERCATOR AT A GLANCE
We have now all the theoretical background to briefly
describe Mercator; the full details are given at Secs. A 1–
A 7. Given a network with adjacency matrix {aij},
we first measure its average degree 〈k〉, average clus-
tering coefficient c¯, and all individual nodes’ degrees
{ki , i = 1, · · · , N}. Second, we estimate hidden degrees
and parameters β and µ. Third, we estimate the angu-
lar ordering of nodes using the model-corrected LE, and
adjust the angles according to the expected angular sepa-
ration between consecutive nodes given by the S1 model.
This yields Mercator’s fast mode version, which produces
a first embedding. Fourth, the angular coordinates are
refined using ML. Finally, hidden degrees are readjusted
given the newly inferred angular positions. All the steps
together conform Mercator refined mode. More precisely,
Mercator executes the following steps.
A. Fast mode
1. Propose an approximate value for β and compute
µ = β2pi〈k〉 sin
pi
β .
2. Using Eqs. (1) and (13), adjust the hidden variables
{κi} such that the expected degree of each node in
the S1 model matches the observed degree in the
original network. This step assumes that nodes are
homogeneously distributed and uses the values of
β and µ from step 1. The initial guess is κi = ki
(the degree of node i in the original network).
3. Using results from steps 1 and 2, evaluate the theo-
retical value of the average clustering coefficient of
the network in the S1 model. If this value differs
from the one measured for the original network, ad-
just the value of β and return to step 1. Otherwise,
proceed to step 4.
4. For every connected pair of nodes with hidden vari-
ables κi and κj and original degrees ki, kj > 1, es-
timate their expected chord length in R2 as dij =
2 sin
〈∆θij〉
2 , where 〈∆θij〉 is the expected angular
separation between connected nodes i and j in the
S1 model.
5. Construct a weighted Laplacian matrix Lij = Dij−
ωij , where D is the diagonal matrix with entries
Dii =
∑
j ωij and weights are given by ωij =
aije
−d2ij/t with t being the variance of dij . Then
solve the generalized eigenvalue problem
Lv = λDv .
We note v1 = (v1,1, v1,2, · · · , v1,N ) and v2 =
(v2,1, v2,2, · · · , v2,N ) the first two eigenvectors with
the smallest nonzero eigenvalues.
6. Assign an angular position to each node i as θi =
atan2(v2,i, v1,i).
7. Make a sorted list of the nodes based on their an-
gular position {θi}. Nodes of degree 1 that were
excluded at step 4 are now reinserted in the sorted
list randomly before or after their unique neigh-
bor. Note that the angular coordinates computed
at step 6 are only used to determine the order in
which nodes are located angularly. Their precise
angular coordinates are evaluated at the next step.
8. For each pair of consecutive nodes in the list, eval-
uate its expected angular separation using the S1
model conditioned on whether the two nodes are
connected or not, their hidden variables κi and κj ,
and the fact that they are consecutive. Finally, all
gaps are normalized to sum up to 2pi. This pro-
duces a set of angular coordinates for each node
{θi , i = 1, · · · , N}.
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FIG. 1. Comparison between the angular coordinates inferred
by different embedding methods in terms of the C-score (left)
and the the Pearson correlation coefficient (right) between
original and inferred angular coordinates as a function of the
clustering parameter β. Every row corresponds to a different
value of 〈k〉: a. 4, b. 8, and c. 12. For every value of the pa-
rameters, we generated and embedded 10 synthetic networks
of size N = 1000 and with power-law degree distribution ex-
ponent γ = 2.5. The plots show the resulting averages and
standard deviations.
These 8 steps summarize a fast and accurate embedding
procedure that, as discussed in Sec. IV, already outper-
forms current state-of-the-art methods. The next section
explains how its accuracy can be further increased.
B. Refined mode
The embedding can be significantly improved with ML
techniques using the embedding obtained with the fast
mode of Mercator as initial conditions. This is due to
the fact that ML uses the information contained both in
the presence and absence of links in the network, whereas
LE only relies on the information conveyed by the pres-
ence of links. The major drawback of ML is the complex
configuration space that needs to be explored to find the
optimal embedding. However, if the starting point of the
exploration is good enough, the maximization of the like-
lihood function is easy and efficient. Thus, starting from
the embedding obtained with the fast mode, we proceed
as follows.
9. Extract the onion decomposition of the net-
work [31] and sort nodes accordingly, starting with
the node in the deepest layer [32]. Doing so allows
the likelihood optimization phase to begin with the
most central nodes (based on mesoscale topological
information) thereby greatly facilitating the finding
of an acceptable local maximum in the configura-
tion space.
10. For each node in the sorted list, find the average
angular coordinate of its neighbors.
11. Sample O(lnN) angular positions around this av-
erage value using a normal distribution whose stan-
dard deviation is set to half of the angular distance
between this average value and the farthest neigh-
bor.
12. Compute the local log-likelihood of the sampled an-
gular positions
lnLi =
∑
j 6=i
aij ln pij + (1− aij) ln(1− pij) , (14)
where pij is computed with Eq. (1), and set the
new angular position of the node to the sampled
angle with highest log-likelihood.
13. Once the position of every node has been optimized
once, repeat step 2 to find a better estimate of the
hidden variables κi using the newly inferred angular
positions. This last step is optional, although it
generally leads to substantial improvements of the
final embedding.
IV. VALIDATION IN SYNTHETIC NETWORKS
We test Mercator using synthetic networks of different
average degrees and clustering coefficients generated with
the S1 model, and consider several quality measures to
check the accuracy of the embeddings. We first focus on
its capability to recover the angular coordinates. Figure 1
shows the C-score [23], defined as the fraction of pairs of
nodes that are correctly ordered in the circle, as well as
the Pearson correlation coefficient between the real and
inferred angular coordinates [33]. The results of the two
versions of Mercator are compared with those obtained
using the Coalescent embedding presented in Ref. [23],
which was reported to give the best node orderings with
respect to other embedding algorithms in the literature.
Notice that Mercator is able to outperform the results
even in its fast mode, especially for networks with a low
average degree. As an example, Fig. 2a depicts the in-
ferred angular coordinates versus the real ones for one of
the networks considered.
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FIG. 2. a. Example of the inferred angular coordinates vs.
original angular coordinates for a network with 〈k〉 = 12 and
β = 3. b. Inferred vs. original values of the global parameter
β obtained from the embeddings of the networks in Fig. 1. c.
Relative likelihood difference 〈EL〉 = 〈L¯infer/L¯real〉 − 1 aver-
aged over all the networks of a given 〈k〉 and β embedded with
Mercator (refined mode with final adjustment of the {κi} at
step #13). In many cases, Mercator is able to find embeddings
with likelihoods above those that generated the networks. In
both plots, the errorbars represent the corresponding stan-
dard deviations. d. Empirical connection probability (circles)
compared to the theoretical curve for the network in a.
Mercator also has the clear advantage of systemati-
cally inferring the hidden degrees and global model pa-
rameters. In Fig. 2b we show that the inference of β is
very precise for all the synthetic networks considered in
this section. This has important implications for appli-
cations that require finding a good congruency between
the network and the model. Indeed, Mercator is able to
find embeddings with very high likelihoods. To quan-
tify this, we consider the relative likelihood difference
EL = L¯infer/L¯real − 1, where L¯ ≡ L2/N(N−1) is the geo-
metric average of the likelihood over all pairs of nodes.
Hence, a positive (negative) EL indicates that the in-
ferred embedding has a higher (lower) likelihood than
the real coordinates and model parameters. Strikingly,
for low values of β, the embeddings found by Merca-
tor have EL > 0 (Fig. 2c). Finally, Fig. 2d presents
an example of the empirical connection probability (frac-
tion of connected pairs as a function of the rescaled dis-
tance χ = d/(µκκ′)), which is extremely congruent with
Eq. (1). Put together, these results reveal that Merca-
tor is not just the most accurate algorithm in terms of
the reconstruction of the angular coordinates of synthetic
networks—arguably the most difficult aspect of the em-
bedding problem—, but it also determines correctly all
other model parameters, including hidden degrees.
V. EMBEDDING OF REAL NETWORKS
Another strength of Mercator is its ability to embed
networks with arbitrary degree distributions. As an il-
lustration, we embedded several real-world complex net-
works from different domains whose degree distributions
include clean scale-free, heavy-tailed, and arbitrary dis-
tributions. More specifically, the networks under study
are: the world airport network [34], the neural network of
the visual cortex of the Drosophila Melanogaster at the
neuron level [35], the neural network of the C. Elegans
worm [36], a human connectome [37, 38], the metabolic
network of the bacterium E. Coli [14, 39], the world trade
web [15], a US commute network [40], a cargo ships net-
work [41], a US commodities network [40], and the Inter-
net at the Autonomous Systems level [9].
One particularly telling example is the airports net-
work whose truncated power-law degree distribution with
exponent γ < 2 cannot be easily embedded with methods
based on the PSO model. In the case of real networks,
we do not have access to the “real” coordinates to com-
pare with those obtained from our embeddings. Yet, in
some cases, metadata related to the similarity between
nodes is available and can be used to test whether an
embedding is meaningful or, instead, is an artifact of the
algorithm. In the case of the airports network, geography
is such metadata. Figure 3a shows the hyperbolic embed-
ding obtained by Mercator in the slow mode with nodes
colored according to the continent they belong to (sep-
arating North and South America). Airports belonging
to the same continent appear clustered in similar angular
positions, thus supporting the relation between the angu-
lar space of the embedding and similarity among nodes.
Similar analyses were carried out for the Internet at the
autonomous systems level [9], metabolic networks [14],
and the world trade web [15]. A strong correlation be-
tween the angular distribution of points and available
metadata was found in all cases. In light of these re-
sults, we conclude that our geometric embeddings are
meaningful and capture attributes that contribute to the
similarity among the elements of complex networks.
Beyond this qualitative agreement, we tested the ex-
tent to which the embedding inferred by Mercator is ac-
curate enough to reproduce the topology of the airports
network. To do so, we first compare the expected con-
nection probability Eq. (1) with the inferred value of β
against the empirical connection probability, computed
using the inferred coordinates of the nodes ({κi, θi}).
This remarkable agreement confirms that the rescaled
distance χ provides a meaningful measure to character-
ize the interaction between nodes in the network. Sec-
ond, we used the set of coordinates {κi, θi} as well as
the parameters β and µ to generate an ensemble of syn-
thetic networks using Eq. (1). We then compared sev-
eral topological properties of this ensemble with those
7FIG. 3. a. Hyperbolic embedding of the world airports network obtained by Mercator in the refined mode. Nodes are colored
according to the continent in which they are located, information that is not used to obtain the embedding. b. Comparison of
the expected connection probability based on the inferred value of β (expected) and the actual connection probability computed
with the inferred hidden variables {ki, θi} (inferred).
measured on the original network. Specifically, the first
row of Fig. 4 shows the results for the complementary
cumulative degree distribution Pc(k), the average near-
est neighbors’ degree k¯nn(k), and the clustering spec-
trum c¯(k). The final adjustment of hidden degrees in
step #13 of the Mercator algorithm strongly enhances
the reproduction of the degree distribution. Notice that
the S1 model does not include any mechanism to control
degree-degree correlations or the shape of the clustering
spectrum (recall that β is chosen based on the average
clustering coefficient only). Yet, the generated network
ensemble reproduces these two quantities with remark-
able precision. This is particularly interesting in the case
of the average nearest neighbors’ degree, which shows a
non-trivial assortative behavior for low degrees both in
the real network and the ensemble. This suggests that
the non-uniform angular distribution of nodes inferred
by Mercator (and so the network geometric properties)
is partly responsible for the observed degree-degree cor-
relations in real complex networks.
The ensemble of synthetic networks generated from the
estimated geometric parameters of the airports network
performs also very well at reproducing topological prop-
erties of individual nodes. The second row of Fig. 4 shows
scattered plots of the degree of a given node, the sum of
degrees of its neighbors, and number of triangles attached
to it in the generated network ensemble versus the same
quantities measured on the original network. For each
node, we also compute the 2σ confidence interval, and ζ
shows the fraction of nodes whose original property (de-
gree, sum of neighbors’ degree, number of triangles) lies
outside this interval. Results show that the fraction of
points outside this interval is around 6%, which is consis-
tent with the 2σ (or ≈ 95%) confidence interval. These
results, supported by those presented in the Supplemen-
tary Information, clearly illustrate the accuracy of the
embeddings provided by Mercator. To the best of our
knowledge, such accuracy cannot be obtained with other
existing embedding methods.
VI. COMPUTATIONAL COMPLEXITY
We now support our claim that the computational
complexity of Mercator scales as O(N2) for sparse net-
works composed of N nodes (and L = 〈k〉N/2 links).
Figure 5a and 5b show the running time in seconds in
function of the number of links (L) for both synthetic and
real networks. In both cases, we find that Mercator’s re-
fined mode does indeed roughly scale as L2 although it is
clear that other topological properties influence the final
total running time. With respect to the fast mode, we
find that the computational complexity is roughly linear
within the range in the number of links that was consid-
ered. Finally, Fig. 5c breaks down the running time into
the time spent in each of the Mercator major steps, and
doing so shows how most of the running time is spent
during the ML step.
VII. CONCLUSIONS
In this work, we introduce and deliver the full code
of Mercator, the most accurate method to embed com-
plex networks into their latent metric spaces. We showed
that the quality of the embeddings can be significantly
improved by a proper combination of machine learning
techniques and powerful statistical methods. Thanks to
8FIG. 4. Topological validation of the embedding of the airports network. The first row shows a. the complementary cumulative
degree distribution, b. the average nearest neighbors degree, k¯nn(k), and c. the clustering spectrum, c¯(k). Symbols correspond
to the value of these quantities in the original network, whereas the red lines indicate an estimate of their expected values in
the ensemble of random networks inferred by Mercator. This ensemble was sampled by generating 100 synthetic networks with
the S1 model and the inferred parameters and positions by Mercator. The orange regions correspond to an estimate of the 2σ
confidence interval around the expected values. The second row shows scattered plots of d. the degree of every nodes, e. the
sum of the degrees of their neighbors, and f. the number of triangles to which they participate. The plots show the estimated
values of these three measures in the same ensemble of random networks considered above versus the corresponding values in
the original network. The error bars show the 2σ confidence interval around the expected values. The quantity ζ corresponds
to the fraction of nodes for which the value measured on the original network lies outside the 2σ confidence interval.
this combination, Mercator is able to overcome some of
the drawbacks of other techniques which, for instance, re-
quire perfect power laws in the whole domain of degrees,
a condition that is not met by many real networks. Our
results also indicate that the obtained embeddings are
able to recover ground truth information not contained
in the network topology. We expect Mercator to become
a standard tool within the toolbox of network scientists
and anybody interested in retrieving information from
big data systems admitting a network representation.
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Appendix A: Mercator in details
We now provide the full details of Mercator.
1. Sketch of the method
The S1 model has two global parameters that need
to be inferred; µ, controlling the average degree and β,
which determines the level of clustering in the network.
In addition, every node i is assigned two hidden vari-
ables: a hidden degree κi and an angular coordinate θi.
9FIG. 5. Comparison of the computational complexity of Mer-
cator expressed in terms of the running time versus the num-
ber of links in the network (L). a. Comparison between
Mercator’s fast and refined modes using synthetic networks
generated with the S1 model with a power law distribution
for the expected degrees κ with exponent γ = 2.2, β = 2
(clustering) and 〈k〉 = 10. Dashed lines proportional to Lα
were added to guide the eye. Higher values of γ lead to smaller
running times but similar scaling behavior as the number of
links increases. b. Computational complexity of Mercator’s
slow mode applied to the real network datasets presented in
Sec. V. A line proportional to L2 has been added to guide the
eye. c. Mercator’s computational complexity broken down
into each each step of the algorithm. The same synthetic
networks as in a were used.
The following method finds the values of µ, β and κi for
which the expected degrees in the model k¯(κi), that is, in
synthetic networks generated with uniformly distributed
angular positions, equal the observed degrees in the real
network and, moreover, the expected mean local cluster-
ing of the embedding matches the real value. To that
end, some values of µ and β are proposed. Next, the
corresponding κi are calculated. Finally, the expected
clustering coefficient is computed and β is adjusted if the
predicted value is not within an acceptable range of the
original value.
The method relies on the assumption that all nodes
with the same degree have the same hidden degree.
Therefore, the first preliminary step is reading the net-
work and counting the number of nodes in every degree
class k, that we denote by Nk.
2. Inferring the hidden degrees
This step assumes some given value of β and the cor-
responding µ = β2pi〈k〉 sin
pi
β , where 〈k〉 is the observed
average degree. We then assign to every degree class the
hidden degree given by κ(k) = k as the initial guess. The
aim of the following algorithm is to adjust this relation so
that k¯(κ(k)) = k± , where  can be set, for instance, to
 = 0.01. To solve this problem, we need a way to reckon
the values of k¯(κ(k)) from the relation κ(k). To that end,
it is useful to consider the probability for two nodes with
hidden degrees κ and κ′ to be connected in the ensem-
ble of networks with global parameters R = N/(2pi), µ,
β and uniformly distributed angular coordinates. This
probability is given by
p(aκκ′ = 1) =
pi∫
0
1
pi
1
1 +
(
R∆θ
µκκ′
)β d∆θ
= 2F1
(
1,
1
β
, 1 +
1
β
,−
(
Rpi
µκκ′
)β)
. (A1)
Starting from the initial guess κ(k) = k, we perform the
following steps to refine the relation κ(k):
1. Initialize expected degrees: For every degree
class k, set k¯(κ(k)) = 0.
2. Compute expected degrees: For every pair of
degree classes (k, k′), compute P ≡ p(aκ(k)κ(k′) =
1) using Eq. (A1). Set k¯(κ(k)) + Nk′P → k¯(κ(k))
and k¯(κ(k′)) + NkP → k¯(κ(k′)). By doing so,
we add the expected number of connections of a
node in degree class k with nodes in degree class k′
and vice-versa. Notice that, when k = k′, we set
k¯(κ(k))) + (Nk − 1)P → k¯(κ(k)) instead.
3. Compute largest deviation: Let max =
max{|k¯(κ(k))− k|}k be the maximal deviation be-
tween degrees and expected degrees. If max > ,
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the values of κ(k) need to be corrected. Then, for
every degree class k, set |κ(k) + [k − k¯(κ(k))]u| →
κ(k), where u is a random variable drawn from
U(0, 1). The rationale behind this transformation
is that every degree-class hidden degree is corrected
according to its expected-degree excess or defi-
ciency; the random variable u prevents the process
from getting trapped in a local minimum. Next,
go to step 1 to compute the expected degrees cor-
responding to the new set of κ(k). Otherwise, if
max ≤ , hidden degrees have been inferred for the
current global parameters.
3. Inferring parameter β
To infer β, we need to compute the expected mean
local clustering c¯ given the current values of the global
parameters as well as of the hidden-degree distribution
provided by κ(k) and Nk found using the algorithm from
the last subsection. The method is based on the following
idea. Suppose we want to estimate the expected cluster-
ing c¯(k) of some node with degree k. According to the
definition of mean local clustering, this quantity is given
by the probability for two randomly chosen neighbors of
the node to be connected, which can be computed in two
steps: first, we randomly choose two of its neighbors and
draw their distances to the node from the distribution of
distances between connected nodes in the model. Sec-
ond, we compute the distance between the two neighbors
and, with it, the probability for them to be connected.
Two important points require some clarification:
a. The model is uncorrelated at the hidden level.
Therefore, in the calculation of the clustering, we
draw the two neighbors from the uncorrelated dis-
tribution P (k|k′) = kP (k)/〈k〉.
b. The distribution of angular distance ∆θ between
two connected nodes with hidden degrees κ and κ′,
ρ(∆θ|aκκ′ = 1), where aκκ′ stands for the corre-
sponding adjacency-matrix element, is given by
ρ(∆θ|aκκ′ = 1) = p(aκκ
′ = 1|∆θ)ρ(∆θ)
p(aκκ′ = 1)
. (A2)
In the above expression, p(aκκ′ = 1|∆θ) =
1/
(
1 + (R∆θ/(µκκ′))β
)
is the connection proba-
bility between the two nodes with hidden degrees
κ and κ′ separated by a distance ∆θ. The dis-
tribution of distances in the S1 model is simply
ρ(∆θ) = 1/pi, since angular coordinates are uni-
formly distributed. Finally, p(aκκ′ = 1) is given in
Eq. (A1). Equation (A2) therefore reads
ρ(∆θ|aκκ′ = 1) =
1
pi
1
1+
(
R∆θ
µκκ′
)β
2F1
(
1, 1β , 1 +
1
β ,−
(
Rpi
µκκ′
)β) . (A3)
The expected mean local clustering can now be found
following three steps:
1. Initialize mean local clustering: Let c¯(k) rep-
resent the expected mean local clustering of degree
class k. Set c¯(k) = 0 for all k.
2. Compute expected mean local clustering
spectrum: For every degree class k, do m times:
i. Draw two variables ki from P (ki|k), i = 1, 2.
ii. Draw the corresponding random variables
∆θi from the distributions ρ(∆θi|aκ(k)κ(ki) =
1), i = 1, 2 given in Eq. (A3).
iii. Consider the two semicircles spanned by the
diameter of the circle passing through the
degree-k node. It is equally likely for its two
neighbours to lay in the same or in different
semicircles. Hence, with probability 1/2, set
∆θ12 = min(|∆θ1 +∆θ2|, 2pi−|∆θ1 +∆θ2|) or
∆θ12 = |∆θ1 −∆θ2|.
iv. Set c¯(k) + p12/m → c¯(k), where p12 =
1
1+
(
R∆θ12
µκ(k1)κ(k2)
)β is the probability for nodes 1
and 2 to be connected.
3. Compute expected mean local clustering:
The expected mean local clustering c¯ can be readily
computed as c¯ =
∑
k c¯(k)Nk/N .
If the error in the expected mean local clustering |c¯ −
c¯emp| < c¯, where c¯ is the desired precision and c¯emp
is the observed mean local clustering coefficient, we can
accept the current value of β and proceed to the infer-
ence of the angular coordinates. Otherwise, β needs to
be corrected and the hidden degrees must be recalcu-
lated accordingly by repeating the process explained in
the previous subsection. Notice that, since the expected
mean local clustering coefficient is a monotonic function
of β, the process can be iterated efficiently using the bi-
section method. In practice, however, we use a modified
version of the bisection method in which the upper bound
is let free until we reach a value of β for which the ex-
pected clustering is higher than the observed one. More
precisely, we start with a value for β picked uniformly
between 2 and 3. Then, while the expected clustering is
lower than the observed one, we increase β by multiply-
ing it by 1.5. When we reach a value for which the ob-
served clustering is surpassed, we start the regular bisec-
tion method. We also note that, for c¯ = 0.01, m = 600
is enough. Of course, if more precision is required, m
must be increased to guarantee that the fluctuations in
the computed c¯(k) are small enough.
4. Angular coordinates
Having inferred the values for the parameters β, µ and
{κi}, we are in a position to infer the angular coordinates,
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{θi}, of each node. This is performed by following two
steps: a machine learning step providing an initial order-
ing of the nodes as well as realistic positions, and a second
step in which nodes are moved in order to maximize the
likelihood that the S1 model generated the original edge
list.
5. Initial ordering and positions
This step is a modified version of the Laplacian Eigen-
maps (LE) algorithm introduced in Ref. [26] and used in
Refs. [22, 23]. This machine learning algorithm was orig-
inally conceived for dimensionality reduction. The main
idea is as follows. Given a set of points in Rn, the algo-
rithm first constructs a RGG by, for instance, connecting
points located at a distance below some threshold in n-
dimensional Euclidean space. Once this graph is known,
the points are mapped to Rm with m < n by diagonal-
izing the corresponding Laplacian and assigning to ev-
ery point i the coordinates yi = (v
i
1, · · · , vim), where vij
is the i-th component of the j-th Laplacian eigenvector
with non-null eigenvalue (the eigenvectors are ordered ac-
cording to their eigenvalues). It can be shown that these
coordinates minimize the squared distances between con-
nected pairs in the RGG,
 =
∑
i,j
|yi − yj |2 , (A4)
while preventing all nodes from collapsing into a single
point. Furthermore, the relevance of every connection
(i, j) in the RGG in the above expression can be modu-
lated by assigning a weight ωij to it according to
ωij = e
−|xi−xj |
2
t , (A5)
where |xi − xj | is the distance between the points in Rn
and t is a scaling factor fixed as the mean of the squares
of all the distances [23]. The same procedure then leads
to the minimization of
 =
∑
i,j
|yi − yj |2 ωij , (A6)
The approach taken by Refs. [22, 23] is to consider
the network to be embedded as the RGG generated in a
higher-dimensional space. Hence, by proceeding to the
dimensionality reduction in m (typically m = 2) dimen-
sions, we obtain an embedding in Rm, which can be ra-
dially normalized so that all points lay in Sm−1. The
improvement in Ref. [23] is to assign weights according
to some heuristic and, once the coordinates on the plane
are known, these are used to infer the ordering of nodes
only. The final coordinates are computed by distributing
all nodes on the circle with θi+1−θi = 2pi/N, ∀i. We now
propose an improvement based on assigning the weights
in the Laplacian matrix as well as the gaps θi+1 − θi
according to the S1 model.
1. Laplacian Eigenmaps for node ordering:
Since degree-one nodes do not add geometric infor-
mation, we remove them at this step and work with
the subgraph of nodes with k > 1. We then ap-
ply the Laplacian Eigenmaps method to such graph
after weighting every links according to Eq. (A5),
where we use
|xi − xj | = 2 sin 〈∆θij〉
2
(A7)
as a proxy for the distance |xi − xj | and 〈∆θij〉
is the expected angular distance between nodes i
and j in the S1 model conditioned to the fact that
they are connected. The above expression simply
maps such expected angular distance onto the cor-
responding cord length, since Laplacian Eigenmaps
is designed to work on Euclidean space and, there-
fore, it seems natural to consider the S1 model as
embedded in R2 for the algorithm. The expected
distance between the nodes can be readily com-
puted from Eq. (A3) as
〈∆θij〉 =
pi∫
0
∆θijρ(∆θij |aij = 1)d∆θij
=
pi 2F1
(
1, 2β , 1 +
2
β ,−
(
Rpi
µκ(ki)κ(kj)
)β)
2 2F1
(
1, 1β , 1 +
1
β ,−
(
Rpi
µκ(ki)κ(kj)
)β) . (A8)
Since a similar approach developed in Ref. [23] has
been shown to yield very good results in terms of
the angular ordering of the nodes, we use this ma-
chine learning step to define a sequence of angular
coordinates
S′ = (θ1, . . . , θN ′) (A9)
for the nodes in the subgraph, where the angles
in S′ are ordered in increasing order. Each θi is
computed as
θi = atan2
(
vi2, v
i
1
)
, (A10)
where vi1 and v
i
2 are the x and y coordinates of
node i found by LE. Once we have the ordering of
nodes with k > 1, we reincorporate the degree-one
nodes. This can be easily done by replacing every
node i with t degree-one neighbors by the sequence
(ni1, . . . , n
i
bt/2c, i, n
i
bt/2c+1, . . . , n
i
t) in S
′, where nij is
the j-th degree-one neighbor of node i (in any ar-
bitrary order) and b·c is the floor function. Such
operation yields a new sequence of nodes S includ-
ing all the nodes in the original graph.
2. Order-preserving adjustment: This last step
of the approximate embedding locates the nodes
on the circle preserving the ordering of the nodes
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in S. To that end, we set every node’s coordinate
such that the gap between two consecutive nodes in
S is proportional to the expected gap between two
consecutive nodes with the same hidden variables
and adjacency-matrix element in the S1 model. We
do this in two steps:
i. Computing the expected gaps: Let nodes i and
i+ 1 be consecutive in S. The distribution for
the length of the gap gi between them can be
obtained from Bayes’ rule, as in Eq. (A2),
ρ(gi|ai+1,i) = p(ai+1,i|gi)ρ(gi)pi∫
0
p(ai+1,i|gi)ρ(gi)dgi
, (A11)
where now ρ(gi) is an exponential distribution
with mean 2pi/N ,
ρ(gi) =
N
2pi
e−
N
2pi gi , (A12)
and
p(ai+1,i|gi) =
 1
1 +
(
Rgi
µκ(ki+1)κ(ki)
)β

ai+1,i
×
1− 1
1 +
(
Rgi
µκ(ki+1)κ(ki)
)β

1−ai+1,i
.
(A13)
The expected gap 〈gi〉 can thus be computed
as
〈gi〉 =
pi∫
0
gip(ai+1,i|gi)ρ(gi)dgi
pi∫
0
p(ai+1,i|gi)ρ(gi)dgi
. (A14)
Both integrals can be carried out numerically.
ii. Normalizing the gaps: By applying the last
step to every pair of consecutive nodes (in-
cluding the pair (N, 1)), we obtain a sequence
of N expected gaps which, however, needs not
sum up to 2pi, so we normalize each 〈gi〉 as
g˜i = 2pi
〈gi〉
N∑
i=1
〈gi〉
. (A15)
Finally, we can assign every node’s coordi-
nate sequentially, starting with θ1 = 0, as
θi = θi−1 + g˜i−1, i = 2, . . . , N .
6. Likelihood maximization
This stage of the embedding algorithm adjusts the an-
gular coordinates that maximize the likelihood for the ob-
served network to be generated by the model. As opposed
to previously proposed likelihood-maximization schemes,
we do not need to explore a vast region of configura-
tion space, since the machine learning stage provides a
set of coordinates located near an optimal configuration.
Hence, we visit every node once and propose several new
angular coordinates for it, keeping the one with higher
log-likelihood. The steps we follow are:
1. Define a new ordering of nodes: We visit
the nodes in the order defined by the network’s
onion decomposition. In the sequence, the order-
ing among nodes belonging to the same layer in the
decomposition is random.
2. Find new optimal coordinates: For every node
i, we select the optimal coordinate among can-
didate positions generated in the vicinity of the
mean angular coordinate of its neighbors. This is
achieved in three steps:
i. Compute mean coordinate of node i’s neigh-
bors: Let node i have ki neighbors, which
we now label with index j = 1, . . . , ki. Since
nodes lay on a circle, we must compute their
mean angular coordinate θ¯i using the vector
sum of their positioning vectors in R2. The
polar angle of the resulting vector sum is given
by
θ¯i = atan2
∑
j
1
κ2j
sin θj ,
∑
j
1
κ2j
cos θj
 , (A16)
where the hidden degrees in the above ex-
pression weight the contribution of every
neighbor’s positioning vector, as proposed in
Ref. [20].
2. Propose new positions around θ¯i: We gener-
ate 100 max(lnN, 1) candidate angular coor-
dinates from a normal distribution with mean
θ¯i and standard deviation σ given by
σ = max
(
pi
12
,
∆θmax
2
)
, (A17)
where ∆θmax is the angular distance between
θ¯i and the most distant neighbor of node i,
i.e.,
∆θmax = max{min
(|θj − θ¯i|, 2pi − |θj − θ¯i|)}j . (A18)
3. Select the most likely candidate position:
Compute the local log-likelihood of every can-
didate position as well as of node i’s current
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angular coordinate according to
lnLi =
∑
j 6=i
aij ln pij + (1− aij) ln(1− pij) . (A19)
Locate node i at the angular position maxi-
mizing the local log-likelihood.
7. Adjusting hidden degrees
The final process adjusts hidden degrees according to
the hidden coordinates found so that k¯(κi) = ki. The
algorithm is similar to the initial inference of hidden de-
grees:
1. Compute expected degrees: For every node i,
set
k¯(κi) =
∑
j 6=i
1
1 +
(
R∆θij
µκiκj
)β . (A20)
2. Correct hidden degrees: Let max =
max{|k¯(κi) − ki|}i be the maximal deviation be-
tween degrees and expected degrees. If max > ,
the set of hidden degrees needs to be corrected.
Then, for every node i, set |κi+[ki− k¯(κi)]u| → κi,
where u is a random variable drawn from U(0, 1).
As in Sec.A 2, the random variable u prevents the
process from getting trapped in a local minimum.
Next, go to step 1 to compute the expected de-
grees corresponding to the new set of hidden de-
grees. Otherwise, if max ≤ , hidden degrees have
been inferred for the current global parameters and
angular coordinates.
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