We propose a coarse graining procedure for a uid system that allows us to discuss from a conceptual point of view di erent \mesoscopic" approaches to hydrodynamic problems. Dissipative Particle Dynamics (DPD) and Smoothed Particle Dynamics (SPS) are discussed simultaneously within this framework. In particular, we give physical meaning to the weight function used in SPD. The close analogy between DPD and SPD suggests a synthesis of both approaches that overcomes the conceptual shortcomings of both.
Introduction
Complex uids in which many length and time scales coexist represent a challenge for conventional numerical simulation approaches. From a microscopic point of view, molecular dynamics (MD) is a realistic approach that su ers from the impossibility of exploring space and time scales that are outside the microscopic realm. With the aim of reducing the computational burden of MD at the cost of losing some realism, Frisch et al. and Wolfram introduced the lattice gas automata (LGA) approach. 1;2 The technique is a discrete in space and time cartoon of a MD that nevertheless describes hydrodynamic behavior. There are, however, several features as, for example, the lack of Galilean invariance and the complexity of three-dimensional models that limit the usefulness of this approach.
On the other hand, from a macroscopic point of view the conventional method of solving partial di erential equations for the hydrodynamic elds encounters two di culties for the case of complex uids. The rst comes from the fact that usually we know the microstructure and composition of the complex uid but what lacks is a mathematical macroscopic description for it, this is, its constitutive equation. The second di culty is practical and concerns the complex boundary conditions that have to be imposed in a complex uid. If one thinks, for example, in a colloidal suspension as a prototype of complex uid, the Newtonian solvent in which the particles are immersed could be modeled with the Navier-Stokes equations that have to be solved in a domain of variable structure because the particles are continuously 1 moving.
Given the di culties of both approaches, there has been a recent interest and e ort in developing mesoscopic algorithms that would allow to address rheology and di usion issues of complex uids with computational feasibility. Following the trail of LGA, an important development has been the Lattice-Boltzmann approach in which one studies the evolution of the single particle distribution functions on a lattice. 3 This reduces considerably the statistical noise, alleviates the problem of Galilean invariance and simpli es considerably the numerical 3D algorithms. Nevertheless, the technique is still tied to the inconvenience of a lattice, that makes the treatment of boundary conditions cumbersome. In addition, LGA and LBA are intrinsicly irreversible algorithms and therefore there is no known detailed-balance condition which means that the Gibbsian equilibrium state of the system is not guaranteed to exist. 4 Within the mesoscopic approach, Hoogerbrugge and Koelman introduced the very appealing technique of Dissipative Particle Dynamics (DPD). 5;6 In this technique the uid is modeled through point particles that interact with each other with three types of forces: conservative forces coming from a repulsive soft potential, dissipative forces that depend on the relative approaching velocities of the particles and thermal random forces. All of them satisfy Newton's third law and therefore the system conserves momentum locally. This implies that the system displays hydrodynamic behavior at long wavelength and small frequencies. 7 The motivation for introducing the three types of forces comes from an heuristic picture in which the point particles are regarded as \droplets" of uid. These droplets interact dissipatively due to its viscous interaction, and in order to prevent the eventual arrest of the particles they are subjected to the thermal motion. We have proved that DPD can be formulated in such a way that the system displays a Gibbsian equilibrium ensemble and it satis es a uctuation-dissipation theorem that allows us to relate the noise amplitude with the temperature of the system. 4;8 The Gibbs ensemble is given in terms of the soft repulsive potential and does not depend on the dissipation of the system. In other words, the conservative part of the algorithm is responsible for the thermodynamics of the system and in particular for the sound propagation whereas the dissipative part enhances the viscosity of the conservative system.
Dissipative Particle Dynamics has several features in common with Smoothed Particle Dynamics (SPD). The latter technique was introduced in the context of astrophysical problems 10 and has been recently formulated and applied for simulating viscous Newtonian uids. 11;13;12 SPD is a Lagrangian mesh-free method for solving partial di erential equations as, for example, the Navier-Stokes equations. The resulting algorithm is a a MD-like algorithm in which particles are smoothly distributed in space according to a \weight function". These smoothed particles interact with velocity dependent forces similarly to DPD. There are, however, several di erences between DPD and SPD. First, DPD does not conserve total energy and it is therefore restricted to study isothermal problems. SPD has no restriction on this issue, and convection problems have already been attacked. 12 On the other hand, there is yet no consistent way of introducing uctuations on SPD. The uctuations in SPD have a purely numerical origin due to the particle discretization of the Navier-Stokes equations.
In this paper we wish to formulate a conceptual framework in which to discuss DPD and SPD. The basic idea is to render in precise terms what is referred as \droplets" or \smoothed particles" in each technique. In this doing, we expect to clarify some issues regarding the origin of soft potentials, thermal noise, and dissipative forces in DPD. We will see also that this framework suggests that DPD and SPD have more in common than previously noted.
The coarse graining in a uid
In an attempt to better understand the physical origin of the di erent forces that appear in DPD, we discussed recently a coarse graining procedure applied on a very simple system, the 1D harmonic chain. 9 The particles of the chain were grouped into clusters and it was shown that they behave as if they were a single particle connected with weaker springs (a conservative force), subjected to a viscous force that depends on the relative velocity between clusters (a dissipative force) and experiencing the e ects of a thermal force that takes into account the eliminated degrees of freedom (a random force). This is a very general theme in non-equilibrium statistical mechanics: whenever a coarse-graining description is performed in such a way that the microscopic variables are eliminated in terms of a fewer number of macroscopic (or mesoscopic) variables, then the eliminated degrees of freedom show up in the dynamics of the macroscopic variables in the form of dissipation and noise. In addition, both e ects are connected through a uctuation-dissipation theorem.
It is illustrative to perform a coarse-graining for a uid similar to that of the 1D harmonic chain. The essential problem for the case of a uid is in the de nition of the \clusters" of particles. We present in what follows a sensible proposal for such a de nition.
We simulate a uid microscopically by performing an equilibrium MD simulation of N particles in a periodic cubic box. The particles interact with a purely repulsive CWA potential (a shifted Lennard-Jones potential truncated at the minimum). A coarse grained description is de ned by seeding a number N c N of points randomly in the box. These points are called \cluster centers". We associate to each of this points a cluster of those particles that are in its vicinity. A suitable way to do this is by Voronoi tessellation which consists in the assignation of each particle to its nearest cluster center. In this way all space is divided in irregular cells that ll the space completely. To each cell \centered" at the coarse grained points R we associate a velocity V which initially is set to zero. We compute from the microscopic forces on the particles obtained from the simulation the total force F acting on the particles of each cell. The center of the cell R , the velocity of the cell V and the force on the cell F constitute the coarse grained variables of the mesoscopic description.
As we run the MD simulation, we move the clusters according to Newton's law
where M (t) is the total mass of the particles within cell which depends on time because the particles can di use from one cell to the other. The question one would like to answer is, can we relate in a simple way the forces F on a cluster with the positions and velocities R 0 ; V 0 of this cluster and its neighbors?. In other words, can we obtain a self consistent closed description on the mesoscopic level? It is apparent that if the dependence on the position and velocities of the neighboring clusters of the force on a given cluster was known, then one could attempt to simulate the equation of motion for the clusters instead of simulating the evolution of the particles that constitute them. This represents an enormous saving of computational time because the number of clusters is much smaller than the number of particles and also because the time scales of evolution of the clusters are also much larger. Therefore, a reasonable time step for the simulation of the evolution of clusters (typically a small fraction of the time scale of evolution of cluster) is a very large time step in front of typical time steps required to simulate the microscopic dynamics of the system. We are facing an inverse problem here, basically that encountered by Kepler and Newton: Given a set of planetary observations, infer the law of force between the planets and stars. It is apparent that the problem as it stands is very di cult to solve and we do not attempt to fully solve it here. Nevertheless, we can extract some useful information about the dynamics of the clusters from our simulation results. We do so by looking at the pair distribution function g(R) of the cluster centers and by de ning the potential of mean force V (R) according to g(R) = exp ?fV (R)=k B T g (2) where k B is Boltzmann's constant and T is the temperature of the system. 14 This prescription is expected to be valid unless strong ordering e ects due to external forcing or phase transitions are occurring in the system. We have checked that the kinetic temperature of the mesoscopic clusters de ned from the kinetic energy hK c i of the clusters as T c = 2 3kB hKci Nc is equal to the microscopic temperature T obtained from the kinetic energy of the atomic particles. An heuristic argument supporting this equality computes the equilibrium average of the kinetic energy of a cluster by assuming that the number of particles in a cluster is constant. One obtains then the equality of the microscopic and mesoscopic temperatures. In the limit of large clusters the relative uctuations of mass are small and therefore the equality is guaranteed.
Results
We perform a MD simulation of N = 2197 CWA particles. The thermodynamic state of the system is characterized by the temperature T = 2 and the density = 0:6 which are given in conventional reduced units. This corresponds to typical liquid conditions for this system.
We initially seed the box with cluster centers by selecting a number N c of atomic particles at random and locating the cluster center on the particle position. This ensures that if we select a number of clusters identical to the number of particles, each particle will constitute its own cluster forever (note that the updating algorithm (1) for clusters is identical to the updating algorithm for particles). In what follows we compute the radial distribution function of clusters and the corresponding potential of mean force. We study systematically the dependence of these quantities on N c . By varying N c we are changing the number density of clusters, this is n c = N c =L 3 where L is the lineal dimension of the cubic simulation box. We also change the typical size of a cluster de ned as c = (n c ) ?1=3 and the typical mass of the cluster M c de ned as the number of atomic particles per cluster, M c = N=N c . The bounds for the cluster number density n c are as the maximum density (when N c = N and there is a single particle per cluster) and n c = (3=L) 3 as the minimum density. This minimum density corresponds to having approximately three clusters in a given linear dimension. This avoids the possibility of auto-interaction of the clusters through the periodic boundary conditions.
We have observed that for the range of cluster mass from M c = 1 to M c = 2 the radial distribution function g(R) loses its atomic structure and goes towards a structureless shape. In Fig. 1 we show g(R) for cluster masses M c ranging from M c = 2 to M c = 10. Lower curves correspond to larger cluster mass. The shape of all the curves is quite similar. As the distance R decreases g(R) decreases, which means that it is less probable to nd clusters at small distances. Worth noting is the small increase of probability at very short distances of the order 0:2 in reduced units. This small increase is due to events in which two or more clusters are very close to each other because the typical distance between atomic particles for the density selected is around 1 in reduced units. The physical mechanism that produces this shape for g(R) is not well understood at present. However, preliminary studies with an ideal gas of non-interacting particles that display essentially the same shape for g (R) suggest that the atomic potential is not relevant and the shape of g(R) has an entropic origin. We suspect that the increase of g(R) for very small R is due to the fact that there is a non-negligible probability of nding empty clusters. Therefore, one expects that when the clusters are large enough, these events will be very rare, and this is con rmed by the simulation results presented in Fig. 1 where the increase of g(R) at R = 0 is smaller as the cluster mass increases.
The potential of mean force obtained from (2) is shown in Fig. 2 . Lower curves correspond to lower values of the cluster mass. This potential is repulsive and has a range of interaction that increases with cluster mass. It has nite height which means that particles moving with this potential are able to \interpenetrate". This is a re ection that cluster centers can pass through each other. However, the larger the cluster, the more di cult is for the cluster to be near each other. We have tried a parameterization of this potential of mean force by considering a potential with two parameters, the range R 0 of the potential and the height or energy barrier V 0 . With regard to the functional tting forms, we have observed by plotting these potentials in lin-log axis that for R > 1 the decline of the potential is very approximately exponential. This suggests to t the following function to the potential of mean force
This function displays an exponential decline at long distances and it goes smoothly to V 0 at zero distances. The derivative of the potential at R = 0 is zero and this implies that the mean force does not su er from any discontinuity as two particles pass very close to each other. Note that the tting function (3) does not display the dip, which is a feature that disappears for large clusters. The expectation that for large cluster masses a universal expression for the potential of mean force is reached is strikingly con rmed in Figs. 3 (a) and (b) . In Fig. 3 (a) we show the value of V 0 as a function of the cluster length. Unfortunately, for large clusters the statistics is poorer because the number of clusters over which to average in order to construct g(R) is smaller. Nevertheless, it is reasonable to conclude from this plot that a saturation of the curve at large cluster length takes place. On the other hand, we plot in Fig. 3 (b) the range of the potential as a function of the cluster size. A neat linear dependence is observed.
Discussion
Why the coarse-graining of a uid is a real improvement? In a numerical simulation with DPD it seems natural to select as units of length the typical interparticle distance (and therefore the number density is automatically xed to 1 in this units), as units of energy the energy barrier V 0 and as units of mass the (constant and equal) mass of the dissipative particles. In this way one selects the time and length units corresponding to a particular coarse-graining level. The time step used will be in general a small fraction of this unit which is a very large time step compared to typical MD time steps. In addition, the soft potential allows for even larger time steps in corresponding units. As opposed to singular potentials as the Lennard-Jones potential, no instability due to reaching too high potential energies in a single time step arises. One should note, though, that this is no real advantage because the soft potential is less e cient in changing momentum in each \collision" than the Lennard-Jones potential. Therefore, what is gained by increasing the time step with the soft potential is lost by having to simulate for a longer period of time in order to obtain statistically signi cant results. As we see, the real advantage of DPD over MD is in the di erent meaning of the units of space and time. This is 2.6 2.8 best illustrated by considering the case of a neutrally buoyant colloidal suspension. In a realistic MD simulation the time scale of evolution of the heavy colloidal particles is many orders of magnitude larger than the time scale of evolution of the light atomic particles that constitute the solvent. Instead, if dissipative particles are used, one can reduce the di erence between solvent and colloidal time scales by performing a coarse graining of the solvent. Now the heavier clusters (i.e. the dissipative particles) evolve much slower, in time scales comparable to those of the colloidal particles. In other words, in \mesoscopic" units the mass of the colloidal particles is much smaller. The potential of mean force does not coincide in general with the real potential acting between particles. In the case of the mesoscopic clusters, we expect that the potential of mean force obtained in this paper captures part but not all the detailed dynamics of the system. This is because we know that any coarse-graining endures the presence of dissipation and thermal noise. These e ects have to be included along with the conservative interaction due to the soft potential.
In DPD these two e ects are introduced through arguments of symmetry and simplicity. The dissipative force is linear in the velocities and invariant under translations and Galilean transformations. The noise term is xed by the uctuationdissipation theorem. 8 These forces have a spatial range dictated by a weight function. It is natural (although, in principle, di erent choices could be made) to select this weight function precisely as the same soft potential obtained in this paper. In the original algorithm of Hoogerbrugge and Koelman 5 , the conservative part was given by a linear repulsive potential which was also used as the weight func-tion for the dissipative force. This potential function depends on the density of points through a normalization condition which, apart from numerical factors, can be shown to be satis ed also by the potential (2) .
Even though DPD o ers a sensible mesoscopic scheme in which hydrodynamic behavior is reproduced, the way in which the dissipative and random forces are introduced is quite ad hoc. It would be interesting to derive analytically the law of force between clusters in the same way in which one can obtain the force between clusters in the example of the 1D harmonic chain. 9 For a uid the cluster equations of motion can be obtained if one assumes that the mesoscopic variables are not only the position and velocity of the clusters but also its mass and its energy. The assumption of local equilibrium allows to obtain then the closed equations for these variables. 15 These equations are, evidently, the equations of uctuating hydrodynamics. The claim is, therefore, that one obtains an algorithm quite similar to DPD by discretizing on an arbitrary Lagrangian mesh the equations of uctuating hydrodynamics. Smoothed Particle Dynamics, which constitutes such a discretization for the hydrodynamic equations, is similar to DPD except that uctuations are absent. This is, SPD is similar to DPD at zero temperature.
Actually, the analogy between DPD and SPD is deeper. In Ref. 12 it has been noted that for an ideal uid with a pressure depending on the square of the density, the equations of SPD are identical to the equations of a molecular dynamics with the weight function used for the discretization of the equations playing the role of a potential function. It is, therefore, natural to use as the weight function in SPD the scaled potential used in this paper. There are several reasons for trying this approach. First, it has been observed that the form of the weight function has qualitative e ects on the actual motion of the particles even for slightly di erent weight functions. For example, a pairing e ect occurs when using Monaghan's weight function instead of Lucy's weight function. 12 Second, a freezing of particles occurs when the pressure of the system is high and this leads to spurious viscoelastic e ects. 12 A similar e ect has also been reported in DPD. 6;7 This e ect severely limits the SPD technique when simulating high pressure subsonic ows. 12 We suggest that an extensive and systematic study of the form of the scaled potential obtained in this paper as a function of the thermodynamic state of the microscopic uid is a very useful step in order to produce reliable weight functions for SPD that do not su er from the freezing instability (except, obviously, when the microscopic uid is undergoing a freezing phase transition). In other words, by using a weight function that is dependent on the thermodynamic state of the uid one could get rid of the freezing artifact.
The comparison between DPD and SPD suggests also further improvement of the algorithms. On one hand, DPD has a good equilibrium state and displays consistent thermal uctuations but the introduction of viscous forces is quite ad hoc. On the other hand, SPD has a well de ned way of introducing these viscous forces (and, in particular, of xing the viscosity of the uid beforehand) but it lacks the e ects of thermal uctuations. A synthesis of both methods can be made
