We prove a result of bilinear controllability for a class of abstract parabolic equations of the form
Introduction
defined on an infinite dimentional Banach space X, where −A is a generator of a strongly continuous semigroup on X and B : X → X is a bounded linear operator, is not controllable. Indeed, if u(t; p, u 0 ) denotes the unique solution of (1), then the attainable set from u 0 defined by S(u 0 ) = {u(t; p, u 0 ); t ≥ 0, p ∈ L r loc ([0, +∞), R), r > 1} has a dense complement. 24 On the other hand, when B is unbounded, the possibility of proving a positive controllability result remains open. This idea of exploiting the unboundness of the operator B was developed by Beauchard and Laurent in [3] for the Schrödinger equation iu t (t, x) + u xx (t, x) + p(t)µ(x)u(t, x) = 0, (t, x) ∈ (0, T ) × (0, 1) u(t, 0) = u(t, 1) = 0.
(2)
For such an equation the authors proved the local exact controllability around the ground 25 state in a stronger topology than the natural one of X = H 2 ∩H 1 0 for which the multiplication 26 operator Bu(t, x) = µ(x)u(t, x) is unbounded. In other terms, the above result could be 27 regarded as a description of the attainable set from an initial submanifold of the original 28 Banach space. 29 Following this strategy, Beauchard in [2] studied the wave equation u tt (t, x) − u xx (t, x) − p(t)µ(x)u(t, x) = 0, (t, x) ∈ (0, T ) × (0, 1) u x (t, 0) = u(t, 1) = 0
showing that for T > 2 the system is locally controllable in a stronger topology than the 30 natural one for this problem and for which the operator Bu(t, x) = µ(x)u(t, x) is unbounded. 31 For both equations, the key technical point is a sort of regularizing effect induced by the 32 dynamics. For instance, in [3] , problem (2) is solved in the space H 3 (0) (0, 1) thanks to the 33 action of the Schrödinger group, even though operator B is unbounded in such a space. 34 In this paper, we develop a similar idea for a class of abstract evolution equations associated with strictly accretive operators. In this case, the aforementioned regularizing effect is ensured by the analyticity of the corresponding semigroup. More precisely, we study a control system of the form u ′ (t) + Au(t) + p(t)Bu(t) = 0, t ∈ [0, T ] u(0) = u 0
(3) defined on a Hilbert space X. We assume that A is a self-adjoint positive operator on X with compact resolvent. We denote by {ϕ k } k∈N * an orthonormal base of X of eigenfunctions of A, and by {λ k } k∈N * the corresponding eigenvalues. Furthermore, we require that the eigenvalues of A fulfill the following gap condition
where α is a positive constant. 35 Denoting by A θ the fractional powers of A, we suppose that B : D(B) ⊂ X → X is such 36 that there exists θ ≥ 0 for which: . 39 The main result of this paper guarantees the local controllability of equation (3) along 40 the trajectory-control pair (ψ j , 0), where ψ j (t) = e −λ j t ϕ j . Observe that ψ j is the solution of 41 (3) with control p = 0 and initial value u 0 = ϕ j .
42
The proof consists of showing the local invertibility of the end-point map 
46
A substantial part of the paper is devoted to applications, where we discuss bilinear control problems for parabolic operators -in one or higher space dimensions -with different kinds of boundary conditions. For instance, we show that our abstract controllability result applies to both equations
with Dirichlet and Neumann boundary conditions. We also treat equations with variable coefficients of the form
or 3D problems with radial data.
47
This paper is organized as follows:
48
• in section 2, we discuss our assumptions and recall preliminary results for evolution 49 equations and their control,
50
• in section 3, we obtain the main result of this paper,
51
• section 4 is devoted to the discussion of six examples of parabolic problems that can 52 be studied as applications of Theorem 3.1.
53

Preliminaries
54
Let (X, ·, · ) be a separable Hilbert space. We denote by || · || the associated norm on X.
55
Let A : D(A) ⊂ X → X be a densely defined linear operator with the following properties:
We recall that under the above assumptions A is a closed operator and D(A) is itself a Hilbert space with the scalar product (x|y) D(A) = Ax, Ay , ∀x, y ∈ D(A).
Moreover, −A is the infinitesimal generator of a strongly continuous semigroup of contractions on X which will be denoted by e −tA . Furthermore, e −tA is analytic and satisfies
In view of assumption (5)-(c), there exists an orthonormal basis {ϕ k } k∈N * in X of eigenfunctions of A, that is, ϕ k ∈ D(A) and Aϕ k = λ k ϕ k ∀k ∈ N * , where {λ k } k∈N * ⊂ R denote the corresponding eigenvalues. We recall that λ k ≥ ν, ∀k ∈ N * and we suppose -without loss of generality -that {λ k } k∈N * is ordered so that ν ≤ λ k ≤ λ k+1 → ∞ as k → ∞. The associated semigroup has the following representation
For any s ≥ 0, we denote by A s : D(A s ) ⊂ X → X the fractional power of A (see [10] ). Under our assumptions, such a linear operator is characterized as follows
Let T > 0 and consider the problem
where u 0 ∈ X and f ∈ L 2 (0, T ; X). We now recall two definitions of solution of problem (9):
56
• the function u ∈ C([0, T ], X) defined by
is called the mild solution of (9),
is called a strict solution of (9) if u(0) = u 0 and u satisfies the equation in (9) for a.e.
58
t ∈ [0, T ].
59
The well-posedness of the Cauchy problem (9) is a classical result (see [4] ). We observe that the space
is a Banach space with the norm ||ϕ|| W = ||ϕ|| H 1 (0,T ;X) + ||ϕ|| L 2 (0,T ;D(A)) + ||ϕ|| C([0,T ],D(A 1/2 )) for all ϕ ∈ W (D(A), X).
60
Theorem 2.1. Let u 0 ∈ D(A 1/2 ). Under hypothesis (5), the mild solution of system (9)
is a strict solution.
61
Moreover, there exists a constant C 0 > 0 such that
The regularity (10) of the function u given by (11) is called maximal regularity. Under 62 our assumptions such a property is due to the analyticity of e −tA . Observe that (12) ensures 63 that the strict solution of (9) is unique.
64
Given T > 0, we consider the bilinear control problem
where u is the state variable and p ∈ L 2 (0, T ) is the control function. 66 We recall that, in general, the exact controllability problem for system (13) has a negative 67 answer as shown by Ball, Marsden and Slemrod in [1] .
68
Theorem 2.2 (Ball, Marsden, Slemrod 1982) . Let X be a Banach space with dim(X)=+∞. Let −A generate a C 0 -semigroup of bounded linear operators on X and let B : X → X be a bounded linear operator. Let u 0 ∈ X be fixed, and let u(t; p, u 0 ) denote the unique solution of (13) for p ∈ L 1 loc ([0, +∞), R).Then, the attainable set from u 0 defined by S(u 0 ) = {u(t; p, u 0 ); t ≥ 0, p ∈ L r loc ([0, +∞), R), r > 1}, is contained in a countable union of compact subsets of X and, in particular, has a dense 69 complement.
70
Observe that Theorem 2.2 requires B to be bounded and this suggests that (13) may 71 still be controllable -in some sense -when B is unbounded. This idea was developed by We are interested in studying the controllability of system (13) along a fixed trajectory-75 control pair. Let X be a Hilbert space and H be a subspace of X. We assume that H is itself 76 a Hilbert space with respect to the scalar product ·, · H . We denote by || · || H = ·, · H 77 the associated norm. Recall that, for any fixed T > 0 and u 0 ∈ H, a trajectory-control pair 78 at u 0 is a pair (u, p) where p ∈ L 2 (0, T ) is a control and u : [0, T ] → H is the corresponding 79 solution of (13). We often omit to specify the initial condition u 0 and write (u, p) for a 80 trajectory-control pair at u 0 .
81
Given a trajectory-control pair (ū,p) atū 0 , we say that the control system (13) is locally controllable along (ū,p) in H in time T if, for every ε > 0, there exists δ > 0 such that, for every (u 0 , u f ) ∈ H × H with ||u 0 −ū 0 || H ≤ δ and ||u f −ū(T )|| H ≤ δ, there exists a trajectory-control pair (u, p) such that
For any j ∈ N * we set ψ j (t) = e −λ j t ϕ j . Observe that ψ j solves (13) with p = 0 and 82 u 0 = ϕ j . We shall study the local controllability of (13) along the pair (ψ j , 0). 83 We can now state our controllability result for system (13).
84
Theorem 3.1. Let A : D(A) → X be a densely defined linear operator satisfying hypothesis (5) and suppose that there exists a constant α > 0 such that the eigenvalues of A fulfill the gap condition
Let B : D(B) ⊂ X → X be a linear operator such that there exists θ ≥ 0 for which the following properties hold
Moreover, let j ∈ N * and assume that, for the same value of θ,
Then, system (13) with initial condition u 0 = ϕ j is locally controllable along (ū,p) = (ψ j , 0)
Corollary 3.2. Let A : D(A) → X be a densely defined linear operator satisfying hypotheses (5) and (14). Let B : D(B) ⊂ X → X be a linear operator satisfying hypotheses (15) and (16). Given c, s ∈ R with 0 ≤ s ≤ 1/2, we define the operator B s by
Then, the following system
Proof. If B satisfies hypotheses (15) and (16) then, B s satisfies the same hypotheses as well.
89
Therefore, we can apply Theorem 3.1 to deduce the controllability of (17) along (ū,p) =
For simplicity, we give the proof of Theorem 3.1 for the trajectory-control pair (ψ 1 , 0).
92
However, we explain in Remark 3.8 how to generalize the result for any trajectory-control
The proof will be built through a series of propositions. The first result is the wellposedness of the problem
For simplicity, we introduce the following notation: ∀s ≥ 0 we set || · || s := || · || D(A s ) , || · || 2,s := || · || L 2 (0,T ;D(A s )) ,
there exists a unique mild solution of (18), i.e. a function u ∈ C([0, T ], D(A 1/2+θ )) such that 96 the following equality holds in D(
Moreover, there exists a constant C > 0 such that
.
98
Hereafter, we denote by C a generic positive constant which may differ from line to line 99 even if the symbol remains the same. Constants which play a specific role will be distinguished 100 by one or more indices, i.e., C 0 , C θ,B , . . . .
Proof.
The existence and uniqueness of the solution of (18) comes from a fixed point argument in which we use deeply the maximal regularity property due to the analyticity of the 103 semigroup generated by −A.
104
Let us consider the map
We want to prove that it is a contraction. First, we prove that Φ maps
108
Now we have to prove that Φ is a contraction:
where we have used the maximal regularity property (12) and the fact that B is bounded from It remains to prove (20):
Thus we get
Otherwise, to get the conclusion, we proceed subdividing the interval [0, T ] into smaller subintervals, as explained above, and in this case the constant C 1 of inequality (20) is defined by
where N is the number of subintervals. 116 We introduce the end-point map
where u is the solution of (13) with initial condition u 0 = ϕ 1 . Our aim is to prove that this 117 map is invertible in p = 0. Equivalently, given a final state u f ∈ D(A 1/2+θ ) close to the final 118 state of the given trajectoryū(T ) = ψ 1 (T ), we want to find a control function p (close to the 119
where U q p is the mild solution of the linearized system
with u p solution of (13) with u 0 = ϕ 1 .
Proof. Let T > 0 and p, q ∈ L 2 (0, T ). First, we prove that Θ T is continuous. Actually, we 125 prove that the map p → u is continuous from L 2 (0, T ) to C([0, T ], D(A 1/2+θ )). 126 We consider u p and u p+q solutions of (13) with control p and p+q, respectively, and initial value u p (0) = u p+q (0) = ϕ 1 and we compute the C([0, T ], D(A 1/2+θ ))-norm of the difference
The next step is to prove that the map p → u is differentiable, which implies the differentiability of Θ T and the validity of (27). We use the definition of Frechét differentiability and we want to prove that if we take L(q) = U pq then
If we define V q p := u p+q − u p − U pq , then V q p is the mild solution of the problem
We observe that for all ξ ∈ C([0, T ], D(A 1/2+θ )) we have that
Thanks to Proposition 3.3 there exists a constant C 1 > 0 such that
We have that
We claim that
which gives the conclusion. Indeed, applying Proposition 3.3, we get
where in this case C = C 3 1 C 2 θ,B ||ϕ 1 || 1/2+θ . This proves our claim.
136
The last step of the proof is to show that dΘ T (0) has a continuous inverse.
137
Let us recall the notion of biorthogonal family and a result we will use to show the 138 invertibility of the map dΘ T (0).
139
Definition 3.5. Let {ζ j } and {σ k } be two sequences in a Hilbert space H. We say that the two families are biorthogonal or that
where δ j,k is the Kronecker delta.
140
Theorem 3.6 (Cannarsa, Martinez, Vancostenoble 2017). Let {ω k } k∈N be an increasing sequence of nonnegative real numbers. Assume that there exists a constant α > 0 such that
Then, there exists a family {σ j } j≥0 which is biorthogonal to the family {e ω k t } k≥0 in L 2 (0, T ), that is,
Furthermore, there exists a constant C σ , independent of T , α, and j, such that
with
Thanks to this result we are able to prove the invertibility of dΘ T (0):
Proposition 3.7. Let T > 0 and let B be such that (16) holds. Then, the linear map
Proof. We have proved that dΘ T (0) · q = U q 0 (T ), where U q 0 is the solution of (28) with p = 0.
143
Thus, thanks to the explicit representation (7) of the semigroup generated by the operator
Let u f ∈ D(A 1/2+θ ). We want to prove that there exists a control q ∈ L 2 (0, T ) such that 146 the equality U q 0 (T ) = u f holds true. Since {ϕ k } k∈N * is an orthonormal base of the space X, 147 U q 0 (T ) and u f must have the same components in every direction, it follows that
for every k ∈ N * . Thus, proving the invertibility of dΘ T (0) reduces to finding a function 149 q ∈ L 2 (0, T ) that satisfies
where ω k = λ k − λ 1 , ∀k ∈ N * . that is biorthogonal to {e ω k t } k∈N * . Therefore, at least formally, q can be written as q(t) = 154 k∈N * c k σ k (t) with c k = −e λ k T u f ,ϕ k Bϕ 1 ,ϕ k , ∀k ∈ N * . Indeed, it is easy to check that 155
is a solution of (35). We should prove that the series is convergent in L 2 (0, T ). For this 156 purpose, we appeal to estimate (32) for {σ k } k∈N * to obtain
where we have used the lower bound (16) for the coefficients | Bϕ 1 , ϕ k |. Therefore, since 158 both series on the last inequality converge (because u f ∈ D(A 1/2+θ )), the L 2 -norm of q is 159 finite.
160
Remark 3.8. If we chose (ψ j , 0) as trajectory-control pair, with j = 1, then the first j − 1 elements of the sequence {ω k } k∈N * would be negative, because λ j ≥ λ k for k = 1, 2, . . . , j − 1. Hence, to avoid this situation, we multiply and divide the left-hand side of (35) by e αt , where α = λ j − λ 1 , and we redefine the moment problem as
Now, since we have required the gap condition (14), we proceed as before and we find a controlq ∈ L 2 (0, T ), solution of (38). With this information, we ensure that the original control q exists and has a finite L 2 -norm:
We can now complete the proof of our main result.
163
Proof of Theorem 3.1. We have proved the existence of the inverse of the map dΘ T (0) and 164 this means that the linearized system for p = 0 is controllable and also that the differential 165 of Θ T is different from 0 in p = 0. Therefore, by the inverse mapping theorem, given ε > 0 166 there exists δ > 0 such that if we define
168 Thus, given a target state u f ∈ V f , if we define the control p = Γ(u f ) in system (13), 169 then we have that u(T ) = u f and this concludes the proof. In this section we discuss examples of bilinear control systems to which we can apply Theorem 3.1. The first problems we study are 1D parabolic equations of the form
in the state space X = L 2 (0, 1), with Dirichlet or Neumann boundary conditions and with B one of the following multiplication operators:
Then, we prove the local controllability of the following one dimensional equation with variable coefficients
with Dirichlet boundary condition and B = B 0 . A similar result can also be obtained in the case B = B 1 . Finally, we apply Theorem 3.1 to the following evolution equation
for radial data in the 3D unit ball B 3 and with B = B 0 .
172
In each example, we will denote by {λ k } k∈N * and {ϕ k } k∈N * respectively the eigenvalues and 173 eigenfunctions of the second order operator associated with the problem under investigation. 174 Moreover, for simplicity, we will take (ū,p) = (ψ 1 , 0) as reference trajectory-control pair, 175 where ψ 1 = e −λ 1 t ϕ 1 is the solution of the uncontrolled problem with initial condition u(0, x) = 176 ϕ 1 . Let Ω = (0, 1) and T > 0 be fixed. Let X = L 2 (Ω) and consider the problem
where p ∈ L 2 (0, T ) is the control function, u the state variable, and µ is a function in H 3 (Ω).
We denote by A the operator defined by
A satisfies all the properties in (5) and its eigenvalues and eigenvectors have the following explicit expressions
It is easy to prove that the eigenvalues fulfill the gap property (14). Indeed, since the sequence
is decreasing in k and the limit is
then (14) is satisfied.
180
Observe that, in this context, we have an explicit description of the spaces D(A s/2 ), see [18] section 4.3.3 for a general result. For example, for s = 1, 2, 3
In order to apply Theorem 3.1 to system (39) and deduce the local controllability along 
185
For this purpose, let us compute the scalar product B 0 ϕ 1 , ϕ k = µϕ 1 , ϕ k
Observe that, the last integral term above represents the k th -Fourier coefficient of the integrable function (µ(x)ϕ 1 (x)) ′′′ and thus, it converges to zero as k goes to infinity. Therefore, if we assume µ ′ (1) ± µ ′ (0) = 0 (41) then, we deduce that µϕ 1 , ϕ k is of order 1/k 3 as k → ∞. So, by requesting
and the lower bound is fulfilled with θ = 1.
186
With the choice of θ = 1, that follows from hypothesis (41), it is easy to show that B ∈ L(D(A 3/2 ), D(A)). Indeed, ∀ϕ ∈ D(A 3/2 )
and since the following continuous inclusions hold
we can conclude that there exists a constant C > 0 such that
For completeness, let us show that B ∈ L(D(A 3/2 )). The operator B is defined by Bϕ = µϕ, ∀ϕ ∈ X. Given ϕ ∈ D(A 3/2 ), if B ∈ L(D(A 3/2 )), then Bϕ must satisfy the boundary conditions (Bϕ)(0) = (Bϕ)(1) = 0 and (Bϕ) ′′ (0) = (Bϕ) ′′ (1) = 0. The first boundary conditions are satisfied because (Bϕ)(0) = µ(0)ϕ(0) (Bϕ)(1) = µ(1)ϕ (1) and they are both zero since ϕ(0) = ϕ(1) = 0. As regards the remaining boundary conditions to verified, we have that
The first and the last terms on the right-hand side of both equalities are zero since ϕ(0) = Remark 4.1. An example of a function which satisfies (42) is µ(x) = x 2 . Indeed, in this case
6π 2 , k = 1 and so x 2 ϕ 1 , ϕ k = 0 for all k ∈ N * and furthermore
Assumption (42) for problem (39) is not too restrictive. In fact, it is possible to prove Fixed T > 0 and Ω = (0, 1), we want to study the following control system
in the space X = L 2 (Ω), that can be rewritten as problem (13) with the operators A and B = B 1 defined by
The analysis of the properties of A is the same as in Example 4.1.
197
To prove the controllability of (44) along (ψ 1 , 0), we need to find a value of θ for which (16) holds and B 1 ∈ L(D(A 1/2+θ ), D(A θ )). We claim that θ = 0 has the desired properties. Indeed, let us examine µϕ ′ 1 , ϕ k :
Arguing as in Example 4.1, if we assume that µ(1) ± µ(0) = 0 and µϕ ′ 1 , ϕ k = 0, ∀k ∈ N * then, we have that
and thus, in this case, the lower bound is satisfied with θ = 0, as claimed.
What remains to prove in order to apply Theorem 3.1 is that B 1 ∈ L(D(A 1/2+θ ), D(A θ )) when θ = 0:
for all ϕ in D(A 1/2 ).
199
Hence, thanks to Theorem 3. 1, system (44) is locally controllable in D(A 1/2 ) along (ψ 1 , 0) 
Then, it is possible to check that | xϕ 1 , ϕ k | ≥ π/(4λ 1/2 k ), for all k ∈ N * . Now we look at an example with Neumann boundary conditions: let T > 0, Ω = (0, 1) and consider the following control system
x ∈ Ω (46) Let X = L 2 (Ω). When we rewrite (46) in abstract form, the operators A and B = B 0 are defined by
where µ is a real-valued function in H 2 (Ω).
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Operator A satisfies the assumptions in (5) and it is possible to compute explicitly its 205 eigenvalues and eigenvectors:
With the same strategy of Example 4.1, we can check the gap condition
Let us compute the scalar product µϕ 1 , ϕ k to find the value of the exponent θ for the lower bound of the Fourier coefficients of B 0 ϕ 1 :
Thus, reasoning as Example 4.1, if B 0 ϕ 1 , ϕ k = 0 ∀k ∈ N * and µ ′ (1) ± µ ′ (0) = 0, then we have that
and therefore in this case θ = 1/2.
208
In the case of Neumann boundary condition, we have that 
Neumann boundary conditions and B = B 1 212
Let us study the controllablity problem for the following problem
where T > 0 is fixed and Ω = (0, 1).
213
As above, we can write the abstract form of the problem in the state space X = L 2 (Ω), where the operator A is the same of Example 4.3, while B is defined by D(B) = H 1 (0, 1), Bϕ = B 0 ϕ = µϕ x and µ is a real-valued function in H 2 (Ω).
We omit the analysis of the properties of the operator A because it has been already treated in the previous example and we just recall the expression of its eigenvalues and eigenfunctions:
To check if the hypotheses on B are verified, we compute the candidate value of θ:
Therefore, following the argument of Example 4.1, if we request µ(ϕ 1 ) x , ϕ k = 0 for all Ck −2 = Cλ −1 k is satisfied for all k ∈ N * and thus the value of θ is 1/2.
217
As in Example 4.3, it is possible to prove that B ∈ L(D(A), D(A 1/2 )). and thus | xϕ 1 , ϕ k | ≥ 1/(2k 2 ) = π 2 /(2λ k ), for all k ∈ N * . In this example, we analyze the controllability of an evolution equation in divergence form 223 with nonconstant coefficients.
224
Let T > 0, Ω = (0, 1), X = L 2 (Ω) and consider the problem
where p ∈ L 2 (0, T ) is the control and µ is a function in H 2 (Ω) with some properties to be 225 specified later. 226 We denote by A the operator
where D(A) = H 2 ∩ H 1 0 (Ω) and it is possible to prove that A satisfies the properties in (5). The eigenvalues and eigenvectors of A are computed as follows
The gap condition holds true because
, ∀k ∈ N * . Now, we check the hypotheses on the operator B 0 ϕ = µϕ needed to apply Theorem 3.1.
227
We recall that we want to find a positive real number θ such that:
230
Let us compute the Fourier coefficients of B 0 ϕ 1 : 
(k+1) 2 π 2 (ln 2) 2
1+
(k−1) 2 π 2 (ln 2) 2 4k 3 + k + 1 + 2k(k 2 − 1) 2 π (ln 2) 2 , k ≥ 2 where now with the symbol ·, · we denote the scalar product in X = L 2 r (B 3 ).
238
In particular, we have 
