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NOMENCLATURE 
C = composition 
Ci - composition at the interface 
Co = bulk composition of the sample 
Coo - composition far from the advancing interface 
cm = centimeter(s) 
D = diffusion coefficient in the liquid (unless specified) 
Dl = diffusion coefficient in the liquid 
Ds - diffusion coefficient in the solid 
G' = dimensionless gradient as defined in Equation 2.10 
GC = composition gradient in the liquid at the interface 
GL = thermal gradient in the liquid 
h = hour(s) 
J = Joule 
k = partition coefficient 
kg - kilogram(s) 
K = degrees Kelvin 
Kl = thermal conductivity of liquid 
Ks = thermal conductivity of solid 
L = latent heat of the solvent per unit volume 
m = liquidus slope (normally negative) 
mGc = AT0 V/Dl 
mK = milliKelvin 
mL = milliliter(s) 
mm = millimeter(s) 
s = second(s) 
T = temperature 
Ta = actual temperature ahead of the interface 
vi 
TE = equilibrium freezing temperature of the advancing interface 
T; = temperature at the interface 
TL = temperature in the liquid 
Tm = melting point of the alloy of composition C  T J  
t = time 
V = velocity 
V' = dimensionless velocity as defined in equation 2.11 
Vb = break-up velocity 
Vc = critical velocity 
Vp = pulling velocity (or system-imposed velocity) 
Vj = interface velocity 
v,,b = interface velocity at break-up 
z = direction of solidification 
Greek Symbols 
A = dynamical constitutional supercooling 
A' = dimensionless dynamical constitutional supercooling 
AHf = molar entropy of fusion 
ATo = freezing range of the alloy 
= amplitude growth rate of a perturbation 
r = Gibbs-Thomson coefficient 
Y = solid-liquid interface energy 
K = average curvature at a point of the interface 
M-M = micrometer(s) 
Q,  Ohms 
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INTRODUCTION 
Cellular and dendritic microstructures are frequently observed in nature as well as in 
commercially important processed materials. Because microstructure determines the 
properties attained for any given material, it is vitally important to understand how 
processing techniques affect microstructure in order to tailor materials with the desired 
properties. Many commercial processing techniques, such as casting and welding, promote a 
nonuniform microstructure that results from a significant variation in growth conditions [1], 
Even in directional solidification processes, in which the growth conditions may be more 
closely controlled, the effect of gravity-driven convection promotes non-uniformity of 
microstructure as shown in Figure 1 [2], Before the effect of convection can be 
characterized, a precise understanding of the fundamental physical principles governing the 
cell/dendrite microstructure formation in the diffusive growth regime is needed. To this end, 
a number of microgravity experiments have been performed [3-8] and further microgravity 
investigations have been proposed or are currently in development [2, 9-11]. 
The opacity of metal alloys precludes easy in-situ visualization of microstructural 
evolution during solidification. Consequently, to supplement directional solidification 
research using metal alloys, transparent organic model systems are often employed both in 
ground-based research and in microgravity experiments to explore the dynamical evolution 
of the interface morphology [12-21]. Directional solidification systems afford control of the 
processing variables (alloy composition, cG, pulling velocity, Vp, temperature gradient, G) 
that define the growth condition. 
The use of thin samples to approximate two-dimensional diffusive conditions has 
been widely reported, and valuable qualitative information regarding both the dynamical 
evolution of the interface morphology as well as the steady-state cellular and dendritic 
structures can be gained in such a manner. However, limitations of this approach have 
become more apparent as both the theoretical and the experimental work in this area have 
matured and are addressed in this work. In addition, the directional solidification apparatus 
developed for the Pore Formation and Mobility Investigation (PFMI) which is currently 
T*** 
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(a) 
(b) 
Figure 1: Convection Effects in Ground-Based Bulk Directional Solidification Sample. 
(a) Concave interface resulting in the instability developing first in the center of 
the sample; (b) Using a booster heater to eliminate concave interface obtains an 
instability along the entire cross section, but pattern development remains 
significantly influenced by convection. 
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residing on the International Space Station (ISS) has provided some preliminary data 
regarding the morphological evolution of a three-dimensional interface in a diffusion 
controlled regime. 
The primary aim of the research performed has been to analyze the available flight 
data gleaning insight into the dynamics of three-dimensional interface morphology which has 
hitherto been unavailable. A ground-based thin sample system was used to reproduce critical 
aspects of the flight experiments, illuminating the apparent differences between the flight 
experiments and the thin sample experiments. Another objective was to delineate the 
capabilities or limitations of thin sample systems through the comparison of the flight data 
and observations with ground-based thin sample experiments. The ground-based thin sample 
results as well as flight results were compared with available models. The major questions to 
be addressed in this work are: 
(1) Can the existing theoretical models of plane front dynamics during the initial 
transient, the condition for instability during non-steady state growth and the 
steady state primary spacing be critically assessed using the flight experiment 
results? 
(2) To what extent are the experiments performed using thin samples predictive of 
the microstructural evolution in a bulk sample under diffusive growth conditions? 
Analysis of the available PFMI data in conjunction with critical experiments 
performed in a thin sample directional solidification system, and associated analysis of the 
data thus obtained has provided insight into critical areas of pattern formation including the 
dynamics of the planar interface recoil, the dynamics of the interface break-up, the resultant 
interface morphologies, and pattern reorganization following a velocity change. The primary 
conclusions reached as a result of this analysis are summarized below. 
(1) The liquidus temperature for succinonitrile-water in the succinonitrile-rich 
region up to 1.0 wt% water was measured and the liquidus slope, m, was found to be -8.8 
K/wt%. 
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(2) A thermal lag is present and significant in the bulk samples solidified in a 
diffusive growth condition, which must be taken into account when comparing the bulk 
sample measurements with theoretical predictions. 
(3) For the first time, the Warren-Langer model was validated by a series of bulk 
sample diffusion controlled directional solidification experiments. 
(4) Steady-state spacing measurements obtained from a bulk sample solidified in a 
diffusive growth condition were found to be in qualitative agreement with predicted spacing 
changes with increasing velocity. However, the experimental spacing measurements were 
found to be smaller than minimum spacings predicted by the Hunt-Lu model. 
(5) No unambiguous, quantitative evaluation of the initial planar front dynamics, the 
dynamical condition for the planar interface instability, or steady-state primary dendritic 
spacing can adequately be obtained using thin samples so that solidification of bulk samples 
in a microgravity environment is required. 
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REVIEW OF RELEVANT RESEARCH 
The past decade has seen significant progress in the understanding of many of the 
various aspects of interface dynamics in directional solidification. Concurrent advances in 
analytical models, numerical modeling capabilities, experimental techniques and 
experimental data analysis are being combined to address many issues in dynamical pattern 
formation which have remained intractable for more than half a century. Before discussing 
these recent advances, a brief review of the evolution of the current understanding is in order. 
Plane Front Stability 
The first analytical model describing quantitatively the conditions under which an 
initially planar interface gives rise to cellular or dendritic morphologies during the directional 
solidification of alloys was introduced in 1953 by Tiller et al. [22]. This model, which is 
commonly referred to as the constitutional supercooling model, predicts that morphological 
instability will occur when the G[/Vp ratio falls below a critical value, where GL is the 
thermal gradient in the liquid and Vp is the system imposed velocity (pulling velocity). If the 
thermal gradient in front of an advancing interface has a positive slope, which is the case in 
unconstrained growth of a pure material, then normal supercooling will exist in front of the 
interface. This condition can result in the development of "thermal" dendrites. In the case of 
directional solidification of alloys, a positive temperature gradient is imposed in the liquid 
ahead of the interface. However, solute pile-up in front of the interface during solidification 
results in the development of a boundary layer of excess solute ahead of the interface, 
depicted in Figure 2. 
The equilibrium temperature is a function of concentration so that the equilibrium 
temperature will vary with distance in front of the interface as: 
T E  = T M +  "iC0 -A70exp 
z V. x 
D  
(1.1) 
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c= Co + C0(-!^-) exp|-Vz/D] 
Interface 
Position Distance, Z 
Figure 2: Schematic of concentration field ahead of a growing solid-liquid interface 
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where TE is the equilibrium temperature, TM is the melting point of the pure material, m is the 
liquidus slope, ATQ = mCo(k-l)/k is the freezing range of the alloy, and Vz is the velocity in 
the z direction ahead of the interface. Since the actual temperature, TA, along the z direction 
is determined by the imposed thermal gradient, GL, such that 
T = T
- +—P- + glZ (1-2) 
k  
then the existence of a constitutionally supercooled region in front of the interface, as 
schematically depicted in Figure 3, can be seen to be a function of material properties, alloy 
concentration, thermal gradient and interface velocity. 
The critical velocity, Vc, above which a non-planar interface can exist, is given by: 
GLD 
v<=-k- ( U )  
The constitutional supercooling formulation of critical velocity provides a good first 
approximation of the conditions under which morphological instabilities occur. However, 
the constitutional supercooling model gives only the threshold conditions and does not 
provide any description of the resultant morphology when the conditions are exceeded. 
Furthermore, the stabilizing effect of the solid-liquid surface energy, the effect of thermal 
gradient in the solid, and the effect of latent heat generated by freezing are not considered. 
The linear stability analysis first employed by in 1961 by Mullins and Sekerka [23] 
has provided the theoretical basis for much of the experimental data analysis that has taken 
place in the intervening years. In the classic Mullins-Sekerka analysis, the system is defined 
in terms of transport equations governing the thermal and solutal profiles. The concentration 
profile is given by the diffusion equation (no convection) in the frame of reference fixed in 
the laboratory. 
V 2C + 
vDy 
= 0 (2.1) 
8 
TA, where G[_ = mG 
i-
2 
=3 
CD 
CL 
E 
fi 
Region of 
Constitutional 
Supercooling 
Distance, Z 
Figure 3: A schematic diagram of equilibrium concentration dependent temperature, 
Te, superimposed on possible thermal fields, illustrating constitutionally 
supercooled region (shaded region). 
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The thermal profile is initially defined in terms of the thermal transport equations, 
including thermal diffusion in both the liquid and in the solid. However, during solution the 
thermal diffusion in both the liquid and solid are neglected as the Laplace equation (V^Ts = 
V2Tl = 0) is introduced. The first boundary condition at the interface is given by local 
equilibrium 
T, = TM-MCI -TMRX (2.2) 
where F = y/L is the capillary constant in which y is the solid-liquid interfacial free energy 
and L is the latent heat of the solvent per unit volume, and K is the average curvature at a 
point of the interface. The third term of this equation describes freezing point depression due 
to curvature (Gibbs-Thomson correction). The second boundary condition at the interface is 
given by the thermo-solutal flux balance requiring that the velocity of the interface calculated 
by heat flow must match the velocity of the interface calculated by solute diffusion. This 
flux balance is given by: 
VW = I X 
dz  
- K ,  
J  l  
X 
dz  J1  
D 
C ,  ( & - L ) ^ 3 Z  J /  
(2.3) 
where subscripts S and L denote solid and liquid respectively. The Mullins-Sekerka linear 
stability analysis then begins by setting K=0 and obtaining a solution for a steady state flat 
interface. A sinusoidal modulation of the interface and concentration fields is then 
introduced such that K = ôk2sinkx. The equations are then linearized and solved for the linear 
growth coefficient, 8/ 8, which describes the amplitude growth rate of the perturbation. 
From this result, for a given imposed perturbation, one of three possible situations is 
obtained: (1) for pulling velocities Vp < Vc, the SI 8 is negative for all wave vectors 
indicating that the amplitude decays for all wave vectors and the interface is therefore stable 
against all deformations; (2) for pulling velocities Vp = Vc, the 8/ 8 = 0 for a single wave 
vector k =2n/X, the interface is marginally stable with only one unstable wave vector; or 
(3) for pulling velocities Vp > Vc, the 8/ S is positive over a range of wave vectors, with a 
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band of unstable modes in which the fastest growing wave vectors should be given by kmax-
Experimentally observed characteristic wave vectors have been found to be significantly 
smaller than and the fastest growing perturbations have not corresponded to kmax[24]. 
Quantitative disagreement with experimental observations may be attributed to any of the 
several limitations that have been noted in the Mullins-Sekerka stability analysis: 
(i) Linear stability analysis adequately describes the amplification of the initial 
instability for only a very short time following the onset of the instability, after 
which the amplification is strongly nonlinear [25]. 
(ii) The Mullins-Sekerka stability analysis is performed assuming a steady-state 
planar interface. However, the instability may occur during the transient, before 
the steady-state is reached, with an interface velocity substantially different from 
the pulling velocity, Vp. [26] 
(iii) The thermal diffusion field may be ignored at high solute concentrations, 
however, for dilute alloys, this approximation becomes less valid and the thermal 
effects become important. [27] 
(iv) The effects of solid-state diffusion on the development of the composition profile 
in the solid are neglected. 
The final two limitations delineated above have subsequently been addressed by 
extensions to the linear stability analysis [28, 29]. Furthermore, weakly non-linear models 
have been developed [30, 31] that predicted the existence of subcritical as well as 
supercritical bifurcation modes, a prediction which has been borne out in experimental 
studies [27, 21]. However, since the amplification of the instability is far more strongly non­
linear than these models allow, quantitative comparisons of predicted stable wavelengths 
with those of fully evolved dendritic patterns continued to show significant mismatch. [27] 
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Planar Front Dynamics 
More recently dynamical models have been developed which avoid the initial 
assumption of a steady-state concentration profile at the onset of solidification by evaluating 
the changing interface velocity during the initial transient. The interface dynamics in the 
transient regime are controlled by the interaction between the rate of rejection of solute from 
the accelerating interface and the rate of diffusion in the liquid to build up the boundary 
layer. This can be described by a system of equations which may be solved explicitly using 
numerical modeling techniques. Warren and Langer employed a simplifying assumption, that 
the concentration field ahead of the interface can be approximated by an exponential function 
of the form: 
where l(t) is a time-dependent parameter describing the thickness of the boundary layer and 
zo(t) is the instantaneous position of the interface with reference to the isotherm 
corresponding to the melting point of pure solvent. By using the flux balance at the interface 
and the global mass balance, the problem is reduced to two coupled differential equations 
(3.2, 3.3) which can be solved numerically: 
c0 U» •0 = c~ + [c„ ( z 0 , t )~c„  ]e  -2  (Z - Z Q ) I I  (3.1) 
v 0 ( t )  =  v p +z 0  = •  _  2D(z 0  -Q  
"° l ( l - k ) z Q  (3.2) 
• _ 4D(z_ - k z 0 )  /  (3.3) 
l ( l - k ) z 0  z 0 - z ,  
An experimental study using thin samples [32] has suggested that this model of the 
interface recoil is valid for short times, although there is a significant deviation from 
predicted values at long times with V close to the critical velocity which has been tentatively 
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attributed to wall effects in the thin sample. Thus, diffusive growth in a bulk sample is 
required in order to eliminate thin sample wall effects and provide a critical evaluation of the 
model. The experiments performed using the PFMI directional solidification apparatus and 
analyzed in the present work provide the first critical assessment of this dynamical model in 
a bulk sample solidified in the diffusive growth regime. 
Steady-State Primary Spacing 
Steady-state models, such as the Hunt-Lu model, have also been developed which 
avoid the difficulty of modeling the non-linear amplification of the initial instability into an 
array of cells or dendrites by instead beginning with a steady state array of well developed 
cells (or non-branched dendrites) and evaluating the steady state array based on minimum 
undercooling to determine the actual spacing which will be selected among a range of stable 
spacings [33]. This model has had some success, especially regarding predictions of the 
characteristic non-monotonous primary spacing-velocity relationship that is observed at the 
cell-dendrite transition [34, 35] as illustrated in Figure 4. 
The Hunt-Lu model is a numerical model of cellular and dendritic growth which 
solves the solute transport problem in the liquid using a time-dependent finite difference 
method. The model describes steady-state or nonsteady-state array growth of an 
axi symmetric cell or dendrite. A non-dimensionalization is provided which summarizes the 
numerical results with simple expressions which by conversion to dimensional form can be 
compared with experiment. A summary of the dimensional form of the equations for cellular 
and dendritic spacing follows. Note that in the original form of equations provided by the 
Hunt and Lu, the dimensionless spacing, X', as well as the dimensionalized form, X, refer to 
the radius rather than the diameter of the cell spacing. For self-consistency with the 
terminology used throughout this work, this "radius spacing" is designated as X/2 in the 
following equations which follow. 
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L I I 
-4 
Planar Shallow 
Cells 
• Cells 
A Dendrites 
111 
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Cells 
J I I I I I I I 
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10 
1 Velocity,/mi/s 
Figure 4: The variation in primary spacing with velocity. [9] 
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The expression for minimum cell spacing in dimensional form is given as: 
- = 4.09& 
2 
-0.335 
f / NO» 
mC 0 ( k  - 1 )  
(4.1) 
where F, m, Co, k, V and D are respectively the Gibbs Thomson coefficient, liquidus slope, 
bulk concentration, partition coefficient, velocity and liquid diffusion coefficient. 
The expression for minimum dendrite spacing in non-dimensional form is given as: 
X 
= 0.7798 x io"1 v/(B_a75) (V '  -  G' ) ° 7 5  G'~ 6 0 2 8  (4.2) 
where a  = -1.131-0.15551og10(G,)-0.7589xl0"2[log10(G/)]2 (4.3) 
The minimum dimensionless spacing may be calculated as a function of the parameters G' 
and V', given as: 
GTk  
G  =  r t  
and V ,  VTk  DAT; 
(4.4) 
(4.5) 
The minimum dimensionless spacing, X', is then related to the dimensional form as: 
(4.6) 
(4.7) 
The theoretical underpinnings of the numerical model have recently come under 
question, specifically since the role of crystalline anisotropy, which has been consistently 
demonstrated through experiment to play a critical role in determining steady-state array 
X.M L  
where A T0 
Fk  
mC 0 ( k -1 )  
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structure, is neglected. Furthermore, it has recently been postulated that the characteristic 
spacing increase at the cell-dendrite transition may actually be an artifact of a spurious length 
scale introduced by the sample width in thin sample experiments [36]. The Hunt-Lu model 
will be used in this work to compare with the cellular and dendritic spacing measurements 
obtained from flight and ground-based experiments. These measurements, particularly the 
flight data which provides information from bulk samples solidified in a diffusion-controlled 
environment, will provide a critical assessment of the validity of the model. 
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EXPERIMENTAL APPARATUS AND PROCEDURE 
Succinonitrile (SCN) is a globular molecule CHifCN^CH? which upon solidification 
forms an arrangement of molecules on the lattice with a body centered cubic (BCC) 
structure. Furthermore, this plastic crystal has a very low entropy of fusion so that it grows 
with non-faceted interfaces, and thus its solidification characteristics are similar to metals 
under diffusive growth conditions. As previously described, SCN and SCN alloys are widely 
used for solidification research because of the ease of visualization of solidification 
processes. Images thus obtained can provide qualitative information regarding the evolution 
of solidification microstructures. However, in order for the data obtained to be useful in 
quantitative analyses thorough characterization of system parameters, accurate measurement 
of sample temperature and precise knowledge of sample composition are required. First, the 
source material must be free of residual impurities so that it is assured that the composition of 
the sample is determined by the alloying procedure. Next, the handling of the source 
material must be carefully controlled during alloying and filling operations so that additional 
unintended impurities are not introduced. Finally, the system must be well characterized and 
instrumented so that any deviation from planned experimental conditions can be detected. A 
laboratory was designed and developed to perform all of the functions described in this work. 
Source Succinonitrile Preparation and Characterization 
As the purity of source material is critical to the success of the investigation, the 
succinonitrile used in the preparation of samples is purified by distillation and zone refining 
to within 5mK of the measured National Institute of Standards and Technology (NIST) 
Triple Point Cell (TPC) value (58.0642 ± 0.0015 C). 
Purification Apparatus and Procedure 
Multiple vacuum distillations are performed, with a sample ampoule produced during 
each distillation to verify the efficacy of the distillation. It has been shown that once the 
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material is distilled to a given level of purity, little is gained through subsequent distillations. 
This purity level varies from vendor to vendor, and can generally be attained through 2-4 
successive distillations. Once the desired purity is attained, the material is transferred into a 
28 mm OD borosilicate glass zone refining tube. The tube is segmented into a zone refining 
ampoule and a storage ampoule designed such that the material being zone refined can pass 
completely through each of the six zone refining heaters on each pass. The zone refining 
equipment, shown in Figure 5, consists of two "trees" each with three independently 
controlled zone refining branches. Each branch consists of a series of six Nichrome 
resistance heaters, 35^2 each, spaced 13 cm apart. The heater wire is wound between two 
concentric cylinders of a hard paper reinforced laminate with a phenolic resin binder, the 
inner cylinder diameter being only slightly large than the zone refining tube. The ends of the 
resistance wires contact screws that extend through the outer shell. These screws are 
connected by low resistance wires to a control system consisting of a control thermistor, 
programmable controller and an independent power supply. This configuration allows 
independent control of each heater to a setpoint specified by the user. The zone refining 
tube containing the SCN to be purified is suspended from a wire attached to a revolving 
sprocket wheel. A pulsed motor is used to raise the tube a fraction of a millimeter every few 
seconds, drawing the tube through the zones. The average pull rate used is 2.8 cm/h. Tube 
translation distance is limited by a limit switch on the wire. Once the top of travel is reached, 
the tube is translated rapidly to the bottom by a separate servo motor system. The system can 
be set to automatically cycle up and down until interrupted (it maintains a count of the 
number of cycles completed), or to stop at the end of the current translation cycle. 
During zone refining a small amount of material will evaporate from the liquid 
interface at the top of the tube and condense on the walls of the storage segment above. The 
zone refiner is designed to allow the operator to select the option to stop at the end of the 
current pass so that the tube may be removed and the condensed material melted back into 
the zone refining tube. This step is critical since the condensed material is not being refined. 
During this step, the uppermost several inches of material is also melted and used to rinse the 
18 
Figure 5: Zone refiner "tree" with control panel. 
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storage ampoule so that any residual impurities remaining after the cleaning of the glassware 
will be zone refined away from the pure material at the top. This rinsing procedure is 
performed a minimum of two times during the refining, and more if the evaporation and 
condensation become particularly problematic. The introduction of a nitrogen backpressure 
to minimize the evaporation of succinonitrile was tested and found not to be useful in 
improving the ultimate purity. The practice did minimize the evaporation problem, but 
concerns regarding residual nitrogen outweighed the procedural benefit. The several batches 
which were processed using the nitrogen backfill yielded a slightly less pure material, 
possibly resulting from a slight residual impurity on the tube which was not removed since 
the rinsing step was eliminated or from residual nitrogen which was not eliminated during 
subsequent transfer procedures. 
Following zone refining, the material is transferred into the storage ampoule, leaving 
the least pure material behind in the storage ampoule. Care is taken to directionally melt and 
solidify the material so that the concentration profile is maintained within the storage 
ampoule to the greatest extent possible. The storage ampoule is then removed from the zone 
refining ampoule by sealing the constricted area between the zone refining and storage 
segments with a torch without breaking the vacuum. The material may then be transferred 
into ampoules for characterization before delivery or use. 
Characterization of Purified Succinonitrile 
Characterization of SCN to be used for filling samples is performed by the 
solidification plateau method using a 1590 Hart Super Thermometer with an AS 125 
Thermistor Standards Probe, and 5648 Tinsley External Resistor. The system is calibrated to 
ITS-90 and has been tested against four different NIST TPCs. The ampoules under test are 
designed with a reentrant thermistor well which provides a sufficient immersion depth to 
yield high accuracy measurements. The solidification plateau methodology consists of 
forming a thin solid sheath around the thermistor well of a melted ampoule. The ampoule is 
placed in a bath at just below the melting temperature of the material so that the ampoule 
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solidifies slowly. The thermistor is then inserted into the well, and the temperature plateau 
during the solidification of the material is recorded. Solidification plateau measurements 
made with the NIST TPCs using the described system have been shown to be accurate to 
well within the ± 0.0015 K guaranteed by NIST and are repeatable to within tenths of mK. 
Figure 6 shows successive solidification plateau measurements made for the four TPCs as 
well as several of the ultra-high-purity succinonitrile ampoules produced in our lab (1SB -
3SZB). Note that the full scale is the specified 58.0642 ± 0.0015°C and all measurements 
fall well within this range. Furthermore, the measurement accuracy and repeatability of the 
characterization system is sufficient to reveal the relative purity of the triple point cells as 
well as the ampoules prepared in our lab. The improved repeatability of the highest 
temperature ampoules is further indication that these are in fact the purest cells and are not 
instead contaminated with an impurity that increases instead of decreases the melting 
temperature. 
Sample Handling and Purity 
Cleaning and handling procedures used for production of ultra-high-purity 
succinonitrile are also employed in all thin sample work, with the result that the alloy 
compositions and thin sample comparison slides are accurate to a high degree. For 
comparison, consider the test for "pure" slide contamination reported by Lee and Brown [37] 
during which the pure material was observed to break up at a pulling velocity of 6.96 gm/s 
under a gradient of 4.7 K/mm. In contrast the pure slides used for offset measurement of 
interface temperature in our system have been observed to remain planar over 24" slide 
lengths for velocities of 100-200 |im/s in a much lower gradient of 2.5 K/mm. The interface 
is not generally observed to break up in the pure slides. Rather becomes impossible to view 
the interface as the speed is increased beyond 200 |xm/s since the thermal lag inherent in the 
system at such high speeds causes the interface to recede into the cold zone. 
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Figure 6: Comparison of Solidification Plateau Maxima 
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Alloy System Selection and Properties 
Although the succinonitrile-acetone system is the most completely characterized of 
the generally used succinonitrile alloy systems, the succinonitrile-water system is preferred 
for flight experiments because the relatively high vapor pressure of acetone favors the 
formation of bubbles, which may be particularly problematic in the microgravity 
environment. As the experiments in this investigation were performed in support of the 
determination of the experimental matrix for the Interface Pattern Formation (IFF) and 
Dynamical Selection of Interface Patterns (DSIP) flight investigations, succinonitrile-water 
was the system of choice. Succinonitrile-salol was initially evaluated as a candidate for these 
investigations, but difficulties encountered in interface visualization of bulk 3-D samples 
necessitated a change to succinonitrile-water. 
A summary of the thermophysical properties of pure succinonitrile was recently 
compiled [2] and is included as Table 1. Additional succinonitrile-water properties that are 
required for the proposed work include the solutal diffusion coefficient in the liquid, Dl, the 
liquidus slope, m, and the partition coefficient, k. At the time this work was proposed, the 
diffusion coefficient, Dl, given in the table was 2.2 x 10"9 m2/s. This value was previously 
reported by Wan, Han and Hunt [39]. However, as was noted in the proposal, the calculation 
of this value was predicated on the liquidus slope of -6.7 K/wt%. As the value of the liquidus 
slope was determined as a part of this work to be -8.8 K/wt%, an independent measurement 
of Dl was sought to afford self-consistency. The value used throughout this work was 
measured independently of the liquidus slope using Nuclear Magnetic Resonance (NMR) 
spin-echo techniques [38]. A discussion of methodology, data and analysis used in the 
determination of the liquidus slope is included in the Succinonitrile-Water Phase Diagram 
Determination section of this work. 
The phase diagram by Smith et al. [40] shows that the partition coefficient, k, is zero. 
In reality, k will be small but finite. The value of k is reported by Wan, Han and Hunt [39] as 
0.1. This value of k was obtained by assuming the value of the diffusion coefficient of 2.2 x 
10~9 m2/s. Since error in the diffusion coefficient will directly influence the value of k, an 
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independent procedure to obtain the value of k was required that does not depend on the 
value of the diffusion coefficient. Recently, Fabietti [2] has carried out two sets of directional 
solidification experiments in SCN-0.5 wt% water: (1) A measurement of the critical value of 
(V/G)c for planar interface instability through experiments at different thermal gradient 
values, and (2) a measurement of dendrite tip radius with velocity to determine the constant 
value of VR^ for steady state dendrite growth. The value of k was then obtained from the 
relationship: 
k = 
r r ^  ( (\7 t n\ \ (y /c)  c 
VR2 
(5.1) 
where a* is a stability criterion defined as a* = 2Ddo/R2V, do is the capillary length and R is 
the radius of the dendrite tip. 
By substituting the experimentally measured constant value of VR% for dendritic 
growth, and the experimentally measured value of (V/G)c for planar interface instability, the 
value of k was estimated to be 0.03. 
Property Symbol Data Unit 
Pure Succinonitrile: 
Melting point Tm 58.1 °C 
Density of liquid Pi 0.907 x 103 kg/m3 
Density of solid Ps 1.016 x 103 kg/m3 
Solid-liquid interface energy Y 8.95 x 10~3 J/m2 
Liquid thermal conductivity Kl 0.223 J/m K s 
Solid thermal conductivity Ks 0.224 J/m K s 
Molecular formula CH2(CN)2CH2 
Molecular weight 80.09 g/mol 
S uccinonitrile-W ater : 
Diffusion Coefficient in Liquid DL 1.5 x 10y m2/s 
Liquidus slope m -8.8 K/wt% 
Partition coefficient k 0.03 
Gibbs-Thomson Coefficient r 0.64 x 10"7 K m 
Table 1: Properties of Succinonitrile (SCN) and SCN-Water 
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The value reported for the melting point for pure succinonitrile in the referenced 
work [2] (331.24 K) was developed using equipment calibrated to IPTS-68. Following the 
introduction of the ITS-90 scale in 1990, the melting point of pure succinonitrile shifted from 
58.079 ± 0.015°C to 58.0642 ± 0.015°C. The magnitude of the shift is so significant because 
the succinonitrile melting point is far from a primary fixed point. For the majority of the 
measurements made in this investigation, the value of 58.1°C can be used, but for pure 
material measurements the more accurate value is needed. All of the equipment used in this 
work has been calibrated to the ITS-90 scale. 
Thin Sample Preparation 
Commercially available thin microslides (gap size 4 mm x 0.2 |im) have been used 
and can be routinely filled under controlled environment (vacuum, nitrogen, air) to lengths of 
up to 24". The allowable thickness of the sample is limited both by the maximum thickness 
allowable to mitigate convection effects [41] and by the thickness allowable to maintain a 
reasonable correlation to a two-dimensional approximation [42]. A slide filling chamber and 
adapter are used to fill the slide. The source material is melted into the chamber under 
dynamic vacuum. The amount of succinonitrile transferred is determined by pre-transfer and 
post-transfer weighing of the source ampoule. The system is then isolated from the dynamic 
vacuum so that the solute loss is minimized. After the solute is injected into the melt, the 
slide is lowered into the mixture and the valve at the top of the slide adapter is opened so that 
a dynamic vacuum is present on the adapter side of the slide. The backpressure created by 
the injection of the solute into the succinonitrile in the chamber is generally sufficient to fill 
the slide, although a backpressure of dry nitrogen may be added if the slide does not 
completely fill. The slide is allowed to cool, removed from the chamber, and immediately 
sealed with epoxy at both ends. 
After the epoxy has cured, the slide is inserted into the gradient stage for grain 
selection. A properly oriented grain is selected while viewing the video image and its growth 
promoted by inserting needles through the hot and cold zones of the stage as required. The 
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oriented grain is then allowed to traverse the length of the sample at high rate, the sample is 
then reversed direction, melted back to the point where the preferred grain overgrew the non-
preferred grain (s) and the orientation is then extended to the other end of the sample. The 
slide may then be sectioned for independent processing, allowed to remain at full length if 
processing conditions require (for long transient planar experiments) or processed 
successively from the hot end so that a "fresh" section of unprocessed slide is available for 
successive experiments. 
Thin Sample Directional Solidification System 
A directional solidification (DS) apparatus capable of processing thin samples of 
transparent organic analog material was initially developed using existing subsystem 
elements. The DS apparatus, as is typical of such systems, employed a stepper motor and a 
leadscrew to translate the sample through stationary hot and cold zones. In this apparatus, a 
Linear Variable Differential Transformer (LVDT) was used to measure pulling velocity, but 
the resolution was limited to the extent that existing variations in velocity were not 
measurable. However, observable oscillations in the motion of background features were 
noted on time-lapsed recordings of runs performed at low velocities (<ln,m/s). Hot and cold 
blocks were maintained at temperature using circulating baths and the slide was allowed to 
rest on the hot and cold blocks as it was translated out of the stage, forming an efficient 
conductive heat path for the lower side of the slide at the low temperatures employed. 
However, the top of the slide was not in contact with the blocks, and the resulting air gap 
provided a much less efficient heat transfer path than the conductive blocks below. The 
inherent vertical thermal gradient thus produced in the sample slides caused the interface to 
appear tilted. 
As a result of this initial testing, an improved directional solidification system was 
designed to enhance translational and thermal stability, allowing critical experiments to be 
conducted at low translation rates. Figure 7 shows a block diagram of the critical system 
components. The enhanced system employs a stepper motor (Compumotor S57-51-MO with 
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Figure 7: Thin Sample Directional Solidification System 
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ZETA 6104 driver) coupled to a 50-pitch ballscrew (Daedal 106008BT) for translation 
control. The stage translation is monitored by a linear optical encoder capable of measuring 
position to within 0.05 (J,m (Heidenhain LIP401A220, Heidenhain EXE660B), allowing 
precise characterization of system velocity fluctuations. The thermal stability and vertical 
thermal gradient have also been improved by the inclusion of a thermally conductive 
polyacrylonitrile (PAN) carbon fiber felt on the upper and lower surfaces of both the hot and 
cold blocks. This felt provides an efficient conductive heat path for both the upper and lower 
slide surfaces. As required, additional "dummy" or temperature measurement sample cells 
were placed on each side of the sample cell under study to mitigate thermal edge effects 
along the sides of the sample cell. 
Temperature and position data are acquired through a screw terminal box (National 
Instruments SCB68) routed through a PCMCIA DAQ Card interface (National Instruments 
AI 16XEE50) to a laptop and displayed and logged using a custom Labview application. 
The Labview application displays up to 7 thermocouples graphically as well as numerically. 
The thermocouple channels are selectable from the panel in real-time. The panel also 
includes a position counter and controls for the translation system. 
Images are acquired by a separate computer using a high resolution (1300 x 1030) 
video camera (JAI CV-M1) coupled with a video microscope (Navitar Zoom 6000) and a 
framegrabber card (PCYision). The Sherlock application was used to control the 
framegrabbing and timestamping of the images acquired. This application allows viewing of 
a full frame image on the computer monitor simultaneously with viewing the framegrabbed 
image in a separate window so that adjustments may easily be made to the system even when 
the framegrabber is operating at a low rate. Images may be acquired up to 1 image/s using 
this system. The camera and microscope system was tested using a square reticle to assure 
that no distortion resulted from the resolution aspect ratio of the digital camera. The system 
components were mounted squarely on an optical bench and the camera alignment was 
verified using a reticle aligned with the hot zone edge. The slides were then aligned to the 
camera view as they were inserted in the stage. 
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Thermocouple Calibration and Sample Temperature Measurement 
Thermocouples used in sample cells were initially calibrated using a NIST SCN 
Triple Point Cell (TPC). During a solidification plateau, the TPC provides a reference 
temperature of 58.0642 ± 0.0015°C within the well of the TPC. The thermocouples were 
calibrated using the Labview software and the experimental hardware. To eliminate any 
inconsistencies due to data acquisition channel or extension wire all thermocouples were 
calibrated on the same channel using the experimental configuration. 
This calibration setup consistently yields a measured temperature of 58.4 - 58.6°C 
over the eight thermocouples (3 mil Omega Type K, CHAL-003) that have been calibrated in 
such a manner. However, when these thermocouples are used to measure the interface 
temperature of a slide in the gradient stage, the measured temperature was consistently below 
the anticipated temperature. This held true for both alloyed and pure SCN slides. 
The apparent offset low noted in thermocouples measuring gradient stage 
temperatures was shown to be due to the below ambient (10°C) temperature in the cold stage 
through which the leads pass prior to the junction. To determine if the offset low was in fact 
a result of the cold stage effect, a test was performed using a pure slide and a thermocouple 
slide. First, a set of gradients were established and profiled such that the melting point of 
pure SCN was within the gradient zone. The first Hot Zone/ Cold Zone pairing used was 
83.5/10; the second was 83.5/ambient (where the cold zone was allowed to remain at room 
temperature rather than being actively cooled). With 83.5/10 settings, the pure and 
thermocouple slides were positioned in the gradient stage so that the stabilized interface in 
the pure slide was aligned just behind the back of the thermocouple bead with respect to the 
gradient. The thermocouple slide was then moved slowly back towards the cold zone and at 
each step thermally stabilized until the back edge of the thermocouple bead was just aligned 
with the pure slide interface position. The temperature read by the thermocouple at this point 
was 57.2°C, well off the pure material melting temperature of 58.1°C and even further off the 
calibrated measurement for this thermocouple and channel of 58.55°C. The test was then 
repeated with the cold zone at ambient temperature and the measured interface temperature 
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was found to be 57.7°C. Although this was in fact higher than the temperature measured 
with the cold zone at 10°C, it was still quite low. It was then considered that the 
thermocouple was acting as a heat sink and that the bead of the thermocouple needed to be in 
an environment similar to that within the thermistor well of the TPC such that the bead was 
separated from the ambient temperature of the room by an isothermal zone near the triple 
point temperature. To accomplish this, the cold zone temperature was raised to 50°C, the 
maximum temperature at which the interface of the pure material remained visible within the 
gradient zone. In this configuration, the measured temperature at the back of the bead was 
just between 58.5°C and 58.6°C, which correlates well with the 58.55°C measured during the 
calibration of the thermocouple in the TPC. 
As long as the Hot Zone/Cold Zone pairings allow the interface to be maintained 
within the visible window, this procedure can be used for each gradient to quantify the offset 
for experimental runs using thermocouple slides. However, even when properly calibrated, 
the use of thermocouple slides to measure interface temperatures during experimental runs 
has drawbacks. The most obvious of these is the limited duration for which the 
thermocouple is visible within the gradient zone. One method of estimating interface 
temperature based on the map obtained by a single thermocouple is by mapping the zone and 
correlating the imaged interface position temperature based on position within the gradient 
zone. This is generally workable; however, fluctuations in gradient due to thermal 
fluctuations within the system are not monitored directly. An alternative to the use of a 
thermocouple slide during an experimental run is the use of pure SCN slides as buffer slides 
on each side of the experimental slide. This allows a calculation of the interface temperature 
for the duration of the experiment and allows any temperature fluctuations within the system 
to be monitored. 
Prior to use in the experimental runs, several pure slides were calibrated against the 
"standard" pure slide used in the test above. By locating several pure slides side-by-side in 
the gradient zone, a direct comparison of interface positions was made. In order to eliminate 
any bias by position, the slides were interchanged and re-compared. Of the four slides 
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initially thus calibrated, only one slide showed a visible deviation in the interface position. 
The sensitivity of the calibration method was proven when a small crack was noted in the 
edge at one end of the slide during use. The impurity absorbed from the air through this 
imperfection in the slide was sufficient to affect the interface position. Rapid translation of 
the slide, which yields a "beveled" edge rather than a dendritic interface, as illustrated in 
Figure 8, has been shown to be a necessary and sufficient condition which indicates slide 
purity. A rapid translation test is therefore performed at the beginning and at the end of each 
experiment. 
A calibrated thermocouple slide was used to measure the gradient in the stage at the 
experimental settings. The demonstrated offset is not an issue in determining gradient since 
only the change in temperature from a given thermocouple is required, not the absolute 
temperature measurement. The pure slides were then used at each side of the experimental 
slide to give a measurement of the pure SCN temperature point within the gradient. In this 
manner, the offset of the experimental slide interface from the pure slide interface was 
tracked. The interface temperature was then calculated based on this offset and the measured 
gradient in the stage. The stability of the absolute position of the pure succinonitrile interface 
within the gradient stage provided a measure of the thermal stability during the experimental 
run. Comparison of the interface position of the pure slide with the experimental slide during 
the initial transient also allowed thermal effects to be isolated from compositional effects. 
Experiments performed with pure slides indicate that thermal lag is not significant at the low 
growth rates employed. The pure slides have been routinely tested following the 
experimental run to determine that no degradation occurred during the run such as could 
result from a breach in the slide edge. 
This method of determining the interface temperature has been shown to be far more 
accurate and sensitive than employing thermocouple slides directly. This is a critical 
measurement and is used to determine the initial interface temperature of the sample prior to 
translation as well as the interface temperature during the experimental run. 
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(a) "Beveled" Interface 
(b) Dendritic Interface 
Figure 8: Nominally pure slides rapidly translated to confirm purity, (a) Slide presents 
a "beveled" interface characteristic of pure material; (b) Dendritic interface 
indicates slide has been contaminated during processing. 
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PFMI Flight Experiment Hardware and Capabilities 
The objective of the Pore Formation and Mobility Investigation (PFMI), which 
provided the flight data used in this work, is the understanding of detrimental porosity 
formation and its behavior during controlled directional solidification in a microgravity 
environment. As such, the sample and experiment hardware requirements of the PFMI and 
an investigation with the objective of obtaining data regarding the dynamics of interface 
morphology development are not identical. However, the PFMI utilizes succinonitrile and 
succinonitrile-water samples of the approximate configuration required by the Interface 
Pattern Formation (IPF) investigation and has similar, although not identical, hardware and 
imaging requirements [11]. A summary of the capabilities of the PFMI experimental 
hardware is included as Table 2. 
Thermal Gradient 1-5 K/mm 
Gradient Zone Length 0.5 - 2.5 cm 
Maximum Sample OD 1 cm 
Maximum Sample Length 23 cm 
Sample Processed Length Up to 10 cm 
Maximum Temperature 130°C 
Cold Zone Minimum 
Temperature 
5°C 
Heater Stability Control +/- 1°C 
vP 0.5 -100 L-im/s 
Ampoule dimensions OD 12.75 mm, L 28 cm 
Temperature Data Recording 
Rate 
Up to 1/s 
Video S video with 2 camera views; 
record 30 fps; Zoom 22:1 
Table 2: PFMI Hardware Capabilities Summary 
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There are fifteen PFMI samples currently onboard ISS with compositions ranging 
from nominally pure succinonitrile to SCN-1.0 wt% water. Since formation of bubbles 
within the samples is desired to meet the primary experimental objectives, and to maintain 
water composition in alloyed samples, all sample ampoules were filled under a nitrogen 
environment. The ampoules with the most tightly controlled compositions were those 
alloyed in air, and these were chosen as the ampoules to be analyzed and compared with 
ground-based experiments. Further, the alloying of these ampoules in air and subsequently 
transferring the material under nitrogen pressure necessitated an investigation of the effect of 
these transfer procedures on the melting point of the alloyed material. 
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SUCCINONITRILE-WATER PHASE DIAGRAM DETERMINATION 
The widely used phase diagram for SCN-water was published by Smith, Frazier and 
Kaukler in 1984 [40]. Since the focus of their research was primarily the water-rich side of 
the phase diagram, there is only a single point in the region of interest to this investigation. 
Consequently a determination of the succinonitrile-rich portion of the phase diagram was 
performed as an integral part of the present work. 
In order to understand the applicability of the published phase diagram to the 
proposed work, the methodology used to develop the phase diagram was investigated and 
assessed. A detailed description of the procedure used in the phase diagram determination by 
J.E. Smith is given in [44], a summary of which follows. The apparatus used included an 
optical system to detect the change in the index of refraction that occurs with a phase change 
of the material. The optical system consisted of a laser beam passing through the sample 
material to impinge on a photodiode. The photodiode detector used contained a 
concentrating lens so that any change away from the true focal point would produce a large 
change in the detector's output voltage. Mixing was used to eliminate thermal gradients in 
the material that would skew the measurements of the phase change temperature. The 
temperatures were measured using a copper-constantan thermocouple with the bead in the 
sample material. The apparatus could be operated under vacuum or any other atmosphere. 
The material used was triply distilled and zone refined succinonitrile. The material 
was tare weighed into the vessel that was heated to about 60°C, and a temperature probe and 
stir bar were inserted in the molten state. The system was outgassed and the photodiode 
positioned to maximize the output voltage. The sample was cooled until the phase 
transformation occurred. The melting point was then determined by following the heating 
curve until the photodiode's output voltage returned to its initial value. Following the 
determination of the melting point of the pure material the system was placed under an argon 
blanket so that the phase diagram was measured at 1 atm. The water added was distilled and 
deionized to a resistance of 16 M£2. 
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In addition to the limited data available for the region of interest, of particular concern to the 
proposed investigation is the effect of the atmosphere under which the melting point was 
determined. Procedures were developed for alloying material under vacuum, in a nitrogen 
environment and in air, and in an argon environment so that comparison could be made. This 
effort is also critical to the evaluation of flight data since flight ampoules were alloyed both 
in air and under nitrogen pressure. Since the flight ampoules in which the water was added 
and then alloyed in air before sealing had the most closely controlled composition, they were 
chosen for comparison with ground-based data as well as model results. It was therefore 
particularly critical to determine the effect of alloying in air on the liquidus temperature of 
the alloy. 
Experimental 
Initial Preparation of Alloyed Ampoules 
Six ampoules of succinonitrile-water were prepared for each of the three nominal 
compositions: 0.25 wt%, 0.50 wt% and 1.0 wt%. In order for the results to be useful in the 
correlation of the PFMI flight experiment data, the 3 ampoules each were alloyed in air and 
in vacuum. The ampoules used for the alloyed material were 45 mL ampoules with a 
reentrant thermistor well. The thermistor well was located close to the neck of the ampoule 
to minimize the temperature difference between the point of measurement and the point at 
which the solid under test would settle. A thermocouple was used to verify that the 
temperature differential down the thermistor well was negligible. 
For the air alloyed ampoules, the succinonitrile was transferred from the source 
ampoule to the receiving ampoule under vacuum. The source ampoule was then removed 
and weighed to determine the amount of water required. The water was injected using a 
syringe and the ampoule assembly was sealed by placing a septum over the hose barb. The 
succinonitrile was then melted (in the limited amount of entrapped air) to allow mixing with 
the injected water. Following solidification, the vacuum system was briefly re-attached to 
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allow vacuum sealing of the ampoule. The time under dynamic vacuum was minimized to 
minimize loss of water into the vacuum system from the solidified SCN-water alloy. 
For the vacuum alloyed ampoules, a vacuum port ampoule was developed to allow 
the mixing of the succinonitrile-water to be accomplished under static vacuum to minimize 
water loss without exposing the molten SCN to air at any point in the process. The 45 mL 
ampoule with reentrant thermistor well was modified to include a 9 mm vacuum port at the 
base of the ampoule adjacent to the neck. This port was initially sealed with a septum during 
the initial transfer of SCN through the neck. After the weight of SCN transferred was 
determined and the syringe prepared for water injection, the neck was flame-sealed leaving 
the ampoule under static vacuum. The water was then injected through the septum and the 
SCN was melted to incorporate water. After the SCN-water alloy was completely solidified, 
the septum was removed to attach a vacuum adapter and the vacuum port was flame-sealed 
under dynamic vacuum. Thus the only exposure to air was extremely brief and with the SCN 
in the solid state, which type of exposure has been shown in even pure SCN to negligibly 
affect the purity of the SCN. Care was taken to minimize the amount of exposure of the 
alloy to dynamic vacuum even in the solid in order to minimize water loss. 
Liquidus Measurement 
The melting temperature measurements were made using the characterization system 
described previously which is generally used for determining the purity of succinonitrile 
ampoules. Consisting of a 1590 Hart Super Thermometer with an AS 125 Thermistor 
Standards Probe, and 5648 Tinsley External Resistor, this system is calibrated to ITS-90 and 
has been tested against four different NIST SCN TPCs. Solidification plateau measurements 
made with these TPCs using the described system have been shown to be accurate to well 
within the ± 0.0015 K guaranteed by NIST and are repeatable to within tenths of mK. 
Thus the temperature measurement system is easily the most accurate part of the 
melting temperature measurements taken. The ampoules to be melted were placed in a jig 
which allows melting of four ampoules simultaneously. By inserting the thermistor probe 
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into each ampoule sequentially, the difference in temperature between ampoules was shown 
to be negligible. Following this test, the temperature measurements were made in a single 
ampoule for each batch. For each batch a preliminary ranging was conducted to determine 
the approximate melting point for the ampoules. Once the setpoint was narrowed to within a 
few tenths of a degree, each bath temperature setpoint was held for a minimum of three days 
and data was taken to determine whether each ampoule melted completely or developed a 
small amount of stable solid near the base of the ampoule. At a point at which the ampoule 
melted completely, the maximum temperature attained was taken to be the upper bound of 
the melting point uncertainty. At a point where the solid was stable for at least three days, 
the maximum temperature held for at least an hour was taken to be the lower bound for the 
melting point uncertainty. The bath temperature was stable over 12 hours to within 0.01°C 
although a long term shift attributable to varying building conditions was observed over a 
longer time period. In this manner the uncertainty range of the melting temperature for each 
ampoule was collapsed until the remaining uncertainty was within +/- 0.05°C. 
Results and Discussion 
Liquidus Measurement 
The liquidus measurements of the alloyed ampoules are summarized in Table 3. 
Notably, the air and vacuum-alloyed ampoules yielded very similar results with the only 
notable difference being a larger scatter in the vacuum-alloyed ampoule data. This increased 
scatter is easily explained by noting that the water was injected through a septum port and 
was significantly more difficult to control. A dearth of water in the sample resulted if a small 
amount of water became entrained underneath the septum within the port. Alternatively, 
extra water could result from injecting into vacuum using a syringe which is designed to have 
water left in the needle after injection. Effort was made to compensate for this additional 
volume of water, but the accuracy of the compensation was not sufficient to eliminate this 
source of error. 
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Measured Measurement 
Ampoule C0 (wt%) Alloy Condition TL Uncertainty 
6SZCT 0.25 air 55.80 ±0.04 
1SRZET 0.25 air 55.81 ±0.05 
2SZE 0.25 air 55.89 ±0.01 
1FZC 0.25 vacuum 55.95 ±0.01 
1FZC2 0.25 vacuum 55.84 ±0.01 
QFRB 0.25 vacuum 55.695 ±0.01 
3FRZC 0.5 air 53.505 ± 0.075 
4AcRendl 0.5 air 53.57 ±0.02 
2SZE2 0.5 air 53.33 ±0.03 
2AZA 0.5 vacuum 53.495 ± 0.045 
lAcZCT 0.5 vacuum 53.665 ±0.035 
QFRB2 0.5 vacuum 53.5 ±0.05 
4AcRendl#2 1.0 air 50.11 ±0.02 
lAcZBT 1.0 air 49.425 ±0.03 
1ACZBT2 1.0 air 49.51 ±0.05 
2AZA2 1.0 vacuum 49.415 ± 0.045 
1ACZCT2 1.0 vacuum 49.495 ± 0.025 
6FC2 1.0 vacuum 49.155 ± 0.045 
Table 3: Liquidus Temperature Measurements and Measurement Uncertainties 
The results are also depicted graphically in Figure 9. Including all data points 
measured, the liquidus slope, m, obtained by linear regression weighted by the measurement 
uncertainty was -8.42 K/wt%. The data point obtained from the "4AcRendl#2" ampoule 
significantly deviates from the other two data points measured at this composition. A review 
of the as-performed procedure indicates that this was one of the first ampoules alloyed, and 
potentially several sources of error had not been eliminated. This data point was then 
eliminated and the regression rerun. The results, shown in Figure 9b, indicate a liquidus 
slope of -8.80 K/wt%. Similarly the results attained from the vacuum alloyed ampoules are 
presented in Figure 10. The data point obtained from 6FC2 indicates that this ampoule may 
have included slightly more water than the other ampoules alloyed at this nominal 
composition. With the outlying data point removed, the regression was rerun (Figure 10b). 
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Figure 9: Air-alloyed Succinonitrile -Water Liquidus Measurements, (a) All nine 
measured points, m = -8.79 K/wt% (b) Outlying data point at 1.0 wt % water 
eliminated, m = -8.78 K/wt%. 
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Figure 10: Vacuum-alloyed Succinonitrile -Water Liquidus Measurements, (a) All nine 
measured points, m = -8.79 K/wt% (b) Outlying data point at 1.0 wt % water 
eliminated, m = -8.78 K/wt%. 
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Comparing the two values of m thus obtained (-8.79 K/wt% and -8.78 K/wt%) shows that 
this spurious data point did not significantly affect the measured liquidus slope. The liquidus 
slope is therefore found to be approximately linear, and not affected by the entrapped air 
which was present in the alloying procedure employed for alloying of the PFMI flight 
ampoules. Further, the experimental method was shown to be quite consistent with only one 
point of eighteen lying far enough from the m = -8.8 K/wt% line to affect the measured 
slope. A value of -8.8 K/wt% is therefore taken for the value of m and is used throughout the 
remainder of this work. 
Deviation of Alloyed Ampoules from Target Composition 
Since the air-alloyed ampoules prepared for this study were prepared using 
substantially similar procedure to those provided for the flight PFMI investigation, an 
estimation of the composition deviation between these ampoules using the derived liquidus 
slope was performed, and is summarized in Table 4. This illuminates the likely spread of the 
composition of the delivered ampoules for the flight investigation before transfer into the 
flight ampoules. This is a minimum likely spread for the flight ampoules since the 
subsequent transfer has been shown to introduce additional uncertainty. 
Estimated 
Measured Composition 
Ampoule C0 (wt%) TL (8.8 K/wt%) 
6SZCT 0.25 55.80 0.257 
1SRZET 0.25 55.81 0.256 
2SZE 0.25 55.89 0.247 
3FRZC 0.5 53.505 0.518 
4AcRendl 0.5 53.57 0.511 
2SZE2 0.5 53.33 0.538 
4AcRendl#2 1.0 50.11 0.904 
lAcZBT 1.0 49.425 0.982 
!AcZBT2 1.0 49.51 0.972 
Table 4: Alloyed Ampoules Estimated Composition Variance 
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The estimated composition of the 0.25 wt% ampoules is shown to be within 0.01 wt% 
of the target composition. The 0.5 wt% ampoules vary by only 0.03 wt% although all appear 
to be over the target value, as a result of the slight non-linearity of the liquidus over this 
region. The 1.0 wt% ampoules vary more significantly and a variation of 0.1 wt% is 
observed. Although the 4AcRendl#2 data point was eliminated for the liquidus 
determination, it must be left in the consideration of variance since the basic alloying 
procedure used for the alloying of the flight ampoules was followed and the deviation is not 
attributable to any noted error in the performance of the procedure. 
SCN-Water Alloy Transfer under Nitrogen Atmosphere 
Following the initial temperature measurements, the ampoules were transferred using 
the fill apparatus from the PFMI experiment sample preparation which was designed to allow 
the alloyed material to be transferred under sufficient nitrogen pressure to avoid back 
streaming of water from the ampoule into the dynamic vacuum. The PFMI flight ampoule 
transfers were accomplished under 440 - 450 Torr of nitrogen. The nitrogen pressure during 
flight ampoule fills was recorded for each ampoule and is summarized in Table 5. For 
ampoules shown in the table with two backfill pressure numbers, the first number gives the 
backfill level during the transfer of SCN from the source ampoule, while the second number 
gives the backfill level during flame sealing after bubble introduction. Based on this 
information, the target backfill level for the subject transfers was set at 450 Torr. 
Flight Ampoule Number Nominal Composition Nitrogen Backfill During Alloy Transfer (Torr) 
PFMI-05 0.5 450 
PMFI-06 0.5 450 
PFMI-09 1.0 440 
PFMI-14 0.25 450/455* 
PFMI-15 0.25 450/450* 
Table 5: Flight Ampoule Recorded Nitrogen Backfill Pressures 
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Following the transfer of the succinonitrile-water alloys to the receiving ampoules, 
the receiving ampoules were flame sealed in preparation for a second round of temperature 
measurements. These measurements allowed direct comparison with the previous 
temperature measurements to afford insight into the effect of nitrogen on the ampoules which 
had previously been alloyed in air, the effect of nitrogen only on the ampoules which were 
alloyed under vacuum and the effect of the nitrogen on pure succinonitrile. 
The ampoules were transferred using a procedure based on the transfer procedure 
used to fill the PFMI flight ampoules. While slight modifications were made because of 
differences in the receiving ampoule configuration as compared with the flight ampoules, 
several key elements of the procedure were maintained. These included the temperature 
maintenance of the receiving ampoule during the transfer, and a purge of the assembly 
including the opened source ampoule prior to the transfer. These factors may have affected 
the concentration of the flight samples, and so were maintained in the present study. Also, it 
was noted that after the source material was melted in the source ampoule the negative 
pressure in the source ampoule with respect to the assembly prevented the melted 
succinonitrile from flowing freely into the transfer assembly. In order to force the material to 
flow, the pressure was pulsed between about 400-500 Torr during the transfer. This was 
consistent with the method used for the flight ampoules. Because of this exigency, the 
variation in pressures as noted in Table 5 was determined to be negligible for the purposes of 
this investigation. 
It was determined that a full point-by-point liquidus determination of the post-transfer 
ampoules was not the most efficient method of determining the general effects of the 
transfer. Because of the filling method employed, it was determined to be unlikely that an 
absolute replication of the flight alloy transfer conditions could be attained. However, a 
method was formulated to gain insight into the general effect of the transfer on the melting 
point of the transferred material. Before the measurements were made, it was postulated that 
changes in melting point after the transfer process could result from two primary factors: (1) 
the increase in pressure within the ampoule and (2) the loss of water which might result from 
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the purge operation. Both of these factors would produce an increase in the measured 
liquidus temperature. The increase in pressure within the ampoule should cause an increase 
in the equilibrium melting temperature. If the liquidus temperature was observed to 
monotonically increase, it could be assumed that the water loss was either negligible or that 
the effect of the water loss was consistent and predictable, adding to the effect of the shift in 
the melting temperature from the pressure increase. However, if the measured melting 
temperature for some ampoules was observed to increase, while the melting temperature for 
other ampoules was observed to decrease, or if the amount of increase was inconsistent 
between ampoules, it is likely that the dominant effect is the loss of water during the purge. 
Another secondary effect is that of the nitrogen as an additional alloy constituent which could 
have the opposite effect of driving down the melting temperature. Since the alloying in air 
was not seen to produce a discernable difference in melting temperature over this range of 
composition (0.25 to 1.0 wt% water), it was not expected to see this effect in the alloyed 
ampoules, although the pure ampoule transferred may be thus affected. 
Since there was no substantial difference in the measured liquidus temperature for the 
vacuum-alloyed and the air-alloyed ampoules, these were combined and the four most tightly 
clustered ampoules for each composition were chosen for the post-transfer testing. The 
uncertainty ranges were also considered for each ampoule and a temperature at which all 
ampoules were initially solid was first chosen. Histograms of the previously recorded 
liquidus measurements, shown in Figure 11, were used for clarification of this comparison. 
The four ampoules were then immersed in the bath at this temperature and the condition of 
the ampoules was monitored until it could be determined whether the ampoules would melt 
at this temperature. The temperature was then shifted up and the process repeated, ending 
with a temperature at which the ampoules were all melted. 
A histogram of the succinononitrile-0.25wt% water ampoules is found in Figure 11a. 
From the six ampoules which were initially alloyed, the 6SZCT, 1SRZET, 2SZE and 1FZC2 
ampoules were selected. These ampoules were all previously observed to contain stable solid 
at 55.75°C, and were all melted at 55.90°C. The first bath temperature selected was 55.74°C, 
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Figure 11: Succinonitrile-Water Pre-Transfer Liquidus Data, (a) SCN-0.25 wt% water 
ampoules; (b) SCN-0.5 wt% water ampoules. 
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and it was quickly evident that all ampoules would remain solid at this temperature. After a 
day at temperature, none of the ampoules had melted significantly and most had more than 
half of the solid remaining, indicating a general shift upwards in the melting temperature. 
The bath temperature was then progressively increased to 56.09°C at which temperature all 
ampoules were melted. The final two ampoules were not melted until the final temperature. 
The shift in melting temperature was recorded for each ampoule and is depicted in Figure 
12a, which shows that the most significant shift occurred for the ISRZET ampoule. Upon 
review of the as-run procedures it was noted that the glass valve in the transfer assembly 
broke during the transfer so that the loss of water from this ampoule could be expected to be 
greater than for the other ampoules. With the exception of this ampoule, the shift 
experienced was observed to be less than 0.2°C. The shift in melting temperature is depicted 
in Figure 12a showing that the shift, discounting the ISRZET ampoule, ranged from 0.03°C 
to 0.19°C. Applying this shift to the previously estimated range of on-orbit ampoule 
composition for the nominally 0.25wt%-water ampoules yields a modified variance range of 
0.23 to 0.26-wt% water. 
A histogram of the pre-transfer measured liquidus temperatures for the 
succinononitrile-0.5wt% water ampoules is found in Figure 1 lb. From the six ampoules 
which were initially alloyed, the 3FRZC, 4AcRendl, 2AZA and QFRB2 ampoules were 
selected. These ampoules were all previously observed to contain stable solid at 53.4°C, and 
were all melted at 53.6°C. Based on the data from the 0.25-wt% ampoules, a shift upwards 
was anticipated. Thus, the first bath temperature selected was 53.60°C. The bath 
temperature was then progressively increased to 53.76°C at which temperature all ampoules 
were melted. The shift in melting temperature was recorded for each ampoule and is 
depicted in Figure 12b, which shows that the shift experienced ranged from 0.08°C to 
0.22°C. This shift was then applied to the previously estimated range of on-orbit ampoule 
composition (Table 4) and a modified predicted variance range of 0.48 to 0.53 wt% water 
was calculated for the nominally 0.5wt% flight samples. 
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Figure 12: Comparison of Pre-Transfer and Post-Transfer Melting Temperature Data. 
(a) SCN-0.25 wt% water ampoules; (b) SCN-0.5 wt% water ampoules. 
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Transfer of Pure Succinonitrile Under Nitrogen Pressure 
In addition to the SCN-water ampoules described in the previous section, an ampoule 
of pure SCN was transferred using the fill apparatus from the PFMI experiment sample 
preparation. This transfer was likewise accomplished using the fill procedure devised for the 
transfer of the alloyed ampoules. By measuring the amount of shift for a pure ampoule, the 
effect of pressure change can be isolated from the change in the melting temperature of the 
alloyed ampoules due to the water loss during the transfer. Additionally, initial reports from 
the PFMI investigation indicated that the observed shift in the measured interface 
temperature of on-orbit pure samples was due to the preparation of the samples in a nitrogen 
environment. The melting temperature of the pure sample was measured before and after the 
transfer. The depression of the melting temperature was 0.09 mK for the pure sample. 
Therefore, the primary cause of the shift of the melting temperature for the alloyed ampoules 
is the water loss during the transfer. Also, the low on-orbit interface temperature 
measurement is likely due to the thermocouple temperature measurement calibration, 
especially errors associated with the use of the thermocouple within the temperature gradient. 
Conclusions 
A determination of the succinonitrile-water liquidus in the succinonitrile-rich region 
was performed. The effect of alloying in air as opposed to alloying under static vacuum as 
well as the effect of transferring and sealing the ampoule under a nitrogen pressure was 
evaluated in order for PFMI flight sample conditions to be well characterized for subsequent 
analysis. In addition, a transfer and sealing of a sample under nitrogen pressure was 
performed to evaluate the effect of nitrogen on pure material melting temperature. The 
following major conclusions were reached: 
1. The liquidus slope for succinonitrile-water at compositions up to 1.0 wt% 
water was found to be linear with a slope of -8.8 K/wt%. 
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2. The inclusion of a small amount of air during the alloying of the 
succinonitrile-water was not found to significantly affect the melting 
temperature. 
3. The subsequent transfer of the alloyed material using the PFMI ampoule 
filling procedure was shown to slightly shift the melting temperatures 
upward, as a result of water loss during the purge of the system at the 
beginning of the procedure. 
4. The transfer of pure succinonitrile under a nitrogen atmosphere using the 
PFMI filling apparatus and sealing of the ampoule with a nitrogen pressure 
of 450 Torr, did not affect the melting temperature of the pure material. 
5. The estimated range of on-orbit compositions based on the preceding 
analysis is 0.23 - 0.26 wt% for the nominally 0.25 wt% samples and 0.48 -
0.53 wt% for the nominally 0.5 wt% samples. 
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COMPARISON OF FLIGHT AND GROUND-BASED DATA 
Analysis of the data provided by the Pore Formation and Mobility Investigation 
(PFMI) aboard the International Space Station (ISS) in conjunction with data obtained from 
critical ground-based experiments performed in a thin sample directional solidification 
system has provided insight into critical areas of pattern formation. These areas include the 
planar front dynamics, the dynamics of the interface break-up, the resultant interface 
morphologies, and the pattern reorganization following a velocity change. A description of 
the flight and ground-based experiments performed and analyzed follows. 
PFMI Succinonitrile-Water Flight Experiments 
At the time this research was initially proposed in December of 2003, a limited 
amount of data from the on-orbit experiments had been acquired and preliminary analysis 
had been performed. At that time, a summary of the flight experiments of interest was 
presented, and is included as Table 6. 
In Table 6, the column headed "Flight Tapes" refers to the Hi-8 tapes recorded 
onboard which will be returned from ISS for detailed analysis. These tapes will ultimately 
provide high resolution images in two orthogonal views for the duration of each experiment 
run. However, lack of "flight tapes" does not mean complete lack of image data for analysis 
since downlink video is received and recorded during each onboard experiment run. The 
data thus acquired, however, is limited to a single view at a time which is selectable from the 
ground. The data is recorded on VHS, and these data are termed Near Real Time (NRT) 
data. Tapes are numbered sequentially and are referred to as "NRT1" or "NRT2". The NRT 
tape recording was only possible, however, during periods in which downlink was available 
and the analysis of data which occurred during a period in which downlink was not available, 
will be deferred until the receipt of the Hi-8 tapes. (The timeframe during which downlink is 
not available is termed a "Loss of Signal" or LOS period. The period during which downlink 
is available is termed an "Acquisition of Signal" or AOS period.) In addition to the NRT 
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tapes, the ISS onboard Video Tape Recorder (VTR) was available for use onboard and was 
effectively used to extend the run time available which was generally limited by the time at 
which the second Hi-8 tape would run out. In most cases, this VTR would record the same 
segment as one of the NRT tapes, but since the VTR is onboard, it was not affected by LOS 
periods and some critical data were thus made available. Following each experiment run, the 
VTR was dumped and this video was also recorded on VHS tapes on the ground. Despite 
these operational limitations, a significant amount of data has been received and analyzed. 
Processed Flight Composition G vP Time at Vp 
Run Date Tapes (wt%) (K/mm) (lim/s) (minutes) 
PFMI-14 9/16/03 0.25 1.5 1 178 
3 89 
6 45 
10 57 
15 15 
PFMI-15 9/18/03 0.25 1.2 1 160 
5 152 
1 85 
10 109 
PFMI-05 10/6/02 X 0.5 2.5 0.7 117 
1.2 78 
2 97 
7 95 
PFMI-06 9/2/03 0.5 2.5 1 165 
3 39 
6 26 
10 36 
15 30 
PFMI-09 9/24/03 1.0 2.5 1 126 
5 68 
10 71 
5 54 
Table 6: Summary of Initial PFMI Experiment Runs of Interest 
Preliminary analysis showed that the two 0.25wt% samples had been processed at 
significantly lower gradients than initially anticipated. As such, these data have not been 
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included in the analyses of this work, but may be used for comparison. The PFMI-06 data 
has been included for reference, but unfortunately the point at which the morphology 
transitions from planar to cellular or dendritic, the interface break-up, was found to occur 
during an LOS period and the detailed analysis of the break-up must await the return of the 
flight tapes. 
Additional flight experiment opportunities, summarized in Table 7, were made 
available in 2004, allowing an additional series of experiments to be performed to 
supplement the experimental matrix. The PFMI-14, PFMI-15 and PFMI-05 samples were 
chosen for reprocessing. The PFMI-14 and PFMI-15 samples were selected because the low-
water composition would afford the best opportunity to maintain a planar interface or to 
establish a cellular interface. The PFMI-05 sample was selected because the data previously 
obtained was promising and an additional run would provide a good comparison point. For 
all three runs, a higher gradient was employed. 
Processed Flight Composition G vP Time at Vp 
Run Date Tapes (wt%) (K/mm) (grn/s) (minutes) 
PFMI-05A 4/5/04 0.5 3.0 1 133 
100 1 
0 59 
0.7 301 
1.2 20 
PFMI-14A 3/23/04 0.25 3.0 0.6 533 
10 105 
PFMI-14B 3/24/04 0.25 3.0 3 273 
0.1 15 
0.2 9 
0.3 4 
0 60 
1 197 
50 7 
PFMI-15A 1/8/04 0.25 3.0 1 197 
3 74 
5 86 
Table 7: Additional PFMI Experiment Runs of Interest 2004 
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For each of the flight ampoules still under consideration, the time to interface break­
up, tb, if any, was first determined through viewing of the flight video tapes. At times 
throughout the run, digital images were acquired from the tapes for analysis. At times close 
to the break-up, the resultant images were enhanced in order to more closely determine the 
break-up time. A summary of the observed break-up times for the flight experiments is 
included as Table 8. 
Run 
Co 
(wt% water) 
G 
(K/mm) 
vP 
(Jim/s) 
tb 
(minutes) 
PFMI-05 0.5 2.5 0.7 none(>133) 
PFMI-05A 0.5 3.0 1 
0.7 
100 
246 
PFMI-06 0.5 2.5 1 65-86 
PFMI-14A 0.25 3.0 0.6 none(>533) 
PFMI-14B 0.25 3.0 1 79 
PFMI-15A 0.25 3.0 1 96 
Table 8: PFMI Flight Experiment Break-Up Times, tb 
For PFMI-06, a range of 65-86 minutes is given for the break-up time since the 
interface was planar at the beginning of an LOS period which began at 65 minutes after the 
initiation of the 1 pim/s pulling velocity, but was dendritic when signal was reacquired at 86 
minutes. 
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PFMI Flight Experiment Process Summary 
For the flight experiments to be analyzed in more detail, a brief process summary for 
each experiment is provided to clarify the information distilled into Tables 6, 7 and 8. The 
PFMI flight cameras are designated CI for the Camera 1 view in which the liquid appears on 
the left of the field of view and the solid appears on the right and C2 for the Camera 2 view 
in which the solid appears on the left of the field of view and the liquid appears on the right. 
Figure 13, which includes key images from each of the following experiment runs, is 
included at the end of the process summaries. 
PFMI-05 Flight Experiment 
The PFMI-05 experiment (Figure 13a) was processed on the ISS in October of 2002. 
Flight Hi-8 tapes have been recovered for this sample, although only one camera view, CI, 
has been received. The primary analysis has been performed using this view. However, the 
NRT tapes have provided auxiliary images including some C2 views. After an 
approximately 30 minute soak to equilibrate the interface, a pulling velocity of 0.7 |im/s was 
initiated. By the end of the process time of 117 minutes at this velocity, the interface was 
still planar. The velocity was then transitioned to 1.2 |im/sec and the interface breakdown 
was observed. Additional velocity transitions from 1.2 to 2 gm/s and from 2 to 7 gm/s were 
also performed during this run. 
PFMI-05 A Flight Experiment 
The PFMI-05 A experiment (Figures 13b and 13c), which was processed on the ISS 
on April 5, 2004, began with a meltback to a position in front of the breakdown for the initial 
(PFMI-05) run to avoid the zone of macrosegregation resulting from the planar advance of 
the interface during the beginning of the PFMI-05 run. The interface was then stabilized 
prior to initiation of the translation velocity of 1.0 |im/sec. The velocity of 1.0 |xm/s was held 
until the interface breakdown was observed. Following the breakdown, a translation rate of 
100 Lim/s was imposed to advance the interface past any remaining compositional 
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inhomogeneity to allow an additional run. Following the maximum soak possible (due to 
LOS constraints) of 59 minutes, a translation velocity of 0.7 |xm/s was initiated and the 
interface was positioned and focused on each camera during the ensuing 46 minutes prior to 
the LOS beginning at 20:24:30. Because of this LOS, the interface was not observed for a 
period of 8.5 hours. However, upon AOS, the interface was observed to be dendritic. Post-
experiment dump of the ISS Video Tape Recorder (VTR) was found to have captured the 
breakdown at 23:44:00 (Figure 13c-ii), approximately 246 minutes after the initiation of the 
0.7 |xm/s translation velocity. 
PFMI-14A Flight Experiment 
The PFMI-14A experiment (Figure 13d) was processed on March 23, 2004 onboard 
ISS. After a 22 minute soak to equilibrate the interface, a pulling velocity of 0.6 nm/s was 
initiated. After nearly 9 hours of processing, the interface remained planar. A 10 jxm/s 
velocity was then imposed and dendrites were seen to emerge, however, the run was 
terminated less than two minutes later with by setting the Zone 1 heaters to 0 because the 
experiment time allotted had expired. 
PFMI-14B Flight Experiment 
A second reprocessing run, PFMI-14B (Figure 13e) was performed the following day, 
March 24, 2004. During this run, the interface was initially established at a position behind 
the zone of planar growth from PFMI-14A and a dendritic array was quickly established at a 
growth rate of 3.0 nm/s. This array traversed the solute-rich layer established during the 
previous processing. Dendrite characteristics will be evaluated to determine if the solute in 
these zones was able to diffuse and the liquid homogenize prior to solidification. However, 
since the traverse occurred during an LOS period, this analysis will have to await the return 
of the flight Hi-8 tapes. Short engineering tests were then conducted to evaluate the flight 
hardware translation stability at low velocities of 0.1, 0.2 and 0.3 (im/s. Following interface 
stabilization for 1 hour, a translation velocity of 1.0 (xm/s was initiated. During this final 
segment of the run, the planar interface was observed to break up in 79 minutes. The 
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processing at 1.0 ^m/s was continued for a total of more than 3 hours until a rapid translation 
of 50 nm/s was imposed for 7 minutes. Following the rapid translation, the run was 
terminated by setting the Zone 1 heater to 0. 
PFMI-15A Flight Experiment 
The PFMI-15A experiment (Figure 13f) was processed on January 8, 2004 onboard 
ISS. Following a 5 fxm/s translation to reach a previously unprocessed segment of the 
sample, the interface was stabilized for 55 minutes. A translation velocity of 1.0 |xm/s was 
then initiated. Interface breakdown was observed at 96 minutes, transitioning to a clearly 
dendritic form by 118 minutes. After 197 minutes, the velocity was directly transitioned to 3 
[Am/s. After an additional 74 minutes at 3 (im/s the velocity was directly transitioned to 5 
Hm/s. After 85 minutes at 5 p.m/s the run was terminated. 
Ground-Based Thin Sample Succinonitrile-Water Experiments 
A series of experiments in thin samples was performed exploring the interface 
dynamics of the planar interface prior to breakdown, time to interface break-up, 
microstructure evaluation and steady-state spacing of the resultant microstructure. Thin 
sample slides were prepared with compositions of 0.5 wt% and 0.25 wt% so that direct 
comparison to the flight experiments described in the previous section could be made. A 
summary of the experiments performed is given in Table 9. Within a given experiment run, a 
single velocity, a velocity with subsequent transitions, or an initial velocity followed by rapid 
translation, restabilization and the initiation of a second velocity could be performed 
depending upon the requirements levied by the experimental objective as well as the 
limitations of the flight experiment with which comparison was to be made. Table 9 includes 
a notation of whether each velocity was an initial velocity indicating the Vp shown was 
initiated following stabilization of the interface at Vp = 0, or whether the velocity was a 
transition velocity, indicating that the Vp shown was incremented in a single step from the 
preceding Vp. For each of the noted "initial" velocities, the interface was allowed to stabilize 
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growth; (iii) At 117 minutes, just before transition to 1.2 |xm/s; 
(iv) 25 minutes after transition to 1.2 |im/s with dendrites emerging. 
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(i) 100 seconds (ii) 100 minutes 
(iii) 110 minutes (iv) 133 minutes 
Figure 13b: PFMI-05A: G= 3 K/mm, Vp = 1 jxm/s. (i) At 100 seconds, first C2 camera 
view; (ii) At 100 minutes, initial instability; (iii) At 110 minutes, amplification of 
instability; (iv) At 133 minutes, just prior to rapid translation. 
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Figure 13c: PFMI-05A: G= 3 K/mm, Vp = 0.7 (xrn/s. (i) At 91 seconds, first zoomed C2 
camera view; (ii) At 246 minutes, initial observable instability; (iii) At 256 
minutes, amplification of instability; (iv) At 301 minutes, just prior to rapid 
translation. 
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Figure 13d: PFMI-14A: G= 3 K/mm, Vp = 0.6 |xm/s. (i) At 1 second, initial CI camera 
view; (ii) At 147 minutes, emergence of "denuded" zone resulting from planar 
growth; (iii) At 280 minutes, "denuded" zone extending across field of view; 
(iv) At 533 minutes, just prior to rapid translation. 
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(iv) 185 minutes 
Figure 13e: PFMI-14B: G= 3 K/mm, Vp = 1 gm/s. (i) At -40 seconds, final C2 camera 
view before translation; (ii) At 79 minutes, initial view of interface breakdown; 
(iii) At 115 minutes, dendritic array across interface;(iv) At 185 minutes, 12 
minutes prior to rapid translation (last C2 view). 
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Figure 13f: PFMI-15A: G= 3 K/mm, Vp = 1 jxm/s. (i) At 1 second, interface at start of 
translation; (ii) At 96 minutes, initial instability (possibly cellular); (iii) At 118 
minutes, clearly dendrites emerging; (iv) At 197 minutes, just prior to transition 
to 3 |im/s. 
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prior to the initiation of the translation. For the majority of the ground-based experiment 
runs, as in the flight experiments performed aboard the ISS, the period of stabilization was 
preceded by a rapid translation to position the interface during which the growth was 
dendritic. The stabilization times were patterned after the flight experiments so that 
comparison could be made. The interface temperatures were plotted during stabilization by 
measuring the distance from the interface at the center of the slide to the isotherm delineated 
in the images by the extension of the pure slide interface, thus using the pure material 
interface temperature (58.1°C) as a fixed point within the gradient frame. For each of the 
stabilizations performed, the amount of time allowed in the flight experiment was sufficient 
for the interface temperature in the thin-sample to tail off, with the 0.25 wt% samples 
stabilizing to a greater degree than the 0.5 wt% samples. 
Co G vP Initial Velocity/ 
Run (wt% water) (K/mm) (nm/s) Transition 
2AZB2 Run 1 0.5 2.5 0.7 initial 
1.2 transition 
2 transition 
7 transition 
2AZB2 Run 2 0.5 3.0 1 initial 
0.7 initial 
2AZB2 Run 3 0.5 3.0 1 initial 
0.7 initial 
4SZAT Run 1 0.5 3.0 1 initial 
4SZAT Run 2 0.5 3.0 1 initial 
1ACZ3 Runl 0.25 3.0 0.6 initial 
1ACZ3 Run2 0.25 3.0 1 initial 
3 transition 
1ACZ3 Run3 0.25 3.0 1 initial 
!AcZ3 Run4 0.25 3.0 1 initial 
3 transition 
5 transition 
Table 9: Ground-Based Thin Sample Experiment Processing Conditions 
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Flight and Ground-Based Experimental Results 
Critical results from the PFMI flight experiments as well as the associated ground 
based experiments have been obtained in the areas of planar front dynamics, the dynamics of 
the interface break-up, the resultant interface morphologies, and pattern reorganization 
following a velocity change. The results obtained in each area are described in the following 
sections. 
Planar Front Dynamics 
The dynamics of plane front solidification during the initial transient has been 
investigated through both flight and ground-based experiments. As the solidification 
progresses, a solute boundary layer gradually develops in front of the interface due to the 
imbalance between the rate of rejection of solute from the interface and the rate of diffusive 
transport away from the interface. This solute boundary layer build-up results in apparent 
recoil of the solidifying front from the initial interface position. This apparent recoil has 
been measured for both the PFMI-5 flight experiment and the 2AZB2 Run 1 ground-based 
experiment as shown in Figure 14. The comparison shows a significantly steeper build-up of 
solute in the flight experiment as compared with the ground experiment. In neither the flight 
nor the ground experiment did interface break-up occur during the time at the initial velocity, 
although the ground experiment exhibited a cusp at a grain boundary just prior to the 
transition to the 1.2 gm/s pulling velocity, indicating that interface break-up was incipient at 
this point. Other comparisons of flight and ground data likewise have shown that the flight 
recoil is significantly and consistently steeper than the corresponding ground recoil. It 
should be noted that the interface stabilization times prior to the initiation of the pulling 
velocity were equivalent for the flight and ground based experiments, so that deviations in 
the interface recoil should not be attributable to differing initial conditions at the interface 
due to solute buildup prior to the initiation of the translation. 
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Figure 14: Comparison of Flight and Ground Experiment Interface Recoil. 
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Interface Break-up Time 
A comparison has been made of the dynamics of the initial instability for flight and 
ground-based thin sample experiments. Figure 15 depicts a typical evolution of the unstable 
interface in a ground-based thin sample, 1ACZ3 Run 4. This SCN-0.25 wt% water sample 
was translated through a gradient of 3 K/mm with an initial pulling velocity of 1 |0,m/s. 
This series of images depicts the evolution of the unstable interface as it proceeds from an 
initially flat interface in Figure 15 a, to the appearance of the first visible evidence of 
instability as cusps at the grain boundaries in Figure 15b. The image in Figure 15c shows the 
point at which the instability has propagated across the interface. The time taken for the 
"break-up time" for thin sample experiments is this point at which the instability has 
propagated across the interface and is not isolated to the grain boundaries. The final image in 
the series, 15d, shows the cellular interface well developed with a spacing ranging from 100 
to 200 |uim, which is analogous to the initial visible instabilities in the flight images as limited 
by the lighting and resolution of the on-orbit PFMI system. 
Figure 16 depicts the interface recoil for the 1ACZ3 Run 2 and Run 4 thin sample 
experiments as compared with the PFMI-15A flight experiment. The ground-based thin 
samples remained cellular while the flight experiment was dendritic. The recoil for these 
thin sample experiments exhibits a high degree of repeatability, and reflects the precision 
with which the ground-based experiments were carried out. The reversal in the PFMI-15A 
apparent recoil direction occurs after the dendrites have begun to grow. Since the critical 
velocity is much less than the velocity at which the dendrites begin to grow, the recoil is 
excessive at the point at which the instability occurs. As the dendrites begin to grow, this 
excess undercooling is regained, but the tips overshoot the point at which the dendrite tip 
undercooling is stable and must recoil again to reach the equilibrium position. This position 
is then maintained during the steady-state dendritic growth. This dynamic is not apparent in 
the corresponding ground experiment primarily because the growth is cellular rather than 
dendritic. However, even in dendritic thin sample experiments the effect is much less 
pronounced, even in samples with pulling velocity far in excess of the critical velocity. 
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Figure 15: 1ACZ3 Run 4: G= 3 K/mm, C0 = 0.25 wt% water, VP = 1 JXM/s. 
(a) At 12 minutes, planar interface; (b) At 133 minutes, instability first visible as 
cusps at grain boundaries(c) At 143 minutes, instability has propagated across 
interface (d) At 173 minutes, cellular interface well developed, analogous to 
initial visible instabilities in flight images. 
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Figure 16: Comparison of Flight and Ground Interface Break-Up Times 
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Flight and Ground Microstructures 
The evolved flight and ground microstructures for several of the flight and ground-
based experiment have been compared. The flight experiments were not observed to display 
a steady-state cellular microstructure under any of the processing conditions performed thus 
far. For flight experiment (PFMI-14A) and ground experiment (1 AcZ3 Run 1) each with 
0.25wt% water samples processed in a gradient of 3 K/mm for nearly 9 hours, both the flight 
and the ground experiment were found to remain planar for the duration of the experiment 
run, as shown in Figure 17. The PFMI-05 flight sample of composition 0.5 wt% water 
processed in a gradient of 2.5 K/mm at a velocity of 0.7 gm/s, as described in the previous 
section, was not observed to break up during the 117 minutes before the transition to 1.2 
f-im/s. However, soon after the transition to 1.2 p,m/s the interface was observed to form a 
dendritic microstructure. Likewise, the ground sample (2AZB2 Run l) also exhibited a 
dendritic microstructure which developed within 25 minutes of the transition to 1.2 pim/s. A 
comparison of the microstructures formed during this transitioned velocity interface break-up 
is included in Figure 18. The PFMI-05A flight and associated 2AZB2 Run 3 ground sample 
(c0 = 0.5 wt%, G = 3 K/mm, vp = 1 [xm/s) were each dendritic in nature, although the flight 
sample was more strongly dendritic while the ground sample included several dendrites with 
undeveloped side-branches but parabolic, dendritic tips as shown in Figure 19. The 2AZB2 
Run 2, 3 and 4 experiments (c0 = 0.25 wt%, G = 3 K/mm, vp = 1 |im/s) each developed a 
steady-state array of cells while the corresponding flight experiments (PFMI-14B and PFMI-
15A) each displayed dendritic microstructure under the same processing conditions. A 
comparison of 2AZB2 Run 4 and PFMI-15A illustrative of the flight and ground 
microstructures is included as Figure 20. 
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Figure 17: Flight and Ground Microstructure: G = 3 K/mm, Co = 0.25 wt%, 
Vp = 1 gm/s. (a) PFMI-14A (flight), planar interface at 533 minutes; 
(b) 1ACZ3 Run 1 (ground), planar interface at 533 minutes. 
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(a) 21:46:00, 77 minutes 
(b) 17:35:40, 77 minutes 
Figure 18: Flight and Ground Microstructure : G = 2.5 K/mm, Co = 0.5 wt%, 
Vp = 1.2 pm/s. (a) PFMI-05 (flight), 77 minutes after transition; 
(b) 2AZB2 Run 1 (ground), 77 minutes after transition. 
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Figure 19: Flight and Ground Microstructure: G = 3 K/mm, Co = 0.25 wt%, 
Vp = 1 nm/s. (a) PFMI-05A (flight), dendritic interface, (b) 2AZB2 Run 3 
(ground), dendritic interface with some undeveloped side-branches. 
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(a) 22:13:25, 190 minutes 
500 p.m 
I 4 
(b) 18:04:02, 197 minutes 
Figure 20: Flight and Ground Microstructure: G = 3 K/mm, Co = 0.25 wt% water, 
Vp = 1 fim/s. (a) PFMI-15A (flight), dendritic interface, (b) 1ACZ3 Run 4 
(ground), cellular interface. 
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Steady-State Spacing 
A comparison of steady-state spacing for equivalent flight and ground experiments 
over a series of three velocities has been made by comparison of the PFMI-15A and 1ACZ3 
Run 4 experiments. This comparison illustrates the inherent limitations of thin-sample cells 
for quantitative measurements of steady-state spacing. For both the PFMI-15A flight 
experiment and the 1ACZ3 Run 4 thin-sample ground experiment, an initial pulling velocity 
of 1 micron/s was initiated and maintained until the instability occurred and the break up of 
the interface was complete. A transition to 3 (xm/s was then initiated and the spacing was 
allowed time to adjust. This was followed by a transition to 5 nm/s. Figure 21 shows the 
sequence of stabilized spacings for PFMI-15A throughout this transition sequence. 
Figure 22 depicts the corresponding sequence of spacings attained during the 1ACZ3 Run 4 
thin-sample ground experiment. Measurements of the spacing were taken from the images in 
Figures 21 and 22, with a series of three measurements taken for each of the images analyzed 
to allow for the range of spacing apparent in the images. 
For the flight images, particularly for the lowest velocity shown in Figure 21b, the 
exact spacing was difficult to discern in the framegrabbed image. The points at which the 
measurements should be taken were clarified by viewing a series of images. However, the 
variation in this measurement is largely indicative of the ambiguity of the image data 
available. Since the only spacing data available for the flight image was from the side-
mounted camera, there is some concern that the dendrites spacings measured may not 
correspond to an array of dendrites lying in-plane. The correlation in the focus of the tips, 
however, indicates that the spacings measured were very nearly in-plane since the limited 
depth of field of the camera at this magnification would not permit simultaneous focus of 
dendrites which were dramatically out-of-plane. For the subsequent 3 |0,m/s and 5 jim/s 
transitions, the spacing between the dendrites is more clearly defined in the image and the 
variation in the measurement decreases. It should also be noted that the measurements were 
consistently taken in the grain with alignment nearest to the <100> direction, and the 
spacings of the angled grain below were ignored. 
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Figure 21: PFMI-15A: G= 3 K/mm, C0 = 0.25 wt% water, (a) Vp= 1 ^im/sec, emergence 
of dendrites; (b) Vp = 1 |im/sec, stable dendritic array image used for spacing 
measurement; (c) Vp = 3 jam/sec, 56 minutes after velocity change, image used 
for spacing measurement; (d) Vp = 5 |im/sec, 80 minutes after velocity change, 
image used for spacing measurement. 
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(c) Vp = 3 |im/s (d) Vp = 5 |a,m/s 
Figure 22: 1ACZ3 Run 4: G= 3 K/mm, C0 = 0.25 wt% water, (a) Vp= 1 |im/s, initial 
cellular structure; (b) Vp = 1 |im/s, just before transition to 3 |nm/sec, image used 
for spacing measurement; (c) Vp = 3 |im/s, steady-state dendritic array, image 
acquired 26 minutes after velocity change, image used for spacing measurement; 
(d) Vp = 5 |im/s, steady-state dendritic array 41 minutes after velocity change, 
image used for spacing measurement. 
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For the series of ground images from which spacing measurements were made, as 
shown in Figure 22, the measurement of the spacing was significantly more straightforward 
since the camera resolution and lighting provided a much clearer view of the microstructure. 
However, for clarity, a few notes on the measurements taken are in order. First, for the 
measurement of the cellular interface, as shown in Figure 22b, the measurements were taken 
for adjacent cells in which no incipient tip-splitting or overgrowth was apparent. Three 
measurements were noted to correspond to the flight measurement, however, since more 
valid measurements were available in the ground image the three measurements noted were 
indicative of the range of spacings observed. Further, for the dendritic spacings measured 
from the images shown in Figure 22c and 22d, the dendrites at the top and bottom edges of 
the sample cell were discounted since the effect of the edge of the sample on these dendrites 
is apparent. The three measurements noted for each of these velocities represents the range 
of spacings of the central five dendrites. 
The spacing measurements thus obtained for the flight and ground experiments were 
then plotted separately with Vp vs. spacing as shown in Figure 23. In each graph, three 
separate measurements for each image analyzed are depicted at each of the three different 
velocities. It is immediately evident that the two datasets differ not only in the actual 
measured spacing for each velocity, but also in the general trend exhibited by the spacing as 
the velocity increased. At 1 |im/s, the flight experiment exhibited a dendritic morphology, 
while the ground-based experiment exhibited a cellular morphology with spacing less than 
the sample thickness of 200 |xm. As can be seen in the Figure 23, the flight spacing was 
significantly larger, which is to be expected since the dendritic spacing should be larger than 
the corresponding cell spacing. Following the transition to the 3 jxm/s velocity and again 
following the 5 (xm/s velocity transition, the flight sample spacing is observed to decrease. 
The abrupt increase in the spacing for the ground sample following the 1 to 3 |xm/s transition 
is in part a result of the anticipated increase in spacing as the microstructure transitions from 
a cellular to a dendritic form. 
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Figure 23: Vp vs. Cell/Dendrite Spacing, G= 3 K/mm, Co = 0.25 wt% water. 
(a) 1ACZ3 Run 4, cellular spacing at Vp = 1, dendritic spacing at both 
Vp = 3 |im/s and Vp = 5 |0.m/s; (b) PFMI-15A, dendritic spacing measured 
for Vp = 1, 3 and 5 ^im/s. 
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Discussion 
Planar Interface Dyamics During the Initial Transient 
A comparison of the flight and ground experimental interface recoil data with 
theoretical values obtained from the Warren-Langer model has been performed for PFMI-05, 
PFMI-05A and PFMI-15A and the associated ground experiments. At the beginning of the 
translation for each of the flight experiments, the apparent flight sample interface recoil was 
observed to match the system translation rate. For example for the PFMI-15A experiment 
(Co = .25 wt% water, Vp = 1 (im/s, G = 3 K/mm), the measured interface position at 710 
seconds is 670 |xm, indicating that no growth has taken place, but the relative interface 
position has simply translated along with the system. (The limits of error on this calculation 
are +/- 1 pixel and the magnification at this point is 16.7 jam/pixel, so that the indication that 
the interface has actually translated 30 fxm farther than the calculated ampoule motion for 
this time is within the limits of error for the measurement.) This is depicted graphically in 
Figure 24 as the first three data points of the flight experiment data lie on the V=-Vp. This 
period of no growth is explained by a thermal lag time within the sample due to the low 
thermal conductivities of the glass ampoule and the 1 cm diameter succinonitrile sample. 
Similar thermal lag in bulk samples solidified in a reduced gravity environment has been 
described previously [45], has been observed in recent ground-based experiments with pure 
succinonitrile bulk samples [46], and has been incorporated into a model developed by 
Coriell and McFadden [47]. Although the Warren-Langer model does not include thermal 
lag, the results can still be compared with experiment by offsetting the calculated Warren-
Langer results by the experimentally observed thermal lag time for comparison with the 
flight experimental data, as is shown in Figure 24. It has been previously shown [48] and 
current experimental results have verified that thermal lag is not significant for directional 
solidification of thin samples in experiments with comparable experimental conditions. 
Therefore, the Warren-Langer model result, which does not include thermal lag, can 
effectively be compared directly with the thin sample experiments. Such a comparison 
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Figure 24: PFMI-15A and 1ACZ3 Comparison with Warren-Langer Model Results. 
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makes clear the improved fit of the microgravity data with the Warren-Langer model after 
inclusion of the offset for thermal lag as opposed to the poor fit of the ground-based data 
with the Warren-Langer model. The ground-based data can be seen to deviate from the 
model as early as 2000 seconds from the initiation of translation at which point the interface 
begins to show a substantial spread resulting from the curvature of the interface across the 
thickness of the sample. For 
the flight sample, the deviation is quite small until the beginning of the LOS at 20:14:37 
(4237 s). In fact, because of the difficulty pinpointing the interface due to lighting issues and 
the limited resolution of the camera, the deviation is actually within the limits of error as 
shown in Figure 24. From AOS (20:37:35, 5625 s), until the point at which the instability is 
observed to have propagated across the interface (20:55:00, 6670), the deviation between the 
experimental data and the model is significant and increasing. The sequence of images in 
Figure 25 shows the planar interface prior to LOS (25a), the first image upon AOS (25b), the 
first focused image showing a localized instability (25c) and the first image in which the 
instability is observed to have propagated across the interface (25d). As was described for the 
thin sample experiments previously, the time of break-up is generally taken to be the point at 
which the instability is observed to have propagated across the interface. However, as the 
localized instability propagates, it is reasonable that the interface recoil would slow and the 
deviation from the model would increase. It is important to realize, also, that unlike the 
ground experiments in which the entire interface is observable, only a limited view of the 
interface is afforded in the flight experiments. 
The PFMI-05A flight and ground experimental data were also compared with 
Warren-Langer model results as shown in Figure 26. The observed thermal lag for this flight 
sample is 588 seconds. Similarly, the thin sample data deviates early from the theoretical 
prediction, while the microgravity data exhibits a good fit with the model until the interface 
break-up is incipient once the thermal lag is taken into account. 
Additional analysis was also performed to evaluate the effect of the diffusion 
coefficient on the predicted recoil. As was discussed in the introductory section of this 
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Figure 25: PFMI-15A: G= 3 K/mm, C0 = 0.25 wt% water, Vp = 1 |xm/s. 
(a) Just before LOS; (b) At AOS, similar interface appearance although spread 
may have increased slightly; (c) Less than 2 minutes later, the image is focused 
and the instability is discerned; (d) Emergent dendrites for comparison. 
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Figure 26: PFMI-05A and 2AZB2r3 Comparison with Warren-Langer Model Results. 
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work, there is some discrepancy in the literature regarding the value of the liquid diffusion 
coefficient, DL. Although the independently measured value of 1.5 x 10~9 m2/s is used as the 
primary value throughout this work, an analysis of the results with variation of Dl to the 
previously published value of to2.2 x 10"9 m2/s has also been performed. This analysis was 
f i r s t  p e r f o r m e d  f o r  t h e  P F M I - 1 5 A  e x p e r i m e n t .  A s  s h o w n  i n  F i g u r e  2 7 ,  a n  i n c r e a s e  i n  D l  
to2.2 x 10"9 m2/s brings the calculation closer to the experimental measurements at the longer 
times, although it causes the model to under-predict 
the amount of recoil for the earlier times. This is counter-intuitive since the deviation from 
the model would be expected to occur at the instability, not during the planar recoil which 
occurs earlier. 
When the variation of DL was included for the PFMI-05A calculation, the results 
more strongly favored the validity of the 1.5 x 10"9 m2/s value as can be seen by comparing 
Figure 26 with Figure 28. Recalling that at AOS at 5794 s, the instability was observed at to 
have propagated across the interface, the substantial and increasing deviation of both 
calculated curves from the predicted value following the LOS is to be expected. For the 
times preceding the LOS, the increase in the DL to 2.2 x 10"9 m2/s causes the calculated curve 
to move upwards and away from the experimental curve. Coincidentally, the alternate DL of 
2.2 x 10 9 m2/s seems to work best for the ground-based data for this set of experimental 
conditions. However, this is likely coincidental since the majority of the flight and ground 
comparison seems to indicate that the contact angle effect and consequent solute trapping at 
the wall is substantial for the thin samples and the Warren-Langer model does not include 
these elements. 
An additional set of comparisons was performed for the PFMI-05 flight experimental 
conditions (co = 0.5 wt% water; G = 2.5 K/mm; vp = 0.7 |xm/s). The results were similar, 
although the effect of thermal lag was not observed to be as notable. The observed thermal 
lag time for the flight experiment was 300 seconds. This is reasonable since the thermal lag 
should be related directly to the pulling velocity. A comparison of the results depicted in 
Figure 29 yields a similar result to the last two cases. That is, with the inclusion of the 
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Figure 27: PFMI-15A Comparison to W-L Model Results: Dl  = 2.2 x 10"9m2/s. 
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Figure 29: PFMI-05 and 2AZB2 Runl Comparison to Warren-Langer Model Results. 
(a) DL = 1.5 x 10 * m2/s; (b) DL = 2.2 x 10 * m2/s. 
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thermal lag, the Warren-Langer model is predictive of the flight experiment results to near 
the point of observed instability. The ground-based thin-sample experiment fits the Warren-
Langer model without the thermal lag fairly well early on, but deviates significantly before 
the interface break-up as the effect of the interface curvature resulting from the contact angle 
and solute trapping at the walls becomes dominant. 
In addition to the sensitivity analysis for Dl  a comparison of varying values for the 
partition coefficient, k, was also performed for the PFMI-15A case. The results are shown in 
Figure 30. Varying k from 0.03 to 0.1 is shown to produce a slightly better fit at longer times 
for the bulk sample. However, since the instability occurs during this timeframe as 
previously discussed no definitive conclusions can be drawn from this comparison. As with 
the variation of DL, the variance of k within the limits considered does not appreciably 
change the result. 
Dynamics of the Initial Instability 
An analysis has been made of the dynamics of the initial instability for flight and 
ground-based thin sample experiments. Since the instability occurs not at the steady-state 
pulling velocity but at a lower velocity within the transient period, the instantaneous velocity 
at the time of break-up was first estimated. The apparent interface position or recoil can be 
best fit by an exponential decay curve as shown in Figure 31 for the 1ACZ3 Run4 ground 
based experiment. The resulting exponential decay curve (Figure 32a) can then be 
differentiated to give the velocity, v(t), with which the interface is recoiling at any time 
during the transient as shown in Figure 32b. By adding the (negative) recoil velocity v(t) to 
the pulling velocity vp, the instantaneous velocity, vj (t), is then derived as shown in Figure 
32c. This function can be evaluated at the time of breakup to yield the instantaneous velocity 
at the break-up time. The example illustrated in Figure 32 is for the fit of the measured data 
for the 1ACZ3 Run 4 ground-based thin sample experiment. The instantaneous velocity at 
the time of break-up was thus evaluated as vi;b (8565) = 0.93 (xm/s. 
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Figure 32: Calculation of Instantaneous Velocity from Exponential Fit of Data. 
(a) Exponential fit of 1ACZ3 Run4 data; (b) Differentiation of exponential fit 
yielding relative velocity of interface; (c) Instantaneous velocity of interface 
from sum of (negative) relative velocity and pulling velocity. 
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The corresponding flight data set of PFMI-15A was also fit with an exponential decay curve. 
The Vj,b was similarly evaluated at multiple data points including the point just before LOS 
(4237 s), the point of the observable localized instability (5760 s), and the time of break-up 
(6670 s). Thus evaluated, the interface velocities are given by: Vi(4237) = 0.794; v;(5760) = 
0.869; and viib(6670) = 0.90. 
Similar calculations were performed for the PFMI-05A (flight) and 2AZB2 Run3 
(ground) experiments and the results are summarized in Table 10. 
Experiment Composition (wt% water) 
Vc 
(Hm/s) 
tb 
(s) 
Vi.b 
(Hm/s) 
1AcZ3 Run4 0.25 0.064 8565 0.932 
PFMI-15A 0.25 0.064 6670 0.900 
2AZB2 Run3 0.5 0.032 3327 0.749 
PFMI-05A 0.5 0.032 5974 0.921 
Table 10: Summary of Break-Up Conditions for Flight and Ground Experiments 
The critical velocity included in the table was calculated using the constitutional 
supercooling equation (1.3). The tb is the time to interface break-up where the break-up is 
defined as the time at which the instability is observed to propagate across the visible 
interface. The Vi_b is defined as the instantaneous velocity at time tb and was calculated as 
previously described. From this summary it can be noted that while the 0.25 wt% 
experiments are generally observed to break down at a higher velocity than the 0.5 wt% 
samples, there is not a consistent trend in the tb or v1]b values as the flight and ground samples 
are compared. In fact, while the ground experiment for the 0.25 wt % sample broke up at a 
higher instantaneous velocity and at a longer time than the corresponding flight experiment; 
the opposite holds true for the 0.5 wt% experiments. That is, for the 0.5 wt % experiments, 
the flight experiment break-up occurred at a higher instantaneous velocity and at a longer 
time than the corresponding ground experiment. 
To more critically evaluate this apparently inconsistent behavior, consideration must 
be given to the dynamical condition existing at the interface at the time of break-up. The 
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steady-state analysis assumes that there does not exist a constitutional supercooling ahead of 
the interface, which can be stated as: 
mGc - GL =0 (6.1) 
where Gc is the compositional gradient ahead of the interface resulting from the solute build 
up, and Gl is the imposed temperature gradient in the liquid ahead of the interface. Since: 
v,c,(l - &) = «5.2) 
Equation 6.1 can be restated as: 
- D L  
However, the underlying assumptions are invalid as the break-up occurs during the initial 
transient rather than at steady-state. Further, a small but finite constitutional supercooling 
must exist at the interface in order for the instability to propagate and amplify. This 
dynamical constitutional supercooling, A, can then be defined as: 
A = v,c,m( l-k) 
- DL  
For the ground-based thin sample experiments, the composition at the interface can 
be calculated from the directly measurable interface temperature, T;. For the flight 
experiments, no direct measure of the interface temperature is possible, but the composition 
at the interface may be estimated from the Warren-Langer model result at the break-up time. 
A graphical depiction of the PFMI-15A experiment for the planar interface at 4237 seconds, 
prior to the LOS and at tb (6670 seconds) is given in Figure 34. Although Figure 34a does 
not show an apparent constitutional supercooling, the value of A is positive, but very small. 
This illustrates the fact that the dynamical constitutional supercooling may exist ahead of the 
interface and build up for a time before the break-up occurs. The calculation of A was then 
repeated for a series of times, and the non-dimensional form, A', where: 
a
' = 7T- (6-5) 
L 
was plotted vs. time, as is shown in Figure 35, to illustrate the point at which the dynamical 
constitutional supercooling becomes positive. 
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Figure 34: Calculated Dynamical Constitutional Supercooling for PFMI-15A. 
(a) Before LOS at t=4237 seconds; (b) At tb = 6670 seconds. 
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The dimensionless dynamical constitutional supercooling was then calculated for each of the 
four cases under consideration and the results are summarized in Table 11. 
Experiment Composition (wt% water) 
Vc 
(jim/s) 
TB 
(s) 
Vi,b 
(Hm/s) A' 
1ACZ3 Run4 0.25 0.064 9142 0.939 0.754 
PFMI-15A 0.25 0.064 6670 0.900 0.608 
2AzB2 Run3 0.5 0.032 3327 0.749 0.877 
PFMI-05A 0.5 0.032 5974 0.879 1.493 
Table 11: Comparison of Dynamical Constitutional Supercooling 
Thus, for each set of experiments, the amount of dynamical supercooling at the 
interface is larger as the pulling velocity exceeds the critical velocity by a greater amount. 
That is, as the pulling velocity excess increases, the amount of dynamical supercooling 
actually required to sustain and amplify the perturbation is "overshot". Since the interface 
velocity during the transient is not constant but is accelerating, the rate at which the 
perturbation must amplify must exceed the interface acceleration in order for the perturbation 
to become stable and not be overtaken by the accelerating interface. Thus the bulk sample 
experiment which most greatly exceeds the critical velocity, and therefore which exhibits the 
greatest interface acceleration, is observed to exhibit the greatest dynamical constitutional 
supercooling. Figure 36 provides a comparison of the calculated dynamical constitutional 
supercooling at the time of break-up for the PFMI-15A and PFMI-05A experiments. 
Therefore, the dynamical condition at the interface at the time of break-up can be 
shown to significantly affect the time of break-up and the subsequent condition under which 
the instability propagates and amplifies. As such, the differences which were exhibited 
during the initial transient can be expected to translate into differences in the break-up time 
and the resultant microstructure. Consequently thin sample experiments cannot be used to 
predict the break-up times and resulting microstructure for the bulk experiments or to 
quantitatively evaluate solidification models or theories. 
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Figure 36: Calculated Dynamical Constitutional Supercooling for Flight Experiments. 
(a) PFMI-15A at tb = 6670 seconds; (b) PFMI-05A at tb = 5974 seconds. 
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Steady-State Spacing 
The final set of results to be evaluated is the set of steady-state spacings measured for 
the various velocities for the flight and ground based experiments. First, the results of the 
ground based experiment 1ACZ3 Run 4 will be evaluated and compared with the Hunt-Lu 
model for cells and dendrites. The Hunt-Lu model predicts the minimum steady-state 
spacing for either cells or dendrites. Since the morphology of this sample was observed to be 
cellular at the first velocity (1 jim/s) and dendritic for the second two velocities (3 jum/s and 
5 p,m/s), the comparison will be made with the corresponding curve for each velocity. Figure 
37 depicts the experimental results and the predicted cellular and dendritic minimum spacing 
curves. The abrupt increase in the spacing for the ground sample following the 1 to 3 |im/s 
transition is in part a result of the anticipated increase in spacing as the microstructure 
transitions from a cellular to a dendritic form. The initial cellular spacing falls well below 
the predicted minimum cellular spacing, however, the dendritic spacing at 3 |xm/s falls well 
above the predicted minimum dendritic spacing. Therefore, it is obvious that the anticipated 
increase in spacing as the microstructure transitions from cellular to dendritic form is 
substantially magnified as the dendrites in the sample are constrained in the dimension of the 
sample cell thickness, as is evident since the measured dendrite spacing is significantly larger 
than the 200 pim thickness of the gap within the sample cell. Following the 3 |im/s to 5 |im/s 
velocity transition, the ground sample spacing is not observed to decrease as would be 
expected without this additional dimensional constraint, further illustrating the limited utility 
of thin sample cells for measurements of cell or dendrite spacing. It should also be noted that 
even for the smaller cellular spacing, the actual spacings deviate significantly from the 
prediction. The measured spacing of the cells is 142 -164 Jim, which is less than the 200 |xm 
gap of the microslide. This is therefore a condition for which the thin sample is not directly 
affected by the dimensionality of the microslide. That is, the slide is not so thin with respect 
to the cell spacing that the cells are flattened and consequently forced to a wider spacing or 
as has been shown recently [49] to a dendritic form. Nor is the slide of a thickness 
significantly greater than the cell spacing, which can be confirmed in Figure 15d by noting 
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that no vertical instability appears behind the interface as would thus be the case. However, 
even in such a best case, the thin sample ground-based morphology is observed to differ from 
the bulk flight experiment morphology. This difference highlights the importance of the 
dynamical conditions at interface break-up in determining the resultant morphology. 
A comparison of the dendritic spacings observed for the flight sample PFMI-15A and 
the Hunt-Lu dendrite model is shown in Figure 38. Although the general trend of decreasing 
spacing with increasing velocity has been observed both in the flight experiment and in the 
calculation, a quantitative agreement between them is not obtained. There are several 
possibilities that may be responsible for this discrepancy: uncertainties in values used for 
succinonitrile-water materials properties, particularly DL and k; the uncertainty of the 
geometry of the dendrite tips visible in the flight images; and finally the validity of the 
assumptions inherent in the Hunt-Lu model. 
The sensitivity of the calculated dendritic spacing to variations in these parameters 
has been evaluated to determine whether uncertainty in either the DL or k value would 
significantly alter the outcome of the comparison with the model. The Hunt-Lu predicted 
minimum spacing using the previously reported value of 2.2 x 10"9 m2/s is shown in Figure 
38 along with the calculated result using the preferred value of 1.5 x 10"9 m2/s. Clearly a 
larger DL moves the calculation further away from the experimental measurements. A 
smaller DL will move the calculation towards the experimental observation, but no value 
smaller than 1.5 x ÎO 9 m2/s has yet been reported. Therefore uncertainty in DL does not 
sufficiently explain the deviation of the experimental results from the predicted spacings. 
Figure 39 gives the variation in the minimum spacing with k within the range from 
0.01 to 0.1 for Vp=1.0 (im/s. The curve shows a broad minimum near the k=0.03 value, 
indicating that the variation of k in either direction will not bring the calculated minimum 
spacing significantly closer to the experimental values. Similar results for variation of k were 
obtained for the Vp=3.0 |im/s and Vp=5.0 |a,m/s cases. Thus uncertainty of k does not explain 
the observed deviation between the model and the experimental data. 
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Due to the experimental design, only side-view images were available for analysis of 
the primary dendrite spacing. Since the dendrites growing in a bulk sample have a three-
dimensional arrangement, it is possible that multiple layers of the dendritic array may be 
viewed simultaneously. If a hexagonal array is viewed from the side, as depicted in Figure 
39a, the measured spacing may correspond to the spacing shown as "a" or the spacing 
shown as "b" depending on whether a single array (black dots only) or two arrays (black and 
gray dots) of dendrites are visible. The spacing shown previously in Figure 38 assumes that 
a single row of dendrites is visible. Figure 39b shows the measured spacing if the adjustment 
for two layers of dendrites (k = 2b) is incorporated. The adjusted measured spacings are 
closer to the minimum spacing predicted by the Hunt-Lu model. However, the scaling of the 
spacing with increase in velocity is no longer in agreement with the model once this 
adjustment is made. This result therefore favors the initial assessment of the geometry which 
was obtained through analysis of the focusing adjustments made during the experiment. 
The third possibility is that the observed disagreement between the flight experiment 
and the calculated minimum spacings by the Hunt-Lu model results from assumptions made 
in the model. In their calculation, Hunt and Lu did not include sidebranches in the dendritic 
regime. Secondly, they arbitrarily choose a 2% diffusion field overlap as the limit at the 
dendrite edge. Changing the percentage of overlap significantly affects the resultant spacing. 
The Hunt-Lu model also assumes an axisymmetric cellular or dendritic shape. Experimental 
data obtained in a diffusive growth regime in a microgravity environment [46] indicate that 
this may not be a valid assumption since neighboring cells or dendrites are generally not 
equidistant from a given cell or dendrite. The non-axisysmemetric dendrite will have a 
different branch of solution which would alter the stable spacing as compared with that 
obtained from the predictions of the Hunt-Lu model based on the axisymmetric case. These 
results show that a rigorous three dimensional model of spacing for non-axisymetric dendritic 
arrays needs to be developed. In addition, critical benchmark data from three dimensional 
shapes of dendrites in an array under diffusive growth condition is required for validation of 
the rigorous model. 
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Conclusions 
Data made available by the Pore Formation and Mobility Investigation (PFMI) has 
been compared with data resulting from critical ground-based experiments performed in a 
thin sample directional solidification system. The associated analysis of the data thus 
obtained has provided insight into critical areas of pattern formation including planar 
interface dynamics during the initial transient, the dynamics of the interface break-up, the 
resultant interface morphologies, and pattern reorganization following a velocity change. 
The primary conclusions reached as a result of this analysis are: 
1. A thermal lag is present and significant in the bulk samples, which must be 
taken into account when comparing the bulk sample measurements with 
theoretical predictions. 
2. For the first time, the Warren-Langer model, after modification to account 
for the thermal lag, was validated by a bulk sample solidification process. 
3. The dynamical condition at the interface at the time of break-up was 
demonstrated to be critical to the evaluation of the interface break-up. 
4. Steady-state spacing measurements obtained from a bulk sample solidified 
in a diffusive growth condition were found to be in qualitative agreement 
with predicted spacing changes with increasing velocity. However, the 
experimental spacing measurements were found to be smaller than 
minimum spacings predicted by the Hunt-Lu model. 
5. The dominance of the curvature resulting from the contact angle effect 
renders the ground-based thin-sample experiments ineffective for 
quantitative measurements even during the initial transient. 
6. The effect of dimensionality of the thin sample has a significant effect on 
the resultant cellular or dendritic spacings. The increase of the dendritic 
spacing above the spacing of the microslide gap was shown to magnify the 
observed spacing significantly. 
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