Abstract. Authorship attribution is the task of identifying the author of a given text. The main concern of this task is to define an appropriate characterization of documents that captures the writing style of authors. This paper proposes a new method for authorship attribution supported on the idea that a proper identification of authors must consider both stylistic and topic features of texts. This method characterizes documents by a set of word sequences that combine functional and content words. The experimental results on poem classification demonstrated that this method outperforms most current state-of-the-art approaches, and that it is appropriate to handle the attribution of short documents.
Introduction
Authorship attribution is the task of identifying the author of a given text. It can be considered as a typical classification problem, where a set of documents with known authorship are used for training and the aim is to automatically determine the corresponding author of an anonymous text. In contrast to other classification tasks, it is not clear which features of a text should be used to classify an author. Consequently, the main concern of computer-assisted authorship attribution is to define an appropriate characterization of documents that captures the writing style of authors.
There are several methods for authorship attribution, ranging from those using stylistic non-topic features such as the vocabulary richness of the author and the frequency of occurrence of some functional words 1 [12] , to those based on the traditional bag-of-words representation that consider all content words of documents [5, 8] . In this paper, we propose a new method for authorship attribution. This method relies on the hypothesis that a proper identification of authors must consider both stylistic and topic features of texts. Therefore, an adequate characterization of documents must effectively combine functional and content words. Our proposal is to construct this characterization by means of word sequences.
It is important to mention that word sequences (specially, fixed-length word ngrams) have been applied without much success in topic-based text classification [3] . Nevertheless, there are not enough studies on their application to non-topic-based classification, and in particular to the task of authorship attribution [10] .
On the other hand, other less studied difficulty is the impact of the document size on the classification accuracy. It is known that some approaches for authorship attribution are very sensible to the length of documents. Specially, the methods based on stylistic features tend to fail when confront short documents [11] . This behavior motivates us to apply our method on the classification of poems by authors. Given that poems are very short documents, our experiments not only contribute to evaluate the usefulness of word sequence features for authorship attribution, but also allow analyzing their appropriateness to handle difficult classification scenarios.
The rest of the paper is organized as follows. Section 2 discusses some previous works related to the task of authorship attribution. Section 3 introduces the proposed method. Section 4 describes the experimental setup. Section 5 presents some experimental results on the use of word sequences features. Finally, section 6 depicts our conclusions and future work.
Related Work
The analysis of style for authorship attribution is mainly based on the assumption that each author has habits in wording (i.e., in the use of words) that make their writing unique. However, this assumption is not completely true, since the style of an author may be variable depending on the target audience, or may change because of differences in topics or genre. For this reason, it is difficult to determine a set of features stable to these variations but adequate to distinguish between writings of different authors.
There are several methods for authorship attribution. These methods may be cluster in the following three main approaches:
Stylistic measures as document features. This approach considers features such as the length of words and sentences as well as the richness of the vocabulary [7, 9] . It results are not conclusive, but have demonstrated that these features are not sufficient for the task. It seems that they vary depending on the genre of the text, and that they lost most of their meaning when dealing with short texts.
Syntactic cues as document features. This approach uses a set of style markers. These markers go beyond the stylistic measures by integrating information related to structure of the language, which is obtained by an in depth syntactic analysis of documents [4, 5, 11] . Basically, texts are characterized by the presence and frequency of certain syntactic structures. This characterization is very detailed and relevant; unfortunately, it is computationally expensive and even impossible to build for languages lacking of text-processing resources (e.g. POS tagger, syntactic parser, etc.). Besides, it is also clearly influenced by the length of documents.
Word-based document features. This approach includes at least three different kinds of methods. The first one characterizes documents using a set of functional words, ignoring the content words since they tend to be highly correlated with the document topics [2, 12] . This method works properly, but it is also affected by the size of documents. In this case, the document length not only influences the frequency of occurrence of the functional words but also their sole presence. The second method applies the traditional bag-of-words representation and uses single content-words as document features [5, 8] . It is very robust and produces excellent results when there is a noticeable relation between authors and topics. Finally, a third method considers word n-gram features, i.e., features consisting of sequences of n consecutive words. This method attempts to capture the language structure of texts by simple word sequences instead of by complex syntactic structures [10] . Somehow, it purpose is to obtain a rich characterization of texts without performing an expensive syntactic analysis. Nevertheless, due to the feature explosion, it tends to use only n-grams up to three words.
In general, our method is very similar to the n-gram based approach. In both cases, documents are characterized by a combination of function and content words. However, ours considers a special kind of word sequences (namely, maximal frequent word sequences), which are determined by their frequency of occurrence instead of by their length. Using this strategy, it selects the most relevant word sequences, and indirectly tackles the problem of feature explosion. The following section describes in detailed the proposed method.
Our Method
As we previously mentioned, this paper presents a new method for authorship attribution. This method characterizes documents by a set of relevant sequences that combine functional and content words. The idea is to use these sequences to classify the documents in view that they express the more significant lexical collocations 2 used by an author. Traditionally, these sequences are extracted by applying a general n-gram calculus. In contrast, we propose to discover them by means of a process for mining maximal frequent word sequences.
The following subsections define the maximal frequent word sequences, the process for their extraction, as well as a classification algorithm using them as document features.
Mining Maximal Frequent Word Sequences
Assume that D is a set of texts (a text may represent a complete document or even just a single sentence), and each text consists of a sequence of words. Then, we have the following definitions [1] . Definition 1. A sequence p = a 1 …a k is a subsequence of a sequence q if all the items a i , 1 ≤ i ≤ k, occur in q and they occur in the same order as in p. If a sequence p is a subsequence of a sequence q, we also say that p occurs in q. Definition 2. A sequence p is frequent in D if p is a subsequence of at least σ texts of D, where σ is a given frequency threshold. Definition 3. A sequence p is a maximal frequent sequence in D if there does not exist any sequence p´ in D such that p is a subsequence of p´ and p´ is frequent in D.
Once introduced the maximal frequent word sequences, the problem of mining them can formally state as follows: Given a text collection D and an arbitrary integer value σ such that 1 ≤ σ ≤ |D|, enumerate all maximal frequent word sequences in D. 3 It is important to mention that the implementation of a method for sequence mining is not a trivial task because of its computational complexity. The algorithm used in our experiments is described in [6] .
Classification Algorithms
Authorship attribution is a classification problem, where a set of documents with known authorship are used for training and the aim is to automatically determine the corresponding author of an anonymous text. Table 1 shows a direct classification algorithm based on the use of maximal frequent word sequences as document features. The proposed direct algorithm is conceptually simple and appropriate. However, it greatly depends on the adequate definition of the frequency threshold σ. It is expected that different values of σ generate different sets of word sequences, and consequently produce different performance rates. For instance, low σ-values allow extracting large sequences and favor the precision rate, while high σ-values tend to generate many short sequences that support the recall percentage. Unfortunately, the most adequate σ-value is influenced by the size of the given document collection, and therefore it need to be empirically determined for each particular situation.
In order to reduce the dependency of the classification performance to the used frequency threshold, we propose to construct the feature set by combining the maximal frequent sequences extracted by different σ-values. The idea is to construct the feature set by an iterative process, incrementing the σ-value at each step. This process starts with the inclusion of sequences corresponding to the frequency threshold σ = 2, and ends when there are not more lexical collocations (sequences of at least two words) to aggregate to the feature set. Table 2 describes the enhanced algorithm. 
Corpus
Unfortunately, there is not a standard data set for evaluating authorship attribution methods. Therefore, we had to assemble our own corpus. This corpus was gathered from the Web. It consists of 353 poems writing by five different authors. Table 3 resumes some statistics about this corpus. It is important to notice that, on the one hand, the collected poems are very short documents (176 words in average), and on the other hand, that all of them correspond to contemporary Mexican poets. In particular, we were very careful on selecting modern writers in order to avoid the identification of authors by the use of anachronisms. 
Classifier
The Naïve Bayes classifier has proved to be quite competitive for most text processing tasks including text classification. This fact supported our decision to use it as main classifier for our experiments. It basically computes the probability of a document d to belong to a category c i given the set of features F = {f 1 , f 2 ,…, f |F| }. 4 This probability can be expressed using Bayes' rule as follows:
Simplifying and assuming statistical independence of the features:
These probabilities can be estimated directly from the training set as follows:
where N is the number of documents in the whole collection, N i the number of documents of category c i , and N ji the number of documents from category c i having the feature f j . Finally, |F| indicates the number of features.
Baseline Configurations
Because of the difficulty of comparing our approach with other previous worksmainly caused by the absence of a standard evaluation corpus-, we performed several experiments in order to establish a baseline. These experiments consider the use of four different kinds of word-based features: (i) functional words, (ii) content words, (iii) the combination of functional and content words, and (iv) word n-grams. Table 4 shows the results corresponding to each one of these approaches. It is important to mention that because our main interest was to determine an appropriate document characterization for authorship attribution, we used in all cases the same classification algorithm, namely, the naïve Bayes classifier. As well, we applied the same technique for dimensionality reduction (information gain) and the same evaluation schema (a 10-cross-fold validation).
The results shown in table 4 are very interesting since they confirm some of our major assumptions. First, functional words by themselves do not help to capture the writing style from short documents. Second, content words contain some relevant information to distinguish between authors, even when all documents correspond to the same genre and discuss similar topics. Third, the lexical collocations, captured by word n-gram sequences, are useful for the task of authorship attribution. Fourth, due to the feature explosion and the small size of the corpus, the use of higher n-gram sequences not necessarily improves the classification performance.
Experimental Results
In this paper, we have proposed the use of maximal frequent word sequences as document features for authorship attribution. This section presents the results of two basic experiments. The first one evaluates the classification performance of the direct algorithm using different frequency thresholds (σ). The second experiment applies the enhanced algorithm. It goal is to evaluate the impact of using a feature set that combines maximal sequences extracted by different σ-values.
In these experiments, as in the baseline generation, we used sequences considering not only content words, but also function words as well as punctuation marks. In the same way, we used the naïve Bayes classifier, the information gain technique for dimensionality reduction 5 , and a 10-cross-fold validation schema. Table 5 shows the results obtained using different frequency threshold values. It can be noticed that for all σ-values our results were worst than those obtained using the n-gram features (combining unigrams and bigrams). However, it is interesting to point out that number of sequences -for the best case-was much less than the number of n-grams, 4276 and 45245 respectively. Moreover, after the dimensionality reduction, the number of sequences was less than the number of n-grams, 203 and 455 respectively. This condition indicates that even when our method did not outperform the n-gram based approach, it could obtain a reduced set of features with better discrimination capacity. In addition, the results of table 5 demonstrate the great influence of the frequency threshold on the classification process. It is clear that the σ-value determines the number and kind of discovered sequences, and therefore, it has a direct effect on the overall classification performance. In particular, it is noticeable that the accuracy decreases while increasing the frequency threshold. This is because high σ-values tend to fragment sequences, losing several relevant lexical collocations.
Experiments with the Direct Algorithm

Experiment using the Enhanced Algorithm
The enhanced algorithm (refer to section 3.2) constructs the feature set by combining maximal frequent sequences corresponding to different σ-values. In this way, it attempts diminishing the dependency of the classification performance on the used frequency threshold. Table 6 gives some data on the construction of the feature set. This process started with the inclusion of large sequences (those having more discriminatory capacity) and ended with the insertion of short sequences (those having more coverage). In total, we assembled a set of 425 features. Table 7 shows the results related to the enhanced algorithm. From these results, it is clear that the enhanced algorithm not only does better than the direct algorithm, but also that it outperforms all baseline configurations. Furthermore, given that the resultant feature set is comparable in size to the n-gram set, the obtained results validate our hypothesis that determining the word sequences by their frequency of occurrence instead of by their length is a good strategy, which allows to select the most relevant word sequences and to tackle the problem of feature explosion. 
Conclusions
In this paper, we proposed a new method for authorship attribution. This method is supported on the idea that a proper identification of author must consider both stylistic and topic features of documents. In particular, it characterizes the documents by a set of word sequences that combine functional and content words.
Other previous approaches for authorship attribution also characterized documents by word sequences. Specifically, they used word n-gram features, that is, word sequences of a fixed predefined size. In contrast to these approaches, our method considers a special kind of word sequences (namely, maximal frequent word sequences), which are determined by their frequency of occurrence instead of by their length. The experimental results demonstrated that this kind of sequences are superior to the n-grams, since they allow capturing the more significant lexical collocations used by an author.
It is also important to mention that our method, without using any sophisticated linguistic analysis of texts, could outperform most of the state-of-the-art approaches for authorship attribution. Furthermore, our method, contrary to other current approaches, is not very sensitive to the size of documents and the document collection.
As future work, we plan to apply the proposed method (document characterization) to other problems of text classification. In particular, we want to investigate the contribution of function words to topic-based text classification.
