Abstract. We generalize the result of Wirsing on Gauss transformation to the generalized tranformation Tp(x) = { p x } for any positive integer p. We give an estimate for the generalized Gauss-Kuzmin-Wirsing constant.
Introduction and Results
Let p be a positive integer. Consider the following generalized Gauss transformation on I = [0, 1]:
where {x} is the fractional part of x. T 1 is just the regular Gauss transformation. It is intriguing to see how the whole theory changes from 1 to p. From [5] we know that for every p, T p has a unique absolutely continuous ergodic invariant measure
where ω is the Lebesuge measure on I. Equivalently, the density function η p (x) = 1 ln(p + 1) − ln p · 1 p + x is the unique continuous eigenfunction, corresponding to the eigenvalue 1, of the following generalized Gauss-Kuzmin-Wirsing operator
We denote ϕ p,n (x) = ω(T In 1812, Gauss proposed the problem to compute ∆ n (x) = ϕ 1,n (x) − Φ 1 (x).
In 1928, Kuzmin [3] showed that
as n → ∞ for some q ∈ (0, 1). In 1929 Lévy [4] obtained
for q = 3.5 − 2 √ 2 < 0.7. In 1974 Wirsing [7] established the estimate:
where λ = 0.303663 · · · is the Gauss-Kuzmin-Wirsing constant, 0 < τ < λ and Θ(x) ∈ C 2 (I) with Θ(0) = Θ(1) = 0. In [6] we have generalized Lévy's result to T p : Theorem 1.1. For every positive integer p and every x ∈ I,
are the Hurwitz zeta functions.
In this paper we would like to generalize Wirsing's result for better estimates of ∆ p,n . Following Wirsing's approach (also referring to [2] ) we know that (1) can be generalized with the constant λ = λ p for every p. Moreover, we have a quite good estimate for λ p . It turns out that the asymptotic behavior of λ p , as p → ∞, is not so far from that of Q p : Theorem 1.2. For every positive integer p and every x ∈ I,
The costant λ p satisfies the estimate:
, which yields
We actually show a slightly stronger result:
′ and a positive bounded linear functional L p on C(I) such that the following holds:
For every f 0 ∈ C 1 (I) such that I f 0 dω = 1 and the measure dν = f 0 dω on I, for every n and every x ∈ I,
where λ p , τ p are the constants in Theorem 1.2, g 0 = (p + x)f 0 , · is the supremum norm on C(I), and
is the oscillation of f on I.
For convenience and accuracy of estimates, from now on we will assume that p ≥ 2. Known results [7] [2] has justified that the above theorems hold for p = 1.
The Operators
We fix p ≥ 2. Let
where f 0 and ν are as in Theorem 1.3. Note
This recursive formula implies that ϕ n ∈ C 2 (I) for all n and hence
where
and
For g ∈ C 1 (I),
Hence we have
(I) and all n. We will then concentrate on the operator V . As the crucial part of this paper, we find a auxiliary function to estimate the eigenvalue of V : Theorem 2.1. There is ξ ∈ C(I) and ξ > 0 such that
Remark. For p ≥ 2, we may explicitly choose
Linearity and positiveness of V leads to the following estimate: Corollary 2.2. Given h ∈ C(I) and h > 0. Denote
Then for every n,
The estimate (2) implies that V has an eigenvalue λ = λ p , which is the largest one in absolute value, between v p and w p : Theorem 2.3. Assume that there is ξ ∈ C(I) and ξ > 0 such that
Then V has an eigenvalue λ = λ p ∈ [v p , w p ] with a positive eigenfunction ψ = ψ p and ψ ≥ ξ. Moreover, for every f ∈ C(I),
where L :
is a constant with 0 < τ < λ and κ n : I → R is a function with |κ n | ≤ 1. 
for all x ∈ I and
Then W has an eigenvalue λ ∈ [v, w] with a positive eigenfunctionθ such that
and for every f ∈ C(I) and every n we have
where L : C(I) → R is a positive bounded linear functional with L ≤ 1 m(θ) and κ n : I → R is a function with |κ n | ≤ 1.
Proof of Theorem 2.1
Fix p ≥ 2. Let H be a bounded continuous function on R + such that
We look for g on (0, 1] such that U g = H. Assume that
for all x ∈ R + . Then
It is easy to check that such g indeed satisfies U g = H.
For a ∈ I, define
We would like to choose a such that
So we must have 2
which yields
Denote the left-hand side of (4) by ρ(a). As
for a ≥ 0, ρ(a) = 0 has a unique positive real root
We note that
Hence for p ≥ 2, So α ∈ (0.32, 1 3 ). We also have
at x = 0, and has a minimum (see Lemma 6.1)
Note that
We have
For a ∈ [α, 1 3 ] and p ≥ 2,
as the left-hand side is decreasing in γ for 1 < γ < 1 + a. So
In conclusion, we have
For convenience, we choose
The Eigenvalue
In this section we apply Theorem 2.4 to show Theorem 2.3, i.e. V has an eigenvalue in [v p , w p ].
Fix p ≥ 2. To apply Theorem 2.4, put W = V , v = v p , w = w p and θ = ξ as in (7). We just need to identify a linear functional F . For every f ∈ C(I) and f ≥ 0,
and ⌊x⌋ denotes the largest integer no more than x. Note that for fixed x ∈ I, for t ≥ 0, k(x, t) is (with t) increasing for t−x ≤ 2p−1 and decreasing for t−x ≥ 2p−1.
For
We define for all f ,
Then F is positive and F (f ) ≤ V f for all positive f . We have
For p ≥ 2,
Thus (3) holds for θ = ξ. Hence Theorem 2.3 follows from Theorem 2.4 with ψ =θ and
Remark. 
