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Abstract
Left and right invertibilities, as well as inversion procedures and algorithms, have been widely studied for
years. We consider here, for linear time invariant (LTI) systems, such types of one side invertibilities but in
the time domain, which is more demanding than just in the frequency domain, i.e. for the Transfer Function
Matrix (TFM). New geometric conditions are given for Time Domain (TD) Left Invertibility, as well as
structural conditions which require not only full column rank but also the absence of some types of finite
zeros, namely the “observable” ones. For general monic (full column rank) systems having “observable”
zeros, we enhance a cascade decomposition which allows for the TD Left Inversion of the “pole” factor,
and for the TFM Left Inversion of the “zero” factor. Duality in the classical TFM setting just relies on
transposition. In the present TD context, this is not relevant. We give necessary and sufficient conditions
for TD Right Invertibility, that show that the underlying duality is indeed the one between zeros and poles,
which is a posteriori natural. Full row rank LTI systems can be TD Right Inverted if and only if they have
no finite observable poles.
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0. Notation, subspaces, and system
Script capitalsV,W, . . ., denote linear spaces with elements v, w, . . . ; whenV ⊂ W ,W/V
stands for the quotient space W modulo V. {0} stands for the zero subspace. Given a map
X :V→W, X−1T is the inverse image ofT ⊂W by the (possibly not invertible) linear map
X, Im X = XV denotes its image, and Ker X = X−1{0} denotes its kernel.V ≈W stands for
an isomorphism, i.e. dimV = dimW. Given two subspaces, V and W, of T, the direct sum
is denoted as T =V⊕W (T =V+W and V ∩W = {0}). The cartesian product of two
sets, X and Y, is denoted as X × Y (the set of ordered pairs (x, y) such that x ∈ X and y ∈ Y).
XT denotes the transpose of X, and AdjX denotes its adjoint. ei stands for the ith vector of the
chosen basis, i.e. having a 1 in its ith coordinate and 0 in the other ones. {v1, . . . , vk} stands
for the subspace generated by the vectors v1, . . . , vk . x˙ and x¨ denote the first and second time
derivatives, dx(t)/dt and d2x(t)/dt2, x(i) is used for higher orders time derivatives, dix(t)/dt i . s
stands for the Laplace variable. DBM stands for Diagonal Block Matrix. R[s] stands for the ring
of polynomials with real coefficients in the indeterminate s.
The following subspaces are used in this paper, see mainly [38,3,4]:
(1) N is the unobservable subspace of the pair (A,C), i.e.N = ∩n−1i=0 A−i Ker C.
(2) The supremal (A,B)-invariant subspace contained in Ker C, V∗[A,B,C] = sup{V ⊂
KerC|AV ⊂V+ Im B}, is the limit of the non-increasing algorithm:
V0[A,B,C] = X, Vμ+1[A,B,C] = Ker C ∩ A−1(Vμ[A,B,C] + Im B). (1)
(3) The infimal (C,A)-invariant subspace containing Im B,S∗[C,A,B] = inf{S ⊃ Im B|A(S ∩
Ker C) ⊂S}, is the limit of the non-decreasing algorithm:
S0[C,A,B] = {0}, Sμ+1[C,A,B] = Im B + A(Sμ[C,A,B] ∩ Ker C). (2)
(4) The supremal (A,B)-controllability subspace contained in Ker C,R∗[A,B,C], is the limit of
the non-decreasing algorithm:
R0[A,B,C] = {0}; Rμ+1[A,B,C] =V∗[A,B,C] ∩ (ARμ[A,B,C] + Im B). (3)
(5) The supremal (E,A)-invariant subspace contained in X,V∗[X;E,A] = sup{V ⊂ X|EV ⊂
AV}, is the limit of the non-increasing algorithm:
V0[X;E,A] = X; Vμ+1[X;E,A] = E−1AVμ[X;E,A]. (4)
In this paper we deal with the more general linear system theory of the generalized systems
(also called implicit, descriptor, or singular systems, see for example [22]), [E,A,B,C]:
Ex˙(t) = Ax(t) + Bu(t); y(t) = Cx(t) (5)
where E and A : X→ X, B : U→ X, and C : X→ Y are linear maps. The model is valid for
t  0, so the initial conditions are consistent, i.e. they also satisfy (5)3. The finite-dimensional
spacesX,X,U, andY are the descriptor variable, equation, input, and output spaces; such that:
X ≈ Rn, X ≈ Rn, U ≈ Rm, and Y ≈ Rp, with4 n = n.
3 That is to say, there are no internal switches for introducing initial conditions in the derivative actions, and thus the
initial conditions are only due to the integrators (see also footnote 15 of the Appendix).
4 In the general framework of the implicit systems n and n have not to be equal. But, since in this paper we are dealing
with left invertible systems with inputs freely assigned, we have assumed that n = n; this assumption is justified at the
beginning of Section 2.
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For the input and output time functions, u(·) and y(·), satisfying the differential and alge-
braic equations (DAE) (5) (see also [9]), we assume that u(·) ∈ U and y(·) ∈ Y, where U =
{Rmvalued continuous functions, nu times derivable} and Y = {Rpvalued continuous
functions, ny times derivable}, being nu and ny positive integers sufficiently large for guar-
anteeing the existence of possible involved time derivatives.
1. Introduction
The inversion problem has been widely studied, in particular to characterize certain structural
properties of systems. See for instance, in the classic linear systems theory, the works of [32,
25,33,24]; for nonlinear systems, [17,18,34,30]; for infinite dimensional systems [28], and for
descriptor systems [21,23,27,6].
Inverse systems are also useful in solving typical identification and control problems. In these
terms, left and right inverse systems are distinguished as follows:
Given a left invertible system, : U −→ Y, a left inverse, : Y −→ U, is a system satisfying
((u(·))) = u(·). Left inverse systems are typically used to observe internal variables and to
reconstruct unknown exogenous signals directly acting on the system. From a technological point
of view, an important domain of application of left invertibility is the one corresponding to model-
based failure detection and isolation. Indeed, when failures are modeled as unknown exogenous
signals the failures detector is essentially a left inverse of the monitored system. In fact, it is this
connection between failures detection and left invertibility which is at the origin of the present
paper. We are concerned by the development of failures detection schemes which overpass the
limitations characterizing classical observer-based failures detection methodologies.
Given a right invertible system,  : U −→ Y, a right inverse, r : Y −→ U, is a system
satisfying (r (y¯(·))) = y¯(·). Right inverse systems are typically used for reference tracking
and disturbance rejection. As far as systems input–output decoupling is concerned, a controller
insuring input–output decoupling can be based on a right inverse of the controlled system.
These two powerful tools are mainly studied from the two principal frameworks of the linear
systems theory, namely: the Transfer Function Matrix (TFM) approach, in which the argument of
the considered signals is “s”, and the Time Domain (TD) approach, in which the argument of the
considered signals is “t”. We consider here the particularities of the left and right invertibilities
in both domains.
In [5] was studied, from a time domain point of view, a proposition for inverse systems given
by [35] (in [16], it was considered in the Laplace domain). Let us recall the principal results of
[5] (for completeness the proofs are given in the Appendix):
Definition 1 [5]. The generalized system (5) is solvable, if for each u(·) ∈ U, there exists at least
one solution x(t) ∈ X of the DAE [Ed/dt − A]x(t) = Bu(t), for all t  0.
If the generalized system (5) is solvable, there then exists a linear transformation:
f (·) : U → X such that:
[
f (u)
u
]
∈ Ker
[(
E ddt − A
)
−B
]
. (6)
And the output can be expressed as a function of a linear transformation, y(t) = C
([
xT0 u
T]T)
,
where
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h(·) : X→ X such that: h(x0) ∈ Ker
(
E
d
dt
− A
)
, (7)
(·) : X× U → X
([
xT0 u
T]T 
→ [h(·) f (·)] [xT0 uT]T) . (8)
Lemma 2 [5]. The generalized system (5) is left invertible (resp. right invertible), i.e. ∃ : Y →
X and C : X → U such that. C
(
C
([
xT0 u
T]T)) = u ∀x0 ∈ X (resp. ∃r : Y → Xr
and Cr : Xr → U s.t. C
([
xT0 (Cr
r (y))T
]T) = y ∀x0 ∈ X), if and only if: y(t) = 0 for all
t  0 implies u(t) = 0 for all t  0 (resp. Im Cf (·) = Y).
Lemma 3 [5]. If (5) is left invertible (right invertible) then a left (right) inverse system,
i[Ei ,Ai ,Bi ,Ci ], is:5[
0 0
E 0
]
︸ ︷︷ ︸
Ei
x˙i (t) =
[
C 0
A B
]
︸ ︷︷ ︸
Ai
xi(t) +
[−I
0
]
︸ ︷︷ ︸
Bi
yˆ(t); uˆ(t) = [0 I]︸ ︷︷ ︸
Ci
xi(t), (9)
where Ei and Ai : Xi → Xi ,Bi : Y→ Xi , and Ci : Xi → U are linear map. The finite-
dimensional spaces Xi and Xi are the descriptor variable and equation spaces; such that:
Xi = X⊕U,Xi ≈ Rn+m,Xi = Y⊕X, and Xi ≈ Rp+n.
The paper is structured as follows. In all sections, left or right invertibility is considered within
both TFM and TD approaches. Section 2 is devoted to left invertibility for which geometric and
structural characterizations are given. In Section 3 we show how to synthesize a left inverse filter.
In Section 4 right invertibility is considered as well as the duality between these two types of
invertibilities. Finally, we conclude in Section 5.
2. Left invertibility
Let us begin this section recalling the following three basic concepts related with left invert-
ibility:
R1. The basic definition for left invertibility is: given a function ϕ : Dom → CoDom, r 
→
ϕ(r), find (if possible) a function ψ : CoDom → Dom, v 
→ ψ(v), such that the composite
functionψ ◦ ϕ : Dom → Dom, r 
→ ψ(ϕ(r)), is the identity function I, namely:ψ(ϕ(r)) =
r for all r ∈ Dom.
R2. For a linear function ϕ, the existence of a left inverse function, ψ , is equivalent to the fact
that ϕ is monic, namely: Ker ϕ(·) :={r ∈ Dom|ϕ(r) = 0} = {0}.
R3. From the fundamental Theorem of Calculus: the left inverse function,ψ , of the linear function
ϕ : r(t) 
→ ∫ t0 r(τ )dτ is: ψ : v(t) 
→ ddt v(t), since ddt ∫ t0 r(τ )dτ = r(t), for all integrable
variable r .
Let us state the following problem:
5 For the case of left invertibility replace i by  and (yˆ, uˆ) by (y, u¯). For the case of right invertibility replace i by r and
(yˆ, uˆ) by (y¯, u).
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Problem 4. Which are the conditions for the existence of and how can one design a left inverse
system for (5), independent of both the initial conditions of x and the nature of input u?
To solve this problem we must first find which internal structures of (5) guarantee left invert-
ibility. For this, let us express (5) in its Kronecker normal form [15]. In such a normal form, the
pencil [sE − A] typically has four types of blocks, namely: (1) finite elementary divisors, e.g.[
(s − α) 1
0 (s − α)
]
, (2) infinite elementary divisors, e.g.
[
1 s
0 1
]
, (3) column minimal indices, e.g.[
s 1 0
0 s 1
]
, and (4) row minimal indices, e.g.
[
s 0
1 s
0 1
]
. The finite and infinite elementary divisors
correspond respectively to the proper (differential equations) and non-proper (derivators) parts
of the system. The column and row minimal indices correspond respectively to the existence of
degrees of freedom (more unknowns than equations) and to restrictions on the incoming signals
(admissible inputs have, for instance, to satisfy a pre-specified differential equation).
Since we are interested in systems without restrictions on the inputs we do not take row minimal
indices into account. Also, as we are studying left invertibility, the column minimal indices are
naturally excluded (the kernel of these kinds of blocks are certainly non-zero and thus are not left
invertible, c.f. Remark R2). So we only take into account finite and infinite elementary divisors,
which characterize the integral and derivative actions. In this case, it is said that the system is
regular, since the pencil [sE − A] is square and invertible [15].
With respect to the finite elementary divisors, Wong [37] and Bernhard [4] have geometrically
characterized them through the supremal (E,A)-invariant subspace,V∗[X;E,A]. Indeed, if λ is a
finite-zero of the pencil [λE − A], then there exists an exponential mode characterized by a vector
v ∈V∗[X;E,A] such that Av = λEv.
When Armentano [2] studied the controllability and observability of regular generalized
systems (5) he used the Wieierstrass form (here named the parallel connection):[
I 0
0 N
]
x˙(t) =
[
J 0
0 I
]
x(t) +
[
B1
−B2
]
u(t); y(t) = [C1 C2] x(t), (10)
where J is a Jordan matrix, with blocks say Ji , and N is a nilpotent matrix. The finite elementary
divisors [sI − Ji] are located in the restriction of [sE − A] to V∗[X;E,A] in the domain and to
EV∗[X;E,A] in the co-domain.
Let G−1(s)F (s), with G(s), F (s) ∈ R[s], be any left co-prime factorization of the Transfer
Function Matrix of (10):
G−1(s)F (s) = C1(sI − J )−1B1 − C2(sN − I)−1B2.
Let us note that this left co-prime factorization satisfies the Euclidean division algorithm. Indeed,
given the polynomial matrices G(s) and F(s), there is a unique polynomial matrix F(s) such that:
F(s) = G(s)H(s) + F(s) with degF(s) < degG(s) (or F(s) ≡ 0),
where G−1(s)F (s) = C1(sI − J )−1B1 and H(s) = −C2(sN − I)−1B2 (see footnote 7).
Although the Weierstrass form is very well adapted for the study of many structural properties,
we also use the following alternative decomposition for the regular generalized systems (5) (here
named the cascade connection):[
I 0
0 N
]
x˙(t) =
[
A B
0 I
]
x(t) +
[
0
−
]
u(t); y(t) = [C 0] x(t), (11)
where N is a nilpotent matrix.
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Let G−1(s)F (s), with G(s), F (s) ∈ R[s], be any left co-prime factorization of the Transfer
Function Matrix of (11):
G−1(s)F (s) = −C(sI − A)−1B(sN − I)−1
Let us note that this left co-prime factorization can be also expressed as the product of two factors,
namely:
F(s) = F2(s)F1(s) with degF2(s) < degG(s)
where G−1(s)F2(s) = C(sI − A)−1B and F1(s) = −(sN − I)−1 (see footnote 7).
In this cascade connection, the decomposition of F(s) in the two factors, F2(s) and F1(s), is not
unique. However, in Section 3.1 we show how to separate the strictly proper part, G−1(s)F2(s),
into a polynomial part (describing zeros actions) and a strictly proper part (describing poles
actions), and this final decomposition is certainly unique.
This cascade connection is more adapted to left invertibility analysis since it enables us to
study separately left invertibility for each system, namely for the polynomial part, F1(s), and for
the strictly proper part, G−1(s)F2(s). On the other hand, for the parallel connection, there are
some technical difficulties due to the computation of Ker
[
C1 C2
]
.
In the following two subsections we analyze left invertibility within the two basic domains:
the frequency domain and the time domain. This analysis is done for the two subsystems which
compose the cascade connection (11), namely, the strictly proper part and the polynomial part:
• Strictly proper part, sp[A,B,C]:
x˙sp(t) = Axsp(t) + Bz(t); y(t) = Cxsp(t), (12)
where A : Xsp → Xsp, B :Z→ Xsp, and C : Xsp → Y are linear maps. The finite-
dimensional spaces Xsp and Z are the state and the strictly proper input spaces, such that:
Xsp ≈ Rnsp andZ ≈ Rmsp .
• Polynomial part, pol[N,,]:
Nx˙pol(t) = xpol(t) − u(t); z(t) = xpol(t), (13)
where N : Xpol → Xpol , : U→ Xpol , and : Xpol →Z are linear maps, with N a nilpo-
tent matrix. The finite-dimensional space Xpol is the polynomial space, such that: Xpol ≈
Rnpol .
Note that: X = X = Xsp ⊕Xpol , n = nsp + npol , and 0 < msp  nsp. We assume that the
time function, z(·), satisfying the DAE (12) and (13), is an element of the set Z = {Rmspvalued
continuous functions, nz times derivable}6. Let us also note that both subsystems are solvable:
(1) For the strictly proper part (12), we have: (i)spf (z(t)) =
∫ t
0 e
A(t−τ)Bz(τ) dτ , for all z(·) ∈
Z, (ii)sph (xsp(0)) = eAtxsp(0), for all xsp(0) ∈ Xsp, and (iii)sp
([
xTsp(0) zT(t)
]T) =
sph (xsp(0)) +spf (z(t)).
(2) For the polynomial part (13), we have7: (i) polf (·) = +
∑n−1
i=1 Ni(di/dt i ),
(ii) polh (·) ≡ 0, and (iii) pol(·) = polf (·).
6 nz is a positive integer sufficiently large for guaranteeing the existence of possible involved time derivatives.
7 The nilpotency of N implies: (Nd/dt − I)−1 = −I −∑n−1
i=1 Ni(di /dt i ), also: 
pol
h
(·) ∈ (Nd/dt − I)−1{0} =
(−I −∑n−1
i=1 Ni(di /dt i )){0} ≡ {0}, see also footnote 15 of the Appendix.
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2.1. Transfer function matrix left invertibility
When dealing with a Transfer Function Matrix (TFM), the following definition is standard (cf.
Remark R2):
Definition 5. Let us consider a Transfer Function Matrix, T (s) = C(sE − A)−1B, with p rows
and m columns. T (s) is TFM left invertible if and only if its m columns are independent as rational
functions of s, namely if and only if rank T (s) = m, viz, if and only if Ker T (s) = {0}.
Let us now give a geometric characterization of the TFM left invertibility for the two subsystems
of (11).
2.1.1. Strictly proper systems
For the strictly proper part (12), the TFM left invertibility geometric characterization was given
at the end of the sixties (see [3]):
Theorem 6 [3]. Tsp(s) = C(sI − A)−1B is TFM left invertible if and only if:
Ker B = {0} and Im B ∩V∗[A,B,C] = {0}. (14)
Equivalently, Tsp(s) is TFM left invertible if and only if:
Ker B = {0} and R∗[A,B,C] = {0}. (15)
2.1.2. Polynomial systems
For the polynomial part (13), we have the following geometric characterization proved in the
Appendix:
Theorem 7. Tpol(s) = −(sN − I)−1 is TFM left invertible if and only if:
Ker = {0} and Im ∩V∗[N,,] = {0}. (16)
Equivalently, Tpol(s) is TFM left invertible if and only if:
Ker = {0} and R∗[N,,] = {0}. (17)
2.1.3. Particularities of TFM left invertibility
Let us note that Definition 5 of TFM left invertibility lies on a purely matricial concept and
thus it can only take into account the internal algebraic system structure. But this kind of left
invertibility does not take into account the way inputs are interacting with the internal system
structure. Let us illustrate this specificity:
Example 8 (Start). Let us consider the strictly proper system, sp[A,B,C]:
x˙sp(t) =
[
0 1
0 0
]
xsp(t) +
[
1
b
]
z(t); y(t) = [1 0] xsp(t) (18)
with b /= 0. The external behaviour of this system is given by: (d2/dt2)y(t) = (d/dt + b)z(t)
and its Transfer Function Matrix is: T yz (s) = (s + b)/s2. The information involved in Theorem
6 is (recall (1)):
V∗[A,B,C] = {e2}; Im B = {e1 + be2}; Ker B = {0}; Im B ∩V∗[A,B,C] = {0} (19)
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Therefore, system (18) is TFM left invertible. Indeed, its TFM left inverse is: T zˆy (s) = s2/(s + b),
which is the Laplace transform of the system: (d/dt + b)zˆ(t) = (d2/dt2)y(t).
Let us note that:
R4. T yz (s) · T zˆy (s) = I, but
R5. (d/dt + b)(zˆ(t) − z(t)) = 0, which implies: zˆ(t) = z(t) + ke−bt . Moreover
R6. if: z(t) = z(0)e−bt , with z(0) non-zero, then: (d2/dt2)y(t) = 0, and thus zˆ(t) = 0.
From this simple example we see that TFM invertibility is a weaker property than invertibility
in the time domain.
Indeed, from Remark R5, for zˆ(t) to be close to z(t), we need that the initial condition k be
in a neighborhood of zero with a very small radius. More important, the parameter b must be
non-negative. Finally, from Remark R6, the input z cannot belong to Ker(d/dt + b).
Let us now consider Time Domain Left Invertibility.
2.2. Time domain left invertibility
According to Remark R1, let us adopt the following definition for Left Invertibility in the Time
Domain (TD):
Definition 9. The system (5), [E,A,B,C] : X× U → Y, is called TD left invertible if and only
if: (i) there exists a system  : X × Y → U such that it is solvable in Im and (ii) for any
x(0) ∈ X and u(·) ∈ U,(x(0),(x(0), u(t))) = u(t) for all consistent x(0) ∈ X and t  0.
 is called a TD left inverse of [E,A,B,C].
Let us note that only the strictly proper part, sp[A,B,C], can have a TD left inverse (cf. Remark
R3). Indeed, for the polynomial part, pol[N,,], we have8: Kerpol(·) /= {0}, there then exists
u0(·) /= 0 (∈ Kerpol(·) ⊂ U) such that pol(u0(t)) ≡ 0, for all t  0. So, we only need to
study TD left invertibility of sp[A,B,C].
2.2.1. Geometric characterization of TD left invertibility
From Lemma 2, we have to find conditions for which 0 = C(sph (xsp(0)) +spf (z(t)))
implies z(t) = 0, for all t  0.
Theorem 10. The state description (12) is TD left invertible, namely:
0 = C
(
eAtxsp(0) +
∫ t
0
eA(t−τ)Bz(τ) dτ
)
⇒ z(τ ) = 0 ∀τ ∈ (0, t) (20)
if and only if
Ker B = {0} and Im B ∩ (V∗[A,B,C] + AV∗[A,B,C]) = {0}. (21)
8 Kerpol(·) defines the set of all input trajectories satisfying the differential equation (I +∑n−1
i=1 ×
Ni(di /dt i ))u(t) = 0. Namely, Kerpol(·) is nothing else than the zero module, which can be {0} only if pol(·)
defines a linear constant map, that is to say, if (5) has no polynomial part.
M. Bonilla Estrada et al. / Linear Algebra and its Applications 425 (2007) 345–373 353
In order to prove Theorem 10, we need the following two Lemmas proved in the Appendix:
Lemma 11. If (21) holds, then: y(t) = 0 implies z(t) = 0, for all t  0.
Lemma 12. If Ker B = {0} then: B−1(V∗[A,B,C] + AV∗[A,B,C]) = {0} ifV∗[X;E,A] = {0}.
Proof of Theorem 10. Sufficiency: If (21) holds, then the TD left invertibilility of (12) follows
from Lemmas 11 and 12.
Necessity: If Ker B /= {0} then there exists a z0(·) /= 0 (∈ Z) such that Bz0(·) = 0, which im-
plies 0 = Csp
([
xTsp(0) zT0 (t)
]T) for all xsp(0) ∈N = {x ∈ X|sph (x) ∈ Ker C}. Therefore
B has to be monic.
In order to prove the necessity of the second geometric condition, let us assume that system (12)
is TD left invertible, then system (9) is a corresponding TD left inverse, and Ker B = {0}. For this,
we first prove that a necessary condition for (9) to be a TD left inverse of (12) is thatV∗[X;E,A] =
{0}, where (see (E.1) in the Appendix) V∗[X;E,A] =
{[
xT1 x
T
2
]T ∈ X∣∣∣x1 ∈V∗[A,B,C], and
Bx2 + Ax1 ∈V∗[A,B,C]
}
; this subspace characterizes the initial conditions for the exponential
modes (integrators present in (E,A,B,C)) (cf. [2]).
Let us assume thatV∗[X;E,A] /= {0} and let us consider the following two cases:
(1) Assume first thatV∗[A,B,C] /=N, there then exists at least one non-zero “friend”F such that
(A + BF)V∗[A,B,C] ⊂V∗[A,B,C]. Chose as input signal z¯(t) = Fxsp(t), and chose xsp(0)
such that Fxsp(0) /= 0. Then: xsp(t) = e(A+BF)txsp(0) ∈V∗[A,B,C] and x˙sp(t) = (A +
BF)e(A+BF)txsp(0) ∈ (A + BF)V∗[A,B,C] ∈V∗[A,B,C]. Thus Bz¯(t) + Axsp(t) ∈
V∗[A,B,C], that is to say
[
xTsp(t) z¯
T(t)
]T ∈V∗[X;E,A] ∀t  0. And so, 0 =
Csp
([
xTsp(0) z¯T(t)
]T)
, with z¯(t) = F e(A+BF)txsp(0) /= 0 (∈ Z), which is a contra-
diction.
(2) Assume now that V∗[A,B,C] =N. For system (12), let us choose as initial condition
xsp(0)( /= 0) ∈N and as input signal Bz¯(t) = −Axsp(0) + n ∈N, with n ∈N. Then:
xsp(t) = xsp(0) +
∫ t
0 e
A(t−τ)n dτ ∈N. Thus Bz¯(t) + Axsp(t) ∈N, that is to say[
xTsp(t) z¯
T(t)
]T ∈V∗[X;E,A] ∀t  0. And so, 0 = Csp ([xTsp(0) z¯T(t)]T), with
z¯(t) = (BTB)−1BT(−Axsp(0) + n) /= 0 (∈ Z), which is a contradiction.
ThereforeV∗[X;E,A] has to be {0}. That is to say, the left inverse system,, is only composed
by a polynomial part without any strictly proper part. Finally, from Lemma 12, we get the second
geometric condition. 
And thus, if (12) is TD left invertible, system (9) is a TD left inverse, with the assignations:
(E,A,B,C) ← (I, A, B,C), (xi, yˆ, uˆ) ← (x, y, zˆ), (Ei ,Ai ,Bi ,Ci ) ← (E,A,B,C), and
(Xi ,X,U,Xi ) ← (X,Xsp,Z,X); moreover, X = Xsp ⊕Z ≈ Rnsp+msp and X = Y⊕
Xsp ≈ Rp+nsp . This TD left inverse system is (in general) non-minimal. However, it can be easily
minimized by matricial algorithms (see for example [7]). Furthermore, if the state description (12)
is observable and if B is monic, then the proposed TD left inverse (9) is minimal under external
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equivalence (see [20]). Indeed, (i) the matrix [E B] is epic, (ii) the matrix
[
E
C
]
is monic and
(iii)
[
sE − A
C
]
has full column rank, for all complex number s, if and only if this holds for matrix[
C
sI − A
]
, namely: if and only ifN = {0}.
Let us go back to Example 8.
Example 13 (Continued). From (19) we get: ImB ∩ (V∗[A,B,C] + AV∗[A,B,C]) = {e1 + be2} ∩
({e2} + {e1}) /= {0}, then, the geometric condition (21) is not satisfied. And thus, system (18) is
not TD left invertible.
2.2.2. Structural characterization of TD left invertibility
Let us now give a structural characterization of TD Left Invertibility which is equivalent to that
of Theorem 10. For this, we extract a maximal observable part of the system and then we review
some results concerning the zero structure.
2.2.2.1. Maximal observable quotient system. Let : Xsp → Xsp/Nbe the canonical projection,
there then exist unique maps Aob, Bob, and Cob such that:
A = Aob; B = Bob; C = Cob. (22)
Theorem 14. Given the strictly proper system sp[A,B,C], and its strictly proper quotient system
sp[Aob,Bob,Cob], then (21) holds if and only ifV∗[Aob,Bob,Cob] = {0} and Ker Bob = {0}.
To prove Theorem 14 we need three lemmas proved in the Appendix:
Lemma 15. (21) holds if and only ifV∗[A,B,C] =N and B−1(N+ AKer C) = {0}.
Lemma 16. It is always true that: (1) V∗[Aob,Bob,Cob] = V∗[A,B,C] and that (2) B−1(N+
AKer C) = B−1ob Aob Ker Cob.
Lemma 17. V∗[A,B,C] =N and B−1(N+ AKer C) = {0} if and only ifV∗[Aob,Bob,Cob] = {0}
and Ker Bob = {0}.
Proof of Theorem 14. From Lemma 15, (21) holds if and only ifV∗[A,B,C] =N and B−1(N+
AKer C) = {0}, and from Lemma 17 if and only if V∗[Aob,Bob,Cob] = {0} and Ker Bob = {0},
which ends the proof. 
2.2.2.2. Zero structure. Since the early 70s, pioneered by the work of Rosenbrock [31], there has
been a great interest in the zero structure of linear multivariable systems (see for example [26,14]).
Later, Aling and Schumacher [1] proposed a complete geometric characterization of the different
types of zeros.
We shall here be concerned with two particular subsets of the invariant zeros, namely the
transmission zeros and the input decoupling invariant zeros (see [1] for complements).
From [1], the total number of transmission zeros and input decoupling invariant zeros of a
strictly proper system, sp(A,B,C), here called (for shortness) observable invariant zeros, is
#observable invariant zeros = dim (V∗[A,B,C]/(R∗[A,B,C] +N)) (23)
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2.2.2.3. Structural characterization. Let us state the structural characterization for TD left invert-
ibility:
Corollary 18. The state description (12) is TD left invertible if and only if it is TFM left invertible
and it has neither transmission zeros, nor input decoupling invariant zeros.
Proof. (1) Let us first suppose that (12) is TD left invertible. Theorem 10 implies Ker B = {0}
and Im B ∩V∗[A,B,C] = {0}. This last geometric condition is equivalent to Im B ∩R∗[A,B,C] ={0}, and from algorithm (3) we get R∗[A,B,C] = {0}. Since Ker B = {0} and R∗[A,B,C] = {0}, we
conclude from Theorem 6 that (12) is TFM left invertible (recall the equivalence (15)).
On the other hand, from Theorem 14 we get: V∗[A,B,C] = Ker =N, which implies:
dim(V∗[A,B,C]/(R∗[A,B,C] +N)) = dim(V∗[A,B,C]/N) = {0}. And then, from (23), there are no
observable invariant zeros.
(2) Let us suppose that (12) is TFM left invertible and it does not have any observable invariant
zero.
Then from (15) and (23), we have Ker B = {0}, R∗[A,B,C] = {0}, and V∗[A,B,C] =N. Now,
since N is A-invariant, we get: Im B ∩ (V∗[A,B,C] + AV∗[A,B,C]) = Im B ∩V∗[A,B,C]. Since
R∗[A,B,C] = {0} we have: Im B ∩V∗[A,B,C] = {0}. Therefore, (21) holds, and thus, Theorem 10
implies that (12) is TD left invertible. 
Let us note that TD left invertibility includes both aspects: (i) the internal algebraic structure
(the TFM left invertibility) and (ii) the input interaction with the internal structure (the absence of
observable invariant zeros).
In [19] a notion is introduced which is very close to TD left invertibility, namely, the one called
input observability9. In that paper input observability is characterized in a matricial way by their
Theorem 1, in which is stated as a necessary and sufficient condition for input observability the
following equality:
σ
([
λI − A −B
C D
])
= σ
([
λI − A
C
])
(24)
(in this paper D = 0) where σ(λM − N) denotes the set of finite eigenvalues of the pencil
[λM − N ] (these are the finite elementary divisors recalled in the beginning of Section 2). But
this condition is only necessary and not sufficient. Indeed, let us consider the example:
x˙ =
⎡⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
⎤⎥⎥⎦ x +
⎡⎢⎢⎣
0 0
1 0
0 1
0 0
⎤⎥⎥⎦ u; y = [1 0 0 00 0 1 0
]
x (25)
The first input, u1, is associated with the non-observable subspace {e2}, and the second input, u2,
is linked to y2 by the ordinary differential equation y¨2 = u˙2. It is clear that this system cannot be
either TD left invertible or input observable. Computing the subspaces involved in Theorem 10
we get: Ker B = {0} and Im B ∩ (V∗[A,B,C] + AV∗[A,B,C]) = {e2, e3} /= {0}. This confirms the
non-TD left invertibility.
9 Different from the (weaker) notion of input observability used in [29] which corresponds to:B monic and Im B ∩N =
{0}.
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Let us consider the pencils used in Theorem 1 of [19], namely M1(λ) =
[
λI − A −B
C D
]
and
M2(λ) =
[
λI − A
C
]
. The normal-ranks of these two pencils are: normal-rank (M1(λ)) = 5 and
normal-rank (M2(λ)) = 4. Then:
rank M1(λ) :
{
λ = 0 ⇒ rank M1 = 4 < 5,
λ /= 0 ⇒ rank M1 = 5 = 5, rank M2(λ) :
{
λ = 0 ⇒ rank M1 = 3 < 4,
λ /= 0 ⇒ rank M1 = 4 = 4.
This implies that: σ(M1) = {0} = σ(M2), and from Theorem 1 of [19] system (25) would be
input observable. This contradiction comes from the fact that condition (24) is only necessary
and not sufficient. [19] have to add the condition of TFM invertibility, namely to add the condition
R∗[A,B,C] = {0} (see (15) and the Corollary 18 of this paper). Indeed, in this academic example,
(25) has a rank equal to 1 and not 2, i.e. the number of inputs; and it is precisely the input belonging
to R∗[A,B,C] /= 0 which makes problems.
We finish this section with an illustrative example based on Example 13.
Example 19 (End). In view of Corollary 18, we realize that system (18) is not TD left invertible
due to the presence of the observable zero (s + b) of T yz (s). Now, in the case of Hurwitz zeros,
one possible solution to overcome the above problem can be, for example, to decompose (18) as
the cascade of the following linear systems:[
0 0
1 0
]
ξ˙z(t) = ξz(t) −
[
1
b
]
z(t); v(t) = [0 1] ξz(t), (26)
ξ˙p(t) =
[
0 1
0 0
]
ξp(t) +
[
0
1
]
v(t); y(t) = [1 0] ξp(t). (27)
The strictly proper part of the “pole system” (27) is TD left invertible and the polynomial part
of the “zero system” (26) is TFM left invertible. Indeed, the external behaviours of (26) and
(27) are, respectively, described by the ordinary differential equations: v(t) = (d/dt + b)z(t) and
(d2/dt2)y(t) = v(t). The TD left inverse of (27) is: vˆ(t) = (d2/dt2)y(t). The TFM left inverse of
(27) is (provided b > 0): zˆ(s)/vˆ(s) = 1/(s + b). We obtain thus by inversion techniques: vˆ(t) ≡
v(t) and zˆ(t) = z(t) + (zˆ(0) − z(0))e−bt . The set of non-detectable inputs is Ker (d/dt + b) =
{z ∈Z : z(t) = z(0)e−bt }.
This splitting procedure is formalized in the next section.
3. Left inverse system
In this section we show, when the system (12) is observable, how to synthesize a left inverse
filter. For this:
(1) We first decompose system (12),sp[A,B,C](xsp(0), z(t)), as the cascade of a TFM left invert-
ible zero system,zeros[Nz,B,Υz](z(t)), and a TD left invertible pole system,
poles
[A,Υp,C](ξp(0), v(t)).
(2) Thanks to the TD left invertibility of poles[A,Υp,C](ξp(0), v(t)), we know from Lemma 3 that
system (9) satisfies (poles[A,Υp,C](ξp(0), v(t))) = v(t), whatever be the initial condition
ξp(0) and the nature of the sufficiently time derivable continuous input function v(·).
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(3) Then, in view of TFM left invertibility ofzeros[Nz,B,Υz](z(t)), we can use a filter with a Transfer
Function Matrix which coincides with its TFM left inverse, (T vz (s))−1; of course this can be
accepted only if all the zeros are Hurwitz, namely if we are dealing with a minimum phase
system. In the general (possibly non-minimal phase) case, we will restrict ourselves to the
use of the TFM left adjoint filter, (T vz (s))a = det T vz (s)(T vz (s))−1, in place of the TFM left
inverse.
3.1. Separation of zeros
Let (12) be an observable system10, where B and C are, respectively, monic and epic. From
the dual of the Brunovsky Theorem [10] there is an output injection matrix K and two changes
of bases T and S, ÂK = T −1(A − KC)T , Ĉ = SCT , and B̂ = T −1B, such that:
ÂK = DBM{ÂK,1, . . . , ÂK,η}; Ĉ = DBM{Ĉ1, . . . , Ĉη};
B̂ = [B̂ T1 · · · B̂ Tη ]T , (28)
ÂK,i =
⎡⎢⎢⎣
0 1 0 · · · · 0
· · · · · · · ·
0 · · · · · 0 1
0 · · · · 0
⎤⎥⎥⎦
κi×κi
;
Ĉi =
[
1 0 · · · · · 0]1×κi ; B̂i =
⎡⎣bi1,1 · · · bi1,η· · · · ·
biκi ,1 · · · biκi ,η
⎤⎦ , (29)
where, for i ∈ {1, . . . , η} the κi are the observability indices, satisfying κ1  κ2  · · ·  κη  0
and
∑η
i=1 κi = n. Let us define the following matrices:
Nz = T Â TKT −1; Υ = T (I − ÂKÂ TK)T −1; Υ̂ = DBM{Υ̂1, . . . , Υ̂η};
Υ̂ Ti =
[
0 · · · · · 0 1]1×κi . (30)
Let us note that
(1) The matrix Nz is nilpotent with nilpotency index κ1,
(2) Im Nz = T Im ÂTK = T Ker Ĉ = Ker C,
(3) I − ANz = I − (A − KC)Nz = T (I − T −1(A − KC)T ÂTK)T −1 = Υ ,
(4) I − ÂKÂTK = Υ̂ Υ̂ T and Υ = T Υ̂ Υ̂ TT −1.
The following result (proved in the Appendix) provides a way of splitting the zero and pole
subsystems.
Lemma 20. Let (12) be TFM left invertible, with B and C monic and epic matrices, respectively.
Then (12) is externally equivalent11 to the cascade of the following polynomial zero system and
strictly proper pole system:
10 Otherwise, we must consider the quotient system as in Section 2.2.2.1.
11 External equivalence (see [36]) means preservation of the external behaviour, i.e. the same overall set of possible
trajectories for all the input and output signals.
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zeros[Nz,B,Υz]: Nzξ˙z(t) = ξz(t) − Bz(t); v(t) = Υzξz(t), (31)
poles[A,Υp,C]: ξ˙p(t) = Aξp(t) + Υpv(t); y(t) = Cξp(t), (32)
where Υz = Υ̂ TT −1 and Υp = T Υ̂ . Moreover, the poles system, poles[A,Υp,C], is TD left invertible
and the zeros system, zeros[Nz,B,Υz], is TFM left invertible.
The following (observable but non-controllable) example illustrates this pole zero separation.
Example 21 (Separation of zeros). Let us consider the strictly proper system, sp[A,B,C]:
x˙sp(t) =
⎡⎢⎢⎣
−1 0 1 −1
−2 −3 −1 −1
2 2 −1 0
2 2 0 1
⎤⎥⎥⎦ xsp(t) +
⎡⎢⎢⎣
1 0
0 1
0 0
0 0
⎤⎥⎥⎦ z(t);
y(t) =
[
1 0 0 0
0 1 0 0
]
xsp(t) (33)
The external behaviour and the Transfer Function Matrix, T yz (s) = C(sI − A)−1B, are[
(d/dt + 1)2 (d/dt + 1)2
2(d/dt + 2)(d/dt − 1) −2(d/dt + 3)
]
y(t) =
[
(d/dt − 1) (d/dt − 1)
2(d/dt) −2
]
z(t) (34)
T
y
z (s) =
[
1 0
−1 1
] [
1/(s + 1) −4/(s + 1)4
0 (s − 1)/(s + 1)2
] [
1 0
1 1
]
(35)
=
[
1 0
−1 1
] [ −4 0
(s − 1)(s + 1)2 14
] [
1/(s + 1)4 0
0 (s − 1)(s + 1)
]
×
[− 14 (s + 1)3 1
1 0
] [
1 0
1 1
]
(36)
In order to obtain its observable Brunovsky canonical form let us define: x¯sp(t) = T −1ob xsp(t),
z¯(t) = U−1ob z(t) and y¯(t) = Soby(t), where Tob =
[−1/2 −1/2 0 0
1/2 1/2 0 1
1/2 −1/2 0 0
1/2 −1/2 1 0
]
, Uob =
[
1 1
1 −1
]
and
Sob =
[−1/2 −1/2
1/2 −1/2
]
. Indeed, with these changes of bases, system (33) takes the following form:
˙¯xsp(t) = Âx¯sp(t) + B̂z¯(t); y¯(t) = Ĉx¯sp(t) (37)
Â = T −1ob ATob =
⎡⎢⎢⎣
−2 1 0 0
−1 0 0 0
−2 0 −2 1
−6 0 −1 0
⎤⎥⎥⎦ ; B̂ = T −1ob BUob =
⎡⎢⎢⎢⎢⎣
−1
1
0
0
0
0
1
1
⎤⎥⎥⎥⎥⎦ ;
Ĉ = SobCTob =
⎡⎣ 1 0 0 0
0 0 1 0
⎤⎦ . (38)
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Defining the output injection matrix K̂ =
[−2 −1 −2 −6
0 0 −2 −1
]T
, we get (ÂK = Â − K̂Ĉ and
Υ = I − ÂKÂ TK):
ÂK =
⎡⎢⎢⎢⎢⎣
0 1
0 0
0 0
0 0
0 0
0 0
0 1
0 0
⎤⎥⎥⎥⎥⎦ ; Υ = Υ̂ Υ̂ T =
⎡⎢⎢⎢⎢⎣
0 0
0 1
0 0
0 0
0 0
0 0
0 0
0 1
⎤⎥⎥⎥⎥⎦ ;
Nz = ÂTK =
⎡⎢⎢⎢⎢⎣
0 0
1 0
0 0
0 0
0 0
0 0
0 0
1 0
⎤⎥⎥⎥⎥⎦ ; Υ̂ = Υ̂p = Υ̂ Tz =
⎡⎢⎢⎢⎢⎣
0
1
0
0
0
0
0
1
⎤⎥⎥⎥⎥⎦ (39)
And thus, we obtain the following pole zero separation:
zeros[Nz,B̂,Υ̂z]: Nzξ˙z(t) = ξz(t) − B̂z¯(t); v(t) = Υ̂zξz(t), (40)
poles[Â,Υ̂p,Ĉ]: ξ˙p(t) = Âξp(t) + Υ̂pv(t); y¯(t) = Ĉξp(t). (41)
The external behaviours and Transfer Function Matrices are:
v(t) =
[−(d/dt − 1) 0
0 (d/dt + 1)
]
z¯(t);
T vz¯ (s) = −Υ̂c(Ncs − I)−1B̂ =
[−(s − 1) 0
0 (s + 1)
]
, (42)[
(d/dt + 1)2 0
2(d/dt + 3) (d/dt + 1)2
]
y¯(t) = v(t) (43)
T y¯v (s) = Ĉ(sI − Â)−1Υ̂p =
[
1/(s + 1)2 0
−2(s + 3)/(s + 1)4 1/(s + 1)2
]
, (44)
=
[
(4 + (s − 1)(s + 3)) − 18 (s − 1)
−2(s + 3) 14
] [
1/(s + 1)4 0
0 1
] [
1 18 (s − 1)(s + 1)2
0 1
]
.
(45)
Let us observe the following:
(1) Premultiplying (42a) and (43) by
[−2 0
−2 2
]
we get (34).
(2) From (42b), (44) and (34), we get: S−1ob T y¯v (s)T vz¯ (s)U−1ob = T yz (s).
(3) From (42b), (45) and (36), we realize that the information obtained from the Smith–
McMillan form of T yz (s) is indeed the union of the set of zeros of the Smith–McMillan
form of T υz¯ (s) and the set of poles of the Smith–McMillan form of T
y¯
υ (s).
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3.2. Input decoupling
We have shown in Lemma 20 that any TFM left invertible state space description, sp[A,B,C],
with its input and output maps, B and C, being, respectively, monic and epic, can be decomposed
as the cascade of a TFM left invertible polynomial system, zeros[Nz,B,Υz], and a TD left invertible
strictly proper system, poles[A,Υp,C]. And thus, the strictly proper system 
poles
[A,Υp,C] can be TD left
inverted, using, for example, the TD left inverse system (9). With respect to the polynomial
system zeros[Nz,B,Υz], we can diagonalize it (this is input decoupling) by means of a non-proper filter,
a[Na,Ba,Υa ], whose Transfer Function Matrix is the adjoint matrix of the Transfer Function Matrix
ofzeros[Nz,B,Υz], namely −Adj(Υz(Nzs − I)−1B). Let us sketch this procedure with the Example 21:
Example 22 (Input decoupling). We first synthesize for (41) the TD left inverse proposed in
Lemma 3, namely12:⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎦
˙ˆx(t) = xˆ(t) +
⎡⎢⎢⎢⎢⎢⎢⎣
−1 0
−2 0
0 0
0 −1
−2 −2
0 −1
⎤⎥⎥⎥⎥⎥⎥⎦ y¯(t);
vˆ(t) =
[
1 0 1 0 0 0
6 0 0 0 0 1
]
xˆ(t); (46)
the external behaviour and Transfer Function Matrix, T vˆy¯ (s), are:
vˆ(t) =
[
(d/dt + 1)2 0
2(d/dt + 3) (d/dt + 1)2
]
y¯(t); T vˆy¯ (s) =
[
(s + 1)2 0
2(s + 3) (s + 1)2
]
. (47)
Obtaining (see (47a) and (43)): vˆ(t) ≡ v(t). Let us rewrite (42a) as follows (recall that z(t) =
Uobz¯(t)):
v(t) =
[−(d/dt − 1) 0
0 (d/dt + 1)
]
z¯(t) =
[
− 12 (d/dt − 1) − 12 (d/dt − 1)
1
2 (d/dt + 1) − 12 (d/dt + 1)
]
︸ ︷︷ ︸
M(d/dt)
z(t)
Since AdjM(d/dt) =
[
− 12 (d/dt + 1) 12 (d/dt − 1)
− 12 (d/dt + 1) − 12 (d/dt − 1)
]
, it follows that the adjoint system, a[Na,Ba,Υa ],
of the external behaviour from z(t) to v(t) is:
zˆ(t) =
[
− 12 (d/dt + 1) 12 (d/dt − 1)
− 12 (d/dt + 1) − 12 (d/dt − 1)
]
υˆ(t). (48)
12 Just substitute Ĉ, Â and Υ̂ in (9). In order to obtain the standard polynomial form, we have also pre-multiplied (9a) by
T and defined xˆ(t) = T −1r x(t), where T =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
2 0 1 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
2 2 0 0 1 0
0 1 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦ and Tr =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
1 0 1 0 0 0
6 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦.
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Let us note that (47) and (48) imply (recall that y¯(t) = Soby(t)):
zˆ(t) =
[− 12 (d/dt + 1) 12 (d/dt − 1)
− 12 (d/dt + 1) − 12 (d/dt − 1)
][
(d/dt + 1)2 0
2(d/dt + 3) (d/dt + 1)2
][− 12 − 12
1
2 − 12
]
y(t)
=
[
1
2 (d
3/dt3 + d2/dt2 − d/dt + 3) 2
(d2/dt2 + 2d/dt − 1) 12 (d3/dt3 + 3d2/dt2 + 3d/dt − 3)
]
y(t)
=
[ 1
2
1
4 (d/dt − 1)
1
2 d/dt − 14 (d/dt − 1)
][
(d/dt + 1)2 (d/dt + 1)2
2(d/dt + 2)(d/dt − 1) −2(d/dt + 3)
]
y(t). (49)
Then, from (34) and (49) we get: zˆ = 12 (d/dt − 1)(d/dt + 1)z(t).
4. Right invertibility
In this section we are interested in finding which are the links between the concepts of left and
right invertibilities. For this, let us first remark some points connected with right invertibility:
R7. The basic definition for right invertibility is: given a function f : Dom → CoDom, r 
→
f (r), find (if possible) a function g : Dom → CoDom, q 
→ g(q), such that the compos-
ite function f ◦ g : CoDom → CoDom, q 
→ f (g(q)), is the identity function I, namely:
f (g(q)) = q for all q ∈ CoDom.
R8. For a linear function f , the existence of a right inverse function, g, is equivalent to the fact
that f has to be epic, namely: for all q ∈ CoDom ∃r ∈ Dom such that f (r) = q.
R9. The linear function g is a right inverse function of the linear function f , if and only if, f is
a left inverse function of g; indeed in both cases: f (g(q)) = q for all q ∈ CoDom.
R10. From the fundamental Theorem of Calculus the linear function f : r(t) 
→ ddt f (t) is not
right invertible because of the initial condition f (0). Indeed:
∫ t
0
d
dτ f (τ ) dτ = f (t) − f (0).
Let us point out that for the right invertible case, the Kronecker normal form of the pencil
[sE − A], related with the generalized system (5), cannot have row minimal indices (cf. Remark
R8). Although for the right invertible case, there is no problem with respect to the column minimal
indices, for reasons of symmetry (and for simplification) we are restricting our considerations to
regular pencils as in Section 2.
4.1. Transfer function matrix right invertibility
When dealing with a Transfer Function Matrix, the following definition for right invertibility
is standard (cf. Remark R8):
Definition 23. Let us consider a Transfer Function Matrix, T (s) = C(sE − A)−1B, with p rows
and m columns. T (s) is TFM right invertible if and only if its p rows are independent as rational
functions of s, namely if and only if rank T (s) = p, viz, if and only if Ker T T(s) = {0}.
From this definition, we have the following natural dualities for the strictly proper part (12)
and for the polynomial part (13) of the regular generalized system (5):
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(A,B,C, Im B,Ker C) ↔ (AT, CT, BT, Im CT,Ker BT), (50)
(N,,, Im,Ker) ↔ (NT,T,T, ImT,KerT). (51)
Then, from Theorems 6 and 7 we have the following two results:
Corollary 24 [3]. Tsp(s) = C(sI − A)−1B is TFM right invertible if and only if:
Im C = Y and Ker C +S∗[C,A,B] = Xsp. (52)
Corollary 25. Tpol(s) = −(sN − I)−1 is TFM right invertible if and only if:
Im =Z and Ker+S∗[,N,] = Xpol. (53)
4.2. Time domain right invertibility
In the time domain we adopt the following definition:
Definition 26. The system (5), [E,A,B,C] : X× U → Y, is called TD right invertible if and only
if: (i) there exists a system r : Xr × Y → U such that it is solvable in Im and (ii) for any
xr(0) ∈ Xr and y(·) ∈ Y,(x(0),r (xr (0), y(t))) = y(t) for all consistent x(0) ∈ X and t  0.
r is called a TD right inverse of [E,A,B,C].
Following the duality (50), one could think that the geometric condition for TD right inversion
is the dual condition of (21), namely:
Im C = Y and Ker C + (S∗[C,A,B] ∩ A−1S∗[C,A,B]) = Xsp. (54)
Indeed, for the case of the linear system (12), one could think that the TD right invertibility of
system sp[A,B,C] is equivalent to the TD left invertibility of its dual system sp
′
[A′,C′,B ′]. But, as we
show hereafter, that is completely wrong since the “linking” between the two invertibility notions
has to be tackled from a functional point of view and not from an algebraic (vector space) point
of view.
4.3. Time domain “duality”
In view of Remark R9 a given linear system  : X× U → Y is TD right invertible if and
only if any of its TD right inverses is TD left invertible, and in particular its TD right inverse
r : Xr × Y → U:
ξ˙ (t) = Arξ(t) + Bry∗(t); u(t) = Crξ(t) (55)
is TD left invertible13. From Theorem 10 the TD right inverse system, (55), is TD left invertible
if and only if:
Ker Br = {0} and Im Br ∩ (V∗[Ar ,Br ,Cr ] + ArV∗[Ar ,Br ,Cr ]) = {0}. (56)
If (55) is TD left invertible then one TD left inverse system is the system  : X× U → Y (cf.
Lemma 3):
13 Recall that only strictly proper systems can be TD left invertible.
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0 0
I 0
]
x˙(t) =
[
Cr 0
Ar Br
]
x(t) +
[−I
0
]
u(t); y(t) = [0 I] x(t) (57)
If (57) is TD right invertible then one TD left inverse system is (cf. Lemma 3):⎡⎣0 0 00 0 0
I 0 0
⎤⎦ ξ˙e(t) =
⎡⎣ 0 I 0Cr 0 −I
Ar Br 0
⎤⎦ ξe(t) +
⎡⎣−I0
0
⎤⎦ y∗(t); u(t) = [0 0 I] ξe(t)
(58)
We can easily check that systems (58) and (55) are externally equivalent (see [7]). Indeed, both
systems satisfy the same integral equation: u(t) = CreAr tBy∗(0) + Cr
∫ t
0 e
Ar(t−τ)By∗(τ ) dτ .
We shall need the following result:
Lemma 27 [8]. The system:
[
F
0
]
x˙(t) =
[
G
D
]
x(t) + Bu(t) and y(t) = Cx(t) is internally proper14
if and only if
Ker D ⊕ Ker F = X. (59)
Remark 28. From (57) we note that:
(1) Since Ker [I 0] ∩ Ker [Cr 0] /= {0}, then Lemma 27 implies that system (57) is not
internally proper. That is to say, for the system to be right inverted it has to possess an
internal non-proper part (pure derivative actions).
(2) Let us now consider the exponential modes of (57). For this, let λ be a finite eigenvalue and
v = [vT1 vT2 ]T /= 0 an associated eigenvector of the pencil [λE − A] (see [37]), namely:[ −Cr 0
λI − Ar −Br
] [
v1
v2
]
= 0 (60)
This implies: 0 = Cr(λI − Ar)−1Brv2. From the TD left invertibility of (55) we directly
get (it is a monic system, recall Remark R2 and (20)): v2 ≡ 0. And thus (60) is equivalent
to:
(λI − Ar)v1 = 0 and v1 ∈ Ker Cr (61)
Therefore all the exponential modes of (57) are unobservable.
We have proved in this way the following necessary condition:
Lemma 29. The implicit linear system (5) is TD right invertible only if all its exponential modes
are unobservable.
We are now in position to establish the second principal result:
14 The system Ex˙ = Ax + v is internally proper if and only if the pencil [λE − A] is regular and it has no infinite zero
of order greater than one (no derivators) (see [4,2]).
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Corollary 30. The implicit linear system (5) is TD right invertible if and only if it is TFM right
invertible and all its exponential modes are unobservable.
Proof. Necessity: In view of Lemma 29 we only need to prove that TD right invertibility implies
TFM right invertibility. For this, we show that non-TFM right invertibility implies non-TD right
invertibility.
Indeed, if (5) is not TFM right invertible we can then split the map C as: C =
[
C1
C2
]
, where C1 :
X 
→ Y1 and C2 : X 
→ Y2, withY = Y1 ⊕Y2 and dimY2 > 0, such that: C2(sE − A)−1B =
0. This last equation means that for all y2(·)( /= 0) ∈ Y2 ⊂ Y there is no u(·) ∈ U satisfying the
DAE: Ex˙(t) = Ax(t) + Bu(t), y2(t) = Cx(t). That is to say, system (5) is not TD right invertible.
Sufficiency: Let us assume that system (5) is TFM right invertible and all its exponential modes
are unobservable. To prove the TD right invertibility of (5) it is enough to show that (cf. Lemma
16): [
0 0
E 0
]
x˙r (t) =
[
C 0
A B
]
xr(t) +
[−I
0
]
y¯(t); u(t) = [0 I] xr(t) (62)
is actually a TD right inverse of (3). In other words, we have to show that (62) is a solvable system
and that it is itself TD left invertible.
Let us first show that system (62) is solvable. For this, we need to show that its associated pencil[ −C 0
(sE − A) −B
]
has full row rank, namely that the pencil
[−CT (sET − AT)
0 −BT
]
has full column rank.
Indeed, let a vector
[
a
b
]
such that:
[−CT (sET − AT)
0 −BT
][
a
b
]
= 0, that is to say: (sET − AT)−1CTa = b
and BTb = 0. Now, the full column rank of matrix T T(s) = BT(sET − AT)−1CT implies that
a = b = 0. Then the associated pencil of (62) is a full row rank matrix, and thus system (62) is
solvable.
Let us now show that system (62) is TD left invertible. For this, we need to show that u(t) = 0
implies that y¯(t) = 0. Indeed, if u(t) = 0 we get: Cxr,1(t) = y¯(t) and (Ed/dt − A)xr,1(t) =
0. Carrying (E,A,C) on its Weierstrass form (see (10)), we get: (Id/dt − J )xr,(1,1)(t) = 0,
(Nd/dt − I)xr,(1,2)(t) = 0 and C1xr,(1,1)(t) + C2xr,(1,2)(t) = y¯(t), namely (γ is the nilpotency
index of N ): xr,(1,1)(t) = e−J txr,(1,1)(0), xr,(1,2)(t) = −(I +∑γ−1i=1 Nd/dt − I)0 = 0. And thus
y¯(t) = C1e−J txr,(1,1)(0) = 0, since all the exponential modes are unobservable. 
Let us finish this section with the following illustrative example:
Example 31. Let us consider the system (with b /= 0):
x˙(t) =
[
0 0
1 0
]
x(t) +
[
1
0
]
u(t); y(t) = [1 b] x(t). (63)
Since (63) is the dual of (18), in the sense of (50), its external behaviour and transfer function are
the same, namely:
(d2/dt2)y(t) = (d/dt + b)u(t); T uz (s) = (s + b)/s2. (64)
Furthermore, from the vector space duality: Ker C = {be1 − e2}, and Im B = {e1} =S1. Then:
S2 = {e1} + A{0} = {e1}; namely: S∗ = {e1} and Ker C = {be1 − e2}. And thus: Im C = Y
and Ker C +S∗ = X. Therefore, (63) is TFM right invertible. Indeed, from (64) its TFM right
inverse, T uy∗(s), and its external behaviour are:
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T uy∗(s) = s2/(s + b); (d/dt + b)u(t) = (d2/dt2)y∗(t). (65)
Let us compute (54) for this example: Ker C + (S∗ ∩ A−1S∗) = {be1 − e2} + ({e1} ∩
A−1{e1}) = {be1 − e2} /= X. Because of the zero (s + γ0), (54) is not satisfied. Let us express
the external behaviour of (64) as follows:
(d2/dt2)y(t) = w(t); w(t) = (d/dt + b)u(t) (66)
If we consider the following system (cf. (65)):
w∗(t) = (d2/dt2)y∗(t); (d/dt + b)u(t) = w∗(t). (67)
We get: w(t) ≡ w∗(t) and (d2/dt2)(y(t) − y∗(t)) = 0. And thus: y(t) = y∗(t) + k1 + k0t . (63)
is not TD right invertible due to the presence of the two finite poles (and thus of the initial
conditions). The zero does not create difficulties.
Let us finally point out that:
(1) If we exponentially stabilize the system first, we can control the system in such a way that
the difference y(t) − y∗(t) decays exponentially. Indeed, with the Proportional feedback
u(t) = [−(a1 + a2) −a1a2] x(t) + v(t), with a1 > 0, a2 > 0 and a1 /= a2, we get the
external behaviours: (d/dt + a1)(d/dt + a2)y(t) = w(t),w(t) = (d/dt + b)v(t),w∗(t) =
(d/dt + a1)(d/dt + a2)y∗(t), and (d/dt + b)v(t) = w∗(t). Thus: w(t) ≡ w∗(t) and
(d/dt + a1)(d/dt + a2)(y(t) − y∗(t)) = 0, namely: y(t) = y∗(t) + k1e−a1t + k2e−a2t .
(2) If we first move the finite poles to infinity with a Proportional and Derivative feedback we
can obtain a TD right inverse. Indeed with the Proportional and Derivative feedback: u(t) =[
1 0
]
x˙ + [0 −1] x(t) + v(t), we get the external behaviours: y(t) = (d/dt + b)v(t)
and (d/dt + b)v(t) = y∗(t), namely: y(t) ≡ y∗(t).
5. Conclusion
We have proposed necessary and sufficient conditions for TD left or TD right inversion, i.e.
when working in the Time Domain, and thus when faced to possibly unknown initial conditions.
These properties are important for observation (left case) or reference tracking (right case) at any
desired time. Direct applications can thus be found for exact Failure Detection and Identification
problems [13], as well as exact Decoupling problems (see for example [35]).
We have pointed out the structural conditions which express left or right TFM or TD invert-
ibilities. TFM (left or right) invertibility just relies on full (column or row) rank. TD (left or right)
invertibility requires TFM (left or right) invertibility and the fact that some internal dynamics
(finite zeros or finite poles) must be unobservable.
Simple examples are given throughout the paper that illustrate those particularities, as well as
our proposed procedures for left or right inversion (e.g. for the cascade connection).
Appendix A. Proof of Lemma 2
Let us prove the left inverse case (the right one is done in a very similar way).
A.1. Necessity
If the generalized system (5) is left invertible there then exists a linear transformation : Y→
X and a linear map C : X → U, such that: C
(
C
([
xT0 u
T]T)) = u ∀x0 ∈ X.
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Suppose that there exists u0 /= 0 (∈ U), such that 0 = C
([
xT0 u
T
0
]T)
, then C ×(
C
([
xT0 u
T
0
]T)) = 0 /= u0, which is a contradiction.
A.2. Sufficiency
Let 0 = C
([
xT0 u
T]T) imply u = 0; namely, 0 = C(h(x0) +f (u)) implies u = 0.
Sincef (·) is a linear transformation, it is also implied 0 = Ch(x0); that is to say Ker C(·) =
Nh × {0}, whereNh = {x ∈ X : h(x) ∈ Ker C}.
Let us now decomposeY as:Y = YC ⊕ Im C(·) and let us define the three projections: :
X× U → X/Nh × U canonical projection, P : Y→ Im C(·) natural projection along YC ,
and Q : X/Nh × U → U natural projection alongX/Nh. There then exists an unique induced
linear transformation, ̂(·) : (X× U)/Ker C(·) → Im C(·), such that PC(·) = ̂((·)).
Let us note that ̂(·) is an isomorphism. Indeed, Im ̂(·)= ̂((X×U)/Ker C(·))= ̂((X×
U)) = PC(X× U) = P Im C(·) = Im C(·); and Ker ̂(·) = ̂−1({0}) = (̂((·)))−1
{0} = (PC(·))−1{0} =(C(·))−1P−1{0} =(C(·))−1YC =Ker C(·)= {0}. There
then exists the inverse linear transformation ̂−1(·) : Im C(·) → (X× U)/Ker C(·); and
thus: Q̂−1
(
C
([
xT0 u
T]T)) = u for all x0 ∈ X.
Appendix B. Proof of Lemma 3
We only need to show that the generalized system (9) is solvable. Let us do it for the left inverse
case:
(1) Since (5) is solvable, there then exists the linear transformation (6).
(2) Since (5) is left invertible, there then exists a linear transformation a(·) : Y→ U s.t.
a(y) = u, ∀y ∈ Im C(·).
(3) Thenf (·) =
[
f (
a(·))
a(·)
]
, satisfies
[

f
(y)
y
]
∈ Ker [(Ed/dt − A) −B], for all y ∈ Im C(·).
Indeed:[
(Ed/dt − A) −B
] [f (y)
y
]
=
[ −Cf (a(y)) + y
(Ed/dt − A)f (a(y)) − Ba(y)
]
=
[ −Cf (u) + y
(Ed/dt − A)f (u) − Bu
]
= 0.
Appendix C. Proof of Theorem 7
Let us consider the Laplace transform of system (13) with zero initial conditions15 and with 
a monic map:
15 In fact only the strictly proper part could have initial conditions, due to the integrators. In some papers, (e.g. [12]),
non-consistent initial conditions can also be at the origin of impulsive responses, coming from the polynomial part of the
system. In that case, s must be handled as a “generalized derivative” [11] and not as the usual time derivative, which is
the context of the present paper; anyway, when working with Transfer Function Matrices, the initial conditions are set to
zero, which allows to skip such a “philosophical” discussion.
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sNxpol(s) = xpol(s) − u(s); z(s) = x(s); Ker = {0} (C.1)
and let us define the subspace: XN(s) = {xpol(s) ∈ Rn(s)|z(s) = 0}. Let us note that Ker = {0}
implies that: Ker Tpol(s) = {0} if and only ifXN(s) = {0}; so we only need to characterizeXN(s).
(1) Let us first prove that XN(s) ⊃ R∗[N,,]: Indeed, by definition of R∗[N,,] there exists
a control law u(s) = sFxpol(s) + u¯(s), where F is an extension of a feedback friend of
R∗[N,,], such that: s(N + F)xpol(s) = xpol(s) − u¯(s), 0 = xpol(s), and xpol(s) ∈
R∗[N,,].
(2) Let us next prove that XN(s) ⊂V∗[N,,]: Let xpol(s) ∈ XN(s), then: Nxpol
(s) = 1
s
xpol(s) − 1su(s) and xpol(s) ∈ Ker, which implies: xpol(s) ∈ Ker ∩ N−1
(Ker+ Im) =V2[N,,]. Then xpol(s) ∈ Ker ∩ N−1(V2[N,,] + Im) =V3[N,,],
then · · ·, then xpol(s) ∈ Ker ∩ N−1(Vnpol[N,,] + Im) =V∗[N,,].
(3) Let us finally prove that XN(s) ⊂ R∗[N,,]: Let xpol(s) ∈ XN(s), then: xpol(s) = u(s) +
sNxpol(s) ∈ Ker, which implies: xpol(s) = u(s) + sN(u(s) + sNxpol(s)) = X1(s) +
s2N2xpol(s) ∈ Ker; where X1(s) = u(s) + sNu(s) ∈ Im+ N(Im ∩ Ker) =
S2[,N,]. Then: xpol(s) = (u(s) + sNu(s)) + s2N2(u(s) + sNxpol(s)) = (u(s) +
sNX1(s)) + s3N3xpol(s) ∈ Ker.
Let us now suppose that for i ∈ {1, . . . , μ}: xpol(s) = (u(s) + sNXi(s)) + si+2Ni+2xpol
(s) = Xi+1(s) + si+2Ni+2xpol(s) ∈ Ker, where Xi+1(s) = u(s) + sNXi(s) ∈ Im+
N(Si+1[,N,] ∩ Ker) =Si+2[,N,]. Then: xpol(s) = (u(s) + sN(u(s) + sN(· · ·
(u(s) + sN (u(s) + sN(u(s) + sNu(s)))) · · ·))) + sμ+3Nμ+3xpol(s) = Xμ+2(s) +
sμ+3Nμ+3xpol(s) ∈ Ker, where Xμ+2(s) = u(s) + sNXμ+1(s) ∈ Im+
N(S
μ+2
[,Npol ,B] ∩ Ker) =S
μ+3
[,N,].
And thus (recall that N is a nilpotent matrix): xpol(s) = Xn−1(s) + snNnx(s) = Xn−1(s),
where Xn−1(s) = u(s) + sNXn−2(s) ∈ Im+ sN(Wn−1[,N,] ∩ Ker) =S∗[,N,].
Therefore: xpol(s) ∈V∗[N,,] ∩S∗[,N,] = R∗[N,,].
Appendix D. Proof of Lemma 11
For the sake of shortness, we do not write “(t)” in the considered time functions. Doing y = 0 in
(12), we get x˙sp = Axsp + Bz and 0 = Cxsp. Let us prove in three steps that xsp, x˙sp ∈V∗[A,B,C]:
(1) Let us first prove that xsp, x˙sp ∈V2[A,B,C] and x¨sp ∈V1[A,B,C]: Since Cxsp = 0, we get
Cx˙sp = 0 and Cx¨sp = 0, which imply xsp, x˙sp, x¨sp ∈ Ker C =V1[A,B,C]. Then x˙sp =
Axsp + Bz ∈V1[A,B,C] implies that xsp ∈V1[A,B,C] ∩ A−1(V1[A,B,C] + Im B) =
V2[A,B,C]. And x¨sp = Ax˙sp + Bz˙ ∈V1[A,B,C] implies that x˙sp ∈V1[A,B,C] ∩ A−1
(V1[A,B,C] + Im B) =V2[A,B,C].
(2) Let us next prove that if xsp ∈Vμ[A,B,C] and x(i)sp ∈Vμ+1−i[A,B,C] for i ∈ {1, . . . , μ} then
xsp ∈Vμ+1[A,B,C] and x(i)sp ∈Vμ+2−i[A,B,C] for i ∈ {1, . . . , μ}: Indeed, if x˙sp = Axsp + Bz ∈
V
μ
[A,B,C] then xsp ∈Vμ[A,B,C] ∩ A−1(Vμ[A,B,C] + Im B) =Vμ+1[A,B,C]. Since Cxsp = 0
implies Cx(μ+1)sp = 0, we get Cx(μ+1)sp = C(Ax(μ)sp + Bz(μ)) = 0, which implies: Ax(μ)sp +
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Bz(μ) ∈ Ker C and then x(μ)sp ∈V1[A,B,C] ∩ A−1(V1[A,B,C] + Im B) =V2[A,B,C]. On the
other hand, let us suppose that: x(j)sp , x(j+1)sp ∈Vμ+1−j[A,B,C] for j ∈ {μ − 1, . . . , 1}, then
x
(j+1)
sp =Ax(j)sp +Bz(j) ∈Vμ+1−j[A,B,C], and thus x(j)sp ∈Vk+1−j[A,B,C] ∩ A−1(Vμ+1−j[A,B,C]+Im B)=
V
μ+2−j
[A,B,C].
(3) From the first two items, we get xsp, x˙sp ∈V∗[A,B,C].
Since xsp, x˙sp ∈V∗[A,B,C], we get Bz = x˙sp − Axsp ∈ Im B ∩ (V∗[A,B,C] + AV∗[A,B,C]) ={0}. Then z ∈ KerB = {0}.
Appendix E. Proof of Lemma 12
To prove the Lemma, we first need to show that:
V∗[X;E,A] =
{ [
xT1 x
T
2
]T ∈ X∣∣∣x1 ∈V∗[A,B,C],
x2 ∈ B−1(V∗[A,B,C] + AV∗[A,B,C]) and ∗Bx2 = −∗Ax1
}
(E.1)
∗ : X→ X/V∗[A,B,C] is the canonical projection. Indeed for the first step of the algorithm
of V∗[X;E,A], we get: V
1
[X;E,A] = A−1 EV0[X;E,A] =
[
C 0
A B
]−1[ 0
V0[A,B,C]
]
. This implies
that there exist vectors
[
xT1 x
T
2
]T
, such that: Cx1 = 0 and Ax1 + Bx2 ∈V0[A,B,C]. Then x1 ∈
Ker C ∩ A−1(V0[A,B,C] + Im B) =V1[A,B,C] and x2 ∈ B−1(V0[A,B,C] + AV1[A,B,C]). Satisfy-
ing0Bx2 = −0Ax1, where0 : X→ X/V0[A,B,C] is the canonical projection (this first pro-
jection is trivial sinceV0[A,B,C] = X); namely:V1[X;E,A] =
{(
xT1 x
T
2
)T ∈ X∣∣∣x1 ∈V1[A,B,C],
x2 ∈ B−1(V0[A,B,C] + AV1[A,B,C])&0Bx2 = −0Ax1
}
andEV1[X;E,A] = {0} ⊕V1[A,B,C].
For the μth step of the algorithm ofV∗[X;E,A], let us assume that (with k ∈ {1, . . . , μ}):⎧⎪⎪⎪⎨⎪⎪⎪⎩
Vk[X;E,A] =
{ [
xT1 x
T
2
]T ∈ X∣∣∣x1 ∈Vk[A,B,C],
x2 ∈ B−1(Vk−1[A,B,C] + AVk[A,B,C])&k−1Bx2 = −k−1Ax1
}
,
EV
k
[X;E,A] = {0} ⊕Vk[A,B,C]
(E.2)
where k−1 : X→ X/Vk−1[A,B,C] is the canonical projection. Then: Vμ+1[X;E,A] =
A−1 EV
μ
[X;E,A] =
[
C 0
A B
]−1[ 0
V
μ
[A,B,C]
]
. This implies that there exist vectors
[
xT1 x
T
2
]T
such
that: Cx1 = 0 and Ax1 + Bx2 ∈Vμ[A,B,C]. Then x1 ∈ Ker C ∩ A−1(Vμ[A,B,C] + Im B) =
V
μ+1
[A,B,C] and x2 ∈ B−1(Vμ[A,B,C] + AVμ+1[A,B,C]). Satisfying μBx2 = −μAx1, where μ :
X→ X/Vμ[A,B,C] is the canonical projection. And thus (E.2) is true ∀k > 0, which proves (E.1).
We are now in position to prove thatV∗[X;E,A] = {0} impliesB−1(V∗[A,B,C] + AV∗[A,B,C])=
{0}, which is equivalent to prove that B−1(V∗[A,B,C] + AV∗[A,B,C]) /= {0} implies that
V∗[X;E,A] /= {0}:
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Indeed if B−1(V∗[A,B,C] + AV∗[A,B,C]) /= {0} there then exists x2 ∈ B−1(V∗[A,B,C] +
AV∗[A,B,C]),x2 /= 0. ThenBx2 /= 0 andBx2 ∈ Im B ∩ (V∗[A,B,C] + AV∗[A,B,C]) ⊂ (V∗[A,B,C] +
AV∗[A,B,C]); this implies that there exist x1, xv ∈V∗[A,B,C], such that: x2 = xv − Ax1, and
thus, ∗Bx2 = −∗Ax1. There then exists a
[
xT1 x
T
2
]T
/= 0 such that x1 ∈V∗[A,B,C], x2 ∈
B−1(V∗[A,B,C] + AV∗[A,B,C]) and satisfying ∗Bx2 = −∗Ax, namelyV∗[X;E,A] /= {0}.
Appendix F. Proof of Lemma 15
(1) Let us first prove that Im B ∩ (V∗[A,B,C] + AV∗[A,B,C]) = (V∗[A,B,C] + AKer C) ∩ Im B:
Indeed, from (1):
V∗[A,B,C] + AV∗[A,B,C] =V∗[A,B,C] + AKer C ∩ (V∗[A,B,C] + Im B)
= (V∗[A,B,C] + AKer C) ∩ (V∗[A,B,C] + Im B)
and then: Im B ∩ (V∗[A,B,C] + AV∗[A,B,C]) = (V∗[A,B,C] + AKer C) ∩ Im B, which im-
plies the result.
(2) Let us next prove that if (V∗[A,B,C] + AKer C) ∩ Im B = {0} thenV∗[A,B,C] =N: Since
AV∗[A,B,C] = AKer C ∩ (V∗[A,B,C] + Im B), let x ∈ AKer C ∩ (V∗[A,B,C] + Im B). There
then exist c ∈ Ker C, v ∈V∗[A,B,C] and b ∈ Im B such that x = Ac = v + b, which implies
Ac − v = b ∈ (V∗[A,B,C] + AKer C) ∩ Im B = {0}. That is to say Ac − v = 0. Namely
x = Ac = v ∈ (V∗[A,B,C] ∩ AKer C). And thus (V∗[A,B,C] ∩ AKer C) ⊂ AKer C ∩
(V∗[A,B,C] + Im B) ⊂ (V∗[A,B,C] ∩ AKer C). Therefore AKer C ∩ (V∗[A,B,C] + Im B) =
V∗[A,B,C] ∩ AKer C. And since AV∗[A,B,C] = AKer C ∩ (V∗[A,B,C] + Im B) we get
AV∗[A,B,C] =V∗[A,B,C] ∩ AKer C, which implies: AV∗[A,B,C] ⊂V∗[A,B,C]. Now sinceN
is the largest A-invariant subspace contained in Ker C and N ⊂V∗[A,B,C], we get the
result.
(3) Let us next prove that if Ker B = {0} and (V∗[A,B,C] + AKer C) ∩ Im B = {0} then
B−1(N+ AKer C) = {0}: Indeed (recall thatV∗[A,B,C] =N):
(V∗[A,B,C] + AKer C) ∩ Im B = {0} ⇔ BB−1(V∗[A,B,C] + AKer C) = {0}, then
B−1BB−1(V∗[A,B,C] + AKer C)
= B−1{0} ⇔ B−1(V∗[A,B,C] + AKer C) + Ker B = Ker B, then
B−1(V∗[A,B,C] + AKer C) = {0} ⇔ B−1(N+ AKer C) = {0}.
Therefore, the result is satisfied.
(4) Let us next prove that ifV∗[A,B,C] =N and B−1(N+ AKer C) = {0} then (V∗[A,B,C] +
AV∗[A,B,C]) ∩ Im B = {0}: From items 1) and 2) we have:
(V∗[A,B,C] + AV∗[A,B,C]) ∩ Im B = (V∗[A,B,C] + AKer C) ∩ Im B
= (N+ AKer C) ∩ Im B
= BB−1(N+ AKer C) = B{0} = {0}.
(5) Let us finally note that if B−1(N+ AKer C) = {0} then Ker B = {0}.
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Appendix G. Proof of Lemma 16
Let us first note that (recall (1) and (22)):
(1) V0[Aob,Bob,Cob] = X/N = X = V0[A,B,C].
(2) Ker C = −1Ker Cob, then Ker C = −1Ker Cob = (Im) ∩ Ker Cob = (X/N) ∩
Ker Cob = Ker Cob.
(3) Im Bob = BobZ = BZ = Im B.
Let us now prove thatV∗[Aob,Bob,Cob] =V∗[A,B,C]: For this let us suppose thatV
μ
[Aob,Bob,Cob] =
Vμ[A,B,C], then:
V
μ+1
[Aob,Bob,Cob] = Ker Cob ∩ A−1ob
(
V
μ
[Aob,Bob,Cob] + Im Bob
)
= Ker C ∩ A−1ob
(
Vμ[A,B,C] +Im B
)
= Ker C ∩ (X/N) ∩ A−1ob 
(
V
μ
[A,B,C] + Im B
)
= Ker C ∩ Im ∩ A−1ob 
(
V
μ
[A,B,C] + Im B
)
= Ker C ∩−1A−1ob 
(
V
μ
[A,B,C] + Im B
)
= Ker C ∩(Aob)−1
(
V
μ
[A,B,C] + Im B
)
= Ker C ∩ (A)−1(Vμ[A,B,C] + Im B)
= Ker C ∩A−1−1(Vμ[A,B,C] + Im B)
= Ker C ∩A−1(Vμ[A,B,C] + Im B + Ker)
= Ker C ∩A−1(Vμ[A,B,C] + Im B +N)
= Ker C ∩A−1(Vμ[A,B,C] + Im B)
= (Ker C +N) ∩A−1(Vμ[A,B,C] + Im B)
= (−1Ker C) ∩A−1(Vμ[A,B,C] + Im B)
= (−1Ker C ∩ A−1(Vμ[A,B,C] + Im B))
= (Ker C ∩ A−1(Vμ[A,B,C] + Im B))
= Vμ+1[A,B,C].
ThereforeV∗[Aob,Bob,Cob] = V∗[A,B,C].
Let us now prove that B−1(N+ AKer C) = B−1ob AobKer Cob : B−1(N+ AKer C) =
B−1(Ker+ AKer C) = B−1(−1AKer C) = B−1−1AKer C = (B)−1 (A)Ker C =
B−1ob AobKer C = B−1ob AobKer Cob.
Appendix H. Proof of Lemma 17
Let us first prove the necessity: Since V∗[A,B,C] =N and B−1(N+ AKer C) = {0}, then
from Lemma (16),V∗[Aob,Bob,Cob] = V∗[A,B,C] = N = {0}. ThereforeV∗[Aob,Bob,Cob] = {0}.
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Now Ker Bob = KerB = B−1Ker = B−1N ⊂B−1(N+ AKer C) = {0}. Therefore Ker
Bob = {0}.
Let us now prove the sufficiency: V∗[Aob,Bob,Cob] = {0} implies −1V∗[A,B,C] = −1{0},
which is equivalent to V∗[A,B,C] + Ker = Ker, namely V∗[A,B,C] +N =N. Since N ⊂
V∗[A,B,C], thenV∗[A,B,C] =N.
On the other hand,V∗[Aob,Bob,Cob] = KerCob ∩ A−1ob (V∗[Aob,Bob,Cob] + Im Bob) implies {0} =
Ker Cob ∩ A−1ob Im Bob, and thus Aob{0} = AobKer Cob ∩ Im Bob. Then
{0} = BobB−1ob AobKer Cob ⇒ B−1ob {0} = B−1ob BobB−1ob AobKer Cob
if and only if
Ker Bob = B−1ob AobKer Cob + Ker ⇒ {0} = B−1ob AobKer Cob = B−1(N+ AKer C).
Therefore B−1(N+ AKer C) = {0}.
Appendix I. Proof of Lemma 20
(1) Let us first prove the external equivalence: The following system is obviously externally
equivalent to (12):[
I 0
0 N
] [
x˙(t)
˙¯x(t)
]
=
[
A 0
0 I
] [
x(t)
x¯(t)
]
+
[
B
−B
]
u(t); z(t) = [C 0] x˜(t) (I.1)
Premultiplying (I.1) by
[
I I
0 I
]
and defining
[
xsp(t)
xz(t)
]
=
[
I N
0 I
][
x(t)
x¯(t)
]
, we get (32)–(31).
(2) Let us next prove the TD left invertibility of (32): For this, let us point out that the supremal
(A, Υsp)-invariant subspace contained in Ker C is invariant under the changing bases ma-
trices T and S, and under the output injection matrix K , namelyV∗[A,Υsp,C] =V∗[ÂK ,Υ̂ ,Ĉ].
We then get when computing algorithm (1) for the matrices (28) and (29):V∗[ÂK ,Υ̂ ,Ĉ] = {0},
which implies the TD left invertibility of poles(A, Υsp, C).
(3) Let us finally prove the TFM left invertibility of (31): For this, let us define the transfer
function matrices associated with systems (12), (28) and (31):
T
y
z (s) = C(sI − A)−1B; T̂ y¯z (s) = Ĉ(sI − ÂK)−1B̂;
Svz (s) = −Υ̂ T(sÂTK − I)−1B̂ = −Υ T(sNc − I)−1B.
Since rank T yz (s) = rank T̂ y¯z (s), the TFM left invertibility of Svz (s) is then proved showing
that T̂ y¯z (s) and Svz (s) are related by an invertible matrix.
Let us sketch the proof on a generic example, with: η = 3, κ1 = 3, κ2 = 2 and κ3 = 1. For
this particular case, the Markov’s parameters are
ĈB̂ =
⎡⎣b11,1 b11,2 b11,3b21,1 b21,2 b21,3
b31,1 b
3
1,2 b
3
1,3
⎤⎦ ; ĈÂKB̂ =
⎡⎣b12,1 b12,2 b12,3b22,1 b22,2 b22,3
0 0 0
⎤⎦ ;
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Ĉ(ÂK)
2B̂ =
⎡⎣b13,1 b13,2 b13,30 0 0
0 0 0
⎤⎦ ; Ĉ(ÂK)3B̂ = 0,
Υ̂ TB̂ =
⎡⎣b13,1 b13,2 b13,3b22,1 b22,2 b22,3
b31,1 b
3
1,2 b
3
1,3
⎤⎦ ; Υ̂ TÂTKB̂ =
⎡⎣b12,1 b12,2 b12,3b21,1 b21,2 b21,3
0 0 0
⎤⎦ ;
Υ̂ T(ÂTK)
2B̂ =
⎡⎣b11,1 b11,2 b11,30 0 0
0 0 0
⎤⎦ ; Υ̂ T(ÂTK)3B̂ = 0.
Which implies:Svz (s) = 1s
[
s2 0 0
0 s 0
0 0 1
]
T̂
y¯
z (s). Then: rank Svz (s) = rank T̂ y¯z (s) = rank T yz (s).
That is to say, the TFM left invertibility of T yz (s) implies the TFM left invertibility of Svz (s).
The general case can easily be treated in the same way.
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