Abstract. In this paper we study Hardy spaces 
Introduction
In this paper we study Hardy spaces H p,q (R d ), 0 < p, q < ∞, modeled over amalgam spaces (L p , q )(R d ). These spaces have been investigated recently by Ablé and Feuto ([1] , [2] and [3] ; see also [34] ).
Amalgam spaces were first defined by Wiener in 1926 . He considered the particular spaces (L 1 , 2 )(R) and (L 2 , ∞ )(R) in [29] ; (L 1 , ∞ )(R) and (L ∞ , 1 )(R d ) in [30] . For every 0 < p, q < ∞ the amalgam space (L p , q )(R) consists of all those f ∈ L When p or q is infinity, the usual adjustments should be done. As it can be observed in the definition of · p,q it contains information about the local-L p and the global-q properties of the functions, in contrast with the standard Lebesgue L p -spaces. Notice also that L p (R) = (L p , p )(R), 0 < p < ∞.
The first systematic study of the space (L p , q )(R) was undertaken in 1975 by Holland ([14] ). Feichtinger ([8] ) generalized the definition of amalgams to Banach spaces. Amalgams have appeared in various areas of analysis: Tauberian theorems, almost periodic functions, Fourier multipliers, domain and range of Fourier transform, algebras and modules . . . A complete survey on amalgam spaces was written by Fournier and Stewart ( [10] ).
For every d ∈ N, d ≥ 2, and 0 < p, q < ∞ we say that a function f ∈ L Here 1 E represents, as usual, the characteristic function over the set E. We can also write a "discrete" equivalent expression for · p,q ([1, eq. (2.1)]).
Following the ideas of Stein and Weiss ( [25] ) and Fefferman and Stein ([7] ) several generalizations of Hardy spaces H p (R d ) have been considered. One possible way of defining new Hardy spaces is to replace the Lebesgue space L p (R d ) by other function space X(R d ) on R d . When this is made we say that a Hardy space modeled over X(R d ) have been defined. In the last years, Hardy spaces modeled over several spaces (Orlicz, Lorentz, Musielak-Orlicz, Lebesgue spaces with variable exponents, . . . ) have been considered (see, for instance, [4] , [6] , [18] , [20] , [23] and [32] ).
Hardy spaces modeled on amalgams were defined by Ablé and Feuto ( [1] ) as follows. Let 0 < p, q < ∞. Assume that ϕ ∈ S(R d ) with R d ϕ(x) dx = 0. A tempered distribution f on R d is said to be in the Hardy space H p,q (R d ) when the maximal function M ϕ (f ) of f defined by M ϕ (f )(x) := sup
Here, ϕ t (x) := t −n ϕ(x/t). We consider, for every f ∈ H p,q (R d ),
H p,q (R d ) is a quasi-Banach space when it is endowed with the quasi-norm . H p,q (R d ) . In particular, H p,q (R d ) = (L p , q )(R d ), provided that 1 < p, q < ∞ ([1, Theorem 3.
2.1]).
In [1, Theorem 3.7 ] H p,q (R d ) is characterized by using nontangential and grand maximal functions and it is proved that H p,q (R d ) is actually independent of the choice of the function ϕ use to define the maximal function.
The distributions in H p,q (R d ) are bounded, that is, f * ϕ ∈ L ∞ (R d ), for every ϕ ∈ S(R d ) ( [1, (3.12) and (3.13)]). This property allows us to define, for every f ∈ H p,q (R d ), the convolution f * P t of f with the Poisson kernel
according to [24, p. 89-90] . If f ∈ S(R d ) is bounded, the function u(x, t) := (f * P t )(x), x ∈ R d , t > 0, is harmonic and f ∈ H p,q (R d ) if, and only if, the maximal function
Atomic characterizations of the distributions in H p,q (R d ) were established in [1, Theorems 4.3, 4.4 and 4.6]. Dual spaces of H p,q (R d ) and the boundedness of certain pseudodifferential operators, Calderón-Zygmund operators and Riesz potentials in these Hardy spaces were studied in [2] and [3] .
Recently, Sawano, Ho, D. Yang and S. Yang ([23] ) have developed a real variable theory of Hardy spaces modeled over a general class of function spaces called ball quasi-Banach functions spaces. A quasi-Banach space X of measurable functions on R d is a ball quasiBanach function space on R d when the following properties hold:
is an increasing sequence in X, f ∈ X and lim m→∞ f m (x) = f (x), a.e.
iv) For every x ∈ R d and r > 0, 1 B(x,r) ∈ X.
According to [34, Lemma 2.28] amalgam spaces (L p , q )(R d ), 0 < p, q < ∞ are quasiBanach function spaces on R d . Then, Hardy spaces modeled over amalgams studied in [1] can be seen as special cases of the ones considered in [23] . In [34] In this paper we complete the theory of Hardy spaces over amalgams. We establish for H p,q (R d ) some new results that are not contained in previous investigations [23] and [34] . Section 2) . This fact allows us to define Riesz transformations R j , j = 1, . . . , d, on H p,q (R d ) following the ideas developed in [24, p. 123] for the classical Hardy space. If 0 < p, q < ∞, we say that a distribution f ∈ S(R d ) is (p, q)-restricted at infinity when there exists µ 0 ≥ 1 such that f * φ ∈ (L µp , µq )(R d ) for every φ ∈ S(R d ) and µ ≥ µ 0 . In the next result we characterize the distributions in H p,q (R d ) by using Riesz transforms.
, and only if, f is (p, q)-restricted at infinity and
In order to prove Theorem 1.1 we follow the strategy developed in [24, p. 123-124] . These arguments have been also used to characterize Hardy spaces modeled over other spaces (see, for instance, [5] , [31] and [33] ). We need to make some modifications in order to adapt the method in [24, p. 123-124 ] to our amalgam setting.
In [24, p. 120 ] the Hardy space H p (R d ) is characterized in terms of systems of conjugate harmonic functions. We say that a vector
∂u j ∂x j = 0.
Here and in the sequel we identify x d+1 = t.
In order to prove Theorem 1.1 we previously need to establish the following characterization of H p,q (R d ).
iii) There exists a harmonic vector
and u * p,q are equivalent; and
Kochneff and Sagher ( [17] ) considered temperature Cauchy-Riemann equations in R 2 + . Following the idea of conjugacy in [17] (see also [11] ) Guzmán-Partida and Pérez-Esteva ( [12] ) defined temperature Cauchy-Riemann equations in R d+1
Here, ∂ 1/2 t is the Weyl's fractional derivative operator of order 1/2 with respect to t. If g is a smooth enough function on (0, ∞), ∂ 1/2 t g is defined by
In this paper we study solutions of the generalized temperature Cauchy-Riemann equations in amalgam spaces.
If 0 < p, q < ∞ we say that the vector
By using Riesz transforms we prove that the spaces H p,q (R d ) and H p,q (R d+1 + ) are topologically isomorphic.
We define the heat kernel We also obtain characterizations of our Hardy spaces H p,q (R d ) by using Fourier multipliers. We are motivated by the results in [28, §16] (see also [5] and [27] ).
Thus, m θ is a bounded operator from L 2 (R d ) into itself. Here, as usual,ĝ andǧ denotes the Fourier and inverse Fourier transform of g, respectively. It is clear that, for every j = 1, . . . , d, the j-th Riesz transform R j coincides with m α j when α j (z) :
The Hardy space H Throughout this paper by C we always denote a positive constant that might change from one line to another.
Proof of Theorems 1.1 and 1.2.
In this section we present a proof of Theorems 1.1 and 1.2. We adapt the classical proofs
We also use some of the ideas introduced in [33] where variable exponent Lebesgue spaces are considered.
Then, according to [1, pp. 14 and 16] we have that f is a bounded distribution and
+ . Indeed, by using Hölder inequality ([13, Proposition 11.
and, if 0 < p ≤ q,
Hence,
is continuous and bounded in R d . We consider the function
Then, u ε is continuous and bounded in
By [1, p. 16] it follows that f ε ∈ H p,q (R d ) and
where the constant C does not depend on ε.
is endowed with the weak- * topology or with the strong topology. Then, Banach-Alaoglu's Theorem (see, for example, [22, pp. 68-70] ) implies that there exists f ∈ S(R d ) such that
for a certain decreasing sequence of positive numbers
The arguments in [24, p. 99] prove that there exists Φ ∈ S(R d ) such that
We have that
We get,
we also obtain that
We now establish some auxiliary results.
Furthermore, there exists a measurable function g ≥ 0 on R d such that
and
Proof. In order to prove this lemma we can proceed as in [24, p. 122] . For a > 0 we define
According to [25, Theorem VI.4.14] ,
. By using [21, Theorem 8] , our lemma will be established once we guarantee that for some r ∈ (1, min{p/η, q/η})
Let r ∈ (1, min{p/η, q/η}). By using Hölder inequality [13, Proposition 11.5.4] we get
, t > 0.
we get
It follows that
< ∞, and (1) holds.
and only if, there exists a harmonic vector
Furthermore, the quantities sup t>0 |F (·, t)| p,q and u * p,q are equivalent.
Proof. This proposition can be proved in a similar way to [33, Proposition 2.6]. The properties that we need will be specified in the sequel.
Assume that u is harmonic in
where
If φ, ϕ ∈ S(R d ), by using Fourier transformation it is not hard to see that 
there exists an increasing sequence
the arguments in [33, pp. 261-262 ] allow us to show that
Since (L p/η , q/η )(R d ) is a reflexive Banach space, there exists a decreasing sequence {t k } k∈N ⊂ (0, ∞) such that t k −→ 0, as k → ∞, and that
For every x ∈ R d and t > 0 we define
By proceeding as in (2) we can see that
By Lemma 2.2 it follows that
According to [19, Proposition 11.12 ] the centered Hardy-Littlewood maximal function M is bounded from (L p/η , q/η )(R d ) into itself. Then, by using duality as in [33, p. 261 ] we obtain
Theorem 1.2 follows after combining Propositions 2.1 and 2.3. Next, we concentrate on Theorem 1.1.
Proof of Theorem 1.1, i). Suppose firstly that f ∈ S(R d ) satisfies the following condition:
We now define the Riesz transforms R j (f ) of f for every j = 1, . . . , d. Let j = 1, . . . , d. We consider as above the kernel
We decompose K j as follows K j =: K j,1 + K j,2 , where K j,1 := K j 1 B(0,1) . The function
Note that the last integral is absolutely convergent for every Ψ ∈ S(R d ). Since the tempered distribution S j has compact support, f * S j is also a tempered distribution. We write R j,1 := f * S j .
Let m ∈ N. We denote by O c,m the function space consisting on all those 
The above comments prove that R j,2 f defines a tempered distribution.
We now define the Riesz transform R j f as the following tempered distribution
By taking into account the properties of the convolution of tempered distributions we can write
We also have that
Thus, we obtain
where the equality is understood in S(R d ) .
Assume now that g ∈ (L r , s )(R d ), for some 1 < r, s < ∞. According to Young inequality on amalgams ([13, Theorem 1.8.3]) and [1, (2.4)] we deduce that g * φ ∈ (L α , β )(R d ), for every φ ∈ S(R d ), α ≥ r and β ≥ s. Also by [1, (2.5)], g ∈ S(R d ) . As above, we define R j (g) := R j,1 (g) + R j,2 (g).
, for every β > 1 and α > 0, we can write
Also, we get
Here R j denotes the j-th Riesz transform. Then,
As it is well-known R j is a Calderón-Zygmund operator associated with the kernel K j . According to [16, Theorem 7 
We conclude that R j g = −R j (g), in the sense of equality in S(R d ) .
By using (4) we deduce that (R j f ) * Ψ ∈ (L µp , µq )(R d ), when µ > µ 0 and Ψ ∈ S(R d ).
Suppose now that f also satisfies the following property:
Note that the above argument shows that, for every j = 1, . . . , d, and
By using Hölder inequality and [1, (2.
2)] we deduce that
From (3) and (5) it follows that f ε ∈ L ∞ (R d ).
We define F ε := (u ε 1 , . . . , u ε d+1 ), where for every x ∈ R d and t > 0, u ε j (x, t) := (f ε * Q j t )(x), j = 1, . . . , d, and u ε d+1 (x, t) := (f ε * P t )(x). Here Q j t denotes the j-th conjugate Poisson kernel defined by 
Here, C does not depend on ε.
According to [24, p. 90-91] , since f is a bounded distribution, we can write
. By using vectorial Minkowski inequality and [1, Proposition 2.1, (1d)] we get
≤ C f * Ψ t µp,µq h t 1 + f * Φ t µp,µq < ∞, t > 0 and µ ≥ µ 0 .
Also, (f * P t )(x), x ∈ R d and t > 0, is a bounded and harmonic function on R d+1 + ([24, p. 90]). We can write
These equalities can be justified by using distributional Fourier transformation. It follows that, for every x ∈ R d and t > 0,
Let 1 < r, s < ∞. By proceeding as in the proof of (1) and using [1, Proposition 2.1, (1d)] we get, for every j = 1, . . . , d, x ∈ R d and t > 0,
and by taking into account [16, Theorem 7] ,
Here C might depend on t but it is x-independent. It is well-know that
By (4) we can write, for every j = 1, . . . , d,
for every x ∈ R d , t > 0 and j = 1, . . . d.
We define F := (u 1 , . . . , u d+1 ), where, for every x ∈ R d and t > 0,
By using Fatou's lemma we get
We now prove the converse result. Suppose that
By combining the above estimates and [1, (3.13)] we obtain, for every α ≥ 1,
where C = C(Ψ, d, p, q).
As in the first part of this proof, we define, for every j = 1, . . . , d, the Riesz transform R j f of f by
We say that a Lebesgue measurable function a defined in R d is a ((L p , q )(R d ), ∞, m)-atom, where m ∈ N, when there exists a cube Q ⊂ R d such that
Here,
According to [34 
λ n a n , where the convergence is understood in S(R d ) or in H p,q (R d ). We define
Let j = 1, . . . , d. Since S j is a distribution with compact support, we have that
Also by (7) we get
On the other hand, according to [2, Corollary 4.19] , the classical Riesz transform R j defined by
Then, by [1, Proposition 3.8], we get
Since, as it was proved above,
By using [2, Corollary 4.19] it follows that
Thus, the proof is finished.
Proof of Theorem 1.1, ii). By taking into account the results established before the proof of Theorem 1.1, i), in order to prove Theorem 1.1, ii), we can proceed as in [24, pp. 123-124 ] (see also [33, pp. 265-269] ). Note that, as it was proved before, if
, when r and s are large enough, then, for every j = 1, . . . , d, R j f ∈ S(R d ) and it has the same property. Then, an inductive argument shows that R j 1 . . . R jm (f ) ∈ S(R d ) and it also satisfies the same property as f , for every j 1 , . . . , j m ∈ {1, . . . , d} and m ∈ N.
3. Proof of Theorem 1.3
Also, we get W t ∞,∞ < ∞, t > 0,
for every x ∈ R n and t > 0.
By using Hölder's inequality ([13, Proposition 11.5.4]) and [9, Theorem 1, Theorem 11.7.1] ) by using Banach-Alaouglu Theorem and [9, Theorem 1, (ii)] we can prove that there exists f ∈ (L p , q )(R d ) such that u(x, t) = W t (f )(x), x ∈ R d and t > 0, and
As in [12, p. 611] we define, for every j = 1, . . . , d,
We can write
and for every j = 1, . . . , d, 
Riesz transforms connect the spaces
Proof of Proposition 3.2, i). Let (d−1)/d < p, q < ∞ and suppose that F := (u 1 , . . . , u d+1 ) ∈ H p,q (R d+1 + ). We write u := u d+1 . We have that u ∈ T p,q (R d+1 + ). For x = (x 1 , . . . , x d ) ∈ R d and t > 0, consider the rectangle
Assume first that q ≤ p. According to [12, 
.
Suppose now that p ≤ q. By proceeding as before we get
We obtain
. Let t 0 ∈ (0, ∞). We define, for every x ∈ R d and t ≥ 0,
According to (8) ,
Also,
By proceeding as in (6) we obtain that, for every α ≥ 1,
By (8),
Then, according to [9, Theorem 4 (i) ], for x ∈ R d and t > 0,
We take α 0 > max{1, 1/p, 1/q}. Since α 0 p > 1 and α 0 q > 1, by using Lemma 3.3 below we get R j (u 0 (·, 0) = u j,0 (·, 0), j = 1, . . . , d. Then, for every t > 0, there exists E ⊂ R d such that |E| = 0 and
for every j = 1 . . . , d. We obtain that, for every s > 0,
Proof of Proposition 3.2, ii). Suppose that u ∈ T p,q (R d+1 + ), where 1 < p, q < ∞. By [16, Theorem 7] , R j defines a bounded operator from (L p , p )(R d ) into itself, for every
We have that, for every j = 1, . . . , d,
We now establish the result that we have previously used in the proof of Proposition 3.2, i).
Then, according to [17, Lemma 2] we deduce that
On the order hand, we have that
because, since
it follows that
By using again [17, Lemma 2] we obtain
By proceeding as above we deduce that, for any x ∈ R d and t > 0,
t (g * W t )(x) = 0. By using Hölder inequality, [1, Proposition 2.1] and (9) we get
t W t , t > 0. By using (10) and proceeding in a similar way we get
) and ∂W t /∂t ∈ S(R d ), by applying the interchange formula we obtain
Here the Fourier transformation and the equalities are understood in S(R d ) .
According to [22, Theorem 6.25] , there exists n ∈ N and c k ∈ C, k = (k 1 , . . . , k d ) ∈ N d such that k ≤ n, = 1, 2, . . . , d, and
Then, g is a polynomial of degree at most n. Since g ∈ (L p , q )(R d ) we deduce g = 0.
An immediate consequence of Propositions 3.1 and 3.2 is the following.
Corollary 3.4. Let 1 < p, q < ∞. Then, the following assertions are equivalent.
, where C > 0 does not depend on F .
We now establish the boundary behavior of the elements of T p,q (R d+1 + ). Next result completes Proposition 3.1.
Proof. Assume that u ∈ T p,q (R d+1 + ). According to (8) , for every t > 0,
Also, by (8) and [9, Theorem 17] , there exists f ∈ S(R d ) such that u(·, t) = f * W t , t > 0.
It is well-known that f * W t −→ f as t → 0 + , in S(R d ) .
Proof of Theorem 1.3. Let f ∈ H p,q (R d ). By using Theorems 1.1 and 1.2 we get
where u(x, t) = P t (f )(x), x ∈ R d and t > 0. Also, by (4), R j (f ) * W t = R j (f * W t ), t > 0, j = 1, . . . , d.
We define, for x ∈ R d and t > 0, v(x, t) := (f * W t )(x) and v j (x, t) := R j (f * W t )(x), j = 1, . . . , d.
There exists µ 0 > 1 such that f * W t ∈ (L µ 0 p , µ 0 q )(R d By Proposition 3.5, there exists f ∈ S(R d ) such that v d+1 (x, t) = (f * W t )(x), x ∈ R d , t > 0, and v d+1 (·, t) −→ f, as t → 0 + , in S(R d ) .
As it was shown in the proof of Proposition 3.2, ii),
, µ > 1 and t > 0.
Let t 0 > 0. We define u 0 d+1 (x, t) := (P t * v d+1 (·, t 0 ))(x), x ∈ R d , t > 0. We can write, for x ∈ R d and t > 0,
and, for every j = 1, . . . , d, v j (x, t + t 0 ) = R j (v d+1 (·, t 0 ) * W t )(x) = (R j (v(·, t 0 )) * W t )(x), x ∈ R d , t > 0.
According to Theorems 1.1 and 1.2, we get
|G(·, t)| p,q .
Note that C does not depend on t 0 .
Also we have that By using monotone convergence theorem we conclude that Therefore, f ∈ H p,q (R d ).
The vector
F (x, t) = (R 1 (f ) * P t )(x), . . . (R d (f ) * P t )(x), (f * P t )(x) , x ∈ R d , t > 0, provide that p, q > r 0 .
By combining the above estimates we conclude that
On the other hand, if f ∈ L 2 (R d ) ∩ H p,q (R d ), then lim t→0 + P t (K (f ))(x) = K (f )(x), a.e. x ∈ R d , for every = 1, . . . , m, and by using Fatou Lemma it follows that
Hence, H p,q (R d ) = H 
