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ABSTRACT 
We generalize some results of Yasuhiko Ikebe concerning the inverse of an upper 
Hessenberg matrix. Specifically we prove a theorem to show that if A is a nonsingular 
block lower s-diagonal matrix (i.e. the blocks A, j of A satisfy Ai j = 0 if i > j + s) and 
the blocks Aj+5,j are nonsingular, then the inverse of A may be written as 
A-i = XY + 2. The procedure for the computation of X, Y, and 2 as developed in 
the proof of this theorem lays the basis for an efficient implementation of the method 
on a parallel computer. 
1. INTRODUCTION 
In [l] Yasubiko Ikebe gave a proof of the following theorem on the 
structure of the inverse of an upper Hessenberg matrix: 
THEOREM 1. Let A = [ ai j] ; be a nonsingular upper Hessenberg matrix 
ofordern, andZetai+,,i#O, i=1,2 ,..., n-l. LetAP1=[aij];. Thenthere 
exist two column vectors x =(x1, x2 ,..., x,)r and y = (yl, yz ,..., Y,)~ such 
that the lower triangular part of A- ’ equals the lower triangular part of xyT, 
i.e., aij = xiyj for i > j. 
A generalization of this theorem to the case in which the matrix elements 
are themselves square matrices having the same order was also described: 
THEOREM 2. Let A = [A, j] r be a nonsingular block upper Hessenberg 
matrix ( Ai j = 0 fm i > j + l), in which the Aij are square matrices, all of 
order m (say). Let the subdiagonal blocks Ai+ 1, i, i = 1,2,. . . , N - 1, be 
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nonsingular, andwriteA_‘=[Eij]r, whereEij isoforderm, i,j=l,...,N. 
Then there exists a set of m X m matrices X,, . . . , X,, Y,,. . . , Y, such that 
7 
‘ij = XiYj, i> j, 
a.e., the lower block triangular part of A-’ may be written as XY, where 
x=(x;,...,x;)‘, Y=(Y,,...,Y,). 
In this paper, we provide a generalization of Theorems 1 and 2 to more 
general matrices, called block lower (upper) s-diagonal matrices. Our method 
of proving this generalization is an elementary elimination procedure which 
removes the restriction that the Ai j must be square matrices of fixed order 
(Theorem 2). Moreover the whole structure of the inverse of the matrix under 
consideration, rather than merely a portion of it, will be provided. 
2. A GENERALIZATION OF THEOREM 2 
To facilitate the discussion on the generalization of Theorem 2, we shall 
use the following definition. 
DEFINITION 2.1. A matrix A is said to be a lower s-diagonal matrix if 
A= [aij],“, 
aij=O, i>j+s, l<s<n-1. (2.2) 
Similarly, A is an upper s-diagonal matrix if 
aij=O, j>i+s. (2.3) 
A is an s-diagonal matrix if 
aij=O, i > j + s1 or j > i + sa, si + s.2 + 1 = s. (2.4) 
For block-partitioned matrices, a block s-diagonal matrix may be similarly 
defined by considering the aij to be the submatrices of A. 
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LEMMA 1. Zf A is a nonsingular n X n matrix and B a nonsingulur 
m x m matrix, then 
(2.5) 
Proof. By straightforward calculation. 
We may now prove the following theorem: 
n 
THEOREM 3. Zf A = [Aii]y is a nonsingular block lower sdiagonal 
matrix of order n, and the blocks Aij for which i = j + s are nonsingular and 
of order mi, then the inverse of A may be written as 
A-‘=XY+Z, (2.6) 
where X has dimensions n x p, Y has dimensions p x n, p = n - ~~CS+lmi, 
and Z = [ Zi j];” is an N x N block matrix partitioned conform&y with A, 
which satisftes 
zij = 0 for j<i+s. (2.7) 
Proof. According to the assumptions of the theorem, A is partitioned as 
follows: 
P 
A= 
mS+l ( 
m5+2 ( 
mN { 
*,+I mS+2 m ,hr 
z-z- xi- 
A,, 42 ... A2t 
k,, k,, . ’ . k,, 
A s+l,l A s+1,2 .*. A s+l,t 
A s+2,2 A s+2,t 
. . 
0 Lt 
P 
A 1,t+1 ... A IN 
A 2,1+1 *.. A 2N 
A . . . s+1,t+1 A s+l,N 
A s+2,t+l A s+2.N 
N,t+l “’ ‘NN / 
(2.8) 
where t=N-s. 
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Let us introduce a more compact notation by writing 
Q P 
A= (2.9) 
in which the blocks .s’~ j have the obvious correspondence with the blocks of 
(2.8). 
Since &al is nonsingular, we may perform the following block elimination 
step: 
Z 0 (2.10) 
0 dz.1 
Now, by applying the Laplace expansion theorem to the first p rows of the 
right-hand side of (2.10), it may be shown that 
det( A) = - det( dzl)det( d,, - ~ll.%il~~~) 1 (2.11) 
and hence, since det( A) # 0, we have 
(2.12) 
Let 9 = .@‘,, - -C~,,JX&~.@‘~~. Then from Equation (2.10) and Lemma 1, 
- .%fy&&g- 1 = (2.13) 
W’ 
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Let 
i.e., 
Z= 
Y=(Z,, - 4l~i’)~ 
z= 0 &ii’ 
i 1 0 0’ 
. . . A s+l,t “1 *yl,l I : . 
. . 
42 
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(2.14) 
(2.15) 
(2.16) 
9 
(2.17) 
It is easy to verify that X is an n X p matrix, Y is a p X n matrix, and 2 
satisfies the condition (2.7), which completes the proof of Theorem 3. n 
Theorem 3 means that if the matrix A is a (block) lower s-diagonal matrix, 
then the (block) lower triangular part of A - ’ together with the upper s - 1 
diagonals of A _ ’ may be expressed as the product XY. Moreover, if s = 1, 
then A is an upper block Hessenberg matrix and consequently Theorem 3 
simplifies to Theorem 2. 
Note that if we consider an upper sdiagonal matrix A and apply 
Theorem 3 to AT, a similar result on the structure of the inverse for an upper 
s-diagonal matrix is obtained. Furthermore, if we apply the results on the 
lower and upper s-diagonal matrix to an s-diagonal matrix A, we obtain the 
following corollary. 
COROLLARY 1. Zj-A= [Ai.], 
x 
N is a nonsingular block sdiagonal matrix 
whose lower s,th and upper s,t diagonal blocks are squure and nonsingular, 
then there exist matrices 
Xl 
x= . II 
Wl 
x2 w, , Y= [Yl,Y, ,..., Y,], W= . , ad V= [VI,V,~...>VNI 
XN I.1 GN 
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such that the s&matrices Ei, of APi satisfy 
” = 
i 
XiYj for j<i+s,, 
-ij WiVj for i < j + s2. 
(2.18) 
Here X and W are n X p and n X q matrices respectively, partitioned 
conformally with the rows of A; Y and V are p X n and o X n matrices 
respectively, partitioned conformally with the columns of A. As before, n is 
the order of A, p is the sum of the orders of the lower si th subdiagonal 
blocks, 4 is the sum of the orders of upper s,th subdiagonal blocks, and 
s = si + sa + 1. 
If the number of lower and upper diagonals is the same and equal to d, 
similar results on the structure of A - ’ are also easy to obtain. Specifically, if 
d = 1, then A is a block tridiagonal matrix. If we further assume that A is 
symmetric, then (2.18) is equivalent to 
:: = 
i 
Xix;, i<j, 
‘ij 
XjXT, i> j, 
(2.19) 
which (since X = W, Y = V, and X = Y r) is exactly the result given in [2]. 
Corollary 1 therefore generalizes the results presented in [2]. Also, Equations 
(2.6) and (2.14) through (2.17) give the entire structure of the inverse A- ‘. In 
other words, except for the addition of a triangular matrix &a;’ to the upper 
right-hand comer, the entire inverse A - ’ may be expressed in the form XY. 
To conclude, we point out that the procedure developed in the proof of 
Theorem 3 possesses properties that make it suitable for implementing on a 
parallel computer. We consider the case when s is not large, for then the 
major computational aspect of the algorithm is in the computation of 
the inverse of the block upper triangular matrix &‘ai. When s is large the 
algorithm has little if any advantage over a standard elimination procedure. 
To simplify the notation, let us write 
‘A,, A,‘2 AL3 . . . A,” 
A 
da1 = 
22 A, ... A,, 
. * . 
\ i, 
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4, x,2 x,3 . . . Xl” 
1 
x 
.!zq = 
22 x2, ... X,” 
. . 
. . . 
\ 
kn, 
Then 
Xii = A,‘, 
Xii+l=XiiAii+lXi+li+l~ 
=- A,‘A ii+lA-l t+li+l, 
and in general 
‘ii+k = -Xii I? Aii+jXi+ji+kT 
j=l 
=- AL’ C Aii+iXi+ii+l. 
i=l ,***, n, (2.20) 
i = 1,2 ,...,n-1, (2.21a) 
i=1,2 ,..., n-l, (2.21b) 
i = 1,2 ,..., n - k, (2.22a) 
To compute the inverse in parallel, one approach is to compute the blocks 
Xii, i = 1,2 ,..., n, in parallel from (2.20); then to compute the Xi i+l, 
i=1,2 , . . . , n - 1, in parallel from (2.21a); and so on, so that at the (k + l)th 
step, the blocks Xii+k i = 1,2 ,..., n - k are computed in parallel from 
(2.22a). Naturally as k increases, the degree of parallelism invoked decreases. 
This is not a problem on a vector processor such as the Cray machine, but it is 
not desirable on a strictly multiprocessor system. However, in this latter case 
we note that, at the expense of performing the same computations several 
times on different processors, it is possible to compute all blocks of the form 
Xi j, j > i, simultaneously, once the diagonal blocks Xii are computed. The 
required form is obtained recursively from (2.22b) and (2.21b). This approach 
may be more desirable on a multiprocessor system. We note that this is one 
possible implementation of a parallel block-upper-triangular inversion proce- 
dure and that others may exist. 
The remaining operations involved in computing the inverse of a block 
upper Hessenberg matrix are matrix multiplication operations [see Equations 
(2.6), (2.14) and (2.15)] and as such have recently received widespread 
attention. 
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