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shows the daily averaged relativistic (1MeV) electron fluxes measured by 181 the MEA magnetic electron spectrometer [Vampola et al., 1992] 
196
The black curve in Fig. 1a is the estimated position of the plasmapause, i.e. of the outer boundary of the plasmasphere; the latter is a region of the inner magnetosphere that contains relatively cool (low-energy) and dense plasma, populated by the outflow of ionospheric plasma along the magnetic field lines. The plasmapause position L pp can be approximately estimated, according to Carpenter and Anderson [1992] , by where Kp(t) is the maximum of Kp over the 24 hr preceding t. As described in Section 3 197 below, distinct loss processes operate inside and outside of the plasmasphere, and so we 198 account for them separately in the physical model.
199
Even though relativistic electron fluxes in the outer belt are highly variable, flux en-
200
hancements occur over a broad range of L-values (3.5 ≤ L ≤ 6.5), suggesting that a 201 global acceleration mechanism operates over most of this belt [Baker et al., 1994] . ing the period under study there were two very strong storms, as seen in Fig. 1a for 203 235 ≤ t ≤ 240 DOY (August 26 storm), and 282 ≤ t ≤ 290 DOY (October 9 storm).
204
These two storms are associated with coronal-mass ejections (CMEs); typically they last a 27-day periodicity; see, for instance, the episode at 255 ≤ t ≤ 280 DOY, including the
210
September 11 storm [Meredith et al., 2002; Iles et al., 2006] ), and at t ≈ 300 DOY in Fig.   211 1a.
212
The response of the radiation belt fluxes to solar wind variability is still poorly under- Miyoshi et al., 2003; Shprits et al., 2005 Shprits et al., , 2006a . The time evolution of the relativisticelectron PSD at a fixed µ and J, f = f (L, t; µ, J), may be described by the following equation [Shultz and and Lanzerotti, 1974] :
Here the radial diffusion term describes the violation of the third adiabatic invariant 223 of motion Φ, and the net effect of sources and losses due to violations of the µ and J
224
invariants is modeled by a characteristic lifetime τ L .
225
The parameters D LL and τ L of Eq. (2) depend on the background plasma density, as well as on the spectral intensity and spatial distribution of VLF and ULF waves; all of these conditions are extremely difficult to specify accurately from limited point measurements.
In this study we adopt an empirical relationship for the radial diffusion coefficient and Albert, 2000] throughout the outer radiation belt:
This empirical, data-derived parameterization quantitatively agrees in the interior of the 226 radiation belts with the independent theoretical estimates of Perry et al. [2005] . The specification for τ L is more complicated, due to several competing wave-particle [ Thorne and Kennel, 1971; Summers and Thorne, 2003; ; Jordanova et al., 2001] .
236
In the present study we use two different lifetime parameterizations, inside and outside the plasmasphere; inside we assume a time-constant τ LI , while outside we take
The inner boundary for our simulation f (L = 1) = 0 is taken to represent loss to the 
State and Parameter Estimation

State Estimation and the Kalman Filter
The Kalman filter [Jazwinski, 1970; Gelb, 1974] combines measurements that are irreg- estimate of the system's trajectory in its phase space minimizes the mean-squared error.
259
We describe here briefly the Kalman filter algorithm in discrete time, following Ghil et al.
260
[1981] and Ide et al. [1997] .
261
For a system of evolution equations, including discretized versions of a partial differential equation like Eq. (2), the numerical algorithm for advancing the state vector x from time k∆t to time (k + 1)∆t is:
Here x advances the state vector x in discrete time intervals ∆t.
265
Superscripts "f" and "a" refer to a forecast and analysis, respectively, with x a k being the best estimate of the state vector at the time k, based on the model and the observations available so far. The evolution of x t , where superscript "t" refers to "true," is then assumed to differ from the model by a random error :
The "system" or "model" noise accounts for the net errors due to inaccurate model 266 physics, such as errors in forcing, boundary conditions, numerical discretization, and 267 subgrid-scale processes. Commonly, the column vector is assumed to be a Gaussian 268 white-noise sequence, with mean zero and model-error covariance matrix Q, E k = 0 and
where E is the expectation operator and δ kl is the Kronecker delta.
270
The observations y o k , where superscript "o" refers to "observed," of the "true" system are also perturbed by random noise o k :
The observation matrix H k accounts for the fact that usually the dimension of y pointwise but assumed to be spatially averaged over a numerical grid cell; for our pur- 
283
For our radiation belt model, the observed variable is electron flux J, which is related linearly to PSD [Rossi and Olbert, 1970] :
Here E and p are kinetic energy and momentum of the particles for any prescribed value 284 of µ; we assimilate J at L ≤ 5 and observed at numerical grid locations (see Section 4).
285
When no observations at all are available at time k∆t, H k ≡ 0 and
called update times, when observations are available, we blend forecast and observations to produce the analysis:
The assumptions about the model and observational noise allow us to follow the time evolution of the forecast-error and analysis-error covariance matrices,
this evolution is given by The optimal gain matrix K k in Eq. (9) is computed by minimizing the analysis error variance trP a k , i.e. the expected mean-square error between analysis and the true state.
This Kalman gain matrix represents the optimal weights given to the observations in updating the model state vector:
Equations (11) show that, after an update step, the analysis errors P error over the entire time interval, even though, due to its sequential nature, the observations are discarded as soon they are assimilated. When no observations are available at time k, only the forecast step is performed and
The Kalman gain is optimal when both the observational and model noise are Gaussian.
287
If this is not so, which is quite likely in our case, then the Kalman gain will be suboptimal.
288
Still, the identical-twin experiments in Section 4.1 demonstrate that, even in this case, we 289 can obtain reliable and robust estimates of both the state and parameters. 
Parameter Estimation and the Extended Kalman Filter
The Kalman gain K k is optimal for a linear system, when both M(x) = Mx and
291
H(x) = Hx, as in Eqs. (5)- (7); in this case, under the assumptions mentioned in Section nonlinearly on the state vector x, the sequential estimation problem becomes nonlinear.
295
The extended Kalman filter (EKF) formulation uses the linearizationsM andH of M(x) and H(x), respectively, about the current state x = x f k to propagate the error covariances and compute the Kalman gain matrix:
here indices i and j refer to a particular matrix and state vector entry. (5) and (6), we can 304 define equations for evolving the parameter's "forecast" and "true" values, by assuming,
305
in the absence of additional information, a persistence model:
When additional information is available, Eq. (15) can be generalized to allow for more Next, we form an augmented state vectorx, modelM and error¯ :
and rewrite our model equations for the augmented system:
The situation of interest is one in which µ itself is not observed, so:
The Kalman filter equations for the augmented system become:
The analysis step for the augmented system involves only observations of the state:
while the augmented error-covariance matrices involve cross-terms between the state variables and the parameter. Dropping from now on the time subscript k, we havē
Using the definition ofH in Eq. (18), we obtain:
The augmented model propagates the forecast error of the parameter into the crosscovariance term P error propagation enables the EKF to extract information about the parameter from the state observations and to update the unobserved parameter at the analysis step:
This formulation can be easily extended to the case when several unknown parameters 312 have to be estimated and µ then becomes a vector instead of a scalar [Ghil, 1997] .
313
We apply the Kalman filter to estimate the lifetime parameters τ LI and ζ in Eqs. (2) 314 and (4). We did try to estimate τ LO directly as well, but experiments with synthetic 315 data (similar to those described in Section 4.1), showed that successful estimation of τ LO ,
316
along with τ LI , requires observations at a greater resolution in time than available in the 317 CRRES data.
318
While the model in Eq. (2) is linear in PSD, the augmented system, including the despite strong nonlinearities in the system.
385
In Fig. 4 we show how parameter estimation can help prevent Kalman filter divergence,
386
at least for identical-twin experiments. In this case, the "true" solution is known, and 
CRRES Data Assimilation
Finally, we apply the EKF, including parameter estimation, to the CRRES satellite 395 data. Here we start on purpose with unreasonable lifetime parameter values -τ LI = 1
X -24 KONDRASHOV ET AL: A KALMAN FILTER TECHNIQUE day, and ζ = 20 days -to show that, even in this highly nonlinear problem, convergence 397 does not signficantly depend on the initial values of the parameters. Figure 5a shows the 398 estimated lifetimes τ LI and τ LO , the latter being again averaged over a 48-hr window; the 399 parameter ζ is shown in Fig. 5b , while the assimilated fluxes are displayed in Fig. 5c .
400
As in the case of the identical-twin experiment of Fig. 3 , for the first 20 days it is 401 τ LI that changes by slowly increasing in value as the plasmasphere fills the region within 402 which observations are being assimilated (Fig. 5a ). 
