We first present a stratification of geometric information available from stereovision in three levels: Euclidean, afine and projective, depending 
Introduction
The calibration parameters of a vision system equipping a mobile robot are likely to change over time: either because of the mechanical vibrations induced by the robot, or because some tasks to be performed by the system require to dynamically modify these parameters (tuning the zoom and focus of a lens, for instance). Now, the process of calibration used in practice is quite fastidious to be applied to the system each time needed. That is why the study of the abilities of a robot that has only a partial knowledge of the parameters of its vision system is interesting.
The model

The camera
The camera model used is the classical pinhole model. If the object space is considered to be the 3-dimensional Euclidean space R3 embedded in the usual way in the 3-dimensional projective space 'P3 and the image space the 2-dimensional Euclidean space R2 embedded in the usual way in the 2-dimensional projective space P2, the camera is then described as a linear projective application from P 3 to P2 (see [l] ). We can write the projection matrix in any object frame 30 of P 3 : 
The scene
Even though our formalism also applies to dynamic objects, we concentrate in this paper on scenes composed of static objects. Moreover, when we study the disparity between two views, this restriction does not appear as a restriction any more if the two views have been taken simultaneously by a stereoscopic system.
The disparity between two views
We study, here, the relationship between two views of a scene. These views are supposed to come from either two cameras or one camera in motion. The optical centers corresponding to the views are denoted by C for the first and C' for the second, the intrinsic parameters by A and A' respectively, the normalized camera frames respectively by Fc and Fc,. The matrix of change of frame FC to frame FCI is a matrix of displacement defined by a rotation matrix R and a translation vector t: Thus, H, is well the H-matrix of the plane at infinity. Equation (8) is also the limit of equation (7), when d -+ 00, which is compatible with the fact that the points at infinity correspond to the remote points of the scene.
The scene reconstruction
The Euclidean reconstruction. If we know A, A', R and t, thus H, and e' through equation ( They are thus known up to the unknown homography M Z , where 30 is any projective object frame.
The reconstruction described above is possible as soon as the H-matrix of a plane which does not go through C is known. In particular, when F is known, one is always available as equations (6) and ( and [lo] .
To compute the homography of the plane at infinity H,, we cannot use the disparity equation (4) with correspondences of points not at infinity, even if we know the fundamental matrix, since Z&,, ZC and TC are not known. We must, thus, have at our disposal correspondences of points at infinity (m:, ma) and compute H, like any other plane H-matrices.
The only way to obtain some correspondences of points at infinity is to assume some additional knowledge.
In a first way, we can assume that we have some additional knowledge of the observed scene that allows to identify, in the images, some projections of points at infinity, like, for' instance, the intersections of the projections of parallel lines of the scene, or some projections of points at the horizon, which provide s u s - ciently good approGmations of points at infinity.
Another way to proceed is to assume that we have an additional pair of views. More precisely, if this second pair differs from the first only by a translation, any pair ( M , N ) of stationary object points (see figure (l) ), given in the first views by (ml, mi) and (nl, ni), and, in the second, by (m2,mi) and (n2,ni) ,. gives us the projections (il, ii) and (i2, ii) in the four images of the intersection I of the line ( M N ) with the plane at infinity. Indeed, on the one hand, since I is at infinity and the stationarity of M and N implies the stationarity of I, we have, from equations (8) Qnce H, has been obtained, any ratios of three aligned points of the scene can be directly computed in the images. Indeed, given three points MI, M2 and M3 on a line by their projections (ml,mi), (mz,n$) and (m3,m;) on the images, we have the projection m' of the intersection of this line with the plane at infinity by m' = (mi x mi) x (H,ml x H,mz) since m' belongs both to (mimi) and the image of (mlm2) by H, ([SI). We can thus compute the cross-ratio of these four projections. As projective invariant, this cross-ratio is then exactly equal to the ratio of M I , M2 and Ms.
Positioning points with respect to a plane
Like in the section about the projective reconstruction, we assume that we know, up to nonzero scalar factors, F, thus e', and the H-matrix H of a plane P. Equations (11) do not completely determine R and RI. This indetermination is used to minimize the distorsion of the images through the rectification. This can be done, for instance, by minimizing the ratio of the surface of the rectangle circumscribing the rectified image to the surface of the rectified image. This last criterion is valid as soon as these surfaces are not infinite, that is, as soon as the line 1 (resp. Z ' ) , which is mapped, by R (resp. RI), to the line at infinity, does not go through any point of the first (resp. second) image. If e (resp. e') does not lie in the first (resp. second) image, R and 72' can be chosen to verify this constraint, since equations (11) show that 2 (resp. l'), which is represented by the last row of R (resp. RI), is only constrained to go through e (resp. e').
The rectification with respect to a
Once m' has been determined, a measure of the disparity between h' and m with respect to this plane is given by the difference between the x-coordinate of m'
and the x-coordinate of I%. If M belongs to P, it is equal to zero else its interpretation depends on the information available for the model. In particular, if the system is strongly calibrated, it is proportional to the inverse of the distance of M to the focal plane. I ) ) is such that its absolute value is the Euclidean distance of M (resp. m) to P (resp.
2) and its sign, the same for all the points located on the same side of P (resp. I).
The sign of V thus tells us the position of M with respect to P and the focal plane P; corresponding to the second view. Indeed, p , d, a and k; do not depend on M and we can choose R' such that I ' does not go through any point of the second image, as described above, so that the sign of d(m', 1') does not depend on m'. But, the interesting measure is, above all, 2'23, whose absolute value is moreover proportional to the ratio of the distance of M to P to the distance of M to P; (see also (91) .
If H, is also known, the rectification can be done with respect to the plane at infinity and gives the following disparity measure:
As expected, 2'Vm is of constant sign for all the points that are on the same side of P; and its absolute value is inversely proportional to the distance of M to Pi.
5
The projective calibration. Let us imagine a robot equipped with a stereo rig and the following calibration stage: first, some correspondences between two views taken by the cameras are found and used to compute the fundamental matrix; then three particular correspondences are given to the system corresponding to three object points defining a virtual plane P in front of the robot, at known distance d; they are used to compute the H-matrix of P. The fundamental matrix and the plane H-matrix remain the same for any other pair of views taken by the system, as long as the intrinsic parameters of both cameras and the attitude of one camera with respect to the other do not change.
According to section (4), by indefinitely performing rectifications with respect to P (see figure (2) ), the robot then permanently knows whether there are points in front of itself up to the distance d, by looking at the sign of their disparity and can act in consequence: either avoiding the points, or following them. Furthermore, it can detect whether the points are moving away or towards itself. Indeed, equation (13) shows that, for each point M, the absolute value of 2'2) is proportional to 11 --thus, is a decreasing function of the distance of M to the focal plane of one camera.
At last, since we are only interested in the points around the plane, which have a null disparity, we can limit the search along the epipolar line of the correspondent point m' of any point IfL to an interval around m, which significantly reduces the computation time.
The &ne calibration. If we add t o the computation of the fundamental matrix, the computation of An application to robot navigation Id(M,P;)I I the homography of the plane at infinity, P becomes unnecessary since its role falls now to the plane at infinity. The only information on the scene to give to the system is then a point MO at known distance d. Indeed, according to equation (14), MO then allows to compute p, so that, for each other point M , d ( M , P;) = d2$zo which now makes the robot able, for instance, to stay at a given distance of some points.
Conclusion
The application of non-metric vision to robot navigation given in this paper shows that some tasks may be performed without requiring full calibration of the system. The metric information, if any, necessary to the task is collected at a well determined stage, using a very simple calibration process.
The affine calibration, which is performed through the process described in this article, seems to offer an interesting framework, in which more sophisticated tasks may be realized, like, for instance, the visual servoing on the midline of a corridor.
Figure 2: The three points used to define the plane (dark square boxes), the rectified image of a fist taken as an example and the map of the negative disparities, showing that the fist and a portion of the arm are between the robot and the plane of rectification (the intensity encodes closeness to the camera). Figure 3: A pair of views taken by a stereoscopic system after a translation and the correspondences found by tracking and stereo points matching; midpoints obtained after affine calibration (the endpoints are represented as dark squares and the midpoints as black crosses) (see section (4)).
