Complex queries for massive data analysis jobs have become increasingly commonplace. Many such queries contain common sub-expressions, either within a single query or among multiple queries submitted as a batch. Conventional query optimizers do not exploit these common sub-expressions and produce sub-optimal plans. The problem of multi-query optimization (MQO) is to generate an optimal combined evaluation plan by computing common sub-expressions once and reusing them. Exhaustive algorithms for MQO explore an O(n n ) search space. Thus, this problem has primarily been tackled using various heuristic algorithms, without providing any theoretical guarantees on the quality of the solution obtained.
INTRODUCTION
Modern data analytics platforms frequently have to run scripts which contain a large number of complex queries. Often, these queries contain common subexpressions due to the nature of the analysis performed. These sub-expressions may occur within a single complex query which i) contains multiple correlated nested * Majority of the work was done while the author was an undergraduate student at IIT Bombay subqueries or ii) if the database contains many materialized views which are referenced multiple times in the query. A more interesting case where common subexpressions arise is when a batch of related queries are being executed together.
Conventional query optimizers are not suited for such scenarios since they do not exploit these sub-expressions and instead produce locally optimal plans for each query. These plans can be globally sub-optimal since they do not make use of the shared sub-expressions while generating the plans. The problem of Multi-Query Optimization (MQO) is to generate query plans where these sub-expressions are executed once and their results used by multiple consumers. The selection of the best plan is performed in a completely cost-based manner.
We now present an example to illustrate the MQO problem and how locally optimal plans may lead to globally sub-optimal plans for multiple queries in the presence of common subexpressions. Example 1.1. (Example 1.1 in [23] ) Consider a batch consisting of two queries (A B C) and (B C D) whose locally optimal plans (i.e., individual best plans) are (A B) C and (B C) D respectively. The individual best plans for the two queries do not have any common sub-expressions. However, consider a locally sub-optimal plan for the first query A (B C). It is clear that (B C) is a common sub-expression and can be computed once and used by both queries.
Consider the following instantiation of the various costs for the two queries shown in Figure 1 . Suppose the base relations A, B, C and D each have a scan cost of 10 units. Each of the joins have a cost of 100 units, giving a total evaluation cost of 460 units for the locally optimal plans shown in Figure 1a . On the other hand, in the plan shown in Figure 1b , the common subexpression (B C) is first computed and materialized on the disk at a cost of 10. Then, it is scanned twice -the first time to join with A in order to compute the first query, and the second time to join it with D in order to compute the second -at a cost of 10 per scan. Each of these joins have a cost of 100 units. Thus, the total cost of this consolidated plan is 370 units, which is lesser than the cost of the locally optimal plan in Figure  1a .
It should be noted that blindly sharing a sub-expression Figure 1 : MQO example (from [23] ) illustrating benefit of sharing sub-expressions may not always lead to a globally optimal strategy. For example, there may be cases where the cost of joining the sub-expression (B C) with A is very large compared to the cost of the plan (A B) C; in such cases it may make no sense to reuse (B C) even if it were available.
While algorithms which find the optimal plan for a single query are well known, exhaustive algorithms for MQO take O(n n ) time which very quickly makes the problem untenable. Thus, work in this area relies on the development of algorithms which are guided by various heuristics [29, 23, 26] . While most of such work has been shown to work well in practice, there has been no work which provides theoretical guarantees on the quality of solution obtained by any such heuristics, to the best of our knowledge. Thus, an open question is Can we devise a polynomial-time algorithm which provides us with theoretical guarantees on the quality of the solution obtained as compared to the optimal? If so, under some hardness assumption, what is the best possible polynomial-time approximation algorithm?
As a first step towards answering this question, we propose a reformulation of the MQO problem, the motivation for which is stated next.
The canonical multi-query optimization problem is concerned with minimizing the cost of the execution plan for a set of queries by choosing a set of nodes to materialize (say M ) and then finding the optimal plan expoliting nodes in M . Another way to look at this problem is to maximize the "materialization-benefit" we get by materializing M w.r.t. a naive execution plan which is locally optimal and does not exploit any common sub-expressions. More formally, this corresponds to maximizing the difference of the cost of the best plan in which the set of materialized nodes is M from the latter. As this is just a linear transformation of the cost function, it is clear that the maximizer of the materialization-benefit function will be the minimizer of the cost function.
Roy et al. [23] assume a property which they call the "monotonicity heuristic" on the cost function. This essentially corresponds to assuming the supermodularity of the cost function defined on the set of nodes to be materialized. In [23] , this assumption is used to speed up their greedy algorithm via a heap-based argument which exploits the supermodularity. This is similar to the LazyGreedy algorithm described in [16] for speeding up monotone submodular function maximization subject to cardinality constraints via the well-known greedy algorithm, which is also used by [23] . On the queries used in their experiments, it was observed that the plan obtained with or without assuming supermodularity led to the same plan. This seems to imply that the supermodularity assumption may be a reasonable one and may hold in practice.
Our contribution
The contributions of this paper are as follows
• Motivated by [23] , we proceed with the "monotonicity heuristic" assumption (which implies the submodularity of the materialization benefit function). Under this assumption, we propose an approximation algorithm for the underlying problem of unconstrained, normalized submodular maximization (UNSM). Note that we allow the submodular function to take negative values, which has not been considered previously 1 .
• We then present a hardness of approximation proof for the UNSM problem, which matches that obtained by our approximation algorithm, under the weak assumption of P = NP.
• We present optimizations to our algorithm which can be used to improve the running time of the algorithm, without sacrificing any theoretical guarantees.
• We also consider a special case of the problem of submodular maximization under cardinality constraints.
-A natural extension to our greedy algorithm for this problem is presented. We further propose a pruning strategy to reduce the search space before running our greedy algorithm, by exploiting this cardinality constraint.
-While, at this point, we do not formally prove any theoretical guarantees on the approximation factor for this constrained problem, we show that the answer obtained by our greedy algorithm is the same when run with or without this pruning.
It is important to note that our approximation guarantees are for the benefit-maximization problem, under the submodularity assumption, and do not imply a multiplicative factor approximation to the cost minimization problem.
Our techniques for the problem of multi-query optimization are presented in the context of query optimizers based on the Volcano/Cascades framework [11, 10] . This framework for optimizing queries uses transformation rules which makes it inherently extensible, and has been implemented in several widely-used commercial database systems such as Microsoft SQL Server/SCOPE [4] . It should be noted, however, that our algorithm is agnostic to the query optimization framework and can be easily extended to other frameworks as well. Organization. In Section 2, we present a detailed overview of multi-query optimization in the context of the Volcano framework which was presented in [23] along with how submodular maximization arises in this context. Section 3 presents our greedy algorithm for unconstrained, normalized submodular maximization with the proof of its approximation factor guarantee. In Section 4, we prove the hardness of approximation of the unconstrained,normalized submodular maximization which rules out better approximation factors than the one attained by our algorithm, under the assumption of P = NP. Section 5 presents ways to speed up our algorithm. Related work in the areas of MQO and submodular maximization is presented in Section 6. We conclude and discuss directions for future work in Section 7.
PRELIMINARIES
This section presents some relevant background in (Multi)-Query Optimization in the Volcano framework followed by some preliminaries of submodular maximization and finally ends with how submodular maximization arises in MQO. Readers well-versed in MQO techniques in Volcano may skip to the third subsection directly.
Query Optimization in Volcano
The Volcano/Cascades query optimization framework [11, 10] is based on a system of equivalence rules, which specify that the result of a particular transformation of a query tree is the same as the result of the original query tree. The key aspect of this framework is the efficient implementation of this transformation rules-based approach.
The Volcano framework uses the AND-OR DAG representation [11, 22] for compactly representing the given query and its alternate query plans. An AND-OR DAG is a directed acyclic graph whose nodes can be divided into AND-nodes and OR-nodes; the AND-nodes have only OR-nodes as children and the OR-nodes have only AND-nodes as children. An AND-node corresponds to an algebraic operator, such as the join operator ( ) or a select operator (σ). It represents the expression defined by the operator and its inputs. An OR-node represents a set of logical expressions that generate the same result set; the set of such expressions is defined by the children AND nodes of the OR node, and their inputs. Hereafter, we refer to the OR-nodes and AND-nodes as equivalence nodes and operator nodes respectively.
The given query tree is initially represented in the AND-OR DAG formulation. For example, the query tree of Figure 2a is initially represented in the AND-OR DAG formulation, as shown in Figure 2b . Equivalence nodes are shown as boxes, while operator nodes are shown in circles.
The initial AND-OR DAG is then expanded by applying all possible logical transformations on every node of the initial DAG created from the given query. Suppose the only possible transformations are join associativity and commutativity. Then the plans A (B C) and (A C) B, as well as several plans equivalent to these, modulo commutativity, can be obtained by transformations on the initial AND-OR DAG of Figure  2b . These are represented in the DAG shown in Figure  2c . The AND-OR DAG representation after applying all the logical tranformations is called the (expanded) Logical Query DAG (or LQDAG).
Each operator node can have different physical implementations; for example, a join operator can be implemented as a hash join, a nested loop join or as a merge join. Once the LQDAG has been generated, physical implementation rules are applied on the logical operators to generate the physical AND-OR DAG, which is called the Physical Query DAG or PQDAG for short.
Properties of the results of an expression, such as sort order, that do not form part of the logical data model are called physical properties [11] . The importance of exploiting physical properties such as sort order and partitioning of result sets is well known in traditional optimization. The AND-OR DAG representation considered for MQO actually works on the PQDAG but we present our algorithms to work at the LQDAG level for brevity.
Multi-Query Optimization in Volcano
This subsection primarily focuses on the techniques presented in [23] for MQO in the Volcano framework. In order to extend the Volcano AND-OR DAG generation for MQO on a batch of queries, the queries are represented together in a single DAG, sharing subex- pressions. The DAG is converted to a rooted DAG by adding a dummy operation node, which does nothing, but has the root equivalence nodes of all the queries as its inputs.
The two main challenges for a multi-query optimizer are :
1. Recognizing possibilities of shared computation by identifying common sub-expressions.
2. Finding a globally optimal evaluation plan exploiting the common sub-expressions identified.
Roy et al. [23] present an efficient algorithm that identifies the set of all common sub-expressions in a single bottom-up traversal of the LQDAG by making use of the "memo" structure used in the Volcano/Cascades framework; for details see [23] . This is similar to the "expression fingerprinting" used to identify the common sub-expressions in [26] . The combined LQDAG for the queries of Example 1.1 is shown in Figure 3 .
After the common sub-expressions are identified, the next task is to find the best consolidated plan for the queries exploiting the sub-expressions. In this paper, we are primarily concerned with the optimization philosophy adopted by the Greedy algorithm in [23] which is presented next. For a set of equivalence nodes S, let bestCost(Q, S) (for brevity, bc(S)
2 ) denote the cost of the optimal plan for Q given that nodes in S are to be materialized (this cost includes the cost of computing and materializing nodes in S). Here Q is the combined query DAG with the dummy root operator node with inputs being the DAGs of Q 1 , Q 2 , . . . , Q k , as described above.
In [23] , they propose an intuitive greedy algorithm which iteratively picks which node to materialize. At each iteration, the node x that gives the maximum reduction in the cost, if materialized, is chosen to be added to the current set of materialized nodes X. While this greedy algorithm is shown to work well in practice, they [23] do not theoretically argue about the quality of solution obtained via this greedy algorithm. The algorithm is presented below for completeness.
As noted in [23] , the nodes materialized in the globally optimal plan are just a subset of the ones that are shared in some plan for the query. It is, thus, sufficient to 2 Whenever used, the set of queries Q is clear from context.
Algorithm 1 Greedy Algorithm of [23]
search only over the set of shareable equivalence nodes, instead of searching over the entire set of equivalence nodes in the DAG.
Roy et al. [23] make an additional assumption which they call the "monotonicity heuristic". Define benef it(x, X) as bc(X) − bc(X ∪ {x}). The assumption is that
They [23] make this assumption in order to improve the running time of their greedy algorithm via a heap-based argument which corresponds to the LazyGreedy algorithm of [16] . Their experiments, however, show that the plans obtained with and without the assumption had exactly the same cost. While the assumption may not always hold, their experiments seem to indicate that the assumption may be a reasonable one, in practice. Thus, in this paper, we work under this assumption to devise an algorithm for maximizing the materialization benefit.
Submodular Maximization
Let U be a universe of n = |U | elements, let f : 2 U → R be a function. For simplicity, we use the notation f (u, S) to denote the incremental value in f of adding u to S, i.e., f (u, S) = f (S ∪ {u}) − f (S).
Definition 2.3. (Additive Functions)
A function c : 2 U → R is called additive if it can be represented as c(S) = e∈S ce. Here, ce = c({e}) and we will use both interchangeably.
Definition 2.4. (Monotone Functions)
A function f : 2 U → R is said to be monotone if
Given a normalized submodular function f : 2 U → R, the unconstrained, normalized submodular maximization (UNSM) problem is to find a set S ⊆ U which maximizes the value of f . Mathematically, this corresponds to
It is well-known that any non-monotone submodular function f , with the constraint that f (∅) = 0, can be written as the difference of a non-negative monotone submodular function f M and an additive "cost" function c. For completeness, one such decomposition is presented below. Proposition 2.6. Any non-monotone (which may take negative values) submodular function f such that f (∅) = 0, can be decomposed as
where f M is a monotone submodular function and c is an additive cost function. In particular, one possible decomposition is
Proof. It is easy to see that c is an additive function and that
Since c is additive and f is submodular, it can be easily verified that f M is submodular as well. Now we just have to show that f M is monotone. Consider an arbitrary S ⊂ U and an arbitrary e ∈ U \S. Let us consider the expression
The inequality in the last line follows from the fact that S ⊆ U \ {e} and the submodularity of f .
The terms in the summation can be suitably scaled to ensure that c is zero only at ∅ and positive everywhere else. Note that this implies that the scaled f M is also non-negative. This follows from the fact that f M is monotone and f (∅) = 0 which implies that f M (∅) = 0.
Multi-Query Optimization and the UNSM Problem
We now describe the changes to the MQO formulation of [23] and show the role submodularity plays in the same. As defined above, bestCost(Q, S) includes the cost of computing the set of PQDAG nodes to be materialized S. Consider a scenario where S was already materialized and we just have to find the optimal plan which may or may not use the materialized nodes in S. However, no further nodes may be chosen to be materialized. The cost of the optimal plan can be thought of as the best use benefit and the function is thus called bestUseBenefit(Q, S). This function is monotonically decreasing since as more nodes are materialized, we will exploit the additional nodes only if they lead to a reduction in cost. Of course, the cost of materializing S needs to be taken into account and we call that function c(S). Clearly, bestCost(Q, S) = bestUseCost(Q, S) + c(S). For brevity, we refer to bestUseCost(Q, S) as buc(S).
The problem of MQO can be thought of as maximizing the "materialization-benefit" (mb(S) for brevity) we can get in the plan cost by exploiting common subexpressions over a naive execution plan which is just locally optimal and does not exploit sub-expressions. Clearly the cost of the latter is bc(∅) which is the same as buc(∅). Mathematically, mb(S) 3 is defined as
The function in parenthesis in the last line is a monotonically increasing function since buc(S) is a monotonically decreasing function. Also, if the set of materialized nodes S are "far apart" in the PQDAG, the cost of computing and materializing a node e ∈ S can be thought of as being independent of the other nodes in S. This motivates us to assume that the c(.) function is additive. Of course, this assumption need not be true. For example, if two of the equivalence nodes in S are just below each other, we can significantly benefit by computing the "lower" node and then just reading it from disk to compute the "upper" node. As proved in Proposition 2.6, under the assumption of submodularity, mb(.) can always be decomposed into a difference of monotone, submodular function and an additive function 4 . Observe that ∀X, ∀x / ∈ X, benef it(x, X) = −bc (x, X) Thus, the "monotonicity heuristic" assumption is essentially that the bestCost function is supermodular. This implies that mb(S) is submodular. Note that mb(.) is normalized. Thus, the problem is essentially the UNSM problem with mb(.) as the submodular function.
THE MARGINAL GREEDY ALGORITHM FOR UNSM
In this section, we propose a greedy algorithm for the UNSM problem for which we prove an approximation guarantee in this section. A proof of a matching hardness of approximation, under the assumption of P = NP is presented in the next section.
Given a decomposition of a non-monotone, normalized submodular function f , let the monotone submodular and additive functions be denoted by f M (.) and c(.). Thus, the problem we want to solve is as follows
The Marginal Greedy algorithm (Algorithm 2) has been proposed before by [28] , albeit for non-negative, monotone submodular maximization under knapsack constraints. At each iteration, the algorithm greedily selects the node with the highest use-benefit cost ratio. Sviridenko [28] has to additionally check only those elements which satisfy a budget based on the knapsack constraint which is not required in our case. The algorithm is as follows
Algorithm 2 Marginal Greedy Algorithm
In the particular case when the given decomposition is the one given in Proposition 2.6, we can compute the term in the summation for each element once and store it. This can be done in just n + 1 bc(S) invocations (for the sets U and for U \ {e i } ∀e i ∈ V ).
Approximation Guarantee of Marginal Greedy
Let Θ be an optimal solution. Denote X i to be the set of nodes selected by the marginal greedy algorithm just after the i th iteration.
We state the main theorem of this section which mentions the approximation guarantee the Marginal Greedy algorithm provides. The approximation factor is not a constant and instead depends on the value of the f and c functions at optimal. 
We prove the theorem after presenting a lemma and its corollary which are central to the proof of the theorem. Loosely speaking, the lemma states that upto a certain point in the execution of the Marginal Greedy algorithm, there exists an element that can be picked and has a marginal benefit-cost ratio which is at least the marginal benefit-cost ratio we would get if we picked all remaining elements in the optimal solution. Lemma 3.2. At any iteration i+1 < n in the execution of the marginal greedy algorithm, if f M (X i ) < f (Θ), then there exists some element e ∈ Θ \ X i that satisfies
Proof. Firstly, note that if
is a submodular function in E, due to submodularity of f M . We consider two cases. Since the f M function is monotonically increasing, the numerators on both sides of the inequality are non-negative. Case 1. ∆ f M (Θ, X i ) = 0 In this case, the RHS of the inequality is 0. Since the f M function is monotonically increasing, ∀e ∈ Θ \ X i , we have
. Since Θ \ X i = ∅, any element e ∈ Θ \ X i satisfies the required inequality.
Case 2. ∆ f M (Θ, X i ) > 0 We first show that there exists some element e ∈ Θ for which the inequality holds. Assume the contradiction, i.e.,
Summing up over all e ∈ Θ, we get
Since X i is fixed, from our earlier observation, ∆ f M (E, X i ) is a submodular function in E. Thus, we have
This leads to a contradiction. Thus, there exists some element e ∈ Θ for which the required inequality holds. Now, observe that the RHS of the required inequality in this case is strictly positive and ∀e ∈ X i , the LHS of the inequality is 0. Hence, e / ∈ X i and we are done. 
Proof. From Lemma 3.2, we have
Since f M is monotonically increasing, it implies
Proof. (of Theorem 3.1) Say the marginal greedy algorithm runs for l ≤ n iterations. Define α(X i ) to be the rate of increase of f with respect to f M just after the i th iteration (at thus the current chosen set of elements is X i ). Further, let e ∈ U \ X i be the next element that will be chosen by the Marginal Greedy algorithm. Note that e is actually a function of X i and, thus, once X i is fixed, so is e. Mathematically,
Let j ≤ l be the maximal index such that f M (X j ) < f (Θ). The rate of increase at each iteration i of the algorithm is at least as large as choosing the element from Θ \ X i with the rate presented in LHS of Corollary 3.3. The corollary also implies that while f M (X i ) < f (Θ), the greedy algorithm has an element that it can pick. This implies that j < l. Thus, we have
Using Corollary 3.3,
Since the term in the parenthesis in the last line is a decreasing function of f M (X i ), we get
This concludes our proof and gives us our required approximation factor of
INAPPROXIMABILITY OF UNSM
In this section, we prove a hardness of approximation result for the UNSM problem which matches the approximation factor given by the Marginal Greedy algorithm in the previous section. Theorem 4.1. For any ε > 0, it is NP-hard to approximate the unconstrained, normalized submodular maximization problem to a factor of at least
c(Θ) and Θ is an optimal solution to the unconstrained, normalized submodular maximization problem.
This approximation factor depends on the value at optimal (which may go to 0), implying that a constant factor approximation to the UNSM problem is unlikely.
Before proving Theorem 4.1, we first present a separation result of the Max Coverage problem which is central to the proof of Theorem 4.1.
Hardness of Approximation of the Set Cover
and Max Coverage Problems
An instance I = (X, S) of the Set Cover problem is defined as follows: we are given the ground set X = {e 1 , e 2 , . . . , e n } and S = {S 1 , S 2 , . . . , S m } ⊆ 2
X . The goal is to choose the minimum number of sets O ⊆ S such that Si∈O S i = X. Feige [8] showed that for any ε > 0, there is no (1 − ε) ln n-approximation polynomial time algorithm for this problem unless NP ⊆ DTIME(n O(log log n) ). The hardness was later proved under the weaker assumption of P = NP by [18, 6] .
A problem closely related to the Set Cover problem is the Max Coverage problem. An instance of the Max Coverage problem consists of an instance I = (X, S, l) where X is the ground set, S is a collection of subsets of X, and l ≤ m is an integer specifying the budget. The goal is to select l sets S i1 , S i2 . . . , S i l and cover as many elements of the ground set as possible. Feige [8] shows that it is NP-hard to approximate this problem to within a factor better than 1 − 1/e.
Krishnaswamy et al. [15] prove a separation result (which is an extension of the Max Coverage hardness stated above) which is of interest to us. [15] ) Suppose there exists a polynomial algorithm, which for some constants B ≥ 1 and ε > 0 such that ε < e −B has the following property : Given any instance (X, S, l) of Max Coverage with optimal value equal to |X| (i.e., there exist l sets that cover the ground set X completely), the algorithm picks a collection of βl sets for some β ∈ [0, B] which can cover (1 − e −β + ε)n elements. Then P = NP. Note that we allow the algorithm to pick different values of β for different instances of the problem. [15] is actually stated under the stronger assumption of NP ⊆ DTIME(n O(log log n) ). Their reduction relies on the hardness of set cover which, at the time of that paper, was known only under this stronger assumption. Leveraging the set cover hardness result by [18, 6] under the weaker assumption of P = NP, we arrive at Theorem 4.2 without any changes to the proof provided in [15] . 
Theorem 2.2 in
Proof. (of Theorem 4.1) We want to show that if there exists a polynomial time algorithm which approximates the Profitted Max Coverage problem to a ratio better than
We consider an instance I = (X, S, l) of the Max Coverage problem such that the optimal value is n (i.e., there exist l sets to cover the entire ground set X). Now, let functions f, f M and c be defined as in Problem 4.3.
[Completeness] Let us take a collection of l sets G = {S i1 , S i2 , . . . , S i l } that cover the ground set X (such a collection exists because I is a Max Coverage instance with optimal value n). The optimal value of the corresponding Profitted Max Coverage instance occurs when exactly the sets in G are chosen.
Observe that
[Soundness] It is easy to see that we will never choose more than (γ + 1)l sets as the function f will take negative values in those cases.
For any set, say F, of βl (where β ∈ [0, γ + 1]) subsets from S which cover at most (1 − e −β + ε)n elements, the value of the Profitted Max Coverage instance in this case is at most:
Differentiating the expression in the last line w.r.t β and setting the derivative to 0, we get
Thus, the value f (F) is always less than the value attained for that value of β and is
Now, if there exists a polynomial time algorithm (say Alg) which solves the Profitted Max Coverage problem to a factor better than 1 −
γ , then on any input instance of the Max Coverage problem such that the optimal value is n, Alg will output a set
(since the optimal value is 1). Thus, F covers strictly more than (1 − e −β + ε)n elements with β = |F | l (by contrapositivity). By Theorem 4.2, we have P = NP.
Hence, we are done.
SPEEDING UP THE MARGINAL GREEDY
In the worst case, the Marginal Greedy algorithm runs in O(n 2 ) time, where n is the number of shareable nodes in the PQDAG. This makes the algorithm very expensive since n itself may be exponential in the worst case. Thus, we would like to reduce the time taken by the algorithm without sacrificing on the theoretical guarantees on the quality of the solution proved in Section 3. In this section, we present some optimizations to our algorithm to improve the running time of the algorithm.
Basic Optimizations
We first note that the three optimizations presented in [23] can be used for our algorithm as well. The first observation in their paper, as already mentioned is about searching over all the shareable nodes. As noted above, this can be directly used by us since our algorithm just presents a different heuristic for choosing which nodes to materialize. Their second optimization presents a way to incrementally update the bestCost function for various sets that exploits the result of earlier cost computations to incrementally compute the new plan. Since the mb(.) function is just a linear transformation of the bestCost function and our greedy algorithm (at least when the decomposition presented in the proof of Proposition 2.6 is used) is also concerned with just successive differences in the values of the bestCost function, their optimization can also be used to speed up our algorithm; for details see [23] .
Another small optimization (not in [23] ) that can be made is based on a simple observation of the greedy algorithm and by exploiting submodularity. In the i th iteration, the marginal greedy algorithm needs to compute the maximum benefit-cost ratio f M (e,Xi−1) ce . Thus, if while scanning elements to compute the maximum, we encounter an element which has the marginal benefitcost ratio less than 1, we can remove it from the set Y of elements to be searched over as it will never be picked by the marginal greedy algorithm in the future iterations either. This is because f M is also submodular and the size of X i always increases as i increases so the value of the marginal benefit-cost ratio only decreases as the algorithm proceeds and will never become greater than 1. We note that a similar optimization for the simple greedy algorithm used for monotone, submodular maximization under cardinality constraints is also possible.
The LazyMarginalGreedy algorithm
The third optimization in [23] essentially leverages supermodularity to improve the running time of the complexity. The argument is similar to that used by [16] for the LazyGreedy algorithm. We observe that a similar argument as the ones presented in these two papers may be used for the Marginal Greedy algorithm and is presented next.
As noted previously, in each iteration i, the Marginal Greedy algorithm must identify the element e with the maximum marginal benefit-cost ratio f M (e,Xi−1) ce . For each element e, the denominator is fixed and the marginal benefits are monotonically nonincreasing during the iterations of the algorithm, i.e., f M (e, X i ) ≥ f M (e, X j ) whenever i ≤ j. Thus, instead of recomputing f M (e,Xi−1) ce for each element e ∈ V , which requires O(n) computations of f , the LazyMarginalGreedy algorithm maintains a list of upper bounds u(e) (initialized to a very large value) on the marginal benefit-cost ration sorted in decreasing order (done via a heap).
In each iteration, the algorithm extracts the maximal element from the ordered list of remaining elements. If, after this update, u(e) ≥ u(e ) ∀e = e, then submodularity guarantees that f M (e,Xi−1) ce ≥ f M (e ,Xi−1) ce ∀e = e, and therefore the algorithm has identified the element with the largest marginal benefit-cost ratio without having to compute the ratio for a potentially large number of elements e .
