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a b s t r a c t
A Boolean function on n variables is k-mixed if any two distinct restrictions fixing the same
set of k variables induce distinct functions on the remaining n − k variables. We give an
explicit construction of an (n − o(n))-mixed Boolean function whose circuit complexity
over the basis U2 is 5n+ o(n). This shows that a lower bound method for the size of a U2-
circuit that applies to arbitrarywell-mixed functions, which yields the largest known lower
bound of 5n − o(n) for the U2-circuit size (Iwama, Lachish, Morizumi and Raz [STOC01,
MFCS02]), has reached the limit.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction and overview
A Boolean function on n variables is k-mixed if any two distinct restrictions fixing the same set of k variables induce
distinct functions on the remaining n− k variables. The notion of a k-mixed Boolean function, introduced by Jukna [9] (see
also [16, p. 137]), plays an important role in deriving lower bounds in several computational models. The largest known
5n − o(n) lower bound [7,8] for the size of a Boolean circuit over the basis U2 applies to any (n − o(n))-mixed Boolean
function. The basis U2 is the set of all Boolean functions over two variables except for the XOR function and its complement.
It is also known that the size of any read-once branching program computing a k-mixed Boolean function is at least 2k (see
e.g., [14,12]). This result was used to show the existence of a function in P having a read-once branching program size not
smaller than 2n−O(
√
n) [12] (see also [2] for an improved result).
In this paper, we focus on the complexity of Boolean circuits over the basis U2. Deriving a good lower bound for an
explicit Boolean function in such a general circuit model is one of the central problems in computer science. In 1991, Zwick
[17] gave a lower bound of 4n−O(1) for a certain family of symmetric Boolean functions. After a decade, Lachish and Raz [11]
introduced and considered a new family of Boolean functions, which they called (n, k)-strongly-two-dependent functions,
and gave an improved lower bound of 4.5n − o(n). Shortly afterward, Iwama and Morizumi [7] proved a lower bound of
5n− o(n) for the same family of Boolean functions (see also [8]); this bound of 5n− o(n) is the largest known lower bound
for the U2-circuit size. It is easily seen that any k-mixed function is (n, k− 2)-strongly-two-dependent, and thus the lower
bound of 5n− o(n) above applies to any k-mixed function with k = n− o(n).
Iwama and Morizumi [7] improved the lower bound from 4.5n to 5n by refining the analysis of Lachish and Raz [11] and
in particular using fairly long case analyses. Can we further improve the lower bound by yet finer analysis? The main result
of this paper is that, somewhat surprisingly, the answer is negative: We show that there exists a well-mixed function with
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circuit complexity 5n + o(n). More precisely, we give an explicit construction of a Boolean function fn on n variables with
the following two properties:
(i) fn is k-mixed for k = n− t(n), where t(n) = ω(√n log2 n).
(ii) fn can be computed by a circuit of size 5n+ o(n) over the basis U2.
From (i), it follows that anyU2-circuit for fn has size at least 5n−o(n), and thus theU2-circuit complexity of fn is 5n±o(n). The
result also shows that the lower bound method that applies to arbitrary k-mixed functions developed by Iwama, Lachish,
Morizumi and Raz [8,11,7] has reached the limit.
A simple and explicit construction of an (n − 3√n)-mixed Boolean function was given by Savický and Žák [12]. Their
function is of the form h(x) = xφ(x), where φ : {0, 1}n → {1, 2, . . . , n} is a kind of weighted sum of inputs. The function we
consider is a modification of their function. We modify their function so that the function can be shown to be computable
by U2-circuits of size 5n, and at the same time the function remains highly mixed.
The paper is organized as follows. In Section 2, we give some preliminaries. In Section 3, we give a definition and an
analysis of our function. Finally, we give some concluding remarks in Section 4.
2. Preliminaries
The set of all natural numbers is denoted by N. For n ∈ N, [n] denotes the set {1, 2, . . . , n}. For a binary sequence
x = xk−1 · · · x0, (x)2 denotes the integer represented by x, i.e., (x)2 =∑k−1i=0 2ixi.
Throughout the paper, we consider Boolean functions on the variable set Xn = {x1, . . . , xn}. We let B2 denote the set
of all (sixteen) Boolean functions over two variables, and let U2 denote B2 − {⊕,≡}, i.e., U2 contains all Boolean functions
over two variables except for the XOR function and its complement. For a basis B ⊆ B2, a Boolean circuit over the basis B
is a directed acyclic graph with nodes of in-degree 0, 1 or 2. Nodes of in-degree 0 are called input-nodes, and each one of
them is labeled by a variable in Xn or a constant 0 or 1. Nodes of in-degree 1 or 2 are called gate-nodes, and each one of them
has one or two inputs and an output, and is labeled by a function in B. For a basis B and for a Boolean function f , the circuit
complexity of f over the basis B, denoted by SizeB(f ), is the minimum number of gate-nodes in a circuit over the basis B that
computes f .
Let f be a Boolean function on Xn. A partial assignment is a map σ : Xn → {0, 1, ∗}, where σ(xi) = 0 or 1 means that
the input variable xi is fixed to constant 0 or 1, and σ(xi) = ∗ means that xi remains free. For a partial assignment σ , the
support of σ is the set of variables mapped to 0 or 1 by σ . The function obtained from f by applying the partial assignment
σ is denoted by f |σ . Note that f |σ is a function of the variables xi for which σ(xi) = ∗.
All logarithms in the paper are to base 2.
3. Function: mixedness and tight upper bound
In this section, we give an explicit construction of a well mixed Boolean function whose circuit complexity over the basis
U2 is 5n± o(n).
Definition 1. Let k ∈ N. A Boolean function f on Xn is k-mixed if for every V ⊆ Xn such that |V | = k and for any two distinct
partial assignments α, β with support V , the functions obtained from f by applying α and β are distinct, i.e., f |α ≠ f |β .
We now define our function. Given an arbitrary natural number n, we want to construct a highly mixed function fn on n
variables. Our function is similar to the function introduced by Savický and Žák [12], and our function is the pointer function
of the form fn(x1, . . . , xn) = xz . The only modification from their construction is in the definition of an index z. We define z
by a weighted sum of block parities of input variables.
Let p be a prime such that n ≤ p < 2n. By the Bertrand–Chebyshev theorem (see e.g., [6, p.373]), such a prime exists.
Definewn : {0, 1, . . .} → [n] so thatwn(s) is the residue of smodulo p, if this residue lies in [n], and is 1 otherwise.
Put b = ⌈ n⌈log2 n⌉⌉. We split the interval [n] into b blocksD1, . . . ,Db so that each blockDj (1 ≤ j < b) contains consecutive
integers and the last block Db contains n− (b− 1)⌈log2 n⌉ consecutive integers, i.e., n− (b− 1)⌈log2 n⌉ + 1, . . . , n. Thus,
an index i ∈ [n] is in Dj, where j = ⌈ i⌈log2 n⌉⌉. We call this j the weight of an index i and denote it by wgt(i). For x ∈ {0, 1}n
and i ∈ [b], let PAR(x, i) denote the parity of variables in the i-th block, i.e.,
PAR(x, i) =

j∈Di
xj.
Definition 2. For every n ∈ N, the Boolean function fn : {0, 1}n → {0, 1} is defined as fn(x) = xz , where
z = wn

b−
i=1
i · PAR(x, i)

. (1)
If one replaces Eq. (1) with z := wn(∑ni=1 i · xi), then one obtains the function of Savický and Žák [12].
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We will show that the function fn defined above is k-mixed for k = n − t(n), where t(n) = ω(√n log2 n) (Theorem 1),
and then show that the circuit complexity of fn over the basis U2 is 5n+ o(n) (Theorem 3).
3.1. Mixedness of fn
Theorem 1. The function fn is (n− t)-mixed for t = t(n) = ω(√n log2 n).
Remark. In the definition of fn, we can choose the size of each block to beΩ(log1+ϵ n) for any ϵ > 0, and obtain the same
conclusion for t(n) = ω(√n log1+ϵ n) in Theorem 1 and the same 5n upper bound in Theorem 3. We pick and fix ϵ = 1 for
simplicity. We can not draw the same conclusion if we decrease the block size down to O(log n) since this would increase
the size of a circuit nonnegligibly in the construction of step (iii) in the proof of Theorem 3.
The outline of the proof of Theorem 1 is as follows. Consider any two different partial assignments u and v such that the
sets of ∗-variables in u and in v are same and this same set has sizeω(√n log2 n). This ensures that ω(√n) blocks contain at
least one ∗-variable since each block has O(log2 n) variables. Our goal is to find an assignment x∗ on these ∗-variables such
that the two pointer functions f |u(x∗) and f |v(x∗) point to variables having different values. Wewill show that this is always
achievable by using the following theorem due to da Silva and Hamidoune [13] (see [1] for a simplified proof), which was
also used by Savický and Žák [12].
Theorem 2 (da Silva and Hamidoune [13]). Let p be a prime and let z and h be two integers. Let h ≤ z ≤ p, and let A ⊆ Zp be
such that |A| = z. Let B be the set of all sums of h distinct elements of A. Then |B| ≥ min(p, hz − h2 + 1).
In particular, we will use the following consequence of this theorem: If h(|A| − h) ≥ p, then every element in Zp can be
written as a sum of h elements of A. (Instead of using the result of da Silva and Hamidoune [13], we can also derive our result
using the earlier result of Erdös and Heilbronn [5], which says that if |A| ≥ Ω(√p), then every element in Zp can be written
as a sum of some distinct elements of A.)
Our argument will be basically similar to the proof of the result by Savický and Žák [12] mentioned above.
Proof of Theorem 1. Let I ⊆ [n]with |I| = n− t , and let u and v be two distinct partial assignments that fix all the variables
whose indices are in I . To show that fn|u ≠ fn|v , it suffices to show that there are two total assignments x and y such that
fn(x) ≠ fn(y), where x and y are extensions of u and v, respectively, and x and y coincide on I = [n]\I .
Let J be an arbitrary maximal subset of I such that every two elements of J have distinct weights, i.e.,wgt(i) ≠ wgt(j) for
every i, j ∈ J with i ≠ j. Note that |J| = ω(√n) since t = ω(√n log2 n) and there are at most O(log2 n) indices having the
same weight.
Let u0 and v0 be the total assignments obtained from u and v by assigning the value 0 to every position in I .
Partition the set of indices J into the two disjoint sets Js and Jd defined as follows:
Js = {j ∈ J | PAR(u0,wgt(j)) = PAR(v0,wgt(j))};
Jd = {j ∈ J | PAR(u0,wgt(j)) ≠ PAR(v0,wgt(j))}.
We divide the proof of the theorem into two cases depending on the sizes of Js and Jd. In the rest of the proof, the symbol
≡ denotes the congruence modulo p.
Case A |Js| ≥ |Jd|.
In this case we have |Js| = ω(√n). Put S(u) =∑bi=1 i ·PAR(u0, i) and put S(v) =∑bi=1 i ·PAR(v0, i). Let∆ be the residue
of S(u)− S(v)modulo p.
Case A-1∆ ≢ 0.
Extend u and v to u′ and v′ by setting all positions in I\Js to the value 0, and further fixing one or two positions in Js as
follows: Choose any j ∈ Js\{1}, and put ℓ = wn(j+∆). Since ℓ ≡ j+∆ ≢ j or ℓ = 1 ≠ j, we have j ≠ ℓ. If ℓ ∈ Js, in u′ and
v′ set the position j to 0 and set the position ℓ to 1. This ensures that u′j = v′j ≠ u′ℓ = v′ℓ. If ℓ ∉ Js, set the position j of both u′
and v′ in such a way that u′j = v′j ≠ v′ℓ.
We have at least |Js| − 2 = ω(√n) positions that are still unspecified in u′ and in v′. Let A by the set of such unspecified
positions. For an index j ∈ [n], define the contribution of j, denoted by cj, as follows:
cj =

wgt(j), if PAR(u0,wgt(j)) = 0;
p− wgt(j), if PAR(u0,wgt(j)) = 1.
Note that setting the value 1 to an unassigned variable xj increases the total weight of x (i.e.,
∑b
i=1 i · PAR(x, i)) by cj.
Since wgt(j) ≤ b = ⌈ n⌈log2 n⌉⌉ < p/2 for every j, all indices in A have distinct contributions. Let h = ⌊|A|/2⌋. Since
|A|h− h2 + 1 = ω(n) ≥ p, by Theorem 2 there is a set H ⊆ A of size h such that−
i∈H
ci ≡ j−
b−
i=1
i · PAR(u′, i).
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Let x be the extension of u′ such that xi = 1 for every i ∈ H and xi = 0 for every i ∈ A\H . Then, we have
b−
i=1
i · PAR(x, i) ≡ j.
It follows that fn(x) = u′j . Let y be the assignment extending v so that x and y coincide on Js, i.e., xi = yi for i ∈ Js. It follows
that
ωn

b−
i=1
i · PAR(y, i)

= ωn

b−
i=1
i · PAR(x, i)+∆

= ℓ,
and hence fn(y) = v′ℓ ≠ fn(x).
Case A-2∆ ≡ 0.
Fix any j ∈ I satisfying uj ≠ vj. Since |Js| = ω(√n), by Theorem 2 there is an extension x of u such that∑bi=1 i·PAR(x, i) ≡
j. Let y be the assignment extending v so that x and y coincide on Js. Then, we have fn(x) = uj ≠ vj = fn(y).
Case B |Jd| > |Js|.
Partition the set Jd into the two disjoint sets Jd,0 and Jd,1 defined as follows:
Jd,0 = {j ∈ Jd | PAR(u0,wgt(j)) = 0 ∧ PAR(v0,wgt(j)) = 1};
Jd,1 = {j ∈ Jd | PAR(u0,wgt(j)) = 1 ∧ PAR(v0,wgt(j)) = 0}.
Without loss of generality, we can assume that |Jd,0| ≥ |Jd,1| (otherwise swap u with v). Note that |Jd,0| ≥ |Jd|/2 = ω(√n).
Put S(u) =∑bi=1 i · PAR(u0, i) and put S(v) =∑bi=1 i · PAR(v0, i). Let∆ be the residue of S(v)− S(u)modulo p.
As in Case A-1, we extend u and v to u′ and v′ by setting all positions in I\Jd,0 to 0 and some positions in Jd,0 to a suitable
value. What is different from Case A-1 is the fact that if we set a position in Jd,0 of weight k to the value 1, then the total
weight of u increases by k and that of v decreases by k.
Let k be an arbitrary element in Zp that satisfiesωn(S(u)+k) ∈ Jd,0\{1}. Put j = ωn(S(u)+k), and put ℓ = ωn(S(v)−k) =
ωn(S(u) + ∆ − k). Without loss of generality, we can assume that j ≠ ℓ. The reason we can assume so is as follows: Since
j = ℓ only when S(u)+ k ≡ S(u)+∆− k, at most one choice of k yields j = ℓ; we can avoid such a choice of k since |Jd,0| is
sufficiently large. If ℓ ∈ Jd,0, in u′ and v′ set the position j to 0 and set the position ℓ to 1. If ℓ ∉ Jd,0, set the position j of both
u′ and v′ in such a way that u′j = v′j ≠ vℓ. In both cases further fix all positions in I\Jd,0 of x and y by the value 0.
The rest of the proof is analogous to Case A-1. Since there are at least |Jd,0| − 2 = ω(√n) unassigned positions, by
Theorem 2 we can always extend u′ to x so that
∑b
i=1 i · PAR(x, i) ≡ S(u)+ k. Let y be the total assignment extending v′ in
the same way as x extends u′. Then,
∑b
i=1 i · PAR(y, i) ≡ S(v)− k, and therefore fn(x) = xj ≠ yℓ = fn(y). This completes the
proof of Theorem 1. 
3.2. 5n upper bound for fn
Nowwe proceed to the design and analysis of a circuit computing our function. We use a circuit called a decoder defined
as follows.
Definition 3. An n-to-2n decoder is a circuit computing the function Decoden : {0, 1}n → {0, 1}2n ; it takes an n-bit binary
input x and outputs d0d1 · · · d2n−1 such that di = 1 iff (x)2 = i.
It is well-known that SizeU2(Decoden) = 2n + O(n2n/2) (see e.g., [15, p. 75]).
Theorem 3. The function fn can be computed by a circuit of size at most 5n+ o(n) over the basis U2.
Proof. We break down the computation of fn into five steps as follows :
(i) Compute PAR(x, i) for each i = 1, . . . , b. Recall that b denotes the number of blocks for the input variables and that
b = O(n/ log2 n).
(ii) Compute the binary representation of i · PAR(x, i) for each i = 1, . . . , b.
(iii) Compute the binary representation of
∑b
i=1 i · PAR(x, i).
(iv) Compute the binary representation of z = wn
∑b
i=1 i · PAR(x, i)

.
(v) Output xz .
Recall that the parities PAR(x, i) for i = 1, . . . , b are computed on disjoint blocks Di of variables. In step (i), since a parity
gate can be implemented by using three U2-gates (g1 = x1 ∧ x2, g2 = x1 ∧ x2, g3 = x1 ⊕ x2 = g1 ∨ g2), all PAR(x, i)’s can be
computed by a circuit of size 3(n− b) < 3n over the basis U2.
1650 K. Amano, J. Tarui / Theoretical Computer Science 412 (2011) 1646–1651
Let (iq, . . . , i1)be the binary representation of an i ∈ [b], where q = O(log n). Then the binary representation of i·PAR(x, i)
is obviously
(iq ∧ PAR(x, i), . . . , i1 ∧ PAR(x, i)). (2)
Since ij’s do not depend on an input, ij’s can be considered as constants, and we need no gates in step (ii); in fact, we can
replace ij ∧ PAR(x, i) in Eq. (2) by the constant 0 for each jwith ij = 0, and by PAR(x, i) for each jwith ij = 1.
In step (iii), we need b − 1 O(log n)-bit adders, which can be realized using at most b · O(log n) = o(n) gates over the
basis U2, since the addition of two k bit numbers can be implemented by a circuit of size O(k) (see, e.g., [15]).
In step (iv), we only need several basic arithmetic operations on O(log n)-bit numbers. The number of gates needed is
obviously a polynomial in O(log n) = o(n).
In step (v), we use the n-way multiplexer (a.k.a. storage access function)Mn whose definition is as follows: Let q = ⌈log n⌉.
The functionMn takes q+ n binary inputs and is defined as
Mn(z1, . . . , zq, x0, . . . , xn−1) = x(zq···z1)2 .
If (zq · · · z1)2 ≥ n, then the output ofMn is unspecified. It is well known thatMn can be computed by a circuit of size 2n+o(n)
over the basis U2 when n is a power of two [10] (see also [15, p. 77]). We describe the construction due to [10], and verify
that SizeU2(Mn) = 2n+ o(n) for every n.
By using an identity in [10] (or [15, p. 77]), we have
Mn(z1, . . . , zq, x0, . . . , xn−1) = M2⌊q/2⌋(z1, . . . , z⌊q/2⌋, x′0, . . . , x′2⌊q/2⌋−1),
where, for each i = 0, . . . , 2⌊q/2⌋ − 1,
x′i =
2⌈q/2⌉−1
t=0
(dt ∧ x2⌈q/2⌉ i+t), (3)
and dt is the t-th output of Decode⌈q/2⌉ applied to (z⌊q/2⌋+1, . . . , zq). Here we put xj = 0 for every j ≥ n in Eq. (3). Thus,Mn
can be realized using n AND gates and at most n OR gates in addition to O(2q/2) = o(n) gates used to compute the function
M2⌊q/2⌋ and Decode⌈q/2⌉.
Overall, the total size of our circuit for the function fn is (3 + 2)n + o(n) = 5n + o(n). This completes the proof of
Theorem 3. 
In summary, we have the following:
Theorem 4. There is a sequence of Boolean functions {fn}n, which is given by Definition 2, such that (i) fn is a Boolean function
on n variables, (ii) fn is k-mixed for k = n− t(n), where t(n) = ω(√n log2 n), and (iii) the circuit complexity of fn over the basis
U2 satisfies the following:
5n− o(n) ≤ SizeU2(fn) ≤ 5n+ o(n).
4. Concluding remarks
In the paper, we gave an explicit construction of an (n−o(n))-mixed Boolean function with circuit complexity 5n±o(n).
Our results shows that a lower bound method for the size of a U2-circuit that applies to arbitrary well mixed functions
has reached the limit. As pointed out by one of reviewers of this paper, over the complete basis B2, our function can be
computed by a circuit of size 3n + o(n) since we only need n gates instead of 3n gates in step (i) in the construction. This
again asymptotically matches the largest known lower bound of 3n − o(n) for the B2-circuit size of an explicit Boolean
function due to Blum [3,15]; and one cannot obtain an improvement beyond 3n if one only considers well-mixed functions.
Our result shows a limitation of the gate elimination method under one particular setting. One can pursue more results
saying that the gate elimination method cannot establish X. It would be particularly interesting if one can show that (some
form of) gate elimination methods are inherently too weak to derive a nonlinear lower bound under some setting.
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