Abstract. We reconstruct finite-dimensional quantum theory from categorical principles. That is, we provide properties ensuring that a given physical theory described by a dagger compact category in which one may 'discard' objects is equivalent to a generalised finite-dimensional quantum theory Quant S over a suitable ring S. The principles used resemble those due to Chiribella, D'Ariano and Perinotti. Unlike previous reconstructions, our axioms and proof are fully categorical in nature, in particular not requiring tomography assumptions. Specialising the result to probabilistic theories we obtain either traditional quantum theory with S being the complex numbers, or that over real Hilbert spaces with S being the reals.
The Hilbert space formulation of quantum theory has remained difficult to interpret ever since it was first described by von Neumann [vN55] . Over the years this has led to numerous attempts to understand the quantum world from more basic, operational or logical principles. As well as being of physical interest, such new understandings are invaluable when developing logical frameworks for the modelling of quantum computation. Most recently there has been a great interest in 'reconstructions' of quantum theory as a theory of information [Har01, CDP11, Har11, Wil17, vdW18, SSC18] . In these, quantum theory is singled out via operational axioms, referring to the likelihoods assigned to experimental procedures, from amongst all general probabilistic theories.
Typically, a central aspect of any such theory is taken to be the specification of certain allowed physical systems and processes between them, which may be composed like pieces of apparatus in a laboratory. It is well-known that such 'process theories' correspond precisely to monoidal categories [CP11] , very general mathematical structures coming with an intuitive graphical calculus allowing one to reason using circuit diagrams [Sel11] . In the usual approach to reconstructions, one then explicitly adds further probabilistic structure using an assumption known as finite tomography, which enforces that the processes of any given type generate a finite-dimensional real vector space. Though physically motivated, such technical assumptions move these results further from formal logic.
However, there is a second tradition in the literature characterised by avoiding these tomography assumptions, and instead studying physical theories such as quantum theory purely in terms of their categorical or diagrammatic aspects. This programme, lying at the intersection of physics and computer science, is collectively referred to as categorical quantum mechanics (CQM) [AC04] . The categorical approach is natural from a perspective in which processes are seen as fundamental to a physical theory, and provides an intuitive but formal logic for reasoning about quantum processes which is easily connected with other categorical formalisations of computation from across computer science. It has proven successful in studying numerous aspects of quantum foundations and quantum computation [CK14, CDKW12, Abr09, CD08] .
As such it is natural to ask whether one may recover quantum theory itself in this framework, providing us with a categorical logic which fully axiomatises quantum processes. Indeed a reconstruction theorem for CQM has long been desired, with the need for such a result put forward by Coecke and Lal in [CL11] . In this work, we present such a category-theoretic reconstruction of quantum theory.
The Principles. Throughout we work in the framework of dagger theories; symmetric monoidal categories coming with a dagger, allowing us to 'reverse' morphisms, and for which each object has a chosen effect called discarding, denoted , which we can think of as the process of throwing away or ignoring a system. The theories we consider are also compact, providing the ability to swap inputs and outputs of morphisms. Furthermore they meet the following axioms expressed using the graphical calculus. In the tradition of quantum reconstructions we refer to these as operational principles our theory must satisfy. 1. Strong purification. Any morphism f has a dilation g which is pure in the sense that any dilation of g is trivial. Diagrammatically:
Furthermore we take pure morphisms to be compatible with composition and the dagger, making them an environment structure [Coe08] , every suitable object to have a causal pure state, and purifications to be essentially unique [CDP11] , meaning that any two of the same type are related by a suitable isomorphism. In our setting the above notion of purity in fact coincides with the usual one in terms of mixing (see Appendix B). 2. Kernels. Every morphism f has a dagger kernel, characterised by f g = 0 ⇐⇒ (∃!h) g = ker(f ) h Kernels are closely related to axioms of [CDP11] which allow one to associate a system to those states which are 'perfectly distinguishable' from any given state. 3. Pure exclusion. Every causal pure state ψ of a non-trivial system has e • ψ = 0 for some non-zero effect e. 4. Conditioning. For every pair of orthonormal states |0 , |1 and every pair of states ρ, σ of some object there is a morphism f with f • |0 = ρ and f • |1 = σ. Finally we also add basic compatibility requirements and make a mild assumption on the scalars in our theory called boundedness.
Reconstruction. We prove that any non-trivial dagger theory satisfying these principles is equivalent to a theory Quant S for a suitable ring S, a generalisation of the theory Quant C of finite-dimensional complex Hilbert spaces and completely positive maps (Theorem 8.1). Moreover, we show that a further basic assumption on scalars provides S with structure similar to the real or complex numbers (Lemma 8.2).
The statement and proof of these results are entirely category-theoretic, not assuming any form of tomography. When specialised to probabilistic theories, we obtain reconstructions of quantum theory Quant C as well as the quantum theory We begin by describing the general setting of dagger theories C, including the quantum theories Quant S , in Section 1.
In Sections 2 and 3 we give our general recipe for quantum reconstructions, based on describing superpositions in the category B := C pure .
Those only interested in our main reconstruction can skip to Section 4 where we introduce the operational principles for a dagger theory C.
The next sections contain most of the proof of our main results. Section 5 studies the consequences of our principles and Section 6 derives the presence of superpositions from them, allowing us to apply our recipe. In Section 7 we find further properties of our theory by axiomatizing its extended category of pure morphisms A := GP(B).
The main reconstruction results are deduced in Section 8, where we return to the dagger theory C. We then quickly specialise these to probabilistic theories in Section 9. We close by discussing our results and open questions, with details expanded on in the appendices.
Setup
In the process-theoretic approach, a theory of physics specifies certain systems and composable processes between them. In other words, a theory corresponds to a category C whose objects A, B, C . . . are systems and whose morphisms f : A → B are processes. It is natural to suppose that we may also place systems and processes 'side-by-side' via some operation A, B → A ⊗ B and f, g → f ⊗ g, and it is wellknown that this is captured by the notion of a (symmetric) monoidal category (C, ⊗, I). For an overview of symmetric monoidal categories in physics see [CP11] .
Along with the notation f : A → B for morphisms in a category, we will make use of the graphical calculus for monoidal categories [Sel11] in which morphisms f : A →
, with identity morphisms as vertical wires and composition by
Any monoidal category comes with a unit object I, and we call morphisms ρ : I → A, e : A → I and s : I → I states, effects and scalars respectively. In diagrams (the identity on) I is an empty picture so that these are depicted as:
The scalars form a commutative monoid under composition and come with a multiplication f → s · f on morphisms given graphically by drawing s alongside f .
As well as being symmetric monoidal, we will be interested in categories with extra structure. Recall that a dagger monoidal category is one coming with a functor (−) † : C op → C satisfying A † = A and (f † ) † = f for all objects A and morphisms f , and being compatible with ⊗ in a suitable sense. Graphically the dagger is represented by turning pictures upside-down:
Borrowing terminology from Hilbert spaces, in a dagger category an isometry is a morphism f : A → B with f † • f = id A , and a unitary additionally has f • f † = id B . A morphism f is positive when f = g † • g for some morphism g. A further manner in which we may relax our requirements on diagrams is to be free to exchange inputs and outputs of morphisms. A dagger compact category [Sel07] is a symmetric monoidal category with a suitably compatible dagger, and for which for every object A there exists another object A * and a state : I → A * ⊗ A satisfying the snake equations: = = where = † • σ for the 'swap' isomorphism σ which exists in any symmetric monoidal category. In particular the identity morphism on the objects A and A * are depicted with upward and downward arrows respectively. For any morphism f : A → B we may then define morphisms
Now we will be primarily interested in categories with an interpretation as operational procedures one may perform in some domain of physics. These are distinguished by an extra feature, common to all causal operational theories [CDP11] ; the ability to 'discard' or 'ignore' systems. Definition 1.1. A monoidal category with discarding is a monoidal category C with a chosen effect A on each object A such that
By a dagger theory (C, ) we then mean a dagger category with discarding. A dagger theory is compact when C is dagger compact and discarding satisfies
The presence of discarding morphisms in fact allows for a general treatment of causality [CL13] , and we call a morphism f :
Finally, all of our categories of interest will come with zero morphisms, meaning that there is a morphism 0 : A → B between any two objects, together satisfying
and 0 ⊗ f = 0 in the monoidal case, for all morphisms f . A zero object 0 is then one with id 0 = 0, or equivalently that is both initial and terminal.
Let us now meet our main examples of dagger categories and theories.
Example 1.2. Let S be a semi-ring (i.e. a ring without a notion of subtraction) which is commutative and has an involution, i.e. an automorphism s → s † with s † † = s for all s ∈ S. The dagger compact category Mat S has as objects the natural numbers, with morphisms M : n → m being n × m matrices over S. Composition is that of matrices, with (M † ) i,j = M † j,i and M ⊗ N given by the Kronecker product.
Example 1.3. We can model classical probabilistic physics on finite systems by the compact dagger theory Class := Mat R + , where morphisms are 'unnormalised stochastic matrices'. Here discarding is given by n = (1, . . . 1) : n → 1. Classical 'possibilistic' physics is instead described by the compact dagger theory Rel whose objects are sets and morphisms A → B are relations R ⊆ A × B. Here ⊗ is Cartesian product, the dagger is relational converse, and A is the unique function from A into a singleton set I = { * }.
Example 1.4. Quantum theory may be described in terms of any of three dagger compact categories whose objects are finite-dimensional complex Hilbert spaces.
Most simply, in the category FHilb morphisms are linear maps f : H → K. Physically, however, any two such maps f, g are in fact indistinguishable whenever they are equal up to global phase i.e. f = e iθ · g for some θ ∈ [0, 2π). Taking equivalence classes [f ] of linear maps f under this relation yields the category FHilb ∼ of 'pure' quantum processes. Extending this to consider arbitrary mixed processes between quantum systems leads to the category Quant where morphisms H → K are completely positive linear maps f : B(H) → B(K).
In each case ⊗ is the tensor product of Hilbert spaces, I = C, and f † is the adjoint of the linear map f . In particular, states and effects on H in FHilb correspond to vectors ψ ∈ H while in Quant they are unnormalised density matrices ρ ∈ B(H). Scalars in FHilb may be equated with elements of C, while in FHilb ∼ and Quant they are 'unnormalised probabilities' ∈ R + . Quant is moreover a dagger theory, with H : B(H) → C being the map a → Tr(a). In particular a morphism here is causal precisely when it is trace-preserving as a completely positive map. Example 1.5. More broadly one may also consider the dagger symmetric monoidal category Hilb of (arbitrary) Hilbert spaces and bounded linear maps. However it is not dagger compact, and neither is its quotient Hilb ∼ under global phases.
There is a well-known description of the dagger theory Quant in terms of its subcategory FHilb ∼ due to Selinger [Sel07] which allows it to be generalised. The motivating example is as follows.
Noting that FHilb ≃ Mat C suggests the following generalisation. Definition 1.8. For any commutative involutive semi-ring S we define a dagger theory
Explicitly, morphisms n → m are S-valued matrices of the form
Example 1.9. Standard quantum theory is Quant ≃ Quant C , with the above being the Kraus decomposition of a completely positive map. Another physically interesting example is Quant R which describes quantum theory on real Hilbert spaces [Stu60, HW12] . For more on generalised quantum theories see [Gog17] .
Our main goal in this article will be to find conditions ensuring that a dagger theory is equivalent to Quant, or more generally Quant S for some semi-ring S.
Superpositions
Key to our understanding of theories such as Quant will be answering the following basic question: given Hilbert spaces H and K, how do we describe the space H ⊕ K, modelling superpositions from each, categorically? In fact a well-known notion seemingly answers this question.
In a dagger category we call morphisms f : A → B and g : such that for all f : A → C and g : B → C there exists a unique morphism h making the following commute:
We denote the unique such morphism by h = [f, g].
In categorical language, the condition above states that A⊕B is a coproduct of A, B, and the dagger makes it also their product compatibly. Finite dagger biproducts A 1 ⊕ . . . ⊕ A n may be defined similarly, and in fact exist precisely when B has binary biproducts and a zero object.
Example 2.2. Each category Mat S has dagger biproducts given on objects by n ⊕ m = n + m. In particular, FHilb has dagger biproducts given by direct sum H ⊕ K of Hilbert spaces, as does Hilb.
Biproducts are a general way to describe addition and matrix-like features internally to a category, providing a well-behaved addition operation on morphisms f, g : A → B by
In any monoidal category with finite biproducts which are 'distributive' (as in any dagger compact category) this makes the scalars S = C(I, I) a commutative semi-ring, and there is a full embedding Mat S ֒→ C sending each object n to the object
In Hilb these additive features describe quantum superpositions. However, there is a problem: while Hilb has biproducts, Hilb ∼ does not, and only the morphisms of the latter category have a direct physical interpretation. Nonetheless, Hilb ∼ has a similar feature describing superpositions, introduced in [Tul18b] . 3. Whenever U is a phase then so is U † .
Again a zero object along with these suffices to describe finite phased dagger biproducts A 1⊕ · · ·⊕ A n . A biproduct is then simply a phased biproduct whose only phase is the identity. 
Example 2.5. More generally, by a choice of global phases on a dagger symmetric monoidal category A we mean a subgroup P of its unitary scalars. We write A ∼ for its category of equivalence classes under f ∼ g whenever f = u · g for some u ∈ P. Then when A has distributive dagger biproducts, these form phased dagger biproducts in A ∼ .
In fact there is a general way of reversing this example for phased biproducts with some extra properties. Call a morphism f :
In general we will call a dagger monoidal category state-inhabited when every non-zero object A has at least one isometry I → A. Definition 2.6. A dagger compact category B has the superposition properties when it is state-inhabited and has finite phased dagger biproducts such that for all phases U and positive diagonal morphisms p, q on A⊕ B we have
By an embedding of dagger (symmetric) monoidal categories we mean a faithful dagger (symmetric) monoidal functor F : C → D. It is an equivalence C ≃ D when it is full and every object of D is unitarily isomorphic to F (A) for some A ∈ C. Theorem 2.7.
[Tul18b] Let B be a dagger compact category with the superposition properties. Then there is a dagger compact category 1 GP(B) with finite dagger biproducts and a choice of global phases such that
We write [−] : GP(B) → B for the dagger monoidal functor which takes equivalence classes under ∼. Remark. We will not require the explicit description of the category GP(B) here, but it is constructed as follows [Tul18b] ; objects are phased biproducts A = A⊕ I and morphisms f : A → B are diagonal morphisms with f • κ I = κ I .
In fact the GP(B) construction extends more generally to (dagger symmetric) monoidal categories with phased biproducts which are 'distributive' and satisfy a weakening of (2); see [Tul18b] . In particular we similarly have GP(Hilb ∼ ) ≃ Hilb
A Recipe for Reconstructions
Our description of superpositions provides a general result for reconstructing quantum-like theories. For this we now need to know when, like Quant S , a dagger theory is of the form CPM(B).
In fact those theories arising from the CPM construction have been axiomatized by Coecke [Coe08] . Firstly, in any category with discarding, a morphism g : A → B ⊗ C is said to be a dilation of a morphism f : A → B when Now let C be a compact dagger theory. An environment structure [CP10] on C is a choice of dagger compact subcategory C p such that every morphism of C has a dilation in C p , and additionally all morphisms f : A → B, g : A → C in C p satisfy the CP axiom:
Example 3.1. The dagger theory Quant has an environment structure given by the subcategory FHilb ∼ . The ability to dilate processes in this way is referred to as
If B is a dagger compact category then CPM(B) has an environment structure with CPM(B) p being the image B of the dagger monoidal functor (−) : B → CPM(B) which preserves objects and is given on morphisms by
Conversely, by an embedding or equivalence of dagger theories F : C → D we mean one of dagger symmetric monoidal categories which also preserves discarding in that F (I) = φ • F ( I ) holds for its given isomorphism φ : F (I) ≃ I, and which preserves zero morphisms when they exist. Then for any compact dagger theory C with an environment structure C p there is an equivalence of dagger theories
Let B be a dagger compact category with the superposition properties. Then the functor [−] : GP(B) → B extends to an equivalence of compact dagger theories
Proof. Since [−] is a wide full dagger symmetric monoidal functor and is surjective on objects up to unitary it lifts to such a functor CPM(GP(B)) → CPM(B). For faithfulness we require that
which after bending wires is just the last line of Theorem 2.7.
For a monoid S with involution (−)
† we write S pos for the collection of elements which are positive, i.e. of the form s † · s for some s ∈ S.
Corollary 3.3. Let C be a compact dagger theory with an environment structure C p which has the superposition properties. Then there is an embedding of dagger theories Quant S ֒→ C for some commutative involutive semi-ring S with C p (I, I) ≃ S pos as monoids.
Proof. Since GP(C p ) is dagger compact with dagger biproducts, we've seen that its scalars S form a commutative involutive semi-ring, giving an embedding Mat S ֒→ GP(C p ) and hence embeddings To obtain a full reconstruction, it remains to find further conditions making the embedding an equivalence.
Example 3.4. Let S be a commutative involutive semi-ring in which every nonzero element is invertible and for all positive elements p we have p 2 = 1 =⇒ p = 1. Then the above environment structure on Quant S has the superposition properties and is state-inhabited. Examples of such S include C, R, R + and the Booleans B.
The Operational Principles
For now let us leave aside superpositions and our recipe for reconstructions, and return to the general setting of dagger theories outlined in Section 1. We now present axioms for theories of the form Quant S with a clearer operational meaning than the superposition properties, motivated by the CDP reconstruction for probabilistic theories [CDP11] . We will consider dagger theories (C, ) coming with zero morphisms and the following features. 4.1. Purification. Firstly, crucial to [CDP11] is the ability in quantum theory to dilate any process to one of the following form.
Definition 4.1. In any monoidal category with discarding and zero morphisms, we call a morphism f : A → B pure when either f = 0 or f satisfies
for some causal state ρ, for all such dilations g.
This notion of purity is due to Chiribella [Chi14] . In the probabilistic setting, such as in [CDP10] , purity is more typically defined in terms of mixtures of processes. Recently there have also been several proposed alternative diagrammatic definitions of purity [SC17, CH18] . However, for theories satisfying our principles all of these notions coincide, as we show in Appendix B. Like [CDP11] we consider theories in which morphisms have well-behaved pure dilations, as follows.
Principle 1 (Strong purification). The collection C pure of pure morphisms forms an environment structure on C. Moreover, every non-zero object of C has a causal pure state, and for all pure morphisms f, g we have
for some pure unitary U : C → C. We refer to any pure dilation g of a process f a purification of f , and condition (5) as stating that these are essentially unique.
In particular the above tells us that pure morphisms are closed under composition and contain all identity morphisms, giving the rule
for some causal state ρ, for all non-zero morphisms f . This is referred to as having 'no leaks' in [SC17] . In particular it follows that all unitaries in C are pure.
Kernels. Our next principle draws on other axioms of [CDP11] encoding the following feature of both quantum and classical theory.
Given a (causal) state ρ of some system we can consider the other states σ which may be 'perfectly distinguished' from ρ by some experimental test; in fact this holds iff ρ † • σ = 0. Crucially, the collection of such states itself forms a system; indeed in the quantum case σ is of this form iff it factors over the inclusion supp(ρ)
⊥ ֒→ H. An existing categorical notion extends these ideas to arbitrary morphisms. Definition 4.2. Let C be a dagger category with zero morphisms. A dagger kernel of f : A → B is an isometry ker(f ) : Ker(f ) → A with f • ker(f ) = 0, such that every g : C → A with f • g = 0 has g = k • h for some (necessarily unique) morphism h.
We say C has dagger kernels when every morphism has a dagger kernel. Dually, a dagger cokernel of f is a morphism coker(f ) : B → Coker(f ) which any morphism with g • f = 0 factors over, and for which coker(f )
† is an isometry.
Dagger kernels were first studied in detail by Heunen and Jacobs in [HJ10] . Whenever we use the term '(co)kernel' we will always mean 'dagger (co)kernel'.
Any two kernels of the same morphism are equal up to a unique unitary on their domain, and so we may identify them and speak of 'the' kernel of a morphism. A category with dagger kernels also has cokernels via coker(f ) = ker(f † ) † and a zero object given by 0 = Ker(id A ) for any object A. Any kernel k comes with a complement defined by
In fact this makes the collection of kernels on any fixed object into an orthomodular lattice, just like the subspaces of a Hilbert space [HJ10] .
We will need an extra assumption about kernels and their complements. Let us call a pair of effects d, e : A → I total when for all morphisms f, g :
Principle 2 (Kernels). The category C has dagger kernels, which moreover are causally complemented in that for all dagger kernels k : K → A the effects
Causal complementation is a natural requirement if we are to think of the above effects as the two distinct outcomes of some binary test we may perform on the system A.
Example 4.3. Quant has dagger kernels which are causally complemented. Since any morphism satisfies
• f = 0 =⇒ f = 0, it suffices to consider kernels of effects e. For a state ρ ∈ B(H), ker(ρ † ) is precisely (the CP map determined by) the inclusion supp(ρ)
⊥ ֒→ H, with complement given by supp(ρ) ֒→ H. A state σ in fact factors over the latter morphism precisely when it appears in some convex decomposition of ρ, making it an ideal compression scheme for ρ in the sense of [CDP11] . These kernels are all pure and restrict to give dagger kernels in FHilb and FHilb ∼ . More broadly Hilb and Hilb ∼ have kernels, being the motivating example in [HJ10] .
Example 4.4. Dagger kernels also exist in our classical theories Class and Rel. In Class, ker(M ) is the usual kernel of a matrix M . In Rel a morphism R : A → B has ker(R) = {a ∈ A | ∄b ∈ B R(a, b)}.
Pure exclusion.
In order for pure processes to behave with respect to zero morphisms as they do in Quant we require an extra principle. Let us call an object A trivial when A : A → I is a unitary or A is a zero object, and a theory trivial when every object is trivial.
Principle 3 (Pure Exclusion). For every causal pure state ψ of a non-trivial object A there is a non-zero effect e with e ψ = 0
Pure exclusion encodes the idea that any pure state of a non-trivial system may be ruled out (excluded) by some experimental test (following from 'perfect distinguishability' in [CDP11] ). We will meet some natural equivalent conditions to pure exclusion shortly, in Section 5.
4.4.
Conditioning. Finally, we will need to consider one very mild extra property, which allows us to form processes whose output is 'conditional' on their input, in the following sense. We call a pair of states |0 , |1 of the same object orthonormal when they are orthogonal isometries, i.e.
Principle 4 (Conditioning). For every pair of orthonormal states |0 , |1 of an object A and any states ρ, σ of an object B there is a morphism f : A → B with
Intuitively, this principle simply states that there is some process f which prepares either the state ρ or σ depending on whether the system is given in the state |0 or |1 (and may behave in any manner otherwise). The ability to consider such conditional procedures is a typical background assumption in the study of (causal) probabilistic theories, see e.g. [CDP10, p.12].
Definition 4.5 (Operational Principles). We say that a dagger theory C satisfies the operational principles when it is non-trivial, dagger compact, has zero morphisms, and satisfies principles 1-4.
Along with these principles, we will later introduce some mild extra assumptions on the scalars in our theory, most notably 'boundedness'.
Example 4.6. Quant C and Quant R are dagger theories satisfying the operational principles, as we'll prove in Section 7. The dagger theories Class and Rel may be seen to satisfy all of the operational principles aside from strong purification.
Consequences of the Principles
Let us now establish some basic consequences of the operational principles. We begin with kernels. First, note that any category with dagger kernels in fact comes with some further useful maps. For any morphism f : A → B, we define the image of f by im(f ) := ker(coker(f )) : Im(f ) → B Then f factors as f = im(f ) • g where coker(g) = 0, and a morphism k is a kernel iff k = im(k) [HJ10] . Dually, the coimage of a morphism is given by coim(f ) := coker(ker(f )) : A → Coim(f ).
Lemma 5.1. In any dagger compact category C with dagger kernels: 1. Kernels satisfy the rule
2. If k and l are kernels then so is k ⊗ l; 3. If C is state-inhabited then all morphisms f, g satisfy
Proof. 1 follows from bending wires and using the definition of a kernel.
2. It suffices to show for any kernel k :
is a composition of kernels, and hence a kernel [HJ10] , as required.
and using the previous part shows that f factors over k ⊗ id B , as desired.
3. Using compactness we have
Suppose that f ⊗ g = 0 and let the effect e be given by bending the output of g to an input as above. If Im(e) ≃ 0 then since e factors over Im(e) we have e = 0. Otherwise, let ψ be an isometric state of Im(e). Then im(e) • ψ is an isometry I → I and hence is unitary since scalars are commutative. So coker(e) = 0 and then by the above we have f = 0.
We next explore some consequences of the presence of purification and kernels.
Proposition 5.2. Let C be a non-trivial compact dagger theory satisfying principles 1 and 2. Then the following hold. 1.
• f = 0 =⇒ f = 0 for all morphisms f . 2. Every dagger kernel in C is pure and causal and is a kernel in C pure . 3. Every non-trivial object has an orthonormal pair of pure states.
Proof. 1. Let g be a purification of f . Then
• g = 0 =
• 0. Then since 0 is pure by definition we have g = U • 0 for some unitary U . Then g = 0 and so f = 0 also.
2. We claim that any kernel k satisfies (4). Indeed if g is a dilation of k then by the previous part we have implications:
for some unique f . Then since k is an isometry, f satisfies the left hand side of (6). If K ≃ 0 then k = 0 and so it is pure, otherwise f = id A ⊗ ρ for some state ρ, as required. Hence all kernels are pure. Now for any pure morphism f , k = ker(f ) is also the kernel of f in C pure , since if g is pure with f • g = 0, then g = k • h where h = k † • g is pure since g and k are. 3. Let A be any non-trivial object in C, and ψ any causal pure state of A. By pure exclusion, Coker(ψ) is non-zero and so has a causal pure state η. Then φ = coker(ψ) † • η is also a causal pure state of A and ψ and φ are orthonormal.
Next let us turn to some consequences of pure exclusion, which in the presence of our other principles has a natural equivalent form. Say that a dagger theory has normalisation when it has that every non-zero state ρ is of the form ρ = σ • r for some causal state σ and scalar r. For example this holds in theories whose scalars are R + or the Booleans B.
Lemma 5.3. The following are equivalent for a compact dagger theory satisfying principles 1 and 2:
1. Pure exclusion holds; 2. Every pure state has trivial image; 3. Normalisation holds, and every causal pure state is a kernel.
Moreover, when these hold:
i) All scalars are pure; ii) For all non-zero morphisms f, g, if f ⊗ g is pure then so are f and g.
Proof. 1 =⇒ 2: Let ψ be any non-zero pure state. Now we can write ψ = im(ψ)•φ for some state φ with coker(φ) = 0. Since im(ψ) is an isometry it is easy to see that φ is pure also. Hence by pure exclusion Im(ψ) is trivial. 2 =⇒ 1: Let ψ be a non-zero pure state of some object A. By assumption ψ has trivial image and so we may take Im(ψ) = I. Now suppose that e • ψ = 0 for all effects e. Thanks to Proposition 5.2 (1), we have coker(ψ) = 0. This makes im(ψ) an isomorphism I ≃ A, which is causal by Proposition 2, making A trivial.
2 =⇒ 3: By purification, for normalisation it suffices to be able to normalise any non-zero pure state. By assumption any such state ψ has Im(ψ) = I, so that
and since im(ψ) is a kernel it is causal. Moreover if ψ is causal then by applying discarding we see that r = id I , making ψ = im(ψ) a kernel.
3 =⇒ i: Normalisation is precisely the statement that all scalars are pure. 3 =⇒ ii: By compactness, it suffices to show that if ψ ⊗ φ is pure for non-zero states ψ, φ, of A, B respectively, then so is φ.
We first consider when ψ is causal. In this case suppose that some state ρ of B ⊗ C dilates φ. Then ψ ⊗ ρ dilates the pure state ψ ⊗ φ and so is given by ψ ⊗ φ ⊗ ν for some causal state ν of C. But then
Hence φ is pure.
In the general case, by normalisation we have ψ = τ • r for some scalar r and causal state τ . Then since τ is causal, by the case above the state defined by ω := φ • r must be pure. Now any purification σ : I → B ⊗ D of φ satisfies 
) = 0, so that im(ψ) = im(φ). But since φ is pure by (ii), it is a kernel by assumption and so im(φ) is trivial.
Another useful fact for us will be the following.
Lemma 5.4. Any dagger theory satisfying the operational principles contains an object with a pair of causal pure states |0 , |1 with |0 = |1 ⊥ as kernels.
Proof. Let A have a pair of orthonormal pure states ψ 0 , ψ 1 , as in Proposition 5.2 (3).
As noted, the dagger kernels on A form an orthomodular lattice, so we may define
and i := im(ψ 0 )∨im(ψ 1 ) : B → A. Then ψ 0 = i•|0 and ψ 1 = i•|1 for some unique pure isometric states |0 , |1 , which are kernels by the CP axiom and Lemma 5.3. Furthermore |0 , |1 are then orthogonal and by construction satisfy |0 ∨ |1 = id B . By general properties of orthomodular lattices this means that |0 = |1 ⊥ .
5.1. Coarse-graining. In fact the principles we have considered provide another basic feature typical to operational physical theories.
Definition 5.5. A dagger theory C has coarse-graining when it is dagger monoidally enriched in commutative monoids. That is, it has zero morphisms and each homset C(A, B) comes with an associative commutative operation + such that
Examples 5.6. Our classical examples Class and Rel each come with coarsegraining given by addition of matrices and union of relations, respectively. If A is a dagger compact category with finite dagger biproducts then CPM(A) has coarsegraining defined by
where f, g is the unique such morphism with (κ †
In particular Quant S has coarse-graining, for any commutative involutive semi-ring S.
Proposition 5.7. In the presence of the other operational principles, C satisfies conditioning iff it has coarse-graining. In this case its coarse-graining operation is unique. Moreover, in a theory with coarse-graining, causal complementation holds iff all dagger kernels k : K → A are causal and satisfy By causal completeness this is independent of our choice of h. Moreover it is straightforward to verify that it respects •, ⊗ and † and has unit 0, and so indeed gives C coarse-graining.
For the second statement, firstly note that (10) is easily seen to ensure causal complementation. Conversely, for any kernel k as above let
and so by causal complementation, f is causal. But since all dagger kernels are causal we have
Finally let us show that + as defined above is unique. Indeed if C comes with any other such operation then by (10) for any object C as above we have
It follows that any morphism h satisfying (11) will then automatically have marginal f + g, and so + coincides with our definition above. In particular + is independent of our choice of C.
In particular, the operation + makes the scalars R = C(I, I) of our theory into a semi-ring. Thanks to the above we may have equivalently originally stated the operational principles in terms of the presence of such a coarse-graining operation; for more on this see Appendix C.
Deriving Superpositions
Let us now show that any theory C satisfying our principles has the superpositionlike features of Section 2.
Firstly, note that thanks to essential uniqueness every pair of causal pure states of the same object in our theory are connected by a unitary. In fact we are able to strengthen this property.
Lemma 6.1. In any dagger theory satisfying the operational principles, for any pairs {|0 , |1 } and {|0
′ , |1 ′ } of orthonormal pure states of an object A, there is a unitary U on A with U • |0 = |0 ′ and U • |1 = |1 ′ .
Proof. By essential uniqueness there is a unitary U on A with U • |0 = |0 ′ . Since every causal pure state is a dagger kernel we may define a new dagger kernel k = |0 ′ ⊥ : K → A. Since unitaries preserve orthogonality, U • |1 is orthogonal to |0 ′ , so that U • |1 = k • ψ for the causal pure state ψ = k † • U • |1 . Similarly we always have |1 ′ = k • φ for some causal pure state φ. By essential uniqueness there is then a unitary V on K with V • ψ = φ, and in turn a unitary W on A with
One may then verify that W † • |0 ′ is orthogonal to k and so factors over
is an isometry so is the scalar z, and so, since all scalars are pure, by the CP axiom we have z = id I . Finally since W preserves |0 ′ we have that W • U is the desired unitary on A.
In just the same way one may in fact show that there is a unitary relating any two collections of orthonormal states of the same size {|i }
; this property is called 'strong symmetry' in [BMU14] . The result also allows us to extend conditioning to pure morphisms as follows.
Lemma 6.2. In any dagger theory satisfying the operational principles, for any orthonormal pure states |0 , |1 of an object A and pair of pure states ψ, φ of an object B there is a pure f : A → B with f • |0 = ψ and f • |1 = φ.
Proof. If ψ = 0 then we may take f = φ • |1 † , and similarly if φ = 0 the result is trivial. Otherwise assume that ψ and φ are non-zero. Using conditioning, let h be any morphism satisfying We are now able to show that C pure has a qubit-like object.
Proposition 6.3. Let C be a dagger theory satisfying the operational principles. Then C pure has a phased dagger biproduct B = I⊕I for which all phases are unitary.
Proof. Let B be any object with a pair of pure causal states |0 , |1 with |0 = |1 Hence by zero cancellativity we have |1 † • U • |0 = 0 and so U • |0 = |0 • z for some scalar z. But then z is an isometry and so by the CP axiom z = id I . Hence U preserves the states |0 , and |1 , i.e. is a phase. Since B has the existence property of a phased biproduct, there exists a pure effect on B with • |0 = id I = • |1 . Then for any such effect we have
where each of the endomorphisms of B below f, g above are also phases. Finally note that any phase W is unitary, since we have that |i
for i = 0, 1 and so W † is causal by causal complementation, and hence unitary by essential uniqueness. In particular this makes phases invertible, so that by (14) f and g are equal up to phase, and closed under the dagger, so that B is a phased dagger biproduct.
To construct more general phased dagger biproducts in C pure we use the following abstract results, each proven in Appendix A.
Lemma 6.4. Let B be a dagger compact category with zero morphisms and a phased dagger biproduct I⊕ I. Then B has phased dagger biproducts of the form A⊕ A, for all objects A.
Lemma 6.5. Let B be a category with dagger kernels and phased dagger biproducts A⊕ A for all objects A. Then B has finite phased dagger biproducts iff for every pair of objects A, B there is an object C and orthogonal kernels k : A → C and l : B → C.
Corollary 6.6. Let C be a dagger theory satisfying the operational principles. Then C pure has the superposition properties.
Proof. Since all kernels in C are also kernels in C pure , by Proposition 6.3 and Lemmas 6.4 and 6.5 to show that C pure has phased dagger biproducts it suffices to show for all objects A, B that there exists some object C and orthogonal kernels k : A → C and l : B → C. Now if either A or B is a zero object the result is trivial. Otherwise let ψ and φ be causal pure states of A, B respectively, and let C be an object with two orthogonal causal pure states |0 , |1 , such as I⊕ I. Then these states are all kernels and so by Proposition 5.1 (2) so are the morphisms 
using for the latter implications that κ A and κ B are themselves dagger kernels with κ A = κ ⊥ B , as shown in Lemma A.1 in the Appendix. Hence we have
Now if any other pure diagonal endomorphism g has
and the similar equation holds for B. Then by the CP axiom
Since c B = c A ⊥ , by causal complementation and (15), (16) we have
by the CP axiom again.
The Extended Pure Morphisms
We will be able to learn more about any theory satisfying our principles by studying its subcategory of pure morphisms further. In fact it will be more fruitful to consider the extension of this subcategory via the GP construction, just as FHilb is typically considered in place of FHilb ∼ . More precisely, this section concerns categories of the following form.
Definition 7.1. A quantum category is a dagger compact category A with finite dagger biproducts and dagger kernels which is state-inhabited and satisfies:
• dagger normalisation: every non-zero state ψ has ψ = σ • r for some isometric state σ and scalar r; • homogeneity: for all f, g : A → B we have
for some unitary U on B.
Proposition 7.2. Let C be a dagger theory satisfying the operational principles. Then A = GP(C pure ) is a quantum category.
Proof. We've seen that C pure has the superposition properties and kernels. Now by Theorem 2.7 A is dagger compact with finite dagger biproducts, and we may identify C pure with the category A ∼ of equivalence classes [f ] of its morphisms under f ∼ g whenever f = u · g for some unitary 'global phase' scalar u ∈ P. By the last line of Theorem 2.7 we have [
In particular a morphism f in A is an isometry or unitary iff [f ] is in C pure . This lets one deduce dagger normalisation, homogeneity and state-habitation noting that they hold in C pure by strong purification in C.
Finally, noting that [f ] = 0 =⇒ f = 0 it's easy to see that if [f ] = ker([g]) in C pure then f = ker(g) in A, giving the latter category kernels also. Examples 7.3. FHilb is a quantum category, as follows from the previous result; alternatively all there is left to note is homogeneity, which follows from the polar decomposition of a complex matrix.
In contrast homogeneity fails in Hilb; for example on l 2 (N) the shift operator (a 0 , a 1 , . . . ) → (0, a 0 , . . . ) is an isometry but not unitary.
Quantum categories have a surprisingly rich structure, generalising that of FHilb, which we now explore. Recall that since they have biproducts they come with an addition operation f + g on morphisms, generalising superpositions (and not to be confused with coarse-graining in a dagger theory). In fact they also come with a notion of subtraction.
Proposition 7.4. In any quantum category A, the following hold.
1. Every morphism f has an additive inverse −f ; 2. Every pair of morphisms f, g have a dagger equaliser [Vic11]; 3. Every isometry is a kernel; 4. For every kernel k :
Proof. 1. It suffices to find a scalar t with t + id I = 0, since then for all f we have f + (t · f ) = (id I + t) · f = 0. Employing standard categorical notation, we write a 1 , a 2 for the unique state of I ⊕ I with π i • a 1 , a 2 = a i , where π i = κ † i , for i = 1, 2. Now let
have ∆ = ψ • s for some scalar s and isometric state ψ. By homogeneity there is a unitary U with
• a is the required scalar since
2. This follows immediately with f, g having dagger equaliser ker(f − g).
Thanks to (1) a morphism m is monic iff ker(m) = 0. But then any isometry i has i = im(i)
• e with coker(e) = 0, and so dually e is an epimorphism. But since i and im(i) are isometries, so is e, and so it is unitary and i is a kernel. 
for some c ∈ S, with any such c having a = c · d and b = c · e for some d, e ∈ S. By a phased field we mean a phased ring which is also a field.
In particular the positive elements S pos of a phased ring are closed under addition, forming a sub-semi-ring of S. Examples of phased rings include C, as well as R under the trivial involution.
Moreover any other e ∈ S with e † · e = c † · c has e = c · u for a unitary u by homogeneity, and so also divides a and b.
This provides our main examples of quantum categories, as we prove in Appendix A.
Example 7.7. Let S be a phased field. Then Mat S is a quantum category. In particular so are Mat C and Mat R .
It is useful to know a converse result, telling us when a quantum category A arises as such a matrix category. In fact, for this we only require the following mild condition. Let us call a semi-ring R bounded when no element r has that for all n ∈ N there is some r n ∈ R with r = n + r n . For example the positive reals R + and rationals Q + are certainly bounded. Boundedness is similar to the Archimedean property for totally ordered groups [Spr] .
Lemma 7.8. Let A be a quantum category and S its ring of scalars. If S pos is bounded then A ≃ Mat S .
Proof. Consider the full embedding Mat S ֒→ A given by n → n · I. We now show that any object A has a unitary A ≃ n·I for some n ∈ N. If A is a zero object we are done, otherwise there is an isometry ψ : I → A, which is a kernel by Proposition 7.4. Then by the same result, letting B = coker(ψ 1 ) the morphism [ψ ⊥ , ψ] : B ⊕ I ≃ A is unitary. Setting B 1 = B and proceeding similarly we obtain a sequence of objects B 1 , B 2 , . . . with A ≃ B n ⊕ n · I for each n. Then if B n ≃ 0 for some n we are done. Otherwise for all n ∈ N we have
Let us now see how these categories correspond precisely to theories satisfying our principles. We call a quantum category non-trivial when it has id I = 0.
Theorem 7.9. There is a one-to-one correspondence between non-trivial:
• quantum categories A;
• dagger theories C satisfying the operational principles; up to equivalence, via A = GP(C pure ) and C = CPM(A).
Proof. For any such C, A = GP(C pure ) is a quantum category by Proposition 7.2, and must be non-trivial since otherwise id I = 0 in C, making every object there trivial. By Lemma 3.2 the functor [−] extends to an equivalence of dagger theories CPM(A) ≃ C.
The converse direction requires that for any non-trivial quantum category A, CPM(A) satisfies the operational principles and is equivalent to GP(CPM(A) pure ). This fact is not needed for our main reconstruction, but is proven in Proposition A.2 in Appendix A. This is a strong result, since for general C with an environment structure there may be many A with C ≃ CPM(A).
Example 7.10. If S is a phased ring which is also a field, Quant S satisfies our principles. In particular so do Quant C and Quant R .
Remark 7.11. In this section we focused on the category GP(C pure ), but C pure may also be axiomatised similarly; see Appendix D.
Reconstructions
We now return to the setting of dagger theories C satisfying our principles, and have reached our main result.
Theorem 8.1. Let C be a dagger theory satisfying the operational principles and R = C(I, I). There is an embedding of dagger theories
Quant S ֒→ C which preserves coarse-graining, for some phased ring S with R ≃ S pos as semirings. Moreover if R is bounded this is an equivalence of theories C ≃ Quant S .
Proof. By Theorem 7.9 there is an equivalence of dagger theories C ≃ CPM(A) where A is a quantum category. Moreover, note that any such equivalence must preserve the coarse-graining operation, since it is unique by Proposition 5.7. Hence it suffices to assume that C is of this form, in which case .S = A(I, I) is indeed a phased ring. By dagger normalisation in A the scalars in CPM(A) are isomorphic to S pos , since for every state ψ in A we have
for some isometric state φ and scalar s in A.
The embedding Mat S ֒→ A is an equivalence when R is bounded thanks to Lemma 7.8, and it induces the respective embedding or equivalence (17). Since the former preserves biproducts, the latter preserves coarse-graining.
As a result, when C satisfies the operational principles, its scalars R = C(I, I) form the positive elements S pos of a phased ring S, generalising the relationship between R + and C. This provides R with nice properties; it has characteristic 0 and that a is divisible by a + b for all a, b, hence coming with an embedding Q + ֒→ R. We may also freely extend R to a ring D(R), its difference ring. Formally D(R) consists of pairs (a, b) of elements of R after identifying (a, b) with (c, d) whenever a + d = b + c. Addition and multiplication are defined in the obvious way when interpreting (a, b) as 'a − b'. For example D(R + ) = R. Under a final extra condition we can show that S resembles either the real or complex numbers. Say that a semi-ring R has square roots when every a ∈ R has a = b 2 for some b ∈ R. For any ring S we write S[i] for the involutive ring with elements of the form a + b · i for a, b ∈ S, where 1 = −i 2 = i · i † , and we define a † = a for all a ∈ S.
Lemma 8.2. Let S be a phased ring for which R = S pos has square roots.
1. Every non-zero s ∈ S has s = r · u for a unique r ∈ R and unitary u ∈ S. 2. R is totally ordered under a ≤ b whenever a + c = b for some c ∈ R.
4. Either S = S sa with trivial involution, or S has square roots and S = S sa [i].
Proof. 1. For uniqueness, suppose that p · u = l · v for p, l ∈ R and u, v unitary.
Since S is an integral domain, multiplication is cancellative so w = w † and w 2 = 1. If w = 1 we are done, otherwise w = −1 and so p + l = 0. But then p = l = 0 by the definition of a phased ring. For existence, given s ∈ S let r = s † · s ∈ S pos . Since S pos has square roots, r = t 2 for some t ∈ S pos . Then s † · s = t † · t, so s = t · u for some u, which is easily seen to be unitary.
2. Let s ∈ S sa be non-zero with s = t · u as above. Then t · u = t · u † and so
making R totally ordered in the above manner. 3. We may identify D(R) with the set of elements a − b ∈ S for a, b ∈ R. Then D(R) ⊆ S sa always, but by the previous part S sa ⊆ D(R).
Suppose that S = S
sa . We will show that S has square roots using techniques adapted from Vicary [Vic11, Thm. 4.2]. Since R has square roots, thanks to the first part it suffices to find a square root of any given unitary u ∈ S. For this, first suppose that for all s ∈ S the element
is zero. Then putting s = 1 shows that u = −1. But then since x s = 0 for all s we have S = S sa , a contradiction. Hence there is s ∈ S such that x s is non-zero. Letting x s = r · v for a unitary v and r ∈ R we have
and v 2 = u as desired. Now in particular, −1 has a unitary square root i. Finally note that 2 is divisible in R thanks to the embedding Q ≥0 ֒→ R. Then for any s ∈ S defining elements of S sa by
This gives a more precise form of our reconstruction theorem.
Corollary 8.3. Let C be a dagger theory satisfying the operational principles, and suppose that R = C(I, I) has square roots and is bounded. Then C is equivalent to
Probabilistic Theories
Let us now consider the typical physical setting in which scalars correspond to (unnormalised) probabilities.
Definition 9.1. We call a dagger theory with coarse-graining C probabilistic when it comes with an isomorphism of semi-rings C(I, I) ≃ R + .
Note that this is a weaker definition than typical in the literature [Bar07, CDP11] since we have not made any assumptions relating to tomography, finite-dimensionality or topological closure. One may in fact identify such theories intrinsically, as in the following observation for which we thank John van de Wetering.
Lemma 9.2. Let C be a dagger theory satisfying the operational principles. Then C is probabilistic iff R = C(I, I) has square roots, no infinitesimals, and that every bounded increasing sequence has a supremum.
Proof. Appendix A. Now immediately from the definition of a probabilistic theory, and Corollary 8.3, we have the following.
Corollary 9.3. Any dagger theory which satisfies the operational principles and is probabilistic is equivalent to Quant R or Quant C .
Finally one may distinguish complex from real quantum theory by adding an extra principle such as local tomography [HW12] , or that every phase of a phased biproduct in our pure subcategory has a square root. In future it would be desirable to find a more generic categorical property separating these theories.
Discussion
We close with some points of discussion.
Equivalent axioms. We saw that our principles ensured the presence of a coarsegraining operation + on morphisms. Surprisingly, this operation is in fact cancellative, ruling out 'possibilistic' theories like Rel, as we show in Appendix C. Taking this operation instead as a primitive yields an alternative formulation of our principles, as follows.
Firstly, in a theory with coarse-graining, let us call a morphism f sub-causal when
• f + e = for some effect e. It is natural to consider such morphisms, since in fact only the sub-causal processes of a theory have a direct operational interpretation as possible outcomes of some experimental test. For example, in Quant a morphism is sub-causal when it is trace non-increasing as a completely positive map.
Theorem 10.1. A dagger theory C satisfies the operational principles iff it is nontrivial, dagger compact, has strong purification and dagger kernels, and comes with a coarse-graining operation for which:
1. f † is sub-causal for every dagger kernel or causal pure state f ; 2. all scalars r satisfy
Proof. Appendix C.
Note that condition 2 is certainly satisfied in any probabilistic theory. Hence any such theory satisfying the remaining conditions is equivalent to Quant R or Quant C .
Phased rings and fields.
A basic open question left from Section 7 is the following: is every phased ring S a field? Indeed in any such S every element of the form 1 + s † · s is invertible, our motivating examples R and C are indeed fields, and it is only in this case that we showed that Quant S satisfies our assumptions (Example 7.7). It is easy to see that when all non-zero scalars in our theory C are invertible (as in a probabilistic theory) the phased ring S of scalars in GP(C pure ) will be a field; for more on this see Appendix E.
Daggers. Our reconstruction made extensive use of the dagger, which lacks a clear physical interpretation for non-pure processes. It would thus be desirable to avoid explicit use of the dagger, or instead derive its presence as well as dagger compactness from principles such as purification as is essentially done in [CDP11] . This would yield a fully operational reconstruction in the simple framework of symmetric monoidal categories with discarding. The removal of dagger compactness would also allow infinite-dimensional systems to be considered. Finally, weakening our principles to allow for super-selection rules would allow us to study the broader category of finite-dimensional C*-algebras and completely positive maps [CHK14] . for i = 0, 1. From this it is straightforward to see that A ⊗ (I⊕ I) satisfies the first condition of a phased biproduct, with induced morphisms being unique up to a phase, and that every phase is of the form id A ⊗ u for some phase u of I⊕ I. This makes phases closed under the dagger, so that I⊕ I is a phased dagger biproduct as required.
Proof of Lemma 6.5. The condition is necessary since for any phased dagger biproduct A⊕ B it may be seen that κ A and κ B are dagger kernels with κ A = κ B ⊥ . Conversely, suppose that the condition holds and let k : A → C and l : B → C be orthogonal kernels. Let f be any endomorphism of C⊕ C with f
and similarly for κ 2 and l, there are unique κ A , κ B making the following commute: Proof. By homogeneity in A, CPM(A) has essentially unique dilations with respect to its environment structure A, i.e. the image of the functor (−) : A → CPM(A). Now since A has dagger kernels, it satisfies
for all morphisms f , by [Vic11, Lemma 2.4]. It follows that f = 0 =⇒ f = 0 in A and
The former provides A with dagger kernels given by ker( f ) = ker(f ). It follows that in CPM(A) any morphism g with dilation f has a dagger kernel ker(g) = ker( f ). Indeed if g • h = 0 for some h with dilation j as below then
and so
so that j factors over ker( f ) ⊗ id E and hence h factors over ker( f ). Hence CPM(A) has dagger kernels. To show that CPM(A) has strong purification, we need to show that a morphism belongs to A iff it is pure. By Lemma B.1 and compactness it suffices to show that, for any state ρ and causal state σ, if ρ ⊗ σ ∈ A then so does ρ. So suppose that this holds. It follows from well-pointedness in A and the rule (21) that there is some effect ψ ∈ A for which
is non-zero. Now by dagger normalisation and Proposition 7.4 (3), in A every state is of the form k • s for some dagger kernel state k and scalar s. So suppose that the state (22) takes this form for some k, s. Since k is again a kernel in CPM(A) it follows from zero cancellativity that im(ρ) = k, and so ρ = k • t for some scalar t. Now dagger normalisation in A states that every scalar in CPM(A) belongs to A. In particular so does t and hence so does ρ, as required. Hence CPM(A) has strong purification. Now we've seen that all scalars are pure, giving CPM(A) normalisation, and by the CP axiom and Proposition 7.4 (3) every causal pure state in is a kernel. Hence by Lemma 5.3 CPM(A) satisfies pure exclusion.
Next we show that non-triviality of A ensures non-triviality of the dagger theory CPM(A). Let A = I ⊕ I in A. Then if A is an isomorphism in CPM(A) it is pure and hence unitary, giving a unitary ψ = [a, b] : I ⊕ I → I in A. But ψ being an isometry is equivalent to a and b being unitary scalars in A with a † · b = 0. But then a = b = 0 and so id I = 0, a contradiction. Now, we've seen that the addition operation + in A provides CPM(A) with a coarse-graining operation. Moreover thanks to Proposition 7.4 (4) in A all dagger kernels k : K → A satisfy
which translates precisely to (10) in CPM(A). Hence by Proposition 5.7 CPM(A) satisfies the remaining operational principles. Finally, we turn to the equivalence (20). First, choose as global phases all unitary scalars in A, so that as before we write f ∼ g when f = u · g for some unitary scalar u and A ∼ for the quotient category under this congruence. Then by a general result from [Tul18b] (being the converse to Theorem 2.7) we have A ≃ GP(A ∼ ). On the other hand by homogeneity we in fact have f = g ⇐⇒ f ∼ g since:
for some unitary scalar u. But since A = CPM(A) pure , we obtain a dagger monoidal equivalence A ∼ ≃ CPM(A) pure and hence also the equivalence (20).
Proof of Lemma 9.2. Clearly R + satisfies these properties. Conversely if they hold then, by Lemmas 8.2 and E.2, D(R) is a totally ordered Archimedean field [Hal11] with R as its positive elements. Let (x n ) ∞ n=1 be any bounded monotonic sequence in D(R). Then for some r ∈ R and t = ±1, the bounded sequence (tx n + r) ∞ n=1 is increasing and belongs to R, and so converges there. Hence (x n ) ∞ n=1 also converges in D(R), making the latter monotone complete. But then by [Hal11, Theorem 3.11] there is an isomorphism D(R) ≃ R and hence R ≃ R + .
Appendix B. Notions of Purity
There have been several proposed notions of 'pure' morphism in the recent literature. The definition used here (4) from [Chi14] coincides with that of [SC17] whenever the 'no leaks' condition (6) is satisfied. In fact it is automatic in any theory with a suitable form of essentially unique purification, in the following sense.
Lemma B.1. Let C be a dagger theory with a zero object. Suppose that C has an environment structure C p which contains all zero morphisms and is state-inhabited, and for which dilations are essentially unique in the sense of (5). Suppose further that whenever f ⊗ ρ ∈ C p for some causal state ρ, so does f . Then a morphism belongs to C p iff it is pure. Proof. Let f : A → B be non-zero and belong to C p . Suppose that f has a dilation g : A → B ⊗ C. Dilating g if necessary, we may assume that g ∈ C p . Since f is non-zero, C is not a zero object and so has a causal state ψ ∈ C p . Then
and so g f = ψ U for some unitary U ∈ C p . By the CP axiom U is causal and hence so is the state U • ψ as desired. Conversely, suppose that f : A → B is pure and non-zero. Let g : A → B ⊗ C be a dilation of f with g ∈ C p . Then we have
for some causal state σ of C. Hence by assumption f ∈ C p .
A more typical notion of purity for probabilistic theories instead refers to a process having no non-trivial decompositions as a mixture. Cunningham and Heunen have also presented an alternative, categorically well-behaved notion of purity [CH18] . Thanks to the presence of coarse-graining +, all of these notions may be defined in theories satisfying our principles, and in fact they coincide.
Lemma B.2. Let C be a dagger theory satisfying the operational principles. For any morphism f : A → B the following are equivalent:
1. f is pure in the sense of (4); 2. f is atomic [CDP11] : f = g + h =⇒ g = r · f for some scalar r; 3. f is copure in the sense of [CH18] :
for some k with
Proof. 1 =⇒ 2: Suppose that f is pure and f = g + h for some morphisms g, h. Let C be any object with a pair of orthonormal pure states |0 , |1 , and let k = g ⊗ |0 + h ⊗ |1 . Then k is a dilation of f and so it is simply given by tensoring f with some causal state ρ. But then for some scalar r. Then since p and ψ is pure so is r · f . Now if f is non-zero then so is p and hence there is some pure state ψ of C which belongs to the image of p, and so makes the above and the scalar r non-zero. But if r = 0 and r · f is pure then so is f by Lemma 5.3 (ii). 3 =⇒ 1: thanks to the 'no leaks' property (6). 1 =⇒ 3: Let f be pure and suppose the left hand equation is satisfied. Thanks to purification we can assume that h is pure. By bending wires it suffices to consider when D = I. Let l : B ⊗ C → F purify g. If E or F are zero objects then h = 0. Otherwise let ψ and φ be causal pure states of E, F respectively. Then we have
for some unitary U by essential uniqueness, with the morphism above f on the right-hand side being a dilation of g as required.
Appendix C. Equivalent Axioms
We have seen that the operational principles imply the presence of a coarsegraining operation + on processes. Taking this operation instead as primitive allows us to reformulate our principles in an alternative, operationally motivated manner. First let us note that this operation is surprisingly well-behaved.
Proposition C.1. Let C be a dagger theory satisfying the operational principles. Then the following hold for all morphisms f, g, h:
• f + g = f + h =⇒ g = h;
• f ⊗ g = f ⊗ h =⇒ f = 0 or g = h.
Proof. We have C ≃ CPM(A) for a quantum category A. But the definition of coarse-graining in CPM(A) is simply addition in A. Since A has negatives −f for all morphisms f it satisfies both properties.
Under even milder assumptions we can deduce another property of coarse-graining.
Lemma C.2. Let C be a non-trivial compact dagger theory with coarse-graining and dagger kernels, satisfying strong purification and pure exclusion. Then all kernels are causal and f + g = 0 =⇒ f = g = 0 for all morphisms f, g : A → B.
Proof. Noting that causal complementation of kernels was not required for its proof, by Proposition 5.2 all kernels are pure isometries and hence causal by the CP axiom, and any non-trivial object C has an orthonormal pair of pure states |0 , |1 . Now suppose that f, g : A → B satisfy f + g = 0. Then and so h = 0 by the same proposition. But then applying |0 we obtain f = 0, and similarly g = 0 also.
Conversely, if we instead assume the presence of a coarse-graining operation satisfying some natural assumptions, several of our principles in fact follow automatically.
Lemma C.3. Let C be a dagger theory with coarse-graining satisfying + e = =⇒ e = 0
d + e = 0 =⇒ d = e = 0 for all effects d, e. Then all kernels satisfy (10) iff all kernels and cokernels are sub-causal. Hence in this case they are causally complemented.
Proof. The equation (10) makes all cokernels sub-causal, and composing with any kernel k gives that k is causal. Conversely let k : K → A be a kernel for which k and k † are sub-causal, say with
for some effects a, b. Then since k is an isometry we obtain K = K + b • k + a and so b • k = 0 = 0. Hence all kernels are causal. It follows that c = k ⊥ † has
as required. The final statement is from Proposition 5.7.
Next, pure exclusion can also be deduced easily.
Lemma C.4. Let C be a dagger theory with strong purification, dagger kernels, normalisation, and coarse-graining satisfying (18) for all scalars r. Suppose also that ψ † is sub-causal for every causal pure state ψ. Then C satisfies pure exclusion. We can now present our principles in the equivalent manner of Theorem 10.1.
Proof of Theorem 10.1. If C satisfies the principles then the first point holds by Corollary C.1. If k is a kernel then k † is sub-causal by (10). In particular if ψ is a causal pure state then ψ † is sub-causal. Conversely, if these hold then by Lemma C.4 pure exclusion holds, and so by Lemmas C.3 and C.2 it remains to check that + e = =⇒ e = 0 for all effects e. But if this equation is satisfied then we get that e • ρ = 0 for any causal state ρ. In particular, since kernels are causal, for any causal pure state ψ of Coim(e) we have e • coim(e) † • ψ = 0 and so ψ = 0. Hence Coim(e) = 0 and so e = 0.
Appendix D. Pre-Quantum Categories
For any theory C satisfying the operational principles, C pure may be axiomatised as follows.
Definition D.1. A pre-quantum category B is a dagger compact category with the superposition properties and dagger kernels, satisfying dagger normalisation and homogeneity as in Definition 7.1, and for which id I is its only unitary scalar. We again call a pre-quantum category non-trivial when id I = 0.
In fact pre-quantum categories can be equivalently defined under a weakening of (2) called 'positive-freeness'; see [Tul18a, Chapter 6 ].
Proposition D.2. The correspondence of Theorem 7.9 extends to include nontrivial pre-quantum categories B, via B = C pure and A = GP(B).
Proof. Firstly, if C satisfies the operational principles, we must check that C pure is a pre-quantum category. But this is immediate from the results of Sections 5 and 6 and strong purification.
Next, the proof that if B is a pre-quantum category then A := GP(B) is a quantum category is almost exactly that of Proposition 7.2 (replacing C pure by B). Observe also that if B is non-trivial then so is A. Finally, for the correspondence, note that in this case B ≃ A ∼ ≃ CPM(A) pure , with the latter equivalence found in the proof of Theorem 7.9.
Appendix E. Phased Rings and Fields
We have left open the question of whether every phased ring S is in fact a field. Two results in this direction are as follows.
Lemma E.1. Let A be a quantum category, S its ring of scalars and R = S pos . The following are equivalent:
