We introduce a large family of k-context-free sequences for wich we give a polynomial upper bound of their complexity functions.
This function can really have various behaviour depending on the sequence : from a constant function to an exponential growth function and from a simple to an irregular increasing functions. Its computation often remain awkward as there is no universal algorithm to exactly compute it for a given sequence, even if the considered sequence is generated by some simple machine. Consequently, computing complexity functions has been the aim of many works (see [All94] or [Fer99] for surveys). Methods involved in their computation are often based on the study of special factors and synchronization principles. We refer to [Cas96] and [Cas97] for formulas linking special factors and complexity. These methods allow to compute complexity functions exactly in many particular cases.
When we deal with a large class of sequences, not being that sharp, it is quite natural to ask about a generic upperbound for possible growth orders of the complexity functions of sequences and about their computing. By growth orders, we mean functions f satisfying f (n) = O(p a (n)) and p a (n) = O(f (n)) for at least one sequence a of the class. For example, it is well known that the possible growth orders of the complexity function of automatic sequences are 1 and n [Cob72] . For substitutive words, complexity functions are of type O(n 2 ) [ELR75] . This result had been improved by Pansiot [Pan85] for purely substitutive words, that is for fixed points of substitutions over finite alphabets : the possible growth orders of their complexity functions are 1, n, n log log n, n log n and n 2 [Pan85] . Displaying the possible growth orders of complexity functions of substitutive words, that is fixed points of substitutions over finite alphabet and their projections by letter-to-letter morphisms is still an open problem.
Regarding k-context-free sequences, Y. Moshe gives in [Mos08] a polynomial upperbound for the complexity of binary k-context-free sequences when the underlying pushdown automata is real-time deterministic recognizing by empty storage and accepting states.
The aim of this article is to extend the complexity result of [Mos08] to a larger family of k-context-free sequences, also based upon real-time deterministic pushdown automata but allowing all usual acceptance modes and arbitrary large alphabets.
In this article, we fix an integer k ≥ 2 and we denote the set {0, 1, . . . , k − 1} by 0, k − 1 . For any fixed alphabet A, we use the following standard notations :
-A * to name the free monoïd over A, -A + to name A * except the empty string, -A ≤n and A ≥n to respectively name the set of words over A of length less than n and the set of words over A of length more than n. Finite words and sequences will be written in contatenated form. Moreover, we will denote by Pref(w) the set of prefixes of a word w ∈ A * and by Pref n (w) the prefix of length n of a word w ∈ A ≥n .
k-pushdown automata
To construct k-context-free sequences over arbitrary large alphabets, we need to provide a way to generate what could be called k-context-free partitions of N, that is, partitions for which the languages made of k-ary expansions of integers of a component are context-free languages. Thus, we have to simultaneously construct several (disjoint) context-free languages. To do this, the pushdown automata (PDA) point of view is more convenient than the context-free grammar point of view.
In this article, we will only consider real-time and deterministic PDA with input alphabet 0, k − 1 so the set of transition rules can be considered as an action of 0, k − 1 over the set of configurations. We name these machines k-pushdown automaton (k-PDA) for short. Moreover, we will only consider complete k-PDA as any k-PDA can be completed using a sink state so that all undefined transitions lead to this state.
According to these remarks, we represent a k-PDA as follows :
) where : -Q is the set of states, -Σ is the stack alphabet, -q 0 W (0) ∈ QΣ * is the initial configuration,
-the set of transitions rules is a function φ :
-for all words w = w 0 w 1 · · · w l in 0, k − 1 * and all configurations qW in QΣ * :
By convention, the empty word of 0, k − 1 * will be denote e while the empty word of Σ * will be denote ε.
Notice that we will sometimes note a configuration with empty stack by qε ∈ QΣ * instead of q for more lisibility.
Remarks 1.2. There is a real restriction in considering only real-time deterministic PDA. Indeed, in finite automata background, allowing e-transitions or allowing non-determinism are not real relaxing hypotheses as the larger families of automata obtained this way generate exactly the same family of languages : regular languages. Dealing with PDA, this result is no longer true : the family of non-deterministic PDA generates strictly more languages than the family of deterministic PDA does and the family of real-time deterministic PDA generates strictly less languages than the family of deterministic PDA does (see for example [ABB97] ).
Notice that if the stack alphabet is empty or if the transition function leave the stack uniformly bounded (i. e. there exists an integer B ≥ 0 such that, any accessible configuration qW is in QΣ ≤B ), the k-PDA exactly acts as a finite k-automaton. Unlike to finite automata case, there are several way for a language to be recognizable by a PDA so a single k-PDA can recognize several context-free languages of 0, k − 1 * according to the form of the acceptance (or terminal) set F ⊂ QΣ * (see [Aut87] for example for more details). Here follows the two usual different forms F can take :
-F = F Q Σ * where F Q ⊂ Q, in this case we talk about acceptance by accepting states, -F = F Q ε where F Q ⊂ Q, in this case we talk about acceptance by empty storage and accepting states. This usual cases are in fact particular cases of the following one : F = F Q Σ ′ Σ * where F Q ⊂ Q and Σ ′ ⊂ Σ that it acceptance by topmost stack symbols and accepting states mode.
For example, the 2-PDA A introduce in Example 1.3 recognize different languages according to the choice of the acceptance set :
As finite automata with ouput function generalize the notion of finite automata, we introduce a family of admissible output function for k-PDA, simulating the generic mode of acceptance by topmost stack symbols and accepting states. Definition 1.4. Let k ≥ 2 be an integer, A and A ′ two finite alphabets and L a language over A. We call admissible output function a function Π : L → A ′ satisfying the following condition :
We call k-PDA with output function a sextuple A = (Q, Σ, φ, q 0 W (0) , A, Π) where : -the quatruple (Q, Σ, φ, q 0 W (0) ) is a k-PDA, -A is a finite set called the output alphabet, -the function Π : QΣ * → A is an admissible output function.
Remark 1.5. Notice that, for any k-PDA with output function A = (Q, Σ, φ, q 0 W (0) , A, Π) and for any letter a in A, the language {w ∈ 0, k − 1 * | Π • φ(w, q 0 W (0) ) = a} is a context-free language, as it can be written as a (disjoint) union of context-free languages of type w ∈ 0, k − 1 * | qV ∈ Pref φ(w, q 0 W (0) ) , for some fixed qV in QΣ and context-free languages of type {w ∈ 0, k − 1 * | Π • φ(w, q 0 W (0) ) = qǫ}, for some q in Q. Nervertheless, we cannot ensure the context-free languages obtained this way are deterministic or real-time deterministic as these two families are not closed under union.
A friendly family of k-context-free sequences
For an integer n ∈ N, we denote by
i with n i ∈ 0, k − 1 and n l = 0. We also use concatenated notation for sequences.
In [Ham98] , the notion of k-quasi-context-free sequence is also introduced, as sequences a = a 0 a 1 a 2 . . . for which at most one language among the languages L a (a) is not context-free. Definition 2.2. A sequence a = a 0 a 1 a 2 . . . over a finite alphabet A is called k-pushdown automatic if there exists a k-PDA with output function A = (Q, Σ, φ, q 0 W (0) , A, Π) such that, for all integers n ≥ 0 :
We say that the k-PDA A generates the sequence a.
Example 2.3. Using the 2-PDA A presented in example 1.3 and the admissible ouput function Π detailed below : Π : {q 0 , q 1 , q 2 }{s, t}
we generate the following binary sequence :
whose digits can be characterized by :
Example 2.4. The following sequences m and m ′ defined respectively over the alphabet {0, 1} and the alphabet {0, 1, 2} by :
Indeed, these are generated by the 2-PDA D = ({q}, {X, Y }, ψ, qε) where ψ is defined by :
and using the ouput functions Π m and Π m ′ defined below :
From Remark 1.5, we easily get the following proposition :
Proposition 2.5. A k-pushdown automatic sequence is a k-context-free sequence.
A k-pushdown automatic sequence can also be constructed using some substitution and projection process. We will deal here with morphisms (or substitutions) over structured countable alphabets. The link between automata and substitution can easily be viewed considering substitutions through their graphs and considering PDA through their transitions graphs, as develloped in [MS85] and further in [Cau92, CK02, Cau03] .
Substitutions involved in the following are substitution over a countable alphabet which can be structured as subsets of a free semigroup A + , where A is a finite alphabet. Notation 2.6. As we will use in the following both monoïds Σ * and (QΣ * ) * , we denote by ǫ the empty word over QΣ * while ε still denote the empty word over Σ. Moreover, for some fixed finite alphabet A, we will have to distinguish the concatenation operator over the alphabet A and over the alphabet A + . For two non empty words u 1 and u 2 over A the word u 1 u 2 will denote as usual the concatenation of u 1 and u 2 considered as words over A, while the word [u 1 ][u 2 ] will denote the concatenation of u 1 and u 2 considered as elements of A + . The word u 1 u 2 has length |u 1 | + |u 2 | while the word [u 1 ][u 2 ] has length two. 
Definition 2.8. Let A be a finite alphabet and let S = A + . We call k-pushdown substitution over the alphabet S a morphism σ from S to
with σ i (s) ∈ S and satisfying the following condition :
so the substitution σ is completely given by the images of words of A ∪ A 2 . Moreover, if there exists a word s 0 in S such that σ 0 (s 0 ) = s 0 , the k-pushdown substitution can be extended from s 0 and admits a fixed point w σ = σ(w σ ) = σ ω (s 0 ) = lim n→∞ σ n (s 0 ) which is an infinite sequence over A + .
Remarks 2.9. These subsitutions are particular cases of subsitutions over countable alphabets [LG06a, Mau06] whose dynamical properties are studied in [Fer06] . Note that the notion of pushdown substitution can also be defined without the constant length hypothesis. Note also that in the following, we may retrict the alphabet S = A + to a proper language over A if some words of S do not appears as letters in the fixed point. Proposition 2.10. A sequence is k-pushdown automatic if an only if it is the image by some admissible output function of an infinite fixed point of a k-pushdown substitution.
Proof. Let A = (Q, Σ, φ, q 0 W (0) , A, Π) be a k-PDA with output function generating a k-pushdown automatic sequence a = a 0 a 1 a 2 . . . .
We define over the alphabet (Q ∪ {x})Σ * , considered as a proper language of (Q ∪ {x} ∪ Σ) * , the following k-pushdown substitution σ :
The added letter x ensures the existence of a word from which σ can be extended. This word s 0 = x has almost the same behaviour under σ as the word corresponding to the initial configuration q 0 W (0) does. Notice that the addition of such symbol x is not necessary if φ(0, q 0 W (0) ) = q 0 W (0) , by setting s 0 = q 0 W (0) . As the k-pushdown substitution σ can be extended from s 0 , it admits an infinite fixed point
. with w 0 = s 0 and w i ∈ QΣ * for i = 0. As w is a fixed point of a substitution of length k, it satisfies the following property (see for example [LG06a, Mau06] for a proof) : For all positive integers n, if
) for all i = 0, then we have :
For the definition of σ we get finally :
The output funtion Π of A is extended toà (Q ∪ {x})Σ * by setting Π(xW ) = Π(q 0 W ) for all W of Σ + and Π(x) = Π(q 0 W (0) ). As we keep the property that Π(qW 0 . . . W L ) = Π(qW 0 ) for all qW ∈ (Q ∪ {x})Σ + , the morphism Π is an admissible output function for (Q ∪ {x})Σ * to A and we also have, for all non negative integer n, a n = Π(w n ).
Conversely, if a ∈ A N is the image by an admissible output function Π of a infinite fixed point
. of a k-pushdown substitution σ over the alphabet S = A ′+ , we construct a k-PDA with output admissible function A = (Q, Σ, φ, q 0 W (0) , A, Π) associated to σ and Π by setting :
, -the transition function φ is defined as follows :
Then, for any non negative integer n such that ρ k (n) = n l · · · n 1 n 0 , we have :
and it comes :
so the sequence a is k-pushdown automatic.
As a consequence of the proof of Proposition 2.10, we naturally define the k-pushdown substitution associated to a k-PDA A = (Q, Σ, φ, q 0 W (0) ) by considering the morphism σ from (Q ∪ {x})Σ * to ((Q ∪ {x})Σ * ) * defined by :
Example 2.11. The 2-pushdown substitution τ associated to the 2-PDA generating the sequences m and m ′ described in Example 2.4 can be defined over {x} ∪ q{X, Y } * as follows : Using Π m and Π m ′ extended to {x} ∪ q{X, Y } * , we get easily Π m (w τ ) = m and Π m ′ (w τ ) = m ′ . This substitution is the same, up to a letter-to-letter correspondance, as the drunkenman substitution :
using the correspondance qX n → n and qY n → −n. Dynamical properties of this substitution τ ′ are deeply studied in [Fer06] .
3. Complexity of k-pushdown automatic sequences Theorem 3.1.
Let a be a k-pushdown automatic sequence, generated by a k-PDA with stack alphabet Σ.
The complexity function of a satisfies :
Remarks 3.2. This result extend the polynomial upper bound for complexity function of sequences considered in the paper of Y.Moshe [Mos08] . In some sense, it also extend the polynomial upper bound for complexity function of k ∞ -automatic sequences in the sens of [LG06a] . Indeed, both k ∞ -automatic sequences and k-pushdown automatic sequences can be constructed using as images by some function Π of the fixed point of some substitution σ over a countable alphabet but constraints are different :
-For k ∞ -automatic sequences, the substitution σ : A → A k has to be uniformly bounded : for any a ∈ A and i ∈ 0, k − 1 , the cardinal of σ −1 i ({a}) is bounded by some constant which is independant of a. This weak constraint enforce a strong constraint over the type of function Π : these function have to be constant except on a finite subset of A, -For k-pushdown automatic sequences, the substitution must be a k-pushdown substitution, which is a stronger constraint as it forces a structure on the alphabet but also the form of the applications σ i . As a counterpart, constraints over admissible output functions are weaker. As a consequence, there exist k-pushdown automatic sequences which are not k ∞ -automatic and there exist k ∞ -automatic sequences which are not k-pushdown automatic. The family of k-pushdown automatic sequences which are also k ∞ -automatic are k-pushdown automatic sequences gerenated by some k-PDA (Q, Σ, φ, q 0 W (0) , A, Π) with admissible output function Π simulating the empty stack acceptance mode, that is Π is constant over QΣ + . This family contains binary sequences considered in [Mos08] .
Proof. Let A = (Q, Σ, φ, q 0 W (0) , A, Π) be a k-PDA with output function generating a = a 0 a 1 a 2 . . . . Let σ be the k-pushdown substitution associated to A and w = w 0 w 1 w 2 . . . its infinite fixed point.
Let also fix an integer n ∈ k i−1 , k i − 1 for some given integer i ≥ 1. By definition, for all integers n and m we have a m a m+1 · · · a m+n−1 = Π(w m w m+1 · · · w m+n−1 ). Moreover, as w is the fixed point of σ, any word w m w m+1 · · · w m+n−1 appears w as a subword of a word of type
) (which has length 2k i ). Thus, to give an upper bound for p a (n), we need to find an upper bound for the number of words Π • σ i (qW ). First, notice that for any qW
As Π is an admissible output function, we get for any qW in QΣ ≥i+1 ,
Thus, in the worst case, we have as much words Π • σ p (qW ) as words in QΣ ≤i+1 and a most #(QΣ ≤i+1 )
Ber72, Ber73] deal with sets of integers recognized by pushdown automata since the paper of Minsky and Papert [MP66] . Let also mention works about the distribution in residue classes of integers with a fixed sum of digits [MS97, FM05, MPS05, Mau06] , which are sets recognized by pushdown automata, providing k-context-free partitions of N. It is also natural to consider the family of sequences generated by non real-time deterministic pushdown automata and to ask about a possible extension of Theorem 3.1 for these sequences. The second open problem is the degeneration problem : Can we characterize context-free sequences or pushdown automatic sequences which are simply automatic, even perhaps in an other base ? This is related to a possible extension of the Cobham's theorem of base dependance [Cob72] for these classes of sequences. For this kind of problem, the substitutive point of view is probably the more convenient.
In this direction, it would also be interesting to study statistical properties of k-context-free and kpushdown automatic sequences, as stating sufficient or necessary conditions for the existence of frequencies for letters and subwords. This is related to dynamical questions about their behaviour under the action of shift : What kind of dynamical properties (ergodicity, mixing...) for subshifts associated to k-context-free and k-pushdown automatic sequences ?
As mentionned in Remarks 2.9, pushdown substitutions can also be defined without the constant length hypothesis. Using the same process and the same notion of admissible output function, one can constructs the family of pushdown subsitutive sequences and ask about their complexity functions behaviours : Does the polynomial upperbound of Theorem 3.1 still hold ?
