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Analisis regresi linier merupakan suatu metode yang digunakan 
untuk memprediksikan nilai satu peubah berdasarkan peubah yang 
lainnya. Analisis regresi linier mengasumsikan bahwa data 
berdistribusi Normal tetapi untuk data yang berdistribusi tidak 
Normal, misal pada count data, dilakukan menggunakan GLM 
(Generalized Linear Model). GLM merupakan model regresi 
nonlinear dimana variabel responnya berdistribusi tidak Normal 
misalnya variabel responnya berdistribusi Binomial Negatif. Pada 
tugas akhir ini dilakukan kajian mengenai regresi Binomial Negatif 
berupa estimasi parameter menggunakan metode Maximum 
Likelihood Estimation dan mengaplikasikan model regresi 
Binomial Negatif yang diperoleh pada count data tentang jumlah 
kejadian banjir untuk mendapatkan faktor yang memberikan 
pengaruh terhadap terjadinya banjir di Indonesia pada tahun 2015. 
Hasil dari model regresi Binomial Negatif dengan nilai AIC 
terkecil yaitu : ?̂? = exp(4,3571 + 0,0208𝑋7− 0,0344𝑋10). 
Berdasarkan persamaan model tersebut dapat disimpulkan bahwa 
variabel 𝑥7 (angin puting beliung) merupakan faktor yang 
berpengaruh signifikan terhadap terjadinya banjir serta semakin 
sering terjadinya puting beliung akan menyebabkan terjadinya 
banjir. Sedangkan jika semakin lama penyinaran matahari yang 
disimbolkan dengan variabel 𝑥10, maka akan menurunkan jumlah 
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Linear regression analysis is a method used to predict the value of 
one variable based on other variales. Linear regression analysis 
assumes that data is Normal distribution but for data that is not 
Normal distribution, e.g on count data using GLM (Generalized 
Linear Model). GLM is a nonlinear regression  model which the 
response variable is not Normal distribution e.g the response 
variable is Negative Binomial distribution. In this final project, 
there is study about Negative Binomial regression such as 
parameter estimation using Maximum Likelihood Estimation 
(MLE) method and to apply Negative Binomial regression model is 
obtained on flood incidents to obtain the factors that give effect to 
the occurrence of floods in Indonesia in 2015. Result of Negative 
Binomial model with smallest AIC value is : ?̂? = 𝑒𝑥𝑝(4,3571 +
0,0208𝑋7− 0,0344𝑋10). Based on the model equation can be 
clonluded that the variable 𝑥7 (tornado) is a significant factor 
influencing the occurrence of floods and the increasingly frequent 
occurrence of tornado will cause flooding. While the longer solar 
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𝑦 : variabel terikat 
𝑥 : variabel bebas 
𝛤(. ) : fungsi gamma 
𝑅𝑗
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𝜎2 : varian 
𝜇 : mean 
𝑘 : fungsi penghubung 
𝑏(𝑘) : fungsi unit cumulant 
𝛼(𝜙) : parameter skala 
𝑐(𝑦; 𝜙) : suku normalisasi 
𝜂 : penduga linier 
𝑔(. ) : fungsi penghubung antara fungsi dari nilai tengah    
komponen acak dengan komponen sistematik 
𝐸[𝑦𝑖] : mean dari variabel 𝑦𝑖 
𝑉𝑎𝑟[𝑦𝑖] : varian dari variabel 𝑦𝑖 
𝐱′ : matriks transpose dari variabel bebas 
𝒙𝒊
′ : vektor transpose dari variabel bebas ke-i 
𝜷 : vektor dari koefisien regresi 
𝜃 : parameter dispersi 
?̂? : taksiran parameter 𝛽 
?̂?𝒕+𝟏 : vektor estimasi parameter pada iterasi ke 𝑡 + 1 
?̂?𝒕 : vektor estimasi parameter pada iterasi ke 𝑡 
?̂?𝒕
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?̂?𝒕 : vektor dengan elemen-elemennya yang merupakan 
turunan pertama dari ln 𝐿(𝜷, 𝜃) 
𝐿?̂? : fungsi likelihood yang diperoleh dari taksiran 𝛽0 dalam 
model  
𝐿Ω̂ : fungsi likelihood yang diperoleh dari taksiran semua 
parameter dalam model 
𝐷(?̂?) : nilai devians residual 
𝛼 : taraf signifikansi 
𝑊𝑗 : nilai dari uji Wald 

























1.1 Latar Belakang 
Indonesia merupakan Negara beriklim tropis yang 
mempunyai dua musim, yaitu musim penghujan dan musim 
kemarau dengan ciri-ciri adanya perubahan cuaca, suhu, dan arah 
angin yang cukup ekstrim. Kondisi iklim seperti ini digabungkan 
dengan kondisi topografi permukaan dan batuan yang relatif 
beragam, baik secara fisik maupun kimiawi menghasilkan kondisi 
tanah yang subur. Sebaliknya, kondisi tersebut dapat 
menimbulkan beberapa akibat buruk bagi manusia seperti 
terjadinya bencana hidrometeorologi seperti banjir, tanah longsor, 
kebakaran hutan dan kekeringan. Perubahan iklim global yang 
terjadi belakangan ini memberikan dampak pada terjadinya 
akumulasi curah hujan tinggi dalam waktu yang lama. Curah 
hujan tahunan yang relatif sama, namun dengan durasi yang yang 
lama akan berdampak pada meningkatnya intensitas bencana 
alam seperti banjir [1]. 
Banjir merupakan bencana alam yang terjadi akibat 
ketidakmampuan saluran suatu wilayah menampung tingginya 
curah hujan di wilayah tersebut atau terjadi akibat genangan air 
laut yang disebabkan oleh pasang surut. Banjir juga dapat terjadi 
akibat kurangnya kesadaran masyarakat untuk menjaga 
lingkungan disekitarnya. Banjir hingga saat ini menjadi masalah 
yang serius di Indonesia, Badan Nasional Penanggulangan 
Bencana mencatat di antara tahun 2000 dan 2015, banjir 
merupakan salah satu bencana alam yang tertinggi di Indonesia, 
yaitu sekitar 32%, dengan jumlah kejadian sebanyak 6.416 
kejadian. Pada penghujung tahun 2015 bencana seperti banjir, 
tanah longsor, dan puting beliung meningkat dibandingkan 
dengan bulan-bulan sebelumnya. Kejadian bencana di 
penghujung tahun 2015 masih tetap didominasi oleh bencana 
hidrometeorologi (banjir, tanah longsor, dan kekeringan) [2]. 
Masalah banjir seolah sudah menjadi tradisi tahunan yang wajib 





dilakukan pemerintah untuk menanggulangi permalasahan banjir, 
namun tetap saja belum berhasil mengatasi ancaman banjir 
tersebut.  
Terjadinya banjir disebabkan oleh beberapa hal, seperti curah 
hujan yang tinggi dalam waktu yang lama bisa mengakibatkan 
kenaikan air di beberapa tempat penampungan air, terjadinya 
pasang air laut yang bersamaan dengan puncaknya volume air 
yang mengalir di sungai, dan dapat terjadi bersamaan dengan 
angin puting beliung yang biasanya mengakibatkan kenaikan air 
laut yang diakibatkan terdorongnya permukaan air laut oleh angin 
[3]. 
Pada penelitian Cupal, Deev dan Linnertova (2015) 
menggunakan regresi Poisson untuk memodelkan kejadian banjir 
di Praha Republik Ceko dengan variabel bebas yang digunakan 
adalah angin puting beliung, kekeringan dan suhu ekstrim [4]. Hal 
yang sama juga dilakukan oleh Irwan dan Devni Prima Sari 
(2013) dalam penggunaan regresi Poisson untuk menjelaskan 
analisis faktor paling dominan yang menyebabkan tingginya 
jumlah kecelakaan kendaraan bermotor dan memperkirakan 
jumlah kecelakaan yang terjadi. Dilakukan pemodelan ulang 
dengan menggunakan model regresi Binomial Negatif pada 
penelitian tersebut dikarenakan terjadi overdispersi [5].  
Model regresi Binomial Negatif merupakan salah satu bentuk 
analisis regresi yang digunakan untuk model count data dan 
termasuk dalam model regresi nonlinier. Model Regresi Binomial 
Negatif merupakan suatu model regresi yang digunakan untuk 
menganalisis hubungan antara sebuah variable terikat yang 
berupa count data dengan satu atau lebih variable bebas. Regresi 
Binomial Negatif tidak mengharuskan nilai variansi sama dengan 
rataannya (equidispersion) dan dapat digunakan ketika  nilai 
variansinya lebih besar dari nilai rataannya (overdispersion) [6]. 
Berdasarkan uraian diatas, dilakukan penelitian mengenai model 
regresi Binomial Negatif untuk kasus jumlah kejadian banjir di 
indonesia selama tahun 2015 serta mengkaji hasil penerapan dari 
model regresi Binomial Negatif pada kasus jumlah kejadian banjir 





1.2 Rumusan Masalah 
Berdasarkan latar belakang tersebut maka permasalahan dapat 
dirumuskan sebagai berikut: 
1. Bagaimana penerapan model regresi Binomial Negatif pada 
data jumlah kejadian banjir di Indonesia tahun 2015? 
2. Bagaimana model Regresi Binomial Negatif dari hubungan 
antara faktor-faktor terjadinya bencana banjir di Indonesia? 
3. Apakah faktor yang memberi pengaruh signifikan terhadap 
terjadinya banjir di Indonesia dari model yang diperoleh? 
 
1.3 Batasan Masalah 
Batasan-batasan masalah yang digunakan dalam tugas akhir 
ini adalah sebagai berikut: 
1. Data bencana banjir yang terjadi di 34 provinsi se-Indonesia 
selama tahun 2015. 
2. Faktor-faktor yang akan dianalisis meliputi curah hujan, 
kecepatan angin, kelembaban udara, tekananan udara, suhu 
rata-rata, jumlah terjadinya kekeringan, jumlah terjadinya 
angin puting beliung, jumlah hari hujan, jumlah kejadian 
gelombang pasang dan lama penyinaran matahari yang 
terjadi di 34 provinsi se-Indonesia selama tahun 2015. 
3. Menggunakan software R untuk mengolah data dan software 
Matlab untuk simulasi model regresi. 
4. Kategori banjir dari data BNPB yang digunakan telah 




Tujuan pada penulisan tugas akhir ini adalah sebagai berikut: 
1. Mengkaji model regresi Binomial Negatif dan 
mengimplementasikan model pada data jumlah kejadian 
banjir di Indonesia tahun 2015. 
2. Mendapatkan model regresi Binomial Negatif dari hubungan 






3. Menganalisis faktor yang mempengaruhi terjadinya banjir di 
Indonesia berdasarkan model yang diperoleh. 
 
1.5 Manfaat 
Manfaat dari penulisan tugas akhir ini adalah sebagai berikut: 
1. Mendapatkan hasil penerapan model regresi Binomial 
Negatif pada data jumlah kejadian banjir di Indonesia. 
2. Memodelkan faktor-faktor terjadinya bencana banjir di 
Indonesia pada tahun 2015 dengan menggunakan regresi 
Binomial Negatif. 
3. Untuk mengetahui faktor yang mempengaruhi terjadinya 


























2.1 Penelitian Terdahulu 
Penelitian yang pernah dilakukan berhubungan dengan 
regresi Binomial Negatif antara lain: 
1. Pada penelitiannya, Albertus (2017) melakukan analisis 
regresi Binomial Negatif untuk mengatasi overdispersion 
dari regresi Poisson dan mengetahui faktor-faktor yang 
mempengaruhi kenaikan jumlah pengangguran di Provinsi 
Jawa Timur pada tahun 2014 sampai tahun 2015. 
Berdasarkan model regresi Binomial Negatif yang diperoleh 
dalam penelitiannya bahwa dengan semakin bertambahnya 
persentase penduduk yang tinggal di perkotaan, Upah 
Minimum Regional (UMR), dan Tingkat Partisipasi 
Angkatan Kerja (TPAK) maka akan mempengaruhi jumlah 
pengangguran di Provinsi Jawa Timur pada tahun 2015[7]. 
2. Penelitian Aulia Safitri (2014) dilakukan untuk menentukan 
model terbaik untuk memodelkan jumlah kasus AIDS di 
Indonesia berdasarkan faktor sosiodemografi dengan 
menggunakan model regresi Poisson dan model regresi 
Binomial Negatif. Ketika model telah didapatkan, dilakukan 
perbandingan antara model regresi Poisson dan model 
regresi Binomial Negatif untuk mencari model terbaik yang 
dapat digunakan. Berdasarkan nilai log-likelihood, uji 
likelihood ratio, AIC, dan BIC, model regresi Binomial 
Negatif lebih baik digunakan untuk kasus AIDS menurut 
provinsi di Indonesia tahun 2011 dengan variabel yang 
signifikan yaitu kepadatan penduduk[8].  
 
2.2 Fungsi Gamma 
Fungsi gamma merupakan fungsi yang sering muncul dalam 
pemecahan persamaan diferensial dan biasanya ditulis dengan 
𝛤(𝑛), didefinisikan sebagai bentuk berikut: 














→ konvergen untuk 𝑛 > 0 
Hasil integral fungsi gamma menyatakan bahwa 𝛤(𝑛) =
(𝑛 − 1)! dan disebut juga fungsi faktorial atau perkalian 
berlanjut dengan 𝑛 = 1,2,3,… 
Berikut ini beberapa nilai dari fungsi gamma [9],  
1. Jika 𝑛 = 1, maka nilai dari 𝛤(1) yaitu 









2. Jika 𝑛 adalah suatu bilangan bulat dan 𝑛 > 1, maka nilai 
dari 𝛤(𝑛) yaitu 




= (𝑛 − 1)𝛤(𝑛 − 1) 
= (𝑛 − 1)! 
3. Jika 𝑛 bilangan pecahan positif, maka nilai dari 𝛤(𝑛) 
yaitu 
𝛤(𝑛) = (𝑛 − 1). (𝑛 − 2)…𝑐𝛤(𝑛),   untuk 0 < 𝑐 < 1 
 
2.3 Multikolinieritas 
Multikolinieritas adalah kondisi dimana terdapat hubungan 
linier atau korelasi yang tinggi antara masing-masing variabel 
independen dalam model regresi. Multikolinieritas biasanya 
terjadi ketika sebagian besar variabel yang digunakan saling 
terkait dalam suatu model regresi. Oleh karena itu, masalah 
multikolinieritas tidak terjadi pada regresi linier sederhana yang 
hanya melibatkan satu variabel independen. Salah satu cara untuk  
mengidentifikasi adanya multikolinieritas pada model regresi 
adalah Variance Inflation Factor (VIF). Metode untuk menguji 
adanya multikolinieritas dapat dilihat pada variance inflation 
factor (VIF). Ukuran ini menunjukkan setiap variabel independen 
manakah yang dijelaskan oleh variabel independen lainnya. Nilai 











2 adalah koefisien determinasi yang dihasilkan dari 
variabel bebas 𝑋𝑗 yang diregresikan terhadap variabel bebas 
lainnya [10]. Untuk batas nilai VIF adalah 10, jika nilai VIF > 10 
maka terjadi multikolinieritas tinggi antara variabel bebas dengan 
variabel bebas lainnya. Jika nilai VIF < 10 maka dapat diartikan 
tidak terdapat multikolinieritas pada penelitian tersebut. Cara 
yang dapat dilakukan untuk menanggulangi jika terjadi 
multikolinieritas adalah dengan mengeluarkan atau 
mengeliminasi salah satu variabel bebas yang memiliki korelasi 
yang tinggi dari model regresi dan identifikasi variabel lainnya 
untuk membantu prediksi [11]. 
 
2.4 Analisis Regresi 
Analisis regresi merupakan suatu metode untuk mengetahui 
pengaruh antara satu variabel dengan variabel lainnya. Variabel 
yang dipengaruhi dinyatakan sebagai variabel terikat (𝑦) 
sedangkan variabel yang mempengaruhi dinyatakan sebagai 
variabel bebas (𝑥). Variabel yang dipengaruhi dinyatakan sebagai 
variabel terikat karena nilainya ditentukan oleh variabel bebas. 
Variabel yang mempengaruhi dinyatakan sebagai variabel bebas 
karena nilainya dapat dikontrol. Secara umum, model analisis 
regresi dapat dinyatakan sebagai persamaan berikut: 
𝑌 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +⋯+ 𝛽𝑘−1𝑥𝑘−1 + 𝛽𝑘𝑥𝑘 + 𝜀 (2.3) 
dengan 𝛽0, 𝛽1, 𝛽2, … , 𝛽𝑘−1, 𝛽𝑘 merupakan nilai yang belum 
diketahui (parameter) dan harus diduga, sedangkan 𝜀 
melambangkan kesalahan (error) dan 𝜀~𝑁(0, 𝜎2). 
Analisis regresi dapat dibedakan yaitu analisis regresi linier 
dan analisis regresi nonlinier. Penerapan analisis regresi linier 
harus memenuhi asumsi kelinieran dalam parameter dan error 
berdistribusi normal. Apabila model regresi dari data yang 





berdistribusi Normal, maka analisis regresi yang digunakan 
adalah analisis regresi nonlinier. Memodelkan data yang tidak 
linier secara parameter dapat menggunakan Generalized Linear 
Model (GLM). Generalized sendiri merujuk pada distribusi y 
yang tidak diasumsikan Normal [12]. 
Terdapat tiga komponen utama dalam GLM, yaitu [13] : 
1. Komponen acak yaitu, peubah respon 𝑦1, 𝑦2, … , 𝑦𝑛 yang 
merupakan contoh acak dimana 𝑦𝑖~𝐵𝑁(𝜇𝑖 , 𝜎
2) dan termasuk 
dalam keluarga sebaran eksponensial. Suatu fungsi probabilitas 
yang tergantung pada suatu parameter 𝜃 dari suatu variabel 
random y dikatakan termasuk dalam keluarga eksponensial 
apabila dapat dituliskan sebagai berikut [14]: 
𝑓(𝑦; 𝑘, 𝜙) = exp {
𝑦𝑘 − 𝑏(𝑘)
𝛼(𝜙)
+ 𝑐(𝑦; 𝜙)} (2.4) 
dengan : 
𝑘  : fungsi penghubung 
𝑏(𝑘)  : fungsi unit cumulant 
𝛼𝑖(𝜙)  : parameter skala, 𝛼(𝜙) = 1 untuk model count data dan 
diskrit 
𝑐(𝑦; 𝜙): suku normalisasi untuk menjamin bahwa total nilai 
fungsi probabilitas adalah 1  
2.  Komponen sistematik, yaitu 𝑥1, 𝑥2, … , 𝑥𝑝 yang menghasilkan 
penduga linier 𝜂 dimana 𝜂𝑖 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2…+ 𝛽𝑝𝑥𝑝. 
3.  Fungsi penghubung (link function) 𝑔(. ), yang 
menghubungkan suatu fungsi dari nilai tengah komponen acak 
dengan komponen sistematik : 𝑔(𝜇𝑖) = 𝜂𝑖. 
 
2.5 Analisis Regresi Binomial Negatif 
Model regresi Binomial Negatif merupakan suatu model 
regresi yang digunakan untuk menganalisis hubungan antara 
sebuah variabel terikat yang berupa count data dengan satu atau 
lebih variabel bebas.  
Regresi Binomial Negatif merupakan salah satu model 





GLM pada distribusi Binomial Negatif memiliki ketiga 
komponen yang akan dijelaskan sebagai berikut [15]: 
1. Komponen acak 
Pada regresi Binomial Negatif variabel respon 𝑦𝑖 dengan 𝑖 =
1,2,… , 𝑛 diasumsikan berdistribusi Binomial Negatif yang 
dihasilkan dari distribusi  mixture Poisson-Gamma. 
Misalkan 𝑦𝑖|𝜇 ~ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜇) ; 𝑖 = 1,2,3,…  














Fungsi massa peluang mixture Poisson-Gamma diperoleh dengan 
cara sebagai berikut: 





















∫ (𝑒−𝜇𝜇𝑦𝑖) ( 𝜇𝛼−1𝑒
−
𝜇

















Misalkan, 𝑣 = 𝜇 (1 +
1
𝛽













untuk 𝜇 = 0 → 𝑣 = 0 























𝛽(𝑦𝑖+𝛼). 𝛽−1. 𝛽. 𝑣(𝑦𝑖+𝛼−1)







𝑦𝑖! 𝛤(𝛼)(𝛽 + 1)
(𝑦𝑖+𝛼)































; 𝑖 = 1,2, … 
(2.7) 
𝑃(𝑦𝑖|𝛼, 𝛽) merupakan fungsi massa peluang binomial negatif 
yang dihasilkan dari distribusi mixture Poisson-Gamma. Rataan 
dan variansi dari Binomial Negatif adalah 𝐸[𝑦𝑖] = 𝛼𝛽 dan 
𝑉𝑎𝑟[𝑦𝑖] = 𝛼𝛽 + 𝛼𝛽
2. 
Jika nilai parameter dari distribusi mixture Poisson-Gamma 
diasumsikan dalam bentuk 𝜇 = 𝛼𝛽 dan 𝜃 =
1
𝛼
, maka diperoleh 
mean dan varian dalam bentuk 𝐸[𝑦𝑖] = 𝜇 dan 𝑉𝑎𝑟[𝑦𝑖] = 𝜇 + 𝜃𝜇
2 


















    ; 𝑖 = 1,2,… , 𝑛 (2.8) 
Distribusi Binomial Negatif merupakan salah satu keluarga 
eksponensial seperti pada persamaan (2.4). Fungsi distribusi 
keluarga eksponensial dari distribusi Binomial Negatif sebagai 
berikut. 








































































Karena dapat dibentuk ke dalam persamaan keluarga 
eksponensial seperti pada persamaan (2.4), sehingga diperoleh 



























2. Komponen Sistematis 
Variabel prediktor dalam model regresi Binomial Negatif 
dinyatakan dalam bentuk kombinasi linier antara parameter (𝜂) 
dengan parameter regresi yang akan diestimasi yaitu: 
𝜂𝑖 = 𝛽0 + 𝛽1𝑥1𝑖 + 𝛽2𝑥2𝑖 …+ 𝛽𝑝𝑥𝑝𝑖 (2.9) 
atau dapat dituliskan dalam bentuk sebagai berikut: 
𝜼 = 𝐱′𝜷 (2.10) 
dengan 𝞰 adalah vektor dari observasi, 𝐱′ adalah matriks 
transpose dari variabel bebas, dan 𝜷 adalah matriks dari koefisien 
regresi 
𝒙𝒊











Jika diasumsikan nilai ekspektasi 𝑦𝑖 adalah 𝐸(𝑦𝑖) = 𝜇𝑖  maka 
untuk mentransformasikan nilai 𝜂𝑖 ke rentang yang sesuai dengan 
rentang pada respon y diperlukan suatu fungsi penghubung 𝑔(. ) 
yaitu: 
𝑔(𝜇𝑖) = ln[𝐸(𝑦𝑖)] = ln 𝜇𝑖 = 𝒙𝒊
′𝜷 untuk 𝑖 = 1,2, … , 𝑛 (2.11) 





2.6 Estimasi Parameter Regresi Binomial Negatif 
Estimasi parameter untuk regresi Binomial Negatif 
menggunakan metode Maximum Likelihood Estimation (MLE). 
Karena hasil dari metode Maximum Likelihood Estimation (MLE) 
tidak closed form (bentuk-tertutup) dimana persamaan yang 
dihasilkan tidak dapat dianalisis secara analitik, maka digunakan 
metode iterasi Newton-Raphson untuk memaksimumkan fungsi 
likelihood. Langkah-langkah untuk melakukan estimasi parameter 
dengan metode Maximum Likelihood Estimation (MLE) adalah 
sebagai berikut [16]: 
 
1. Ambil sampel random 𝑦1, 𝑦2, … , 𝑦𝑛 dengan 𝑦𝑖~𝐵𝑁(𝜇𝑖, 𝜃) 
 























2. Bentuk fungsi Likelihood 
































3. Fungsi likelihood dari regresi Binomial Negatif pada 
persamaan (2.14) disederhanakan dengan fungsi log likelihood  
ℓ(𝑦𝑖 ; 𝜷, 𝜃) = ∑(∑ ln(1 + 𝜃𝑟)
𝑦𝑖−1
𝑟=0












ln(1 + 𝜃 exp(𝒙𝒊













Estimasi maximum likelihood dapat diselesaikan dengan 
memaksimumkan model ℓ(𝑦𝑖; 𝜷, 𝜃). Fungsi log-likelihood 
diturunkan secara parsial terhadap masing-masing parameter yang 
bersesuaian kemudian disamadengankan nol, yaitu 
𝜕ℓ(𝑦𝑖;𝜷,𝜃)
𝜕𝛽
= 0 terhadap parameter 𝛽 
𝜕ℓ(𝑦𝑖;𝜷,𝜃)
𝜕𝜃
= 0 terhadap parameter 𝜃 
 
4. Metode Iterasi Newton Raphson 
Metode Newton-Raphson merupakan salah satu metode 
untuk menemukan solusi dari fungsi log-likelihood yang tidak 
closed form atau bukan solusi bentuk-tertutup. Sehingga 
diperoleh nilai yang dapat dijadikan sebagai taksiran masing-
masing parameter. Berikut ini persamaan dari iterasi Newton-
Raphson [12]: 




?̂?𝒕+𝟏 : vektor estimasi parameter pada iterasi ke 𝑡 + 1 
?̂?𝒕 : vektor estimasi parameter pada iterasi ke 𝑡 
?̂?𝒕
−1 : invers dari matriks Hessian yang merupakan matriks 
dengan elemen-elemennya yaitu turunan kedua dari 
ℓ(𝑦𝑖 ; 𝜷, 𝜃) 
?̂?𝒕 : vektor dengan elemen-elemennya yang merupakan 





Matriks Hessian untuk kasus model regresi Binomial Negatif 


























    
𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽0𝜕𝛽𝑘
𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽0𝜕𝜃
𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽1𝜕𝛽𝑘










𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽1𝜕𝜃
…
    
𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽𝑘
2
𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽𝑘𝜕𝜃
𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽𝑘𝜕𝜃













sedangkan untuk vektor ?̂?𝒕 yang berisi turunan pertama dari 












𝜕ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽0
𝜕ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽1
⋮
𝜕ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽𝑘












dengan ?̂?𝒕 merupakan vektor gradien yang dievaluasi pada ?̂?𝒕 dan 
?̂?𝑡  merupakan matriks Hessian yang dievaluasi pada ?̂?𝒕. Berikut 












Langkah-langkah dari iterasi Newton-Raphson sebagai 
berikut [17]: 
1. Menentukan nilai taksiran awal untuk parameter 𝛽 dengan 
menggunakan metode Ordinary Least Square (OLS) seperti 
















































2. Setelah mendapatkan taksiran ?̂?(𝟎), menetukan taksiran ?̂? 
pada iterasi ke-t (𝑡 = 0,1,2,… ) yaitu ?̂?(𝒕+𝟏) dengan 
menggunakan persamaan (2.16) 
3. Proses iterasi berhenti ketika nilai taksiran yang diperoleh 
telah konvergen yaitu 




| ≤ 𝜀 
sehingga ?̂?(𝒕+𝟏) = ?̂?𝒕 
4. Jika telah memenuhi keadaan seperti pada langkah 3, maka 
nilai dari  ?̂?𝒕+𝟏 merupakan nilai taksiran untuk parameter ?̂? 
Untuk menyelesaikan persamaan iterasi Newton-Raphson 
biasanya digunakan software komputer, misalnya software Matlab. 
  11) 
2.7 Uji Signifikansi Parameter Model Regresi Binomial 
Negatif 
Uji signifikansi diperlukan untuk melihat pengaruh dari 
peubah terikat yang disertakan dalam model. Uji signifikansi 
model dibagi menjadi dua yaitu uji serentak dan uji parsial 
masing-masing peubah terikat. 
Pengujian signifikansi secara serentak terhadap parameter 
model regresi Binomial Negatif dengan menggunakan uji devians 
dengan hipotesis ujinya sebagai berikut: 
𝐻0:  𝛽1 = ⋯ = 𝛽𝑝 = 0 
𝐻1:  terdapat 𝛽𝑗 ≠ 0 ;  𝑗 = 1,2, … , 𝑝 
Statistik Uji : 
𝐷(?̂?) = −2ln (
𝐿?̂?
𝐿Ω̂







𝐿?̂? : fungsi likelihood yang diperoleh dari taksiran 𝛽0 dalam 
model  
ln 𝐿?̂? = ℓ(𝑦𝑖; ?̂?0, 𝜃)   


























𝐿Ω̂ : fungsi likelihood yang diperoleh dari taksiran semua parameter 
dalam model 
ln 𝐿Ω̂ = ℓ(𝑦𝑖; ?̂?, 𝜃) 















ln(1 + 𝜃 exp(𝒙𝒊













Jika persamaan (2.19) dan (2.20) disubstitusi ke persamaan 
(2.18), maka menjadi persamaan berikut: 


































Diketahui 𝐷(?̂?) berdistribusi chi-square dengan derajat bebas 
sebanyak parameter yang dihipotesiskan [15]. 
Kriteria pengujiannya adalah 𝐻0 ditolak jika statistik uji 
𝐷(?̂?) > 𝜒(α,p)
2 . Apabila 𝐻0 ditolak berarti terdapat parameter 
yang signifikan pada model regresi Binomial Negatif yang 
terbentuk [14]. 
Pengujian signifikansi secara parsial adalah uji untuk 
masing-masing parameter yang berpengaruh terhadap model 
regresi Binomial Negatif dengan menggunakan uji Wald. 
Hipotesis ujinya sebagai berikut: 
𝐻0:  𝛽𝑗 = 0 
𝐻1:  𝛽𝑗 ≠ 0 ;  𝑗 = 1,2,… , 𝑝 






dengan 𝛽?̂? merupakan taksiran parameter 𝛽𝑗 dan 𝑠𝑒(𝛽𝑗)
̂  
merupakan standar error dari 𝛽?̂?. Kriteria pengujiannya adalah 𝐻0 
ditolak jika statistik uji |𝑊𝑗| > 𝑡(𝛼
2
,𝑛−1)
. Apabila 𝐻0 ditolak 
berarti parameter ke-j signifikan atau memberikan pengaruh 
terhadap model regresi Binomial Negatif [15]. 
 
2.8 Akaike Information Criteria 
Ketika model regresi didapatkan, selanjutnya adalah 
membandingkan model tersebut untuk mencari model regresi 
terbaik yang dapat digunakan. Salah satu pengukuran yang sering 
digunakan adalah Akaike Information Criterion (AIC). 
Perhitungan nilai AIC dapat dilakukan dengan persamaan sebagai 
berikut: 





dimana  𝐿(𝜇𝑖 , 𝜃) adalah nilai fungsi likelihood dari fungsi 
probabilitas tertentu dan p adalah jumlah parameter. Ketika 
diperoleh beberapa model regresi, untuk mendapatkan model 
regresi terbaik adalah dengan membandingkan nilai AIC dari 
masing-masing model dan memilih model dengan nilai AIC 
terkecil [14]. 
 
2.9 Banjir  
Menurut Peraturan Dirjen RLPS No.04 thn 2009, banjir 
dalam pengertian umum adalah debit air sungai dalam jumlah 
yang tinggi, atau debit aliran air di sungai secara relatif lebih 
besar dari kondisi normal akibat hujan yang turun di hulu atau di 
suatu tempat tertentu terjadi secara terus menerus, sehingga air 
tersebut tidak dapat ditampung oleh alur sungai yang ada, maka 
air melimpah keluar dan menggenangi daerah sekitarnya. 
Menurut Badan Nasional Penanggulangan Bencana (BNPB), 
banjir terbagi menjadi 3 kategori, yaitu [1]: 
1. Banjir genangan 
Banjir genangan atau sering disebut dengan istilah banjir 
merupakan kategori yang paling sering terjadi. Penyebab banjir 
ini dapat berupa meluapnya air dari sungai, danau, maupun 
selokan yang menampungnya. Curah hujan yang tinggi dan lama 
di area sekitar sungai maupun danau mengakibatkan tempat-
tempat ini tidak mampu lagi menampung volume air yang masuk. 
Selain itu, banjir genangan dapat pula disebabkan oleh aliran 
sungai dan selokan yang tidak lancar sehingga menghambat 
sirkulasi air yang melaluinya. 
2. Banjir bandang  
Berbeda dengan banjir genangan, banjir bandang terjadi 
ketika volume air yang sangat tinggi meluap ke area daratan 
dalam kurun waktu yang cepat. Debit air yang besar dan mengalir 
dengan kecepatan tinggi dapat menyapu bersih apapun yang 
dilaluinya, termasuk pepohonan dan rumah warga. Banjir ini juga 
seringkali membawa material lain seperti lumpur. Oleh karena itu, 
berbagai kasus banjir bandang memakan korban jiwa yang besar.  





Banjir rob disebut juga banjir laut pasang. Fenomena ini 
disebabkan oleh pasang naik air laut yang mencapai daratan. 
Pasang turun-naik air laut sejatinya merupakan peristiwa normal 
terjadi di daerah pesisir akan tetapi, hal ini menjadi berakibat 
buruk apabila naiknya permukaan air laut sampai menggenangi 
area pemukiman warga. Biasanya banjir rob menjadi salah satu 
efek samping dari fenomena La Nina, gejala perubahan iklim 
yang mengakibatkan naiknya curah hujan dan gelombang air laut 
































































Bab ini akan menjelaskan mengenai jenis data dan langkah-
langkah analisis yang akan digunakan untuk menyelesaikan tugas 
akhir ini. Metode analisis yang digunakan adalah metode regresi 
Binomial Negatif. 
 
3.1 Sumber Data 
Jenis data yang digunakan merupakan data sekunder yang 
diperoleh dari Badan Pusat Statistik dan Badan Nasional 
Penanggulangan Bencana. Data yang digunakan dalam tugas 
akhir ini adalah data frekuensi kejadian banjir dan faktor-faktor 
yang diduga berpengaruh terhadap terjadinya banjir di 34 provinsi 
se-Indonesia selama tahun 2015 sebanyak 10 variabel.  
 
3.2 Variabel Penelitian 
Variabel terikat dan variabel-variabel bebas yang digunakan 
dalam tugas akhir ini berdasarkan pada penelitian yang dilakukan 
Cupal, Deev dan Linnertova (2015) dan faktor-faktor yang diduga 
berpengaruh terhadap terjadinya banjir. Variabel penelitian yang 
digunakan adalah sebagai berikut: 
1. 𝑦   : Frekuensi terjadinya banjir pada tahun 2015 di 
Indonesia sebagai variabel respon (variabel terikat). 
2. 𝑥1  : Jumlah curah hujan yang terjadi di Indonesia selama tahun 
2015 sebagai variabel prediktor (variabel bebas) 
3. 𝑥2  : Kecepatan angin yang terjadi selama tahun 2015 di 
Indonesia sebagai variabel prediktor (variabel bebas) 
4. 𝑥3  : Kelembaban udara di daerah-daerah di Indonedia 
sebagai variabel prediktor (variabel bebas) 
5.  𝑥4  : Tekananan udara di Indonesia selama tahun 2015 
sebagai variabel prediktor (variabel bebas) 
6.  𝑥5  : Suhu rata-rata di Indonesia selama tahun 2015 sebagai 
variabel prediktor (variabel bebas) 
7. 𝑥6  : Jumlah terjadinya kekeringan selama tahun 2015 






8. 𝑥7  : Jumlah terjadinya angin puting beliung di Indonesia 
selama tahun 2015 sebagai variabel prediktor (variabel 
bebas) 
9. 𝑥8  : Jumlah hari hujan yang terjadi di Indonesia selama 
tahun 2015 sebagai variabel prediktor (variabel bebas) 
10. 𝑥9  : Jumlah kejadian gelombang pasang yang terjadi di 
Indonesia selama tahun 2015 sebagai variabel 
prediktor (variabel bebas) 
11. 𝑥10 : Penyinaran matahari yang terjadi di Indonesia selama 
tahun 2015 sebagai variabel prediktor (variabel bebas) 
 
3.3 Metode Penelitian 
Terdapat beberapa tahapan dalam melakukan analisis 
diantaranya sebagai berikut: 
1. Pada tahap persiapan, melakukan identifikasi permasalahan 
2. Mengumpulkan data-data yang diperlukan dalam penelitian, 
seperti data dari variabel respon dan data variabel prediktor 
3. Menganalisis data-data yang ada dengan menggunakan 
analisis regresi Binomial Negatif 
4. Pengujian multikolinieritas antar variabel dengan 
berdasarkan nilai Variance Inflation Factor  (VIF) seperti 
pada persamaan (2.2) 
5. Mengestimasi parameter model regresi Binomial Negatif 
dengan menggunakan metode Maximum Likelihood 
Estimation (MLE) 
6. Jika terjadi kasus multikolinieritas, maka solusinya dengan 
mengeluarkan salah satu variabel bebas yang memiliki 
korelasi tinggi dan identifikasi variabel lainnya untuk 
membantu prediksi. 
7. Jika tidak terjadi kasus multikolinieritas, maka dilanjutkan 
dengan menguji signifikansi parameter. Terdapat dua uji 
signifikansi parameter yaitu uji signifikansi parameter secara 
serentak dan parsial. 
8. Jika telah memenuhi kriteria dari kedua pengujian tersebut, 





nilai Akaike Information Criteria (AIC) seperti pada 
persamaan (2.23) 
9. Model terbaik diperoleh dari nilai AIC yang terkecil 
10. Setelah model terbaik diperoleh, selanjutnya menganalisa 
faktor-faktor yang terdapat dalam model  
11. Akan didapatkan model terbaik dari regresi Binomial Negatif 
dan faktor yang paling memberikan pengaruh terhadap 
terjadinya banjir di Indonesia tahun 2015 
12. Selanjutnya dilakukan simulasi dengan menggunakan 
software Matlab dari model regresi yang diperoleh untuk 
mengetahui apakah model tersebut sesuai dengan kasus 
kejadian banjir di Indonesia  
Di bawah ini merupakan diagram alir pemodelan regresi Binomial 
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Gambar 3.1  Diagram Alir Pemodelan Regresi Binomial Negatif 
  
Tahapan-tahapan simulasi dari Model Regresi Binomial 
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Gambar 3.2 Diagram Alir Simulasi Model Regresi Binomial 
Negatif 





Menentukan nilai  parameter ?̂?(𝒕+𝟏), 𝑡 = 1,2, … 
?̂?𝒕+𝟏 = ?̂?𝒕 − ?̂?𝒕
−1?̂?𝒕 dengan  


































































































ANALISIS DAN PEMBAHASAN 
 
 Pada bab ini akan disajikan pembahasan tentang 
bagaimana membangun model regresi Binomial Negatif untuk 
menjawab permasalahan dan mencapai tujuan dalam tugas akhir 
ini. Model yang dibangun akan diimplementasikan pada data 
kejadian banjir dan faktor-faktor penyebab banjir yang terjadi di 
Indonesia tahun 2015. 
 
4.1 Membangun Model Regresi Binomial Negatif 
Jika diketahui 𝑌 variabel terikat dan merupakan count data 
dengan (𝑦𝑖  | 𝑋1𝑖 = 𝑥1𝑖, 𝑋2𝑖 = 𝑥2𝑖, … , 𝑋𝑝𝑖 = 𝑥𝑝𝑖)~𝐵𝑁(𝜇𝑖, 𝜃) dan 
𝑋1 = 𝑥1, 𝑋2 = 𝑥2, … , 𝑋𝑝 = 𝑥𝑝 adalah variabel bebas, maka ingin 
diketahui model hubungan antara suatu variabel terikat 𝑌 dengan 
variabel bebas 𝑋1, 𝑋2, 𝑋3, … , 𝑋𝑝. Regresi Binomial Negatif 
digunakan untuk  menganalisis suatu count data dan termasuk 
dalam Generalized Linear Model (GLM) karena 𝑦𝑖 berdistribusi 
Binomial Negatif sehingga digunakan fungsi penghubung atau 
link function yaitu:  
𝑔(𝜇𝑖) = ln[𝐸(𝑦𝑖)] = ln 𝜇𝑖 = 𝒙𝒊
′𝜷 untuk 𝑖 = 1,2, … , 𝑛 (4.1) 
Model regresi Binomial Negatif secara umum adalah sebagai 
berikut: 
ln 𝜇𝑖 = 𝒙𝒊
′𝜷 atau 𝜇𝑖 = exp 𝒙𝒊
′𝜷 (4.2) 
jika persamaan (4.2) dijabarkan dalam bentuk matriks, maka 



























































dengan dimisalkan 𝑣𝑖 = ln  𝜇𝑖 merupakan vektor dengan ukuran 
𝑛 × 1, 𝐱𝒊
′ merupakan matriks dari variabel bebas dengan ukuran 
𝑛 × (𝑝 + 1), dan 𝜷 merupakan vektor dari koefisien regresi 
dengan ukuran (𝑝 + 1) × 1. 
 
4.2 Estimasi Parameter Regresi Binomial Negatif 
Estimasi parameter untuk regresi Binomial Negatif 
menggunakan metode Maximum Likelihood Estimation (MLE). 
Parameter-parameter dalam model regresi Binomial Negatif yang 
tidak diketahui nilainya perlu di estimasi dengan menggunakan 
MLE. Digunakan metode iterasi Newton-Raphson untuk 
memaksimumkan fungsi likelihood. Langkah-langkah untuk 
melakukan estimasi parameter dengan metode Maximum 
Likelihood Estimation (MLE) adalah sebagai berikut: 
1. Ambil sampel random 𝑦1, 𝑦2, … , 𝑦𝑛 dengan 𝑦𝑖~𝐵𝑁(𝜇𝑖 , 𝜃) 




















   ; 𝑖 = 1,2, … , 𝑛 (4.3) 
2. Bentuk fungsi Likelihood 






































































Jadi, dengan substitusi persamaa (4.5) ke persamaan (4.4), maka 
menjadi  























3. Fungsi likelihood dari regresi Binomial Negatif 
disederhanakan dengan mancari fungsi log likelihood  






















=∑((∑ ln(1 + 𝜃𝑟)
𝑦𝑖−1
𝑟=0




































karena 𝜇𝑖 = exp(𝒙𝒊
′𝜷), sehingga persamaan (4.7) menjadi 
 




















ln(1 + 𝜃 exp(𝒙𝒊
′𝜷)) +∑𝑦𝑖 ln (
𝜃 exp(𝒙𝒊
′𝜷)























ln(1 + 𝜃 exp(𝒙𝒊













Untuk mencari taksiran dari parameter-parameter, yaitu 
𝛽0, 𝛽1, 𝛽2, … , 𝛽10, dan 𝜃 pada persamaan (4.8) diturunkan secara 
parsial terhadap masing-masing parameter yang bersesuaian 
kemudian disamadengankan nol. Turunan parsial pertama dari 







𝜃 + 𝑦𝑖) 𝜃 exp
(𝒙𝒊
′𝜷)𝑥0𝑖













′𝜷) + 𝑦𝑖𝜃𝑥0𝑖 exp(𝒙𝒊
′𝜷))








𝑥0𝑖 + 𝑦𝑖𝜃𝑥0𝑖 exp(𝒙𝒊
′𝜷)































𝜃 + 𝑦𝑖) 𝜃 exp
(𝒙𝒊
′𝜷)𝑥1𝑖













′𝜷)𝑥1𝑖 + 𝑦𝑖𝜃 exp(𝒙𝒊
′𝜷)𝑥1𝑖)






𝑦𝑖𝑥1𝑖 + 𝑦𝑖𝜃𝑥1𝑖 exp(𝒙𝒊
′𝜷)



















+ 𝑦𝑖) 𝜃 exp(𝒙𝒊
′𝜷)𝑥2𝑖













′𝜷)𝑥2𝑖 + 𝑦𝑖𝜃 exp(𝒙𝒊
′𝜷)𝑥2𝑖)






𝑦𝑖𝑥2𝑖 + 𝑦𝑖𝜃𝑥2𝑖 exp(𝒙𝒊
′𝜷)














Melalui langkah-langkah yang sama, sehingga diperoleh hasil 
turunan pertama dari fungsi log-likelihood pada persamaan (4.8) 











𝑥𝑗𝑖         ; 𝑗 = 0,1,2,… , 𝑝 
(4.9) 
Turunan parsial pertama dari fungsi log-likelihood pada 





























𝜃 + 𝑦𝑖) exp(𝒙𝒊
′𝜷)

























Setelah mendapatkan turunan pertama dari parameter 𝛽 dan 𝜃, 
selanjutnya untuk mendapatkan nilai estimasi dari parameter 𝛽 
dan 𝜃, persamaan (4.9) dan (4.10) disamadengankan nol menjadi 

































1 + 𝜃 exp(𝒙𝒊
′𝜷)
} = 0 
(4.12) 
diperoleh persamaan (4.11) dan (4.12) yang tidak closed form 
atau tidak dapat di analisis secara analitik. Karena metode  MLE 
belum tentu dapat menyelesaikan persamaan-persamaan tersebut 
dan mendapatkan nilai estimasi dari masing-masing parameter, 
sehingga digunakan metode iterasi Newton-Raphson untuk 
mendapatkan hasil estimasi parameter tersebut. 
 





Metode iterasi Newton-Raphson merupakan metode 
pendekatan untuk menyelesaikan persamaan nonlinier atau 
digunakan untuk menentukan titik saat fungsi maksimum. Titik 
pendekatan ke 𝑡 + 1 dituliskan sebagai berikut: 




?̂?𝒕+𝟏 : vektor estimasi parameter pada iterasi ke 𝑡 + 1 
?̂?𝒕 : vektor estimasi parameter pada iterasi ke 𝑡 
?̂?𝒕
−1 : invers dari matriks Hessian yang merupakan matriks 
dengan elemen-elemennya yaitu turunan kedua dari 
ℓ(𝑦𝑖 ; 𝜷, 𝜃) 
?̂?𝒕 : vektor dengan elemen-elemennya merupakan turunan 
pertama dari ℓ(𝑦𝑖 ; 𝜷, 𝜃) 


























    
𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽0𝜕𝛽10
𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽0𝜕𝜃
𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽1𝜕𝛽10










𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽1𝜕𝜃
…
    
𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽10
2
𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽10𝜕𝜃
𝜕2ℓ(𝑦𝑖 ; 𝜷, 𝜃)
𝜕𝛽𝑘𝜕𝜃













sedangkan untuk vektor ?̂?𝒕 yang berisi turunan pertama dari 



































Turunan parsial kedua dari fungsi log-likelihood pada persamaan 






′𝜷)𝑥0𝑖)(1 + 𝜃 exp(𝒙𝒊
′𝜷))






′𝜷))(𝑦𝑖𝑥0𝑖 − 𝑥0𝑖 exp(𝒙𝒊
′𝜷))




































′𝜷) (1 + 𝑦𝑖𝜃)









′𝜷)𝑥1𝑖)(1 + 𝜃 exp(𝒙𝒊
′𝜷))






′𝜷))(𝑦𝑖𝑥1𝑖 − 𝑥1𝑖 exp(𝒙𝒊
′𝜷))








































′𝜷) (1 + 𝑦𝑖𝜃)







Melalui langkah-langkah yang sama, sehingga diperoleh hasil 
turunan kedua dari fungsi log-likelihood pada persamaan (4.8) 






′𝜷) (1 + 𝑦𝑖𝜃)




            ; 𝑗 = 0,1,2,… , 𝑝 
Misalkan jika 𝑗 ≤ 𝑡, maka turunan parsial kedua dari fungsi log-






′𝜷)𝑥𝑡𝑖)(1 + 𝜃 exp(𝒙𝒊
′𝜷))






′𝜷))(𝑦𝑖𝑥𝑗𝑖 − 𝑥𝑗𝑖 exp(𝒙𝒊
′𝜷))
























′𝜷) − 𝑦𝑖𝑥𝑗𝑖𝑥𝑡𝑖𝜃 exp(𝒙𝒊
′𝜷)








′𝜷) (1 + 𝑦𝑖𝜃)




  ; 𝑗, 𝑡 = 0,1,2,… , 𝑝 
Sedangkan turunan parsial kedua dari fungsi log-likelihood pada 





′𝜷) (𝑦𝑖 − exp(𝒙𝒊
′𝜷))

































(1 + 𝜃 exp(𝒙𝒊
′𝜷))2
)} 
Model regresi Binomial negatif merupakan salah satu 
model regresi yang biasa digunakan karena tidak mengharuskan 
dalam keadaan equidispersion atau overdispersion. Model regresi 
Binomial Negatif juga bisa digunakan untuk data jumlahan 
(count data) seperti data pada tugas akhir ini yaitu, data jumlahan 
kejadian banjir di Indonesia tahun 2015. Nilai dari taksiran 
parameter dapat diketahui dari analisis mengenai model regresi 
Binomial Negatif menggunakan metode MLE dan iterasi 
Newton-Raphson. Selanjutnya dapat dilakukan analisis untuk 
mengetahui faktor-faktor yang memberikan pengaruh signifikan 
terhadap terjadinya banjir dengan mendapatkan nilai taksiran 






4.3 Analisis Faktor yang Diduga Berpengaruh Terhadap 
Jumlah Kejadian Banjir di Indonesia Tahun 2015 
Untuk mengetahui faktor yang memberikan pengaruh  
terhadap jumlah kejadian banjir di Indonesia tahun 2015 
dilakukan analisis regresi Binomial Negatif. Beberapa tahapan 
dalam analisis regresi Binomial Negatif yaitu mengestimasi 
parameter model dengan meggunakan metode Maximum 
Likelihood Estimation, uji multikolinieritas antar variabel bebas, 
dan uji signifikansi parameter. 
 
4.3.1 Uji Multikolinieritas 
Uji multikolinieritas dilakukan untuk mengetahui apakah 
terdapat hubungan linier atau korelasi yang tinggi antara masing-
masing variabel bebas dalam model. Metode yang digunakan 
untuk mengetahui nilai multikolinieritas antar variabel bebas 
yaitu dengan melihat nilai VIF (Variance Inflation Factor). Pada 
Tabel 4.1 ditunjukkan nilai VIF dari masing-masing variabel 
bebas dengan menggunakan software R. 












Pada Tabel 4.1 ditunjukkan  nilai VIF masing-masing 
variabel kurang dari 10, sehingga dapat dikatakan bahwa tidak 





dalam model regresi. Oleh karena itu, variabel yang digunakan 
pada model regresi Binomial Negatif yaitu 
𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9, dan 𝑋10. 
 
4.3.2 Analisis Regresi Binomial Negatif 
Untuk mendapatkan model, langkah pertama yang 
dilakukan yaitu dengan mendapatkan nilai taksiran parameter dari 
model regresi Binomial Negatif. Berikut ini hasil perhitungan 
dengan menggunakan software R yang ditunjukkan pada Tabel 
4.2. 
Dari Tabel 4.2 diperoleh model regresi Binomial Negatif 
yaitu: 
?̂? = exp( − 2,6302 − 0,0001 𝑋1 − 0,0961 𝑋2 − 
0,0399 𝑋3 + 0,0222 𝑋4 − 0,3333 𝑋5 − 0,6642  𝑋6 + 
0,0340 𝑋7 − 0,0078 𝑋8 + 0,0355 X9 − 0,0598 𝑋10 
(4.14) 
 
Tabel 4.2 Uji Parameter Model Regresi Binomial Negatif 




Intersep -2,6302 13,6934 
𝑋1 -0,0001 0,0003 
𝑋2 -0,0961 0,1875 
𝑋3 -0,0399 0,0667 
𝑋4 0,0222 0,0238 
𝑋5 -0,3333 0,3971 
𝑋6 -0,6642 0,6682 
𝑋7 0,0340 0,0102 
𝑋8 -0,0078 0,0071 
𝑋9 0,0355 0,3915 
𝑋10 -0,0598 0,0207 
 





Pengujian Hipotesa untuk mengetahui pengaruh 
signifikansi parameter pada model dilakukan secara serentak dan 
parsial. Uji serentak dilakukan untuk mengetahui pengaruh semua 
variabel bebas secara bersama-sama terhadap variabel terikat. 
Sedangkan uji parsial dilakukan untuk menegetahui pengaruh dari 
masing-masing variabel bebas terhadap variabel terikat. 
 
4.4.1 Uji Signifikansi Parameter Secara Serentak dan Parsial 
dengan Semua Variabel 
Untuk mengetahui apakah terdapat pengaruh dari variabel 
terikat yang disertakan dalam model dilakukan uji signifikansi 
parameter. Pertama, dilakukan uji signifikansi secara serentak 
untuk mengetahui pengaruh variabel bebas terhadap variabel 
terikat secara serentak dengan menggunakan uji devians. 
Hipotesis uji : 
𝐻0:  𝛽1 = ⋯ = 𝛽10 = 0 (semua faktor tidak memberikan 
pengaruh terhadap terjadinya banjir di Indonesia) 
𝐻1:  terdapat 𝛽𝑗 ≠ 0 ;  𝑗 = 1,2, … ,10 (minimal ada satu faktor 
yang memberikan pengaruh terhadap terjadinya banjr di 
Indonesia) 
Statistik Uji : 
𝐷(?̂?) = −2 [−∑
1
𝜃


























= −2(−2,3127 + 18,7473 − 57,2393 + 60,2393 − 
9.724,5 + 1.866,1) 
= 15.677,93 
Berdasarkan kriteria pengujian devians dengan taraf 
signifikansi 5% yaitu jika 𝐷(?̂?) > 𝜒(0,05;10)





nilai 𝐷(?̂?) > 𝜒(0,05;10)
2 = 18,307 sehingga 𝐻0 ditolak. Hal ini 
menunjukkan bahwa minimal ada satu faktor yang memberikan 
pengaruh terhadap terjadinya banjir di Indonesia tahun 2015. 
Pengujian yang kedua yaitu uji signifikansi secara parsial 
untuk mengetahui pengaruh masing-masing parameter terhadap 
model dengan menggunakan uji Wald. 
Hipotesis Uji : 
𝐻0:  𝛽𝑗 = 0 ;  𝑗 = 1,2, … ,10 (faktor j tidak memberikan pengaruh 
secara signifikan terhadap terjadinya banjir di Indonesia) 
𝐻1:  𝛽𝑗 ≠ 0 ;  𝑗 = 1,2,… ,10 (faktor j memberikan pengaruh secara 
signifikan terhadap terjadinya banjir di Indonesia) 




 , 𝑗 = 1,2, … ,10 
Berdasarkan pada Lampiran 2 diperoleh nilai taksiran 
parameter 𝛽𝑗 dan nilai standar error dari masing-masing 
parameter, dengan taraf signifikansi 5% diperoleh nilai 𝑊𝑗 dari 
semua parameter variabel bebas seperti yang ditunjukkan pada 
tabel berikut.  
Tabel 4.3 Nilai Uji Wald Model Regresi Binomial Negatif 







𝛽1 0,393 2,035 Terima 𝐻0 
𝛽2 0,512 2,035 Terima 𝐻0 
𝛽3 0,599 2,035 Terima 𝐻0 
𝛽4 0,932 2,035 Terima 𝐻0 
𝛽5 0,839 2,035 Terima 𝐻0 
𝛽6 0,994 2,035 Terima 𝐻0 
𝛽7 3,340 2,035 Tolak 𝐻0 
𝛽8 1,094 2,035 Terima 𝐻0 
𝛽9 0,091 2,035 Terima 𝐻0 





Berdasarkan kriteria pengujian Wald dengan taraf 
signifikansi 5% yaitu jika |𝑊𝑗| > 𝑡(0,025;33) maka tolak 𝐻0. Jadi, 
beberapa parameter variabel bebas diantaranya yaitu 𝑥7 (angin 
puting beliung) dan 𝑥10 (lama penyinaran matahari) memiliki 
nilai |𝑊𝑗| yang lebih besar dari 𝑡(0,025;33) yang menunjukkan 
bahwa 𝐻0 ditolak. Faktor-faktor tersebut memberikan pengaruh 
secara signifikan terhadap terjadinya banjir sedangkan untuk 
parameter variabel 𝑥1 (curah hujan), 𝑥2 (kecepatan angin), 𝑥3 
(kelembaban udara), 𝑥4 (tekanan udara), 𝑥5 (suhu rata-rata), 𝑥6 
(kekeringan), 𝑥8 (jumlah hari hujan), dan 𝑥9 (gelombang pasang) 
memiliki nilai |𝑊𝑗| yang lebih kecil dari 𝑡(0,025;33) menunjukkan 
bahwa 𝐻0 diterima. Artinya, faktor-faktor tersebut tidak 
memberikan pengaruh secara signifikan terhadap terjadinya banjir 
di Indonesia.  
 
4.4.2 Uji Signifikansi Parameter Secara Serentak dan Parsial 
dengan Variabel Signifikan 𝒙𝟕 dan 𝒙𝟏𝟎 
Jika dilakukan perhitungan untuk mendapatkan model dari 
jumlah kejadian banjir di Indonesia dengan menggunakan 
variabel-variabel yang signifikan yaitu 𝑥7 (angin puting beliung) 
dan 𝑥10 (lama penyinaran matahari) pada software R, maka 
diperoleh hasil sebagai berikut: 
Tabel 4.4 Uji Parameter Model Regresi Binomial Negatif 




Intersep 4,3571 0,9728 
𝑋7 0,0208 0,0046 
𝑋10 -0,0344 0,0148 
Diperoleh model regresi Binomial Negatif dengan variabel-
variabel yang signifikan dari tabel 4.4 yaitu: 






Untuk mengetahui apakah terdapat pengaruh yang 
signifikan dari variabel terikat dalam model akan dilakukan uji 
signifikansi parameter. Pertama, akan dilakukan uji signifikansi 
secara serentak untuk mengetahui pengaruh variabel bebas 
terhadap variabel terikat secara serentak dengan menggunakan uji 
devians. 
Hipotesis uji : 
𝐻0:  𝛽7 = 𝛽10 = 0 (semua faktor tidak memberikan pengaruh 
terhadap terjadinya banjir di Indonesia) 
𝐻1:  terdapat 𝛽𝑗 ≠ 0 ;  𝑗 = 7 dan 10 (minimal ada satu faktor 
yang memberikan pengaruh terhadap terjadinya banjr di 
Indonesia) 
Statistik Uji :  
𝐷(?̂?) = −2 [−∑
1
𝜃


























= −2(−2,331 + 13,2018 − 49,4683 + 0,2094 − 3,671 + 
13,9098) 
= 56,2986 
Berdasarkan kriteria pengujian devians dengan taraf 
signifikansi 5% yaitu jika 𝐷(?̂?) > 𝜒(0,05;2)
2  maka tolak 𝐻0. Karena 
nilai 𝐷(?̂?) > 𝜒(0,05;2)
2 = 5,99 sehingga 𝐻0 ditolak. Hal ini 
menunjukkan bahwa minimal ada satu faktor yang memberikan 
pengaruh terhadap terjadinya banjir di Indonesia. 
Pengujian yang kedua yaitu uji signifikansi secara parsial 
untuk mengetahui pengaruh masing-masing parameter terhadap 
model dengan menggunakan uji Wald. 





𝐻0:  𝛽𝑗 = 0 ;  𝑗 = 7 dan 10 (faktor j tidak memberikan pengaruh 
secara signifikan terhadap terjadinya banjir di Indonesia) 
𝐻1:  𝛽𝑗 ≠ 0 ;  𝑗 = 7 dan 10 (faktor j memberikan pengaruh secara 
signifikan terhadap terjadinya banjir di Indonesia) 




 , 𝑗 = 7,10 
Berdasarkan pada Lampiran 3 diperoleh nilai taksiran 
parameter 𝛽𝑗 dan nilai standar error dari masing-masing 
parameter, dengan taraf signifikansi 5% diperoleh nilai 𝑊𝑗 dari 
semua parameter variabel bebas seperti yang ditunjukkan pada 
tabel berikut.  
Tabel 4.5 Nilai Uji Wald Model Regresi Binomial Negatif 







𝛽7 4,559 2,035 Tolak 𝐻0 
𝛽10 2,324 2,035 Tolak 𝐻0 
Berdasarkan kriteria pengujian Wald dengan taraf 
signifikansi 5% yaitu jika |𝑊𝑗| > 𝑡(0,025;33) maka tolak 𝐻0. Jadi,  
variabel 𝑥7 (angin puting beliung) dan 𝑥10 (lama penyinaran 
matahari) memiliki nilai |𝑊𝑗|  yang lebih besar dari 𝑡(0,025;33) 
yang menunjukkan bahwa 𝐻0 ditolak. Artinya, faktor-faktor 
tersebut memberikan pengaruh secara signifikan terhadap 
terjadinya banjir. 
 
4.4.3 Akaike Information Criteria 
Ketika model regresi diperoleh, selanjutnya adalah 
membandingkan model-model tersebut untuk mencari model 
terbaik yang dapat digunakan. Pengukuran yang digunakan 
adalah Akaike Information Criteria (AIC). Pada tabel 4.4 
ditunjukkan hasil nilai AIC dari model regresi yang telah 
diperoleh pada persamaan (4.14) dan (4.15) dengan 





Tabel 4.6 Nilai AIC dari Model Regresi Binomial Negatif 
Model Regresi AIC 
?̂? = exp( − 2,6302 − 0,0001 𝑋1 − 0,0961 𝑋2 − 0,0399 𝑋3 + 
        0,0222 𝑋4 − 0,3333 𝑋5 − 0,6642  𝑋6 + 0,0340 𝑋7 − 
       0,0078 𝑋8 + 0,0355 X9 − 0,0598 𝑋10 
252,05 
?̂? = exp(4,3571 + 0,0208𝑋7− 0,0344𝑋10) 241,23 
Model regresi Binomial Negatif yang terbaik adalah model 
yang  memiliki nilai AIC terkecil. Nilai AIC yang ditunjukkan 
pada tabel 4.6 dapat disimpulkan bahwa model regresi Binomial 
Negatif yang lebih baik digunakan adalah model regresi 
Binomial Negatif pada persamaan (4.15)  dibandingkan dengan 
model regresi Binomial Negatif pada persamaan (4.14) untuk 
kasus faktor yang menyebabkan terjadinya banjir di Indonesia 
tahun 2015. 
Jadi, model regresi Binomial Negatif untuk kasus jumlah 
kejadian banjir yaitu ?̂? = exp(4,3571 + 0,0208𝑋7− 0,0344𝑋10) 
yang berarti jika setiap bertambahnya satu kejadian angin puting 
beliung, maka rata-rata dari kejadian banjir juga bertambah dan 
jika setiap bertambahnya satu persen lama penyinaran matahari, 
maka rata-rata dari kejadian banjir akan menurun. 
4.5 Simulasi Iterasi Newton-Raphson 
Pada sub bab ini menjelaskan simulasi iterasi Newton-
Raphson  dari model regresi Binomial Negatif yang telah 
diperoleh dari perhitungan sebelumnya dengan menggunanakan 
Software Matlab. Berikut ini langkah-langkah dari simulasi iterasi 
Newton-Raphson. 
1. Memasukkan nilai variabel bebas 𝒙𝑖
′, nilai taksiran parameter 
𝛽 dan taksiran parameter 𝜃 yang diperoleh pada perhitungan 
model regersi Binomial Negatif yang pertama ke dalam 
persamaan (2.11) untuk mendapatkan nilai  𝜇𝑖 
2. Membangkitkan data variabel terikat 𝑦𝑖~𝐵𝑁(𝜇𝑖 , 𝜃) dengan 
menginputkan nilai 𝜇𝑖 yang diperoleh dari langkah 1. 
Diperoleh nilai untuk variabel 𝑦𝑖 seperti yang ditunjukkan 
pada Tabel 4.7 
Tabel 4.7 Data 𝑦𝑖 Baru Setelah di Generete 
No. 𝒚𝒊 No. 𝒚𝒊 No. 𝒚𝒊 No. 𝒚𝒊 





2. 44 12. 40 22. 11 32. 2 
3. 13 13. 114 23. 19 33. 4 
4. 24 14. 15 24. 4 34. 7 
5. 21 15. 75 25. 9   
6. 19 16. 11 26. 6   
7. 5 17. 2 27. 15   
8. 9 18. 6 28. 3   
9. 11 19. 6 29. 10   
10. 4 20. 9 30. 6   
3. Memasukkankan nilai variabel bebas 𝒙𝒊
′, taksiran parameter 
𝜃 yang bernilai 1,682 dan nilai 𝑦𝑖 seperti pada Tabel 4.7, 
untuk mendapatkan ?̂?(𝟎) dengan menggunakan persamaan 
(2.16). Output dari langkah 3 seperti pada gambar berikut. 
 
Gambar 4.1 Nilai Taksiran 𝛽 Awal atau ?̂?(𝟎) 












untuk mendapatkan nilai ?̂?𝒕+𝟏 dengan menggunakan rumus 
iterasi Newton-Raphson pada persamaan (2.15) 
5. Terjadi pengulangan pada langkah 4 ketika belum memenuhi 
keadaan ‖?̂?(𝒕+𝟏) − ?̂?𝒕‖ ≤ 𝜺, dengan nilai 𝜀 = 0.0001 
6. Ketika telah memenuhi keadaan konvergen yaitu ?̂?(𝒕+𝟏) =
?̂?𝒕 maka iterasi berhenti dan nilai ?̂?𝒕+𝟏 menjadi nilai dari 
parameter ?̂? untuk model regresi Binomial Negatif. Pada 





iterasi ketiga dengan nilai taksiran parameter-parameternya 
seperti yang ditunjukkan pada gambar berikut. 
 
Gambar 4.2 Nilai dari Taksiran 𝛽 Iterasi ke-3 atau ?̂?(𝟑) 
Dapat dikatakan bahwa model regresi Binomial Negatif 
yang didapatkan telah sesuai dengan data jumlah kejadian banjir 























KESIMPULAN DAN SARAN 
5.1 Kesimpulan 
Berdasarkan hasil dari analisis dan pembahasan yang 
dijelaskan pada bab 4 diperoleh kesimpulan sebagai berikut : 
1. Model regresi Binomial Negatif berikut ini dapat diterapkan 
pada data jumlah kejadian banjir di Indonesia tahun 2015 
dengan faktor-faktor yang diduga berpengaruh.  
ln 𝜇𝑖 = 𝒙𝒊
′𝜷 atau 𝜇𝑖 = exp𝒙𝒊
′𝜷 
Metode yang digunakan yaitu metode Maximum Likelihood 
Estimation (MLE) dan iterasi Newton-Raphson untuk 
memaksimumkan fungsi likelihood  agar mendapatkan nilai 
dari masing-masing parameter 𝛽. 
2. Hasil pemodelan dengan menggunakan model regresi 
Binomial Negatif dan memiliki nilai AIC terkecil untuk 
kasus jumlah kejadian banjir di Indonesia tahun 2015 dan 
faktor-faktor yang diduga berpengaruh adalah sebagai 
berikut:  
?̂? = exp(4,3571 + 0,0208𝑋7− 0,0344𝑋10) 
3. Berdasarkan persamaan model yang telah diperoleh bahwa 
variabel 𝑥7 (angin puting beliung) merupakan faktor yang 
berpengaruh secara signifikan terhadap terjadinya banjir. 
Jika semakin sering terjadi angin puting beliung maka akan 
menyebabkan terjadinya banjir. Sedangkan jika variabel 𝑥10 
(lama penyinaran matahari) sering terjadi, maka akan 




Karena keterbatasan data, menyebabkan model pada tugas 
akhir ini hanya bisa digunakan untuk data pada tahun 2015. 
Untuk mengetahui lebih spesifik penyebab terjadinya banjir di 
Indonesia diperlukan pemodelan dengan menggunakan faktor-
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Lampiran 1. Data Jumlah Kejadian Banjir dan Faktor-Faktor 
Terjadinya 






𝑦 𝑥1 𝑥2 𝑥3 
1 Aceh 59 1575 2,7 80,0 
2 Sumatera Utara 26 975,9 2,4 86,9 
3 Sumatera Barat 23 3548 2,9 84,0 
4 Riau 7 2048,3 3,0 80,5 
5 Jambi 9 1694,9 2,4 82,1 
6 
Sumatera 
Selatan 26 1947,2 3,3 79,5 
7 Bengkulu 12 2668,9 2,1 83,2 
8 Lampung 11 1628,1 2,0 78,9 
9 
Kepulauan 
Bangka Belitung 2 1534,7 4,1 79,9 
10 Kepulauan Riau 1 2250,9 3,2 84,1 
11 DKI Jakarta 11 2169,5 1,5 74,0 
12 Jawa Barat 33 2199,3 2,1 74,4 
13 Jawa Tengah 52 1620,7 2,8 70,0 
14 DI Yogyakarta 3 2045,5 0,1 82,8 
15 Jawa Timur 83 2024,7 3,9 75,2 
16 Banten 25 1310,1 1,0 79,3 
17 Bali 0 1133,8 3,3 79,1 
18 
Nusa Tenggara 
Barat 9 1147,9 3,3 81,4 
19 
Nusa Tenggara 
Timur 7 1406 4,0 75,6 
20 
Kalimantan 






Lanjutan Lampiran 1. Data Jumlah Kejadian Banjir dan Faktor-
Faktor Terjadinya 





  𝑦 𝑥1 𝑥2 𝑥3 
21 
Kalimantan 
Tengah 4 2748,4 2,2 80,5 
22 
Kalimantan 
Selatan 2 2509,6 1,9 81,2 
23 
Kalimantan 
Timur 25 2069,4 2,0 79,7 
24 
Kalimantan 
Utara 6 2311,5 2,2 83,7 
25 Sulawesi Utara 6 1807 2,9 75,6 
26 
Sulawesi 
Tengah 11 460,9 2,3 72,6 
27 
Sulawesi 
Selatan 14 3382 2,9 75,2 
28 
Sulawesi 
Tenggara 3 1589,6 1,3 83,1 
29 Gorontalo 13 870,6 2,0 77,5 
30 Sulawesi Barat 2 1167,9 1,9 77,2 
31 Maluku 2 1987,2 2,4 83,6 
32 Maluku Utara 0 913,4 2,6 78,3 
33 Papua Barat 0 2844,6 1,5 83,6 




















𝑥4 𝑥5 𝑥6 𝑥7 
1 Aceh 1010,7 27,1 0 15 
2 Sumatera Utara 1010,6 27,4 0 25 
3 Sumatera Barat 1010,9 26,5 0 18 
4 Riau 1010,5 27,2 0 6 
5 Jambi 1011,4 27,0 0 2 
6 
Sumatera 
Selatan 1011 27,7 0 6 
7 Bengkulu 1011 27,0 0 3 
8 Lampung 1012,1 27,1 0 7 
9 
Kepulauan 
Bangka Belitung 1011,4 27,3 0 9 
10 Kepulauan Riau 1011,4 27,0 0 3 
11 DKI Jakarta 1011 28,4 0 0 
12 Jawa Barat 924,1 23,5 0 69 
13 Jawa Tengah 1011,9 28,5 2 151 
14 DI Yogyakarta 1014,9 26,1 0 15 
15 Jawa Timur 1011,8 28,0 2 133 
16 Banten 1010,6 27,3 1 24 
17 Bali 1011,3 27,3 0 3 
18 
Nusa Tenggara 
Barat 1014,2 26,1 0 4 
19 
Nusa Tenggara 
Timur 1011 27,5 0 14 

















  𝑥4 𝑥5 𝑥6 𝑥7 
21 
Kalimantan 
Tengah 1013,9 27,7 0 1 
22 
Kalimantan 
Selatan 1013,1 27,0 0 8 
23 
Kalimantan 
Timur 1012,9 27,9 0 8 
24 
Kalimantan 
Utara 1010,5 27,6 0 0 
25 Sulawesi Utara 1012,3 27,0 0 2 
26 
Sulawesi 
Tengah 1011,9 28,4 0 0 
27 
Sulawesi 
Selatan 1013,1 27,3 0 23 
28 
Sulawesi 
Tenggara 1012,8 26,9 1 3 
29 Gorontalo 1011 27,3 0 1 
30 Sulawesi Barat 1012,5 27,9 0 3 
31 Maluku 1012,4 26,5 0 7 
32 Maluku Utara 1013 27,3 1 1 
33 Papua Barat 1011,5 27,4 0 0 

















𝑥8 𝑥9 𝑥10 
1 Aceh 146 0 65,69 
2 Sumatera Utara 105 0 51,86 
3 Sumatera Barat 185 0 59,56 
4 Riau 140 1 50,32 
5 Jambi 135 0 51,97 
6 
Sumatera 
Selatan 138 0 51,19 
7 Bengkulu 166 0 71,35 




Belitung 163 0 59,57 
10 Kepulauan Riau 174 0 69,95 
11 DKI Jakarta 121 0 60,12 
12 Jawa Barat 177 0 65,51 
13 Jawa Tengah 140 0 85,05 
14 DI Yogyakarta 119 0 75,14 
15 Jawa Timur 133 1 80,12 
16 Banten 155 1 65,06 
17 Bali 124 0 84,44 
18 
Nusa Tenggara 
Barat 91 0 84,99 
19 
Nusa Tenggara 
Timur 82 0 84 
















  𝑥8 𝑥9 𝑥10 
21 
Kalimantan 
Tengah 155 1 53,46 
22 
Kalimantan 
Selatan 166 0 61,45 
23 
Kalimantan 
Timur 186 0 46,97 
24 
Kalimantan 
Utara 202 0 63,01 
25 Sulawesi Utara 127 0 67,53 
26 
Sulawesi 
Tengah 68 1 79,12 
27 
Sulawesi 
Selatan 155 1 66,83 
28 
Sulawesi 
Tenggara 141 0 72,51 
29 Gorontalo 76 0 75,19 
30 Sulawesi Barat 93 0 78 
31 Maluku 167 1 66,52 
32 Maluku Utara 127 0 84,07 
33 Papua Barat 218 0 61,63 








Lampiran 2. Output Model Regresi Binomial Negatif dengan 

























Lampiran 3. Output Model Regresi Binomial dengan Variabel 































Lampiran 4. Algoritma Uji Signifikansi Parameter Secara 
Serentak Model 1 
clc;  
clear all; 
% Model 1 
data=xlsread('likelihood.xlsx','Sheet1','A1:K34'
); 
Teta = 1.682; 
x=[x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10]; 
B=[-2.6302; -0.0001; -0.0961; -0.0399; 0.0222;  














    Db=Db+Db1; 
end 












Lampiran 5. Algoritma Uji Signifikansi Parameter Secara 








Teta = 1.682; 
x2=[x0 x7 x10]; 
B0=-2.6302; 
B=[-2.6302; 0.0340 ; -0.0598]; 
for i=1:34 










    Db=Db+Db1; 
end 


































































































disp('Nilai Awal Parameter Beta') 
disp(B0) 
 
%Matriks Gt (Turunan Pertama Fungsi Likelihood) 
df1=[dfb0; dfb1; dfb2; dfb3; dfb4; dfb5; dfb6; 
dfb7; dfb8; dfb9; dfb10]; 
 
%Matriks Hessian (turunan Kedua Fungsi 
Likelihood) 
dff2 = [df2b0 df2b0b1 df2b0b2 df2b0b3 df2b0b4 
df2b0b5 df2b0b6 df2b0b7 df2b0b8 df2b0b9 
df2b0b10; 
df2b0b1 df2b1 df2b1b2 df2b1b3 df2b1b4 
df2b1b5 df2b1b6 df2b1b7 df2b1b8 df2b1b9 
df2b1b10; 
df2b0b2 df2b1b2 df2b2 df2b2b3 df2b2b4 
df2b2b5 df2b2b6 df2b2b7 df2b2b8 df2b2b9 
df2b2b10; 
df2b0b3 df2b1b3 df2b2b3 df2b3 df2b3b4 
df2b3b5 df2b3b6 df2b3b7 df2b3b8 df2b3b9 
df2b3b10; 
df2b0b4 df2b1b4 df2b2b4 df2b3b4 df2b4 






df2b0b5 df2b1b5 df2b2b5 df2b3b5 df2b4b5 




Lanjutan Lampiran 7. Algoritma Iterasi Newton-Raphson 
Regresi Binomial Negatif 
 
df2b0b6 df2b1b6 df2b2b6 df2b3b6 df2b4b6 
df2b5b6 df2b6 df2b6b7 df2b6b8 df2b6b9 
df2b6b10; 
df2b0b7 df2b1b7 df2b2b7 df2b3b7 df2b4b7 
df2b5b7 df2b6b7 df2b7 df2b7b8 df2b7b9 
df2b7b10; 
df2b0b8 df2b1b8 df2b2b8 df2b3b8 df2b4b8 
df2b5b8 df2b6b8 df2b7b8 df2b8 df2b8b9 
df2b8b10; 
df2b0b9 df2b1b9 df2b2b9 df2b3b9 df2b4b9 
df2b5b9 df2b6b9 df2b7b9 df2b8b9 df2b9 
df2b9b10; 
df2b0b10 df2b1b10 df2b2b10 df2b3b10 
df2b4b10 df2b5b10 df2b6b10 df2b7b10 







val = true; 
while val 
    iterasi=iterasi+1; 
    B0=B1; 
    for i=1:34 





    end 
    B1=B0-(inv(dff2)*df1);     
    eror=abs(B1-B0); 
    disp(['iterasi ke-',num2str(iterasi)]) 
    disp(B1) 
    disp('perbedaan') 
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