Abstract. -This informal article is an expanded version of two lectures given in Padova during the "Dwork Trimester" in June 2001. Their goal was to explain the proof of the p-adic monodromy theorem for de Rham representations and to give some background on p-adic representations.
I.1.1. Motivation. -One of the aims of arithmetic geometry is to understand the structure of the Galois group Gal(Q/Q), or at least to understand its action on representations coming from geometry. A good example is provided by the Tate module T ℓ E of an elliptic curve E defined over Q. The action of Gal(Q/Q) on T ℓ E carries a lot of arithmetical information, including the nature of the reduction of E at various primes and the number of points in E(F q ).
Let D p ⊂ Gal(Q/Q) be the decomposition group of a place above p; it is naturally isomorphic to Gal(Q p /Q p ). The aim of the theory of p-adic representations is to extract information from the action of D p , on Q p -vector spaces. This is in stark contrast to the theory of ℓ-adic representations, which endeavors to understand the action of D p on Q ℓ -vector spaces with ℓ = p.
In this latter situation, the topology of D p is mostly incompatible with that of an ℓ-adic vector space (essentially because the wild inertia of D p is a pro-p-group), and the result is that the theory of ℓ-adic representations is of an algebraic nature. On the other hand, in the p-adic case, the topologies are compatible and as a result there are far too many representations. The first step is therefore to single out the interesting objects, and to come up with significant invariants attached to them. Unlike the ℓ-adic situation, the study of p-adic representations is therefore of a rather (p-adic) analytic nature.
For example, there exists a p-adically continuous family of characters of the group Gal(Q p /Q p ), given by χ s where χ is the cyclotomic character and s varies in weight space (essentially p − 1 copies of Z p ). Out of those characters, only those corresponding to integer values of s "come from geometry". This kind of phenomenon does not arise in the ℓ-adic case, where every character is "good".
The aim of this article is to introduce some of the objects and techniques which are used to study p-adic representations, and to provide explanations of recent developments.
I.1.2. Organization of the article. -This article is subdivided in chapters, each of which is subdivided in sections made up of paragraphs. At the end of most paragraphs, I have added references to the literature. This article's goal is to be a quick survey of some topics and a point of entry for the literature on those subjects. In general, I have tried to give my point of view on the material rather than complete detailed explanations.
References are indicated at the end of paragraphs. For each topic, I have tried to indicate a sufficient number of places where the reader can find all the necessary details. I have not always tried to give references to original articles, but rather to more recent (and sometimes more readable) accounts.
I.1.3. Acknowledgments. -The basis for this article are the two lectures which I gave at the "Dwork Trimester" in Padova, and I thank the organizers, especially F. Baldassarri, P. Berthelot and B. Chiarellotto for the time and effort they spent to make this conference a success. After I wrote a first version of this article, M. Ç iperiani, J-M. Fontaine and H. J. Zhu took the time to read it, pointed out several inaccuracies and made many suggestions for improvement. Any remaining inaccuracies are entirely my fault.
I.2. p-adic representations I.2.1. Some notations. -The results described in this article are true in a rather general setting. Let k be any perfect field of characteristic p (perfect means that the map x → x p is an automorphism), and let F = W (k)[1/p] be the fraction field of O F = W (k), the ring of Witt vectors over k (for reminders on Witt vectors, see paragraph II.2.1). Let K be a finite totally ramified extension of F , and let C = F = K be the p-adic completion of the algebraic closure of F (not to be confused with the field C of complex numbers). If k is contained in the algebraic closure of F p , then C = C p , the field of so-called p-adic complex numbers.
An important special case is when k is a finite extension of F p , so that K is a finite extension of Q p , and F is then the maximal unramified extension of Q p contained in K. The reader can safely assume that we're in this situation throughout the article. Another important special case though is when k is algebraically closed.
Let µ m denote the subset of K defined by µ m = {x ∈ K, x m = 1}. We'll choose once and for all a compatible sequence of primitive p n -th roots of unity, ε (0) = 1, and
Making such a choice of ε (n) is like choosing an orientation in p-adic Hodge theory, in the same way that choosing one of ±i is like choosing an orientation in classical geometry. Here are the various fields that we are considering:
for every σ ∈ G K and ζ ∈ µ p ∞ . The kernel of the cyclotomic character is H K = Gal(K/K ∞ ), and χ therefore identifies 1. If r ∈ Z, then Q p (r) = Q p · e r where G K acts on e r by σ(e r ) = χ(σ) r e r . This is the r-th Tate twist of Q p ; 2. if E is an elliptic curve, then the Tate module of E, V = Q p ⊗ Z p T p E is a p-adic representation of dimension d = 2; 3. more generally, if X is a proper and smooth variety over K, then theétale cohomology
This last example is really the most interesting (the first two being special cases), and it was the motivation for the systematic study of p-adic representations. Grothendieck had suggested in 1970 the existence of a "mysterious functor" (le foncteur mystérieux ) directly linking theétale and crystalline cohomologies of a p-divisible group. Fontaine gave an algebraic construction of that functor which conjecturally allowed one to recover, for any i and any proper and smooth X/K, the de Rham cohomology of X/K (which is a filtered K-vector space) from the data of H í et (X K , Q p ) as a p-adic representation. His construction was shown to be the right one in general by Tsuji; we'll come back to that in II.5.1.
The above result is a p-adic analogue of the well-known fact that if X is a proper smooth variety over a number field L, then over the complex numbers C one has an isomorphism
given by integrating differential forms on cycles.
I.2.3. Fontaine's strategy. -Fontaine's strategy for studying p-adic representations was to construct rings of periods, which are topological Q p -algebras B, with a continuous and linear action of G K and some additional structures which are compatible with the action of G K (for example: a Frobenius ϕ, a filtration Fil, a monodromy map N , a differential operator ∂), such that the
, which inherits the additional structures, is an interesting invariant of V . For Fontaine's constructions to work, one needs to assume that B is G K -regular, which means that if b ∈ B is such that the line Q p · b is stable by G K , then b ∈ B * . In particular, B G K has to be a field. In general, a simple computation shows that dim B G K D B (V ) ≤ d = dim Q p V , and we say that V is B-admissible if equality holds, which is equivalent to having Let us briefly mention a cohomological version of this: a p-adic representation V determines a class 
Here are some examples of rings of periods:
1. If B = K, then B G K = K and V is K-admissible if and only if the action of G K on V factors through a finite quotient. This is essentially Hilbert 90; 2. If B = C, then B G K = K (the so-called theorem of Ax-Sen-Tate, first shown by Tate) and V is C-admissible if and only if the action of the inertia I K on V factors through a finite quotient. This was conjectured by Serre and proved by Sen. We will return to this in IV.4.2; 3. Let B = B dR be Fontaine's ring of p-adic periods (defined below in II.2.3). It is a field, equipped with a filtration, and
This is one of the most important theorems of p-adic Hodge theory.
For rings of periods and Tannakian categories in a general setting, see Fontaine's [Fo94b] .
I.3. Fontaine's classification
By constructing many rings of periods, Fontaine has defined several subcategories of the category of all padic representations, and in this paragraph, we shall list a number of them along with categories of invariants which one can attach to them. Many of the words used here will be defined later in the text, but the table below should serve as a guide to the world of p-adic representations. Each category of representations is a subcategory of the one above it. One can associate to every p-adic representation a (ϕ, Γ)-module, which is an object defined on the boundary of the open unit disk. This object extends to a small annulus, and if V is de Rham, the action of the Lie algebra of Γ gives a p-adic differential equation. This equation is unipotent exactly when V (restricted to G K n for some n) is semi-stable. In this case, the kernel of the connection is a (ϕ, N )-module which coincides with the (ϕ, N )-module attached to V by p-adic Hodge theory (one loses the filtration, however).
All of this will be explained later in the body of the text.
II. p-adic Hodge theory
In this chapter, we'll define various rings of periods which are used in p-adic Hodge theory, and give some simple examples of Fontaine's construction for an explicit geometric object (an elliptic curve).
II.1. The field C and the theory of Sen
Before we define the rings of periods which are used in p-adic Hodge theory, we'll review some simple properties of the field C of p-adic complex numbers. As we have seen above, C is not a great ring of periods (since C-admissible representations are potentially unramified while representations coming from arithmetic geometry are much more complicated than that), but one can still extract a lot of arithmetic information from the data of C ⊗ Q p V : this is the content of Sen's theory.
II.1.1. The action of G K on C. -An important property of C that we will need is that we can explicitly
Ax-Sen-Tate theorem says that the latter inclusion is actually an equality: K H = C H . This was first shown by Tate, and the proof was later improved and generalized by Sen and Ax. Following Sen, Ax gave a natural proof of that result, by showing that if an element of K is "almost invariant" by H, then it is "almost" in K H .
The first indication that C was not a good choice for a ring of periods was given by a theorem of Tate, which asserts that C does not contain periods for characters which are too ramified (for example: the cyclotomic character). More precisely, he showed that if ψ : G K → Z but which does not factor through a finite quotient of Γ K , then
In particular, there is no period in C for the cyclotomic character (a non-zero element of the above set is a period for ψ −1 ). Let us explain the proof of Tate's result: by the Ax-Sen-Tate theorem, the invariants of C under the action of H K are given by C H K = K ∞ . The main argument in Tate's proof is the construction of generalized trace maps pr K n : K ∞ → K n . The map pr K n is a continuous, K n -linear, and Γ K -equivariant section of the inclusion K n ⊂ K ∞ . In addition, if x ∈ K ∞ , then x = lim n→∞ pr K n (x). We see that we can and should set pr
The proof of the convergence of the above limit depends essentially on a good understanding of the ramification of K ∞ /K.
Using these maps, one can prove Tate's theorem. Let x be a period of ψ. Since ψ |H K = 1, one has x ∈ C H K = K ∞ . We therefore have x = lim n→∞ x n where x n = pr K n (x), and since g(x) − ψ(g)x = 0 for all g ∈ G K , and pr K n is Galois-equivariant, one also has g(x n ) − ψ(g)x n = 0 for all g ∈ G K . If x n = 0, this would imply that ψ factors through Gal(K n /K), a contradiction, so that x n = 0 for every n. Since x = lim n→∞ x n , we also have x = 0.
General facts on C can be found in Koblitz's [Kob84] , which is a good introduction to p-adic numbers. 
We can summarize his main result as follows.
) is trivial and the natural map:
One can show that this implies the following: given a p-adic representation V , the
, and the union of the finite dimensional K ∞ -subspaces of
and the natural map
is endowed with an action of Γ K , and Sen's invariant is the linear map giving the action of Lie(Γ K ) on D Sen (V ). It is the operator defined in End(D Sen (V )) by Θ V = log(γ)/ log p (χ(γ)), where γ ∈ Γ K is close enough to 1 (the definition of Θ V doesn't depend on the choice of γ).
More precisely, for any k ≥ 1, (1 − γ) k is a K-linear operator on D Sen (V ) and one can show that if γ ∈ Γ K is close enough to 1, then the series of operators:
) to an operator Θ V which is K ∞ -linear and does not depend on the choice of γ.
The operator Θ V is then an invariant canonically attached to V . Let us give a few examples: we say that V is Hodge-Tate, with Hodge-Tate weights
. This is equivalent to Θ V being diagonalizable with integer eigenvalues. For this reason, the eigenvalues of Θ V are usually called the generalized Hodge-Tate weights of V . All representations coming from a proper smooth variety X/K (the subquotients of itsétale cohomology groups) are Hodge-Tate, and the integers −h j are the jumps of the filtration on the de Rham cohomology of X. For example, the Hodge-Tate weights of V = Q p ⊗ Z p T p E, where E is an elliptic curve, are 0 and 1. Here is a representation which is not Hodge-Tate: let V be a two dimensional Q p -vector space on which
Relevant papers of Sen are [Sen72, Sen73, Sen80] and [Sen93] which deals with families of representations. Colmez has given a different construction more in the spirit of the "ring of periods" approach (by constructing a ring B Sen ), see [Col94] . For an interesting discussion of all this, see Fontaine's course [Fon00, §2].
II.2. The field B dR
II.2.1. Reminder: Witt vectors. -Before we go any further, we'll briefly review the theory of Witt vectors. Let R be a perfect ring of characteristic p. For example, R could be a finite field or an algebraically closed field, or the ring of integers of an algebraically closed field (in characteristic p, of course). The aim of the theory of Witt vectors is to construct a ring A, in which p is not nilpotent, and such that A is separated and complete for the topology defined by the ideals p n A. We say that A is a strict p-ring with residual ring R. The main result is that if R is a perfect ring of characteristic p, then there exists a unique (up to unique isomorphism) strict p-ring A = W (R) with residual ring R. It is called the ring of Witt vectors over R. Furthermore, because of the unicity, if one has a map ξ : R → S, then it lifts to a map ξ :
In particular, the map x → x p lifts to a Frobenius automorphism ϕ : W (R) → W (R). Let us give a few simple examples: if R = F p , then W (R) = Z p and more generally, if R is a finite field, then W (R) is the ring of integers of the unique unramified extension of Q p whose residue field is R.
In the following paragraphs, we will see more interesting examples.
If x = x 0 ∈ R, then for every n ≥ 0, choose an element x n in A whose image in R is x n [x n ] with x n ∈ R. Given two elements x, y ∈ A, one can then write
where S n and
are universal homogeneous polynomials of degree one (if one decides that the degrees of the X i and Y i are 1). For example,
The simplest way to construct W (R) is then by setting W (R) = +∞ n=0 R and by making it into a ring using the addition and multiplication defined by the P n and S n , which are given by (not so) simple functional equations.
Finally, let us mention that if R is not perfect, then there still exist strict p-rings A such that A/pA = R, but A is not unique anymore. Such a ring is called a Cohen ring.
], but for all α ∈ pZ p , the map X → X + α is a non-trivial isomorphism of A which induces the identity on R.
The above summary is inspired by a course given by P. Colmez. The best place to start further reading is Harder's survey [Har97] . The construction of Witt vectors is also explained by Serre in [Ser68] (or in English in [Ser79] ).
II.2.2. The universal cover of C. -Let E
+ be the set defined by
which we make into a ring by deciding that if x = (x (i) ) and y = (y (i) ) are two elements of E + , then their sum and their product are defined by:
This makes E + into a perfect local ring of characteristic p. Let ε = (ε (i) ) where the ε (i) are the elements which have been chosen in I.2.1. It is easy to see that
−1 ] and one can show that E is a field which is the completion of the algebraic (non-separable!) closure of F p ((ε − 1)), so it is really a familiar object. We define a valuation
Finally, let us point out that there is a natural map E + → lim ← −x →x p O C /p and it's not hard to show that this map is an isomorphism.
There is a natural map θ from E + to O C , which sends x = (x (i) ) to x (0) , and the map θ :
and
where [x] ∈ A + denotes the Teichmüller lift of x ∈ E + . The map θ then extends to a surjective homo-
) p−1 = 0, and actually, the kernel of θ is the ideal generated by ω.
Here is a simple proof: obviously, the kernel of θ :
Let y be any element of A + killed by θ whose reduction modulo p satisfies v E (y) = 1. The map y A + → ker(θ) is then injective, and surjective modulo p; since both sides are complete for the p-adic topology, it is an isomorphism. Now, we just need to observe that the element ω is killed by θ and that v E (ω) = 1.
These constructions are given in Fontaine's [Fo94a] , but the reader should be warned that the notation is rather different; for example, E + is Fontaine's R and A + is his A inf . In [Fo94a] , the title of this paragraph is also explained (the pair ( B + , θ : 
n n will converge in B + dR , to an element which we call t. Of course, one should think of t as t = log([ε]). For instance, if g ∈ G F , then
so that t is a period for the cyclotomic character. We now set B dR = B + dR [1/t], which is a field that we endow with the filtration defined by Fil
dR . This is the natural filtration on B dR coming from the fact that B + dR is a complete discrete valuation ring. By functoriality, all the rings we have defined are equipped with a continuous linear action of
We see that Gr B dR ≃ ⊕ i∈Z C(i), and therefore, if V is a de Rham representation (a B dR -admissible representation), then there exist
representation is therefore Hodge-Tate. Furthermore, one sees easily that the jumps of the filtration on D dR (V ) are precisely the opposites of Hodge-Tate weights of V (that is, Fil 
dR . Another way to see this is that since B n with x n ∈ B + . One then has:
is not a field. For example, ω − p is in B cris but not its inverse); one can show that (B cris ) G K = F , the maximal absolutely unramified subfield of K. Those representations V of G K which are B cris -admissible are called crystalline, and using Fontaine's construction one can therefore associate to every such V a filtered ϕ-module II.3.2. Example: elliptic curves.
The Newton and Hodge polygons of D cris (V ) are then as follows:
Hodge polygon
If on the other hand an elliptic curve E has good supersingular reduction, then the operator ϕ : 
Of course, the definition of Y depends on a number of choices, but two such B st 's are isomorphic. In addition to a Frobenius, B st is equipped with the monodromy map N = −d/dY .
Let p ∈ E + be an element such that p (0) = p, and let log[ p] ∈ B + dR be the element defined by
One can define a Galois equivariant and B cris -linear embedding of B st into B dR , by mapping Y to log[ p] ∈ B + dR , but doing so requires us to make a choice of log p (p). As a consequence, there is no canonically defined filtration on D st (V ), only on D dR (V ): one has to be a little careful about this. This in contrast to the fact that the inclusion II.3.4. Frobenius and filtration. -Although the ring B cris is endowed with both a Frobenius map and the filtration induced by the inclusion B cris ⊂ B dR , these two structures have little compatibility. For example, here is an exercise: let r = {r n } n≥0 be a sequence with r n ∈ Z. Show that there exists an element x r ∈ ∩ k≥0 ϕ k B cris such that for every n ≥ 0, one has ϕ −n (x r II.3.5. Some remarks on topology. -We'll end this section with a few remarks on the topologies of the rings we just introduced. Although B + dR is a discrete valuation ring, complete for that valuation, the natural topology on B + dR is weaker than the topology coming from that valuation. It is actually the topology of the projective limit on B Finally, let us mention an interesting result of Colmez, that has yet to be applied: K is naturally a subring of B + dR , and he showed that B + dR is the completion of K for the induced topology, which is finer than the p-adic topology. This generalizes an earlier result of Fontaine, who showed that K is dense B 
II.4. Application: Tate's elliptic curve
We will now explicitly show that if E is an elliptic curve with bad semi-stable reduction, then V = Q p ⊗ Z p T p E is B dR -admissible. After that, we will show that V is actually semi-stable. We'll assume throughout this section that K = F , ie that K is absolutely unramified.
II.4.1. Tate's elliptic curve. -Let q be a formal parameter and define
All those series are convergent if q ∈ pO F and v / ∈ q Z = q (the multiplicative subgroup of F * generated by q). For such q = 0, let E q be the elliptic curve defined by the equation y 2 + xy = x 3 + a 4 (q)x + a 6 (q). The theorem of Tate is then: the elliptic curve E q is defined over F , it has bad semi-stable reduction, and E q is uniformized by F * , that is, there exists a map α :
which induces an isomorphism of groups with G F -action F * / q → E q (F ).
Furthermore, if E is an elliptic curve over F with bad semi-stable reduction, then there exists q such that E is isomorphic to E q over F .
For basic facts about Tate's elliptic curve, see Silverman's [Sil96, V.3] for example.
II.4.2.
The p-adic representation attached to E q . -Using Tate's theorem, we can give an explicit description of T p (E q ). Let ε (i) be the p i -th roots of unity chosen in I.2.1 and let q (i) be elements defined by q (0) = q and the requirement that (q (i+1) ) p = q (i) . Then α induces isomorphisms
and one sees that {x ∈ F * / q , x
therefore form a basis of E q (F )[p n ], so that a basis of T p (E q ) is given by e = lim ← −n ε (n) and f = lim ← −n q (n) . This makes it possible to compute explicitly the Galois action on T p (E q ). We have g(e) = lim ← −n g(ε (n) ) = χ(g)e
An obvious candidate is t −1 ⊗ e since g(t) = χ(g)t and g(e) = χ(g)e. Let us look for a second element of (B dR ⊗ Q p V ) G F , of the form a ⊗ e + 1 ⊗ f . We see that this element will be fixed by G F if and only if g(a)χ(g) + c(g) = a.
Let q be the element of E + defined by q = (q (0) , q (1) , · · · ). Observe that we have
and that θ([ q]/q (0) − 1) = 0, so that [ q]/q (0) − 1 is small in the ker(θ)-adic topology. The series
dR to an element which we call u. One should think of u as being u = log([ q]). In particular, g(u) = g(log([ q])) = log([g( q)]) = log([ q]) + c(g) log([ε]) = u + c(g)t, and we readily see that
G F is therefore given by x = t −1 ⊗ e y = −ut −1 ⊗ e + 1 ⊗ f and this shows that T p (E q ) is B dR -admissible. Furthermore, one sees that θ(u − log p (q (0) )) = 0, so that u − log p (q (0) ) is divisible by t and
This gives us a description of D dR (V ). We shall now prove that V is semi-stable. It's clearly enough to show that t, u ∈ B + st . The series which defines t converges in B + cris (that is, the cyclotomic character is crystalline), and the series which defines log[ q/ p v p (q) ] also does. As a consequence, one can write
st . This implies that V is semi-stable. Actually, Fontaine defined B st so that it would contain B cris and a period of E q , so that the computation of this paragraph is a little circular.
Let us compute the action of Frobenius in the case of Tate's elliptic curve. On a ring of characteristic p, one expects Frobenius to be x → x p , and therefore
. In particular, one has ϕ(t) = pt and ϕ(u) = pu and the action of Frobenius on D st (V ) is therefore given by ϕ(x) = p −1 x and ϕ(y) = y. Let us point out one more time that the filtration is defined on D dR (V ), and that
II.4.4. Remark: Kummer theory. -What we have done for Tate's elliptic curve is really a consequence of the fact that V = Q p ⊗ Z p T p E q is an extension of Q p by Q p (1), namely that there is an exact sequence 0 → Q p (1) → V → Q p → 0. All of these extensions are classified by the cohomology group H 1 (K, Q p (1)), which is described by Kummer theory. Recall that for every n ≥ 1, there is an isomorphism δ n :
By taking the projective limit over n, we get a map δ :
once we have chosen a compatible sequence of ε (n) . By tensoring with Q p , we get an isomorphism
) which is defined in the following way:
. Of course, this depends on the choice of q (n) , but two different choices give cohomologous cocycles. It is now easy to show that every extension of Q p by Q p (1) is semi-stable. This is because tc(g) = g(log[ q]) − log[ q] with notations similar to those above, and q = (q (n) ). If q ∈ Q p ⊗ Z p O * K then the series which defines log[ q] converges in B + cris and the extension V is crystalline. In general, if q ∈ Q p ⊗ Z p K * , then log[ q] will be in B Q p ) is B st -admissible. A different proof was given by Niziol (in the good reduction case) and also by Faltings (who proved that V is crystalline if X has good reduction and that V is de Rham otherwise).
In the case of an abelian variety, the rings B cris and B st are exactly what it takes to decide, from the data of V alone, whether A has good or semi-stable reduction. Indeed, Coleman-Iovita and Breuil showed that A has good reduction if and only if V is crystalline, and that A has semi-stable reduction if and only if V is semi-stable. This can be seen as a p-adic analogue of the (ℓ-adic) Néron-Ogg-Shafarevich criterion.
In another direction, Fontaine and Mazur have conjectured the following: let V be a p-adic representation of Gal(Q/L) where L is a finite extension of Q. Then, V "comes from geometry" if and only if it is unramified at all but finitely many primes ℓ, and if its restriction to all decomposition groups above p are potentially semi-stable.
Note that among all potentially semi-stable representations V of G K , where K is a p-adic field, there are many which do not come from geometry: indeed, if
should at least be Weil numbers.
There were many partial results before Tsuji's theorem was proved in [Tsu99] (see [Tsu02] for a survey), and we refer the reader to the bibliography of that article. For a different approach (integrating forms on cycles), see Colmez's [Col98b] .
The conjecture of Fontaine and Mazur was proposed by them in [FM93] . There is little known in that direction, but there are some partial results: see Taylor 
It is a finite dimensional (ϕ, N )-module with an action of Gal(L/K). One can attach to such an object several interesting invariants: L-factors, ǫ-factors, and a representation of the Weil-Deligne group.
In particular, if E is an elliptic curve, one can recover from the p-adic representation T p E pretty much the same information as from the ℓ-adic representation T ℓ E.
The action of the Weil-Deligne group on D L st (V ) was defined by Fontaine in [Fo94c] .
III. Fontaine's (ϕ, Γ)-modules

III.1. The characteristic p theory
A powerful tool for studying p-adic representations is Fontaine's theory of (ϕ, Γ)-modules. We will first define ϕ-modules for representations of the Galois group of a local field of characteristic p (namely k((π))) and then apply this to the characteristic zero case, making use of Fontaine-Wintenberger's theory of the field of norms.
III.1.1. Local fields of characteristic p. -Let π K be a formal variable (for now), let F ′ be the maximal unramified extension of F in K ∞ and (2) let A K be the ring
. The ring A K (which is an example of a Cohen ring, as in II.2.1) is endowed with actions of ϕ and Γ K , such that ϕ(
We won't use the action of Γ K in the "characteristic p case". Let E K = k F ′ ((π K )) = A K /p, and let E be the separable closure of E K . Let (2) it is incorrectly assumed throughout [Ber02] that F = F ′ . The problem is that even if K/F is totally ramified, K ∞ /F ∞ does not have to be. In general in [Ber02] one should take e K = e(K ∞ /F ∞ ) and not [K ∞ :
G E K be the Galois group of E/E K . In this paragraph, we will look at p-adic representations of G E K , that is, finite dimensional Q p -vector spaces V , endowed with a continuous linear action of G E K .
Let B K be the fraction field of A K (one only needs to invert p). A ϕ-module M is a finite dimensional B K -vector space with a semi-linear action of ϕ. We say that M isétale (or slope 0 or also unit-root) if M admits an A K -lattice M A which is stable by ϕ and such that ϕ * M A = M A (which means that ϕ(M A ) generates M A over A K ). This follows for example from ϕ(M A ) ⊂ M A and p ∤ det(ϕ). The first result is that there is an equivalence of categories
Let us explain where this comes from. The correspondence T → (E ⊗ F p T ) G E K is (by Hilbert 90) an equivalence of categories between the category of F p -representations of G E K , andétale E K -modules. Let A be a Cohen ring over E (we will give a more precise definition of A below. Suffice it to say that A should be the ring of Witt vectors over E, but E is not perfect, so that there are several possible choices for A). The ring A is endowed with an action of G E K and A G E K = A K . Then by lifting things to characteristic 0 and inverting p, we get an equivalence of categories between the category of Q p -representations of G E K , andétale B K -modules with a Frobenius (these constructions were previously used, for example, by Bloch and Katz).
We will now give a construction of the ring of periods A. Let E + be the ring introduced in II.2.2 and let E be the field of fractions of
One can show that E is the completion of the algebraic closure of E F so that E is the completion of the perfection of E. By a theorem of Ax, E is also the completion of E.
Let A = W ( E) and B = A[1/p]. It is easy to see (at least when K = F ) that B K is a subfield of B, with π F = [ε] − 1. If K = F , then one should take for π K an element of A whose image modulo p is a uniformiser of E K = E H K . Let B be the completion of the maximal unramified extension of B K in B, and A = B ∩ A. The field B is endowed with an action of G E K , and one indeed has B G E K = B K . The field B is also naturally endowed with a Frobenius map ϕ.
These ideas appear for example in Katz' [Kz73, chap 4]. We gave their local version, which is in Fontaine's [Fon91, A1].
III.1.2. Representations of G E K and differential equations. -Let us mention an application of the theory we just sketched. Let δ be the differential operator defined by δ(f (π)) = (1 + π)df /dπ on the field B F . This operator extends to B because it extends to the maximal unramified extension of B F , and then to its completion by continuity. One can use it to associate to every p-adic representation of G E K a B F -vector space with a Frobenius ϕ and a differential operator δ which satisfy δ • ϕ = pϕ • δ. When the action of the inertia of G E K factors through a finite quotient on a representation V , then there exists a basis of D(E) in which δ is "overconvergent" (in the sense of III.3 below). One can use this fact to associate to every potentially unramified representation of G E K an overconvergent differential equation. This condition (ϕ and δ overconvergent) is much stronger than merely requiring ϕ to be overconvergent (which happens very often, see III.3).
There are many interesting parallels between the theory of finite Galois representations in characteristic p and differential equations: see Crew's [Cre85, Cre00] and Matsuda's [Mat95] for a starting point.
III.2. The characteristic zero theory
III.2.1. The field of norms. -The next step of the construction is the theory of the field of norms (of Fontaine and Wintenberger) which gives a canonical isomorphism between G E K and H K . Let N K be the set lim ← −n K n where the transition maps are given by N K n /K n−1 , so that N K is the set of sequences (
. If we define a ring structure on N K by
then N K is actually a field, called the field of norms of K ∞ /K. It is naturally endowed with an action of H K . Furthermore, for every finite Galois extension L/K, N L /N K is a finite Galois extension whose Galois group is Gal(L ∞ /K ∞ ), and every finite Galois extension of N K is of this kind so that the absolute Galois group of N K is naturally isomorphic to H K . On the other hand, one can prove that N K is a local field of characteristic p isomorphic to E K ≃ k F ′ ((π K )). More precisely, by ramification theory, the map N K n /K n−1 is "close" to the p-th power map and there is therefore a well-defined ring homomorphism from N K to E given by sending (
This map then realizes an isomorphism between N K and E K , so that the two Galois groups H K and G E K are naturally isomorphic. We immediately deduce from this the equivalence of categories we were looking for:
which is anétale ϕ-module endowed with the residual action of Γ K : it is a (ϕ, Γ K )-module. The inverse functor is then given by
ϕ=1 . In general, it is rather hard to write down the (ϕ, Γ)-module associated to a representation V . We can therefore only give a few trivial examples, such as D(Q p (r)) = B F (r). See also the examples in IV.5.4.
The original theory of (ϕ, Γ)-modules is the subject of Fontaine's [Fon91] . It has been modified a bit by Cherbonnier and Colmez in [CC99] , whose constructions we have followed. For explicit families of (ϕ, Γ)-modules, see [BLZ03] .
III.2.3. Computation of Galois cohomology. -Since the category ofétale (i.e. slope 0) (ϕ, Γ)-modules is equivalent to that of p-adic representations, it should be possible to recover all properties of p-adic representations in terms of (ϕ, Γ)-modules. For example, Herr showed in his thesis how one could compute the Galois cohomology of V from D(V ). Let H i (K, V ) denote the groups of continuous cohomology of V . Herr's main result is that one can recover the H i (K, V )'s from D(V ). Let ∆ K be the torsion subgroup of Γ K ; since Γ K is an open subgroup of Z * p , ∆ K is a finite subgroup whose order divides p − 1 (or 2 if p=2). Let p ∆ be the idempotent defined by
The cohomology of the complex C ϕ,γ (K, V ) is then naturally isomorphic to the Galois cohomology of V . For example, we see immediately that 
III.3. Overconvergent (ϕ, Γ)-modules
Since the theory of (ϕ, Γ)-modules is so good at dealing with p-adic representations, we would like to be able to recover from D(V ) the invariants associated to V by p-adic Hodge theory. This is the subject of the next chapter, on reciprocity formulas, but in this paragraph we will introduce the main technical tool, the ring of overconvergent elements.
By construction, the field B is a subfield of
Let B †,r be the subring of B defined as follows:
If r n = p n−1 (p − 1) for some n ≥ 0, then the definition of B †,r n boils down to requiring that k≫−∞ p k x (n) k converge in C, which in turn is equivalent to requiring that
. If e K denotes the ramification index of K ∞ /F ∞ , and F ′ is the maximal unramified extension of F contained in K ∞ , then one can show that if π K ∈ A K is the "variable" introduced previously, (see the end of III.1.1) and r ≫ 0, then the invariants of B †,r under the action of H K are given by
is convergent and bounded on p −1/e K r ≤ |X| < 1}.
If K = F (so that e K = 1), then one can take π F = π, and the above description is valid for all r ≥ p − 1. The above result is the main theorem of Cherbonnier-Colmez's [CC98] . Most applications of (ϕ, Γ)-modules to p-adic Hodge theory make use of it. If V is absolutely crystalline, then one can say more about the periods of D(V ), see Colmez's [Col99] , [Ber02, 3.3] and [Ber03b] . See also the next chapter.
IV. Reciprocity formulas for p-adic representations IV.1. Overview IV.1.1. Reciprocity laws in class field theory. -The aim of this chapter is to give constructions relating the theory of (ϕ, Γ)-modules to p-adic Hodge theory. The first thing we'll do is explain why we (and others) have chosen to call such constructions reciprocity formulas. Recall that, in its simplest form, the aim of class field theory is to provide a description of Gal(K ab /K), where K is a field. For example, if K is a local field, then one has for every finite extension L/K the norm residue symbol (·,
. This is a form of the local reciprocity law, and the aim of explicit reciprocity laws is to describe (explicitly!) the map (·, L/K) (more precisely, the Hilbert symbol). For example, a theorem of Dwork shows that if ζ is a p n -th root of unity, then one has (u
, which is the Tate module of the multiplicative group G m . The classical reciprocity map relates the tangent space D dR (V ) of G m to the Galois cohomology H 1 (G K , V ). This is why we call a reciprocity map those maps which relate Galois cohomology and p-adic Hodge theory. Since the Galois cohomology of V naturally occurs in (ϕ, Γ)-modules, it is natural to call "reciprocity map" those maps which relate (ϕ, Γ)-modules and p-adic Hodge theory. This is the aim of this chapter: we will show how to recover D cris (V ) or D st (V ) from D(V ) and how to characterize de Rham representations. As an application, we will explain the proof of Fontaine's monodromy conjecture.
The first important constructions relating (ϕ, Γ)-modules and p-adic Hodge theory were carried out in
rig,K is not very nice, because ∇(f (π)) = log(1 + π)(1 + π)df /dπ and this operator has zeroes at all the ζ − 1 with ζ ∈ µ p ∞ . In particular, it is not a basis of Ω
and it is not the kind of differential operator that fits in the framework of p-adic differential equations. The "right" differential operator is ∂ V = 1 log(1+π) ∇ V , but this operator acting on D † rig (V ) has poles at all the ζ − 1. In the following paragraphs, we will see that one can "remove" these poles exactly when V is de Rham.
See [Ber01, Ber02] or for detailed constructions and the basic properties of those rings and operators. rig , which corresponds to the order of vanishing at ε (n) −1. For instance, we can now give a short solution to the exercise in paragraph II.3.4: given a sequence r n of integers, let q = ϕ(π)/π and set x r = π r 0 +∞ n=1 ϕ n−1 (q/p) r n . This infinite product converges to a "function" whose order of vanishing at ε (n) − 1 is exactly r n .
IV.3.3. Regularization and decompletion. -We shall now justify the above results on D cris (V ). The analogous results on D st (V ) follow by adding log(π) everywhere. We've already seen that the periods of positive crystalline representations live in B + rig (if we don't assume that V is positive, then they live in
G K form a finite dimensional F -vector space, so that there is an r such that 
This is what we get by regularization (of the periods).
Recall that Fontaine has shown that a positive V is de Rham and if and only if the connection ∇ V has a full set of sections on D + dif (V ) (in which case the kernel of the connection is K ∞ ⊗ K D dR (V )). In geometrical terms, this means that if V is positive and de Rham, then ∇ V has some "local" solutions around the ε (n) − 1. In that case, one can glue all of those solutions together to obtain N dR (V ). More precisely, there exists n 0 ≫ 0 and r ≫ 0 such that we have One can then show that N dR (V ) is uniquely determined by the requirement that it be free of rank d and stable by ∂ V , so that in particular ϕ * N dR (V ) = N dR (V ). We therefore have the following theorem: if V is a de Rham representation, then there exists
Such an object is by definition a p-adic differential equation with Frobenius structure (see IV.5.2 below).
Using this theorem, one can construct a faithful and essentially surjective exact ⊗-functor from the category of de Rham representations to the category of p-adic differential equations with a Frobenius structure.
The above theorem is the main result of [Ber02] . For applications, see [Ber02, Ber03c] . The result on closed submodules of (B †,r
IV.4.2. Example: C-admissible representations. -Let us give an example for which it is easy to characterize N dR (V ). We've already seen that when V is crystalline or semi-stable, one can take
N =0 . Another easy case is when V is C-admissible. This was one of the examples in I.2.3 where we mentioned Sen's result: a representation V is C-admissible if and only if it is potentially unramified. We'll give a proof of that result which relies on a theorem of Tsuzuki on differential equations.
Let V be a C-admissible representation. This means that C ⊗ Q p V = C ⊗ K (C ⊗ Q p V ) G K , so that V is Hodge-Tate and all its weights are 0. In particular, Sen's map Θ V is zero. Since we recovered Sen's map from ∇ V by localizing at ε (n) − 1, this implies that the coefficients of a matrix of ∇ V are holomorphic functions which are 0 at ε (n) − 1 for all n ≫ 0. These functions are therefore multiples of t = log(1 + π) in B † rig,K and so ∇ V (D † rig (V )) ⊂ log(1 + π)D † rig (V ) so that we have N dR (V ) = D † rig (V ). The R K -module N dR (V ) is then endowed with a differential operator ∂ V and a unit-root Frobenius map ϕ which is overconvergent. One can show that if ϕ is overconvergent, then so is ∂ V (because ϕ regularizes functions). The module N dR (V ) is therefore an overconvergent unit-root isocrystal, and Tsuzuki proved that these are potentially trivial (that is, they become trivial after extending the scalars to R L /R K for a finite extension L/K). This implies easily enough that the restriction of V to I K is potentially trivial.
See IV.5. The monodromy theorem IV.5.1. ℓ-adic monodromy and p-adic monodromy. -As was pointed out in the introduction, ℓ-adic representations are forced to be well-behaved, while the group G K has far too many p-adic representations. Over the years it became apparent that the only representations related to arithmetic geometry were the de Rham representations (see II.5.1).
In particular it was conjectured (and later proved) that all representations coming from geometry were de Rham. Among these, some are more pleasant, they are the semi-stable ones, which are the analogue of the ℓ-adic unipotent representations. Grothendieck has shown that all ℓ-adic representations are quasiunipotent, and after looking at many examples, Fontaine was led to conjecture the following p-adic analogue IV.5.4. Example: Tate's elliptic curve. -To finish this chapter, we will sketch this for Tate's elliptic curve (or indeed for all ordinary elliptic curves). For simplicity, assume that k is algebraically closed. If q = q 0 is the parameter associated to E q , then there exists q n ∈ F n = F (ε (n) ) such that N F n+1 /F n (q n+1 ) = q n (this is the only place where we use the fact that k is algebraically closed), and by a result of Coleman, there is a power series Col q (π) such that q n = Col 
All the rings with tildes ( ) also have versions without a tilde: one goes from the latter to the former by making Frobenius invertible and completing. For example, E is the completion of the perfection of E. The three rings in the leftmost column (at least their tilde-free versions) are related to the theory of (ϕ, Γ K )-modules. The three rings in the rightmost column are related to p-adic Hodge theory. To go from one theory to the other, one goes from one side to the other through all the intermediate rings. The best case is when one can work in the middle column. For example, from top to bottom: semi-stable, crystalline, or finite height representations. The ring that binds them all is B † log .
V.2. List of the rings of power series
Let us review the different rings of power series which occur in this article; let C[r; 1[ be the annulus{z ∈ C, p −1/r ≤ |z| p < 1}. We then have: 
