C ross-borehole geophysical methods are increasingly used to estimate hydrogeologic properties of the unsaturated zone. Th ese methods provide high-resolution in situ information for large support volumes of the subsurface with minimal intrusion and thereby have obvious advantages over other more traditional methods such as neutron probe and time domain refl ectrometry.
In particular, cross-borehole electrical resistance tomography (ERT) and ground penetrating radar (GPR) have become very popular in the past decades. Applications of these methods range from characterization of permeable pathways in fractured basalt (Hubbard et al., 1997) and monitoring preferential fl ow during early stages of snowmelt (French et al., 2002) to following the eff ect of diff erent remediation processes (Daily et al., 1995; LaBrecque et al., 1996) . Th e moisture content estimates derived from GPR have been shown to have a high reproducibility and accuracy (Parkin et al., 2000; Ferré et al., 2003) . As a result, water front movement caused by natural infi ltration can be monitored successfully despite just slight variations in moisture content (Binley et al., 2002b) .
Cross-borehole GPR and ERT are especially suitable for monitoring relative changes in soil moisture and electrical conductivity, since local variations in the petrophysical relationships are, in this way, reduced or completely avoided (Binley et al., 2002a) . Th erefore many studies have been performed using the two methods to investigate the fl ow dynamics of the unsaturated zone resulting from forced loading to the system (e.g., Daily et al., 1992; Binley et al., 2001; Alumbaugh et al., 2002) . Water fl ow patterns have been visualized and attempts have also been made to quantify important fl ow and transport parameters, especially the eff ective hydraulic conductivity (K s ) (Binley et al., 2002a; Cassiani et al., 2004 : Kowalsky et al., 2004 Rucker and Ferré, 2004; Cassiani and Binley, 2005; Cassiani et al., 2006) . Estimation of subsurface hydraulic parameters can be performed by combining moisture content data from cross-borehole GPR with collected bulk electrical resistivity data obtained from crossborehole ERT data (Winship et al., 2006) . Looms et al. (2008) applied the two methods simultaneously for determination of fl uid conductivity and thereby tracer concentration, which was subsequently used for moment analysis of the evolving plume.
Th e tomographic images resulting from cross-borehole geophysical surveys are, however, subject to several uncertainties and artifacts caused by the inversion techniques used to invert the
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Cross-borehole geophysical data can provide valuable information concerning hydrologic properties of the unsaturated zone. Such data are most often used sequentially, where images of soil physical properties are obtained through numerical inversion and then converted to hydrologic state properties using petrophysical relationships. If not accounted for, inversion artifacts are transferred to the resulting hydrologic images. We propose a framework in which multiple geophysical data sets can be incorporated using an integrated data fusion approach. Th e geophysical data collected are integrated in a forward modeling approach to evaluate a series of plausible hydrologic models. Th e approach permits an evaluation of the sensitivity of geophysical data for constraining hydrologic model parameters. We illustrate the approach using geophysical data collected during a dual water and solute tracer experiment in the unsaturated zone. Cross-borehole ground penetrating radar and electrical resistivity tomography, measuring electromagnetic travel time and electrical transfer resistances, respectively, were collected during a 20-d period. As a fi rst approximation, one-dimensional fl ow was considered and three models (one, two, and fi ve layers) of the subsurface were evaluated. Th e fi ve-layered model was found to be the only model capable of mimicking the infi ltration pattern satisfactorily. Th e results showed that only the hydraulic conductivity and one of the parameters (empirical parameter n) describing the soil moisture release curve for three of the fi ve layers could be constrained by the data, illustrating the nonuniqueness of the problem. Th e data fusion approach proved, however, that application of multiple geophysical methods may reduce hydraulic parameter uncertainty.
collected data. Th e inverse problem often consists of a mixeddetermined problem, and to solve this, regularization (e.g., Constable et al., 1987) of the problem is normally performed. As a result, the images are typically smooth, minimum-variance estimates of the subsurface parameters and cannot capture the fl uctuations of the true model parameters (Hansen et al., 2008) .
Varying resolution of the model parameters can also aff ect the images and the results (Singha and Gorelick, 2005) , and model resolution is an important factor to consider if the inversion images are used for further analysis. In addition, combining geophysical images from multiple methods in any analysis is nontrivial because of the method-specifi c resolution and sensitivity, as illustrated by Day-Lewis et al. (2005) . Various techniques have been proposed to account for the varying resolution of the tomographic images, including random fi eld averaging (Day-Lewis et al., 2005) , apparent petrophysical relations (Singha and Gorelick, 2006; Singha and Moysey, 2006) , and full-inverse statistical calibration . Also, joint inversion of diff erent types of geophysical data with complementary resolution properties can help produce more reliable geophysical models (Kowalsky et al., 2005; Linde et al., 2006) .
Using an "integrated data fusion" approach, the geophysical data are not inverted to create images of the subsurface but are solely used to evaluate the likelihood of a series of plausible hydrologic models with varying unsaturated hydraulic parameters. Th is approach was used with one-dimensional GPR data collected during natural infi ltration in previous work by Binley and Beven (2003) . Th e Generalized Likelihood Uncertainty Estimation (GLUE) method (Beven and Binley, 1992 ) was used as a basis for this approach. Th ey found that it was diffi cult to determine the hydraulic parameters based on the data collected, as the natural changes in moisture content during the data collection period were very small. Even multiple profi les with time appeared to off er very little additional information.
In this study, we applied the integrated data fusion approach presented previously to a new data set describing large dynamic changes in unsaturated sand. Th e data were collected during a forced infi ltration experiment using both solute and water as tracers. To resolve the concentration changes and the moisture content variations, two diff erent data types (cross-borehole ERT and GPR) were included in the analysis. Th e sensitivity of the two data types to constrain the unsaturated hydraulic parameters of the subsurface and the limitations connected to the data fusion approach can thereby be evaluated.
Field Site and Field Experiment
A fi eld site was established at Arrenaes, Denmark, on a 20-to 30-m unsaturated deposit of alluvial sediments, consisting mainly of sands. In June 2004, the fi eld site was instrumented with eight 12-m-deep boreholes with the purpose of studying the fl ow and transport processes through the unsaturated zone. Th e eight boreholes formed a cross consisting of two lines (see Fig. 1 ). Along each line, the two outer boreholes (7 m apart) were equipped with ERT-instrumented polyvinyl chloride (PVC) tubes (electrodes every 50 cm), while the two inner boreholes (5 m apart) had PVC access tubes for GPR antennae.
Initial GPR and ERT measurements showed a very low seasonal variation in moisture content at the fi eld site. A forced infi ltration experiment was therefore conducted in the autumn of 2005 to create dynamic fl ow conditions in the subsurface. During a period of 20 d, ?95,000 L of clean water was irrigated through 484 drippers over a 7.33-by 7.33-m area. After 4 d of infi ltration, 890 L of saline tracer was added through the drippers. Th e saline tracer had an electrical conductivity of 10.54 S m −1 and was produced by adding 75 kg NaCl to 890 L clean water (76 mS m −1 ).
During the fi eld experiment, 14 measurement surveys were performed, including a background (pretracer and preinfi ltration) survey. Th e background moisture content profi les estimated by GPR and ERT, shown in Fig. 2a , were found to be consistent, exhibiting similar trends throughout the measurement depth. Furthermore, the preinfi ltration moisture content profi les were found to be in good agreement with grain size analysis results from samples extracted from a nearby borehole, Fig. 2b , since high values of moisture content were observed at depths containing fi ne sediments and vice versa.
Moisture content and tracer mass profi les estimated from inverted cross-borehole GPR and ERT data collected during the 20-d experiment showed that large quantities of water were diverted out of the area. During the fi rst 8 d, a 50% water loss was observed. Th e consistency of this observed trend has led us to believe that the observed water loss was caused by lateral fl ow occurring just below the ground surface, and the collected data therefore describes fl ow patterns resulting from half the applied irrigation. For more details of the infi ltration experiment and results, see Looms et al. (2008) .
Methodology
Richards' equation is often used to describe variably saturated fl ow in porous media. One-dimensional vertical fl ow can be expressed as
where z is elevation, t is time, θ(h) is the volumetric moisture content, and K(h) is the hydraulic conductivity. We assume here that the retention and hydraulic conductivity functions can be represented by the parametric models of van Genuchten (1980):
( )
where θ r is the residual moisture content, θ s is the saturated moisture content (or porosity), α and n are empirical parameters, and K s is the saturated hydraulic conductivity. A total of fi ve model parameters (θ r , θ s , α, n, and K s ) therefore describe the hydraulic properties for each soil layer considered. We used the methodology depicted in Fig. 3 to examine the performance of diff erent sets of model parameters by comparing forward calculated responses of geophysical measurements, corresponding to the specifi c fl ow conditions determined by the model parameters, with the geophysical measurements collected in the fi eld. Below, each step of the process is described individually.
Solute transport was described by convective-dispersive transport (Šimůnek et al., 1998) . We assumed fully conservative transport with a longitudinal dispersivity of 25 cm, representing approximately 1/10 the length scale of the tracer migration during the fi rst 4 d. An average dispersivity value, estimated using moment analysis on the inverted geophysical data, supports this value .
Sampling Parameter Values
Th e soil profi le was discretized into a number of horizontal layers (the details of which are described below). For each layer, the hydrological parameters θ r , θ s , α, n, and K s need to be defi ned to simulate water migration through the profi le. Table 1 lists parameter ranges determined from retention experiments on core samples taken from the fi eld site, as well as published ranges for sand from the ROSETTA database (Schaap et al., 2001) . Table 1 also lists the parameter ranges (a priori ranges) selected for the simulations. Note that the parameter ranges of α, n, and K s have been selected as widely as possible in order to not exclude plausible parameter values, and the minimum value of hydraulic conductivity has been lowered several orders of magnitude to better describe potential fi ne-grained materials near the surface. Furthermore, ERT and GPR moisture content profi les indicated background moisture contents down to 0.07 (see Fig. 2a ). As a result, the range of the residual moisture content, θ r , was limited to <0.06 to avoid negative eff ective saturations. Finally, as porosity exhibited a low degree of variation, this parameter was fi xed at 0.41 to limit the number of varying parameters. Th e selected value represents the average measured porosity of sand at 1-to 2-m depth.
In this study, the hydraulic parameters were assumed to be uncorrelated. In future work, it would be of benefi t to include correlation between parameters to constrain the parameter ranges, thus allowing more effi cient sampling of the parameter space. Here, the parameter ranges were sampled using a Latin hypercube method. Th is method works like a constrained Monte Carlo sampling approach (McKay et al., 1979) . Each parameter range is subdivided into M equally probable intervals. For each interval, one value is selected at random and subsequently paired at random with similarly determined values of the remaining FIG. 3. The methodology used for the integrated data fusion (GPR, ground penetrating radar; ERT, electrical resistivity tomography; θ r and θ s , residual and saturated moisture content; α and n, empirical parameters; K s , saturated hydraulic conductivity). parameters, resulting in M independent realizations. All parameters were assumed to be uniformly distributed within the specifi ed intervals. Th e hydraulic conductivity, K s , was sampled in the log-transformed space. A public domain software Latin hypercube sampling tool was used (www.mathepi.com/epitools; verifi ed 19 Dec. 2007).
Hydrologic Model
In the next step, the selected hydrologic parameters were used as input to the one-dimensional unsaturated fl ow and transport code HYDRUS-1D (Šimůnek et al., 1998) . Previous analysis of the geophysical data indicated that a one-dimensional assumption is probably not true in the shallow horizons, as signifi cant lateral fl ow is likely to have occurred as a result of an impeding layer near the soil surface. We, therefore, ignored this lateral fl ow and adopted a reduced "eff ective" infi ltration rate to maintain the total tracer mass observed in the deeper soils by the geophysical data.
Flow and transport simulations were run for each parameter set (realization) for the same initial and boundary conditions. Th e upper boundary condition was a specifi ed fl ux of 0.1842 cm h −1 , corresponding to half of the applied irrigation. After 4 d of infi ltration, the saline tracer was applied over 9 h. Th e lower boundary condition of the model was in the form of atmospheric pressure at 30-m depth corresponding to the known position of the water table. Th e vertical discretization of the model was 1.25 cm throughout the profi le, resulting in a total of 2401 node points. Th e average background moisture content profi le collected using the cross-borehole GPR and ERT methods (Fig. 2a) was used as the initial condition for the model. Evapotranspiration was not considered since calculations indicated that the evapotranspiration would constitute only an insignifi cant fraction of the applied irrigation (<1%).
Moisture content and tracer concentration profi les were computed for eight selected times (Days 0, 1, 2, 3, 4, 5, 6, and 8) matching the fi rst eight ERT and GPR measurement times.
Geophysical Forward Analysis
Th e eight moisture content and concentration profi les calculated by HYDRUS-1D were subsequently converted to electromagnetic velocity (v) and bulk electrical resistivity (ρ b ) profi les using well-established petrophysical relationships. Sitespecifi c parameterization of these relationships is reported in Looms et al. (2008) . Th e resulting moisture content and concentration profi les were then used in forward numerical solvers to calculate electromagnetic travel times and electrical transfer resistances corresponding to the same measurement confi gurations as applied in the fi eld.
Constant petrophysical parameters were assumed throughout the investigated soil column, since the sediments in the soil volume consist mainly of sands of varying coarseness, with clay contents <1% and negligible organic contents. Th e topsoil (approximately 1.0-1.5 m thick) does, however, contain high clay contents (?14%) and a bias may therefore be present in the ERT-estimated resistivities representing this layer. Th e GPR measurements collected within the top 1.5 m were not used in the analysis, as will be explained below.
Ground Penetrating Radar
In low-loss material and at high frequency, the electromagnetic velocity can be estimated from (e.g., Reynolds, 1997) 
where ε r is the relative permittivity of the porous medium and c is the radar wave velocity in air (?0.3 m ns −1 ). Th e relative permittivity is related to moisture content and we used the empirical formula of Topp et al. (1980) : 2 3 r 3.03 9.3 146 76.7
Th e velocity distribution was subsequently used to compute GPR travel times for a given set of measurements. For this purpose, the nonlinear partial diff erential eikonal equation was solved using the FAST code (Zelt and Barton, 1998) . A bending-ray algorithm was chosen instead of a straight-ray algorithm due to the potentially large velocity contrasts arising at the wetting front.
Electrical Resistivity Tomography
Th e bulk electrical resistivity was calculated using Archie's law (Archie, 1942) :
where ρ w is the pore water electrical resistivity, Φ is the porosity, and m and n are empirical constants typically set to 1.3 and 2, respectively, but dependent on the soil in question. Th e three-dimensional fi nite-element-based electrical resistivity code R3 (Binley, 2007) was used to calculate electrical transfer resistances corresponding to the actual measurements collected. Th e region was discretized into 59 by 52 by 52 cells having a vertical, horizontal, and transverse discretization of 0.25 m in the infi ltration area. Th is setup resulted in numerical errors that were typically around 1%.
Geophysical Field Data
Each fi eld measurement survey consisted of 1767 ERT and 43 GPR measurements. Th e ERT data were collected using 96 electrodes: 84 borehole electrodes installed in four ERT boreholes and 12 surface electrodes. Only horizontal borehole dipoles were used, resulting in higher values of measured transfer resistances (Winship et al., 2006) . Th e GPR data were collected using the zero-off set profi le (ZOP) mode. Two antennae were lowered simultaneously into a set of boreholes, stopping every 0.25 m to obtain a measurement. Th e data collected from 0.00 to 1.50 m were later disregarded. In this region, the fi rst arriving electromagnetic signal was a refracted wave travelling at the air-soil interface and not the direct wave through the ground. A ZOP therefore consisted of 43 measurements.
For a more extensive description of the measurements conducted and the resulting inversion results using traditional algorithms, see Looms et al. (2008) .
Measurement of Data Misfi t
To evaluate the extent to which the individual hydrologic models represent fi eld conditions, the measured and simulated data were compared using a misfi t value:
where ε r and ε tt are the average relative data error of the transfer resistances (=0.08) and the absolute data error of the travel times (=0.8 ns), respectively. Th e data errors represent various error sources, e.g., measurement errors, modeling errors, and errors associated with picking the fi rst arrival of the direct electromagnetic wave. Th e values used in this analysis are consistent with data error estimates used for traditional inversion techniques (see Looms et al., 2008) . As described above, the HYDRUS-1D model was initiated using the average ERT and GPR background moisture content profi le. Th e electrical resistance and travel time measurements collected at Day 0 were therefore not identical to the simulation values of Day 0. As a result, a misfi t value existed for Day 0 (i.e., MISFIT ERT = 1.75 and MISFIT GPR = 2.07). Th ese misfi t values are the minimum misfi ts expected between the simulated and measured data. Th e measurement types (ERT and GPR) were therefore normalized according to these background misfi t values in the combined analysis. When data from multiple days were used, a MISFIT value was calculated for each day (according to Eq. [9] and [10]), after which each day was equally weighted. It should be noted that these were all subjective choices that may have infl uenced the results of the performed analyses. Additional misfi t values could be estimated using diff erent weights and misfi t functions; however, an extensive analysis into this topic is beyond the scope of this work.
Results
A homogeneous profi le was considered fi rst, assuming uniform hydraulic parameters throughout the investigated domain, i.e., a one-layered model; however, close inspection of grain size analyses from core sampling at a nearby borehole, as well as one-dimensional profiles of background soil moisture contents (Fig. 2) , indicated that the subsurface may be subdivided into two or even fi ve soil layers with diff erent hydraulic characteristics. Two additional systems were therefore also tested: a two-layered system, where the profi le is divided into an upper 1.5-m horizon and an underlying uniform horizon, and the fi velayered setup illustrated in Fig. 2c .
Initially, the proposed methodology was used to assess the diff erent hydrologic realizations using only GPR data because of the signifi cantly lower computational cost of the GPR forward modeling compared with that of the ERT problem. Furthermore, all eight measurement days were used in this initial analysis. To reduce the computational costs of the problem, however, we only included data from Day 8 in the combined ERT and GPR data analysis.
To evaluate whether the unsaturated hydraulic parameters are constrained by the data, we plotted the misfi t value (calculated from Eq. [9] and [10]) as a function of parameter values (θ r , α, n, and K s ) for the realizations tested (Fig. 4, 6 , 9, 10, and 11). For illustration purposes, only the 500 realizations with the lowest misfi t are included in the fi gures. Furthermore, we highlighted the range of the fi ve best misfi t results with a red line. By comparing the extent of this range with the a priori range of the selected parameter and by evaluating whether the dots with low misfi t values are clustered at certain parameter ranges, it becomes clear whether the data can reduce the uncertainty of the hydraulic parameters investigated. Figure 4 depicts the computed misfi t between the modeled and the measured data (Eq. [10]) according to the parameter values used in 1000 individual one-layered model realizations. Th e parameter ranges of the fi ve best results, i.e., lowest misfi t values, are tabulated in Table 2 . It is evident, from Fig. 4 and Table 2 , that the range of the parameter n is not constrained by the data, since the range of the fi ve lowest misfi t realizations is almost identical to the a priori range and the dots do not exhibit any structure; however, the parameter ranges of θ r , α, and K s are somewhat constrained compared with the a priori range. Values of K s , centered around 0.40 cm h −1 , appear to result in slightly lower misfi ts between the simulated and measured travel times, and this trend is supported by the misfi t plot that exhibits a clear clustering at this intermediate K s value.
One-Layered Model
To illustrate the variance of the 1000 realizations and how the fi ve realizations with the lowest misfi t values compare, the simulated travel time data for all the realizations are plotted in Fig. 5 for three selected days. Th e ZOP travel times give a one-dimensional representation of the water movement with time, since travel time recordings are directly proportional to the moisture content (Eq. [6] [7] ). Th e fi ve best misfi t results have been highlighted with red lines and the measured travel time profi le is plotted in green. Figure 5a shows the travel time profi les of Day 0, representing the initial condition in the   FIG. 4 . The misfi t values of the one-layered models. For illustration purposes, only the 500 realizations with the lowest misfi t values are included in the fi gure. The parameter ranges of the fi ve realizations with the lowest misfi t values are indicated with red; θ r is residual moisture content, α and n are empirical parameters, K s is saturated hydraulic conductivity. hydrologic model before water was added to the system. Th e simulated moisture content profi le is therefore the same for all realizations.
After just 1 d of infi ltration, the simulations show considerable diversity (Fig. 5b) . Th e fi ve best simulations are, however, almost identical and resemble the measurements very well. Figure 5c shows the last measurement time used in this analysis, Day 8. In this plot, the fi ve best simulations are no longer consistent with the measured travel times. Th ese simulations were based on low saturated hydraulic conductivities and as a result the water front was migrating slowly through the subsurface, increasing the travel times down to only the 2.50-m depth. Th e increased moisture content, from 3.00 to 8.00 m measured by the GPR method at Day 8, is thereby not captured by these realizations. A similar analysis can be made using only the travel time data from Day 8 to calculate the misfi t values. Th e results of this analysis are presented in Fig. 6 and 7 . Th e low misfi t values plotted in Fig. 6 appear to have slightly more structure than observed in the similar Fig. 4 , suggesting that the misfi t values are more parameter dependent. Low misfi t values are observed at low values of θ r (<0.02) and high values of n (>4.15). Furthermore, low values of K s result in low misfi t values. Apart from one of the fi ve best realizations where the K s value = 7.17 cm h −1 (indicated with an arrow), the remaining four realizations have K s values <0.16 cm h −1 ; however, only the realization with K s = 7.17 cm h −1 (again indicated with an arrow in Fig. 7b ) is seen to result in the water front reaching 8-m depth at Day 8, as was observed in the measured travel time profi le. Th e travel times of this realization do not, however, fi t the initial moisture contents at Day 1 very well (Fig. 7a) .
Th e fact that the realizations that fi t the travel times at Day 8 do not fi t the early measurement times and vice versa leads us to conclude that a simple one-layered model is not appropriate to model the observed water infi ltration.
Two-Layered Model
To evaluate whether the low grain size material in the top 1.50 m caused the discrepancies observed above, a two-layered model was tested. Again 1000 realizations with diff erent hydrologic parameter sets were run in HYDRUS-1D. For both layers, the four hydraulic parameters (θ r , α, n, and K s ) were varied independently within the tabulated ranges in Table  1 . Th e results of the analyses (not shown here) did not appear to improve the fi t to the measured data signifi cantly compared with the one-layered model.
Five-Layered Model
To capture the dynamics of the infi ltration pattern, it was necessary to elaborate the conceptual geologic model further to a fi ve-layered model. Again 1000 realizations were generated, each layer varying the four hydraulic parameters (20 parameters in all) within the ranges shown in Table 1 . Th e results of the ZOP travel time profi les, with the fi ve lowest misfi ts high- lighted in red, are plotted in Fig. 8 . Two of the fi ve most optimal realizations now exhibit much better visual agreement with the observed fl ow patterns, as well as a lower misfi t value (i.e., 2.14).
Ground Penetrating Radar and Electrical Resistance Tomography Data Combined
Due to the improved comparison between simulated and measured GPR travel times, the more complex fi ve-layered model was selected for further analysis using the cross-borehole ERT and GPR data combined. A total of 4000 realizations of the fi ve-layered model were run.
Initially, we used one of the realizations as assumed measured ERT and GPR data values to test the limitations of the proposed methodology. In this way, we were able to evaluate whether the misfi t analysis was able to identify the "true" parameters unequivocally. To mimic the problem at hand as closely as possible, we chose the realization with the lowest misfi t in the combined analysis, listed in Table 3 , as the synthetic model. Th e results are presented in Fig. 9 , where the "true" parameter values are indicated with a red diamond.
The dots in Fig. 9 and the range of the five lowest misfit values indicate that the proposed methodology can constrain the hydraulic conductivity of Layers 1, 2, and 3 and give some constraint on the moisture release curve parameter n of Layers 1, 2, and 3. Th ere is an especially high clustering of the dots corresponding to the K s values of Layer 2. Th e data do not provide enough information to constrain the remaining parameters. Here all the dots appear randomly distributed across the a priori parameter range and the correct parameter value (red diamond) is not included within the range of the fi ve lowest misfi t values for three of the varied parameters. An attempt to determine these parameters through conventional optimum searching approaches would therefore lead to nonunique results. Since the water front of the chosen realization did not penetrate into Layers 4 and 5 (?8 m), the data cannot constrain the hydraulic parameters of these layers. 9 . A synthetic evaluation of the fi ve-layered model analysis using the two data types combined. For illustration purposes, only the 500 realizations with the lowest misfi t values are included in the fi gure. The parameter ranges of the fi ve realizations with the lowest misfi t values are indicated with red and the "true" parameter value is shown with a red diamond.
To evaluate the eff ect of using data sets from multiple days in the analysis, we present misfi t plots using only GPR for Day 8 and all 8 d in Fig. 10a and 10b , respectively. Th e misfi t plots show that the additional data from Days 1 to 6 only result in a narrowing of the estimated K s ranges of Layers 1 and 2, while the parameter range of Layer 3 is increased. Again, the geophysical data were observed to not contain information regarding the bottom two layers, i.e., Layers 4 and 5.
Since the synthetic modeling exercise highlights that we are only likely to be able to constrain parameter K s and n and, furthermore, this is limited to Layers 1, 2, and perhaps 3, we restricted the presentation of fi ndings from our fi eld data to these parameters of the model (Fig. 11) . In Fig. 11 , we further investigate the two data types (ERT and GPR) separately, as well as in a combined analysis.
The ERT data collected in the field provide a means of somewhat constraining the saturated hydraulic conductivity values of Layers 1, 2, and 3. Clear structures in the computed misfi t scatter plots of Layers 1 and 2 indicate that values of K s < 0.1 cm h −1 are not very likely to represent the hydraulic properties of the top 4 m. Th e ranges of the parameter n are, however, poorly constrained by the ERT data.
Th e GPR data also provide information to constrain the K s values of Layers 1, 2, and 3 (Fig.  11 ). Low K s values are not very likely, corroborating the fi nding using the ERT data. Specifi cally, the K s values of Layers 2 and 3 are constrained above 1 cm h −1 , whereas the hydraulic conductivity value of Layer 1 appears to be more moderate, around 1 cm h −1 . Even though GPR measurements were not performed in Layer 1, the K s value of this layer is somewhat constrained, although to a lesser degree than in Layer 2. In Layer 2, the misfi t plot of the van Genuchten parameter n, furthermore, exhibits some structure, suggesting that values of n < 2 are more improbable than higher values (suggesting a well-sorted sand layer).
Th e misfi t scatter plots were not improved dramatically when data from the two geophysical methods were combined (see Fig. 11 ). Th e constraints of the parameters, in particular the K s values of Layers 1 and 2, however, are improved slightly, suggesting that the hydraulic conductivity values of Layers 2 and 3 are higher than that of Layer 1. Th is was expected, since the estimated grain size distributions for FIG. 10 . A synthetic evaluation of the fi ve-layered model analysis using only ground penetrating radar (GPR) data for (a) Day 8 and (b) Days 1 to 8. For illustration purposes, only the 500 realizations with the lowest misfi t values are included in the fi gure. The parameter ranges of the fi ve realizations with the lowest misfi t values are indicated with red and the "true" parameter value is shown with a red diamond; θ r is residual moisture content, α and n are empirical parameters, K s is saturated hydraulic conductivity.
FIG. 11. The misfi t values of the fi ve-layered model using only electrical resistivity tomography (ERT) data, using only ground penetrating radar (GPR) data, and combining ERT and GPR data in the analysis. For illustration purposes, only the 500 realizations with the lowest misfi t are included in the fi gure. Only the misfi t plot of the top three layers of the saturated hydraulic conductivity, K s , and the empirical parameter n are shown. diff erent depths (Fig. 2b) indicated coarse sand below 1.5 m of fi ne topsoil.
Th e travel time profi les of the fi ve best realizations of the combined analysis are shown in Fig. 12 . Even though the profi les mimic the overall behavior of the measured travel time profi les satisfactorily, a closer inspection of the simulation profi les reveals secondary water fronts moving through the subsurface during the initial measurement days (indicated with arrows in Fig. 12) . Th e discrepancies become especially evident when the fi ve moisture content profi les are presented (see Fig. 13 ). Th e local spikes in moisture content observed in Fig. 13 were caused by water draining from the initial moisture content profi le, shown in black, and therefore represent the inadequacy of the relatively simple fi ve-layered model to conceptualize the heterogeneous subsurface. Th e small-scale moisture content changes observed in Fig. 13 are, in the velocity profi les (Fig. 12) , smoothed out by limited vertical resolution or bending rays travelling preferentially in high-velocity areas.
Finally, the fi ve best relative concentration profi les are presented (see Fig. 14) . Four of the profi les are nearly identical, and only one realization is slightly shifted downward (?25 cm) compared with the four others. Just a small change in solute concentration dramatically changed the bulk resistivity of the subsurface, making the ERT measurements very sensitive to the location of the tracer.
Discussion
Th e collected geophysical data used in the integrated data fusion approach presented in this study described infi ltration of water and solute in a 12-m-deep section of the unsaturated zone. Th e collected data set had two main advantages compared with the geophysical data used in Binley and Beven (2003) : (i) large dynamic changes in the moisture content in the investigated area were expected as a result of a relatively high infi ltration rate, i.e., 88.4 mm d −1 ; and (ii) additional information concerning solute transport was contained in the cross-borehole electrical resistivity data. Despite these promising new features, the presented approach did not prove to be able to identify the subsurface unsaturated parameters unequivocally. To model the observed infi ltration patterns satisfactorily, a fi ve-layered model was necessary and this conceptual geologic model resulted in 20 free parameters. Th e synthetic tests showed that only K s and n of the top 2 to 3 layers could be constrained, and that somewhat poorly.
We recognize that more realizations and wider ranges might be needed to constrain the parameters better. Th e proposed sampling approach was very computationally expensive, however, and ways to improve this should also be sought. Additional data or information, such as pressure measurements (Rucker and Ferré, 2004) and correlation of parameters, could readily be incorporated to constrain the data further and possibly minimize the number of realizations needed. Furthermore, the collected data acquisition scheme could be designed more carefully to minimize the amount of data used in the geophysical forward analysis. Th e geophysical data used in this study were originally collected for sequential data fusion and, as a result, the number of ERT measurements is most likely unnecessarily high. Furthermore, the experiment was designed as a one-dimensional two-step infi ltration, where the tracer was added after 4 d. Mass balance considerations revealed that water was being diverted away from the measurement area; however, the consistency of the water loss during the initial 8 d led us to adopt an eff ective infi ltration rate of half the applied irrigation. We feel confi dent that this assumption is valid, but one could consider estimating the eff ective infi ltration in future analyses to minimize this uncertainty.
Additional assumptions used in the presented analysis that may have had an impact on the obtained results include:
1. Th e defi nition and internal weighting of the misfi t values. Th e sensitivity of the sought-after hydraulic parameters toward the information contained in the two measurement types (ERT and GPR) may be enhanced by varying the used equations and the weights, given the data types. 2. Assumptions regarding the conceptual geologic model, including the one-dimensional fl ow assumption and the layered model setup, the assumed constant petrophysical parameters, the use of an eff ective infi ltration, a constant dispersivity value for the entire soil column, and the used a priori parameter ranges. Most of these assumptions were made to simplify the conceptual model and minimize the number of free parameters. 3. Th e initial conditions. An initial background moisture content profi le was used in the hydrologic simulations. To avoid secondary water fronts resulting from erroneous retention properties, a preinfi ltration period could be included in the simulation. Th is type of simulation, however, introduces additional uncertainties concerning the measured precipitation and assumptions regarding the estimation of the evapotranspiration. 4. Th e use of only 1 d. In order better to describe the dynamic properties of the subsurface, data from multiple days could improve the ill-posedness of the problem. We observed in Fig. 10 , however, that data from six additional days did not improve the constraint on the parameters substantially. 5. Finally, it is extremely important to note that this analysis was based on the key assumption that the hydrologic model could be expressed using Richards' equation and the van Genuchten parameterization. Th ese models have been developed based on small-scale experiments and may not be valid at the scale on which we were working. Attempts should therefore be made to test additional parameterization approaches.
Conclusions
A framework that allows multiple geophysical data sets to be combined using an integrated data fusion approach has been developed. Th e collected data were used in a forward manner to evaluate a series of plausible hydrologic models. By avoiding the use of geophysical inversion tools, uncertainties connected with inversion, such as artifacts and subjective constraints (e.g., regularization choice) were eliminated. Nonetheless, the proposed methodology still required assumptions regarding choice of petrophysical relationships, conceptual geologic model, investigated parameter ranges, misfi t functions, and data error levels. All these variables are connected with uncertainty and represent subjective considerations that may infl uence the obtained results markedly.
We used electrical resistance and radar travel time data collected using cross-borehole ERT and GPR, respectively, during a forced solute and water infiltration experiment. Results showed that a fi ve-layered model of the subsurface was necessary to capture the most important infi ltration patterns through the top 12 m. In this conceptual geologic model, the water and tracer fl ow was controlled by 20 independent hydraulic parameters. A synthetic evaluation of the proposed methodology for the given setup showed that the data collected only provided information enough to constrain the saturated hydraulic conductivity, K s , and the van Genuchten parameter n of Layers 1, 2, and to some extent Layer 3, while it was not possible to constrain the residual moisture content, θ r , or the van Genuchten parameter α. A similar result was obtained when real data were applied. No single optimal parameter set appeared to exist that honored the data. Th e selected parameter ranges of K s in Layers 1, 2, and 3 were somewhat constrained, however, and the obtained results were found to be consistent with layered changes in grain size distributions collected at a nearby well.
