How often humans communicate with each other? What are the mechanisms that explain how human actions are distributed over time? Here we answer these questions by studying the time interval between calls and SMS messages in an anonymized, large mobile network, with 3.1 million users, over 200 million phone calls and 300 million SMS messages,spanning 70 GigaBytes. Our first contribution is the Truncated Autocatalytic Process (TAP ) model, that explains the time between communication events (ie., times between phone-initiations) for a single individual. The novelty is that the model is 'autocatalytic', in the sense that the parameters of the model change, depending on the latest inter-event time: long periods of inactivity in the past result in long periods of inactivity in the future, and vice-versa. We show that the TAP model mimics the inter-event times of the users of our dataset extremely well, despite its parsimony and simplicity. Our second contribution is the TAP-classifier , a classification method based on the interevent times and in addition to other features. We showed that the inferred sleep intervals and the reciprocity between outgoing and incoming calls are good features to classify users. Finally, analyze the network effects of each class of users and we found surprising results. Moreover, all of our methods are fast, and scale linearly with the number of customers.
Introduction
The current availability of large datasets containing digitalized information on human dynamics made it possible for researches to arise questions that many once thought they were already answered: what is the timing of human actions? How often individuals perform a given activity? From several types of datasets, ranging from e-mail records [20, 6] to timestamps from print requests in a student laboratory [12] , it was verified that the classic Poisson Process (PP) [11] consistently fails to represent the real data. While in a PP activities occur at a constant rate, the analysis of real data have shown that humans have very long periods of inactivity and also bursts of intense activity [1] . Although modern approaches [1, 16] agree that a PP is not suitable to model human dynamics, a consensus on a final generative mechanism capable of reproducing the observed time intervals between human activities was not yet reached. * Universidade Federal de Minas Gerais, iLab † Carnegie Mellon University, iLab ‡ Universidade Federal de Minas Gerais Thus, in this paper, we contribute to this discussion by proposing the Truncated Autocatalytic Process (TAP ). The TAP is a generative model for the time intervals between human activities. Unlike the PP, that is "memoryless", i.e., the next event arrives independently of the time it took for the previous event to arrive, the TAP model uses a Markovian approach, where the next inter-event time depends on the previous one. In order to validate the TAP model, we examine mobile phone records obtained from the network of a large mobile operator of a large city. More specifically, we analyze the inter-event time between hundreds of million calls and Short Message Service (SMS) messages exchanged between more than three million customers. As we observe in Figure 1 , we show that the synthetic data generated by the TAP model strikingly matches the real data. Moreover, it uses only one parameter to model the regular inter-event times: the median of time between activities. We also propose the TAP* model, that is also able to model the time intervals due to sleep periods using only two extra parameters. of services that already exist. As an immediate application, if we know at what rate humans perform a certain activity in a determined service, e.g. SMS, we also know the rate in which data is generated, what is crucial in the design of the database infrastructure that will support this service. Moreover, once we understand the generative mechanisms behind the time interval between human actions, we may look separately at individuals and quantitatively differentiate them. In this direction, we use the sleep intervals parameters of our proposed TAP model, combined with other aggregate individual features, to classify the users of our dataset in different participation roles. We call this role discovery process the TAP-classifier , which is parameter-free and linear on the number of users. Besides this, we also analyzed the network connections among users from different and equal classes. Amongst others, we discovered that a small portion of the users is responsible for the vast majority of the network traffic and also a surprisingly high number of phone calls between customers that rarely receive phone calls and customers that rarely make calls. In summary, the main contributions of this paper are:
• The proposal of the TAP model to generate the interval times between communication activities of individuals;
• The TAP-classifier , a parameter-free classification method of mobile phone users that is linear on the number of users;
• The network analysis of the customers according to their classifications.
The rest of the paper is organized as follows. In Section 2, we provide a brief survey of other work that analyzed individual inter-event times. In Section 3, we describe our proposed TAP model for generating realistic inter-event times and we show its goodness of fit. The TAPclassifier role discovery method and the network analysis is shown in Section 4. Finally, we show the conclusions and future research directions in Section 5.
Related work
Classic Approach The study of the time interval in which events occur in human activity is not new in the literature. The most primitive model is the classic Poisson process [11] . Although the most recent approaches have among themselves significant differences, they all agree that the timing of human actions systematically deviates from this classical approach. The Poisson process predicts that the time interval ∆ t between two consecutive events by the same individual follows a exponential distribution with expected value β and rate λ = 1/β, where
where U (0, 1) is a uniformly random distributed number between [0, 1]. While in a Poisson process consecutive events follow each other at a relatively regular time, real data shows that humans have very long periods of inactivity and also bursts of intense activity [1] .
Modern Approaches To the best of our knowledge, the first modern model for the inter-event times of individuals was the universality class model proposed by Barabási [1] . He proposed that the bursts and heavy-tails in human activity is a consequence of a decision-based queuing process, when tasks are executed according to some perceived priority. In this way, most of the tasks are rapidly executed and some of then may take a very long time. The queuing models proposed in [1] generate power law [8] distributions p(X = x) ≈ x −α with slopes α ≈ 1 or α ≈ 1.5. In the literature, there are examples that are approximated by the universality class model in e-mail records [20, 6] , web surfing [20, 5] , library visitation, letters correspondence and stock broker's activity [20] , arrival times of requests to print in a student laboratory [12] and in short-messages [21] , most of them reporting slopes from 1 to 1.5 and, in the case of [21] , also slopes higher than 1.5.
In [16] , the authors proposed a new approach to model the inter-event times distribution verified in human individuals activity, based on the circadian and weekly cycles and coupled to cascading activity. The model is basically a non homogeneous Poisson with rate λ(t), that depends on time t in a periodic manner. This process generates active intervals accordingly to λ(t). Each active interval initiates a homogeneous Poisson process with a determined rate λ a . In order to generate the active intervals, the model needs (i) the average number of active intervals per week and (ii) the probabilities of starting an active interval at a particular time of day and (iii) week. The authors estimated these parameters empirically and they showed that the model accurately fits the real data. They also showed that the universality class model with slope α = 1 proposed in [1] fails to represent the data.
Conclusions The fact is that the reports of the universality class model in real data are mostly based on nonrigorous statistical fittings [3] , and also fail to reproduce the tasks that take very short inter-event times, that are on the head of the distribution. Moreover, the non homogeneous Poisson Process model proposed by [16] is statistically rigorous but is not parsimonious, depending on several parameters that can only be estimated by empirical data. Therefore, it is clear that there is not yet in the literature a (i) parsimonious and (ii) fully accurate model to describe the inter-event times of human activity. Our goal is to fill this gap with the TAP model. phone records of more than 3.1 million customers obtained from the network of a large mobile operator of a large city, with more than 263.6 million phone calls records registered during one month and 376.8 million SMS messages registered during six months. For each phone call, we have information about the duration, the date and time it occurred and encrypted values that represent the source and the destination of the call. We have the same information for the SMS messages, but instead of the duration, we have the time delay it took for a message to leave the source's mobile phone and arrive at its destination. From now on, we will call the phone records the phone dataset and the SMS records the SMS dataset. We say an communication event occurred at time t when a phone call was made or received in t or when a SMS was sent or received in t. Moreover, we interchangeably call time interval or inter-event time ∆ t the time between the occurrence of two communication events. We call the inter-event distribution (IED) the distribution of the set of the time intervals ∆ 1 , ∆ 2 , ..., ∆ T that occurred between the communication events of a single type, i.e., phone or SMS, for a determined user. In both datasets, since the granularity of t is seconds, all the values of ∆ t extracted from them is also in seconds.
Motivation
As we mentioned in Section 2, the analysis of large scale real data made it possible to better understand how the inter-event time between activities is distributed and possibly generated. In Figure 2 , we show the distribution of the time intervals ∆ t for a highly talkative user in our SMS dataset, with 25957 messages sent or received. The histogram is showed in Figure 2 -a and, as we can observe, this user had a significantly high number of events separated by small periods of time and also long periods of inactivity. We can also observe a second mode, after the 10 4 seconds, that represents the sleep intervals of the user, i.e., the time he is probably sleeping and not able to communicate. Moreover, either the power law fitting (PL fitting), that in the best fit has an exponent of − 1.5, and the exponential fitting (EXP fitting), that is generated by a PP, deviates from the real data.
Moreover, in finite sparse data that spans for several orders of magnitude, that is the case of IEDs when they are measured in seconds, it is very difficult to visualize the histogram, since the distribution is considerably noisy at its tail. One option is to smooth the data by reducing its magnitude by aggregating data into buckets, with the cost of losing information. Another option is to move away from the histogram and analyze the cumulative distributions, i.e., cumulative density function (CDF) and complementary cumulative density function (CCDF) [3] . These distributions veil the sparsity of the data and also the possible irregularities that may occur for any particular reason. However, by using the CDF (CCDF) you end up losing the information in the tail (head) of the distribution. In order to escape from this drawbacks, we propose the use of the Odds Ratio (OR) function, that is a cumulative function where we can clearly see the distribution behavior either in the head and in the tail. Its formula is given by:
Thus, in Figure 2 -b, we plot the OR for the selected user. From the OR plot, we can clearly see that either the exponential and the power law significantly deviates from the real data. Moreover, we can also observe that the OR of the inter-event times seems to follows a power law with a OR slope ρ = 1. In case the selected user is an exception, we evaluated a significant number of different users and the results are consistently the same. This strengthens the controversy on the inter-event time distribution and the need for a more accurate and intuitive model.
We begin the presentation of our proposed TAP model by investigating the properties of the Poisson process that, as we have seen in this section and in Section 2, it is not suitable to represent the human dynamics. One of the main characteristics of the PP is that it generates inter-event times in a "memoryless" fashion, i.e., the next event arrives independently of the time it took for the previous event to arrive. Therefore, we investigate in our dataset the time ∆ t it takes for an event to arrive when an event arrived after a interval of ∆ t−1 . A straight line with slope 0 means that the inter-event times are "memoryless" and, therefore, could be generated by a PP.
In Figure 3 , we plot, for three typical talkative users, the median of the ∆ t s for their respective ∆ t−1 s put in logarithmic intervals. The same was done for inter-event times generated from a Poisson process with β = 300 seconds. We observe that, differently from the data generated by the Poisson process that has the "memoryless" property, ∆ t has larger values as ∆ t−1 grows for these users. This suggests that there is a dependency between the next inter-event time and the previous one.
In order to see the generality of this result we show, in Figure 4 , the distribution of the Pearson's correlation coefficient between the ∆ t median and the bucketized ∆ t−1 for the 100000 more talkative users in our dataset. As we can observe, the vast majority of the users have a strong positive correlation, what means that the next inter-event time is correlated to the previous one. This also corroborates to the fact that the inter-event distribution is not "memoryless" and, therefore, can not be generated by a simple Poisson process. The inter-event time distribution of a highly talkative user in our SMS dataset, with 25957 sent and received. We observe that either the power law fitting (PL fitting) with exponent 1.5 and the exponential fitting (EXP fitting), generated by a PP, deviates from the real data. We also observe that the OR is very well fitted by a straight line with slope 1. tioned in Equation 2.1, in a PP with expected time interval β, a random event is generated after a time interval ∆ t = exprnd(β) = −β ln(U (0, 1)), where U (0, 1) is a uniformly random distributed number between [0, 1]. Since we verified that in real data the inter-event times are not "memoryless", this classic approach is forbidden and, therefore, there is a dependency between ∆ t and ∆ t−1 . Thus, the TAP model considers that
where f is a function that describes the dependency between ∆ t and ∆ t−1 .
We propose that the expected inter-event time β of the classic Poisson process is dynamic and dependent on the previous time interval, as described in Equation 3.3. Thus, in the TAP , the inter-event time ∆ t between the current event and the next one is given by
where C > 0 is the location parameter that has to be higher than 0 to avoid ∆ t to converge to 0 (see more details on the Appendix). In summary, the TAP states that the expected inter-event time ∆ t is generated by a classic PP with expected value β = ∆ t−1 + C.
In Figure 5 -a, we plot the histogram of 100000 time intervals ∆ t generated by the TAP model with C = 1. Moreover, in Figure 5 -b, we plot the OR for the same time intervals. While a classic PP generates a exponential distribution, we observe that the generated data by the TAP perfectly fits a log-logistic distribution [9] with the OR slope ρ = 1, exactly like the real data shown in Figure 2 -b. Moreover, the tail of the distribution in Figure 5 -a is similar to a power law with slope 2, that is close to what was reported in the literature and discussed in Section 2. The TAP model is fully described in Algorithm 1. The generated ∆ t s are perfectly fitted by a log-logistic distribution with the slope ρ = σ = 1.
The log-logistic distribution was first proposed by Fisk [9] to model income distribution, after observing that the OR plot of real data in log-log scales follows a power law OR(x) = cx ρ . In summary, a random variable is loglogistically distributed if the logarithm of the random variable is logistically distributed. The logistic distribution is very similar to the normal distribution, but it has heavier tails. In the literature, there are examples of the use of the log-logistic distribution in survival analysis [2, 15] , distribution of wealth [9] , flood frequency analysis [17] , software reliability [10] and phone calls duration [4] . From now on, we will characterize a log-logistic distribution by the OR power law slope parameter ρ and by the median of the distribution µ, i.e., OR(µ) = 1. A commonly used log-logistic parameterization considers the parameters ln(µ) and σ = 1/ρ [13] . Moreover, when σ = 1, it is the same distribution as the Generalized Pareto distribution [14] with shape parameter κ = 1, scale parameter µ and threshold parameter θ = 0.
Model Parameterization
After defining the basic event generation mechanism as the TAP model, we can adapt it so it is able to fully mimic the realistic inter-event times data. The first point we consider is the median µ of the interevent times generated by the TAP model. As we mentioned, when OR(x) = 1, x is the median µ of the distribution. We see in Figure 3 -b that µ is close but different than the value of C = 1. Thus, in Figure 6 -a, we plot the OR for different values of C. As we can observe, changing the value of C changes µ and, consequently, the location of the distribution, but maintains its shape, since they are parallel.
In order to investigate the relationship between C and µ, we run 33 simulations of the model for all integer values of C between [1,10000]. As we observe in Figure 6 -b, the median of the distribution µ varies linearly with C according to a slope of 2.72, that can be approximated by Euler's number e, in a way that µ = e × C, (3.5) that allow us to generate inter-event times with a determined µ. We ignore the constant factor 3.8 because its 95% confidence interval is (−8.596, 16.3), which contains zero.
Nevertheless, in order to generate more realistic data, we should also be able to generate the sleep intervals verified in Figure 2 . We expect that a talkative user that had a communication activity in d consecutive days will have as his d highest inter-event times his sleep intervals. Then, we collected the d highest inter-event times for several talkative users and we verified, by performing the Kolmogorov-Smirnov goodness of fit (KS) test, that they all follow a log-logistic distribution with parameters µ s and ρ s . Therefore, we can generate sleep intervals by simply changing the d highest interevent times generated by the TAP model to random numbers generated by a log-logistic distribution with parameters µ s and ρ s . The complete model, that we call TAP* , is described in Algorithm 2. The function llgfit and llgrnd give, respectively, the best fit and the random number generator for the log-logistic distribution. The ceil function is a function that rounds up every non-integer number to the lowest integer number that is higher than it. We use the ceil function because the granularity of our data is in seconds and, therefore, all fractional intervals should be rounded up. 
end
We would like to emphasize that, since the slopes of the users of our datasets are, in general, close to 1, we do not create an extra parameter to deal with the slope of the OR of the IED generated by TAP . Thus, the TAP model always generate IED with a OR slope ρ ≈ 1. We also point out that the choice of ∆ 1 does not change the final result, considering that n is high. We set ∆ 1 as µ because µ is the inter-event value that evenly separates in the distribution the inter-event times that characterize bursts of activities and the inter-event times that characterize the long periods of inactivity.
Validation
In this section we look at the inter-event times ∆ t of the individuals of both our datasets. In Figure 7 , we plot the OR of the inter-event times ∆ t for three highly talkative users of the phone dataset. Moreover, we generated synthetic inter-event times using our model TAP* described in Algorithm 2 and also using the Poisson process. As we can observe, the synthetic data generated by the TAP* model mimics almost perfectly the real data, that is mostly a straight line on the log-log scales. The tail of the distribution is marked by the sleep intervals and, once again, the model could reproduce the real data very well. The only difference between the distributions is the initial part, that in the real data does not contain ∆ t values lower than some value ∆ s ≈ 10. This is explained by the fact that the time between two consecutive calls is lower bounded by a setup time ∆ 0 t that involves dialing the numbers, waiting for the signal, waiting for the other part to answer and so on. We point out that ∆ 0 t could be easily inserted as a parameter in our model but our intent is to leave the TAP* model as general as it is possible. As expected, the synthetic data generated by the PP fail to reproduce the real data.
We continue our validation by performing the KS test for the log-logistic distribution on the inter-event times of all individuals of our dataset. We report that more than 96% of the users' IEDs can statistically be fitted by a log-logistic distribution. In Figure 8 , we show the distribution of the empirical slope ρ i for the users i of the phone dataset. In this histogram of Figure 8 -a we observe that the mode is near ρ i = 1. Moreover, in Figure 8 -b, we plot the isocontours of ρ i and c i , when darker colors mean a higher concentration of pairs ρ i and c i and white color mean that there are no users with these values of ρ i and c i . We observe that exists a small correlation between ρ i and c i , but ρ i is consistently around 1. Moreover, in Figure 9 , we plot the OR of the interevent times ∆ t for three highly talkative users of the SMS dataset. We again generated synthetic inter-event times using our TAP* model and the Poisson process. As we can observe, the synthetic data generated by the TAP* model mimics almost perfectly the real data. Moreover, we observe that the head of the distribution of the real data is also fitted considerably well. This happens because when a user sends a message to multiple recipients, the inter-event time between each message tends to be zero or near zero. Besides this, companies provide SMS services in which a robot automatically responds to a SMS message, replying almost immediately another SMS. This, of course, generates records with very small inter-event times. Finally, we also observe that the tail of the distribution is again marked by the sleep intervals, that were correctly reproduced by the synthetic data. Once again, the synthetic data generated by the PP fail to reproduce the real data.
Unfortunately, the global analysis of the SMS users, like we did for the phone users, is jeopardized by the existence of a significative transmission delay for a large fraction of the messages. This transmission delay is the time between a message leaving a mobile phone and arriving at the destination. It may happen, for instance, due to infrastructure or personal issues, e.g., a customer left his
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Copyright © SIAM. Unauthorized reproduction of this article is prohibited. mobile phone unattended and the battery died, delaying all the incoming SMS messages for when the mobile phone is recharged again. These delays overestimate the interevent times between SMS messages, making the majority of the IEDsignificantly noisy. However, for highly talkative users, like the ones in Figure 9 , the delays are less frequent and, therefore, do not play a significative role, making their IEDs to be accurately represented by the TAP* model. We report that more than 10% of the users of our dataset can be accurately represented by the TAP model. Moreover, for an intuitive modification of the TAP model that explains the noisy IEDs in the SMS dataset using random transmission delays, see the Appendix.
Applications
In this section, we show a possible applicability of the TAP model, combining the knowledge acquired in the previous section together with other individual features of the customers of our phone dataset. Firstly, we classify them into different participation roles and, secondly, we use this classification to understand how the classes call each other. In Section 4.1 we show a parameter-free classification method and, in Section 4.2, we show the network behavior of each class. We do not use the SMS dataset because, as we mentioned in the previous section, it is significantly noisy concerning its timestamps records.
Classes
The first individual feature we investigate is the number of phone calls c i a user i sent or received. In Figure 10 , we show the distribution of c i for the users i of our phone dataset. We observe that the distribution has, initially, a smooth decay, than a region that is almost uniform and, finally, a strong super linear decay. Thus, we define the users i that have a c i value lower than the point of local maxima situated in the beginning of the super linear decay as the occasional users class. Specifically, the point of local maxima is c i = 94.
Since we have temporal data, we believe that it is also interesting to differentiate users that were consistently active in the network from users that had a bursty behavior, i.e., that were active for only a period of the month. If we separate these users, we can accurately characterize the constantly active users according to their regular and sleep inter-event times, that can be captured by the TAP* model. Thus, we define the intermittent class as the class that contains all the users that have talked on at most 75% of
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Copyright © SIAM. Unauthorized reproduction of this article is prohibited. the days of the month, which represents less than 10% of the non-occasional users. We define this threshold as 75% to guarantee that the sleep intervals of the non-intermittent users contain actual sleep intervals. If, for instance, we do not separate these users, a user i with c i = 100 that talked only in the first day of the month would have, according to Algorithm 2, a sleep interval median equal to his regular inter-event time median. Thus, in Figure 11 we show the histogram of the regular inter-event times median µ and sleep intervals median µ s of the non-intermittent users. As we observe, there is a clear "gap point" on both histograms, marking two different behaviors. In Figure 11 -a, the gap point defines the threshold for the user class call center , that is characterized for mobile phone numbers that are regularly active, since the gap point, in this case, is at µ = 120 seconds. On the other hand, in Figure 11 -b, the gap point defines the threshold for the users that are part of the class insomniac , that features mobile phone numbers that are active during the whole day, i.e., that do not sleep. The gap point is, in this case, at µ s = 5 hours. It is important to point out that the intersection between the set of users that belong to the call center class and to the insomniac class is the empty set ∅. 
Thus, in Figure 12 , we plot the isocontours of the logarithms of the reciprocity r i and the sleep intervals medians µ s i of the remaining non-classified users i of our phone dataset. We clearly observe three distinct clusters of users, one with low values of r i , one with r i ≈ 1 and other with high values of r i . Given the clear distinction, we run the clustering algorithm k-means [18] with k = 3 and, as expected, the resulting centroids were compatible with the results in Figure 12 . Each cluster defines, then, the remaining classes of our role discovery process. The first class is represented by the resulting centroid a(µ Besides the obvious discrepancies concerning the r i , the subtle differences among the centroids' µ for the spammer class indicates that the calls are also made when the regular users are already at home, being able to calmly talk. The full TAP-classifier mechanism is described in Figure 13 . 
Network Effects
Since the classes are defined, we are now able to verify how nodes from determined classes communicate with each other. In this section, we only consider calls that were made between clients of the mobile phone operator of our dataset. In Table 2 we list the number c(r i , r j ) and the percentage p(r i , r j ) of phone calls made from the users of the "row" class r i to the users of the "column" class r j . For instance, 5% of the calls made from the users that belong to the occasional class are directed to the users that belong to the intermittent class, a total of 80563 phone calls. Moreover, in Figure 14 we show the colormap of the differences between p(r i , r j ) and the percentages p RN D (r i , r j ) resulting from the random Erdös-Rényi (ER) model [7] , that, in this case, generates a random call graph with the same number of vertices, edges and outgoing calls. Red colors mean negative differences, blue colors mean positive differences and green colors mean small differences. In other words, if the color between class r i and class r j is red, then r i avoids class r j , if it is green, they talk at random and, if it is blue, class r j attracts phone calls from users of class r i .
OBSERVATION 1. Although the majority of users are occasional users (62%), most of the calls (88%) are directed to regular and call center phone numbers.
Observation 1 arises an interesting scenario that mobile phone companies have to deal with: the vast majority of their network traffic is caused by a small fraction of their clients. This is probably due to the fact that most of the mobile companies offer unlimited mobile plans that impose no extra costs for their subscribers, enabling them to make phone calls whenever they want, for the weakest of the reasons. On the other hand, companies also offer pre-paid plans, that demand no contracts and usually cheaper to acquire, but at the cost of a more expensive price per phone call made and, sometimes, received. Users of this type of plan tend to only use the phone when it is really necessary. Moreover, the observed proportion of occasional users per regular users can be explained by the fact that monetary and bureaucratic effort to acquire a pre-paid phone is considerably smaller than the effort to subscribe to an unlimited plan, what makes the pre-paid phones really attractive for users that do not need to use mobile phones actively. Table 2 and the percentages generated randomly. Red colors mean negative differences, blue colors mean positive differences and green colors mean small differences. The darker the color, the bigger the difference. Although 9-5 business users still receive, in general, most of the calls originated from regular users, the fraction of calls originated from spammer users is very significative when comparing with the proportion the other classes receive Observation 3 comes from the fact that 23% of the phone calls are directed to 9-5 business users, that rarely make phone calls. Thus, in this case, since the caller had probably not received before a call from the 9-5 business number he called and is also not expecting to receive in the future, we strongly believe that the vast majority of phone calls directed to 9-5 business phone numbers are non-personal phone calls. These calls are probably service requests calls, in which the caller wants some service to be done from the responsable of the 9-5 business phone number he is calling, that might be a pizza delivery center, a technical support number or the mobile phone of a taxi driver.
Besides these observations, we also point out that either the occasional and the intermittent users are more likely to talk to themselves (see the two first cells from the main diagonal of Table 2 or Figure 14 ) than the other classes do. This indicates that users of these classes are also more likely to have friends that belong to these classes than the other classes do, which suggests a low degree of homophily, e.g., people that acquire pre-paid phones are more likely to have friends with pre-paid phones than users that subscribe to the more expensive unlimited plans. Moreover, concerning call center and insomniac users, they differ approximately in 10% of their phone calls. While the first ones call 10% more 9-5 business users, what is consistent with its name and definition, the insomniac users call 10% more regular users, what suggests that insomniac may be doctors or other professional that might require a constant vigilance.
Conclusions
In this paper, we explored the human dynamics of the users of a large mobile company of a large city. We analyzed more than 3 million customers and 200 million phone calls recorded during one month and 370 million SMS messages recorded during six months, making a total of 70 GB of data. This work was mainly motivated by the lack of consensus between the existing models that explain the time interval between human activities. An accurate and parsimonious model for the human dynamics can lead to a large variety of applications and to the improvement of a vast number of services that already exist. The main contributions of the paper can be summarized as follows:
for the previous event to occur;
• Proposal of TAP-classifier , a parameter-free classification mechanism for customers of mobile phone networks, that is linear on the number of customers;
• Analysis of the communication network effects from the classification perspective that, amongst other things, may be applied to anomaly detection and link prediction algorithms.
As future work, we aim to investigate the foundations of the TAP model in order to answer the main question this paper raised: why either the generated data from the TAP model and real data show a truncated log-logistic inter-event time distribution with slope ρ = 1? We plan to analyze other datasets that have individual timestamps records and verify whether we can state it is a new theorem. Moreover, a second promising direction is to verify whether a community identification framework [19] can aid in our classification and network analysis process. In the same direction, it would be interesting to use, instead outgoing and incoming calls, measures of relationship strength [22] in the TAP-classifier and verify if the network analysis results change. Figure 15 , the histogram of the inter-event times generated by the TAP model also fits very well the real data. As we have seen, the Poisson process forbids the generation of inter-event times significantly higher than the median of the distribution. Figure 1 . Both axes are logarithmic and red, blue and black correspond, respectively, to TAP , real data, and synthetic data generated from a Poisson process. Notice how good is the fit of TAP even when we see the histogram. U (0, 1) ). The probability of generating a ∆ t value lower than ∆ t−1 is P (− ln(U (0, 1)) < 1) = 0.63. Thus, the expected ∆ t when t → ∞ is 0. With C in the equation, even when ∆ t−1 = 0, ∆ t = −C × ln (U (0, 1) , that is a classic Poisson process with β = C and obviously does not converge to 0. Figure 16 -a, we plot the histogram of the SMS transmission delays, that is the time between a message leaving a mobile phone and arriving at the destination. We observe the existence of a significative transmission delay for a large fraction of the messages. Since the delay is significative, the inter-event times have embedded in themselves the actual human delay and other noisy non-regular delays caused by the mobile network infrastructure or personal issues, e.g., a customer left his mobile phone unattended and the battery died, delaying all the incoming SMS messages for when the mobile phone is recharged again. Imagine, for instance, that Smith had sent a message to John at time t 1 and, due to a transmission delay d 1 , the message arrived only at t 2 . In his turn, Smith saw the message at t 2 and immediately replied, but again, due to a transmission delay d 2 , the message arrived to John only at t 3 . Thus, for John, the inter-event time between sending the message and receiving the reply is ∆ t = t 3 − t 1 = (t 2 +d 2 )−(t 1 +d 1 ), with two transmission delays embedded in the registered inter-event time.
Appendix 6.1 The histogram of the TAP model As we observe in

Delay in the SMS dataset In
Based on this, we investigate how our TAP model would behave when we add random delays to the generated interevent times. The random delays are extracted from the empirical distribution f d showed in Figure 16 -a. Since we do not know how many delay times n d are embedded, we define that n d = round(exprnd(2)). Given our Smith and John example, we believe that 2 is a good estimate on the average number of delays to be added in a inter-event time. We use the exponential distribution (exprnd) because, despite of the fact that the average is 2, some inter-event times may have no delay between them, e.g. two consecutive sent messages, or, sporadically, several delay times, e.g., when a group of people is scheduling an event using circular messages. As we observe in Figure 16 -b, the synthetic data generated by this modified version of the TAP model can fairly reproduce the noisy real data, that is the IEDfor a typical customer in our SMS dataset. This shows that the transmission delays play an important role in the IEDs of our SMS dataset. In (a) the distribution of the delay time between a message leaving a mobile phone and arriving at the destination. In (b), we add random delay times using the distribution in (a) to the TAP model. The synthetic data can fairly reproduce the real data, that is the inter-event times of a typical user of our SMS dataset.
