This paper proposes an efficient numerical method to obtain analytical-numerical solutions for a class of system of boundary value problems. This new algorithm is based on a reproducing kernel Hilbert space method. The analytical solution is calculated in the form of series in reproducing kernel space with easily computable components. In addition, convergence analysis for this method is discussed. In this sense, some numerical examples are given to show the effectiveness and performance of the proposed method. The results reveal that the method is quite accurate, simple, straightforward, and convenient to handle a various range of differential equations.
Introduction
Systems of boundary value problems arise naturally in several branches, not only in mathematics, but also in physics as physical differential equations and in scientific and engineering applications including potential theory, electrostatics, fluid mechanics, astronomy, relaxation processes and so on. Actually, many real life problems are often stated as boundary value problems, such as Sturm-Liouville forms, wave and Laplace's equations, different electromagnetic applications, and even some situations of black holes appear as systematic treatments via boundary value problems. To get more information about BVPs, we refer to [11, 13, 18, 29, 30] . Mostly, it is difficult to find the exact solutions of nonlinear and non-homogeneous BVPs, so a lot of attention of many authors has been made to find their analytical and numerical approximate solutions. Because of the significant difficulty to get a closed form solution of various nonlinear BVPs, several iterative techniques can be applied to approach the results of many numerical experiments that confirm the efficiency of the reduction to the boundary value problems. For instance, see [5, 7, 8, 10, 23, 25, 26, 28, 31, 32] and the references therein. Anyhow, coupled of fourth and second-order differential systems with homogeneous boundary conditions constitute a very interesting class for many realism matters, they are actually found to be a powerful tool to describe certain physical problems.
In this paper, iterative form of reproducing kernel method is proposed for solving coupled differential systems of fourth and second-order BVPs in the appropriate Hilbert space. The key point is to construct the direct sum of the RKHSs that satisfying the boundary conditions of coupled differential systems in order for determining their exact and numerical solutions. The exact and numerical solutions are proposed very accurately in series formula with easily computable coefficients. However, coupled differential system of fourth and second-order BVPs has been studied systematically in this approach for development and implementation of reliable method. To be more precisely, consider the set of ordinary differential equations in the form [33] :
with the boundary conditions u 1 (0) = u 1 (0) = u 1 (1) = u 1 (1) = 0,
where the linear differential operators L 1 and L 2 are given by
x ∈ [0, 1], u 1 ∈ W 5 2 [0, 1] and u 2 ∈ W 3 2 [0, 1] are unknown functions to be determined, In 1907, the reproducing kernel was introduced by Stanislaw Zaremba. In the mid of 20th century, Nachman Aronszajn developed the reproducing kernels, systematically. The RKHS theory has many applications in quantum mechanics, computational processing, complex and harmonic analysis [6, 14, 16, 17] . Many recent papers in both differential and integral equations apply a method based on the theory to solve related problems. To understand the fundamentals and the properties of reproducing kernel Hilbert spaces, the reader is kindly requested to go over the references [1-4, 9, 12, 15, 19-22, 24, 27, 34] . On the other hand, there is generally a drive to find new more advantageous ways to make the analyze problems using practice methods. In our procedure, the approximate solution is obtained by n-th term intercept of the analytical solution, whereas the error is proved to converge to zero in the sense of space norm. Besides that, we have uniformly convergence of approximate solution to analytical solution together with its derivatives. In addition, we show from the presented examples that the RKHS approach is capable to handle wide scale of applications of BVPs. Finally, it is worth it to mention that we do not take care about transforming or preserving a continuous-time system, so it does not matter at what time we make our calculations.
The structure of this article is organized as follows. In Section 2, we construct two useful direct sum reproducing kernel spaces and obtain two extended reproducing kernel functions. Afterwards, in Section 3, there are more theoretical details written in a logical order based upon the reproducing kernel theory. The main practical point is to describe iterative technique to handle non-linearity case of the proposed system, as well as error analysis of the solutions are also presented in Section 4. The mentioned sections are very important to build methodology of the presented method before passing to the numerical examples in Section 5. After all, some remarkable concluded points are pointed out in Section 6. This paper ends in Appendices with two parts about the kernel functions of the inner product spaces W 3 2 [0, 1] and W 5 2 [0, 1].
Building Appropriate Inner Product Spaces
The reproducing kernel approach builds on a Hilbert space H, which requires that all Dirac evaluation functional in H are bounded and continuous. In this section, two essential RKHSs in order to formulate the solutions in the mentioned spaces, in which every function satisfies the boundary conditions of Eq. (2). Before the construction, it is necessary to present some preliminary facts upon the reproducing kernel theory that will be used further in the remainder of the paper. Throughout this analysis, the symbol C indicates the set of An important subsets of RKHSs are those associated to continuous kernels. These spaces have wide applications, including complex analysis, quantum mechanics, statistics, machine learning and harmonic process [6, 14, 16, 17] . Before any further discussion, we need to obtain the reproducing kernels functions of the spaces W 
where a i (x) and b i (x), i = 0, 1, ..., 5, are unknown coefficients of R {3} 
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x y and p i (x), q i (x), i = 0, 1, ..., 9, of R {5}
x y are given in Appendices.
Henceforth and not to conflict unless stated otherwise, we denote 
Exact and Numerical Solutions
In this section, we introduce many useful properties together with family of hypotheses relating to RKHSs to solve the coupled differential system of Eqs. (1) -(3). Anyhow, formulation and implementation method of exact and numerical solutions are given in the RKHSs W [0, 1] and H [0, 1]. Meanwhile, we construct an orthogonal function basis of the space W [0, 1] based on the use of Gram-Schmidt orthogonalization process.
For conduct of proceedings in the algorithm construction,
Thus, the coupled differential systems of Eqs. (1) -(3) can be written as follows:
with boundary conditions:
where u ∈ W [0, 1] and f ∈ H [0, 1]. Here, e T 1 u (0) e 1 = u 1 (0) , 0 Proof. Clearly, L 1 and L 2 are linear operators. Thus, it is enough to show that they are bounded. For L 1 , we need to prove that L 1 u 2
By
Schwarz inequality, we get
where
Proof. Clearly, L is a linear operator. For each u ∈ W [0, 1], using Definition 5, we have
The boundedness of L j for j = 1, 2, implies that L is bounded.
To construct an orthogonal function systems of the space
, where e 1 = (1, 0) T , e 2 = (0, 1) T and L * = diag L * 1 , L * 2 is the adjoint operator of L.
where the orthogonalization coefficients β i j lk are described in the following algorithm:
, do the following:
Stage 1: For i = 1, 2, 3, ..., and j = 1, 2, we have
Stage 2: For i = 1, 2, 3, ... and j = 1, 2 set that
Output: the orthogonalization coefficients β i j lk of the orthonormal systems ψ i j (x), and then the orthonormal function systems ψ i j (x) (∞,2) (i,j)= (1, 1) .
Here, L y indicates that the operator L applies to the function of y.
Theorem 3.2. For Eqs. (11) and (12).
is dense on [0, 1] and the solution of Eqs. (11) and (12) is unique, then the exact solution satisfies the infinite expansion form
Proof. Applying Theorem 3.2, one can easy to see that ψ i j (x)
The proof is complete.
Anyhow, the numerical solution u n (x) of u (x) for Eqs. (11) and (12) can be obtained directly by taking finitely many terms in the series representation form of u (x) for Eq. (15) as follows:
Remark 3.1. According to the basic motivation for the RKHS method in solving Eqs. (11) and (12), we notice the following two cases:
Case 1: If Eq. (11) is linear, then the approximate solution can be obtained directly from Eqs. (15) .
Case 2:
If Eq. (11) is nonlinear, then the approximate solution can be obtained by the following iterative process.
From Eq. (15), the representation form of the exact solution of Eqs. (11) and (12) can be written as
). Prior to apply of the proceedings, set x 1 = 0, that is, u (x 1 ) is known from the boundary conditions of Eq. (12) , which implies that the exact value of f (x 1 , u (x 1 ) , u (x 1 )) is also known. From a different viewpoint, for numerical computations, we define initial data u 0 (x 1 ) = u (x 1 ) = 0 (or choose any fixed u 0 (x) in W [0, 1]) and the n-term approximation to u (x) by
where the coefficients B i j ofψ i j (x) are given by
Hence, Eq. (18) is obtained by substituting the coefficients of Eq. (19) in (20) , which satisfies the boundary conditions of Eq. (12).
Convergence Analysis of iterative Technique
In this section, we will show that u n (x) in the above iterative formula is converge to the exact solution u (x) of Eqs. (11) and (12) . Proof. For each z 1 ∈ W 5 2 [0, 1], then z (i)
. Thus, we have that
Theorem 4.1. If u n−1 − u W → 0, x n → y (n → ∞), u n W is bounded, and f (x, u (x) , u (x)) is continuous for x ∈ [0, 1], then f (x n , u n−1 (x n ) , u n−1 (x n )) → f (y, u y , u y ) as n → ∞.
Proof. First of all, we note that u n−1 (x n ) − u y = u n−1 (x n ) − u n−1 y + u n−1 y − u y ≤ u n−1 (x n ) − u n−1 y + u n−1 y − u y ≤ u n−1 (ξ 1 ) x n − y + u n−1 y − u y , ξ 1 lies between x n and y.
By Lemma 4.1, it is known that u n−1 y − u y ≤ K 0 u n−1 − u W , which yields |u n−1 (s) − u (s)| → 0 as n → ∞, and u n−1 (ξ 1 ) ≤ K 1 u n−1 W . By boundedness of u n−1 (x) W , one gets that u n−1 (x n ) − u y → 0 as n → ∞. Now, we will show that u n−1 (x n ) → u y as follows 
Similarly, it is known that u n−1 y − u y ≤ K 1 u n−1 − u W , which yields u n−1 y − u y → 0 as n → ∞, and u n−1 (ξ 2 ) ≤ K 2 u n−1 W . Thus, u n−1 (x n ) − u y → 0 as n → ∞. From the continuation of f (x, u (x) , u (x)), it is implies that f (x n , u n−1 (x n ) , u n−1 (x n )) → f (y, u y , u y ) as n → ∞. Proof. First of all, we will prove the convergence of u n (x). From Eq. (19) , we get that u n+1 (x) = u n (x) + 2 j=1 B (n+1) jψ(n+1)j (x). By the orthogonality of ψ i j (x) (∞,2) (i,j)=(1,1)
, it follows that ||u n+1 || 2
Due to the condition that ||u n || W is bounded, ||u n || W is convergent as n → ∞. Then, there exists a constant α such that
Consequently, as n, m → ∞, we have ||u m − u m−1 || 2 W → 0 as soon as Secondly, we will show that u (x) is the solution of Eqs. (11) and (12) . From Eq. (19), we have
For l = 1, we have (Lu) j (x 1 ) = f j x 1 , u 0 (x 1 ) , u 0 (x 1 ) , j = 1, 2, that is, Lu (x 1 ) = f x 1 , u 0 (x 1 ) , u 0 (x 1 ) . Also, for l = 2, we have (Lu) j (x 2 ) = f j x 2 , u 1 (x 2 ) , u 1 (x 2 ) , j = 1, 2, that is, Lu (x 2 ) = f x 2 , u 1 (x 2 ) , u 1 (x 2 ) . Hence, the general pattern formula can be written as Lu (x n ) = f x n , u n−1 (x n ) , u n−1 (x n ) . Since {x i } ∞ i=1 is dense on [0, 1], for every y ∈ [0, 1], there exists subsequence x n j ∞ j=1 such that x n j → y as j → ∞. Here, it is easy to see that Lu x n j = f x n j , u n j −1 x n j , u n j −1 x n j . Therefore, let j → ∞, then by Proof. Suppose that u (x) and u n (x) are given by Eqs. (15) and (17) , respectively. Then, we have
, which implies that ε n−1 ≥ ε n and shows the error ε n is monotone decreasing with regards to ||·|| W . But on the other aspect as well, from Theorem 3.3, we know
Numerical Outcomes
In this section, the proposed method is applied to demonstrate the simplicity and effectiveness for some systems of BVPs. The method is implemented in a direct way without using transformation, linearization or restrictive assumptions. Numerical results indicate that the present approach is very convenient for solving such systems. Anyhow, we all know that the algorithm is a finite sequence of rules for performing computations on a computer such that at each instant the rules determine exactly what the computer has to do next. Next algorithm is utilized to implement a procedure to solve the coupled differential system of Eqs. (1) -(3) numerically in terms of its grid points based on RKHS method. 
B i jψi j (x), and then stop.
Using RKHS algorithms, taking x i = i−1 n−1 , i = 1, 2, ..., n in u n (x i ) of Eq. (17), and applying Algorithms 3.1 and 5.1 throughout the numerical computations; some graphical results, tabulate data, and numerical comparison are presented and discussed quantitatively at some selected grid points on [0, 1] to illustrate the approximate solution for the following coupled differential system of fourth and second-order BVPs.
Example 5.1. Consider the linear differential system in following form:
with the boundary conditions
where x ∈ [0, 1] in which f 1 (x) and f 2 (x) are chosen such that the exact solutions are u (x) = x(1 − x)e x(1−x) and u 2 (x) = sinh (x (1 − x) ).
Example 5.2. Consider the nonlinear differential system in following form:
where x ∈ [0, 1] in which f 1 (x) and f 2 (x) are chosen such that the exact solutions are u (x) = 1.5x 3 (x − 1) 3 cosh e x+1 and u 2 (x) = x(x − 1) cos (x).
Example 5.3. Consider the nonlinear differential system in following form:
where x ∈ [0, 1] in which f 1 (x) and f 2 (x) are chosen such that the exact solutions are
The agreement between exact and approximate solution is investigated for Examples 5.1, 5.2, and 5.3 at several x values in [0, 1] by computing the absolute and relative errors and summarized in Tables 1, 2, 3 , 4, 5, and 6, respectively. From the tables, it is clear that the approximate solutions are in close agreement with exact solutions for all examples, while the accuracy is in advanced by using only few tens of the RKHS iterations. Here, we can conclude that higher accuracy can be achieved by computing further RKHS iterations. The numerical values of absolute errors for Example 5.3 have been plotted in Figures 1 and 2 , respectively. As the plots show, the values of approximate solution various smoothly along the x-axis by satisfying their conditions of the corresponding systems. We recall that the accuracy and duration of simulation depend directly on size of the steps taken by the solver. Generally, decreasing step size increases accuracy of the results, while increasing the time required to simulate the problem. 
Concluding remarks
The reproducing kernel algorithm is practical and useful to solve not only the differential but also the integral equations. Recently, many authors take in their accounts the efficiency of this method. Meanwhile, this paper explores more large scale to apply RKHSs for solving differential systems of different orders. To do so, we construct appropriate Hilbert spaces, and we simplify the used algorithms and computations step by step. As a consequence, we come up with these results; firstly, the obtained solutions are smooth and uniformly convergent to the approximate ones; secondly, the efficient way to get the solution because that the error converges to zero in the norm space; thirdly, the capability of the process to handle different interesting numerical examples; fourthly, no time discretization is considered for computations. As a result, the current study shows how RKHSs method incorporates attractive features. In the future, we can handle more applications into our method. In process of computation, all the symbolic and numerical results are performed by using MAPLE 13 software package.
Appendices
Proof. [Proof of Theorem 2.2] By using the tabular integration by parts of 
x (x − 0) , i = 0, 1, ..., 8,
x (x + 0) = 1, then, the unknown coefficients c i (x) and d i (x), i = 0, 1, ..., 9 of Eq. (9) can be obtained as in Remark 7.2. This completes the proof. x −120 + 126x − 10x 2 + 5x 3 − x 4 , b 3 (x) = 1 1872
x −120 − 30x − 10x 2 + 5x 3 − x 4 , a 4 (x) = 1 3744
x −36 + 30x + 10x 2 − 5x 3 + x 4 , b 4 (x) = 1 3744
x 120 + 30x + 10x 2 − 5x 3 + x 4 , a 5 (x) = 1 18720
156 − 120x − 30x 2 − 10x 3 + 5x 4 − x 5 , b 5 (x) = 1 18720
x −120 − 30x − 10x 2 + 5x 3 − x 4 .
