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We have extended the semi-classical theory to include a general account of matrix valued Hamil-
tonians, i.e. those that describe quantum systems with internal degrees of freedoms, based on a
generalization of the Gutzwiller trace formula for a n × n dimensional Hamiltonian H(pˆ, qˆ). The
classical dynamics is governed by n Hamilton-Jacobi (HJ) equations, that act in a phase space
endowed with a classical Berry curvature encoding anholonomy in the parallel transport of the
eigenvectors of H(pˆ → p, qˆ → q); which describe the internal structure of the semi-classical par-
ticles. This Berry curvature is a fully classical object and is, in that sense, as fundamental to the
semi-classical theory of matrix Hamiltonians as the Hamilton-Jacobi equations. At the O(~1) level,
it results in an additional semi-classical phase composed of (i) a Berry phase and (ii) a dynamical
phase resulting from the classical particles “moving through the Berry curvature”. We show that
the dynamical part of this semi-classical phase will, generally, only be zero only for the case in which
the Berry phase is topological (i.e. depends only on the winding number). We illustrate the method
by calculating the Landau spectrum for monolayer graphene, the four-band model of AB bilayer
graphene, and for a more complicated matrix Hamiltonian describing the silicene band structure.
Finally we apply our method to an inhomogeneous system consisting of a strain engineered one
dimensional moire´ in bilayer graphene, finding localized states near the Dirac point that arise from
electron trapping in a semi-classical moire´ potential. The semi-classical density of states of these
localized states we show to be in perfect agreement with an exact quantum mechanical calculation
of the density of states.
PACS numbers:
I. INTRODUCTION
In the ~ → 0 limit the behaviour of quantum sys-
tems can be expressed in terms of the classical phase
space trajectories. For one dimensional scalar problems
the WKB method1–3 yields semi-classical wavefunctions
and energy levels, an approach that can be general-
ized to both integrable multi-dimensional systems (EKB
torus quantization4), as well as to systems with multi-
component wave functions5–11. In the latter case, how-
ever, the multi-component wavefunction matching inher-
ent in the WKB approach rapidly becomes prohibitively
cumbersome as the number of components increases.
The Gutzwiller trace formula circumvents this match-
ing problem by giving a direct expression for the semi-
classical density of states. It is, furthermore, valid for
systems with a non-integrable (i.e., chaotic) classical
limit. While generalizations of the trace formula for
the multi-component case have been presented for spe-
cific matrix Hamiltonians such as the relativistic Dirac
Hamiltonian12–17 and the Dirac-Weyl Hamiltonian of
graphene18,19, a general multi-component version of the
trace formula has not been considered. In the solid
state theory context, however, a semi-classical method
applicable to arbitrary matrix Hamiltonians would be ex-
tremely useful. This is so for two reasons. Firstly, in
many systems, for instance few layer graphenes, topo-
logical insulators, and semiconductors, one encounters
multi-band effective Hamiltonians and hence multicom-
ponent wavefunctions. Secondly, and perhaps most im-
portantly, in the emerging class of low dimensional ma-
terials one very often encounters structural deformations
occurring on length scales far in excess of the lattice con-
stant. Such deformations are very difficult to treat fully
quantum mechanically (due to the huge unit cell sizes
involved) while at the same time presenting a natural
case for a semi-classical treatment (due to the slowly
varying spatial deformation). Examples include flexu-
ral ripples in graphene20, rotational stacking faults in
few layer graphene systems21–24, the recently discovered
partial dislocation networks in few layer graphenes25–27,
and graphene nanostructures for which interesting semi-
classical work already exists28. A general semi-classical
approach for treating such systems thus has the potential
of providing a very useful investigative tool.
The purpose of the present paper is therefore twofold:
(i) to generalize the Gutzwiller trace formula to the
case of arbitrary matrix-valued Hamiltonians and (ii) to
demonstrate that the semi-classical approach yields an
accurate and tractable scheme for the treatment of defor-
mations in graphene based systems. To that end, we will
first focus on fundamental theory and some simple appli-
cations, and in the final part of the paper consider ap-
plication of the theory to a realistically complex example
of a deformation in bilayer graphene, a one dimensional
strain moire´.
Let us briefly outline the differences between the
matrix-valued case and the scalar case within a semi-
classical treatment. At O(~0) a scalar Schro¨dinger equa-
tion reduces to the Hamilton-Jacobi equation of classical
mechanics. For a n× n Hamiltonian, however, there are
two important differences in the O(~0) classical struc-
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2tures. Firstly, we obtain n Hamilton-Jacobi equations,
some of which may be identical. This situation arises,
for instance, in the ~ → 0 limit of the Dirac equation12,
where each of the two Hamilton-Jacobi equations (for
particles and antiparticles) is twice degenerate - in the
limit ~ → 0 there is no spin and hence one obtains two
pairs of degenerate equations. As for the case of ordi-
nary perturbation theory, such degenerate cases require
a special treatment. Secondly, the Hamiltonian phase
space is found to be endowed with a classical Berry cur-
vature arising from anholonomy in the transport of the
eigenvectors Vˆα of H(pˆ → p, qˆ → q) around the clas-
sical orbits. In contrast to the scalar case, for multi-
band quantum Hamiltonians the semi-classical particle
types have “internal structure” (pseudospin structure in
the case of graphene, for example) and it is this that is
encoded in the classical eigenvectors of H(p,q); the clas-
sical Berry curvature is thus a direct consequence of the
internal degrees of freedom of the underlying quantum
system.
At O(~) we obtain an equation for the amplitude that
is transported along the classical orbits described by the
Hamilton-Jacobi equations of motion. In contrast to the
scalar case, for a matrix Hamiltonian this amplitude ac-
quires an addition phase resulting from the O(~0) Berry
curvature which, for non-degenerate systems, consists of
(i) a geometric phase and (ii) a dynamical phase acquired
by transport of the classical particle through this Berry
curvature. The geometric part of this phase depends only
on individual Hamilton-Jacobi orbits, while the dynami-
cal phase couples all the n Hamilton-Jacobi systems. For
degenerate systems one finds the non-Abelian analogue
of the Berry curvature and phase. The existence of a dy-
namical phase related to the Berry curvature (in addition
to the usual geometric phase) is somewhat unusual, and
reflects the fact that we have a transport equation for the
amplitude function and not the semi-classical vectors Vˆα.
Our approach differs from that taken by Carmier and
Ullmo18 in their semi-classical study of graphene and 2-
band bilayer graphene in that their description begins
with the energy dependent Greens function, which then
enforces a complex matching procedure for the boundary
condition of this function; as in the case of the WKB
method, this becomes prohibitively cumbersome for a
general matrix valued Hamiltonian. Following Bolte and
Keppeler12 we implement the boundary conditions for
the Greens functions at the level of the time dependent
Greens functions, which allows an elegant solution that
circumvents the boundary matching problem.
The procedure leading from an arbitrary matrix valued
Hamiltonian to the density of states is presented as an
explicit set of steps, and we apply it to a number of cases
where the exact solution is known: the Landau spectra
of graphene, a 4-band model of bilayer graphene, and
silicene. As one would expect, the agreement between the
exact and the semi-classical results becomes considerably
degraded at low energies, and in particular for bilayer
graphene the zero mode found in the exact solution is not
captured within the semi-classical approximation (and is,
of course, also not captured in the 2-band approximation
to this problem18). It is therefore by no means obvious
that a semi-classical approach is suitable for graphene
based systems with slowly spatial deformations, as one is
always interested in the low energy behaviour.
To explore this situation more closely we consider a re-
alistic example of such a deformation: a one dimensional
strain moire´ in bilayer graphene, which serves as an in-
structive analogue of the graphene twist bilayer30, two
mutually rotated layers of graphene. The twist bilayer
displays extraordinarily rich electronic structure in small
angle limit21–24,29,31 (i.e., as the moire´ length becomes
large), and in particular a strong electron localization
on the AA stacked regions of the lattice. We present
an analytical semi-classical analysis of the strain moire´,
finding that: (i) at the Dirac point the action is orders of
magnitude larger than ~ when the moire´ length becomes
large compared to the lattice constant - thus validating
the semi-classical approach - and (ii) that the electron
localization is driven by the existence of a semi-classical
potential well centered at the AA spots, that arises from
the stacking potential in the quantum Hamiltonian. We
should stress that this “potential well” picture, which
provides a very natural description of charge localiza-
tion, is fundamentally semi-classical: no such “poten-
tial well” could localize quantum mechanically due to
the Klien paradox which prevents localization of elec-
trons in graphene by a scalar potential. We further-
more find an analytical form for the semi-classical density
of states arising from electrons trapped in this poten-
tial well, which we show to be in almost perfect agree-
ment with exact quantum mechanical calculations. This
demonstrates both that the semi-classical approach pro-
vides a valid tool for investigating slow deformations in
few layer systems, as well as the insight it can bring into
the physics of these rather complex systems. It should
be stressed that treating such a system on the basis of
either the standard WKB approach (in principle possi-
ble as we have an effective one-dimensional system), or
that of Ref. 18, could not be contemplated due to the ex-
traordinarily complexity of the matching procedure that
would be involved.
II. SEMI-CLASSICS FOR MATRIX VALUED
HAMILTONIANS
We consider Schro¨dinger’s equation for the Greens
function G(r, r′, t) with a matrix-valued Hamiltonian Hˆ
i~∂tG(r, r′, t) = Hˆ(−i~∂i, xi)G(r, r′, t) (1)
and the boundary condition
G(r, r′, 0) = 1nδ(r− r′). (2)
3We assume that Hˆ is analytic in −i~∂i, or more
precisely that for all smooth test functions Φ the
matrix Hˆ(∂iΦ, xi) is analytical in ∂iΦ. We further
assume that the Hamiltonian may be decomposed as
Hˆ = HˆD(−i~∂i) + Hˆx(xi), in which HˆD is a matrix
containing only derivatives (such as momentum opera-
tors) and Hˆx contains only coordinate functions such
as potentials. This restriction is easily lifted without
qualitatively changing what follows, however it covers
most physical situations and simplifies the analysis so we
retain it. Finally, we introduce the following convention:
the primed coordinates are initial coordinates with the
non-primed ones the final coordinates on a classical
trajectory.
Let us first derive an expression for the time depen-
dent Greens function using a generalization of the ansatz
provided by Bolte and Keppeler12. If Hˆ is a n×n matrix
we search for the time-dependent Greens function of the
form
G(r, r′, t) =
1
(2pi~)d
∫
ddp′
∑
α
Vˆα(t, r,p
′) (3)
× fˆα(t, r, r′,p′)Vˆ †α (0, r′,p′)e
i
~Φα(r,r
′,p′,t).
This ansatz is completely general and could describe the
exact solution to Eq. (1), however the e
i
~Φα(r,r
′,p′,t) term
allows a WKB-like expansion in orders of ~ and, due to
the integral in Eq. (3), one can implement the boundary
condition Eq. (2) by requiring
fˆα(t = 0) = 1
Φα(t = 0) = p
′(r− r′)∑
α
Vˆα(0, r
′,p′)V †α (0, r
′,p′) = 1n
. (4)
We now assume that Vˆα = Vˆ
(0)
α +~Vˆ (1)α + ... is analytical
in ~ and insert Eq. (3) into the Schro¨dinger equation
Eq. (1) and collect terms of O(~0). This procedure leads
to the zero eigenvalue condition
(H(∂µΦα, xi) + ∂tΦα)Vˆ
(0)
α = 0. (5)
(We may drop the sum and integral in Eq. (3) as the
equation is linear.) There are evidently n solutions to this
equation which occur when the Vˆ
(0)
α are equal to the n
orthonormal eigenvectors of H(∂µΦα, xi). Denoting the
corresponding eigenvalue by Hα, we find that the zero
eigenvalue equation implies the existence of n Hamilton-
Jacobi equations
Hα = −∂tΦα. (6)
from which we then immediately identify for system α the
following objects: Hα is a classical scalar Hamiltonian,
the real scalar function Φα(r, r
′,p′, t) a classical action,
and pαµ = ∂µΦα the corresponding canonical momentum.
Thus a general n × n quantum Hamiltonian leads to n
separate classical systems at order O(~0). The full clas-
sical information is contained in the n Hamilton-Jacobi
equations (6) and the n vectors Vˆ
(0)
α .
The situation becomes more complicated if the ma-
trix H(pi, xi) has degenerate eigenvalues. In this circum-
stance recourse to degenerate perturbation theory may
be circumvented following the scheme of Bolte and Kep-
peler, in which the mα orthogonalized eigenvectors cor-
responding to the degenerate eigenfunction Hα are com-
bined into an mα × n “full degenerate eigenvector” that
evidently satisfies Vˆ
(0)†
α H(pi, xi)Vˆ
(0)
α = Hα1mα . With
the initial conditions
fˆα(t = 0) = 1m
Φα(t = 0) = p
′(r− r′)∑
α
Vˆα(0, r
′,p′)Vˆ †α (0, r
′,p′) = 1n
, (7)
the boundary condition of the Green’s function equation
is satisfied and the calculations thereafter proceed in
a formally identical way for both the degenerate and
non-degenerate cases, with the difference of course that
the rank of the various objects in the theory differs
between the two cases.
We now consider the O(~) corrections to the n
Hamilton-Jacobi equations; sewing “quantum flesh on
classical bones” to use the evocative phrase of Berry
and Mount32. The derivative operators −i~∂i in HˆD
are substituted by the canonical momenta pαµ upon act-
ing on e
i
~Φα . To generate the O(~) terms from HˆD
we should allow every matrix element
[
HˆD
]
ij
to act on
the exponential until only first order operator terms re-
main. For example, the term i~3∂i∂j∂k would generate
−i~piαpj,α∂k + (k ↔ j) + (k ↔ i). The resulting matrix
operator −i~H1D is therefore linear in first order deriva-
tives. Considering −i~H1D as a perturbation, we obtain
in first order perturbation theory the O(~) equation
Vˆ (0)†α
[
H1D + ∂t
]
Vˆ (0)α fˆα(r) = 0, (8)
which, as we shall now show, is a transport equation for
fα(r) along the classical trajectories governed by the Hα
Hamiltonian. (Note that substitution of Eq. (3) into the
Schro¨dinger equation Eq. (1), collecting terms of O(~),
and pre-multiplying by V
(0)†
α also leads to Eq. 8.) In the
case of degenerate Hamilton-Jacobi systems fα(r) will be
an mα×mα matrix; in the non-degenerate case fα(r) is a
scalar function. It is not apparent from Eq. (8) that the
n formally independent classical systems found at O(~)
are coupled at O(~) although, as we shall see, different
particle types are indeed coupled by the transport equa-
tion.
4To simplify the notation we now define
Hcl(pi, xi) := H(pi, xi) + ∂tΦα
λα = ∂tΦα +Hα
(9)
such that Eq. (5) and Eq. (6) take the form HclVˆα = 0
and λα = 0 respectively.
We now demonstrate that Eq. (8) may be written in
the form of a transport equation familiar from the scalar
case. We first note a rather obvious relation connecting
H1D and Hcl namely:
[
H1D
]
lm
=
d∑
k=1
∂pk [Hcl]lm ∂k. (10)
This identity follows from deployment of the Leibnitz
rule on the right hand side that generates all terms from
H(pi, xi) with one momentum variable removed and re-
placed by the operator ∂k, exactly the definition of H
1
D
on the left hand side. The identity Eq. (11) generalizes
a similar relation used by Carmier and Ullmo18 in their
semi-classical treatment of single layer graphene and the
two band model of bilayer graphene. In accordance with
convention we set ∂t = ∂0, ∂E = ∂p0 and make use of
the sum convention letting the sum run from µ = 0, ..., d,
where d is the space dimension. We may then compactly
write
H1D + ∂t = ∂pµHcl∂µ. (11)
and using this result can write Eq. (8) as
[
Vˆ (0)†α
[
∂pµHcl
]
∂µVˆ
(0)
α + Vˆ
(0)†
α
[
∂pµHcl
]
Vˆ (0)α ∂µ
]
fˆα(r) = 0.
(12)
Since we do not intend to calculate the higher order cor-
rections to Vˆ
(0)
α from now on we shall drop the index (0)
at all vectors Vα.
Now, following Carmier and Ullmo18 we split
Vˆ †α∂pµHcl∂µVˆα into a hermitian and an anti-hermitian
part. We denote the antihermitian part iMα:
iMα = Antiherm
(
Vˆ †α∂pµHcl∂µVˆα
)
(13)
(Note that in the case of an mα-fold degeneracy Mα is
a mα ×mα matrix.) This term includes a semi-classical
analogue of a Berry phase, as explained in detail later.
By repeatedly applying the Leibnitz rule and using the
fact that ∂pµHcl is Hermitian and ∂µ∂pµHcl = 0 (re-
call our assumption of no coordinate functions in front
of derivatives in the Hamiltonian) we see that the Her-
mitian part of Vˆ †α∂pµHcl∂µVˆα takes the following simple
form
Herm(Vˆ †α [∂pµHcl]∂µVˆα) =
1
2
∂µ(∂pαµλα). (14)
Where we have also used the Hellmann-Feynman the-
orem Vˆ †α∂γHclVα = ∂γλα. Applying the Hellmann-
Feynman theorem to the second part of Eq. (12) we find
that the equation simplifies to
[
1
2
∂µ
(
∂pαµλα
)
+
(
∂pαµλα
)
∂µ + iMα
]
fˆα(r) = 0. (15)
From Hamilton’s equations we have
(
∂pαµλα
)
= x˙µ with
x˙0 = 1 and so Eq. (15) reduces to the transport equation
[
1
2
∂µ
(
∂pαµλα
)
+
d
dt
+ iMα
]
fˆα(r) = 0, (16)
which is similar to the scalar case but with an additional
matrix Mα. It should be stressed that Mα appears only
for matrix-valued Hamiltonians. All terms in Eq. (16) are
expressed in terms of the classical orbits obtained from
the order O(~0) approximation.
Equation (16) must now be integrated along the clas-
sical orbits such that fα(r) is “transported” along these
orbits. The first two terms of this expression are
scalars, and hence the ansatz fˆα = gα(r)hˆα(r), where
gα is a scalar function that solves an auxiliary equation[
1
2∂µ
(
∂pαµλα
)
+ ddt
]
gα(r) = 0, is sensible. The term
hˆα(r) is an mα × mα matrix in case of an mα-fold de-
generacy for Hα. The expression for gα(r) with initial
condition gα(r)|t=0 = 1 is known from the scalar case
(see, for example, Refs. 33,34):
gα(r) =
√
det
(
∂(pα, t)
∂(p′, t)
)
. (17)
Inserting fˆα = gα(r)hˆα(r) into Eq. (16) yields
[
d
dt
+ iMα
]
hˆα(r) = 0, (18)
which is then solved by a time-ordered exponential (ma-
trices Mα at different times will in general not commute).
We now have all ingredients required to calculate the
time-dependent Greens function Eq. (3). The remaining
steps of the derivation now follow closely the scalar case,
and we will, therefore, be brief in the presentation. From
the initial condition Eq. (4) for the classical actions Φα
it follows that Φα = φα(r,p
′, t) − p′r′12, where φα are
as yet unknown functions. We evaluate Eq. (3) with the
stationary phase approximation to find
G(r, r′, t) ≈ 1
(2pii~) d2
∑
α,γt
gα,γt Vˆα,γt(r, t) (19)
× hˆα,γt(r, r′, t)Vˆ †α,γt(r′, 0)e
i
~Sα,γt (r,r
′,t)−ipi2 να,γt
5with
gα,γt =
√∣∣∣∣−det(∂(pα,γt , t)∂(r′, t)
)∣∣∣∣. (20)
Here the stationary phase applied to the p′ integral has
enforced the sum over γt to be over all classical paths
leading from r′ to r within the time interval t. The ac-
tions Sα,γt(r, r
′, t) are the classical actions that solve the
Hamilton-Jacobi equations with this requirement. Addi-
tionally, να,γt is the path specific time-dependent Maslov
index (or Morse index) that arises from taking the ab-
solute value in the expression for gα,γt . The Morse in-
dex accounts for the sign changes of the determinant un-
der the square root, which occurs when the Lagrangian
manifold corresponding to the dynamics of the Hamilto-
nian Hα develops a fold (see, for example, the book of
Cvitanovic35). In a one dimensional problem this simply
corresponds to the turning points of the classical path at
which the Greens function picks up a phase pi2 .
We now determine the retarded energy-dependent
Greens function
G(r, r′, E) = lim
→0
1
i~
∫ ∞
0
dtG(r, r′, t)e
i
~ (E−i)t. (21)
within the stationary phase approximation. The calcu-
lation is again almost identical to the scalar case and we
thus, for brevity of presentation, refer the reader to the
standard literature for the scalar Gutzwiller formula (see,
for example, Ref. 35) and quote the result of the station-
ary phase approximation for the matrix valued case:
G(r, r′, E) ≈ 1
i~(2pii~)(d−1)/2
∑
α,γE
gα,γE (22)
× Vˆα,γE (r, r′)hˆα,γE (r, r′)Vˆ †α,γE (r′, r′)
× e i~Sα,γE (r,r′,E)−ipi2 να,γE ,
where
gα,γE =
√√√√∣∣∣∣∣− 1r˙‖α,γE , r˙‖′α,γE det
(
∂2S(r, r′, E)
∂r⊥∂r⊥′
)∣∣∣∣∣, (23)
and where the stationary phase condition now sets the
summation to be on the classical energy shell. In this
expression S(r, r′, E) is now the energy-dependent ac-
tion, and γE are all classical paths connecting r and r
′ at
energy E. As is customary within a semi-classical formu-
lation we have chosen a coordinate system with one axis
parallel (‖) to the trajectory and the other coordinates
perpendicular (⊥) to the trajectory. Similar to Eq. (21),
να,γE is the Maslov index and counts the sign changes of
the expression under the absolute value in gα,γE .
We can now calculate the density of states simply by
taking a trace over positions and over the matrix struc-
ture
d(E) = − 1
pi
lim
→+0
Im {tr [G(r, r′, E + i)]} . (24)
The calculation of the position trace is, once again, iden-
tical to the scalar case which, following the standard pro-
cedure, evaluated in a stationary phase approximation
for perpendicular coordinates and without any approx-
imation (but assuming isolated orbits) for the parallel
coordinates. This yields for the density of states
dosc(E) =
∑
α,γ◦E
Im
(
iT pα,γ◦E
~pi
tr
(
hˆα,γ◦E
)
× e
i
~Sα,γ◦E
−ipi2 να,γ◦E√∣∣det (Jα,γ◦E − 12(d−1))∣∣
)
(25)
where the position trace restricts the summation to the
closed orbits and the stationary phase condition picks
up only periodic orbits γ◦E , and where the monodromy
matrix J is given as
Jα,γ◦E =
∂(p⊥α,γ◦E , x
⊥
α,γ◦E
)
∂(p⊥′α,γ◦E , x
⊥′)
∣∣∣∣∣
(x⊥
α,γ◦
E
,p⊥
α,γ◦
E
)∈γ◦E
, (26)
and which describes the stability of an orbit with respect
to small deviations of the initial positions and momenta.
It is evaluated for the orbit γ◦E and is independent of the
point on the orbit which we choose for its evaluation35.
The Maslov index is να,γ◦E and it is important to note
that, in general, it is not the same as the Maslov in-
dex in Eq. (23). For one dimensional systems, however,
these indices coincide. Lastly T pα,γ◦E
is the time needed
to traverse the primitive orbit (primitive means travers-
ing the orbit only once). Note that this result is valid
only for the extended orbit contributions. For the short
orbits the exponential is not a fast oscillating function
and the stationary phase approximation is inadmissible.
Equation (25) provides the so-called oscillatory part of
the density of states.
For the non-degenerate case the M phase is a scalar,
and thus Eq. (18) may be immediately solved to yield
hαγ◦E = e
i
∫ Tα,γ◦
E
0 dtMα , leading to a simpler Gutzwiller
formula
dosc(E) =
∑
α,γ◦E
[
T pα,γ◦E
~pi
(27)
×
cos
(
1
~Sα,γ◦E − pi2 να,γ◦E +
∫ Tα,γ◦
E
0 dtMα
)
√∣∣det (Jα,γ◦E − 12(d−1))∣∣
]
,
6an expression that, in fact, differs from the scalar formula
only by the addition of the Mα phase.
A. Relation between the semi-classical phase and
the Berry phase
The semi-classical Mα phase appearing in the ma-
trix generalization of the Gutzwiller equation has been
discussed by Carmier and Ullmo18 in the context of
graphene and a 2-band model of bilayer graphene. These
authors concluded that for quantum Hamiltonians with
no mass term, but arbitrary field V (r), this phase was ex-
actly the classical analogue of the adiabatic Berry phase.
Here we wish to show that this semi-classical phase, that
would seem to appear only at O(~), is in fact a manifes-
tation of a deeper O(~0) classical structure in the semi-
classical theory of matrix Hamiltonians. The full form of
this phase for the α HJ system is given by
∫ T
0
dt Mα =
∫ T
0
dt =V †α
[
∂pµHcl
]
∂µVα (28)
where for simplicity of notation we consider the case of
non-degenerate Hamilton-Jacobi equations (the general-
ization is straightforward). Switching from 4-vector no-
tation to separate space and time derivatives we have for
Mα
V †α
[
∂pµHcl
]
∂µVα = V
†
α [∂piH] ∂iVα + V
†
α∂tVα (29)
If we insert into the right hand side of this equation H =∑
β HβVβV
†
β we then find for the integrand
=
x˙µV †α∂iVα + V †α∂tVα +∑
β
HβV
†
α∂pi(VβV
†
β )∂iVα
 ,
(30)
the first two terms of which are evidently the total time
derivative
=V †αdtVα, (31)
i.e., represent a Berry phase that depends only on the ge-
ometry of the classical path (as the total time derivative
allows us to eliminate time from the integral
∫ T
0
dtV †αdtVα
by a change of variables). We write this, for a general 2d
parameter space (d is the dimension of space) and using
the notation R = (x1, x2, . . . , xd, p1, p2, . . . , pd), as
∫
Σ
1
2
FαµνdR
µ ∧ dRν (32)
where Fαµν = ∂µAαν − ∂νAαµ is the Berry curvature
tensor, Aαµ = iV
†
α∂µVα the Berry connection for the α
Hamilton-Jacobi system, and Σ a hyper-surface in the 2d
Hamiltonian phase space. Note that the Greek indices µ,
ν now run over the 2d dimensions of phase space in the
vector R.
What is the third term of Eq. (30)? Evaluation of the
derivative ∂pi(VβV
†
β ) and insertion of the identity opera-
tor yields
=
∑
β
(Hβ −Hα)(V †α∂piVβ)(V †β ∂iVα) (33)
(note that the α = β term is identically zero in this sum).
Using =X = −i(X −X∗)/2 we may write this as
− i
2
∑
β
(Hβ −Hα)
[
(V †α∂piVβ)(V
†
β ∂iVα)
− (V †α∂iVβ)(V †β ∂piVα)
]
(34)
which has some resemblance to the antisymmetric struc-
ture of the Berry curvature tensor,
Fαµν = i
∑
β
(
(V †α∂νVβ)(V
†
β ∂µVα)
− (V †α∂µVβ)(V †β ∂νVα)
)
. (35)
Eq. (34), however, contains only terms diagonal in di-
mension and that have mixed p and x derivatives, while
the curvature tensor contains all possible combinations
of these indices. However, by contracting the curvature
tensor with the symplectic matrix Ω we find
1
4
ΩµνFαµν =
i
2
∑
β
[
(V †α∂piVβ)(V
†
β ∂iVα)
− (V †α∂iVβ)(V †β ∂piVα)
]
(36)
which is, apart from the weight factor (Hβ −Hα), iden-
tical to Eq. (34).
We may therefore express the semi-classical phase as
∫
dtMα =
∫
Σ
1
2
FαµνdR
µ ∧ dRν (37)
− 1
4
∫
dt
∑
β
(Hβ(R(t))− E)ΩµνFαβµν(R(t))
where we have introduced the β state part of the curva-
ture tensor:
Fαβµν =
[
(V †α∂µVβ)(V
†
β ∂νVα)− (V †α∂νVβ)(V †β ∂µVα)
]
(38)
and used the fact that on the α orbit we have Hα = E.
7Eq. (37) has a simple visual interpretation. The first
term is the geometric Berry phase while the second term
is clearly dynamical, and represents the time integral
of the classical particle moving through a Hamiltonian
phase space endowed with a Berry curvature. Contrac-
tion of the Berry curvature with the symplectic matrix
yields a scalar, and in the line integral this is, for each
semi-classical vector β, weighted by the energy separa-
tion of the β manifold and the α particle orbit: (Hβ−E).
This term evidently encodes the coupling between the n
non-degenerate Hamilton-Jacobi systems.
One might wonder how important is the dynamical
part of the semi-classical phase. As we will subsequently
show, in the case of silicene (which has an explicit mass
term) this term in the semi-classical phase considerably
improves the accuracy of the theory.
Structure of the dynamical semi-classical phase: The
structure of the Berry curvature depends, as usual, on
the degeneracy structure, in this case of the semi-classical
energy manifolds. It is worthwhile exploring this point,
and to that end we insert the formula for the matrix
element of the derivative of an eigenvector
V †β (∂µVα) =
V †β (∂µH)Vα
Hα −Hβ (39)
into Fαβµν to find
Fαβµν = −
V †α (∂µH)VβV
†
β (∂νH)Vα
(Hβ −Hα)2
+
V †α (∂νH)VβV
†
β (∂µH)Vα
(Hβ −Hα)2 (40)
The structure of Fαβµν is thus dominated by degeneracies
amongst the classical eigenvalues. The geometric part of
the semi-classical phase, of course, depends on the global
structure of the Berry curvature Fαµν =
∑
β Fαβµν . This
structure is, however, equally important for understand-
ing the dynamical phase. In particular, if the Berry cur-
vature is a δ-function - the case for which the Berry
phase is “topological”, i.e., depends only on the wind-
ing number around the pole - then any classical trajec-
tory that does not pass through such a source will have
zero for the line integral in Eq. (37). In other words,
if the semi-classical Berry phase is topological then the
semi-classical dynamical phase is zero. A special case of
this is the graphene Dirac-Weyl Hamiltonian in the pres-
ence of arbitrary V (r) but with no mass term σzφ(r).
In such a situation the degeneracy at the Dirac point is
preserved, the curvature retains the Delta function struc-
ture, and hence the semi-classical phase will coincide with
the Berry phase, as stated by Carmier and Ullmo18.
B. Treating the case of orbit degeneracies
If the Hamiltonian has one or more cyclic coordinates,
then the stationary phase approximation for these coor-
dinates cannot be applied. Furthermore, if orbits are not
isolated the trace over starting positions is not given by
the integral
∮ dx‖
x˙‖
= T p as this clearly assumes a single
closed orbit (here T p, as before, denotes the time period
of a primitive orbit i.e. the time to travel once around a
closed orbit). We consider here the case where only one
coordinate xn is non-cyclic and indicate how this result
may be (straightforwardly) generalized. The method pre-
sented here differs from that of Carmier and Ullmo18 in
that we derive a solution constructively, beginning at the
level of the transport equation, whereas in Ref. [18] the
treatment of orbit degeneracies is performed post a gen-
eral solution of the transport equation. The two methods
are, however, equivalent.
For the case of a single non-cyclic coordinate the trans-
port equation takes on the much simpler form
(
1
2
∂n∂pn +
d
dt
+ iMα
)
fˆα = 0. (41)
with the solution
fˆα =
√√√√√
(
∂pαn
∂x′n
)
(
∂pα′n
∂x′n
) hˆα (42)
this result for fα gives a new expression for the time-
dependent Greens function
G(r, r′, t) ≈
∫
dp1...dpn−1
i1/2(2pi~)d−1/2
∑
α,γt
gα,γt Vˆα,γt(r, r
′) (43)
× hˆα,γt(r, r′)Vˆ †α,γt(r, r′)e
i
~Sα,γt (r,r
′,t)−ipi2 να,γt
where
gα,γt =
√∣∣∣∣−∂(pα,γt , t)∂(x′n, t)
∣∣∣∣ (44)
while similarly for the energy dependent Greens function
we find
G(r, r′, E) ≈
∫
dp1...dpn−1
i~(2pi~)d−1
∑
α,γE
gα,γE (45)
× Vˆα,γE (r, r′)hˆα,γE (r, r′)Vˆ †α,γE (r′, r′)
× e i~Sα,γE (r,r′,E)−ipi2 να,γE
where
8gα,γE =
√∣∣∣∣− 1x˙αnα,γE x˙α′nα,γE
∣∣∣∣ (46)
From the energy dependent Greens function may then be
found the oscillatory part of the density of states:
dosc(E) = 2
∫ ∑
α,γ◦E
ddxdp1,α,γ◦E ...dpn−1,α,γ◦E
(2~pi)d
1
|x˙α,γ◦En |
× Im
(
ie
i
~Sα,γ◦E
−ipi2 να,γ◦E tr(hˆα,γ◦E )
)
. (47)
For problems with only one non-cyclic coordinate the 0
length orbit contribution to the density of states has a
very similar form
d0(E) =
∫
ddxddpα
(2pi~)d
δ(E −Hα) (48)
=
∑
γ◦E
∫
ddxddpα
(2pi~)d
δ
(
∂Hα
∂pn
∣∣∣∣
γ◦E
(pn − pnγ◦E )
+
∂Hα
∂xn
∣∣∣∣
γ◦E
(xn − xn,γ◦E )
)
≈
∑
γ◦E
∫
ddxdp1,α,γ◦E ....dpn−1,α,γ◦E
(2pi~)d
1∣∣x˙n,α,γ◦E ∣∣ ,
where objects with the index γ◦E label different solu-
tions to the Hamilton-Jacobi equations. Consistent with
the notion that we are treating very small action orbits
we have expanded the argument of the Dirac δ-function
about zero position and momentum, deployed a 0 length
approximation (xn − xn,γ◦E ) ≈ 0, and subsequently used
Hamilton’s equation to arrive at the final result.
It is straightforward to generalize the procedure to
problems with arbitrary combinations of cyclic and non-
cyclic coordinates with the only change for more than
one non-cyclic coordinate is the reappearance of a mon-
odromy matrix in the density of states which is, however,
then restricted to the space of the non-cyclic coordinates.
C. Density of states for 1D problems: a
generalized Bohr-Sommerfeld quantization condition
In the case that the action, the semi-classical phase,
and the Maslov index do not depend on initial positions
(and the Hamilton-Jacobi equations are non-degenerate)
then d0(E) and dosc(E) may be straightforwardly com-
bined and the Dirac comb identity used to yield an ex-
pression for density of states in terms of delta functions:
d(E) = d0(E) + dosc(E) (49)
=
∫ ∑
α,γ◦E,p,n
ddxdp1,α,γ◦E,p ...dpn−1,α,γ◦E,p
(2~pi)d
1
|x˙α,γ
◦
E,p
n |
× δ
(
Sα,γ◦E,p
2pi~
−
να,γ◦E,p
4
+
1
2pi
∫ Tα,γ◦
E,p
0
dtMα − n
)
,
where γ◦E,p denotes once more a primitive orbit. From
the δ-function one can read off a generalization of the
Bohr-Sommerfeld quantization condition which is given
as
Sα,γ◦E,p
2pi~
−
να,γ◦E,p
4
+
1
2pi
∫ Tα,γ◦
E,p
0
dtMα − n = 0 (50)
D. Summary of semi-classical steps towards the
density of states
We briefly present a summary of the steps required
to obtain the oscillatory density of states for a generic
matrix Hamiltonian Hˆ(−i~∂i, xi):
Reverse quantization: In the Hamiltonian
Hˆ(−i~∂i, xi) replace −i~∂i → pi = ∂iS. One thus
finds the matrix H(pi, xi).
Introducing a set of classical particle types: Determine
the eigenvalues Hα of H(pi, xi) and corresponding nor-
malized eigenvectors Vˆα for EVˆ = Hˆ(pi, xi)Vˆ . In the
case of degenerate eigenvalues Hα orthonormalize the
corresponding eigenvectors and write them next to each
other as columns giving the “full eigenvector” Vˆα (an
mα × n matrix with mα the degeneracy number of the
α’th set of distinct eigenvalues).
Solving the classical problems: The eigenvaluesHα cor-
respond to Hamilton-Jacobi equations E = Hα, which
must be solved for the actions Sα,γ◦E of all periodic orbits
γ◦E at energy E.
Determining the Maslov indices: Calculate the Maslov
index να,γ◦E for each orbit, which is given by the sum
of all sign changes of (i) r˙
‖
α,γ◦E
(the velocity along the
orbit) and (ii) det(12(d−1) − Jα,γ◦E ) (see Eq. (25) for the
definition of Jα,γ◦E ). In a the case of a one dimensional
problem the Maslov index is just the number of classical
“wall-reflections” (i.e. sign changes of ∂p∂x ) along the orbit
in phase space.
Calculating the semi-classical phase: Express the
Vα,γ◦E in terms of xi and use Eq. (28) to calculate Mα.
The density of states: The expressions resulting from
the previous steps must then be entered into Eq. (25) or,
in the case of non-isolated orbits and cyclic coordinates,
into Eq. (47) and the integrals over the cyclic coordinates
performed.
9The procedure for obtaining the semi-classical Greens
functions is almost the same, however, it includes non-
closed orbits and, as is well known (see for example
Ref. 35), classification of all possible such orbits is a dif-
ficult problem, and this procedure is rarely used to ex-
plicitly evaluate the Greens function.
The above steps present a systematic “recipe” for cal-
culating the semi-classical density of states of an arbi-
trary matrix valued Hamiltonian. In the next two sec-
tions we will apply this procedure first to a number of
systems for which the exact quantum mechanical result
is known (Section III), as well as subsequently (in Sec-
tion IV) to a problem, the one-dimension strain moire´
in bilayer graphene, for which the quantum result may
only be obtained numerically (the semi-classical result,
however, remains of simple analytical form).
III. SEMI-CLASSICS FOR EXACTLY
SOLVABLE SYSTEMS
As a first test of the semi-classical procedure outlined
in the previous sections we consider a number of cases
for which the exact analytical solution is known.
Single layer graphene: We first consider a single layer
of graphene in a uniform out-of-plane magnetic field. The
Hamiltonian is thus simply the Dirac-Weyl operator with
minimal substitution:
Hˆg = vF Πˆσ; Π1 = ~k1 + eBx2; Π2 = −i~∂2, (51)
and where we have employed the Landau gauge so that k1
is a good quantum number of the problem. This system
has been treated by Carmier and Ullmo18, and we thus
omit details of the derivation. The final result, which
agrees with that given in Ref. 18, is given by
d(E) =
∞∑
n=−∞
A|E|
~2v2F
δ
(
E2
2v2F eB~
− n
)
=
eBA
2pi~
∞∑
n=−∞
δ(E − En)
. (52)
4-band model of bilayer graphene: A much more difficult
system to treat in any method that employs a match-
ing procedure is the full four-band model of AB stacked
bilayer graphene (in Ref. 18 only the two band down-
folded version of the full Hamiltonian was treated). We
take the simplest model of this material in which the in-
terlayer coupling matrix T is independent of momentum
(although lifting this condition would not significantly
complicate the analysis)
HˆABbi =
(
Hˆg T
T † Hˆg
)
; T =
(
0 τ
0 0
)
, (53)
where τ describes the interlayer hopping. With the
method outlined in the previous section, this system
yields straightforwardly to a semi-classical analysis as we
now show. We first send −i~∂i → pi = ∂iS and diago-
nalize the resulting Hamiltonian to find the eigenvalues
E = σ1
(
t
2
)
+ σ2
[(
t
2
)2
+ (vFΠ)
2
](1/2)
, (54)
where vFΠ = vF
[
(~k1 + eBx2)2 + p22
]
and σ1,2 = ±1
label the four bands; the low energy chiral bands have
σ1σ2 = −1 and the high energy bonding and anti-
bonding bands σ1σ2 = +1. The corresponding eigen-
vectors are
Vσ1σ2 =

E
vFΠσ2e
iθ
σ1σ2E
σ1vFΠe
−iθ
 (55)
where θ = tan−1 Π1/p2 where Π1 = ~k1 + eBx2. These
are, of course, are formally identical to the standard
eigenvalues and eigenvectors of the Bernal bilayer. Eq. 54
may be straightforwardly solved for p2 and then the ac-
tion found from S =
∫
p2dx2 giving
S =
piE(E − σ1t)
eBv2F
. (56)
From the eigenvectors the semi-classical Mα phase is im-
mediately found to be zero (the Berry phase is also zero
in this system). Note this contrasts with the case of sin-
gle layer graphene where the Berry phase is pi, and the
semi-classical phase equals the Berry phase, i.e. the dy-
namical phase is zero. This is a consequence of the δ-
function structure of the Berry curvature for single layer
graphene. As the Maslov phase is evidently simply 2, the
number of turning points, and as none of these depend
on the initial position of the classical orbit, we can deploy
Eq. 50 to immediately find the semi-classical spectrum
(− σ1)
C
= n− 1
2
, (57)
where C = 2~eBτ2 and  =
E
τ . The exact quantum solution
is given as
2 =
[
C
(
n+
1
2
)
+
1
2
]
±
√[
C
(
n+
1
2
)
+
1
2
]2
− C2n(n+ 1).
(58)
For large n, the limit in which the semi-classical approx-
imation must hold, we find
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 = σ1
√
Cn+ σ2
1
2
+ σ1
1 + 2C
8
√
Cn
+O(n− 32 ) (59)
for our approximation, while from the exact result we
find
 = σ1
√
Cn+ σ2
1
2
+ σ1
1 + 2C
8
√
Cn
+ σ2
C
16n
+O(n− 32 ) (60)
Thus the semi-classical result agrees up to O(n− 12 ) with
the exact result, and the agreement for smaller magnetic
fields is better as can be seen by the fact that the higher
order terms depend on C, which is essentially the mag-
netic field.
For both of these example problems (i) the Hamilton-
Jacobi equations were non-degenerate and (ii) the dy-
namical part of the semi-classical phase vanished (and
thus the semi-classical phase was identical to the Berry
phase). We now turn to a problem which is both non-
degenerate and, as we shall see, one in which the dynam-
ical phase is non-zero.
Silicene: We consider silicene, a two-dimensional al-
lotrope of silicon with a hexagonal honeycomb structure
similar to that of graphene. Spin-orbit coupling is more
important in this material than in graphene (where it can
generally be neglected), and therefore in the treatment
that follows the spin-orbit coupling term is included. The
Hamiltonian for this system is given as36
H = v2 (σ1 ⊗ 12pˆ1 + σ∗2 ⊗ 12pˆ2)
− v1
(
σ3 ⊗ σ1pˆ2 + σ3 ⊗ σ2pˆ1 + σ3 ⊗ σ3mv
2
v1
)
, (61)
where ⊗ is the tensor product for matrices and we use
the basis {|A〉, |B〉} ⊗ {| ↑〉, | ↓〉} (see Ref. 36 for details
of this model Hamiltonian). The term proportional to
the Fermi velocity, v1, is just the graphene Hamiltonian
with a mass term m, while the term proportional to v2
describes spin-orbit coupling.
We will consider silicene in an uniform out-of-plane
magnetic field and therefore introduce into Eq. (61) the
minimal substitution pˆ1 → Πˆ1 = pˆ1 + eBx2. Replacing
momentum operators by momentum functions pˆi → pi in
the resulting Hamiltonian, yields the matrixH(pi, xi), di-
agonalization of which results in two pairs of twice degen-
erate eigenvalues and thus twice degenerate Hamilton-
Jacobi equations. These are given as
E = ±
√
m2v4 + v2(p21 + p
2
2) =: ±h, (62)
and evidently describe a relativistic particle with a
”speed of light” v =
√
v21 + v
2
2 and mass energy mv
2.
The corresponding “full eigenvectors” are
− V+ =

0 − v(ip2+p1)√
2
√
h(h−mv2)
v2(ip2+p1)√
2
√
h(h+mv2)
i(mv2−h)v1√
2
√
h(h−mv2)v
v1(p2−ip1)√
2
√
h(h+mv2)
(mv2−h)v2√
2
√
h(h−mv2)v√
h(h+mv2)√
2h
0

(63)
and
V− =

0 − v(ip2+p1)√
2
√
h(h+mv2)
v2(ip2+p1)√
2
√
h(h−mv2)
i(h+mv2)v1√
2
√
h(h+mv2)v
v1(p2−ip1)√
2
√
h(h−mv2)
(h+mv2)v2√
2
√
h(h+mv2)v√
h(h−mv2)√
2h
0

. (64)
The action is easily found from these Hamilton-Jacobi
equations, Eq. (62), to be Sα,r = rpi
E2−m2v4
2eBv2 , and the
Maslov index to be 2r with r the number of circuits of
one primitive orbit. From the “full eigenvectors” we find
the (matrix valued) semi-classical phase to be
∫ T
0
dtM± = −ipi
√
E2 −m2v4
E
12
= −ipi12 − 1
2
m2v4
E2
12 +O
(
m4v8
E4
). (65)
This expression is diagonal (yet this is generally not the
case, see, for example Ref. 12). On the other hand the
Berry phase can also be calculated directly from the “full
eigenvectors” and is found to be
∫ T
0
dtM1± = −ipi12 − i
mv2
E
σ3 (66)
which clearly does not coincide with the full semi-classical
phase Eq. (65). It is interesting to note that both phases
coincide in the limit E  mv2, where they limit to the
energy independent constant ipi12, but that the next or-
der of the semi-classical phase is quadratic in 1/E while
it is linear for the Berry phase.
As both the semi-classical phase and the Maslov index
do not depend on initial positions we may use directly
the generalized Bohr-Sommerfeld quantization condition,
Eq. (50). To this end we require the maximum ini-
tial momentum in the cyclic direction and this provides
the bounds for the cyclic momentum integral, which
can straightforwardly be found from the Hamilton-Jacobi
equations as Π =
√
E2−m2v4
v . We hence encounter the in-
tegral
∫ dp′1
|x˙2| =
∫ 2pi
0
Πdθ
v =
2Πpi
v and hence the density of
states is given by
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d(E) =
∑
n=−∞
2A
√
E2 −m2v4
(~v)2
×
δ
(
E2 −m2v4
2eB~v2
−
√
E2 −m2v4
2E
− 1
2
− n
)
,
(67)
The exact energy levels are given as Emv2 =  =
±√1 + nγ, where γ = 2eBv2m2v4 , and we thus see that if
we retain only the energy independent part of the semi-
classical phase we obtain the exact result. This im-
plies that, as the semi-classical phase is O(1/E2) and
the Berry phase O(1/E), that the extra dynamical term
in the semi-classical phase is important. In Figure 1 we
present a graphical comparison of the exact and semi-
classical energy levels and, as may be seen, while the
disagreement is pronounced at low energies, for higher
energies the agreement is, as expected, very good.
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FIG. 1: Plot of the exact (red) and semi-classical (blue) sil-
icene density of states for different values of γ = 2eBv
2
m2v4
.
IV. THE STRAIN MOIRE´
FIG. 2: The graphene strain moire´: uniform strain is ap-
plied in the armchair direction to one layer of an initially AB
stacked bilayer.
We now consider the semi-classical analysis of a com-
plex graphene system that is an analogue of the well stud-
ied graphene twist bilayer, the one-dimensional strain
moire´. As may be seen in Fig. 2 this consists of a
uniform strain applied to (without loss of generality)
layer 1 of an initially AB stacked bilayer that leads to
a moire´ lattice in which (as in the case of the twist bi-
layer) all possible stacking types occur over one moire´
period. We choose to apply the strain in the armchair
direction (x2 in the coordinate system displayed in Fig. 2)
as this makes the semi-classical analysis somewhat more
tractable. The deformation field of the problem is there-
fore, using the coordinate system indicated in Fig. 2,
given by ∆u(x2) = (0, a(x2)), and it is convenient to
express this as a(x2) =
√
3γ(x2)2pi +
1√
3
with γ(x2) some
function encoding the particular strain, and the constant
shift term introduced for a more symmetrical Hamilto-
nian. With these definitions the interlayer potential S(γ)
can be obtained via the general theory outlined in Ref. 37
with the result
S(γ) = t
(
1− cos γ −√3 sin γ 1 + 2 cos γ
1 + 2 cos γ 1− cos γ +√3 sin γ
)
(68)
where t = τ/3 with τ = 0.4 eV the interlayer hopping.
The Hamiltonian of the strain moire´ system is then given
by
H =
(
σ.p S(γ)
S(γ)† σ∗.p
)
(69)
Note that this interlayer field is rather similar to that de-
ployed for a the one-dimensional moire´ treated in Ref. 30;
however in that work the moire´ was created by shear and
not by strain. Uniform strain requires γ(x2) = 2pi
x2
L ,
with L the moire´ period as may be deduced from Eq. (68).
In particular we have AA stacking at 2pin, AB stack-
ing at 2pin + 2pi/3, and AC stacking at 2pin + 4pi/3,
as may readily be seen by substitution of these γ val-
ues into Eq. (68). Solving the classical O(~0) problem
we find 4 non-degenerate Hamilton-Jacobi systems. Ev-
idently p1 is a good quantum number of the effectively
one-dimensional problem, and for simplicity we will con-
sider here the case p1 = 0; this is not a singular limit and
as such the small p1 behaviour is very similar to p1 = 0.
For larger p1 the system develops a much richer and in-
teresting structure, which we will not investigate here.
The 4 distinct Hamilton-Jacobi equations have 4 distinct
momenta of which two differ only by a minus sign:
p1,2,±2 = ±
√
2m∗1,2(E)(E + V1,2(γ)), (70)
where the index ± indicates the sign in front of the
square-root. For simplicity of discussion we will now
adopt the habit of referring to the solution with index
1 and 2 as particles 1 and 2. In Eq. (70) we have ex-
pressed the momenta in terms of an effective mass m∗
given by
12
m∗1,2(E) =
E ± 3t
2
, (71)
which is energy dependent, and an effective potential
V1,2(γ) that takes the form
V1,2 = ±t(1 + 2 cos γ). (72)
The cosine form of this potential reveals immediately
that we have a quantum well structure to the problem
with the maxima (particle type 1) or minima (particle
type 2) centred at the AA spots γ = 2pin. For parti-
cle type 1 the effective mass is negative at all E where
V (γ) is defined and hence the usual regions of classically
allowed and forbidden motion are inverted, and thus a
maxima of the effective potential at the AA spot indi-
cates bound orbits centred on this region of the moire´.
Particle type 2 with a minimum of the potential well on
the AA spot and a positive mass well, evidently, also de-
scribes orbits centred at the AA spot. This is illustrated
in Fig. 3 in which the shaded areas represent the regions
of allowed particle motion and one can see that the sit-
uation is symmetric if we send particle type 1 to 2 and
E → −E provided the sign of the mass changes as well.
FIG. 3: Structure of the classical orbits for for a strain moire´
(L = 1000 nm). The effective potentials of particle types 1
and 2 are shown as the blue and green lines respectively, with
the shaded areas illustrating the classically allowed regions;
note that this is inverted for particle type 2 due to the negative
effective mass of that particle type, see Eq. (71). For an
energy of E = 0.067 eV the two orbits of the two particle types
are indicated, along with the corresponding local density of
states. This latter quantity displays, as expected, pronounced
peaks at the turning points of the classical particle. The AA
spots of the moire´ correspond to γ = 2pin with γ = 2pix2/L.
To examine this situation more closely we determine
the turning points of the orbits which for particle type 1
are given by
x1i = 2pin− cos−1
(
E − t
2t
)
(73)
x1f = 2pin+ cos
−1
(
E − t
2t
)
(74)
and for particle type 2 by
x2i = 2pin− cos−1
(−E − t
2t
)
(75)
x2f = 2pin+ cos
−1
(−E − t
2t
)
. (76)
The orbit length for particle 2 is given by l1 =
2 cos−1
(
E−t
2t
)
and (as may also be seen from Fig. 3) de-
creases with increasing E until we find a zero length orbit
at the band edge E = 3t = τ , after which the particle
trajectory abruptly jumps from a zero length orbit to
non-localized behavior. In contrast there are no bound
states of this particle type at the other band edge of
E = −3t = −τ as at E = −t the bound orbits merge
together, and the behavior for energies lower than this
is again non-localized. For particle type 1 the situation
is the same but with E → −E. Interestingly, and con-
trary to what one might expect given the results of the
previous section, the semi-classical approximation for the
strain moire´ is therefore better for lower energies than for
large energies, in particular close to band edges where the
approximation is guaranteed to fail as the orbit length
approaches zero. On the other hand, one should stress
that for slowly varying structural perturbations - such as
considered here - the semi-classical approximation is ex-
pected to be good. To calculate the semi-classical spec-
trum via the Gutzwiller formula we require the semi-
classical phase, the actions S, and the orbit times T . We
now proceed to calculate each of these in turn.
-1 1 2 3
Et
200
400
600
800
1000
SÑ
FIG. 4: Plot of the action for particle type 2 in a strain moire´
with L = 1000nm, vF = 0.003c, and τ = 0.4eV .
The semi-classical phase: The integral of the M phase
Iα =
∮
dtMα may be conveniently found by the change
of variables
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∮
dtMα(t) =
∮
dtVˆ †α∂pµHcl
d
dx2
Vˆα
=
∮
dt
dγ
dx
Vˆ †α∂pµHcl
d
dγ
Vˆα
=:
∮
dγ
x˙(γ)
M˜α(γ)
(77)
and is found to be
I1 =
{−2pi; −t < E < 0
−pi; E = 0
0; 3t > E > 0
(78)
Where we also find, as we must, that I2 = I1(E → −E).
In fact only the result for E = 0 could be obtained fully
analytically; for E > 0 and E < 0 the integral was taken
numerically with the values −2pi and 0 obtained to 10−8
accuracy.
The action S: The actions may be obtained analyti-
cally from the Hamilton-Jacobi equations with the result
that
S1 =
4L(3t− E)E
(
1
2 sec
−1
(
2t
E−t
)
, 4t3t−E
)
pivF
,. (79)
for particle type 1, where E(a, b) is the elliptic integral of
the second kind. For particle type 2 we simply have S2 =
S1(E → −E). The action for particle type 2 is shown in
Fig. 4, and evidently is larger for smaller energies and
large compared to ~, thus justifying the semi-classical
approximation at low energies.
Orbit times: The time for an orbit Tα can be found as
Tα =
∫
dt = 2
∫ xαf
xαi
dx2
1
x˙2
, where
x˙1,22 = ±
vF
√
(E − 3t)(E − 2t cos γ − t)
E − t cos γ − 2t (80)
x˙3,42 = x˙
1,2
2 (E → −E), (81)
which follows from the Hamilton’s equations and which
we calculated using the Hellman-Feynman theorem
∂pα2Hα = ∂p2 Vˆ
†
αH(p2, x2)Vˆα = Vˆ
†
α∂p2H(p2, x2)Vˆα. We
thus arrive at the following expression for the period Tα
T1 =
2L
pivF
(
F
(
1
2
sec−1
(
2t
E − t
)
,
4t
3t− E
)
+ E
(
1
2
sec−1
(
2t
E − t
)
,
4t
3t− E
))
(82)
T2 = T1(E → −E), (83)
where F(a, b) is the elliptic integral of the first kind and
E(a, b) the elliptic integral of the second kind.
FIG. 5: Plot of the Gaussian smoothed density of states for
both the semi-classical approximation (red), Eq. (84), com-
pared to the exact quantum result obtained by diagonaliza-
tion of Eq. (69) (black). Shown are strain moire´ systems
with moire´ lengths of L = 10nm (a), L = 100nm (b), and
L = 500nm (c) showing the increasingly good agreement at
low energies between the exact result and semi-classical ap-
proximation. Note that by construction the semi-classical ap-
proximation only treats bounds orbits, and hence it is only
near the Dirac point where bound orbits exist in the strain
moire´ (but at which the DOS is zero for pristine graphene)
that the agreement between the semi-classical and exact so-
lution is very good.
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We now have all the ingredients required to obtain the
semi-classical spectrum via the Gutzwiller trace formula.
As all of these quantities evidently do not depend on
the initial position of the orbit we may use the gener-
alized Bohr-Sommerfeld quantization condition, Eq. 50.
We note that in a sample of length LL the orbits are, ev-
idently, LL/L-times degenerate and the resulting density
of states is then
d(E) =
LL
L
∞∑
n=−∞
(
T1
~pi
δ
(
S1
2pi~
+
IM1
2pi
− n− 1
2
)
+
T2
~pi
δ
(
S2
2pi~
+
IM2
2pi
− n− 1
2
))
(84)
In Fig. 5 we plot this semi-classical density of states
against the exact result, obtained simply by solving the
quantum problem of Eq. (69) in a basis of single layer
graphene states, for three moire´ lengths, L = 10nm,
L = 100nm, and L = 500nm. As may be seen as the
moire´ length increases an increasing number of bound
states are trapped in the AA centred quantum wells.
Interestingly, even for a rather small moire´ length of
L = 10nm the 4 bound states that are trapped in the
well are reasonably well described in the semi-classical
approximation. As the moire´ length increases the agree-
ment between the semi-classical and exact results be-
comes increasingly good, with at L = 500nm the low
energy agreement between the two results almost per-
fect.
FIG. 6: Plot of the smoothed local density of states for a
strain moire´ with moire´ length L = 1000nm, plotted in the
energy position plane. The high intensity regions in the LDOS
mark the turning points of the classical orbits described by
Eqs. (73)-(76).
We may also calculate the local density of states
(LDOS), obtained simply by leaving out the position
trace
∫
dx2
1
x˙2
in the general formula Eq. (47):
dL(E, x2) =
LL
L
∞∑
n=−∞
(
1
~pix˙1
δ
(
S1
2pi~
+
IM1
2pi
− n− 1
2
)
+
1
~pix˙2
δ
(
S2
2pi~
+
IM2
2pi
− n− 1
2
))
. (85)
The LDOS at an energy of E = 0.067 eV is shown in
Fig. 3 along with the classically allowed orbits indicated
by the arrowed lines. Evidently the LDOS shows a pro-
nounced intensity peak at the turning points of the clas-
sical orbit, exactly as one would expect. This can also
be seen in a density plot of the LDOS as a function of
energy and γ, shown in Fig. 6, where we have smoothed
the result via a Gaussian convolution for ease of plot-
ting. The bright high intensity regions of LDOS follow
the turning point structure of the classical orbits and re-
sult in regions of high LDOS surrounding the AA spots
of the strain moire´.
V. CONCLUSION
For a general n × n matrix Hamiltonian the classical
dynamics is governed by n Hamilton-Jacobi (HJ) equa-
tions, corresponding to m ≤ n ’semi-classical particle
types’, in a Hamiltonian phase space that is endowed
with a Berry curvature. As an O(~0) object, i.e. a classi-
cal object, this curvature is of corresponding importance
to the Hamilton-Jacobi equations in the semi-classical
theory of matrix Hamiltonians, and encodes anholon-
omy in the transport of the eigenvectors of the object
H(pˆ→ p, qˆ→ q) around the classical orbits.
While for some systems the semi-classical particle
types have an intuitive interpretation, e.g. in the case
of the Dirac equation these correspond to electrons and
positrons12, in a more general solid state context these
simply represent the emergence of the internal semi-
classical structure of the underlying quasiparticles. In
particular, the number of semi-classical particle types
may be less than n, as was the case for the strain moire´
treated in Section IV. For each particle type α we find
at O(~1) a transport equation for the wavefunction am-
plitude, which differs from a similar equation found in
the case of a scalar Hamiltonian by the presence of a
semi-classical phase Mα. In the case where all HJ equa-
tions are distinct, the non-degenerate case, Mα may be
expressed as the sum of a geometric (Berry) phase that
encodes global features of the O(~0) Berry curvature, as
well as a dynamical phase that arises from the motion
of the semi-classical particle “through the Berry curva-
ture”. This latter phase is responsible for coupling the
n HJ equations. In the case of degeneracies amongst the
HJ systems, Mα becomes matrix valued and the geomet-
ric phase is then the analogue of the non-Abelian Berry
phase, although the theory remains formally very similar
to the non-degenerate case.
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This scheme leads to expressions for the semi-classical
Greens functions and the semi-classical density of states,
and we have provided such expressions for both the de-
generate and non-degenerate case, as well as for further
more specialized situations such as the presence of cyclic
coordinates. In particular for effectively one degree of
freedom systems (n− 1 cyclic coordinates) we have pre-
sented a generalization of the Bohr-Sommerfeld quanti-
zation rule for closed orbits.
We have applied this formalism to a number of low
dimensional systems: graphene, Bernal stacked bilayer
graphene, silicene, and a one-dimension strain moire´ in
bilayer graphene. In the latter case we find almost perfect
agreement between the exact and semi-classical density
of states arising from localized states that the moire´ in-
duces near the Dirac point, while for the former cases
good agreement is observed between the exact and semi-
classical Landau spectra at high energies. Using the for-
malism here, even the strain moire´ yielded rather eas-
ily to a semi-classical treatment which, we stress, would
be almost impossibly complex to treat with the WKB
method, or indeed any approach utilizing a matching con-
dition between wavefunctions or Green’s functions18.
The semi-classical treatment of the strain moire´ re-
veals the existence of two particle types (that dominate
the negative and positive energy regions) that for ener-
gies near the Dirac point are trapped in a semi-classical
potential well centred on the AA stacked regions of the
moire´ lattice. It should be stressed that such physics is
in an essential way semi-classical: at the quantum level
a potential well in graphene will not form bound states
due to the Klein tunneling effect. The existence of such
“moire´ potential wells” has been discussed on the ba-
sis of numerical tight-binding calculations in which lo-
calization seen on the AA regions of the graphene twist
bilayer30,38,39, a two dimensional analogue of the one-
dimensional system considered in this work, but never
rigorously shown to exist. Our work shows that this
“moire´ potential well” concept is in fact most naturally
a semi-classical concept. This illustrates the conceptual
usefulness of the semi-classical approach in providing in-
sight into the physics of these complex systems.
As much of the structural complexity low dimensional
systems is due to deformations that are spatially slow on
the scale of the lattice constant, for example partial dislo-
cation networks in Bernal stacked bilayer graphene25–27,
the formalism presented in this work may provide not
only a numerically tractable scheme for such complex
systems, but also one which may yield transparent ac-
cess to the underlying physics of this new class of ma-
terials. In addition, the results of this paper may facili-
tate a treatment of a semi-classical transport in systems
with internal degrees of freedom where, in analogy to the
scalar case40, one should be able to find semi-classical
expressions for the Kubo conductivity formula.
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