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CHAPTER 1
Introduction
Many models from physics and biology can be described by partial differen-
tial equations. Often, these models describe how a certain system changes over
time. An important class of such models are parabolic PDE’s with a conserved
quantity. As a rule of thumb, parabolic PDE’s have the tendency to converge
to certain equilibrium states.
For example, diffusion of salt in water can be described by a diffusion
equation, perhaps the most well-known example of a parabolic PDE exhibiting
conservation of mass. One of the properties of the diffusion equation is that it
tends to make salt concentrations constant.
In many cases, the derivation of a PDE from a given physical or biolog-
ical model involves the use of a free energy that is expected to decrease (or,
depending on the sign convention, increase) over time. The most well-known
example of this comes from thermodynamics: any thermodynamical system
must increase its entropy over time. In some sense, it can be said that diffusion
makes entropy grow as fast as possible.
In a recent paper by Jordan, Kinderlehrer and Otto [15], the physi-
cal background of the Fokker-Planck equation, a generalization of the diffusion
equation, has been used to show existence of solutions. The method used is also
called a variational method since it involves the minimization of a functional.
In this minimization problem, the Boltzmann entropy played a very impor-
tant role, resulting in a very intuitive method of proving existence of solutions.
During the last fifteen years, more PDE’s have been studied in a similar way.
Some models, especially models from biology, involve so-called free bound-
aries: the system is restricted to a domain that changes over time, where the
change of the domain depends on the evolution of the system. As a rule, the
presence of a free boundary makes a system much harder to study. In this
thesis, a problem from theoretical biology, the swelling of a cell by osmosis,
will be studied as an example of a parabolic free boundary problem.
When considering parabolic free boundary problems, at least two simplifi-
cations may be considered. The first is assuming radial symmetry. By doing
Variational Modeling of Parabolic Free Boundary Problems 1
2 Chapter 1. Introduction
this, the free domain will always be a ball, making it much easier to study the
effects of boundary movements on the evolution inside the domain. Chapters
2 and 3 of this thesis focus on radially symmetric solutions exclusively. In
Chapter 2, a fixed point argument will be used to show well-posedness, some
regularity properties and convergence to equilibrium as t → ∞. Chapter 3
uses the theory of gradient flows to show well-posedness and convergence to
equilibrium, see Theorem 3.3.9.
The second interesting simplification is to assume that the evolution inside
the domain is on a much faster time scale than boundary movement. If the PDE
governing the dynamics inside the domain is parabolic and the free domain is
connected, one may assume that the inside of the domain is in some kind of
equilibrium. For the problem presented in Section 1.1, this means that the
whole free boundary problem reduces to a geometric flow with a non-local
forcing term. The advantage of this assumption is that one can focus on the
boundary of the domain. In Chapter 4 this simplification will be studied using
a variational formulation similarly to [20], see also Theorem 4.3.10.
It turns out that the techniques used when studying the two simpler ver-
sions of a free boundary problems mentioned above are also useful when study-
ing the general problem. In Chapter 5, the variational methods developed in
Chapter 3 and 4 will be combined, resulting in a variational formulation of the
original problem. This formulation is used to construct a weak solution, see
Theorem 5.3.7.
Finally, in Chapter 6, the concept of a gradient flow will be generalized to
so-called length spaces, which are a bit more general than metric spaces. Some
consequences of this generalization are included in this chapter. The main
result is Theorem 6.2.33, a precise statement of the fact that gradient flows
only depend on the infinitesimal structure of the underlying metric space.
In order to simplify notation, integration variables are often omitted. More-
over, balls centered at the origin will be denoted by Br rather than Br(0).
1.1. A model for osmotic cell swelling
Observations of osmotic effects indicate that cell membranes are permeable
to water, but impermeable to other molecules. Therefore, it is believed that
water transport through cell membranes is facilitated by proteins acting as
water channels, generally called ‘aquaporins’ [8]. Although there is growing
evidence that aquaporins are proteins embedded in the cell membrane [30],
existence has been shown for only a few types of cells. The exact nature of
aquaporins remains uncertain, although aquaporins are believed to be proteins
[19].
Martijn Maria Zaal
1.1. A model for osmotic cell swelling 3
Quantitative modeling of water flux through membranes by aquaporins
seems to have started with the work of Logee, Verkman and Zhang [19].
In this paper, the water flux is assumed to be proportional to the difference
in molar free energy inside and outside the cell. However, the model does not
predict the eventual slowing of cell swelling. Several other models using this
assumption have been considered since, but no model succeeded to provide
evidence for either the permeability or aquaporin model when comparing pre-
dictions and observations. Furthermore, most models assume spatially constant
concentrations inside and outside the cell.
Recently, Pickard [25], has made a first attempt to develop a model for
cell swelling, based on observations of Xenopus oocytes submitted to hypoos-
motic shocks, that is, sudden exposure to low concentrations of solute. The
proposed model uses proportionality of free energy differences and water flux
as a starting point. In this model, the surface tension of the cell membrane is
not taken into account.
Unfortunately, the justification of dropping surface tension does not seem
to be valid if the cell is close to equilibrium. Although in test tube situations the
cell may burst long before it reaches equilibrium, the implications of assuming
zero surface tension should be investigated. Furthermore, it may be insightful
to compare a mathematical model with aquaporins with a similar model where
the cell membrane has a constant permeability.
Mathematical formulation. Cell swelling by osmosis can be modeled as
a parabolic PDE with a free boundary. A solute inside the cell diffuses, but
cannot cross the boundary, resulting in
(1.1.1)

∂u
∂t
= κ∆u, for x ∈ E(t), t > 0,
−κ∂u
∂n
= uv, for x ∈ ∂E(t), t > 0.
where u is the concentration of solute, n is the outward normal and v is the
normal velocity of the cell membrane. The boundary condition can be inter-
preted as a Neumann boundary condition for a moving boundary: the flux of
mass should be equal to the mass concentration times the normal velocity of
the boundary.
Movement of the cell membrane is caused by the absorption of an in-
compressible solvent, usually water. If the permeability of the membrane is
constant, the amount of solvent absorbed through a portion of surface is pro-
portional to the difference [A] in the Helmholtz free energy inside and outside
Variational Modeling of Parabolic Free Boundary Problems
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the cell, which is given by
(1.1.2) [A] = γ˜[P ] + β˜[u],
where [P ] and [u] denote the pressure difference and concentration difference
across the cell membrane, respectively, and γ˜, β˜ > 0 are constants. Pressure
differences are caused by the surface tension of the membrane, resulting in a
term proportional to the mean curvature of the membrane. Since it is assumed
that there is no solute outside the cell, the concentration difference is equal to
the value of u at the boundary.
By incompressibility, the normal velocity of the boundary is proportional
to the amount of solvent absorbed by the cell. Combining all this implies that
the normal velocity of the cell membrane satisfies the equation
(1.1.3) v = γH + βu.
Here, γ and β are positive parameters with the same mutual ratio as γ˜ and
β˜. The total mean curvature H is signed according to n, which means that
H = −n−1r for a sphere of radius r in Rn. Note that if the cell is convex,
the mean curvature and osmosis are counteracting terms in this equation: the
osmotic force pushes the membrane outward, whereas the surface tension pulls
the membrane inward.
v = γH + βu
∂u
∂t = κ∆u
−κ ∂u∂n = uv
Figure 1. Schematic impression of cell swelling by osmosis
A number of parameters from (1.1.1), (1.1.3) can be eliminated by changing
variables. Since the integral of u (the total mass) is a conserved quantity, it can
also be regarded as a parameter, say ϑ. Looking at the units of the variables
and parameters
(1.1.4)
[x] = L, [t] = T, [ϑ] = M, [u] =
M
Ln
,
[κ] =
L2
T
, [γ] =
L2
T
, [H] =
1
L
, [β] =
Ln+1
MT
,
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it follows that κ and γ have the same dimension. Therefore, at most 1 of the
two can be set equal to 1 in general by changing units. Using the following
scaled variables
(1.1.5)
ξ =
(
γ
βϑ
) 1
n−1
x, τ =
γ
n+1
n−1
(βϑ)
2
n−1
t,
w(ξ, τ) =
(
γ
β
) n
n−1 1
ϑ
2n−1
n−1
u(x, t), E˜(τ) =
(
γ
βϑ
) 1
n−1
E(t)
it is easy to check that w and E˜ satisfy (1.1.1), (1.1.3), with coefficients γ = 1
and β = 1, and
∫
w dξ = 1. Note that in the new coordinates, the coefficient κ
is divided by γ. It is also convenient to extend u to Rn by setting it equal to
zero outside E(t).
Consequently, all coefficients but κ can be set equal to 1 in (1.1.1), (1.1.3).
(1.1.6)

∂u
∂t
= κ∆u, for x ∈ E(t), t > 0,
−κ∂u
∂n
= uv, for x ∈ ∂E(t), t > 0,
v = H + u, for x ∈ ∂E(t), t > 0,
with the integral of u equal to 1. The remaining parameter κ, can now be
regarded as a measure of how fast the dynamics is inside the domain, compared
to the movement of the boundary. In order to avoid unnecessary indices, κ will
not be included as an index in the notation of object that depend on it.
Short-time existence and local contraction results for (1.1.6) have been
shown by Lippoth and Prokert [18]. A one-dimensional version of (1.1.6)
was studied as a gradient flow by Peletier and Portegies [24].
1.2. A variational interpretation
One of the goals of this thesis is to show that (1.1.6) can be formulated
variationally. More precisely, it is argued that solutions of (1.1.6) are curves of
steepest descent for some free energy functional.
A first step is to note that the equilibria of (1.1.6) are balls of a specific
radius with a constant concentration inside:
(1.2.1) u =
1
ωnr
nχE , E = Br(p), r = ((n− 1)ωn)−
1
n−1 ,
where ωn is the volume of the n-dimensional unit ball.
Variational Modeling of Parabolic Free Boundary Problems
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A Lyapunov functional for (1.1.6) is the sum of the surface area and the
negative Boltzmann entropy
(1.2.2) Φ(E, u) :=H n−1(∂E) +
∫
Rn
u log udx,
that is,
(1.2.3)
d
dt
Φ(E(t), u(t)) ≤ 0
with equality if and only if (E, u) is the equilibrium state.
From a physical point of view this makes sense: surface tension and Boltz-
mann entropy are the two main thermodynamic concepts from which (1.1.6) is
derived. More surprising is observation that the osmotic shock, the boundary
value of u, does not appear in this functional.
If t 7→ (E(t), u(t)) is a classical solution of (1.1.6),
d
dt
Φ(E(t), u(t)) =
∫
∂E(t)
(v(t)u(t) log u(t)−H(t)v(t)) dH n−1(x)
+
∫
Rn
(1 + log u(t))ut(t) dx
=
∫
∂E(t)
(
−κ∂u(t)
∂n
log u(t)−H(t)v(t)
)
dH n−1(x)
+ κ
∫
Rn
(1 + log u(t))∆u(t) dx
(1.2.4)
Using integration by parts,
d
dt
Φ(E(t), u(t)) =
∫
∂E(t)
(
κ
∂u(t)
∂n
−H(t)v(t)
)
dH n−1(x)
− κ
∫
Rn
|∇u(t)|2
u(t)
dx
= −
∫
∂E(t)
(H(t) + u(t))
2
dH n−1(x) − κ
∫
Rn
|∇u(t)|2
u(t)
dx,
(1.2.5)
with |∇u|
2
u = 0 whenever u = 0. Indeed, Φ is a Lyapunov functional for (1.1.6).
The integral in (1.2.2) is taken over Rn, because it will be useful later
to consider u as a function on Rn. Unless indicated otherwise, any function
defined on E will be extended to Rn by setting it equal to 0 outside E.
Note that (1.1.6) is almost a superposition of two well-known problems: the
diffusion equation and the mean curvature flow. However, there is a nonlinear
Martijn Maria Zaal
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coupling, which consists of two parts. Firstly, u is required to be supported
inside E, and secondly an osmotic boundary term appears in the evolution of
E. It will turn out that there is a close relation between these two couplings;
in some sense, the latter follows from the former, as is shown below.
Almgren, Taylor and Wang [2] and Luckhaus and Sturzenhecker
[20] have independently found variational formulations for the mean curvature
flow, whereas the diffusion equation has been formulated variationally by Jor-
dan, Kinderlehrer and Otto [15]. The latter is an example of a gradient
flow in a metric space, a concept that has been studied in more detail by
Ambrosio, Gigli and Savare´ [4]. The diffusion equation is treated as an
example in this text. Beside the diffusion equation, many parabolic equations,
including the porous medium equation, have been modeled as gradient flows in
the space of probability measures with the Wasserstein metric, for instance by
Otto [23] and Agueh [1]. It is not so clear how exactly the mean curvature
flow can be seen as a gradient flow. However, the constructions of Almgren,
Taylor and Wang [2] and Luckhaus and Sturzenhecker [20] bear a very
close resemblance to the more general construction of a so-called generalized
minimizing movement.
One reason to formulate (1.1.6) variationally is that it is more natural from
a modeling perspective. Looking at (1.1.6), a few observations can be made.
First of all, the diffusion equation can be rewritten as a system of two equations
with two unknowns:
(1.2.6)

v = −κ∇u
u
,
∂u
∂t
= −div(uv)
Since v is regarded as the velocity of mass particles at a certain position and
time, the first equation is Fick’s law of diffusion, which can be regarded as a
constitutive law describing how mass moves in reaction to the spatial variations
of the concentration u. In contrast, the second equation gives conservation of
mass. The boundary condition translates into a prescribed value of v · n in
terms of the normal velocity v of the boundary whenever u is positive. In case
of a moving boundary, the condition will become
(1.2.7) uv · n = uv,
which is equivalent to requiring v · n = v whenever u > 0. From a modeling
point of view this formulation as a system is more natural: each equation
and each unknown has physical interpretation. In the classic approach, one
eliminates the velocity and writes the diffusion equation with only u in it. The
system representation can also be found, for instance, in [23, §2]. Here, the
Variational Modeling of Parabolic Free Boundary Problems
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porous medium equation is reformulated in the same way, by replacing only
Fick’s law by another law.
A similar observation can be made for the time-varying domain. The split-
ting between a constitutive equation and a continuity equation has already
been done. The constitutive equation is, in this case, the expression for the
normal velocity v. The continuity part is not written explicitly, but in words,
it is the remark that v is the normal velocity of ∂E. This can be put into a
formula in a number of ways, depending on the smoothness of ∂E.
Summing up, the problem (1.1.6) can be viewed as a system of four rela-
tions, each with a physical interpretation:
• Fick’s law of diffusion, giving an expression for v,
• Conservation of mass, relating the change in u to v,
• The constitutive law v = H + u,
• The requirement that ∂E has normal velocity equal to v.
The requirement (1.2.7) is now a boundary condition for the second relation.
Alternatively, it can be regarded as a coupling between u and ∂E, resulting
in a set of five equations. Including initial conditions, the full system can be
reformulated as
(1.2.8)

∂u
∂t
+ κdiv(uv) = 0, ∂E has normal velocity v,
v = −∇u
u
, v = H + u,
−κ ∂u
∂nE
= uv,
u(0) = u0, E(0) = E0.
As explained above, these four relations can be divided in two groups in
two different ways: on the one hand the first two describe the evolution of u,
whereas the latter two describe E. On the other hand, one can argue that
the first and third contain the actual model that is being studied, whereas the
second and fourth are merely equations relating the evolution of u and E to
the functions v and v, respectively. These four equations will play a key role
in what follows, as will the two subdivisions made here.
All chapters, except for Chapter 2 use the Wasserstein metric and sets of
finite perimeter. For a short introduction of both concepts, see Appendix A.
Chapter 2 relies on Sobolev spaces, including Sobolev spaces of non-integer
order. The necessary concepts are all introduced when they are needed.
Martijn Maria Zaal
CHAPTER 2
A PDE Approach
2.1. Introduction
In this chapter, well-posedness of (1.1.6) will be shown using a fixed-point
argument much like the argument of Frischmuth and Ha¨nler [10] under
the assumption that E and u are radially symmetric. Moreover, some addi-
tional regularity results and convergence to equilibrium as t → +∞ is shown.
Essentially, the assumption of radial symmetry reduces the problem to a free
boundary problem in one dimensional space. However, the curvature term in
(1.1.3), which is only interesting for n > 1, will play a vital role when studying
the long-time behavior.
Surprisingly, it turns out that it is not convenient to make the usual iden-
tification between functions on (0,+∞) and radially symmetric functions on
Rn. Radial symmetry of u will only play a modest role in the analysis. In
almost all results, radial symmetry of u will only be used in the observation
that its trace and normal derivative on a sphere are constant. This results in
the formulation
(2.1.1)

ut = κ∆u, for x ∈ Br(t), t > 0,
−κun(t) = uˆ(t)r˙(t), for t > 0
r˙(t) =
1− n
r(t)
+ uˆ(t), for t > 0,
where uˆ(t) and un(t) are value and (outward) normal derivative of u at the
boundary of Br(t), respectively.
The functional in (1.2.2) now boils down to
(2.1.2) Φ(r, u) := Pn(r) +
∫
Rn
u log udx = nωnr
n−1 +
∫
Rn
u log udx .
2.1.1. Transformation. Via an additional change of coordinates, (2.1.1)
boundary problem can be transformed into a nonlinear fixed boundary problem.
Variational Modeling of Parabolic Free Boundary Problems 9
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Note that setting
(2.1.3) ξ =
x
r(t)
,
dτ
dt
=
1
r2(t)
, ρ(τ) = log r(t), v(ξ, τ) = u(x, t).
transforms Br(t) into Ω := B1. In terms of the new variables, (2.1.1) becomes
(2.1.4)

vτ = κ∆v + ρ˙ξ · ∇v, for ξ ∈ Ω, τ > 0,
−κvn(τ) = vˆ(τ)ρ˙(τ), for τ > 0
ρ˙(τ) = h(ρ, vˆ), for τ > 0,
where
(2.1.5) h(σ,w) = 1− n+ weσ.
Furthermore, initial conditions are set for v and ρ.
It was already argued that (1.1.6) conserves mass, and that one can restrict
attention to initial conditions where the total mass is equal to 1. For (2.1.4),
this means that
(2.1.6) enρ
∫
B1
v dξ = 1.
The Lyapunov functional (2.1.2) in terms of the new variables is
(2.1.7) Φ(ρ, v) = nωne
(n−1)ρ + enρ
∫
Ω
v log v dξ
In this chapter, Ω = B1 will denote the spatial domain. Given a time
horizon T > 0, the parabolic domain is denoted by Q = Ω× (0, T ). As T will
be varying, one has to keep track of how estimates depend on T , especially
as T ↓ 0. The symbol C will be used for a constant independent of T . For
notational convenience, no indices are used to distinguish between different
constants unless needed for the argument.
In Section 2.2, several Sobolev spaces, some of which are of fractional order,
will be introduced. Section 2.3 is devoted to a fixed-point argument similar
to the argument of Frischmuth and Ha¨nler [10], resulting in short-time
existence and uniqueness of solutions for sufficiently smooth h, including the
case (2.1.5). In Section 2.4 regularity of the solution will be studied under the
assumption that h is smooth. Finally, for h given by (2.1.5), the long-time
behavior of solutions is studied.
2.2. Spaces
Several Sobolev spaces will be used, including Sobolev spaces of fractional
order. Since the time horizon T is varying, it is important to keep track of the
uniformity in T of several estimates. Therefore, the key estimates that will be
Martijn Maria Zaal
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used in what follows are presented here. For a more detailed introduction, see,
for instance, the books of Lions and Magenes [16, 17] or Taylor [28, 29].
2.2.1. Functions of time: Hα(0, T ). The space Hα(0, T ) will be defined
by interpolation if α is fractional. Usually, norms on interpolating spaces are
defined only up to equivalence of norms. However, results with explicit depen-
dence on T are needed in this case. Therefore, it is necessary to make a specific
choice for the norm of Hα(0, T ).
In this section, let α ∈ (0, 1), unless indicated otherwise. Then the operator
S, defined by [16, (1.2.4)] is given by
(2.2.1) Su = u− u¨
with domain D(S) = {u ∈ H2(0, T ) : u˙(0) = u˙(T ) = 0}. The spectral decom-
position of this operator can easily be computed using cosine Fourier series.
For any v ∈ L2(0, T ), let ak(v) be the cosine Fourier coefficients, that is,
(2.2.2) v =
a0(v)√
2
+
∞∑
k=1
ak(v) cos
(
pik
T
t
)
.
Moreover,
(2.2.3) ‖v‖2L2 =
T
2
∞∑
k=0
|ak(v)|2,
and v ∈ H1(0, T ) if and only if
(2.2.4)
∞∑
k=1
(
pik
T
)2
|ak(v)|2 < +∞,
with
(2.2.5) ‖v‖2H1 =
T
2
∞∑
k=0
(
1 +
(
pik
T
)2)
|ak(v)|2
Note that this norm is equivalent to the L2 norm of Λu := S
1
2u, uniformly in
T . Following [16, §1.9.1], Hα(0, T ) is by definition [H1(0, T ), L2(0, T )]1−α. It
can easily be seen that
(2.2.6) ‖v‖2Hα :=
T
2
∞∑
k=0
(
1 +
(
pik
T
)2α)
|ak(v)|2
Variational Modeling of Parabolic Free Boundary Problems
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defines a norm on Hα(0, T ) that is equivalent to the norm arising from inter-
polation using Λ = S
1
2 . It is convenient to introduce the notation
(2.2.7) [v]2α :=
T
2
∞∑
k=0
(
pik
T
)2α
|ak(v)|2.
If α > 1, the norm on Hα is defined by
(2.2.8) ‖v‖2Hα = ‖v‖2Hm + [Dmv]2θ
where m := dαe and θ := α−m.
It is known that functions in Hα with α > 12 are in fact continuous, and
that the C0 norm can be estimated by the Hα norm (see, for instance, [16,
Theorem 1.4.2]). It turns out that the L2 term of the Hα norm can be replaced
by the value of the function in any point, as was shown in [10]. This illustrates
the fact that the seminorm [v]α can be regarded as the norm of a ‘fractional
order derivative’.
Lemma 2.2.1. Let α ∈ ( 12 , 1) be given. Then
(2.2.9) ‖v‖C0(0,T ) ≤ |v(0)|+ CTα− 12 [v]α
for any v ∈ Hα(0, T ). The constant C does not depend on T .
Proof. First, it will be assumed that T = 1 and v(0) = 0. If the result
does not hold in this case, there is sequence of functions {vj}j∈N in Hα(0, 1)
such that [vj ]α <
1
j and ‖vj‖C0 = 1. In particular, ‖vj‖L2 ≤ 1, which means
that ‖vj‖Hα ≤ 2. Hence, using [16, Theorem 1.16.1], there is an L2-converging
subsequence, again denoted by vj , say with limit v. As [vj ] ≤ 1j , it follows that
this subsequence is Cauchy in Hα(0, 1), which means that vj → v in Hα(0, 1)
as well. Hence [vj ]α → [v]α, but since [vj ]α ≤ 1j , [v]α = 0. This means that
ak(v) = 0 for all k > 0, that is, v is constant. Since it was already assumed
that v(0) = 0, v ≡ 0, which contradicts the assumption ‖v‖C0 = 1.
The result for general T follows by applying the above result for v˜(t) :=
v(Tt). Finally, if v(0) 6= 0, the result follows from the triangle inequality and
the fact that [v]α does not change when adding a constant. 
With the interpretation of [.]α as the norm of a derivative in mind, one
would expect that the Hα norm of a product can be estimated using some kind
of Leibniz rule. Of course, since α is between 0 and 1, this argument cannot be
applied directly. The idea, however, can be used to come up with the following
result.
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Lemma 2.2.2. Let u, v ∈ Hα(0, T ). Then
(2.2.10) [uv]α ≤ ‖u‖C0 [v]α + ‖v‖C0 [u]α.
Proof. Given any w ∈ Hα, define Pw by
(2.2.11) ak(Pw) =
(
pik
2
)α
ak(w).
Note that Pw ∈ L2(0, T ) with ‖w‖L2 = [Pw]α. Writing the product of two
cosine Fourier series as another cosine Fourier series, one can derive
(2.2.12) ak (P (uv)) ≤ ak (uPv + vPu)
if both ak(u) ≥ 0 and ak(v) ≥ 0. Hence,
[uv]α ≤ ‖uPv + vPu‖L2 ≤ ‖u‖C0‖Pv‖L2 + ‖v‖C0‖Pu‖L2
≤ ‖u‖C0 [v]α + ‖v‖C0 [u]α.
(2.2.13)
Since all (semi-)norms in the argument are independent of the sign of the
Fourier coefficients, the general result follows. 
Remark 2.2.3. The idea of this proof is based on the theory of pseudo-
differential operators, see also [28, §7]. Although the theory is usually intro-
duced for functions on R using the Fourier transform, arguments can usually
be translated for functions defined on an interval. In this sense, the operator P
can be regarded as a pseudo-differential operator. A more general statement of
Lemma 2.2.2 for functions defined on R can be found in [29, Corollary 13.10.6].
Another important result is about the composition of an Hα function with
a smooth function. It is a result of the theory of paradifferential operators.
Lemma 2.2.4. Let α ∈ (0, 1) and F ∈ C2(R). Then there exists a constant
C > 0 such that
(2.2.14) [F (u)]α ≤ C‖F ′‖C1(I)(1 + ‖u‖L∞)‖u‖Hα ,
where I is any interval containing the range of u.
Proof. Note that, by a density argument, it may be assumed that F is
smooth. Moreover, rewriting the proof of [29, Proposition 13.10.1], it is easy to
see that the function R(u) is actually F (a0(u)), which is constant. The result
now follows from [29, Proposition 13.10.2]. 
Remark 2.2.5. As remarked in [29, §13.10], the result can be extended
to functions F of several variables. Moreover, using the same proof, it can be
shown that
(2.2.15) [F (u)− F (v)]α ≤ C‖F ′‖C1(I)(1 + ‖u‖L∞ + ‖v‖L∞)‖u− v‖Hα
Variational Modeling of Parabolic Free Boundary Problems
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2.2.2. Functions of space: Hα(Ω). Since radial symmetry is assumed,
the most efficient choice is to describe functions on Ω as functions on the unit
interval. However, it seems that it is more convenient not to do this.
Several spaces of functions on Ω will be used. Without stating this explic-
itly every time, only the radially symmetric functions from such a space are
meant. Moreover, the same notation will be adopted. The technical difficulties
arising from this choice are limited. It can be trivially seen that if u is radially
symmetric, then the trace uˆ and outward normal derivative un on ∂Ω are con-
stant if they exist. Furthermore, when constructing functions depending on x,
radial symmetry should be checked. In most cases this is trivial.
As above fractional order Sobolev spaces Hα(Ω) are defined using interpo-
lation. Note that in this case, Su = u−∆u with Neumann boundary conditions.
Therefore, the cosine Fourier series are replaced by another series expansion.
A particularly useful result is H1(Ω) can be seen as an interpolating space
between H2(Ω) and L2(Ω). More precisely, H1(Ω) = [H2(Ω), L2(Ω)] 1
2
, up to
equivalence of norms. Since the operator Λ used to interpolate between H2(Ω)
and L2(Ω) is not fixed, equivalence of norms is the best result that can be
obtained. However, if a particular Λ is fixed, one can construct a complete
orthonormal sequence {φj : j ∈ N} in L2(Ω) and 0 < λ1 ≤ λ2 ≤ · · · such that
(2.2.16) ‖u‖2H2 =
∞∑
j=1
(u, φj)
2
L2λ
4
j .
Combining the two statement results in
(2.2.17) ‖u‖H1 ≤ C
 ∞∑
j=1
λ2j (u, φj)
2
L2
 12 ,
with C > 0 independent of u.
2.2.3. Functions of space and time: Hr,s(Q). For a given time horizon
T , the parabolic domain Ω× (0, T ) will be denoted by Q. The boundary ∂Ω×
(0, T ) will be denoted by Σ. As above, functions on Q will tacitly be assumed
to be radially symmetric in the spatial variable. Moreover, the notation uˆ and
un, will again be used for the trace and normal derivative on ∂Ω.
The mixed order Sobolev space Hr,s(Q) is defined by
(2.2.18) Hr,s(Q) = L2((0, T );Hr(Ω)) ∩Hs((0, T );L2(Ω)).
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For integer s, the Hr,s norm is
‖u‖2Hr,s = ‖u‖2L2((0,T );Hr(Ω)) + ‖Dstu‖2L2
= nωn
∫ T
0
∫ 1
0
|u|2 + ∑
|α|=r
|Dαxu|2 + |Dstu|2
xn−1 dxdt .(2.2.19)
Note that this norm is equivalent, uniformly in T , to the norm introduced in
[17, §4.2.1]. The case r = 2, s = 1 will be used most commonly in this chapter.
Depending on r and s, u and its derivatives have traces on sufficiently
smooth lower dimensional subsets ofQ, which, by radial symmetry, only depend
on t. [17, Theorem 4.2.1] deals with existence and regularity of traces on Σ. It
needs to be checked, however, that the continuity of the trace on Σ does not
depend on T .
Theorem 2.2.6. There exists a constant C, independent of T , such that
(2.2.20) ‖uˆ‖
H
3
4
≤ C‖u‖H2,1
for all u ∈ H2,1(Q).
Proof. For fixed, T , the result is an easy consequence of the first part of
[17, Theorem 4.2.1]. The reduction to a half-space in the proof of this theorem
can be done independently of T . In this case, [16, Theorem 1.4.2] is to be
applied with X = H1(0, T ) and Y = L2(0, T ). From the proof of this theorem
it is easily seen that the constant does not depend on the spaces X and Y . 
When dealing with the trace on a particular fixed t, one cannot hope to
obtain continuity uniform in T in general. However, a result similar to Lemma
2.2.1 can be obtained. The proof is a slight adaptation of the proof of [16,
Theorem 1.3.1].
Lemma 2.2.7. There exists a constant C such that
(2.2.21) ‖∇u(t)‖L2 ≤ C‖u‖H2,1
for any u ∈ H2,1(Q) with u(0) ≡ 0 and any t ∈ [0, T ]. Consequently,
(2.2.22) ‖∇u‖L2 ≤ CT 12 ‖u‖H2,1 .
Proof. By a density argument, it is sufficient to prove the result for
smooth u. Let {φj : j ∈ N} be the complete orthonormal sequence constructed
above. Then
(2.2.23) u(x, t) =
∞∑
j=1
αj(t)φj(x),
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where αj(0) = 0 for all j ∈ N. Writing αj as a cosine Fourier series,
(2.2.24) u(x, t) =
∞∑
j=1
∞∑
k=1
αjk cos
(
pik
T
t
)
φj(x).
Using (2.2.17) and Ho¨lder’s inequality,
‖∇u(t)‖2L2 ≤ C
∞∑
j=1
λj
∣∣∣∣∣
∞∑
k=1
αjk cos
(
pik
T
t
)∣∣∣∣∣
2
≤ C
∞∑
j=1
λj
( ∞∑
k=1
|αjk|
)2
≤ C
∞∑
j=1
λj
( ∞∑
k=1
1
λ2j + (
pik
T )
2
)( ∞∑
k=1
(
λ2j +
(
pik
T
)2)
|αjk|2
)
.
(2.2.25)
Since also
λj
∞∑
k=1
1
λ2j + (
pik
T )
2
≤ λj
∫ +∞
0
1
λ2j + (
piξ
T )
2
dξ
ξ=
Tλj
pi η=
∫ +∞
0
T
pi(1 + η2)
dη =
T
2
,
(2.2.26)
it follows that
‖∇u(t)‖2L2 ≤ C
T
2
∞∑
j=1
∞∑
k=1
(
λ2j +
(
pik
T
)2)
|αjk|2
= C
∞∑
j=1
λ2j‖αj‖2L2 + ‖α˙j‖L2
= C
(
‖u‖2H2((0,T );L2(0,T )) + ‖ut‖2L2
)
= C‖u‖H2,1 ,
(2.2.27)
by definition of the H2,1 norm. 
2.3. Short time existence
Using the spaces and estimates presented in the previous section, it will
be shown that a solution exists for sufficiently small T > 0. In order to do so,
some estimates for various nonlinear terms in the problem are needed. For the
sake of simplicity, it will be assumed that T ≤ 1 throughout this section.
The first ingredient is a result from existence theory for linear boundary
value problems, see, for instance, [17, §4].
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Theorem 2.3.1. Denote the solution of the linear parabolic boundary value
problem
(2.3.1)

vτ − κ∆v = f for (ξ, τ) ∈ Q
κvn(τ) = g(τ) for τ ∈ (0, T )
v(ξ, 0) = v0(ξ) for ξ ∈ Ω
by v = R(f, g, v0). Then R : L2(Q) × H 14 (0, T ) × H1(Ω) → H2,1(Q) is a
bounded linear operator. Moreover, there exists C > 0 such that ‖R ‖ ≤ C for
all T > 0.
Remark 2.3.2. Note that radial symmetry of the solution is guaranteed
by rotational invariance of the equation and uniqueness.
The solution operator R will be the main ingredient in the iteration ar-
gument. For f and g, the nonlinearities will be substituted. Therefore, it is
convenient to define the following two nonlinear operators.
Lemma 2.3.3. Define the map L : H
7
4 (0, T )×H2,1(Q)→ L2(Q) by
(2.3.2) L (ρ, v)(ξ, τ) = ρ˙(τ)ξ · ∇v(ξ, τ).
Then there exists C > 0 such that
(2.3.3)
‖L (ρ, v)−L (σ,w)‖L2 ≤ CT
1
4
(
[σ˙ − ρ˙] 3
4
‖∇v‖L2 + ‖σ˙‖C0‖v − w‖H2,1
)
whenever v(0) ≡ w(0) and ρ˙(0) = σ˙(0).
Proof. Clearly,
‖L (ρ, v)−L (σ,w)‖L2 = ‖(ρ˙− σ˙)ξ · ∇v − σ˙ξ · (∇v −∇w)‖L2
≤ ‖ρ˙− σ˙‖C0‖∇v‖L2 + ‖σ˙‖C0‖∇v −∇w‖L2 .
(2.3.4)
Using Lemma 2.2.1 for the first term, and Lemma 2.2.7 for the second, (2.3.2)
follows. 
Lemma 2.3.4. Define the map B : H
7
4 (0, T )×H2,1(Q)→ H 14 (0, T ) by
(2.3.5) B(ρ, v) = −ρ˙vˆ.
Then there exists C > 0 such that
‖B(ρ, v)−B(σ,w)‖
H
1
4
≤ CT 12
(
(‖v‖H2,1 + |vˆ(0)|)[ρ˙− σ˙] 3
4
+ (|σ˙(0)|+ ‖σ˙‖
H
3
4
)‖v − w‖H2,1
)(2.3.6)
whenever vˆ(0) = wˆ(0) and ρ˙(0) = σ˙(0).
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Proof. Note that
‖B(ρ, v)−B(σ,w)‖L2 ≤ T
1
2 ‖B(ρ, v)−B(σ,w)‖C0
≤ CT 34 [B(ρ, v)−B(σ,w)] 3
4
(2.3.7)
using Lemma 2.2.1. If α ∈ (0, 34 ], Lemma 2.2.2, Lemma 2.2.1 and Theorem
2.2.6 imply
[vˆ(ρ˙− σ˙)]α ≤ ‖vˆ‖C0 [ρ˙− σ˙]α + [vˆ]α‖ρ˙− σ˙‖C0
≤ CT 34−α[ρ˙− σ˙] 3
4
(
|vˆ(0)|+ T 14 [vˆ] 3
4
)
≤ CT 34−α[ρ˙− σ˙] 3
4
(
|vˆ(0)|+ T 14 ‖v‖H2,1
)
.
(2.3.8)
The factor T
3
4−α is obtained from the definitions of [.]α and [.] 3
4
. Similarly,
[(vˆ − wˆ)σ˙]α ≤ ‖vˆ − wˆ‖C0 [σ˙]α + [vˆ − wˆ]α‖σ˙‖C0
≤ CT 34−α[vˆ − wˆ] 3
4
(
|σ˙(0)|+ T 14 [σ˙] 3
4
)
≤ CT 34−α‖v − w‖H2,1
(
|σ˙(0)|+ T 14 ‖σ˙‖
H
3
4
)
.
(2.3.9)
Adding (2.3.8) and (2.3.9) gives
(2.3.10) [B(ρ, v)−B(σ,w)]α ≤ CT
3
4−α
(
(|σ˙(0)|+ T 14 ‖σ˙‖
H
3
4
)‖v − w‖H2,1
+ (|vˆ(0)|+ T 14 ‖v‖H2,1)[ρ˙− σ˙] 3
4
)
where C depends on α. Substituting α = 34 provides an estimate for (2.3.7).
Adding this to (2.3.10) gives the result. 
The solution for ρ will also be obtained iteratively. For this, the following
operator will be used.
Lemma 2.3.5. Let h ∈ C2(R2). Given σ ∈ H 74 (0, T ) and v ∈ H2,1(Q),
define S (σ, v) by
(2.3.11) S (ρ, v)(τ) := ρ(0) +
∫ τ
0
h(ρ(s), vˆ(s)) ds
Then S is a map from H
7
4 (0, T )×H2,1(Q) to H 74 (0, T ). Moreover, there exists
C > 0, depending only on the L∞ norms of ρ, σ, vˆ and wˆ, such that
(2.3.12) ‖S (ρ, v)−S (σ,w)‖
H
7
4
≤ CT 14
(
‖ρ− σ‖
H
7
4
+ ‖v − w‖H2,1
)
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whenever vˆ(0) = wˆ(0) and ρ(0) = σ(0). Moreover,
(2.3.13) ‖S (ρ, v)‖2
H
7
4
≤ C
(
ρ(0)2 + ‖h‖2C0(I)
)
T +CT
1
2
(
‖ρ‖
H
7
4
+ ‖v‖H2,1
)
,
where K ⊂⊂ R2 depends on the L∞ norms of ρ and vˆ.
Proof. Note that, since S (ρ, v)(0) = S (σ,w)(0) and vˆ(0) = wˆ(0),
‖S (ρ, v)−S (σ,w)‖
H
7
4
≤ C
∥∥∥∥ ddτ S (ρ, v)− ddτ S (σ,w)
∥∥∥∥
H
3
4
= C‖h(ρ, vˆ)− h(σ, wˆ)‖
H
3
4
≤ C[h(ρ, vˆ)− h(σ, wˆ)] 3
4
.
(2.3.14)
By Lemma 2.2.4 and Remark 2.2.3
(2.3.15)
‖S (ρ, v)−S (σ,w)‖
H
7
4
≤ C‖h′‖C1(K)M
(
‖ρ− σ‖
H
3
4
+ ‖vˆ − wˆ‖
H
3
4
)
where M = 1 + ‖ρ‖L∞ + ‖σ‖L∞ + ‖vˆ‖L∞ + ‖wˆ‖L∞ and K ⊂ R2 compact
and sufficiently large. Finally, using Lemma 2.2.1, the continuous embedding
H
7
4 → H 34 and Theorem 2.2.6,
‖S (ρ, v)−S (σ,w)‖
H
7
4
≤ C‖h′‖C1(K)MT 14
(
[ρ− σ] 3
4
+ [vˆ − wˆ] 3
4
)
≤ CT 14
(
‖ρ− σ‖
H
7
4
+ ‖v − w‖H2,1
)
,
(2.3.16)
For the second estimate, use Lemma 2.2.1 to obtain
‖S (ρ, v)‖2
H
7
4
≤ Cρ(0)2T + C
∥∥∥∥ ddt S (ρ, v)
∥∥∥∥2
H
3
4
≤ Cρ(0)2T + Ch(ρ(0), vˆ(0))2T + C[h(ρ, vˆ)]23
4
,
(2.3.17)
where the second inequality follows by combining estimating the L2(0, T ) in
the second term against the C0(0, T ) norm of the same function and applying
Lemma 2.2.1 once again. 
With the above estimates, it is possible to show that a solution of (2.1.4)
exists for t ∈ [0, T ] if T is sufficiently small using Banach’s contraction principle.
Theorem 2.3.6. Given u0 ∈ H1(Ω) and ρ0 ∈ R, there exists M > 0 and
T > 0 such that (2.1.4) has a solution (σ, v) ∈ H 74 (0, T )×H2,1(Q).
Proof. For fixedM > 0, consider the setK of all pairs (ρ, v) ∈ H 74 (0, T )×
H2,1(Q) that satisfy v(0) = v0, ρ(0) = ρ0, ρ˙(0) = h(ρ0, vˆ0), ‖v‖H2,1 ≤ M and
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‖ρ‖
H
7
4
≤M , and let the map A : H 74 (0, T )×H2,1(Q)→ H 74 (0, T )×H2,1(Q)
be given by
(2.3.18) A (ρ, v) =
(
S (ρ, v),R
(
L (ρ, v),B(ρ, v)
))
.
It will be shown that A has a fixed point in K if M > 0 is sufficiently large
and T > 0 is sufficiently small.
By Lemma 2.3.3,
‖L (ρ, v)−L (σ,w)‖L2 ≤ CT 14
(
[ρ˙− σ˙] 3
4
‖∇v‖L2 + ‖σ˙‖C0‖v − w‖H2,1
)
≤ CT 14
(
‖ρ− σ‖
H
7
4
‖v‖H2,1 + ‖σ‖H 74 ‖v − w‖H2,1
)
≤ CT 14 (‖ρ− σ‖
H
7
4
+ ‖v − w‖H2,1),
(2.3.19)
where C depends on M only. Similarly, using Lemma 2.3.4
(2.3.20) ‖B(ρ, v)−B(σ,w)‖
H
1
4
≤ CT 12 (‖ρ− σ‖
H
7
4
+ ‖v − w‖H2,1),
where the constant again depends on M only. Combining (2.3.19) and (2.3.20)
with Lemma 2.3.1,
(2.3.21) ‖R(L (ρ, v),B(ρ, v))−R(L (σ,w),B(σ,w))‖H2,1
≤ C1T 14
(
‖ρ− σ‖
H
3
4
+ ‖v − w‖H2,1
)
If (ρ, v) ∈ K, by Lemma 2.2.1,
(2.3.22) ‖vˆ‖L∞ ≤ vˆ(0) + [vˆ] 3
4
≤ vˆ0 + C‖v‖H2,1 ≤ vˆ0 + CM.
for any T ∈ (0, 1]. Similarly, the L∞ norm of any ρ ∈ H 74 (0, T ) can be estimated
by uniformly in T :
(2.3.23) ‖ρ‖L∞ ≤ ρ0 + T |h(ρ0, vˆ0)|+ T [ρ˙] 3
4
≤ ρ0 + |h(ρ0, vˆ0)|+M
since ρ(0) = ρ0 and ρ˙(0) = h(ρ0, vˆ0) by construction. Then, by Lemma 2.3.5,
(2.3.24) ‖S (ρ, v)−S (σ,w)‖
H
7
4
≤ C2T 14
(
‖ρ− σ‖
H
7
4
+ ‖v − w‖H2,1
)
where C2 depends on M and h only.
By [17, Theorem 4.2.3], there exists a v0 ∈ H2,1(Q) such that v0(0) = v0.
Let then ρ0(t) = ρ0 + th(ρ0, vˆ0), and set
(2.3.25)
(
ρk, vk
)
= A
(
ρk−1, vk−1
)
for k ∈ N. If M is large enough, (ρ0, v0) ∈ K, and
(2.3.26) ‖ρ1 − ρ0‖
H
7
4
+ ‖v1 − v0‖H2,1 < M
2
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for any T ∈ (0, 1]. Then, for T small enough, (C1 +C2)T 14 < 12 , which implies
(2.3.27)
∞∑
k=1
(
‖ρk − ρk−1‖
H
7
4
+ ‖vk − vk−1‖H2,1
)
< M.
Then (ρk, vk) converges in H
7
4 (0, T ) ×H2,1(Q) to a fixed point of A in K as
k →∞. 
Clearly, the above theorem can be applied repeatedly, resulting in a solution
of (2.1.1) up to some maximal existence time T , which may or may not be
infinite.
Theorem 2.3.7. Solutions of (2.1.4) are unique for given initial conditions
ρ0 ∈ R and v0 ∈ H1(Ω).
Proof. Suppose that (ρ, v) and (σ,w) are both solutions of (2.1.4), with
v(0) = w(0) and ρ(0) = σ(0). Unless v = w, and ρ = σ, there must be
a maximal τ0 such that v(τ0) = w(τ0) and ρ(τ0) = σ(τ0). Without loss of
generality, τ0 = 0.
Given M and T > 0, let K and A be as in the proof of Theorem 2.3.6.
For M large enough, both (ρ, v) and (σ,w), restricted to Q = Ω × (0, T ) for
appropriate T ≤ 1 are in K. Moreover, possibly making T > 0 smaller the
map A is a contraction. Then v(τ) = w(τ) and ρ(τ) = σ(τ) for τ < T , which
is a contradiction. 
The construction used to prove Theorem 2.3.6 can be stretched even further
to prove continuous dependence on initial conditions.
Theorem 2.3.8. The solution (ρ, v) ∈ H 74 (0, T ) ×H2,1(Q) of (2.1.4) de-
pends continuously on the initial conditions ρ0 ∈ R and v0 ∈ H1(Ω).
Proof. Let ρ0, v0 and ε > 0 be given, and define K, A , ρk and vk,
M and T as in the proof of Theorem 2.3.6. Given δ > 0, let σ0 ∈ R with
|σ0 − ρ0| < δ and w0 ∈ H1(Ω) with ‖w0 − v0‖H1(Ω), and define K˜ to be all
(σ,w) ∈ H 74 (0, T )×H2,1(Q) such that σ(0) = σ0, σ˙(0) = h(σ0, wˆ0), w(0) = w0,
‖σ‖
H
7
4
≤ M and ‖w‖H2,1 ≤ M with the same M and T . Let then wk and σk
be defined analogous to uk and ρk with initial conditions w0 and σ0. Since the
dependence of u0 and ρ0 on u0 and ρ0 is continuous, ‖w0−v0‖H2,1+‖ρ0−σ0‖H 74
can be made arbitrarily small by by choosing δ > 0 small enough. Note that
(2.3.19), (2.3.20) and (2.3.21) hold for (ρ, v) and (σ,w) in K˜ with the same
constants.
Since the constant C2 in 2.3.24 depends on the L
∞ norms of ρ, σ, vˆ and
wˆ, 2.3.24 may not hold in K˜. However, one can recover 2.3.24 in K˜ with an
Variational Modeling of Parabolic Free Boundary Problems
22 Chapter 2. A PDE Approach
alternative constant C˜2 that can be chosen arbitrary close to C2 by making
δ > 0 small enough. Therefore, if δ > 0 is sufficiently small, one still has
(C1 + C2)T <
1
2 .
It can be easily seen that A is a continuous map from H
7
4 (0, T )×H2,1(Q)
to itself from the definition of R, L , B and S . Therefore, one has
(2.3.28) ‖σ1 − σ0‖
H
7
4
+ ‖w1 − w0‖H2,1 < M
2
,
provided that δ is small enough. It follows that (σk, wk) converges to the
solution of (2.1.4) with initial conditions σ0 and w0 with the same time horizon
T and at the same rate as (ρ, v). Let then k0 be such that M2
−k0 < ε3 . Then
(2.3.29) ‖σ − σk0‖
H
7
4
+ ‖w − wk0‖H2,1 < M2−k0 < ε
3
,
and the same inequality holds for (σ,w) and (σk0 , wk0).
Finally, one can force
(2.3.30) ‖σk0 − ρk0‖
H
7
4
+ ‖wk0 − vk0‖H2,1 < ε
3
by making δ > 0 small enough, since A and therefore A k0 is continuous. 
2.4. Regularity
The results of the previous section provide a unique solution for (2.1.4)
with modest regularity. In this section, it will be shown that the solution is in
fact more regular, provided that h is smooth. Moreover, it will be shown that
if h is given by (2.1.5), the solution exists for all τ > 0 and converges to the
unique equilibrium as τ → +∞.
2.4.1. Smoothness. The key observation for proving smoothness is that
v and ρ are solutions of relatively simple problems given the other. Moreover,
it will be shown that solutions exist global in time.
A conclusion that can be drawn from this viewpoint is that ρ always has
one degree of differentiability more than the trace of v. More precisely,
Lemma 2.4.1. Suppose that h is smooth. If ρ ∈ H 74 (0, T ) and vˆ ∈ Hα(0, T )
with α > 34 then ρ ∈ H1+α(0, T ).
This key observation is used to prove the following regularity result for u.
Lemma 2.4.2. Suppose that v0 ∈ Hm(Ω) for some k ∈ N, h is smooth, and
(2.4.1) − κ(v0)n = vˆ0h(ρ0, vˆ0).
Then v ∈ Hm+1,m+12 (Q).
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Proof. Suppose first that v ∈ Hj, j2 (Q) for j ≤ m. By the Trace Theorem
[17, Theorem 4.2.1], vˆ ∈ H 2j−14 (0, T ), which means that ρ ∈ H 2j+34 (0, T ).
Using [17, Proposition 4.2.3], ∇v ∈ Hj−1, j−12 . Then L (ρ, v) = ρ˙ξ · ∇v is in
Hj−1,
j−1
2 (Q). Moreover, B(ρ, v) = −ρ˙vˆ ∈ H 2j−14 (0, T ). Since v is the unique
solution of the initial value problem (2.3.1), [17, Theorem 4.5.3] implies that
v ∈ Hj+1, j+12 (Q). Iterating this argument with j = 2, 3, . . . ,m proves the
result. 
An (almost) immediate corollary is that v is actually smooth if v0 is.
Corollary 2.4.3. Under the conditions of Lemma 2.4.2,
(2.4.2)
∂j+k
∂xj∂tk
u ∈ C0b (Q), if j + 2k ≤ m−
n
2
.
Proof. By Lemma 2.4.2, v ∈ Hm+1,m+12 (Q). Using [17, Proposition
4.2.3],
(2.4.3)
∂j+k
∂ξj∂τk
v ∈ Hr, r2 (Q), for some r > n
2
+ 1
By [16, Theorem 1.3.1], v(t) ∈ Hr−1(Ω). The conclusion now follows from [16,
Theorem 1.9.8]. 
Remark 2.4.4. Note that this implies that v is a classical solution if m ≥ 5.
One can also use Lemma 2.4.2 to prove that (2.1.4) has a smoothing effect:
even with non-smooth initial conditions, the solution will be smooth for every
τ > 0. More precisely,
Lemma 2.4.5. Let ε > 0. Then v ∈ Hm,m2 (Ω × (ε, T )) for any integer
m ≥ 2.
Proof. Assume that v ∈ Hj, j2 (Ω×(tj , T )) for some 0 < tj < (j−1)m−2 ε, j ≥ 2.
Then there is some tj+1 ∈ (tj , jm−2ε) such that v(tj+1) ∈ Hj(Ω). By Lemma
2.4.2, applied with ρ0 = ρ(tj+1) and v0 = v(tj+1), v ∈ Hj+1, j+12 (Q). Repeating
the argument for j = 2, 3, . . . ,m−1 shows that v ∈ Hm,m2 (Ω×(tm−1, T )) where
tm−1 < ε. 
Using the same argument, Corollary 2.4.3 can be shown for Ω × (ε, T )
instead of Q. Taking the limit for ε ↓ 0, one can prove that v is actually
smooth regardless of the smoothness of the initial condition at the cost of
uniform bounds for the derivatives of v.
Corollary 2.4.6. Let T < +∞. Then v ∈ C∞(Ω× (0, T )). In particular,
the pair (ρ, v) is a classical solution of (2.1.4).
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2.4.2. Long-time behavior. With these regularity results at hand, it
is possible to prove that the solution (ρ, v) of (2.1.4) with h given by (2.1.5)
actually exists and remains nonnegative for all t > 0. This is done using bounds
for ρ and v and their derivatives. Once ρ is bounded, the other estimates can be
obtained using the maximum principle. A bound for ρ can be obtained using
the Lyapunov functional (2.1.7).
Lemma 2.4.7. Let ρ0 ∈ R and v0 ∈ Hm(Ω), m > n2 + 1 with v0 ≥ 0,
(2.1.6) and Φ(ρ0, v0) < +∞ be given, and let (ρ, v) ∈ H2,1(Q) be the solution
of (2.1.4), (2.1.5). Then ρ, ρ˙, v and ∇v can be bounded uniformly in terms of
|ρ0| and ‖v0‖Hm . Moreover, v ≥ 0.
Proof. By Jensen’s inequality, comparing v(τ) to the appropriate con-
stant function
Φ(ρ0, v0) ≥ Φ(ρ(τ), v(τ))
≥ Φ
(
ρ(τ),
1
ωnenρ(τ)
)
= nωne
(n−1)ρ(τ) − nρ(τ)− logωn.
(2.4.4)
Since the right-hand side tends to +∞ if ρ(t) → ±∞, ρ(t) must be bounded,
that is, |ρ(t)| ≤ L with L depending on Φ(ρ0, v0), which is bounded by ‖v0‖Hm .
Next, note that v and −v solve a linear parabolic initial value problem that
involves ρ as a coefficient. By the maximum principle [26, §3], the maximum
of −v in Q will be taken on τ = 0 or |ξ| = 1. In the first case, v must be
nonnegative. In the latter case, let τ0 be the minimal τ such that vˆ(τ) = 0, if
it exists. Then there must be arbitrarily small δ > 0 such that vˆ(τ − δ) will
realize the minimum of v over Ω× (0, τ − δ), which means that vn(τ − δ) ≤ 0.
It follows that ρ˙(τ − δ) ≥ 0. Together with the bound for ρ, this implies a
positive lower bound for vˆ(τ − δ). However, since vˆ is continuous as a function
of τ , vˆ(τ−δ) can be made arbitrarily small by choosing δ > 0 small. Therefore,
v > 0 if v0 > 0.
Again by the maximum principle [26, §3], the maximum of v in Q will also
be taken on τ = 0 or |ξ| = 1. In the first case, v is bounded by the maximum of
v0, which is bounded in terms of ‖v0‖Hm . In the latter case, vn(τ) ≥ 0. Using
the boundary conditions, this implies ρ˙(τ) ≤ 0, that is
(2.4.5) h(ρ(τ), vˆ(τ)) = 1− n+ vˆ(τ)eρ(τ) ≤ 0,
which means that v is bounded in terms of L. From the bounds on ρ and v, a
bound for ρ˙ follows immediately.
In order to obtain a bound on vξi , it is more convenient to consider the
solution of (2.1.1). From (2.1.3), it is obvious that the bounds for v, ρ and ρ˙
can be translated to bounds for the original variables u, r and r˙. Clearly the
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space derivatives uxi and −uxi also satisfy the diffusion equation, which means
that the maximum principle can be used. Since u is radially symmetric, the
boundary condition for un implies that that |uxi | must be bounded in terms of
r0 and ‖u0‖Hm . Therefore, ∇v is also bounded in terms of |ρ0| and ‖u0‖Hm . 
Theorem 2.4.8. Let r0 ∈ R and v0 ∈ H1(Ω) be given. Then the solution
of (ρ, v) of (2.1.4), (2.1.5) exists for all τ > 0.
Proof. The first step is to prove that the existence time T from Theorem
2.3.6 can be bounded from below in terms of ρ0 and ‖v0‖H1 . Let A , ρk and vk
be as in the proof of Theorem 2.3.6. Note that the dependence of ρ0 and v0 on
ρ0 and v0 is continuous. Moreover, combining estimates for R, B, L and S
for T = 1, ‖ρ1‖
H
7
4
and ‖v1‖H2,1 can be bounded uniformly in T ≤ 1. Hence,
M > 0 can be chosen such that it depends only on |ρ0| and ‖v0‖H1 , which in
turn implies that C1 and C2 only depend on ρ0 and ‖v0‖H1 as well. From this,
is can be shown that T can be bounded from below in terms of ρ0 and ‖v0‖H1 .
Next, apply Theorem 2.3.6 and Lemma 2.4.5 to obtain a τ0 > 0 such that
u(τ) ∈ Hm(Ω) for some m > n2 + 1. By Lemma 2.4.7, ‖v(τ)‖H1(Ω) is bounded
in terms of |ρ(τ0)| and ‖v(τ0)‖Hm . For any τ ≥ τ0, one can now apply Theorem
2.3.6 with initial condition (ρ(τ), v(τ)) in order to obtain a solution that exists
at least up to τ + T , where T only depends on |r(τ0)| and ‖v(τ0)‖Hm and
Φ(ρ0, v0). Hence, the solution exists for τ ∈ (0,+∞). 
Studying the Lyapunov functional, one can see that solutions tend to the
unique equilibrium as τ → +∞.
Theorem 2.4.9. If τ 7→ (v(τ), ρ(τ)) is a solution of (2.1.4), (2.1.5), then
ρ(τ)→ ρ and v(τ) ⇀ v in H1(Ω) as τ → +∞.
Proof. Let φ(τ) := Φ(ρ(τ), v(τ)). Since Φ is a Lyapunov functional and
bounded from below, φ is a decreasing function, and limτ→+∞ φ(τ) =: φ∞ is
well-defined. Moreover, as in the proof of the previous theorem, v(τ) must be
in some bounded subset of H1(Ω).
By the mean value theorem, there must be a sequence {τk}k∈N such that
k < τk < k + 1 and
(2.4.6) |φ˙(τk)| = φ(k)− φ(k + 1) ≤ φ(k)− φ∞
which means that limk→∞ φ˙(τk) = 0. Since ρ(τ) is uniformly bounded and v(τ)
is restricted to a bounded subset of H1(Ω), there exists a subsequence, again
denoted by {τk}, such that φ˙(τk)→ 0, ρ(τk)→ r∞ and v(τk) ⇀ v∞ in H1(Ω)
as k →∞.
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From (1.2.4), it follows that
(2.4.7)
∫
Ω
|∇v(τk)|2
v(τk)
dξ → 0
as k → ∞. Let then ε > 0 be given. Since identifying functions in H1((ε, 1))
with radially symmetric functions H1(Ω \ Bε) results in a homeomorfism of
linear spaces and C0((ε, 1)) ↪→ H1((ε, 1)), v is bounded from above on Ω \ Bε
uniformly in τ . Hence, for some Cε > 0,
(2.4.8)
∫
Ω\Bε
|∇v(τk)|2
v(τk)
dξ ≥ Cε
∫
Ω\Bε
|∇v(τk)|2 dξ,
which means that ∇v(τk)→ 0 in L2((ε, 1)). By lower semicontinuity, ∇v∞ = 0
on Ω \Bε. Since ε > 0 was arbitrary, v∞ must be constant, which means
(2.4.9) v∞ =
1
ωnenρ∞
using (2.1.6). Since the trace operator v 7→ vˆ is continuous with respect to the
weak H1 topology, vˆ(τk)→ vˆ∞. Again using (1.2.4),
(2.4.10) 1− n+ vˆ(τk)eρ(τk) → 0,
which means that ρ∞ = ρ and v∞ = v.
Since (ρ, v) is the unique minimizer of Φ, the ω-limit set of (ρ(τ), v(τ))
contains only (ρ, v). Again using the fact that (ρ(τ), v(τ)) is confined to a
bounded set, it follows that ρ(τ)→ ρ and v(τ) ⇀ v in H1(Ω) as τ → +∞. 
Since the solution is bounded in H1(Ω) and converges weakly, it must also
converge in L2. However, since the bound on the derivative shown in Lemma
2.4.7 is in fact uniform, convergence is also uniform.
Corollary 2.4.10. Let τ 7→ (ρ(τ), v(τ)) be a solution of (2.1.4), (2.1.5).
Then v(τ)→ v uniformly as τ → +∞.
Proof. Let {τk}k∈N be any increasing sequence of times τk > 0 such that
limk→∞ τk = +∞. From Lemma 2.4.7, it follows that v and ∇v are uniformly
bounded. Hence, the sequence v(τk) is uniformly bounded and equicontinuous.
By the Arzela-Ascoli theorem, v(τk) → v along a subsequence. Since the
original sequence {τk}k∈N is arbitrary, v(τ)→ v uniformly as τ → +∞. 
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A Gradient Flow Approach
3.1. Introduction
Assuming radial symmetry can also be used to avoid the problem of finding
a suitable metric on the space domains explained in Section A.2. Although the
radially symmetric problem is essentially one-dimensional, it is still rich enough
to see how exactly the osmotic term in the normal velocity v arises from the
restriction on the support of u.
In the following sections, it will be shown that the radially symmetric
version of (1.1.6) is a gradient flow in a metric space, and solutions will be con-
structed using this observation. More precisely, in Section 3.2, a metric space
and functional will be constructed for radially symmetric initial conditions, and
fitted into the framework set by Ambrosio, Gigli and Savare´ [4], enabling
the use of a theorem that guarantees the convergence of an abstract version of
the approach used by Jordan, Kinderlehrer and Otto [15], Luckhaus
and Sturzenhecker [20] and Almgren, Taylor and Wang [2]. In Sec-
tion 3.3, some finer properties of the space and functional from Section 3.2 will
be studied, resulting in a theorem concerning, among other things, regularity
of the curve constructed in Section 3.2. Convexity of certain functionals will be
a special point of interest. Section 3.4 is devoted to the study of the differential
properties of the functional constructed in Section 3.2, making the conclusions
of Theorem 3.3.9 more concrete. In Section 3.5 it is shown, using theory from
Sections 3.3 and 3.4 that the construction in Section 3.2 indeed gives a weak
solution of (1.1.6). Finally, in Section 3.6, a model for aquaporins will be pre-
sented. It will be shown that a very small modification of the metric space is
sufficient to obtain a gradient flow formulation for the resulting problem.
This chapter is based on [31], first published in Interfaces and Free Bound-
aries 14 (2012), published by the European Mathematical Society. The original
version is Copyright c© of the European Mathematical Society.
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3.2. Construction of a generalized minimizing movement
In order to obtain a gradient flow solution for (1.1.6) under the assumption
of radial symmetry, a metric space will be constructed to represent the domain
and mass profile. It will be shown that this space and a suitable functional
fit the theory developed by Ambrosio, Gigli and Savare´ [4, §2]. More
precisely, a so-called Generalized Minimizing Movement or GMM will be con-
structed. The idea of this concept is a (formal) generalization of the Euler
backward approximation of a gradient flow in Rn.
The gradient flow of a function φ on Rn can be constructed by an Euler
backward scheme. Time is discretized by setting tk = kh for some small h > 0,
and the equation
(3.2.1) ∇φ(xk+1) + xk+1 − xk
h
= 0,
is solved for every time step. Setting x(kh) = xk, this is an approximation of
the gradient flow of φ.
Note that (3.2.1) is the optimality condition for the minim
(3.2.2) min
y∈Rn
{
φ(y) +
1
2h
|y − x|2
}
.
This last problem can easily be generalized to the setting of a metric space by
replacing |y − x|2 with d2(x, y). It is expected that this will, in some sense,
give an approximation of a gradient flow. In general, (3.2.2) might not have
a unique solution, or no solution of all. Moreover, one must ask whether the
limit for h ↓ 0 exists, in what sense, and whether this limit is unique.
The concept of a (Generalized) Minimizing Movement is defined in [4,
Definition 2.0.6]. The starting point is a partition of the time interval (0,+∞)
(3.2.3) Pτ :=
{
0 = t0τ < t
1
τ < · · · < tkτ < · · ·
}
associated to a sequence τ = {τk}k∈N of positive time steps with
(3.2.4) lim
k→∞
tkτ =
∞∑
j=1
τj = +∞.
and |τ | := supk{τk} < +∞. Additionally, the time intervals
(3.2.5) Ikτ := (t
k−1
τ , t
k
τ ]
are introduced.
Given a complete metric space (S, d) and a functional φ : S → (−∞,+∞],
a discrete solution associated to the partition Pτ is a map Uτ : (0,+∞) → S
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such that Uτ is constant on I
k
τ for every k ∈ N, and Uτ (tkτ ) is a minimizer of
the functional
(3.2.6) V 7→ φτk(Uτ (tk−1τ ), V ) := φ(V ) +
1
2τk
d2(Uτ (t
k−1
τ ), V ).
A curve [0,+∞) → S is called a minimizing movement for φ starting at
u0 ∈ S if for every partition τ with |τ | sufficiently small there exists a discrete
solution Uτ such that
(3.2.7) lim
|τ |↓0
φ(Uτ (0)) = φ(u0), lim sup
|τ |↓0
d(Uτ (0), u0) < +∞,
and Uτ (t)→ u(t) for all t ≥ 0 as |τ | ↓ 0. In this definition, convergence of the
discrete solutions with respect to the metric may be replaced by convergence
with respect to a weaker topology. This allows for the use of a topology that
may enjoy better compactness properties than the metric topology.
A generalized minimizing movement is defined analogous to a minimizing
movement, but with (3.2.7) required only along a sequence τ j of partitions.
That is, a curve [0,+∞) → S is a generalized minimizing movement for φ
starting at u0 ∈ S if there exists a sequence of partitions τ j with limj→∞ |τ j | =
0 and discrete solutions Uτ j such that
(3.2.8) lim
j→∞
φ(Uτj (0)) = φ(u0), lim sup
j→∞
d(Uτj (0), u0) < +∞,
and Uτ j (t)→ u(t) for all t ≥ 0 as j →∞. Again, metric convergence may be
replaced with convergence with respect to a weaker topology.
Jordan, Kinderlehrer and Otto [15], Luckhaus and Sturzen-
hecker [20], Almgren, Taylor and Wang [2], as well as many others have
applied the construction of a GMM. In this section, a metric space (X n, %)
and a functional Φ on X n will be introduced. Moreover, it will be shown
that GMM’s exist for initial conditions that have finite Φ-value by applying [4,
Proposition 2.2.3], which is proven in §3 of the same book.
3.2.1. The space of balls. By radial symmetry, the free domain will be a
ball centered at the origin, which means it can be represented by a non-negative
real number: the space of balls centered at zero is C n := [0,+∞). Following
Almgren, Taylor and Wang [2], Luckhaus and Sturzenhecker [20],
Brakke [5] and many others, in order to obtain the mean curvature term the
perimeter Pn(r) = nωnr
n−1 of ∂Br will be used.
Although metrics on C n are trivial to construct and study, it is interesting
to view them as the restriction of metrics on a suitable space of domains to the
space of balls.
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As explained in Section A.2, a metric based on the L2 norm of the normal
velocity is in general not well-defined. However, in the space of balls, this
problem does not occur. If E(t) = Br(t), the normal velocity is given by r˙(t),
which means that
(3.2.9)
∫ 1
0
‖v(t)‖L2(∂Br(t)) dt =
∫ 1
0
|r˙(t)|
√
Pn(r(t)) dt,
prescribing r(0) and r(1), a taking the infimum over all t 7→ r(t), this results
in a metric
d(r(0), r(1)) =
∫ r(1)
r(0)
√
Pn(ρ) dρ =
2
√
nωn
n+ 1
∣∣∣r(1)n+12 − r(0)n+12 ∣∣∣ ,(3.2.10)
The infinitesimal structure of (3.2.10) is the same as (A.2.18), as one can
see from
d2(Br(0), Br(1)) = 2
∫
Br(0)4Br(1)
d(x, ∂Br(0)) dx
= 2nωn
(
r(1)n+1
n+ 1
+
r(0)n+1
n(n+ 1)
− r(1)
nr(0)
n
)
,
(3.2.11)
so that,
(3.2.12)
d
dt
d(Br(0), Br(t))
∣∣∣∣
t=0
= |r′0|
√
nωnr
n−1
0 =
(∫
∂Br0
|v|2 dH n−1
) 1
2
since v = r˙ for balls.
Clearly, the map
(3.2.13) ιn : C
n → [0,∞) : r 7→ 2
√
nωn
n+ 1
r
n+1
2
is an isometry, which will be used in computations. One can see immediately
that (C n, d) is a complete metric space. Moreover, (3.2.10) generates the stan-
dard topology on C n, which means in particular that Pn is continuous with
respect to d. Finally, rk → r is equivalent to L n(Brk4Br)→ 0 as k →∞.
3.2.2. Mass profiles. For the mass profile u, the subspace of radially
symmetric functions from L1n as introduced in Section A.1 will be used. It is
not hard to prove that the main results from this section, most importantly
Theorem A.1.1 also holds for the space of radially symmetric mass profiles. If
u ∈ L1n is radially symmetric, it can be identified with a function u : [0,+∞)→
[0,+∞). No additional notation is introduced for this.
The optimal transport problem in this setting is essentially the same as the
one-dimensional optimal transportation problem. Therefore, the result of [4,
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Theorem 6.0.2] can be carried over to this setting, leading to some useful facts
about the Wasserstein metric for radially symmetric mass profiles. Writing
(3.2.14) Fu(ρ) :=
∫ ρ
0
u(σ)Pn(σ) dσ
the optimal transport map twu : [0,∞) → [0,∞) and Wasserstein metric are
given by
twu = F
−1
w ◦ Fu(3.2.15)
W 22 (u,w) =
∫ ∞
0
|ρ− F−1w ◦ Fu(ρ)|2u(ρ)Pn(ρ) dρ
=
∫
(0,1)
∣∣F−1u (σ)− F−1w (σ)∣∣2 dσ(3.2.16)
whenever Fu and Fw are invertible. If Fu or Fw is not invertible, the same
identities hold if the inverse is replaced by the pseudo-inverse
(3.2.17) F−1u (σ) := sup {ρ ≥ 0 : Fu(ρ) ≤ σ} , σ ∈ [0, 1].
This observation will be useful later for studying convexity properties of the
Wasserstein metric.
3.2.3. The variational formulation. The two spaces from the previ-
ous subsections can be combined into one space. This requires some caution,
because the mass is supposed to stay inside the free domain. Therefore, the
following space will be used.
(3.2.18) X n :=
{
(r, u) ∈ C n × L1n :
∫ ∞
r
uPn dρ = 0
}
Note that the support of u need not be the whole ball Br.
The metric on this space will be
(3.2.19) %((r, u), (s, w)) :=
(
d2(r, s) +
W 22 (u,w)
κ
) 1
2
.
Moreover, since X n is a subspace of a product, it inherits a topology from C n
and L1n: weak convergence in X
n, denoted by (rk, uk) ⇀ (r, u) is equivalent to
rk → r and uk ⇀ u, where uk ⇀ u denotes weak L1n convergence, characterized
by (A.1.2).
An obvious question is whether the compactness properties of the spaces
C n and L1n carry over to X
n. Clearly, by Theorem A.1.1 and the Heine-Borel
theorem for R1, suitable sequences C n × L1n have convergent subsequences.
One can also see that X n is closed in C n × L1n: this is a direct consequence
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of lower semicontinuity of the support of an L1 function with respect to weak
convergence, that is,
(3.2.20) suppu ⊆
∞⋃
j=1
∞⋂
k=j
suppuk
if uk converges weakly to u.
The functional that will be used is a combination of the perimeter and the
internal energy:
(3.2.21) Φ(r, u) := Pn(r) +F (u).
In order to obtain coercivity, an assumption on the integrand f in relation to
the dimension is made:
(3.2.22) lim
z↓0
z−
1
n f(z) = 0.
This condition can be interpreted as a coercivity condition. Without it, very
large balls with a constant mass profile have very low values of Φ. This would,
in the end, result in the domain growing indefinitely large. A nice example
is the case where the dimension n is 1 and f(z) = z log z. Note that, in
particular, the choice f(z) = z log z does satisfy the assumption, provided that
n > 1. Although this seems like a technical condition at first, it is actually
quite natural: in case n = 1, the perimeter of any convex set is 2, which means
that the perimeter functional loses its coercivity. This is also reflected in the
model: the total mean curvature H is undefined if n = 1. In order to ensure
coercivity, it will be assumed that n > 1 and (3.2.22) holds in the remainder.
It turns out that, once the assumption is made, the sublevels of Φ are
complete with respect to % and the weak topology is the same as the metric
topology on sublevels. Before proving this, some basic properties of Φ are
shown.
Lemma 3.2.1. Given r ∈ C n, u 7→ Φ(r, u) takes its unique minimal value
(3.2.23) Φo(r) := nωnr
n−1 + ωnrnf
(
1
ωnrn
)
at u = 1ωnrnχ(0,r). The function Φo is coercive, in the sense that
• limr→+∞ Φo(r) = +∞,
• limr↓0 Φo(r) = +∞,
• r 7→ Φo(r) has a unique global minimizer.
Proof. Since f is strictly convex, Jensen’s inequality [9, Theorem 2.4.19]
implies that u = 1ωnrnχ(0,r) minimizes Φ(r, u) for given r > 0. Superlinear
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growth of f implies that limr↓0 Φo(r) = +∞. Moreover, limr→∞Φo(r) = +∞
using (3.2.22). Since
(3.2.24)
d
dz
(
zf
(
1
z
))
= −fˆ
(
1
z
)
≥ 0,
is strictly increasing, the second term in (3.2.23) is strictly convex. Since the
first term is obviously also convex, it follows that r 7→ Φo(r) has a unique global
minimum. 
Using this coercivity lemma, the following two properties of sublevels of Φ
can be shown.
Theorem 3.2.2. For any M ∈ R, Φ−1(−∞,M ] := {(r, u) ∈ X n :
Φ(r, u) ≤M} is weakly sequentially compact.
Proof. Let {(rk, uk)}k∈N be a sequence in Φ−1(−∞,M ]. By Lemma
3.2.1, {rk} is uniformly bounded away from 0 and +∞, say c < rk < C, which
means it must have a convergent subsequence, say rk → r > 0. Taking the
corresponding sequence in uk, it follows that
(3.2.25)
∫ ∞
0
max{f(u), 0}Pn dρ ≤M − ωnCn−1 + ωnCnf0
along this subsequence. Since also uk(ρ) = 0 for any ρ ≥ C, Theorem A.1.1
with g = max{f, 0} implies that there must be a further subsequence converg-
ing weakly to some u ∈ L1n. Taking the corresponding subsequence for rk, this
results in a subsequence {(rk(j), uk(j))}j∈N such that (rk(j), uk(j)) → (r, u) for
some (r, u) ∈X n. Moreover, by continuity of Pn and weak lower semicontinu-
ity of F , Φ(r, u) ≤ lim infk→∞Φ(rk, uk) ≤M . 
The proof of the following lemma, which relates weak convergence to metric
convergence uses narrow and weak* convergence of measures, see also Section
A.1.
Lemma 3.2.3. Let {(rk, uk)}k∈N be a sequence in Φ−1(−∞,M ]. Then
(rk, uk) ⇀ (r, u) if and only if (rk, uk)→ (r, u) with respect to %.
Proof. Suppose first that (rk, uk) ⇀ (r, u). Then, as above, uk(ρ) = 0
for ρ > C. Therefore, the corresponding measures on Rn have uniformly
integrable second moments. By definition, weak convergence in L1 of uk implies
narrow convergence of the measures µk to µ. Applying [4, Proposition 7.1.5],
it follows that uk converges to u with respect to the Wasserstein metric. Then
(rk, uk)→ (r, u) with respect to %.
Conversely, assume (rk, uk) → (r, u) with respect to %. Then bounded-
ness of rk, together with Theorem A.1.1 implies that (rk(j), uk(j)) must have
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weak limit point (r′, u′). Clearly, this implies r′ = r. By definition of weak*
convergence of measures and weak convergence in L1, the measures µkj corre-
sponding to ukj must weak*-converge to µ
′, the measure corresponding to u′.
On the other hand, since uk → u, µkj ∗⇀ µ as well, where µ is the measure
corresponding to u. This implies µ′ = µ, which means that u′ = u almost
everywhere. 
The above analysis shows that the metric space
X n =
{
(r, u) ∈ C n × L1n :
∫ ∞
r
uPn dρ = 0
}
,(3.2.26)
%((r, u), (s, w)),=
(
d2(r, s) +
W 22 (u,w)
κ
) 1
2
(3.2.27)
and the functional
(3.2.28) Φ(r, u) = Pn(r) +F (u) = nωnr
n−1 +
∫ ∞
0
f(u)Pn dρ
satisfy the requirements of [4, §2.1] if the problem of finding a GMM can be
restricted to a sublevel of Φ: lower semicontinuity of % and Φ, coercivity of
Φ hold on the whole of X n. Moreover, since on sublevels of Φ, the weak
and metric topology coincide, strong compactness follows from weak sequential
compactness. In particular, sublevels of Φ are complete.
By requiring that Φ is finite for the initial condition, it is no problem to
restrict the construction to a sublevel of Φ. Therefore, [4, Proposition 2.2.3]
applies, which finishes the proof of
Theorem 3.2.4. Let (r0, u0) ∈ X n, such that Φ(r0, u0) is finite. Then a
GMM for Φ starting from (r0, u0) exists.
3.3. Interpolation, Convexity and Uniqueness
In this section, the convexity properties of the problem are studied. The
goal is to prove that [4, Theorems 2.4.15 and 4.0.4] can be applied. This implies
a number of properties of the GMM constructed in the previous section, and
eliminates the finiteness condition from Theorem 3.2.4. For clarity, the general
concepts in this section will first be explained for a metric space (X , d) and
later specialized to C n, L1n or X
n.
The main assumption is convexity of the minimization problem solved in
every time step of the discretized problem.
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Assumption 3.3.1. For every w, v0, v1 in (X , d), there exists an interpo-
lating curve γ : [0, 1]→X such that γ(0) = v0, γ(1) = v1, and the map
(3.3.1) v 7→ φ(v) + 1
2h
d2(w, v)
is ( 1h + λ)-convex along γ for every 0 < h <
1
λ− .
Remark 3.3.2. This assumption implies that for h < 1λ− , any two points
are connected by a curve along which (3.3.1) is strictly convex. In particular,
this means that minimizers are unique. In turn, this implies that for |τ | < 1λ− ,
discrete solutions associated to τ are unique.
The definition of λ-convexity along a curve will be recalled below. As is
the case with ordinary convexity, this assumption is only useful if v0 and v1
have finite φ-value, but w, v0 and v1 can be restricted to an even smaller set,
see [4, Assumption 4.0.1] for the details.
Before showing that (X n, %) and Φ satisfy this assumption, some finer
properties of (X n, %) will be analyzed further.
3.3.1. Absolute continuity and the metric derivative. In order to
study interpolating curves, and geodesics of % in particular, it is convenient to
first study the notion of absolute continuity and metric derivative, as intro-
duced in [4, §1.1]. Summarizing, a curve γ parametrized on [0, 1] is absolutely
continuous with respect to a metric d if there exists a function g ∈ L1([0, 1])
such that
(3.3.2) d(γ(s), γ(t)) ≤
∫ t
s
g(τ) dτ
for all 0 ≤ s < t ≤ 1. If γ is absolutely continuous, the limit
(3.3.3) |γ′|(τ) = lim
h→0
d(γ(τ + h), γ(τ))
|h| ,
called the metric derivative of γ, exists for almost every τ . Moreover, it is
the smallest g that satisfies (3.3.2). Note that existence of the limit does
not guarantee absolute continuity of the curve. In this section, the notion of
absolute continuity will first be analyzed for d and W2 first.
First, absolute continuity in C n is studied. Using the isometry (3.2.13), it
is easy to connect absolute continuity with respect to d to absolute continuity
with respect to the Euclidean metric. If τ 7→ r(τ) is absolutely continuous with
respect to d,
(3.3.4) d(r(s), r(t)) ≤
∫ t
s
|r′|d(τ) dτ ,
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where |r′|d is the metric derivative of the curve with respect to d. By applying
the isometry ιn, the curve τ 7→ ρ(τ) := ιn(r(τ)) is absolutely continuous in
[0,∞). It follows that ρ(τ) is differentiable almost everywhere, and that the
metric derivative with respect to the Euclidean metric is just the absolute
value |dρ(τ)dτ | of the ordinary derivative dρ(τ)dτ for almost every τ . Since ιn is an
isometry, this absolute value must also be equal to |r′|(τ) for almost every τ .
An easy computation now shows that r(τ) must be differentiable, and
(3.3.5) |r′|d(τ) =
√
Pn(r(τ)) |r˙(τ)| .
It follows that absolute continuity of r is absolute continuity of r as an R-valued
function, together with integrability of
√
Pn(r(τ))r
′(τ).
There is also a useful characterization of absolute continuity involving a
weak formulation. Clearly, if rt is smooth,
(3.3.6)
d
dτ
∫ r(τ)
0
ψ(τ)Pn dρ =
∫ r(τ)
0
∂ψ(τ)
∂τ
Pn dρ+r˙(τ)ψ(r(τ), τ))Pn(r(τ)).
for any smooth, radially symmetric test function ψ. As it turns out, this
equation is sufficient to characterize absolute continuity of r(τ), and provides
an expression for the metric derivative.
Lemma 3.3.3. Let τ 7→ r(τ) be a curve in C n. Then r(τ) is absolutely
continuous if and only if it is continuous and there exists a function g such
that g(τ)
√
Pn(r(τ)) ∈ L1loc((0,∞)), and
(3.3.7)
∫ ∞
0
∫ r(τ)
0
∂ψ
∂τ
Pn dρdτ = −
∫ ∞
0
g(τ)ψ(r(τ), τ)Pn(r(τ)) dτ
for all ψ ∈ C∞c ([0,∞)× (0,∞)). In this case, |r′|d(τ) = |g(τ)|
√
Pn(r(tτ)) for
almost every t > 0.
Proof. Suppose first that r(τ) is absolutely continuous. Then |r′|d(τ) =
|r˙(τ)|√Pn(r(τ)) ∈ L1loc((0,∞)) and, for any ψ ∈ C∞c ([0,∞)× (0,∞)),∫ ∞
0
∫ r(τ)
0
∂ψ
∂τ
Pn dρdτ = lim
h↓0
∫ ∞
0
∫ r(τ)
0
ψ(τ)− ψ(τ − h)
h
Pn dρ dτ
= lim
h↓0
∫ ∞
0
1
h
(∫ r(τ)
0
ψ(τ)Pn dρ
−
∫ r(τ+h)
0
ψ(τ)Pn dρ
)
dτ
= −
∫ r(τ)
0
r˙(τ)ψ(r(τ), τ)Pn(r(τ)) dτ ,
(3.3.8)
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if h > 0 is small enough.
For the opposite implication, assume that r(τ) is continuous and g sat-
isfies the equation. One would like to substitute ψ(ρ, τ) = χ[t0,t1]φ(ρ) with
φ ∈ C∞c ([0,∞)) into (3.3.7), but this function is discontinuous. Let then
ζk : (0,∞) → [0, 1] be a sequence of smooth functions such that ζk → χ[t0,t1]
pointwise. Substituting φ(ρ)ζk(τ) for ψ(ρ, τ) in (3.3.7), one obtains∫ t1
t0
φ(r(τ))g(τ)Pn(r(τ)) dτ = lim
k→∞
∫ ∞
0
g(τ)φ(r(τ))ζk(τ)Pn(r(τ)) dτ
= lim
k→∞
∫ ∞
0
ζ˙k(τ)
∫ r(τ)
0
φPn dρ dτ
= lim
k→∞
∫ ∞
0
ζk(τ)
d
dτ
(∫ r(τ)
0
φPn dρ
)
dτ
=
∫ r(t1)
r(t0)
φPn dρ
(3.3.9)
if φ ∈ C∞c ([0,∞)) for all t0 < t1. By another approximation argument, this
also holds for φ(ρ) = Pn(ρ)
− 12 , which implies that
(3.3.10) d(r(t0), r(t1)) =
∣∣∣∣∣
∫ r(t1)
r(t0)
√
Pn(ρ) dρ
∣∣∣∣∣ ≤
∣∣∣∣∫ t1
t0
g(τ)
√
Pn(r(τ)) dτ
∣∣∣∣ .
Since t0 and t1 are arbitrary, this implies that r(τ) is absolutely continuous
with metric derivative |r′|d(τ) = |g(τ)|
√
Pn(r(τ)). 
Next, absolute continuity in L1n is considered. For this, it is helpful to
remember that L1n can be considered as a subspace of the space of probability
measures on Rn. A study of absolute continuity of curves in the space of
measures can be found in [4, §8.3]. The main theorem [4, Theorem 8.3.1] from
this section states that, essentially, the metric derivative of a curve of measures
τ 7→ µ(τ) can be found by solving the continuity equation
(3.3.11)
∂µ
∂τ
+ div(vµ) = 0
in distributional sense. It is shown that, if τ 7→ µ(τ) is absolutely continuous,
the metric derivative at any time t0 is the minimal L
2(µ(τ))-norm of solutions
v(τ) of (3.3.11). Note that v(τ) can be thought of as the velocity of the mass
at a certain position and time. In particular, ‖v(τ)‖2L2(µ(τ)) can be thought of
as the kinetic energy.
In order to specialize [4, Theorem 8.3.1] to L1n, a particular space of test
functions is needed: the space of functions ψ : [0,∞) × (0,∞) → R such that
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φ : Rn × (0,∞) → R defined by φ(x, τ) = ψ(|x|, τ) is C∞ and compactly
supported will be denoted by C∞c,r([0,∞), (0,∞)).
Theorem 3.3.4. Let τ 7→ u(τ) be a weakly continuous curve in L1n. If
τ 7→ u(τ) is absolutely continuous, there exists a Borel function v(ρ, τ) such
that v(τ) ∈ L2((0,∞), u(τ)Pn) with ‖v(τ)‖L2((0,∞),u(τ)Pn) ≤ |u′|(τ) for almost
every τ and
(3.3.12)
∫ ∞
0
∫ ∞
0
(
∂ψ
∂τ
+
∂ψ
∂ρ
v
)
uPn dρdτ = 0
for all ψ ∈ C∞c,r([0,∞), (0,∞)). Conversely, if there exists v such that v(τ) ∈
L2((0,∞), u(τ)Pn) such that (3.3.12) holds for every ψ ∈ C∞c,r([0,∞), (0,∞)),
then τ 7→ u(τ) is absolutely continuous and |u′|(τ) ≤ ‖v(τ)‖L2((0,∞),u(τ)Pn) for
almost every τ > 0.
Proof. Suppose first that τ 7→ u(τ) is absolutely continuous. By [4, The-
orem 8.3.1], there exists a Borel vector field v(x, τ) such that v(τ) ∈ L2(Rn, u)
with ‖v(τ)‖L2(Rn,u) ≤ |u′|(τ) for almost every τ ∈ (0,∞). It follows that for
such a vector field, [4, (8.3.8)] holds with φ restricted to radially symmetric,
smooth, compactly supported functions on Rn×(0,∞). Under this restriction,
[4, (8.3.8)] becomes invariant under rotations, that is, if v˜(x, τ) = v(Rx, τ)
with R a rotation in Rn, v˜ also satisfies [4, (8.3.8)] for radially symmetric
φ. Hence, it may be assumed that v(τ) is radially symmetric for almost every
τ > 0. Let ψ ∈ C∞c,r([0,∞), (0,∞)) be given, and set φ(x, τ) := ψ(|x|, τ). Then,
using [4, (8.3.8)],
0 =
∫ ∞
0
∫
Rn
(
∂φ(x, τ)
∂τ
+ 〈v(x, τ),∇xφ(x, τ)〉
)
u(x) dxdτ
=
∫ ∞
0
∫
Rn
(
∂ψ(|x|, τ)
∂τ
+
〈
v(x, τ),
x
|x|
〉
ψ′(|x|, τ)
)
u(x) dxdτ
=
∫ ∞
0
∫ ∞
0
(
∂ψ(ρ, τ)
∂τ
+ 〈v(ρe1, τ), e1〉ψ′(ρ, τ)
)
u(ρ)Pn(ρ) dρdτ ,
(3.3.13)
which means that v(ρ, τ) := 〈v(ρe1, τ), e1〉 solves (3.3.12). Moreover, by con-
struction,
(3.3.14) ‖v(τ)‖L2((0,∞),u(τ)Pn) ≤ ‖v(τ)‖L2(Rn,u) ≤ |u′(τ)|
for almost every τ > 0.
For the converse implication, assume that v satisfies (3.3.12) for every
ψ ∈ C∞c,r([0,∞), (0,∞)). Setting v(x, τ) := v(|x|, τ) x|x| , it is easily checked
that v(τ) satisfies [4, (8.3.8)] for all radially symmetric test functions φ. If
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φ ∈ C∞c (Rn × (0,∞)) is a general test function, the function ψ, defined by
(3.3.15) ψ(ρ, τ) :=
1
Pn(ρ)
∫
∂Bρ
φ(x, τ) dH n−1x
is in C∞c,r([0,∞), (0,∞)). By definition of v(τ) and ψ, it follows that
(3.3.16)
∫ ∞
0
∫
Rn
(
∂φ(x, τ)
∂τ
+ 〈v(x, τ),∇xφ(x, τ)〉
)
u(x) dxdτ
=
∫ ∞
0
∫ ∞
0
(
∂ψ(x, τ)
∂τ
+
∂ψ(ρ, τ)
∂ρ
v(ρ, τ)
)
u(ρ)Pn(ρ) dρdτ = 0,
which means that v satisfies [4, (8.3.8)] for any test function. Hence, τ 7→ u(τ)
is absolutely continuous, and |u′(τ)| ≤ ‖v(τ)‖L2(Rn,u) = ‖v(τ)‖L2((0,∞),u(τ)Pn).

Remark 3.3.5. If follows in particular that, if τ 7→ u(τ) is absolutely
continuous, there exists v satisfying (3.3.12) such that
(3.3.17) ‖v(τ)‖L2((0,∞),uPn) = |u′|(τ) for almost all τ .
By [3, Proposition 8.4.5], this v(τ) is uniquely determined for almost every τ .
Note the similarity between Lemma 3.3.3 and the theorem cited above:
both relate absolute continuity and the metric derivative to the solvability and
a norm of solutions of a certain weakly formulated equation. Both equations
will prove useful later.
Intuitively, the optimal transport map and the solution of the continuity
equation are related: the former is displacement of mass, the latter is velocity
of mass. This intuition can be made precise using [4, Proposition 8.4.6], where
it is shown that if τ 7→ u(τ) is absolutely continuous,
(3.3.18) lim
h→0
t
u(τ+h)
u(τ) − id
h
= v(τ)
for almost every τ , where v(τ) is the solution of (3.3.12) satisfying (3.3.17).
Absolute continuity in X n can now be characterized in terms of absolute
continuity in C n and L1n. That is,
Lemma 3.3.6. A curve τ 7→ (r(τ), u(τ)) in C n×L1n is absolutely continuous
if and only if the curves τ 7→ r(τ) and τ 7→ u(τ) are absolutely continuous in
C n and L1n, respectively. In this case,
(3.3.19) |(r, u)′|(τ) =
(
|r′|2d(τ) +
|u′|2W2(τ)
κ
) 1
2
for almost all τ .
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Proof. Let τ 7→ (r(τ), u(τ)) be a curve in C n × L1n. By definition,
d(r(s), r(t)) ≤ %((r(s), u(s)), (r(t), u(t))),(3.3.20)
W2(u(s), u(t)) ≤
√
κ%((r(s), u(s)), (r(t), u(t))),(3.3.21)
which means that absolute continuity of τ 7→ (r(τ), u(τ)) implies absolute
continuity of τ 7→ r(τ) and τ 7→ u(τ).
Conversely, if both τ 7→ r(τ) and τ 7→ u(τ) are absolutely continuous,
%((r(s), u(s)), (r(t), u(t))) =
(
d2(r(s), r(t)) +
W 22 (u(s), u(t))
κ
) 1
2
≤
((∫ t
s
|r′|d(τ) dτ
)2
+
(∫ t
s
|u′|W2(τ)√
κ
dτ
)2) 12
≤ 2
∫ t
s
(
|r′|2d(τ) +
|u′|2W2(τ)
κ
) 1
2
dτ
(3.3.22)
which means that τ 7→ (r(τ), u(τ)) is absolutely continuous.
Finally, if τ 7→ (r(τ), u(τ)) is absolutely continuous,
|(r, u)′|(τ) = lim
h→0
%((r(τ + h), u(τ + h)), (r(τ), u(τ)))
|h|
=
((
lim
h→0
d(r(τ + h), r(τ))
|h|
)2
+
1
κ
(
lim
h→0
W2(u(τ + h), u(τ))
|h|
)2) 12
=
(
|r′|2d(τ) +
|u′|W2(τ)
κ
) 1
2
(3.3.23)
where, for almost every τ , existence of all limits is guaranteed by absolute
continuity. 
Together with the results about absolute continuity in C n and L1n, this
lemma is the main tool to study absolutely continuous curves in X n.
3.3.2. Constant speed geodesics. In a metric space S, a constant speed
geodesic is by definition a curve γ : [0, 1]→ S satisfying
(3.3.24) d(γ(s), γ(t)) = (t− s)d(γ(0), γ(1))
for any 0 ≤ s ≤ t ≤ 1. Note that geodesics are parametrized by constant
velocity on the unit interval, instead of parametrized by length. By the triangle
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inequality, it is sufficient to show only
(3.3.25) d(γ(s), γ(t)) ≤ (t− s)d(γ(0), γ(1)).
It is also clear that a constant speed geodesic is absolutely continuous, and the
metric derivative is equal to d(γ(0), γ(1)) almost everywhere. The converse is
also true: if γ is absolutely continuous, and
(3.3.26) |γ′|d(t) ≤ d(γ(0), γ(1)),
then γ is a constant speed geodesic. From this observation, it follows that
τ 7→ (r(τ), u(τ)) is a constant speed geodesic if and only if the maps τ 7→ r(τ)
and τ 7→ u(τ) are.
Lemma 3.3.7. A curve τ 7→7→ (r(τ), u(τ)) in C n × L1n is a constant speed
geodesic if and only if τ 7→ r(τ) and τ 7→ u(τ) are.
Proof. Suppose first that τ 7→ r(τ) and τ 7→ u(τ) are constant speed
geodesics. Then, by Lemma 3.3.6, τ 7→ (r(τ), u(τ)) is absolutely continuous,
and
|(r, u)′|2(τ) = |r′|2d(τ) +
|u′|2W2(τ)
κ
= d2(r(0), r(1)) +
W 22 (u(0), u(1))
κ
= %2((r(0), u(0)), (r(1), u(1))).
(3.3.27)
Conversely, suppose that τ 7→ (r(τ), u(τ)) is a constant speed geodesic.
Using Lemma 3.3.6 and Jensen’s inequality,
%2((r(0), u(0)), (r(1), u(1))) =
∫ 1
0
|r′|2d(τ) +
|u′|2W2(τ)
κ
dτ
≥
(∫ 1
0
|r′|d(τ) dτ
)2
+
1
κ
(∫ 1
0
|u′|W2(τ) dτ
)2
≥ %2((r(0), u(0)), (r(1), u(1)))
(3.3.28)
which means that all inequalities are in fact equalities. Then τ 7→ |r′|(τ) and
τ 7→ |u′|(τ) must be constant for almost all τ . By the second (in)equality, these
constants must be d(r(0), r(1)) and W2(u(0), u(1)), respectively. It follows that
τ 7→ r(τ) and τ 7→ u(τ) are constant speed geodesics. 
With this lemma at hand, it would seem that the constant speed geodesics
of d and W2 can be studied separately. This is not the case, asX n is a subspace
of C n × L1n. After characterizing the constant speed geodesics of d and W2,
the resulting geodesics in C n × L1n will be studied.
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Using the isometry (3.2.13), it is easy to show that the constant speed
geodesics of d are given by
(3.3.29) r(τ) =
(
(1− τ)r(0)n+12 + τr(1)n+12
) 2
n+1 ≥ (1− τ)r(0) + τr(1).
It is shown in [4, Theorem 7.2.2] that the constant speed geodesics of the
Wasserstein metric are given by
(3.3.30) u(τ) =
(
(1− τ)id + τtu(1)u(0)
)
#
u(0),
where t
u(1)
u(0) is the optimal transport map from u(0) to u(1). This expression
has a nice interpretation: the transport map t
u(1)
u(0) tells where the mass at a
certain position has to go to change the profile u(0) into u(1). Thus (3.3.30) is
the evolution where all mass travels from its initial position to its destination
at a constant speed.
The characterization (3.2.15) of the optimal transport map, which follows
from the radial symmetry, leads to the following characterization of a constant
speed geodesic, which is also shown in [4, (7.2.8)]
(3.3.31) F−1u(τ) = (1− τ)F−1u(0) + τF−1u(1)
where Fu is defined as in (3.2.14).
As noted above in Lemma 3.3.7, the constant speed geodesics of C n × L1n
curves τ 7→ (r(τ), u(τ)) with r and u as in (3.3.29) and (3.3.30). By the
inequality in (3.3.29), (r(τ), u(τ)) ∈X n if this is the case for τ = 0 and τ = 1:
geodesics between points in X n do not leave X n. Note, however, that the
geodesics have a peculiar property. Since the inequality in (3.3.29) is strict
for 0 < τ < 1 unless r(0) = r(1), the support of u(τ) will be strictly smaller
than Br(τ), even if u(0) and u(1) are positive throughout Br(0) and Br(1),
respectively.
3.3.3. λ-convexity. As announced above, the concept of λ-convexity will
be used. λ-convexity extends the notion of ordinary convexity, which will be
equivalent to 0-convexity. The number λ can be interpreted as a measure of
how convex a functional is.
Lacking a linear structure, convexity of a functional on a metric space has
to be defined using curves. A functional φ on a metric space (S, d) is said to
be λ-convex along γ : [0, 1]→ S if
(3.3.32) φ(γ(τ)) ≤ (1− τ)φ(γ(0)) + τφ(γ(1))− λ
2
τ(1− τ)d2(γ(0), γ(1))
Martijn Maria Zaal
3.3. Interpolation, Convexity and Uniqueness 43
for all τ ∈ [0, 1]. Clearly, it cannot be expected that a functional φ is λ-convex
along all curves. Inspired by convexity of a function on Euclidean space, which
is equivalent to 0-convexity along straight lines, one usually asks whether a
functional is λ-convex along geodesics.
With the results from the previous section in mind, the convexity of Φ and
%2 can be studied term by term. It will be shown that Φ is λ-convex along
geodesics, and that (r, u) 7→ 12%2((r, u), (s, w)) is 1-convex along geodesics.
First of all, F is 0-convex along geodesics if the map
(3.3.33) z 7→ znf (z−n)
is convex and nonincreasing, as is noted in [4, Proposition 9.3.9] and was first
shown by McCann [21, Proposition 1.2]. Similar to the proof of Lemma 3.2.1,
this is implied by
(3.3.34)
d
dz
(
znf
(
z−n
))
= −nzn−1fˆ (z−n) ,
which is an increasing nonpositive function. It will turn out that this property
of f also plays a role when computing the local slope of F .
The convexity of W 22 can easily be checked in the radially symmetric situ-
ation. From (3.3.31) and (3.2.16), it follows immediately that
(3.3.35) W 22 (u(τ), w) =
∫
(0,1)
|(1− τ)U−10 (σ) + τU−11 (σ)−W−1(σ)|2 dσ .
A straightforward calculation shows that the map x 7→ 12 |x−y|2 is 1-convex, as
is also shown in [4, Remark 2.4.4]. Combining this with the above expression
for W 22 implies that w 7→ 12W 22 (u,w) is 1-convex along geodesics for any u ∈ L1n.
Note that the special properties of W2 for radially symmetric profiles are used
in the proof. This is really necessary: in the general case, the Wasserstein
distance is not 1-convex. A straightforward counterexample is given in [4,
Example 9.1.5]. Actually, it is shown in [4, Theorem 7.3.2] that the opposite
inequality holds.
The convexity of Pn can be checked using the isometry (3.2.13): λ-convexity
of Pn is equivalent to λ-convexity of the map
(3.3.36) s 7→ θns
2n−2
n+1
where θn > 0 is a constant depending on the dimension. Note that the exponent
is always between 0 and 2. The second derivative of this map is
(3.3.37) s 7→ θn (2n− 2)(n− 3)
(n+ 1)2
s
−4
n+1 .
By [4, Remark 2.4.4], this means that Pn is 0-convex if n ≥ 3. Note that P2
is not λ-convex along geodesics for any λ since the second derivative is not
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bounded from below. However, if s is bounded away from zero, the second
derivative is bounded from below, and Pn is λ-convex, with λ equal to the infi-
mum of the second derivative. As was shown in the previous section, the radius
r is bounded away from 0 in any sublevel of Φ, which means that restricting
the problem to a sublevel means that Pn is λ-convex for some λ < 0. Note that
a similar argument can be used for n > 3 to obtain λ > 0 on sublevels.
Finally, again using the isometry (3.2.13) and [4, Remark 2.4.4], s 7→
1
2d
2(r, s) is 1-convex along geodesics for all r ∈ C n.
Collecting the above results, one finds
Lemma 3.3.8. The map (s, w) 7→ 12%2((r, u), (s, w)) is 1-convex along geo-
desics. Moreover, if n ≥ 3, Φ is 0-convex along geodesics. In case n = 2, Φ is
λ-convex along geodesics with λ < 0 on its sublevels.
In particular, Assumption 3.3.1 holds. That is, given (s, w), (r(0), u(0))
and (r(1), u(1)) in X n, the map
(3.3.38) (r, u) 7→ Φ(r, u) + 1
2h
%2((s, w), (r, u))
is convex along the constant speed geodesic τ 7→ (r(τ), u(τ)), defined by (3.3.29),
(3.3.30).
One can ask if the lack of convexity in case n = 2 is due to the odd shape of
the geodesics of d. Obviously, the convexity of Pn is much better along linear
interpolants than along geodesics: even if n = 2, it is immediately clear that
Pn is 0-convex without having to restrict to a sublevel of Φ. Unfortunately, d
2
is not 1-convex along linear interpolants. Moreover, the profit from replacing
geodesics with linear interpolants is somewhat disappointing: even in case n >
3, it is not possible to obtain λ-convexity for λ > 0, which would be the metric
equivalent of strict convexity. Therefore, it does not seem to be beneficial to
use other curves instead of geodesics.
Having shown that Assumption 3.3.1 holds, [4, Theorems 2.4.15 and 4.0.4]
can be applied. Since the set of (r, u) with Φ(r, u) < +∞ is dense in X n, no
condition on the initial value is needed anymore.
Theorem 3.3.9. For any (r0, u0) ∈X n,
• There exists a unique minimizing movement t 7→ (r(t), u(t)) for Φ
starting at (r0, u0).
• (r(t), u(t)) is also the unique generalized minimizing movement for Φ
starting at (r0, u0).
• (r, u) is a locally Lipschitz curve of maximal slope such that
(3.3.39) |∂Φ|(r(t), u(t)) < +∞
for t > 0.
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• (r, u) is the unique solution of the evolution variational inequality
(3.3.40)
1
2
d
dt
%2((r(t), u(t)), (s, w)) +
λ
2
%2((r(t), u(t)), (s, w)) + Φ(r(t), u(t)) ≤ Φ(s, w)
for all (s, w) ∈X n such that Φ(s, w) < +∞ and almost all t > 0.
• For (r0, u0) and (s0, w0), the minimizing movements (r, u) and (s, w)
for Φ starting at (r0, u0) and (s0, w0), respectively, satisfy
(3.3.41) %((r(t), u(t)), (s(t), w(t))) ≤ e−λt%((r0, u0), (s0, w0)).
If Φ(r0, u0) < +∞, the right metric derivative
(3.3.42) |(r, u)′+|(t) := lim
h↓0
%((r(t+ h), u(t+ h)), (r(t), u(t)))
h
,
and the equation
d
dt+
Φ(r(t), u(t)) = −|∂Φ|2(r(t), u(t)) = −|(r, u)′+|2(t)
= −|∂Φ|(r(t), u(t))|(r, u)′+|(t)
(3.3.43)
holds for all t > 0. If, additionally, |∂Φ|(r0, u0) < +∞, (3.3.43) also holds for
t = 0.
Remark 3.3.10. The definitions of curve of maximal slope and |∂Φ| is
presented below. It will turn out that (3.3.43) is stronger that the statement
that (r(t), u(t)) is a curve of maximal slope
Unfortunately, as λ ≤ 0, the contraction property does not give a lot of
information about the asymptotic behavior of the minimizing movement.
3.4. Curves of maximal slope
One of the conclusions of Theorem 3.3.9 is that for any (r0, u0) ∈ X n,
a curve of maximal slope for Φ starting from (r0, u0) exists. In this section,
the concepts of local slope, denoted by |∂Φ| and curve of maximal slope will be
introduced. Additionally, the local slope of Φ, which may be infinite, will be
computed in this section.
A curve of maximal slope can be regarded as being a metric equivalent of
a gradient flow. As before, the inspiration is the situation in Rn. The equation
x˙(t) = −∇φ(x(t)) flow for the gradient flow of some smooth φ : Rn → R is
equivalent to
(3.4.1)
d
dt
φ(x(t)) = −1
2
|∇φ(x(t))| − 1
2
|x˙(t)|.
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Using Young’s inequality,
(3.4.2)
d
dt
φ(y(t)) ≥ −|∇φ(y(t))||y˙(t)| ≥ −1
2
|∇φ(y(t))|2 − 1
2
|y˙(t)|2
for any smooth curve y. Therefore, a gradient flow in Rn can be characterized
by the inequality
(3.4.3)
d
dt
φ(x(t)) ≤ −1
2
|∇φ(x(t))|2 − 1
2
|x˙(t)|2.
If it is possible to redefine |∇φ| and |x˙| in a metric space such that the
chain rule for φ ◦ x still holds, this inequality can be used to define a gradient
flow in a metric space. A generalization for |x˙| has already been found: it is
the metric derivative defined in the previous section. A possible generalization
for |∇φ| is the local slope. The local slope of a functional φ : S → R is defined
by
(3.4.4) |∂φ|(v) = lim sup
w→v
(φ(v)− φ(w))+
d(v, w)
.
Note that the local slope is in some sense one-sided: it only measures how fast
the value of φ decreases near a point. This makes sense, since the functionals
that are considered are usually only lower semicontinuous. See [4, §1] for more
details.
The local slope of Φ can be computed using methods from the proof of [4,
Theorem 10.4.6]. The main ingredient is [4, Lemma 10.4.4], which describes
the behavior of F (u) as u is pushed forward by a sufficiently smooth map r.
Lemma 3.4.1. Let u ∈ L1n, r ∈ L2(Rn, u) be a radial vector field, τ > 0
and suppose that
(1) r is differentiable u-almost everywhere, and rτ := (1 − τ)id + τr is
uL n-injective with |det∇rτ | > 0 uL n-almost everywhere for any
τ ∈ [0, τ ],
(2) ‖∇(r− id)‖L∞(Rn,u) < +∞
(3) There exists a constant C > 0 such that ∀z1, z2 : f(z1 + z2) ≤
C (1 + f(z1) + f(z2))
(4) F ((rτ )#u) < +∞.
Then the map τ 7→ τ−1(F ((rτ )#u)−F (u)) is nondecreasing in [0, τ ], and
(3.4.5) +∞ > lim
τ↓0
F ((rτ )#u)−F (u)
τ
= −
∫
Rn
fˆ(u) tr∇(r(x)− x) dx
It is easy to check that z 7→ z log z satisfies this satisfies Condition (3), also
known as the ‘doubling’ condition. Moreover, it does not limit the growth of f
too much. The conditions on r are a bit technical, but there are two important
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examples of vector fields that satisfy the requirements: smooth, injective maps
and optimal transport maps between profiles with compact support. The latter
follows from [4, Theorem 6.2.7] about regularity of optimal transport maps,
and uL n-essential injectivity follows as in the beginning of the proof of [4,
Proposition 9.3.9]. Note that the approximate differential in [4, Theorem 6.2.7]
is not needed if r is a transport map between compactly supported probability
measures.
Before the main theorem can be proven, a refined version of [4, Lemma
10.4.5] is needed. This lemma shows that, if fˆ is smooth enough, a weak
integration by parts formula holds.
Lemma 3.4.2. Let (r, u) ∈ X n, and r and τ be as in Lemma 3.4.1. In
addition, suppose that
(1) fˆ(u)|Br ∈W 1,1(Br),
(2) r is of bounded variation.
Then
(3.4.6)∫
Br
fˆ(u) div(r(x)− x) dx ≤ −
∫
Br
∇fˆ(u) · (r(x)− x) dx + (s− r)fˆ(u(r))Pn(r)
Proof. Without loss of generality, it can be assumed that τ = 1. As
in the proof of [4, Lemma 10.4.5], the main ingredient is an estimate for the
distributional divergence of a BV vector field η. However, now using [3, Propo-
sition 3.92], the boundary term at ∂Br should also be taken into account. If
w ∈ C∞c (Rn) is nonnegative and radially symmetric, its trace on ∂Br is con-
stant, say w(x) = w˜ if |x| = r. Then
(3.4.7)
∫
Br
w div(η) dx ≤ −
∫
Br
∇w · η dx+η(r)w˜Pn(r)
if the distributional divergence of η is a nonnegative measure. For bounded η,
the same inequality holds for nonnegative and radially symmetric w such that
w|Br ∈W 1,1(Br) and w ≡ 0 outside Br. Applying this for w = fˆ(u), η := r,∫
Br
fˆ(u) div(r) dx ≤ −
∫
Br
∇fˆ(u) · r dx + r(r)fˆ(u(r))Pn(r)
≤ −
∫
Br
∇fˆ(u) · r dx+sfˆ(u(r))Pn(r).
(3.4.8)
Standard integration by parts yields
(3.4.9)
∫
Br
fˆ(u) div(x) dx = −
∫
Br
∇fˆ(u) · xdx+rfˆ(u(r))Pn(r),
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which, together with (3.4.8), yields the result. 
Comparing this result to [4, Lemma 10.4.5], the approximating sequence rk
is left out. This can be done because the lemma will be applied to an optimal
transport map between radially symmetric measures. From (3.2.15), it can be
seen that twu is always monotone. Hence, the map t
w
u (x) := t
w
u (x)
x
|x| , for which
the lemma will be applied, is of bounded variation.
Apart from radial symmetry, the only difference between this proof and
the proof of [4, Lemma 10.4.5] is from the boundary term in (3.4.7). In the
following computations, more boundary terms will appear in a similar way.
Loosely speaking, W 1,1(Rn) functions in [4, §10.4] are replaced by functions
that are W 1,1 when restricted to Br. In the language of BV functions, this
means that the distributional derivative consists of an absolutely continuous
part and a jump on ∂Br. Obviously, it is not important that the domain is a
ball when performing these calculations: the same calculations can be done on
much more general domains.
Since the calculation is basically integration by parts, it is not surprising
that boundary terms appear when restricting to a bounded domain. Through
the calculations that follow, however, the boundary term will give the osmotic
term that was discussed in the introduction. This will become clear in the
proof of the following theorem that gives the local slope |∂Φ| of Φ.
Theorem 3.4.3. Let (r, u) ∈ X n be given. Then Φ has finite local slope
at (r, u) if and only if fˆ(u) ∈W 1,1((0, r), Pn) with
(3.4.10)
∇fˆ(u)
u
∈ L2(Rn, u).
In this case,
(3.4.11) |∂Φ|(r, u) =
∣∣∣∣n− 1r − fˆ(u(r))
∣∣∣∣2 Pn(r) + κ
∥∥∥∥∥∇fˆ(u)u
∥∥∥∥∥
2
L2(Rn,u)
 12 .
Proof. Suppose first that |∂Φ|(r, u) is finite. Let ξ be a radial vector field,
and define ξ by ξ(x) = ξ(|x|) x|x| . Similar to the proof of [4, Theorem 10.4.6],
note that
(3.4.12) W2 (u, (Xτ )#u) ≤ τ‖ξ‖L2(Rn,u) = τ‖ξ‖L2((0,∞),uPn)
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where Xτ (x) = x+ τξ(x). Using the definitions of |∂Φ| and metric derivative,
followed by this inequality and (3.3.19),
(3.4.13)
∣∣∣∣∫
Rn
fˆ(u) div ξ dx
∣∣∣∣
≤ lim
τ↓0
|Φ(Xτ (r), (Xτ )#u)− Φ(r, u)|
τ
+
|Pn(Xτ (r))− Pn(r)|
τ
≤ |∂Φ|(r, u) |(Xτ (r), (Xτ )#u)|′ (0) + |ξ(r)|P ′n(r)
≤ |∂Φ|(r, u)
(
|ξ(r)|2Pn(r) +
‖ξ‖2L2((0,∞),uPn)
κ
) 1
2
+ |ξ(r)|P ′n(r)
whenever ξ is smooth enough to apply Lemma 3.4.1 with r = ξ + id. For
ξ = −ξ, this yields
(3.4.14) n
∫
Rn
fˆ(u) dx ≤ |∂Φ|(r, u)
(
r2Pn(r) +
‖id‖2L2((0,∞),uPn)
κ
) 1
2
+rP ′n(r),
which means that fˆ(u) is integrable. Next, apply (3.4.13) for smooth, com-
pactly supported radial ξ to obtain
(3.4.15)
∣∣∣∣∫
Rn
fˆ(u) div ξ(x) dx
∣∣∣∣
≤ |∂Φ|(r, u)
(
|ξ(r)|2Pn(r) +
‖ξ‖2L2((0,∞),uPn)
κ
) 1
2
+ |ξ(r)|P ′n(r)
≤
(
|∂Φ|(r, u)
(
1
κ
+ Pn
) 1
2
+ P ′n(r)
)
‖ξ‖C0 .
Noting that this inequality only needs to be checked for radial ξ, Riesz’ theorem
[3, Theorem 1.54] implies that x 7→ fˆ(u(x)) is of bounded variation. Hence,
(3.4.16)
∫
Rn
fˆ(u) div ξ dx = −
∫
Rn
ξ dDfˆ(u) .
Restricting to ξ with ξ(r) = 0,
(3.4.17)
∣∣∣∣∫
Br
ξ dDfˆ(u)
∣∣∣∣ = ∣∣∣∣∫
Br
fˆ(u) div ξ dx
∣∣∣∣ ≤ |∂Φ|(r, u)κ ‖ξ‖2L2(Rn,u)
By duality, this means thatDfˆ(u) is absolutely continuous onBr. In particular,
fˆ(u)|Br ∈ W 1,1(Br). Since u ≡ 0 outside Br, it follows that the singular part
of Dfˆ(u) must be concentrated on ∂Br. By radial symmetry, it follows from
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[3, Proposition 3.92] that Dfˆ(u) only consist of an absolutely continuous part
concentrated on Br and possibly a jump part across ∂Br. More precisely,
(3.4.18)
∫
Rn
fˆ(u) div ξ dx
= −
∫
Br
∇fˆ(u) · ξ dx +
∫
∂Br
fˆ(u)ξ · x
r
dH n−1(x)
= −
∫ ∞
0
dfˆ(u)
dρ
ξPn dρ + fˆ(u(r))ξ(r)Pn(r).
Using Lemma 3.4.1, and (3.4.18)
(3.4.19) lim
τ↓0
Φ(Xτ (r), (Xτ )#u)− Φ(r, u)
τ
= ξ(r)P ′n(r)−
∫
Br
fˆ(u) div ξ dx
=
(
P ′n(r)− fˆ(u(r))Pn(r)
)
ξ(r) +
∫
Br
∇fˆ(u) · ξ dx .
Estimating the left hand side as in (3.4.13),
(3.4.20)
∣∣∣∣∣
(
P ′n(r)
Pn(r)
− fˆ(u(r))
)
Pn(r)ξ(r) +
∫
Br
∇fˆ(u)
u
· ξudx
∣∣∣∣∣
≤ |∂Φ|(r, u)
(
|ξ(r)|2Pn(r) +
‖ξ‖2L2(Rn,u)
κ
) 1
2
.
Finally, using another duality argument and evaluating
P ′n(r)
Pn(r)
,
(3.4.21)∣∣∣∣n− 1r − fˆ(u(r))
∣∣∣∣2 Pn(r) + κ∫
Br
∣∣∣∣∣∇fˆ(u(x))u(x)
∣∣∣∣∣
2
u(x) dx
 12 ≤ |∂Φ|(r, u).
Conversely, assume fˆ(u)|Br ∈W 1,1(Br),
(3.4.22)
∇fˆ(u)
u
∈ L2(Rn, u),
and let (s, w) ∈ X n such that Φ(s, w) ≤ Φ(r, u). As noted above, the map
twu (x) = t
w
u (x)
x
|x| , which is the optimal transport map from u to w in R
n, is
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sufficiently regular to apply Lemmata 3.4.1 and 3.4.2. Then
Φ(s, w)− Φ(r, u) ≥ (Pn(s)− Pn(r))−
∫
Rn
fˆ(u) tr∇(twu − x) dx
≥
(
P ′n(r)
Pn(r)
− fˆ(u(r))
)
(s− r)Pn(r)
+
∫
Rn
∇fˆ(u) · (twu − x) dx
≥ −
∣∣∣∣n− 1r − fˆ(u(r))
∣∣∣∣2 Pn(r) + κ
∥∥∥∥∥∇fˆ(u)u
∥∥∥∥∥
2
L2(Rn,u)
 12
(
|s− r|2Pn(r) + W
2
2 (u,w)
κ
) 1
2
(3.4.23)
using convexity of r 7→ Pn(r). The inequality in (3.4.11) left to prove now
follows by writing a Taylor expansion for the integral from (3.2.10), and taking
the limit superior for (s, w)→ (r, u). 
Note again that boundary terms appear, most importantly in (3.4.18).
As explained above, this is a direct consequence of restricting u to a bounded
domain. The fact that the boundary of the domain moves is not important here
yet. In (3.4.17), it becomes clear that the boundary term disappears when the
perturbation is such that the mass at the boundary does not move. Studying
the calculations a bit closer, the boundary term can be ‘estimated away’ if
ξ(r) < 0. Hence, the boundary term still plays a role when the boundary is
fixed, but disappears from the final outcome. From a modeling point of view
this makes sense: if the cell membrane would be fixed for some reason, the
osmotic force would still be there. The only thing that has changed is that
the membrane does not react to forces anymore. In a more general setting, a
fixed boundary can be regarded as a moving boundary with infinite resistance
to force: it can be seen from the calculation that all forces are there, but
disappear because the boundary is unable to react to them.
The section is concluded with a lemma that essentially characterizes the
minimal Fre´chet subdifferential of Φ.
Lemma 3.4.4. Suppose that (r(τ), u(τ)) is an absolutely continuous curve
in X n, and v is the solution of (3.3.12) satisfying (3.3.17) for almost every τ .
For any τ such that |∂Φ|(r(τ), u(τ)) < +∞, τ 7→ Φ(r(τ), u(τ)) is differentiable,
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and (3.3.18) holds,
(3.4.24)
d
dτ
Φ(r(τ), u(τ)) =
(
n− 1
r(τ)
− fˆ(u(r(τ), τ))
)
Pn(r(τ))r
′(τ)
+
∫ r(τ)
0
∂fˆ(u(ρ, τ))
∂ρ
v(ρ, τ)Pn(ρ) dρ .
Proof. For h > 0, let th be the optimal transport map from ut to ut+h.
Then, as in the proof of the Theorem 3.4.3,
(3.4.25) Φ(r(τ + h), u(τ + h))− Φ(r(τ), u(τ))
≥
(
n− 1
r(τ)
− fˆ(u(r(τ), τ))
)
(r(τ + h)− r(τ))Pn(r(τ))
+
∫ r(τ)
0
∂fˆ(u(τ))
∂ρ
· (tu(τ+h)u(τ) − ρ)Pn dρ
Using (3.3.18), dividing by h, and taking limits for h ↓ 0 yields
(3.4.26)
d
dτ
Φ(r(τ), u(τ)) ≥
(
n− 1
r(τ)
− fˆ(u(r(τ), τ))
)
Pn(r(τ))r
′(τ)
+
∫ r(τ)
0
∂fˆ(u)
∂ρ(τ)
v(τ)Pn dρ
where v is characterized by (3.3.17). The converse inequality follows by study-
ing the left derivative. 
3.5. Weak Solutions
A natural question is whether a maximal slope curve obtained in Theorem
3.3.9 is a solution of (1.1.6), and in what sense. Bearing in mind Lemma 3.4.4,
it is expected that the argument from the beginning of the previous section
justifying the definition of a curve of maximal slope can in this case be reversed
to obtain a weak form of (1.1.6). Of course, the choice for f should be kept in
mind:
(3.5.1)

ut = κ∆fˆ(u), for x ∈ Br(t), t > 0,
−κ d
dρ
fˆ(u(ρ))
∣∣∣∣
ρ=r
= u(r)r˙(t), for t > 0
r˙ = −n− 1
r
+ fˆ(u(r)) for t > 0.
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It is possible to formulate this problem in a neater way. Note that
∇fˆ(u) = ∇ (uf ′(u))−∇f(u)
= f ′(u)∇u+ u∇f ′(u)− f ′(u)∇u = u∇f ′(u)(3.5.2)
if f is sufficiently smooth. Therefore, the first equation in (3.5.1) can be re-
placed by ut = κ∆fˆ(u). Similarly, the boundary condition for u can be rewrit-
ten:
(3.5.3)

ut = κdiv (u∇f ′(u)) , for x ∈ Br(t), t > 0,
−κ d
dρ
f ′(u(ρ))
∣∣∣∣
ρ=r
= r˙(t), for t > 0
r˙ = −n− 1
r
+ fˆ(u(r)) for t > 0.
This way of writing the problem makes the structure clearer: particles have
velocity equal to ∇f ′(u), and the velocity of the particles at the boundary
should match the normal velocity of the boundary.
In order to show that a curve of maximal slope can be regarded a weak so-
lution of (3.5.3), some integral identities are derived that characterize solutions
when smoothness is assumed. By smooth, it is meant that t 7→ r(t) is continu-
ously differentiable, and (x, t) 7→ u(x, t) is twice continuously differentiable on
the domain
(3.5.4) {(ρ, t) : 0 < ρ < r(t); t > 0}
If u is smooth in the sense explained above, and ϕ ∈ C∞c (Rn × (0,∞)) is
radially symmetric,
−
∫ ∞
0
∫
Br(t)
utϕdxdt =
∫ ∞
0
∫
Br(t)
ut
∂ϕ
∂t
dxdt
+
∫ ∞
0
u(r(t), t)ϕ(r(t), t)r˙(t)Pn(r(t)) dt .
(3.5.5)
Moreover,
−
∫ ∞
0
∫
Br(t)
utϕdx dt = −κ
∫ ∞
0
∫
Br(t)
∆fˆ(u)ϕdx dt
= κ
∫ ∞
0
∫
Br(t)
u∇fˆ(u) · ∇ϕdxdt
−
∫ ∞
0
κ
d
dρ
fˆ(u(ρ, t))
∣∣∣∣
ρ=r
ϕ(r(t), t)Pn(r(t)) dt
(3.5.6)
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Combining these two identities with the Neumann boundary condition yields
1
κ
∫ ∞
0
∫
Br(t)
u
∂ϕ
∂t
dxdt =
∫ ∞
0
∫
Br(t)
∇fˆ(u) · ∇ϕdxdt .(3.5.7)
By a similar computation, for any radially symmetric ψ ∈ C∞c (Rn × (0,∞)),
∫ ∞
0
∫
Br(t)
∂ψ
∂t
dxdt = −
∫ ∞
0
ψ(r(t), t)r˙(t)Pn(r(t)) dt
=
∫ ∞
0
(
n− 1
r(t)
− fˆ(u(r(t), t))
)
ψ(r(t), t)Pn(r(t)) dt .
(3.5.8)
A calculation similar to (1.2.4), combined with (3.5.2), shows that Φ is a Lya-
punov functional for (3.5.3).
If the integral identities (3.5.7), (3.5.8), together with monotonicity of Φ
along a trajectory are accepted as a definition of weak solution of (3.5.3), the
following theorem simply states that curves of maximal slope of Φ are weak
solutions of (3.5.3). Loosely speaking, this means that (3.5.3) can be formulated
as a gradient flow.
Theorem 3.5.1. Suppose that t 7→ (r(t), u(t)) ∈ X n is continuous. Then
(r(t), u(t)) is a curve of maximal slope for Φ if and only if Φ(r(t), u(t)) is
decreasing, and (3.5.7) and (3.5.8) hold for all radially symmetric test functions
φ, ψ ∈ C∞c (Rn × (0,∞)).
Proof. Assume first that (r(t), u(t)) is a curve of maximal slope for Φ. By
definition, this means that φ(t) := Φ(r(t), u(t)) is decreasing, and t 7→ u(t) and
t 7→ r(t) are absolutely continuous with respect to W2 and d, respectively. Then
there exists a function v satisfying (3.3.12) and ‖v(t)‖L2((0,∞),uPn) = |u′|(t) for
almost every t > 0. Hence, as in the proof of Theorem 3.3.4, v(x, τ) :=
v(|x|, τ) x|x| solves
(3.5.9)
∫ ∞
0
∫
Br(t)
∂ϕ
∂t
udx dt = −
∫ ∞
0
∫
Br(t)
∇ϕ · vudxdt
for any radially symmetric ϕ ∈ C∞c (Rn × (0,∞)). Using Lemma 3.4.4,
(3.5.10) φ˙(t) =
(
n− 1
r(t)
− fˆ(u(r(t), t))
)
Pn(r(t))r˙ +
∫ r(t)
0
∂fˆ(u(t))
∂ρ
v(t)Pn dρ
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for almost all t > 0, where φ(t) := Φ(r(t), u(t)). On the other hand,
φ˙(t) ≤ −|(r, u)
′|2(t)
2
− |∂Φ|
2(r(t), u(t))
2
= −1
2
(
|r˙(t)|2 Pn(r(t)) +
∣∣∣∣n− 1r(t) − fˆ(u(r(t), t))
∣∣∣∣2 Pn(r(t))
+
‖v(t)‖2L2(Rn,u(t))
κ
+ κ
∥∥∥∥∥∇fˆ(u(x, t))u(x, t)
∥∥∥∥∥
2
L2(Rn,u(t))

(3.5.11)
for almost all t > 0. By Young’s equality, it follows that for all t > 0 such that
both hold,
(3.5.12) r˙(t) = −n− 1
r(t)
+ fˆ(u(r(t), t)), v = −κ∇fˆ(u)
u
.
Substituting the latter in (3.5.9) yields (3.5.7). Together with (3.3.7), the first
implies (3.5.8).
Conversely, note that (3.5.7) is equivalent to (3.3.12) with a given expres-
sion for v(t) substituted. Moreover, since (3.5.7) holds for any test function ϕ,
(3.5.7) also implies that
(3.5.13)
∇fˆ(u(t))
u(t)
∈ L2(Rn, u(t))
for almost every t. Therefore, t 7→ u(t) is absolutely continuous with respect
to the Wasserstein metric. Similarly, by Lemma 3.3.3, t 7→ r(t) is absolutely
continuous, and gives and expression for r˙(t) almost everywhere. Then Lemma
3.4.4 yields
(3.5.14)
φ˙(t) =
(
n− 1
r(t)
− fˆ(u(r(t), t))
)
Pn(r(t))r˙(t) +
∫ r(τ)
0
∂fˆ(u(t))
∂ρ
v(t)Pn dρ
for almost every t > 0.
Having explicit expressions for r˙(t) and v(t) at hand, it follows from Young’s
inequality that t 7→ (r(t), u(t)) is a curve of maximal slope. 
Note that the splitting of the problem from the introduction plays an im-
portant role: the equations related to absolute continuity give the equations
relating the evolution of u and r to different velocities, whereas the gradients
give the velocity in terms of the current state. As argued above, the divergence
formulation (3.5.3), also has this structure.
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3.6. Varying permeability
As stated in the introduction, two variants of the cell swelling model could
be considered. Apart from the above, which corresponds to a fixed permeability
of the membrane, an alternative model based on aquaporins could be studied.
In this section, the model will be adjusted to reflect this, and it will be shown
that the gradient flow approach above also works for the resulting problem,
with only slightly different results.
3.6.1. Adjusting the model. If it is assumed that the number of aqua-
porins on the cell membrane is fixed, and the permeability of an aquaporin is
also fixed, the total permeability of the membrane is fixed. By radial symmetry,
the permeability of the membrane is equal to Pn(r(0))Pn(r(t)) , up to a multiplicative
constant. This means that the new equation for the normal velocity of the
membrane will be
(3.6.1) r˙(t) =
Pn(r(0))
Pn(r(t))
(
−γ n− 1
r(t)
+ βu(r(t), t)
)
.
As before, all but one of the parameters can be made equal to 1. The one
remaining parameter will again be κ. In this case, however, the scaling factor
for t also depends on r(0).
From a modeling point of view, there is only one reasonable way to adapt
the gradient flow approach to this new situation: since permeability basi-
cally determines how hard it is to move the membrane, the metric for the
r-coordinate should be modified. Remembering that d arose from minimizing
(3.6.2)
∫ 1
0
‖v(t)‖L2(∂Br(t)) dt,
it seems reasonable to integrate some other norm of v(t). It turns out that
choosing the reciprocal of the permeability, that is, Pn as a weight in the L
2-
norm of v(t) is the right choice. Therefore, define
(3.6.3) dˆ(r0, r1) :=
∫
(r0,r1)
Pn(ρ) dρ = L
n(Br14Br0) = ωn |rn1 − rn0 | .
Obviously, the metric for C n × L1n will be the same combination of dˆ and W2
as before:
(3.6.4) %ˆ((r, u), (s, w)) :=
(
dˆ2(r, s) +
W 22 (u,w)
κ
) 1
2
.
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3.6.2. Implications of changing the metric. Note that the new defini-
tion does not change the topology on C n, which means that most of the results
still hold. Some of the finer properties, however, have changed. Adapted ver-
sions of the results from the previous sections are presented below.
First of all, since the metric has changed, the isometry from C n to [0,+∞)
has changed as well. The isometry now reads
(3.6.5) ιˆn : C
n → [0,+∞) : r 7→ ωnrn.
All other results from Section 3.2 are the same.
The metric derivative |.′|dˆ is of course also different. Absolute continuity
in [0,+∞) and C n are of course still equivalent, but
(3.6.6) |r′|dˆ(τ) = Pn(r(τ)) |r˙(τ)| ,
for an absolutely continuous curve τ 7→ r(τ). The obvious adaptation of Lemma
3.3.3 also holds.
Lemma 3.6.1. Let τ 7→ r(τ) be a curve in C n. Then r(τ) is absolutely
continuous if and only if it is continuous and there exists a function g such
that g(τ)Pn(r(τ)) ∈ L1loc((0,∞)),
(3.6.7)
∫ ∞
0
∫ r(t)
0
∂ψ
∂t
Pn dρdt = −
∫ ∞
0
g(t)ψ(r(t), t)Pn(r(t)) dt
for all ψ ∈ C∞c ([0,∞) × (0,∞)). In this case, |r′|dˆ(τ) = |g(τ)|Pn(r(τ)) for
almost every τ > 0.
As before, the isometry ιˆn can be used to characterize the geodesics of dˆ:
(3.6.8) r(τ) = ((1− τ)r(0)n + τr(1)n) 1n ≥ (1− τ)r(0) + τr(1),
which means that combining geodesics for r and u will give a geodesic for %ˆ.
A more substantial difference is the change in λ-convexity of Pn. By the
same argument as before, λ-convexity of Pn is now equivalent to λ-convexity
of the map
(3.6.9) s 7→ θˆnrn−1n,
where θn > 0 is a constant. Before, Pn was 0-convex for n ≥ 3, but this is not
the case anymore: for every n, the situation is similar to the situation n = 2
before: Pn is not λ-convex globally, but only λ-convex with λ < 0 on sublevels
of Φ.
Together with the observation that s 7→ 12 dˆ2(r, s) is still 1-convex for all r,
[4, Theorems 2.4.15 and 4.0.4] still apply. Since λ is still negative, no stronger
contraction results follow from these theorems.
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Of course, the local slope ∂Φ with respect to %ˆ should be different. Since
the proof of Theorem 3.4.3 largely deals with the mass component, it only
needs a small modification.
Theorem 3.6.2. Let (r, u) ∈ X n be given. Then Φ has finite local slope
at (r, u) if and only if fˆ(u) ∈W 1,1(Br) with
(3.6.10)
∇fˆ(u)
u
∈ L2(Rn, u).
In this case,
(3.6.11) |∂Φ|(r, u) =
∣∣∣∣n− 1r − fˆ(u(r))
∣∣∣∣2 + κ
∥∥∥∥∥∇fˆ(u)u
∥∥∥∥∥
2
L2(Rn,u)
 12 .
Proof. The proof is similar to the proof of Theorem 3.4.3. The estimate
(3.4.13) now should be
(3.6.12)∣∣∣∣∫
Rn
fˆ(u) div ξ dx
∣∣∣∣ ≤ |∂Φ|(r, u)
(
|ψ(r)|2P 2n(r) +
‖ψ‖2L2((0,∞),uPn)
κ
) 1
2
+|ψ(r)|P ′n(r)
Proceeding as in the proof of Theorem 3.4.3 now yields
(3.6.13)
∣∣∣∣∣
(
P ′n(r)
Pn(r)
− fˆ(u(r))
)
Pn(r)ψ(r) +
∫
Br
∇fˆ(u)
u
· ξudx
∣∣∣∣∣
≤ |∂Φ|(r, u)
(
|ψ(r)|2P 2n(r) +
‖ξ‖2L2(Rn,u)
κ
) 1
2
,
which, with a duality argument, gives one of the implications.
The converse implication is also shown as in the proof of Theorem 3.4.3:
(3.6.14) Φ(s, w)− Φ(r, u)
≥ (Pn(s)− Pn(r))−
∫
Rn
fˆ(u) div(twu − x) dx
≥
(
P ′n(r)
Pn(r)
− fˆ(u(r))
)
(s− r)Pn(r) +
∫
Rn
∇fˆ(u) · (twu − x) dx .
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However, in this case the Cauchy inequality is applied differently:
(3.6.15) Φ(s, w)− Φ(r, u)
≥ −
∣∣∣∣n− 1r − fˆ(u(r))
∣∣∣∣2 + κ
∥∥∥∥∥∇fˆ(u)u
∥∥∥∥∥
2
L2(Rn,u)
 12
(
|s− r|2P 2n(r) +
W 22 (u,w)
κ
) 1
2
,
which, after taking limits, again concludes the proof. 
With expressions for the metric derivative and local slope at hand, the
proof of Theorem 3.5.1 can be repeated. In this new setting it will give
(3.6.16) Pn(r(t))r
′(t) = −n− 1
r(t)
+ fˆ(u(r(t), t))
for almost all t > 0, which means that (3.5.8) becomes
(3.6.17)
∫ ∞
0
∫
Br(t)
∂ψ
∂t
dx dt =
∫ ∞
0
(
n− 1
r(t)
− fˆ(u(r(t), t))
)
ψ(r(t), t) dt .
The equation for u is, as expected, not changed.
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CHAPTER 4
A Geometric Flow with Non-local Forcing
4.1. Introduction
Apart from radial symmetry, there is another interesting simplification of
(1.1.6). If the limit for κ→ +∞ of (1.1.6) is studied, it is easily seen that u(t)
is constant on the free domain E(t) for every t ≥ 0, at least as long as E(t) is
connected. Therefore, it is reasonable to study the geometric flow
(4.1.1) v = H +
1
L n(E(t))
,
which is related to the mean curvature flow. Note that the second term is
non-local. Local existence and stability analysis for (4.1.1) has been studied
by Van Meurs [22].
In many applications, the mean curvature flow can be thought of as min-
imizing surface area due to surface tension. This intuition has resulted in a
considerable amount of literature concerning existence of solutions of varying
smoothness and their properties, most notably by Brakke [5]. In this chap-
ter, the time discretization used in [20] will be applied to prove a conditional
existence result for (4.1.1).
Apart from the pure mean curvature flow, the work of Almgren, Taylor
and Wang [2] allows for anisotropy, whereas the approach of Luckhaus and
Sturzenhecker [20] allows for an external forcing term in L∞. (4.1.1), on the
contrary contains an internal, non-local forcing term. It will turn out, however,
that this does not cause too many problems when studying the implicit time
discretization introduced in [20].
In Section 4.2, a functional resembling (3.2.6) will be defined. However,
since d, as defined by (A.2.18), is not a metric, the theory from [4, §1–3] does
not apply. Therefore, a number of properties of minimizers has to be shown.
In Section 4.3, discrete solutions are defined analogous to the discrete ap-
proximations of a GMM introduced in Section 3.2. The results for minimizers
from Section 4.2 are used to derive results concerning these discrete solutions,
resulting in a conditional convergence result similar to [20, Theorem 2.3].
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4.2. Time discretization
Similar to (3.2.6), the functional used to define the discrete approximation
consists of two parts: a part which can be interpreted as an energy that should
decrease over time, and a part behaving like a metric. The ‘metric part’ will
be the metric d, defined in (A.2.18).
Keeping in mind the relation between (4.1.1) and (1.1.6), it is reasonable to
use the internal energy functional defined in (A.1.10) with 1Ln(E) substituted
for u. Of course, the surface tension will be taken into account by adding the
surface area.
(4.2.1) Φ(E) := P (E) +L n(E)f
(
1
L n(E)
)
= P (E) + g(L n(E)),
where g(z) := zf( 1z ) and f is as in Definition A.1.3. Using Lemma 3.2.1, it
can be shown that g is decreasing, strictly convex, continuously differentiable
on (0,+∞), limz↓0 g(z) = +∞ and that
(4.2.2) lim
r→+∞
g(ωnr
n)
nωnrn−1
= 0.
Clearly, since P (E) is nonnegative, g(L n(E)) ≤ Φ(E). Since g is decreas-
ing and strictly convex, g−1(Φ(E)) is well-defined for any E ∈ C n. Define then
the function G by
(4.2.3) G(z) = −g′
(
g−1(z)
2
)
,
which will be used frequently below. From the properties of g, it follows that
G is positive, increasing, and limz→+∞G(z) = +∞. If g(z) = − log(z), G(z) =
2ez.
As expected, the isoperimetric inequality implies that Φ is minimized by
balls.
Lemma 4.2.1. Let E ∈ C n be given, and r > 0 such that nωnrn−1 = P (E).
Then
(4.2.4) Φ(E) ≥ Φ(Br) = nωnrn−1 + g(ωnrn) =: Φo(r).
The function Φo satisfies the properties from Lemma 3.2.1, that is,
• limr→+∞ Φo(r) = +∞,
• limr↓0 Φo(r) = +∞,
• r 7→ Φo(r) has a unique global minimizer r0.
Denote Φ∗(E) := Φ(E)− Φo(ro).
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Proof. By the isoperimetric inequality, L n(E) ≤ ωnrn. Since g is de-
creasing, the inequality follows. In particular,
(4.2.5) Φo(r) = nωnr
n−1
(
1 +
g(ωnr
n)
nωnrn−1
)
which shows the first two properties of Φo. Since g is strictly convex, Φo is
strictly convex as well, which means that it has a unique global minimizer. 
Remark 4.2.2. An immediate corollary of this lemma is the fact that P (E)
can be bounded in terms of Φ(E), that is,
(4.2.6) P (E) ≤ P∗(Φ(E))
for some increasing function P∗ : (Φo(ro),+∞)→ (0,+∞). This estimate will
be used in what follows.
Similar to the constructions of Luckhaus and Sturzenhecker [20] and
Almgren, Taylor and Wang [2], the solution is approximated using mini-
mizers of the functional
Φh(E,F ) := Φ(F ) +
1
2h
d2(E,F )
= P (F ) + g(L n(F )) +
1
h
∫
E4F
|dE |dx
(4.2.7)
is minimized at certain time steps. The fist step is of course to show that
F 7→ Φh(E,F ) has a minimizer, at least for suitable E.
Theorem 4.2.3. Let h > 0 and E ∈ C n. Then the map
(4.2.8) F 7→ Φh(E,F )
has a minimizer in C n.
Proof. Let {Fk}k∈N be an minimizing sequence, that is, Φh(E,Fk) is
a decreasing sequence with infimum infCn Φh(E, .). Clearly, infCn Φh(E, .) is
at most Φh(E,E) = Φ(E). Therefore, it may be assumed without loss of
generality that Φh(Fk) ≤ Φ(E). From Lemma 4.2.1, it follows that L n(Fk),
P (Fk) and d(E,Fk) are all bounded.
Then, by Theorem A.2.3, Fk ⇀ F along a subsequence for some F ∈
C n, which means in particular that L n(Fk) → L n(F ). In Section A.2, it
is argued that d is lower semicontinuous in its second argument. Finally, by
[3, Proposition 3.6], P (F ) ≤ lim infk→∞ P (Fk), which means that Φh(E,F ) ≤
lim infk→∞ Φh(E,Fk) = infCn Φh(E, .). 
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Remark 4.2.4. It can be shown that a minimizer F of Φh(E, .) cannot be
equal to E unless E is Br0 . Moreover, if F 6= E, Φ(F ) must be strictly smaller
than Φ(E). These observations will follow from the regularity results and the
Euler-Lagrange equation shown below.
In the remainder of this section, some additional properties of minimizers
will be shown. First of all, it is shown that minimizers are bounded if the
original set E is.
Lemma 4.2.5. Let h > 0, E ∈ C n be bounded, and suppose that F mini-
mizes Φh(E, .). Then F is bounded.
Proof. Suppose that E ⊂ BR(x) for some R > 0 and x ∈ Rn, and
consider F˜ := F ∩ BR+rh(x) for r > 0. As argued in [2, §3.1.9], intersecting
E with a half-space will not increase the perimeter. Approximating BR+rh(x)
with an intersection of half-spaces, P (F˜ ) ≤ P (F ). Moreover
(4.2.9) d2(E, F˜ )− d2(E,F ) = −2
∫
F\F˜
dE dx ≤ −2rhL n(F \ F˜ ).
Since L n(F˜ ) < L n(F ),
(4.2.10) g(L n(F˜ ))− g(L n(F )) ≤ −g′(L n(F˜ ))L n(F \ F˜ ).
Then
(4.2.11) Φh(E, F˜ )− Φh(E,F ) ≤
(
−g′(L n(F˜ ))− r
)
L n(F \ F˜ ).
Clearly, by nonnegativity of P (F ), L n(F ) ≥ g−1(Φ(F )). By optimality of
F , Φ(F ) ≤ Φ(E), which means that g−1(Φ(F )) ≥ g−1(Φ(E)).
Since limz↓0 g(z) = +∞, L n(F ) is bounded away from 0 in terms of
Φ(F ) ≤ Φ(E). From the definition of Φh and Φh(E,F ) ≤ Φh(E,E) = Φ(E),
it also follows that
(4.2.12) 2rhL n(F˜ ) ≤ d2(E,F ) ≤ 2h (Φ(E)− Φ(F )) ≤ 2hΦ∗(E).
Hence,
(4.2.13) L n(F˜ ) ≥ g−1(Φ(E))− Φ∗(E)
r
Therefore, if r is sufficiently large compared to Φ(E), L n(F˜ ) is bounded away
from zero by a constant depending only on Φ(E), which means that the first
factor in the right hand side of (4.2.11) is negative if r is large enough compared
to Φ(E). By optimality of F , L n(F \ F˜ ) must be a null set for such r. 
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Before introducing discrete solutions, some properties of minimizers will be
studied. Most of these properties are derived from estimates obtained taking a
minimizer F , adding or removing a small ball centered at a boundary point of
F and comparing the result to F .
Lemma 4.2.6. Let E ∈ C n, and suppose that F ∈ C n minimizes Φh(E, .).
Then
(4.2.14) P (F˜ )− P (F ) +
(
G(Φ(F )) +
|dE(x)|+ ρ
h
)
L n(F4F˜ ) ≥ 0
if x ∈ ∂F , F ∩ F˜ ⊂ Bρ(x) and
(4.2.15) 0 < ωnρ
n <
g−1(Φ(F ))
2
.
Proof. If L n(F˜ ) ≥ L n(F ), no estimate for g(L n(F˜ )) is needed. Other-
wise, (4.2.10) is used, but since the right hand side of this equality is nonneg-
ative, this estimate holds for all F˜ . Combining this with (4.2.15),
(4.2.16) g(L n(F˜ ))− g(L n(F )) ≤ G(Φ(F ))L n(F \ F˜ )
by definition of G. Moreover,
(4.2.17)
∫
F˜
dE dy−
∫
F
dE dy ≤
∫
F4F˜
|dE |dy ≤ (|dE(x)|+ ρ)L n(F4F˜ ).
since F4F˜ ⊂ Bρ(x).
As before, optimality of F now implies Φh(E, F˜ ) ≥ Φh(E,F ). Combining
this with the estimates above gives the result. 
In some cases, (4.2.14) can be improved using (A.2.19) and studying the
sign of various terms.
Corollary 4.2.7. Let E, F , x and ρ be as in Lemma 4.2.6. Then, if
F˜ ⊂ F and F \ F˜ ⊂ Rn \ E,
(4.2.18) P (F˜ )− P (F ) +G(Φ(F ))L n(F4F˜ ) ≥ 0.
In case F ⊂ F˜ , the term G(Φ(F )) can be omitted from (4.2.14) and (4.2.15) is
not needed. If also F˜ \ F ⊂ E,
(4.2.19) P (F˜ ) ≥ P (F ).
These estimates imply that minimizers have almost minimal boundary in
the sense of Tamanini [27]. In particular, it follows that the boundary of a
minimizer is rather smooth.
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Lemma 4.2.8. Let E ∈ C n be bounded, and suppose that F ∈ C n minimizes
Φh(E, .). Then F has almost minimal boundary in Ω ⊂ Rn whenever dE is
bounded on Ω ∩ F . That is, if A ⊂⊂ Ω, x ∈ A and 0 < ρ < d(A, ∂Ω) satisfies
(4.2.15),
(4.2.20) P (F ;Bρ(x)) ≤ P (F˜ ;Bρ(x)) +
(
G(Φ(F )) +
‖dE‖C0(Ω∩F ) + ρ
h
)
ωnρ
n
for any F˜ such that F4F˜ ⊂⊂ Bρ(x).
In particular, ∂F is a C1 hypersurface satisfying
(4.2.21) |nF (x)− nF (y)| ≤ C|x− y| 12
for x, y ∈ ∂F such that |x− y| satisfies (4.2.15) and |x− y| < ρ∗ where
(4.2.22) C = C1
(
G(Φ(F )) +
‖dE‖C0(∂F ) + ρ∗
h
) 1
2
+ C2,
with C1 and C2 independent of E and h. Finally, H s(∂F \ ∂F ) = 0 for
s > n− 8 which means in particular that ∂F = ∂F for n ≤ 7.
Proof. Note that (4.2.20) follows from (4.2.14) by subtractingH n−1(Rn\
Bρ(x)) from both sides. The other conclusions follow from [27, Theorem
1.9]. 
The estimates shown in Lemma 4.2.6 can also be used to prove other prop-
erties of minimizers. Among these properties are lower and upper bounds for
the density of a minimizer at the boundary. In particular, these estimates rule
out cusps or ‘near-cusps’ of the boundary, and could therefore be interpreted
as very weak curvature bounds.
Lemma 4.2.9. Let E ∈ C n be given, and suppose that F ∈ C n minimizes
Φh(E, .). If θ < 2
−n and ρ > 0 satisfies (4.2.15) and
(4.2.23) ρ ≤
(
G(Φ(F ))
2n
+
|dE(x)|+ ρ
2nh
)−1(
1
2
− θ 1n
)
then
(4.2.24) θ ≤ L
n(F ∩Bρ(x))
ωnρn
≤ 1− θ
for all x ∈ ∂F .
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Proof. Let x ∈ ∂F and ρ > 0 be as above, and consider the alternative
set F˜ := F \Bρ(x). Since H n−1|∂F is a Radon measure on Rn and P (F ; Ω) =
H n−1(Ω ∩ ∂F ) for open Ω,
P (F ∩Bρ(x)) = P (F ;Bρ(x)) +
∫
∂Bρ(x)
(χF )
−
ρ dH
n−1(4.2.25)
P (F˜ ) = P (F ;Rn \Bρ(x)) +
∫
∂Bρ(x)
(χF )
+
ρ dH
n−1(4.2.26)
P (F ) ≥ P (F ;Bρ(x)) + P (F ;Rn \Bρ(x)),(4.2.27)
where (χF )
−
ρ and (χF )
−
ρ are the inner and outer trace of χF on ∂Bρ(x), re-
spectively [3, Theorem 3.77], [11, §2]. Rearranging some terms, and using the
isoperimetric inequality for F ∩Bρ(x),
nω
1
n
n V (ρ)
n−1
n ≤ P (F ∩Bρ(x)) = P (F ;Bρ(x)) +
∫
∂Bρ(x)
(χF )
−
ρ dH
n−1
≤ P (F )− P (F ;Rn \Bρ(x)) +
∫
∂Bρ(x)
(χF )
−
ρ dH
n−1
= P (F )− P (F˜ ) +
∫
∂Bρ(x)
(χF )
−
ρ + (χF )
+
ρ dH
n−1,
(4.2.28)
where V (ρ) := L n(F ∩Bρ(x)). Since, by the coarea formula [3, Theorem 2.93],
(4.2.29)
∫
∂Bρ(x)
(χF )
−
ρ dH
n−1 =
∫
∂Bρ(x)
(χF )
+
ρ dH
n−1 = d
dρ
L n(F ∩Bρ(x))
for almost all ρ > 0, it follows that
(4.2.30) nω
1
n
n V (ρ)
n−1
n ≤ P (F )− P (F˜ ) + 2 d
dρ
V (ρ).
Now using Lemma 4.2.6,
P (F )− P (F˜ ) ≤ G(Φ(F ))V (ρ)− 1
h
∫
F∩Bρ(x)
dE dx
≤
(
G(Φ(F )) +
|dE(x)|+ ρ
h
)
V (ρ).
(4.2.31)
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Combining this with (4.2.30) gives
d
dρ
V (ρ) ≥ nω
1
n
n
2
V (ρ)
n−1
n −
(
G(Φ(F ))
2
+
|dE(x)|+ ρ
2h
)
V (ρ)
≥
(
1
2
− G(Φ(F ))
2n
ρ− |dE(x)|+ ρ
2nh
ρ
)
nω
1
n
n V (ρ)
n−1
n
≥ θ 1nnω 1nn V (ρ)n−1n
(4.2.32)
Since x ∈ ∂F , V (ρ) = L n(F ∩ Bρ(x)) > 0 for all ρ > 0. Hence, integrating
(4.2.32) over (0, r) yields
(4.2.33) L n(F ∩Bρ(x)) ≥ θωnρn.
Note that it follows from Corollary 4.2.7 that the term involving |dE |(x) dis-
appears from (4.2.23) if Bρ(x) ∩ F ⊂ Rn \ E.
The upper bound can be obtained by applying the same argument with
F˜ = F ∪ Bρ(x) and V (ρ) := L n(Bρ(x) \ F ). In this case, the term involving
G(Φ(F )) does not appear in (4.2.23), and (4.2.15) is not needed. Moreover, if
Bρ(x) \ F ⊂ E, (4.2.23) can also be dropped. 
An important implication of this result is that the Lebesgue measure can
be estimated in terms of d. Unfortunately, standard estimates do not work
because the integrand |dE | is not bounded away from zero. In the lemma below,
the area where |dE | is small will be estimated in terms of the perimeter of E
using the density estimates. Since |dE | is low precisely close to the boundary of
E, the result can be interpreted as an estimate on the amount of volume near
∂E in terms of its surface area. In view of the first variation of area formula,
this is an estimate one would expect to hold if ∂E satisfies curvature estimates.
The result is an estimate containing one bounded term, one term which will
later become small and a coefficient that can be made arbitrarily small, much
like, for instance, Cauchy’s inequality with ε.
Lemma 4.2.10. Suppose that E,F ∈ C n, and ρ > 0 and 0 < θ < 2−n are
such that (4.2.24) holds for E. Then there exists a constant βn, depending on
n only, such that
(4.2.34) L n(E4F ) ≤ βnρ
θ
n−1
n
P (E) +
2
ρ
∫
E4F
|dE |dx .
Proof. The set F4E will be split into two parts,
(4.2.35) E4F =
{
x ∈ E4F : |dE(x)| ≥ ρ
2
}
∪
{
x ∈ E4F : |dE(x)| < ρ
2
}
.
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The measure of the first set can be estimated trivially by
(4.2.36) L n
({
x ∈ E4F : |dE(x)| ≥ ρ
2
})
≤ 2
ρ
∫
E4F
|dE |dx .
For the second set, note that for any x ∈ ∂E,
L n ((E4F ) ∩Bρ(x)) ≤ ωnρn
≤ ω
1
n
n ρ
θ
n−1
n
min {L n(Bρ(x) ∩ E),L n(Bρ(x) \ E)}
n−1
n
≤ γnω
1
n
n ρ
θ
n−1
n
P (E;Bρ(x)),
(4.2.37)
using (4.2.24) for the second, and the local version of the isoperimetric inequal-
ity [11, Corollary 1.29] for the third inequality. Consider then the covering
{Bρ(x) : x ∈ ∂E} of ∂E. By a covering theorem due to Besicovitch [3, The-
orem 2.17], there is a constant ξn such that ∂E is covered by ξn countable
families of disjoint closed balls B ρ
2
(x), say
(4.2.38) ∂E ⊂
ξn⋃
k=1
mk⋃
j=1
B ρ
2
(
xkj
)
,
where mk ∈ N ∪ {∞}. Next, pick an index k, and focus on the family
{Bρ(xkj ) : j = 1, . . . ,mk}. It will be argued that no point in Rn is con-
tained in more than ξn members of this family. Again applying [3, Theorem
2.17], the set {xkj : j = 1, . . . ,mk} is covered by ξn disjoint subfamilies. Since
|xkj − xki | > ρ by construction, every Bρ(xkj ) must occur in at least one of
these families. It follows that no point x ∈ Rn is contained in more than
ξn members of {Bρ(xkj ) : j = 1, . . . ,mk}. Therefore, no point is contained
in more than ξ2n members of {Bρ(xkj ) : j = 1, . . . ,mk; k = 1, . . . , ξn}. On
the other hand, since {B ρ
2
(xkj ) : j = 1, . . . ,mk; k = 1, . . . , ξn} covers ∂E,
{Bρ(xkj ) : j = 1, . . . ,mk; k = 1, . . . , ξn} must cover {x ∈ F : 0 ≤ dE < ρ2}.
Hence, using (4.2.37),
L n
({
x ∈ E4F : |dE(x)| < ρ
2
})
≤
ξn∑
k=1
mk∑
j=1
γnω
1
n
n ρ
θ
n−1
n
P (E;Bρ(x
k
j ))
≤ ξ2n
γnω
1
n
n ρ
θ
n−1
n
P (E).
(4.2.39)
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Setting βn := ξ
2
nγnω
1
n
n , and combining (4.2.36) with (4.2.39) gives the
result. 
Remark 4.2.11. If E does not satisfy (4.2.24), one of the terms cannot be
estimated. However, the resulting inequality will prove useful later;
(4.2.40) L n(E4F ) ≤ L n
({
x ∈ Rn : |dE(x)| < ρ
2
})
+
2
ρ
∫
E4F
|dE |dx .
Again from a comparison argument, an estimate for |dE | on E4F can be
shown. Given y ∈ E4F , one can always find x ∈ ∂F such that |dE(x)| ≥
|dE(y)| since both E and F must have finite volume. Loosely speaking, the
maximum of |dE | over E4F is taken on ∂F . Therefore, the following estimate
is really an estimate for |dE | on the boundary of F . Remembering the definition
of |dE |, this means that ∂E and ∂F cannot be too far apart.
Lemma 4.2.12. If h > 0 is small enough, E ∈ C n, and F is a minimizer
of Φh(E, .), then
(4.2.41) |dE(x)| ≤
√
n2n+1h+ hG(Φ(F ))
for all x ∈ E4F .
Proof. Clearly, it is sufficient to prove the bound for x ∈ ∂F , so let x ∈
∂F be such that dE(x) >
√
n2n+1h =: ρ, and consider the set F˜ := F \Bρ(x).
As before,
(4.2.42) P (F˜ ) ≤ P (F ) + nωnρn−1.
Consequently, using optimality of F ,
nωnρ
n−1 ≥ P (F˜ )− P (F )
= Φh
(
E, F˜
)
− Φh(E,F ) + 1
h
∫
Bρ(x)∩F
dE dx
+ g(L n(F ))− g(L n(F˜ ))
≥
(
dE(x)− ρ
h
−G(Φ(F ))
)
L n (F ∩Bρ(x)) ,
(4.2.43)
since L n(F˜ ) ≥ 12L n(F ) ≥ 12g−1(Φ(F )) if h is small enough. Since, F \ F˜ ⊂
Rn \ E, Lemma 4.2.9 can be applied with θ = 2−n−1 whenever
(4.2.44) ρ ≤ 2n
G(Φ(F ))
(
1
2
− θ 1n
)
,
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which is the case if h is small enough. Hence,
(4.2.45) nωnρ
n−1 ≥
(
dE(x)− ρ
h
−G(Φ(F ))
)
2−n−1ωnρn
which implies
(4.2.46) dE(x) ≤ ρ+ h
(
G(Φ(F )) +
n2n+1
ρ
)
=
√
n2n+1h+ hG(Φ(F ))
For the lower bound, compare F to F ∪ Bρ(x) with dE(x) < −ρ. In
this case, the term involving G(Φ(F )) disappears from the estimate, and no
smallness condition for h is needed. 
Corollary 4.2.13. Suppose E ∈ C n, and F is a minimizer of Φh(E, .).
Then, for h > 0 small enough, there exists a constant M depending only on n
and Φ(F ) such that
(4.2.47) ‖dE‖L2(∂F ) ≤M
√
h
Proof. Let h > 0 be small enough to apply Lemma 4.2.12. Then, if h is
small enough, ∫
∂F
|dE |2 dH n−1 ≤
(√
n2n+1h+ hG(Φ(F ))
)2
P (F )
≤ n2n+2hP∗(Φ(F )),
(4.2.48)
using (4.2.6). 
Although it has been shown above that |dE | will at most of order
√
h in
E4F , one would expect from the definition of Φh that it is of smaller order
on most of E4F . Moreover, if dE is small in E4F , one would expect that
the boundaries of E and F are more or less parallel, and that the volume in
between is approximately the integral of dE over the boundary of F .
The following result makes this observation more precise: it provides an
integral estimate involving test functions whenever dE is small.
Lemma 4.2.14. Let exponents 1 > α > β > 12 and h > 0 be given, and pick
γ < min{α− β, β − 12}. If
• E,F ∈ C n are bounded and satisfy (4.2.21) for |x− y| < hβ,
• h is small enough in terms of Φ(E), Φ(F ), α, β and γ,
• x ∈ ∂E, |dE(y)| < hα for all y ∈ Bhβ (x) ∩ (E4F ),
• and ϕ ∈ C0c (Rn),
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then
(4.2.49)
∣∣∣∣∫
∂F∩Q
dEϕdH
n−1 −
∫
Q
(χF − χE)ϕdy
∣∣∣∣
< (6hγ‖ϕ‖C0 + ωϕ(2hα))L n((E4F ) ∩Bhβ (x))
for some set Q containing Bhβ(1−6hγ)(x). Here ωϕ is the modulus of continuity
of ϕ:
(4.2.50) ωϕ(δ) := sup
|ξ−η|<δ
{|ϕ(ξ)− ϕ(η)|} < +∞
Proof. First, it is shown that the boundaries of E and F in a ball with a
radius slightly smaller than hβ around x are confined to a thickened disk. More-
over, inside this disk, ∂E and ∂F are graphs of Ho¨lder continuous functions.
∂E
∂F
Figure 1. ∂E and ∂F are confined to a thickened disk
Without loss of generality, x = 0 and nE(0) = en, the n
th unit vector.
Choose γ < min{α− β, β − 12}. If h > 0 is small enough,
|nE(y)− en| ≤
(
C1
(
G(Φ(E)) + hα−1 + hβ−1
) 1
2 + C2
)
|y| 12
≤ (2C1h
β−1
2 + C2)h
β
2 < hγ ,
(4.2.51)
whenever y ∈ Bhβ (0). Hence, if h is small enough, ∂E is the graph of some
function u. Set
(4.2.52) ρ :=
hβ√
1 + h2γ
> hβ
(
1− h
2γ
2
)
,
and denote the (n − 1)-dimensional ball of radius ρ around 0 by Dρ. Clearly,
if z ∈ Dρ,
(4.2.53) |∇u(z)| ≤ 2|nE(z, u(z))− en| < 2hγ ,
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which implies
(4.2.54) |u(z)| < 2hγρ < 2hβ+γ ,
which means in particular that the domain of u contains Dρ, up to a H n−1
negligible set.
Since |dE(y)| < hα for y ∈ (E4F ) ∩Bhβ (0), u(0) = 0 and ∇u(0) = 0, ∂F
must intersect Bhα(0) nontrivially. Let then (z0, ζ) ∈ ∂F ∩ Bhα(0). Consider
then the cylinder
(4.2.55) A := {z + snF (z0, ζ) + (z0, ζ) : z · nF (z0, ζ) = 0, z ∈ Dρ−hα , s ∈ R} .
By the above calculations, ∂F ∩A ∩Bhα(0) consists of points
(4.2.56) y = z + w(z)nF (z0, ζ) + (z0, ζ)
where |z| ∈ Dρ−hα , and w satisfies the same estimates as u. Set then
(4.2.57) σ = ρ− 2hα − 2hβ+γ > (1− 3hγ)hβ
for h sufficiently small, and let |z| ≤ σ. It follows that
(4.2.58) |y| < |z|+ |w(z)|+ |(z0, ζ)| < |z|+ 2hβ+γ + hα ≤ ρ− hα ≤ hβ − hα.
Therefore, y ∈ Bhβ−hα ∩ (Dρ−hα×R), which means that there must be a point
on the graph of u at distance at most hα. Hence,
(4.2.59) |yn| < 2hβ+γ + hα.
On the other hand, if
(4.2.60) z =
−σnF (z0, ζ) · en√
1 + (nF (z0, ζ) · en)2
nF (z0, ζ) +
σ√
1 + (nF (z0, ζ) · en)2
en
it follows that
|yn| > σ
∣∣∣∣∣ 1− (nF (z0, ζ) · en)2√1 + (nF (z0, ζ) · en)2
∣∣∣∣∣ − 2hβ+γ
≥ σ(1− |nF (z0, ζ) · en|)− 2hβ+γ .
(4.2.61)
Combining this with (4.2.59),
(4.2.62) |nF (z0, ζ) · en| ≥ 1− 4h
β+γ + hα
σ
> 1− 5hγ ,
if h is small enough. Consequently,
|nF (y) · en| ≥ |nF (z0, ζ) · en| − |nF (y)− nF (z0, ζ)|
> 1− 4h
β+γ + hα
σ
− hγ > 1− 6hγ
(4.2.63)
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whenever y ∈ ∂F ∩Bhβ (0). Let then z ·nF (z0, ζ) = 0. It is easily checked that
the orthogonal projection z of z onto Rn−1 × {0} satisfies
(4.2.64) |z| ≥ |nF (z0, ζ) · en||z| − |z0| > (1− 5hγ)|z|
Then Q := (Dτ ×R) ∩Bhβ (0) with
(4.2.65) τ := (1− 5hγ)(ρ− hα) > (1− 6hγ)hβ
must be contained in A. In particular, ∂F ∩ Q is given by the graph of a
function v, that is, every y ∈ ∂F ∩Q can be written as (z, v(z)) with z ∈ Dτ .
Moreover, again using |dE | < hα on (E4F ) ∩ Bhβ (0), nF (y) · en > 0 for all
y ∈ ∂F ∩Bhβ (0).
With this description of the boundaries of E and F , it is possible to prove
the estimate. The key observation is that both integrals in (4.2.49) can be
written as integrals over Dτ . For L n−1-almost every z ∈ Dτ and any s ∈ R,
|ϕ(z, v(z))− ϕ(z, s)| ≤ ωϕ(|s− v(z)|). Hence, using the coarea formula,
(4.2.66)
∣∣∣∣∫
∂F∩Q
dEϕdH
n−1 −
∫
Q
(χE − χF )ϕdy
∣∣∣∣
≤
∫
Dτ
∣∣∣∣ dE(z, v(z))nF (z, v(z)) · en − u(z) + v(z)
∣∣∣∣ |ϕ(z, v(z))|dz
+
∫
Q
ωϕ(|v − u|) dz .
Clearly, dE(z, v(z)) and v(z) − u(z) have the same sign and |dE(z, v(z))| ≤
|v(z)−u(z)|. Suppose then that ζ ∈ Dτ with d(z, v(z), (ζ, u(ζ))) < |v(z)−u(z)|.
If h is small enough,
d(z, v(z), (ζ, u(ζ)))2 > |z − ζ|2 + (|v(z)− u(z)| − 2hγ |z − ζ|)2
≥ |v(z)− u(z)|2
(
1− 4h
2γ
1 + 4h2γ
)
≥ |v(z)− u(z)|2(1− 4h2γ),
(4.2.67)
which means that
(4.2.68) |dE(z, v(z))| ≥ |v(z)− u(z)|
√
1− 4h2γ .
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Combining this with (4.2.67),
(4.2.69)
∣∣∣∣ dE(z, v(z))nF (z, v(z)) · en − u(z) + v(z)
∣∣∣∣
< |dE(z, v(z))− u(z) + v(z)|+ 7hγ |dE(z, v(z))|
< |u(z)− v(z)|
(
1−
√
1− 4h2γ + 5hγ
)
< 6hγ |u(z)− v(z)|
Similarly, for the second term
(4.2.70) |v(z)− u(z)| ≤ dE(z, v(z))√
1− 4h2γ < h
α(1 + 3h2γ) < 2hα.
Substituting back into (4.2.66) gives the result. 
The above (local) estimate can be used to prove a global estimate by show-
ing that |dE | is large only at a small part of E4F . The resulting estimate means
that integrating as test function ϕ over E4F and taking to account the signs
is almost the same as integrating dEϕ over ∂F . Basically, this means that the
difference between E and F can, up to a small error, be characterized by the
function dE on the boundary of ∂F .
The proof of the following theorem again consists of two steps: first a
covering argument is used to obtain a global estimate similar to (4.2.49) for
the part of E4F where dE is small. The second step is proving that the portion
of E4F where dE is large only has a small contribution to either of the two
integrals on the left hand side of the estimate.
Theorem 4.2.15. Let E ∈ C n be bounded, and suppose that F minimizes
Φh(E, .). Then, if
• α, β and γ are as in Lemma 4.2.14,
• h is small enough in terms of Φ(E), Φ(F ), α, β and γ,
• and ϕ ∈ C0c (Rn),
then
(4.2.71)
∣∣∣∣∫
∂F
dEϕdH
n−1 −
∫
Rn
(χF − χE)ϕdx
∣∣∣∣
≤ ξ2n(6hγ‖ϕ‖C0 + ωϕ(2hα))L n(E4F )
+ Cξ2nh
1+nβ−(n+1)α (Φ(E)− Φ(F )) ‖ϕ‖C0
where C > 0 is a constant.
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Proof. Consider the set
(4.2.72) A := {x ∈ ∂E : ∀y ∈ Bhβ (x) ∩ (E4F ) : |dE(y)| < hα}.
Using an argument similar to the argument used in the proof of Lemma 4.2.10, a
covering with covering number at most ξ2n will be constructed: using a covering
theorem by Besicovitch [3, Theorem 2.17], there are ξn families of disjoint
balls Bhβ(1−6hγ)−hα(xkj ) that together cover A. Applying [3, Theorem 2.17]
for {Bhβ (xkj ) : j = 1, . . . ,mk}, there are ξn subfamilies that cover {xkj : j =
1, . . . ,mk}. However, if
(4.2.73) hβ(1− 6hγ)− hα > h
β
2
,
which is the case if h is small enough, every Bhβ (x
k
j ) must be in one of these
subfamilies. Hence, no point in Rn can be in more than ξn members of such a
subfamily, which means that no point in Rn can be in more than ξ2n members of
{Bhβ (xkj ) : j = 1, . . . ,mk; k = 1, . . . , ξn}. By Lemma 4.2.8, the Bhβ (xkj ) satisfy
the assumptions of Lemma 4.2.14. Applying this lemma for every Bhβ (x
k
j ) and
summing gives
(4.2.74)
∣∣∣∣∫
∂F∩B
dEϕdH
n−1−
∫
B
(χF − χE)ϕdx
∣∣∣∣
< ξ2n(6h
γ‖ϕ‖C0 + ωϕ(2hα))L n((E4F ) ∩B)
where B the union of all sets Q from Lemma 4.2.14. By construction B contains
the set {x ∈ Rn : d(x,A) < hα}. Consider then y ∈ Rn such that |dE(z)| < hα
for all z ∈ B2hβ (y). Then there must be x ∈ ∂F with |x − y| < hα. Since
Bhβ (x) ⊂ B2hβ (y), x ∈ A, which means that y ∈ B.
It follows that any ball B2hβ (x) with x ∈ (E4F ) \ B contains a point
y ∈ (E4F ) with |dE(y)| ≥ hα. If Bhα
3
(y) does not intersect ∂F ,
(4.2.75)
∫
(E4F )∩Bhα
3
(y)
|dE |dz > ωn
(
hα
3
)n
2hα
3
.
If Bhα
3
(y) does intersect ∂F , say y˜ ∈ ∂F ∩Bhα
3
(y), Lemma 4.2.9 with ρ = h
α
3
and θ = 2−n−1 implies
(4.2.76)
∫
(E4F )∩Bhα
3
(y˜)
|dE |dz > 2−n−1ωn
(
hα
3
)n
hα
3
.
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Either way, B2hβ (x) contains a point y ∈ (E4F ) with |dE(y)| ≥ 2h
α
3 such that
(4.2.76) holds. In particular,
L n((E4F ) ∩B2hβ (x)) ≤ ωn2nhnβ
< 2 · 3n+1hnβ−(n+1)α
∫
(E4F )∩Bhα
3
(y)
|dE |dz .
(4.2.77)
On the other hand, comparing F to F \ Bρ(x) and using Lemmata 4.2.6 and
4.2.12,
(4.2.78) P (F ;B2hβ (x)) ≤ nωnh2(n−1)β
+
(
G(Φ(F )) +
√
n2n+1h+ hG(Φ(F )) + 2hβ
h
)
ωnh
nβ .
Since all terms on the right hand side are a multiple of h2(n−1)β , hnβ , hnβ−
1
2
and h(n+1)β−1,
(4.2.79) P (F ;B2hβ (x)) <
√
n2n+2hnβ−
1
2
if h is small enough. Using (4.2.76), it follows that∫
∂F∩B
2hβ
(x)
|dE |dH n−1 <
(√
n2n+1 +
√
hG(Φ(F ))
)
hnβ
< Chnβ−(n+1)α
∫
(E4F )∩Bhα
3
(y˜)
|dE |dz,
(4.2.80)
for a suitable constant C > 0. Combining (4.2.77) and (4.2.80),
(4.2.81) L n((E4F ) ∩B2hβ (x)) +
∫
∂F∩B
2hβ
(x)
|dE(y)|dH n−1(y)
< Chnβ−(n+1)α
∫
(E4F )∩Bhα
3
(y˜)
|dE(z)|dz
< h1+nβ−(n+1)α (Φ(E)− Φ(F )) ,
where C > 0 is again a constant. By an argument similar to the argument
above, (E4F ) \ B can be covered by finitely many balls B2hβ (x) where x ∈
(E4F ) \ B and no point in Rn is in more than ξ2n balls. Summing (4.2.81)
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now gives
(4.2.82) L n((E4F ) \B) +
∫
∂F\B
|dE(y)|dH n−1(y)
< ξ2nCh
1+nβ−(n+1)α (Φ(E)− Φ(F )) ,
which, added to (4.2.74), gives the result. 
Finally, it can be shown that the minimizer F satisfies a weak Euler-
Lagrange equation. Since the goal of this Chapter is to find a solution of
(4.1.1), one would hope to recover a discretized version of this equation.
Theorem 4.2.16. Let E ∈ C n, and suppose that F minimizes Φh(E, .).
Then, for all vector fields ξ ∈ C∞c (Rn,Rn),
(4.2.83)
∫
∂F
div∂F ξ +
(
dE
h
+ g′(L n(F ))
)
ξ · nF dH n−1 = 0,
where div∂F ξ = div ξ − nTF D ξnF is the surface divergence of ξ on ∂F .
Proof. Let ξ ∈ C∞c (Rn,Rn) be given, and consider the map Xτ : Rn →
Rn : x 7→ x+ τξ(x). For τ sufficiently small, Xτ is a smooth diffeomorphism.
Clearly,
(4.2.84) L n(Xτ [F ]) =
∫
F
detDXτ dx =
∫
F
det(I + τDξ) dx,
which, using Jacobi’s formula, implies
d
dτ
L n(Xτ [F ])
∣∣∣∣
τ=0
=
∫
F
tr
(
adj(DXτ )
dDXτ
dτ
)∣∣∣∣
τ=0
dx
=
∫
F
trDξ dx =
∫
F
div ξ dx =
∫
∂F
ξ · nF dH n−1,
(4.2.85)
Similarly,
(4.2.86)
∫
Xτ [F ]
dE dx =
∫
F
dE ◦Xτ detDXτ dx .
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By Rademacher’s theorem [3, Theorem 2.14], dE is differentiable almost every-
where since it is Lipschitz. Moreover, by definition of Xτ ,
d
dτ
∫
Xτ [F ]
dE dx
∣∣∣∣∣
τ=0
=
d
dτ
∫
F
dE ◦Xτ detDXτ dx
∣∣∣∣
τ=0
=
∫
F
d
dτ
(dE ◦Xτ detDXτ )
∣∣∣∣
τ=0
dx
=
∫
F
∇dE · ξ + dE div ξ dx
=
∫
F
div(dEξ) dx =
∫
∂F
dEξ · nF dH n−1 .
(4.2.87)
Furthermore, by [3, Theorem 7.31],
(4.2.88)
d
dτ
P (Xτ [F ])
∣∣∣∣
τ=0
=
∫
∂F
div∂F ξ dH n−1,
where div∂F is the surface divergence of ∂F .
Putting together (4.2.85), (4.2.87) and (4.2.88),
(4.2.89)
d
dτ
Φh(E,Xτ [F ])
∣∣∣∣
τ=0
=
∫
∂F
div∂F ξ +
(
dE
h
+ g′(L n(F ))
)
ξ · nF dH n−1,
which must be equal to zero by optimality of F . 
At first glance, (4.2.83) does not look similar to (4.1.1). However, formally,
the divergence rule can be applied on ∂F , which results in
(4.2.90) −H + dE
h
+ g′(L n(F )) = 0,
where H is the total mean curvature of ∂F . Rearranging terms, this is
(4.2.91)
dE
h
= H − g′(L n(F )).
The key observation is that dEh can be thought of as a discretized normal
velocity: if ∂E is smooth, dE(y) will be realized by |x− y| for some x ∈ ∂E. In
this case, y−x must be orthogonal to ∂E. Therefore, dE can be regarded as the
displacement of ∂E in the orthogonal direction. As h is the time discretization
parameter dEh is a discrete analog for the normal velocity.
The following corollary states that the above argument can be made rig-
orous if H is interpreted as the weak mean curvature.
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Corollary 4.2.17. Let E ∈ C n, and suppose that F minimizes Φh(E, .).
Then F has weak mean curvature in L2(∂F ), that is, there exists H ∈ L2(∂F )
such that
(4.2.92)
∫
∂F
div∂F ξ dH n−1 = −
∫
∂F
Hξ · nF dH n−1
for any ξ ∈ C∞c (Rn,Rn). In particular, (4.2.91) holds.
Proof. Since dE is bounded on ∂F , (4.2.83) implies
(4.2.93)
∣∣∣∣∫
∂F
div∂F ξ dH n−1
∣∣∣∣ ≤M‖ξ · nF ‖L2(∂F )
for some M > 0 depending on h and Φ(F ). By self-duality of L2(∂F ), the
result follows. 
4.3. Convergence of discrete solutions
Following the work of Luckhaus and Sturzenhecker [20] and Alm-
gren, Taylor and Wang [2], an approximate solution is defined using min-
imizers of the functional Φh defined in (4.2.7). Given an initial E0 ∈ C n and
h > 0, a family {Eh(t) : t ≥ 0} is called a discrete solution if Eh(t) is constant
on [(j−1)h, jh) for all j ∈ N and Eh(jh) is a minimizer of Φh(Eh((j−1)h), .).
In order to simply the argument h will be restricted to h = 2−k, k ∈ N, and
T ∈ N. In particular h ≤ 12 will be used in some computations.
From the results in the previous section, some regularity of discrete solu-
tions can be shown. Obviously, since Eh(t) is a minimizer of Φh(E, .) for some
E ∈ C n if t > 0, all results from the previous section hold for Eh(t) as well.
Since, by definition, Φ(Eh(t)) must be decreasing, all constants and smallness
conditions from the previous hold uniformly in t: any term involving Φ can be
estimated by Φ(E0).
Lemma 4.3.1. Let E0 ∈ C n be bounded, and let Eh(t) be a discrete solution.
Then Eh(t) is uniformly bounded.
Proof. By assumption E0 ⊂ BR(x) for some x ∈ Rn, R > 0. From
the proof of Theorem 4.2.3, it follows that Eh(jh) ⊂ BR+jhr(x) with r as
in Lemma 4.2.5. By definition of Eh(t), it follows that Eh(t) ⊂ BR+tr(x) ⊂
BR+Tr(x). 
Note that the family Eh(t) can also be considered as a subset of Rn+1 by
setting
(4.3.1) Eh :=
T⋃
t=0
Eh(t)× {t}.
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Lemma 4.3.1 now implies tat Eh is uniformly bounded. From the results in
the previous section, it can also be derived that Eh has uniformly bounded
perimeter.
Several regularity results for Eh can be derived from the results in the pre-
vious section. The first is that Eh is a Caccioppoli set in Rn+1, with uniformly
bounded perimeter.
Lemma 4.3.2. Let E0 ∈ C n, and let Eh(t) be a discrete solution. Then
P (Eh) is uniformly bounded in terms of Φ(E0) and T .
Proof. First, let ξ ∈ C∞c (Rn ×R,Rn) with ‖ξ‖C0 ≤ 1 be given. Then∣∣∣∣∣
∫ T
0
∫
Eh(t)
div ξ dxdt
∣∣∣∣∣ ≤
∫ T
0
∣∣∣∣∣
∫
Eh(t)
div ξ dx
∣∣∣∣∣dt
=
∫ T
0
∣∣∣∣∣
∫
∂Eh(t)
ξ · nEh(jh) dH n−1
∣∣∣∣∣dt
≤
∫ T
0
P (Eh(jh)) dt
(4.3.2)
Since Φ(Eh(jh)) ≤ Φ(E0) for any j, Lemma 4.2.1 implies that P (Eh(jh)) must
be bounded in terms of Φ(E0) as well. Moreover, for any ϕ ∈ C∞c (Rn) with
‖ϕ‖C0 ≤ 1,
∣∣∣∣∣
∫ T
0
∫
Eh(t)
∂ϕ
∂t
dx dt
∣∣∣∣∣ =
∣∣∣∣∣∣
T
h−1∑
j=0
∫ (j+1)h
jh
∫
Eh(jh)
∂ϕ
∂t
dx dt
∣∣∣∣∣∣
≤
∣∣∣∣∫
E0
ϕ(0) dx
∣∣∣∣+
∣∣∣∣∣
∫
E(T )
ϕ(T ) dx
∣∣∣∣∣
+
T
h−1∑
j=0
∣∣∣∣∫
Rn
(
χEh(jh) − χEh((j+1)h)
)
ϕ(jh) dx
∣∣∣∣
≤ L n(E0) +L n(Eh(T )) +L n(E04Eh(h))
+
T
h−1∑
j=1
L n(Eh(jh)4Eh((j + 1)h))
(4.3.3)
The first term does not depend on h. For the second term, Lemma 4.2.1
implies that L n(Eh(T )) is bounded in terms of Φ(E0). A similar argument
shows that the third term is bounded in terms of L n(E0) and Φ(E0). For the
Variational Modeling of Parabolic Free Boundary Problems
82 Chapter 4. A Geometric Flow with Non-local Forcing
fourth term, set θ = 2−2n use Lemma 4.2.12 to deduce that ρ = h satisfies
(4.2.15) and (4.2.23), which means that Lemma 4.2.10 can be applied:
(4.3.4) L n(Eh(jh)4Eh((j + 1)h))
≤ 22n−2βnh
(
P (Eh(jh)) + P (Eh((j + 1)h))
)
+
2
h
∫
Eh(jh)4Eh((j+1)h)
|dEh(jh)(x)|dx
≤ 22n−1βnhP∗(Φ(Eh(jh)))
+ 2
(
Φ(Eh(jh))− Φ(Eh((j + 1)h)))
for j ≥ 1. Therefore,
(4.3.5)
T
h−1∑
j=1
L n(Eh(jh)4Eh((j + 1)h))
≤ Φ(E0)− Φ(Eh(T )) +
T
h−1∑
j=1
22n−1βnhP∗(Φ(Eh(jh)))
≤ TβnP∗(Φ(E0)) + Φo(E0).
Hence, using Riesz’ theorem [3, Theorem 1.54], both Dx χEh and Dt χEh are
Radon measures with uniformly bounded total variation norm, which means
that χEh is of uniformly bounded variation. 
Although Eh(t) is discontinuous by construction, a similar argument can be
used to show a bound that can be interpreted as a C
1
2 bound. More precisely,
Lemma 4.3.3. Let E0 ∈ C n, and let Eh(t) be a discrete solution. If h > 0
is sufficiently small, there exists a constant Γ such that
(4.3.6) L n
(
Eh(s)4Eh(t)) ≤ Γ√t− s+ h
for any h < s < t.
Proof. If h > 0 is small enough, Lemma 4.2.12 implies that
(4.3.7) |dEh((j−1)h)(x)| ≤
√
n2n+1h+ hG(Φ(E0))
for all x ∈ Eh((j− 1)h)4Eh(jh). Set then θ = 2−2n and ρ = α h√
t−s+h < α
√
h
with
(4.3.8) α ≤
(
G(Φ(E0))
√
h+
√
2n
n
+
α
2n
)−1(
1
2
− θ 1n
)
,
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which implies that ρ satisfies (4.2.23). If h > 0 is small enough, ρ also satisfies
(4.2.15). Applying Lemma 4.2.10,
L n(Eh(jh)4Eh((j + 1)h)) ≤ 22n−2βnρ
(
P (Eh(jh)) + P (Eh((j + 1)h))
)
+
2
ρ
∫
Eh(jh)4Eh((j+1)h)
|dEh(jh)(x)|dx
≤ 22n−1βnρP∗(Φ(E0))
+
2h
ρ
(
Φ(Eh(jh))− Φ(Eh((j + 1)h)))
(4.3.9)
Setting k := b shc ≥ 1 and l := b thc and summing over j = k + 1, . . . , l gives
L n(Eh(s)4Eh(t)) ≤ 22n−1βnρ(l − k)P∗(Φ(E0)) + 2h
ρ
Φo(E0)
≤ 22n−1βnα h(l − k)√
t− s+ hP∗(Φ(E0)) +
2
√
t− s+ h
α
Φo(E0).
(4.3.10)
The result now follows from the observation that h(l − k) ≤ t− s+ h. 
Remark 4.3.4. Note that E0 does not necessarily satisfy any density esti-
mates. However, using (4.2.40),
(4.3.11) L n(E04Eh(t)) ≤ Γ
√
t+L n
(
{x ∈ Rn : |dE0(x)| < α
√
h}
)
,
with α as above.
Together with the above results, a diagonal argument shows that Eh has
a limit point in L1 as h ↓ 0.
Theorem 4.3.5. Let E0 ∈ C n be given. Then there exists a decreasing
sequence {hk}k∈N converging to zero, discrete solutions Ehk(t) and E(t) ∈ C n
(t ∈ [0, T ]) such that
(4.3.12) Ehk(t) ⇀ E(t) ∈ C n,
for all 0 < t ≤ T , where t 7→ E(t) is Ho¨lder continuous with exponent 12 in the
sense that
(4.3.13) L n(E(s)4E(t)) ≤ Γ√t− s
for all 0 ≤ s ≤ t ≤ T . Moreover, Ehk ∗⇀ E as functions of bounded variation,
that is, L n+1(Ehk4E)→ 0, and DEhk converges weak* to DE as measures.
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Proof. By Lemma 4.3.1, Eh is uniformly bounded. By construction,
P (Eh(t)) ≤ P∗(Φ(Eh(t)) ≤ P∗(Φ(E0)) for any t > 0 as well. Consider then the
set {tj : j ∈ N} of dyadic times t ∈ (0, T ). By Theorem A.2.3, there exists a
family of nested subsequences {hjk : k ∈ N} of {2−k : k ∈ N} such that Eh
j
k(ti)
converges in L1 to some Eti ∈ C n as k →∞ for i = 1, . . . , j. Using a diagonal
argument, it follows that
(4.3.14) E
hkk
ti ⇀ Eti
as k → ∞ for every i ∈ N, that is, Eh(t) ⇀ E(t) along some subsequence
{hk : k ∈ N} of {2−k : k ∈ N} for all dyadic t ∈ (0, T ]. From Lemma 4.3.3, it
follows that (4.3.13) holds for all dyadic 0 < s < t ≤ T , which means that E(t)
extends by continuity to (0, T ], and Ehk(t) ⇀ E(t) as k → ∞. Finally, since
P (E(t)) ≤ P (Eh(t)) ≤ 4Φ(E0), Theorem A.2.3 implies that E(t) must have a
limit point as t ↓ 0, which means that E(t) extends by continuity to [0, T ].
The Dominated Convergence theorem implies that
(4.3.15) L n+1((Ehk4E) ∩K) =
∫ T
0
L n((Ehk(t)4E(t)) ∩K) dt
converges to zero as k → ∞, that is, Ehk ⇀ E. Moreover, Lemma 4.3.2 and
[3, Proposition 3.13] imply that DEhk
∗
⇀ DE. 
Remark 4.3.6. Note that it is not obvious that E(0) = E0. However,
using (4.3.11), it can be seen that
(4.3.16) E04E(0) ⊂ ∂E0,
which may or may not be a null set.
In what follows, only the subsequence constructed in this proof will be
considered. Without mentioning this explicitly, all limits with respect to h are
taken along this subsequence.
Having shown that Eh has a limit point as h ↓ 0, it remains to be seen
what this limit looks like. Similar to [20, (2.3)] and one of the requirements of
[2, Theorem 6.2], an additional assumption has to be made in order to be able
to study the limit.
Assumption 4.3.7. As h ↓ 0,
(4.3.17)
∫ T
0
H n−1(∂Eh(t)) dt→
∫ T
0
H n−1(∂E(t)) dt .
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For the argument below, it is convenient to introduce the following notation
(4.3.18)
µht :=H
n−1|∂Eh(t), µh := µht ⊗L 1,
µt :=H
n−1|∂E(t), µ := µt ⊗L 1,
where ⊗ denotes the generalized product of measures [3, Definition 2.27]. In
this notation, (4.3.17) is
(4.3.19) µh(Rn ×R)→ µ(Rn ×R).
Combining this with the results of Theorem 4.3.5, it follows that µh
∗
⇀ µ.
It turns out that continuity, which was shown above, can be improved if
the assumption holds. As noted in the previous section, 1hdEh(t − h) can be
regarded as the normal velocity of ∂Eh(t). This observation can be used to
show that, in some generalized sense, the boundary of the limit E has normal
velocity in L2. In fact, it is shown that 1hdEh(t−h) converges, in the appropriate
sense, to the normal velocity.
Theorem 4.3.8. Suppose that Assumption 4.3.7 holds. Then there exists
a function v ∈ L2(µ) such that
(4.3.20)
∫ T
0
∫
E(t)
∂ϕ
∂t
dxdt = −
∫
E0
ϕ(0) dx−
∫ T
0
∫
∂E(t)
ϕv dH n−1 dt .
for any ϕ ∈ C∞c (Rn × [0, T )). Moreover, writing
(4.3.21) vh(x, t) :=
dEh(t)(x)
h
,
for t ≥ h, and vh(x, t) = 0 otherwise, vhµh ∗⇀ vµ.
Proof. As in (4.3.3),
(4.3.22)
∫ T
0
∫
Eh(t)
∂ϕ
∂t
dxdt+
∫
E0
ϕ(0) dx
= −
bTh c∑
j=1
∫
Rn
(
χEh(jh) − χEh((j−1)h)
)
ϕ(jh) dx .
By Theorem 4.3.5, the left hand side converges as h ↓ 0, which means that
must also converge.
Next, note that as in the proof of Lemma 4.3.2,
(4.3.23)
T
h∑
j=1
L n(Eh((j − 1)h)4Eh(jh)).
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Set then α := n+32n+4 , β :=
1+2α
4 , γ :=
2α−1
8 , which means that 1+nβ−(n+1)α =
1
4 . Now Theorem 4.2.15 implies that the right hand side has the same limit for
h ↓ 0 as
(4.3.24) −
bTh c∑
j=1
∫
∂Eh(jh)
ϕ(jh)dEh((j−1)h) dH
n−1
= −
∫ T
0
∫
∂Eh(t)
ϕ(hb thc)vh dH n−1 dt
Moreover, since
(4.3.25)
∣∣∣∣∣
∫ T
0
∫
∂Eh(t)
(
ϕ(t)− ϕ(hb thc)
)
vh dH
n−1 dt
∣∣∣∣∣
≤ h
∥∥∥∥∂∇ϕ∂t
∥∥∥∥
C0
∫ T
0
∫
∂Eh(t)
|vh|dH n−1 dt,
and Pn(E
h(t)) and ‖vh‖L2(µh) are uniformly bounded,
(4.3.26) −
∫ T
0
∫
∂Eh(t)
ϕvh dH
n−1 dt
also has the same limit for h ↓ 0 as the right hand side of (4.3.22).
By the Cauchy Schwarz inequality and Corollary 4.2.13,
∣∣∣∣∣
∫ T
0
∫
∂Eh(t)
ϕvh dH
n−1 dt
∣∣∣∣∣ ≤
(
‖ϕ‖2L2(µh) + hT
∥∥∥∥∂ϕ∂t
∥∥∥∥
C0
) 1
2
‖vh‖L2(µh)
≤M
(
‖ϕ‖2L2(µh) + hT
∥∥∥∥∂ϕ∂t
∥∥∥∥
C0
) 1
2
(4.3.27)
Since µh
∗
⇀ µ, the square root on the right hand side converges to ‖ϕ‖L2(µ) as
h ↓ 0. Therefore, self-duality of L2 implies that there must be v ∈ L2(µ) with
‖v‖L2(µ) ≤M such that
(4.3.28) lim
h↓0
∫ T
0
∫
∂Eh(t)
ϕvh dH
n−1 dt =
∫ T
0
∫
∂E(t)
ϕv dH n−1 dt,
which means that it also satisfies (4.3.20).
Since, by a simple density argument, (4.3.28) also holds if ϕ ∈ C0, vhµh ∗⇀
vµ. 
Martijn Maria Zaal
4.3. Convergence of discrete solutions 87
Remark 4.3.9. Note that, in particular, it follows thatL n(E04E(0)) = 0.
The final result is that v satisfies a weak version of (4.1.1). This is, of
course, done by taking limits in (4.2.83).
Theorem 4.3.10. Suppose that Assumption 4.3.7 holds. Then the function
v from Theorem 4.3.8 satisfies
(4.3.29)
∫ T
0
∫
∂E(t)
div∂E(t) ξ + (v + g′(L n(E(t)))) ξ · nE(t) dH n−1 dt = 0,
for all time-dependent vector fields ξ ∈ C∞c (Rn ×R,Rn).
Proof. From (4.2.83), it follows that
(4.3.30)∫ T
0
∫
∂Eh(t)
div∂E
h(t) ξ +
(
vh + g
′(L n(Eh(t)))
)
ξ · nEh(t) dH n−1 dt = 0.
By definition of the surface divergence, the Reshetnyak continuity theorem [3,
Theorem 2.39],
(4.3.31)
lim
h↓0
∫ T
0
∫
∂Eh(t)
div∂E
h(t) ξ dH n−1 dt =
∫ T
0
∫
∂E(t)
div∂E(t) ξ dH n−1 dt .
Let then νε ∈ C∞c (Rn ×R) be a smooth function such that
(4.3.32)
∫ T
0
∫
∂E(t)
|νε(t)− nE(t)|2 dH n−1 < ε.
For h > 0,
(4.3.33)
∫ T
0
∫
∂Eh(t)
|νε(t)− nEh(t)|2 dH n−1
=
∫ T
0
∫
∂Eh(t)
(|νε(t)|2 − 2〈νε(t),nEh(t)〉+ 1) dH n−1
Taking limits for h ↓ 0,
(4.3.34) lim
h↓0
∫ T
0
∫
∂Eh(t)
|νε(t)− nEh(t)|2 dH n−1 dt
=
∫ T
0
∫
∂E(t)
(|νε(t)|2 − 2〈νε(t),nE(t)〉+ 1) dH n−1
=
∫ T
0
∫
∂E(t)
|νε(t)− nE(t)|2 dH n−1 < ε.
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Using Corollary 4.2.13,
lim
h↓0
∣∣∣∣∣
∫ T
0
∫
∂Eh(t)
vh(t)ξ(t) · (νε(t)− nEh(t)) dH n−1 dt
∣∣∣∣∣ ≤M‖ξ‖C0√ε.
(4.3.35)
Moreover, since vhµ
h ∗⇀ vµ,
(4.3.36)
∫ T
0
∫
∂Eh(t)
vhξ · νε dH n−1 dt→
∫ T
0
∫
∂E(t)
vξ · νε dH n−1 dt .
Using the Ho¨lder inequality,
(4.3.37)
∣∣∣∣∣
∫ T
0
∫
∂E(t)
vξ · (νε − nE(t)) dH n−1 dt
∣∣∣∣∣ < Mε.
Adding the estimates gives
(4.3.38)
lim
h↓0
∣∣∣∣∣
∫ T
0
∫
∂Eh(t)
vhξ · nEh(t) dH n−1 dt −
∫ T
0
∫
∂E(t)
vξ · nE(t) dH n−1 dt
∣∣∣∣∣
< M‖ξ‖C0
√
ε+Mε,
using Corollary 4.2.13. Since ε > 0 is arbitrary,
(4.3.39)
∫ T
0
∫
∂Eh(t)
vhξ · nEh(t) dH n−1 →
∫ T
0
∫
∂E(t)
vξ · nE(t) dH n−1
as h ↓ 0.
Finally, since L n(Eh(t)) → L n(E(t)) for almost all t, and L n(Eh(t)) is
bounded from below uniformly, the remaining term in (4.3.30) converges as
well. 
Similar to Corollary 4.2.17, it can be shown that the solution has weak
mean curvature in L2 for almost every t.
Corollary 4.3.11. Let E and v be as above. Then ∂E(t) has weak mean
curvature in HE(t) ∈ L2(∂E(t)) for almost every t > 0. More precisely,
(4.3.40)
∫ T
0
∫
∂E(t)
|HE(t)|2 dH n−1 dt < +∞.
Proof. This follows from (4.3.29), the fact that v ∈ L2(µ) and the obser-
vation that g′(L n(E(t))) is bounded since Φ(E(t)) ≤ Φ(E0) for all t ≥ 0. 
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CHAPTER 5
Solutions of the General Problem
5.1. Introduction
In this Chapter, a discretization scheme will be used to construct a general
solution of (1.1.6):
∂u
∂t
= κ∆u, for x ∈ E(t), t > 0,
−κ∂u
∂n
= uv, for x ∈ ∂E(t), t > 0,
v = H + u, for x ∈ ∂E(t), t > 0,
The obvious choice would be to use the internal energy functional and
Wasserstein metric from Chapter 3 and the perimeter functional and ‘distance’
d from Chapter 4
(5.1.1) Φh((E, u), (F,w)) = P (F ) +F (w) +
1
2h
(
W 22 (u,w) + d
2(E,F )
)
on the space of (E, u) such that u is supported in E. However, this prohibits
using comparison arguments as in Section 4.2 impossible, since cutting out a
small ball from a minimizer would require relocating the mass in this small
ball. Therefore, it is not expected that regularity results similar to the results
in Section 4.2 can be derived in this setting.
The next best approach seems to be a relaxation of conditions on E and u
in combination with a penalty. The most natural penalty is based on
(5.1.2)
∫
Rn\E
udx .
However, this does not seem to be a good choice either: although the compar-
ison arguments of Section 4.2 now can be used, the resulting estimate contain
the L∞ norm of the concentration. Unfortunately, estimates for this norm are
not strong enough to obtain sufficiently strong estimates as h becomes small
unless f has strong superlinear growth at infinity.
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5.2. Time discretization
Similar to Section 3.2, solutions of (1.1.6) will be constructed as curves
in the space of pairs (E, u). As noted above, the nonpermeability condition
implies that the support of u has to stay inside the domain E, which amounts
to restricting solutions to the subspace
(5.2.1) X n :=
{
(E, u) ∈ C n × L1n :
∫
E
udx = 1
}
.
As a subspace of a product of topological spaces,X n is equipped with a canon-
ical topology. Convergence with respect to this topology will again be denoted
by (Ek, uk) ⇀ (E, u). Again, X n is (sequentially) closed as a subspace of
C n × L1n in the weak topology.
The functional %, defined by
(5.2.2) %2((E, u), (F,w)) := d2(E,F ) +
W 22 (u,w)
κ
will be used as a ‘distance’ on C n × L1n.
The free energy of a pair (E, u) ∈ C n × L1n will be
(5.2.3) Φ(E, u) := P (E) +F (u).
The properties of f and the isoperimetric inequality imply that the free
energy is small whenever E is a ball and u is constant inside E. The proof is
a straightforward combination of Lemmata 3.2.1 and 4.2.1.
Lemma 5.2.1. Let r > 0 be given. Then the minimal value of Φ among all
(E, u) ∈X n satisfying L n(E) = ωnrn is attained by Br(0), that is,
(5.2.4) Φ(E, u) ≥ Φ
(
Br,
1
ωnrn
)
= nωnr
n−1 + g(ωnrn) =: Φo(r)
for all such (E, u). Here, g is defined as in (4.2.3). The function Φo is coercive
in the sense that
• limr→+∞ Φo(r) = +∞,
• limr↓0 Φo(r) = +∞,
• r 7→ Φo(r) takes it unique global at ro.
Denote Φ∗(E, u) := Φ(E, u)− Φo(ro).
5.2.1. Relaxation & penalty. It turns out that it is technically very
inconvenient to restrict attention to X n. Therefore, a penalty term is intro-
duced
(5.2.5) Ψh(E, u) := λ(h
−δ)
(∫
E
ψ
(
u− h−δ) dx+∫
Rn\E
udx
)
,
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for h > 0, where the exponent δ > 0 is to be determined later, and ψ is C1,
convex, ψˆ(z) = 0 for z ≤ 0 and ψˆ(z) = 1 for z ≥ 2, say
(5.2.6) ψ(z) :=

0, if z ≤ 0,
z3
4 − z
4
16 , if z ∈ (0, 2),
z − 1, if z ≥ 2.
The coefficient λ has to satisfy
(5.2.7) lim
z→+∞λ(z) = +∞, limz→+∞
zλ(z)
f(z)
= 0, λ(z) ≤ z,
which is always possible since f has superlinear growth at infinity:
(5.2.8) λ(z) := min
{
z,
√
f(z)
z
}
By convexity of ψ, Ψh is lower semicontinuous with respect to weak conver-
gence.
Apart from penalizing mass outside the domain E, Ψh also imposes a
penalty on concentrations higher than h−δ. Although this may seem unnatural
at first, it really has a limited impact on the solution: since f has superlinear
growth, it will penalize very high values of u much stronger than Ψh. This is
illustrated by the following lemma.
Lemma 5.2.2. Suppose that (E, u) ∈X n with F (u) < +∞. Then
(5.2.9) Ψh(E, u)→ 0
as h ↓ 0.
Proof. By assumption,
Ψh(E, u) = λ(h
−δ)
∫
E
ψ(u− h−δ) dx
≤ λ(h−δ)
∫
{x∈E:u(x)>h−δ}
udx
≤ h
−δλ(h−δ)
f(h−δ)
∫
{x∈E:u(x)>h−δ}
f(u) dx
≤ h
−δλ(h−δ)
f(h−δ)
(F (u) +L n(E)f0) ,
(5.2.10)
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using superlinear growth of f for the third step. Remember that f0 was defined
by f(z) ≥ −f0. By construction,
(5.2.11)
h−δλ(h−δ)
f(h−δ)
→ 0,
which means that Ψh(E, u)→ 0 as h ↓ 0. 
Similar to the previous chapters, discrete solutions will be defined using a
functional based on the energy and the metric. Here, the penalty Ψh will also
be included.
(5.2.12) Φh((E, u), (F,w)) := Φ(F,w) +
1
2h
%2((E, u), (F,w)) + Ψh(F,w).
Similar to Theorem 4.2.3, it can be shown that Φh has minimizers. More
precisely,
Theorem 5.2.3. Let (E, u) ∈ C n × L1n with F (u) < +∞ be given. Then
the map (F,w) 7→ Φh((E, u), (F,w)) has a minimizer in C n × L1n.
Proof. Since Φh((E, u), (E, u)) = Φ(E, u) + Ψh(E, u), only (F,w) with
(5.2.13) Φ(F,w) + Ψh(F,w) ≤ Φ(E, u) + Ψh(E, u)
have to be considered.
Let then {(Fk, wk)}k∈N be a minimizing sequence in C n × L1n satisfying
(5.2.13). In particular, using [15, (17)]
(5.2.14)
∫
Rn
|x|2wk dx ≤ 2
∫
Rn
|x|2wk dx+2W 22 (u,wk).
Via an estimate for the integral of w
1
n
k , which is obtained from (5.2.14) using
the Ho¨lder inequality, a bound for
(5.2.15)
∫
Rn
f−(wk) dx
can be derived from the coercivity assumption (3.2.22) on f . For the details of
this calculation, see [4, Remark 9.3.7]. It follows that
(5.2.16)
∫
Rn
f+(wk) dx
is bounded uniformly in k. Therefore, by Theorem A.1.1, wk ⇀ w along a
subsequence.
It also follows that P (Fk) is uniformly bounded. Then, by Theorem A.2.3,
Fk ⇀ F . It follows that for some subsequence, (Fk, wk) ⇀ (F,w). Since
all terms in Φh((E, u), .) were already shown to be lower semicontinuous with
respect to weak convergence, it follows that (F,w) minimizes Φh((E, u), .). 
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Similar to Lemma 4.2.5, minimizers are bounded if the original set E is.
However, note that the bound in this case is weaker than the bound obtained
in Lemma 4.2.5. This can be seen from the estimate from the fact that the
increase of the radius is now r of order h1−2δ instead of rh with constant r.
Lemma 5.2.4. Let h > 0, (E, u) ∈ C n × L1n with F (u) < +∞ and E
bounded, and suppose that (F,w) minimizes Φh((E, u), .). Then F is bounded.
Proof. Let R > 0 be such that E ⊂ BR(p) for some p ∈ Rn, and compare
F to F˜ := F ∩BR+r(p) for r > 0. Then
(5.2.17) Φh((E, u), (F˜ , w))− Φh((E, u), (F,w))
= P (F˜ )− P (F )
−
∫
F\BR+r(p)
dE
h
+ λ(h−δ)
(
w − ψ(w − h−δ))dx
≤
(
− r
h
+ h−2δ
)
L n(F \BR+r(p)),
which means, by optimality of F , that F ⊂ BR+r(p) for r > h1−2δ. 
Note that the introduction of a penalty almost decouples F and w. Ef-
fectively, when studying F , w can be treated as an L∞ term with norm h−2δ
similar to the forcing term in the previous chapter. With this observation,
most of the regularity results from Section 4.2 can be generalized trivially to
this setting by replacing the bound G from the previous chapter with h−2δ.
The results are listed below without proof, starting with an analog of 4.2.6.
Lemma 5.2.5. Let (E, u) ∈ C n × L1n with F (u) < +∞, and suppose that
(F,w) ∈ C n × L1n minimizes Φh((E, u), .). Then
(5.2.18) P (F˜ )− P (F ) +
(
h−2δ +
|dE(x)|+ ρ
h
)
L n(F4F˜ ) ≥ 0
if x ∈ ∂F , F ∩ F˜ ⊂ Bρ(x), ρ > 0. If, additionally, F˜ ⊂ F and F \ F˜ ⊂ Rn \E,
then
(5.2.19) P (F˜ )− P (F ) + h−2δ ≥ 0.
Alternatively, if F ⊂ F˜ , the term h−2δ can be omitted from (5.2.18). If also
F˜ \ F ⊂ E, then
(5.2.20) P (F˜ ) ≥ P (F ).
As in Lemma 4.2.8, these estimates imply that minimizers have almost
minimal boundary.
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Theorem 5.2.6. Let (E, u) ∈ C n × L1n with F (u) < +∞ be given, and
suppose that (F,w) ∈ C n × L1n minimizes Φh((E, u), .). Then F has almost
minimal boundary in Ω ⊂⊂ Rn whenever dE is bounded on Ω ∩ F . That is, if
A ⊂⊂ Ω, x ∈ A and ρ > 0 is such that
(5.2.21) ρ < d(A, ∂Ω),
then
(5.2.22) P (F ;Bρ(x)) ≤ P (F˜ ;Bρ(x)) +
(
h−2δ +
‖dE‖C0(Ω∩F ) + ρ
h
)
ωnρ
n
for any F˜ such that F4F ⊂⊂ Bρ(x). As a consequence, ∂F is a C1 hypersur-
face with
(5.2.23) |nF (x)− nF (y)| ≤ C|x− y| 12
for x, y ∈ ∂F with |x− y| < d(x, ∂Ω) and |x− y| < ρ∗. Here,
(5.2.24) C = C1
(
h−2δ +
‖dE‖C0(Ω∩F ) + ρ
h
) 1
2
+ C2.
Finally, H s(∂F \∂F ) = 0 for any s > n−8. In particular, ∂F = ∂F if n ≤ 7.
The density estimates from Lemma 4.2.9 also carry over to the new setting.
Lemma 5.2.7. Let (E, u) ∈ C n × L1n with F (u) < +∞ and 0 < θ < 2−n
be given, and suppose that (F,w) ∈ C n × L1n minimizes Φh((E, u), .). If
(5.2.25) ρ ≤
(
h−2δ
2n
+
|dE(x)|+ ρ
2nh
)−1(
1
2
− θ 1n
)
then
(5.2.26) θ ≤ L
n(F ∩Bρ(x))
ωnρn
≤ 1− θ
for all x ∈ ∂F .
Remark 5.2.8. Again, (5.2.25) can be relaxed in some cases. If Bρ(x)
is completely outside E, only the term involving h−2δ has to be taken into
account for the lower bound. If Bρ(x) is completely inside E, no smallness
condition is needed for the upper bound.
Similar to Lemma 4.2.12, estimates for dE can be shown if h > 0 is suffi-
ciently small.
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Lemma 5.2.9. If h > 0 is small enough compared to Φ(E), (E, u) ∈ C n×L1n
with F (u) < +∞ and (F,w) minimizes Φh((E, u), .), then
(5.2.27) |dE(x)| ≤
√
n2n+1h+ h1−2δ
for all x ∈ E4F . Moreover, if δ ≤ 14 , there exists a constant M > 0 such that
(5.2.28) ‖dE‖L2(H n−1|∂F ) ≤M
√
h.
The following generalization of Lemma 4.2.15 is the first result that requires
a restriction on δ. This restriction is needed because G(Φ(E)) in (4.2.51) is
replaced by h−2δ.
Lemma 5.2.10. Let exponents 1 > α > β > 12 , 0 < δ <
1−β
2 and h > 0 be
given, and pick 0 < γ < min{α− β, β − 12}. If
• (E, u), (F,w) ∈ C n×L1n withF (u) < +∞ satisfy (5.2.23) for |x−y| <
hβ,
• h is small enough in terms of Φ(E), Φ(F ), α, β, γ and δ,
• x ∈ ∂E, |dE(y)| < hα for all y ∈ Bhβ (x) ∩ (E4F ),
• and ϕ ∈ C0c (Rn) with modulus of continuity ωϕ,
then
(5.2.29)
∣∣∣∣∫
∂F∩Q
dEϕdH
n−1 −
∫
Q
(χF − χE)ϕdy
∣∣∣∣
< (6hγ‖ϕ‖C0 + ωϕ(2hα))L n((E4F ) ∩Bhβ (x))
for some set Q containing Bhβ(1−6hγ)(x).
Theorem 5.2.11. Let (E, u), (F,w) ∈ C n × L1n with F (u) < +∞ and
suppose that (F,w) minimizes Φh((E, u), .). Then, if
• α, β, γ and δ are as in Lemma 5.2.10,
• h is small enough in terms of Φ(E), Φ(F ), α, β, γ and δ,
• and ϕ ∈ C0c (Rn),
then
(5.2.30)
∣∣∣∣∫
∂F
dEϕdH
n−1 −
∫
Rn
(χF − χE)ϕdx
∣∣∣∣
< ξ2n (6h
γ‖ϕ‖C0 + ωϕ(2hα))L n(E4F )
+ Cξ2nh
1+nβ−(n+1)α‖ϕ‖C0
(Φ(E, u) + Ψh(E, u)− Φ(F,w)−Ψh(F,w))
where C > 0 is a constant.
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The following result for concentration profiles is similar to the theorem
above in the sense that the difference between two states (χE −χF and u−w)
is related to a displacement (dE and Tx− x) up to a small error.
Lemma 5.2.12. Let (E, u), (F,w) ∈ C n×L1n and suppose that (F,w) min-
imizes Φh((E, u), .). Then, if T is the optimal transport map from u to w,
(5.2.31)
∣∣∣∣∫
Rn
(w − u)ϕ−∇ϕ · (Tx− x)u(x) dx
∣∣∣∣ ≤ 12‖D2ϕ‖C0W 22 (u,w)
for any ϕ ∈ C∞c (Rn).
Proof. Since T#u = w by definition,
(5.2.32)
∫
Rn
wϕdx =
∫
Rn
ϕ(Tx)u(x) dx .
Therefore,
(5.2.33)
∫
Rn
(w − u)ϕdx =
∫
Rn
(ϕ(Tx)− ϕ(x))udx .
Taking a first order Taylor approximation for ϕ now gives
(5.2.34)
∣∣∣∣∫
Rn
(w − u)ϕdx−
∫
Rn
∇ϕ · (Tx− x)u(x) dx
∣∣∣∣
≤ 1
2
‖D2ϕ‖C0
∫
Rn
|Tx− x|2u(x) dx,
which implies the result by optimality of T . 
Similar to [15, (40)] and Theorem 4.2.16, minimizers satisfy a weak Euler-
Lagrange equation. In order to derive this equation, an extra assumption on f
is needed.
Assumption 5.2.13. There exists a constant C > 0 such that
(5.2.35) f(z1 + z2) ≤ C(1 + f(z1) + f(z2))
for all z1, z2 > 0.
It is easy to check that this condition, also called the ‘doubling condition’
[4, (10.4.23)] holds if f(z) = z log z.
Theorem 5.2.14. Let (E, u), (F,w) ∈ C n × L1n with F (u) < +∞ and
suppose that (F,w) minimizes Φh((E, u), .). Then, for all vector fields ξ ∈
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C∞c (R
n,Rn),
(5.2.36)∫
Rn
−fˆ(w) div ξ + (id− T
−1) · ξ
κh
w dx − λ(h−δ)
∫
F
ψˆ(w − h−δ) div ξ
+
∫
∂F
div∂F ξ +
dEξ · nF
h
dH n−1 = 0.
where T is the optimal transport map from u to v.
Proof. Given ξ, consider the map Xτ : R
n → Rn : x 7→ x+ τξ(x). For τ
sufficiently small, Xτ is a smooth diffeomorfism. Define then
(5.2.37) Fτ := Xτ (F ), wτ := (Xτ )#w
Using [4, Lemma 10.4.4],
(5.2.38) lim
τ↓0
F (wτ )−F (w)
τ
= −
∫
Rn
fˆ(w) div ξ dx .
Moreover, (Xτ ◦T )#u = (Xτ )#(T#u) = (Xτ )#w for any transport map T such
that T#u = w. Hence,
W 22 (u, (Xτ )#w) ≤
∫
Rn
|x−Xτ (Tx)|2u(x) dx
=
∫
Rn
|T−1x−Xτ (x)|2w(x) dx
(5.2.39)
by definition of the Wasserstein metric. Comparing this to W 22 (u,w) gives
(5.2.40)
W 22 (u,wτ )−W 22 (u,w)
τ
≤ 1
τ
∫
Rn
(|T−1x−Xτ (x)|2 − |T−1x− x|2)w(x) dx .
Writing the squared norms as inner products and taking the limit for τ ↓ 0
gives
(5.2.41) lim sup
τ↓0
W 22 (u,wτ )−W 22 (u,w)
τ
≤ 2
∫
Rn
(
x− T−1x) · ξw dx .
Finally, using a calculation similar to the proof of [4, Lemma 10.4.4],
(5.2.42) lim
τ↓0
Ψh(Fτ , wτ )−Ψh(F,w)
τ
= −λ(h−δ)
∫
F
ψˆ(w − h−δ) div ξ dx .
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In the proof of Theorem 4.2.16, expressions for the derivatives of P (Fτ )
and d2(E,Fτ ) were already computed. Putting all terms together and using
optimality of F results in
(5.2.43)
∫
Rn
−fˆ(w) div ξ + (id− T
−1) · ξ
h
w dx − h−δ
∫
F
ψˆ(w − h−δ) div ξ
+
∫
∂F
div∂F ξ − dEξ · nF
h
dH n−1 ≥ 0,
Equality follows by replacing ξ with −ξ. 
Note that, compared to (4.2.83) and [15, (40)], (5.2.36) contains an extra
term that comes from the penalty Ψh(E, u). Upon closer inspection, it can be
seen that (4.2.83) also contains the osmotic force term. The easiest way to see
this is to assume that w ∈X n, which means that the penalty term drops out.
Formally integrating by parts in F and using the surface divergence rule
for ∂F , (4.2.83) becomes
0 =
∫
F
(
∇fˆ(w) + (id− T
−1)
κh
)
· ξw dx
+
∫
∂F
(
dE
h
−H − fˆ(w)
)
ξ · nF dH n−1
(5.2.44)
From this, it can be seen that the osmotic force term fˆ(w) appears in the
equation as a boundary term coming from the internal energy functional.
Contrary to the situation in Section 4.2, (5.2.36) does not imply additional
regularity. This happens for two reasons: when showing such results, one has
to deal with the penalty term, and the fact that w might be supported outside
F . Moreover, even if w is supported in F and the penalty term is not present,
one can only hope to obtain an estimate for H + u on the boundary instead of
estimates for H and u separately.
5.3. Convergence of discrete solutions
Discrete solutions of (1.1.6) are defined similar to the discrete solutions
in the previous chapters. It is assumed that the initial condition (E0, u0) is
in X n, that is, u0 is supported in E0, and that Φ(E0, u0) is finite, which is
guaranteed by F (u0) < +∞.
A discrete solution is a family {(Eh(t), uh(t)) : t ≥ 0} that is constant
on [(j − 1)h, jh) for all j ∈ N such that (Eh(jh), uh(jh)) is a minimizer of
Φh((E
h((j − 1)h), uh((j − 1)h)), .). For simplicity, h > 0 will be restricted
to h = 2−k. Moreover, only a compact time interval [0, T ] with T ∈ N is
considered.
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The results from the previous section can be used to derive similar results
concerning discrete solutions much like in Section 4.3. The observation that
Φ(Eh(t), uh(t)) is decreasing and Φ(E0, u0) is finite will play an important role.
Similar to Lemma 4.3.3, one can show that satisfy estimates resembling
C
1
2 bounds.
Lemma 5.3.1. Let (E0, u0) ∈X n with F (u0) < +∞. Then there exists a
constant Γ > 0 such that
L n
(
Eh(s)4Eh(t)) ≤ (Γ + Ψh(E0, u0))√t− s+ h(5.3.1)
W2(u
h(s), uh(t)) ≤ (Γ + Ψh(E0, u0))
√
t− s+ h(5.3.2)
whenever h < s < t and (Eh(t), uh(t)) is a discrete solution. (5.3.2) also holds
for 0 ≤ s < t.
Proof. By the same argument as in the proof of Lemma 4.3.3, (5.3.1)
holds. Moreover, by definition of a discrete solution,
(5.3.3) W 22 (u
h(jh), uh((j + 1)h))
≤ 2hκ (Φ(Eh(jh), uh(jh)) + Ψh(Eh(jh), uh(jh))
− Φ(Eh((j + 1)h), uh((j + 1)h)
−Ψh(Eh((j + 1)h), uh((j + 1)h))
)
Setting k := b shc to l := b thc and summing
W 22 (u
h(s), uh(t)) ≤
 l−1∑
j=k
W2(u
h(jh), uh((j + 1)h)
2
≤ (l − k)
l−1∑
j=k
W 22 (u
h(jh), uh((j + 1)h))
≤ κ (Φ∗(E0, u0) + Ψh(E0, u0)) (t− s+ h),
(5.3.4)
note that for this estimate, s ≥ h is not needed. 
As in the proof of Theorem 5.2.3, a bound for the negative part of f can
be shown.
Lemma 5.3.2. Let (E0, u0) ∈X n, and suppose that F (u0) < +∞. Then
(5.3.5)
∫
Rn
f−(uh(t)) dx
is uniformly bounded.
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Proof. The calculation in [4, Remark 9.3.7] implies that it is sufficient to
find a uniform bound for the second moment of uh(t). Since∫
Rn
|x|2uh(x, t) dx ≤ 2
∫
Rn
|x|2u0(x) dx+2W 22 (u0, uh(t))
≤ 2R2 + 2κ (Φ∗(E0, u0)T + Ψh(E0, u0)) ,
(5.3.6)
where R > 0 is such that E0 ⊂ BR(0). Since Ψh(E0, u0) → 0 as h ↓ 0, the
result follows. 
In order to obtain an adapted version of Lemma 4.3.2, the above estimate
is needed.
Lemma 5.3.3. Let (E0, u0) ∈ X n, and suppose that F (u0) < +∞. Then
the set Eh ⊂ Rn ×R defined by
(5.3.7) Eh :=
T⋃
t=0
Eh(t)× {t}
has uniformly bounded perimeter.
Proof. The proof is done along the lines of the proof of Lemma 4.3.2.
Again, one can obtain
∣∣∣∣∣
∫ T
0
∫
Eh(t)
div ξ dx dt
∣∣∣∣∣ ≤
∫ T
0
P (Eh(t)) dt
≤ T (Φ∗(E0, u0) + Ψh(E0, u0)) +
∫ T
0
∫
Rn
f−(uh) dx dt
(5.3.8)
for any ξ with ‖ξ‖C0 ≤ 1. It now follows from Lemma 5.3.2 that the right hand
side is uniformly bounded. For any ϕ ∈ C∞c (Rn) with ‖ϕ‖C0 ≤ 1, one obtains
(5.3.9)
∣∣∣∣∣
∫ T
0
∫
Eh(t)
∂ϕ
∂t
dx dt
∣∣∣∣∣
≤ L n(E0) +L n(Eh(T )) +
bTh−1c∑
j=0
L n(Eh(jh)4Eh((j + 1)h))
The first two terms are bounded because of the isoperimetric inequality and
Lemma 5.3.2. A bound for the sum is found the same way as in the proof of
Lemma 4.3.2. 
The results from this section allow for a convergence result as h ↓ 0 similar
to Theorem 4.3.5.
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Theorem 5.3.4. Let (E0, u0) ∈ X n with F (u0) < +∞. Then there
exists a decreasing sequence {hk}k∈N converging to zero, discrete solutions
(Ehk(t), uhk(t)) and (E(t), u(t)) ∈X n t ∈ [0, T ] such that
(5.3.10) (Ehk(t), uhk(t)) ⇀ (E(t), u(t))
for all 0 < t ≤ T , where t 7→ E(t) and t 7→ u(t) are Ho¨lder continuous with
exponent 12 in the sense that
L n(E(s)4E(t)) ≤ Γ√t− s(5.3.11)
W2(u(s), u(t)) ≤ Γ
√
t− s(5.3.12)
for all 0 ≤ s ≤ t ≤ T . Moreover, Ehk ∗⇀ E as functions of bounded variation.
Proof. The proof is similar to the proof of Theorem 4.3.5. Let {tj : j ∈
N} be the set of dyadic times t ∈ (0, T ). The above results imply that
(5.3.13) P (Ehk(tj)),
∫
Rn
f+(uhk(tj)) dx
are bounded. From Theorems A.2.3 and A.1.1, it follows that there exists
a family of nested subsequences {hkj}j∈N such that (Eh
j
k(ti), u
hjk(ti)) con-
verges weakly to some (E(ti), u(ti)) ∈ C n × L1n as k → ∞ for i = 1, . . . , j.
By a diagonal argument, (Eh
k
k(ti), u
hkk(ti)) ⇀ (E(ti), u(ti)) for all i ∈ N.
From Lemma 5.3.1, it follows that (5.3.1) and (5.3.2) hold for all dyadic
0 < s < t < T . Therefore (E(t), u(t)) extends by continuity to (0, T ], and
(Eh
k
k(t), uh
k
k(t)) ⇀ (E(t), u(t)) for all t ∈ (0, T ]. Again boundedness of P (E(t))
and Theorem A.2.3 implies that E(t) must have a weak limit as t ↓ 0. Since
(5.3.2) also holds for s = 0, u(t) ⇀ u0 as t ↓ 0.
As in the proof of Theorem 4.3.5,
(5.3.14) L n+1(Eh
k
k4E) =
∫ T
0
L n(Eh
k
k(t)4E(t)) dt
converges to zero since L n(Eh
k
k(t)) and L n(E(t)) are uniformly bounded.
Moreover, uniform boundedness of P (Eh) and [3, Proposition 3.13] imply that
DEh
k
k
∗
⇀ DE.
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Finally, it remains to be shown that (E(t), u(t)) ∈X n for all t. Note that
∫
Rn\Eh(t)
uh(t) dx ≤ 1
λ(h−δ)
(
Φ(Eh(t), uh(t)) + Ψh(E
h(t), uh(t))
+
∫
Rn
f−(uh(t)) dx
)
≤ 1
λ(h−δ)
(
Φ(E0, u0) + Ψh(E0, u0) +
∫
Rn
f−(uh(t)) dx
)
→ 0
(5.3.15)
for t > 0 as h ↓ 0. By weak lower semicontinuity of the left hand side,
(5.3.16)
∫
Rn\E(t)
u(t) dx = 0
for all t ∈ (0, T ]. 
As in Section 4.3, it is not obvious whether E(0) = E0. As before,
(5.3.17) L n(E04E(0)) ≤ L n(∂E0).
Below, limits for h ↓ 0 are tacitly restricted to the subsequence constructed
in the proof above. First of all, it is shown that ∂E(t) has a weak normal
velocity. As in [20] and Theorem 4.3.8, Assumption 4.3.7 is needed. If this
assumption holds, a proof similar to the proof of Theorem 4.3.8 shows that
∂E(t) has normal velocity in L2 in a weak sense.
Theorem 5.3.5. Suppose that Assumption 4.3.7 holds, and define µht , µ
h,
µt and µ as in (4.3.18), that is,
µht :=H
n−1|∂Eh(t), µh := µht ⊗L 1,
µt :=H
n−1|∂E(t), µ := µt ⊗L 1.
Then there exists a function v ∈ L2(µ) such that
(5.3.18)
∫ T
0
∫
E(t)
∂ϕ
∂t
dxdt = −
∫
E0
ϕ(0) dx−
∫ T
0
∫
∂E(t)
ϕv dH n−1 dt
for any ϕ ∈ C∞c (Rn × [0, T )). Moreover, writing
(5.3.19) vh(x, t) :=
dEh(t−h)(x)
h
for t ≥ h and vh(x, t) = 0 otherwise, vhµh ∗⇀ vµ.
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Using similar techniques, it can be shown that the transport equation
(A.1.8) can be solved weakly, that is, one can find a vector field in L2(u)
that can be interpreted as the velocity of the particles.
Theorem 5.3.6. There exists a vector field v ∈ L2(u) such that
(5.3.20)
∫ T
0
∫
Rn
(
∂ϕ
∂t
+∇ϕ · v
)
udxdt = −
∫
Rn
ϕ(0)u0 dx
for all ϕ ∈ C∞c (Rn × [0, T )). Moreover, writing
(5.3.21) vh(x, t) :=
Tht x− x
h
where Tht is the optimal transport map from u
h(t) to uh(t+ h), vhu
h ⇀ vu in
L2.
Proof. As before, if h > 0 is such that ϕ(T − h) ≡ 0,
(5.3.22)
∫ T
0
∫
Rn
∂ϕ
∂t
uh dx dt+
∫
Rn
ϕ(0)u0 dx
= −
T
h−1∑
j=0
∫
Rn
ϕ((j + 1)h)
(
uh((j + 1)h)− uh(jh))dx .
By Theorem 5.3.4, the right hand side converges as h ↓ 0. Since
(5.3.23)
T
h−1∑
j=0
W 22 (u
h(jh), uh((j + 1)h)) ≤ 2hκ (Φ∗(E0, u0) + Ψh(E0, u0)) ,
Lemma 5.2.12 implies that the right hand side of (5.3.22) has the same limit
for h ↓ 0as
(5.3.24) − h
T
h−1∑
j=0
∫
Rn
∇ϕ((j + 1)h) · vh(jh)uh(jh) dx
= −
∫ T
0
∫
Rn
∇ϕ(hd the) · vhuh dx dt .
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Moreover,
(5.3.25)
∣∣∣∣∣
∫ T
0
∫
Rn
(∇ϕ(t)−∇ϕ(hd the)) · vhuh dxdt
∣∣∣∣∣
≤ h
∥∥∥∥∂∇ϕ∂t
∥∥∥∥
C0
Th−1∑
j=0
W 22 (u
h(jh), uh((j + 1)h))
h

1
2
≤ h
∥∥∥∥∂∇ϕ∂t
∥∥∥∥
C0
(κ(Φ(E0, u0) + Ψh(E0, u0)))
1
2 ,
which means that
(5.3.26) −
∫ T
0
∫
Rn
∇ϕ · vhuh dx dt
also has the same limit for h ↓ 0 as the right hand side of (5.3.22).
Using the Cauchy-Schwarz inequality in L2(uh(t)) and in L2(0, T ),
(5.3.27)
∣∣∣∣∣
∫ T
0
∫
Rn
∇ϕ · vhuh dx dt
∣∣∣∣∣
≤
∫ T
0
‖∇ϕ‖L2(uh(t))
W2(u
h(t), uh(t+ h))
h
dt
≤ (κ(Φ(E0, u0) + Ψh(E0, u0))
1
2 ‖∇ϕ‖L2(uh).
Since ‖∇ϕ‖L2(uh) → ‖∇ϕ‖L2(u), there must be a v ∈ L2(u) such that
(5.3.28) lim
h↓0
∫ T
0
∫
Rn
∇ϕ · vhuh dxdt =
∫ T
0
∫
Rn
∇ϕ · vudxdt .
By construction, this v satisfies (5.3.20). As argued in [4, Theorem 8.3.1], v
can be chosen in the L2(u)-closure of {∇φ : φ ∈ C∞c (Rn ×R)}. Since Tx− x
is a weak gradient whenever T is an optimal transport map using [4, Remark
6.2.5(a)],
(5.3.29) lim
h↓0
∫ T
0
∫
Rn
ξ · vhuh dxdt =
∫ T
0
∫
Rn
ξ · vudx dt
for any ξ ∈ C∞c (Rn × [0, T );Rn). By construction, v satisfies (5.3.20). Since,
by a density argument, (5.3.29) also holds for ξ ∈ L2, vhuh ⇀ vu. 
With this result, it can be shown that (E(t), u(t)) must be a weak solution
of (1.1.6) in case f(z) = z log z. The definition of weak solutions in this case
is a bit different from the situation in Section 3.5: it is defined in terms of the
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normal velocity from Theorem 5.3.5 and the vector field v from Theorem 5.3.6.
Together with the weak equation
(5.3.30)∫ T
0
(∫
Rn
u
ξ · v
κ
− udiv ξ dx +
∫
∂E(t)
div∂E(t) ξ − vξ · nE(t) dH n−1
)
dt = 0,
(5.3.18) and (5.3.20) are a weak formulation of (1.2.8)
∂u
∂t
+ κdiv(uv) = 0, ∂E has normal velocity v,
v = −∇u
u
, v = H + u,
−κ ∂u
∂nE
= uv,
u(0) = u0, E(0) = E0.
Theorem 5.3.7. Suppose that Assumption 4.3.7 holds, and let v and v
be defined by Theorems 5.3.5 and 5.3.6, respectively. If, additionally, f(z) =
z log z, (5.3.30) holds for all time-dependent vector fields ξ ∈ C∞c (Rn×R,Rn).
Proof. Integrating (5.2.36) in time,
(5.3.31)
∫ T
0
∫
Rn
uhξ · vh − uh div ξ dx dt
+
∫ T
0
∫
∂Eh(t)
div∂E
h(t) ξ − vhξ · nEh(t) dH n−1 dt
= λ(h−δ)
∫ T
h
∫
Eh(t)
ψˆ(uh − h−δ) div ξ dx dt .
From the proof of Theorem 4.3.10, it already follows that all terms in the
integral over ∂Eh(t) must converge to the corresponding terms in (5.3.30).
Convergence of the other terms on the left-hand side follows from the above
results. It remains to be shown that the right-hand side vanishes as h ↓ 0:
λ(h−δ)
∫
Eh(t)
ψˆ(uh(t)− h−δ) dx ≤ h−δL n({x ∈ Rn : uh(x, t) > h−δ})
≤ h−δF (u
h(t)) +
∫
Rn
f−(uh(t)) dx
f(h−δ)
(5.3.32)
which must converge to zero as h ↓ 0. 
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CHAPTER 6
Gradient Flows in Length Spaces
6.1. Introduction
The results from the previous chapters and [20, 2] strongly suggest that
the mean curvature flow is a kind of gradient flow. However, since d is not a
metric, it is not clear if and how this statement can be made precise.
In this chapter, the concept of gradient flow will be generalized to an even
more general class of spaces. Using this concept, the idea that a gradient flow
only depends the ‘infinitesimal structure’ of the metric is made precise and
proven.
In Section 6.3, the Wasserstein distance on non-convex domains is studied.
If the domain is non-convex, the Wasserstein metric can be defined in at least
two ways: by integrating the squared Euclidean distance or the square of the
intrinsic distance of the domain. It will be argued, using the theory from
Section 6.2, that it does not matter which metric is used for gradient flows.
Finally, in Section 6.4, it will be shown that the integral in (A.2.17) can
be used to define a structure on the space of Caccioppoli sets. Moreover, the
variational structure of the mean curvature flow is studied once more, leading
to the conjecture that it actually is the gradient flow of the perimeter in a
suitable metric structure.
6.2. Curves and Gradients in Length Spaces
As announced above, the goal of this section is to turn the idea that a
gradient flow only depends on the ‘infinitesimal structure’ of the metric into a
precise statement, and to prove this. In order to do this, one must of course
first define what is meant by the ‘infinitesimal structure’ of a metric. It turns
out that the notion of length space is useful. Next, the definitions of absolute
continuity and slope from [4, §1] are generalized. Finally, the main theorem of
this chapter is shown.
6.2.1. Length spaces. The notion of length structure was introduced
and studied by Gromov [12, §1.A]. Although the concept of curve length in
Variational Modeling of Parabolic Free Boundary Problems 107
108 Chapter 6. Gradient Flows in Length Spaces
a metric space is relatively classical, the fact that it is an interesting structure
on its own seems less well-known.
Definition 6.2.1. A length structure on a set X consists of a family
C (I) of mappings γ : I → X for each compact interval I and a map ` of
C =
⋃
a<b C ([a, b]) into R having the following properties:
Positivity: For all γ ∈ C , `(γ) ≥ 0, and `(γ) = 0 if and only γ is
constant. In particular, all constant maps on compact intervals are
in C .
Restriction & concatenation: If I ⊂ J is a compact interval, and
γ ∈ C (J), then the restriction γ|I of γ to I lies in C (I), and `(γ|I) ≤
`(γ). Conversely, if γ1 ∈ C ([a, b]), γ2 ∈ C ([b, c]), and γ1(b) = γ2(b),
then the concatenation γ1 ∗ γ2 of γ1 and γ2, defined by
(6.2.1) γ1 ∗ γ2 : [a, c]→X ; t 7→
{
γ1(t), if t ∈ [a, b],
γ2(t), if t ∈ (b, c],
lies in C ([a, c]), and `(γ1 ∗ γ2) = `(γ1) + `(γ2).
Invariance under reparametrization: If γ ∈ C (I), and ϕ : J → I is
a homeomorfism, then γ ◦ ϕ ∈ C (J), and `(γ ◦ ϕ) = `(γ).
Continuity: For each I and each γ ∈ C (I), the map t : I → R; t 7→
`(γ|[inf I,t]) is continuous.
The triple (X ,C , `) will be called a length space.
A metric space (X , %) is equipped with a canonical length structure: let
C ([a, b]) be the %-continuous maps [a, b]→X such that
(6.2.2) `(γ) := sup
n∈N:a=t0≤t1≤···≤tn=b
{
n−1∑
i=0
% (γ(ti), γ(ti+1))
}
< +∞.
This example will play a crucial role in what follows.
The converse is not always true: a length structure does not always give
rise to a metric. However, given a length structure (C , `), a pseudo-metric %`
can be defined in the following way:
(6.2.3) %`(x, y) = inf
γ∈C [0,1]:γ(0)=x,γ(1)=y
{`(γ)},
with the convention that inf ∅ := +∞. Indeed, symmetry, nonnegativity and
the triangle inequality follow trivially from the properties of `. Since this
pseudo-metric may be zero even if x 6= y, it is, in general, not a metric.
Although a length structure seems to be global in nature, it is completely
determined by local information. The whole family C together with all curve
lengths can be recovered from the family of curves of length less than ε > 0
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using the concatenation property. Hence, the length structure generated by
a metric really only depends on % where it is less than ε. Since ε can be
taken arbitrarily small, one can say that the length structure generated by
% only depends on the ‘infinitesimal structure’ of the metric. Assuming for
the moment that a length structure still carries enough information, it can
be thought of as being the infinitesimal structure of the metric, much like the
metric tensor on a Riemannian manifold can be thought of as the infinitesimal
version of the distance function.
Iterating the two constructions, one can ask if % = %`, where ` is generated
by %, and if ` = ˜`, where ˜` is generated by %`. In general, this is not the case.
However, some relations can be shown.
Lemma 6.2.2. Let (X ,C , `) be a length space such that %` is a metric,
and (C˜ , ˜`) be the length structure on X generated by %`. Then C ⊂ C˜ , and
˜`(γ) ≤ `(γ) for any γ ∈ C .
Proof. By construction of %`, any γ ∈ C ([a, b]) is %`-continuous. More-
over,
˜`(γ) = sup
n∈N:a=t0≤t1≤···≤tn=b
{
n−1∑
i=0
%` (γ(ti), γ(ti+1))
}
≤ sup
n∈N:s=t0≤t1≤···≤tn=t
{
n−1∑
i=0
`
(
γ|[ti,ti+1]
)}
= `(γ)
(6.2.4)
using the concatenation property. This implies the result. 
Lemma 6.2.3. Let (X , %) be a metric space. Then %` is again a metric
(possibly taking the value +∞), and %` ≥ %.
Proof. By definition of `, `(γ) ≥ %(x, y) for any x, y ∈ im(γ). Therefore,
%` ≥ %. Hence, %` is positive and therefore a metric. 
Definition 6.2.4. Let (X , %) be a metric space, and (C , `) the associated
length structure. If % = %`, then (X , %) is called a path metric space.
In some sense, path metric spaces are very natural: the notion of curve
length and distance correspond directly. Many well-known metric spaces are
path metric spaces. See [12, §1.B] for some elementary properties of path
metric spaces. In particular, one can prove a general version of the Hopf-Rinow
theorem [12, Theorem 1.10].
If a space is not path-metric, one can still construct a canonical path metric
on the same space. This is a consequence of the following lemma, which is a
follows from [7, Theorem II.11.1] and [12, Proposition 1.6].
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Lemma 6.2.5. Let (X , %) be a metric space, and let (C , `) be generated by
%. Then %` generates (C , `).
Remark 6.2.6. Schematically, this lemma states the following:
(6.2.5) % −→ `←→ %`.
In particular this means that %` is a path metric if ` is generated by a metric.
It is convenient to extend the definition of ` to a suitable class of curves
defined on non-compact intervals.
Definition 6.2.7. For a non-compact interval I, define as the collection
of maps γ : I → X such that γ|[a,b] ∈ C ([a, b]) for all [a, b] ⊂ I. The length
`(γ) is defined by
(6.2.6) `(γ) := sup
[a,b]⊂I
{`(γ|[a,b])}.
Remark 6.2.8. Note that the length of a general curve is no longer neces-
sarily finite. The properties of ` still hold, however, with the exception of the
continuity property: continuity of the map t 7→ `(γ|[a,t]) should now hold for
all a ∈ I. By the restriction property, this was already the case for curves on
a compact interval.
Inspired by the reparametrization property, a natural question is whether
it is possible to parametrize a given curve by arc length. In general, this is not
possible if the reparametrization is required to be a homeomorfism: in order to
be parametrized by arc length, any trivial curve, or trivial part of a non-trivial
curve, should be parametrized on {0}, that is, one would like to remove the
constant parts of a curve. Unfortunately, the standard axioms of a length space
do not provide the necessary tools to prove that this can be done if there are
infinitely many constant parts. Therefore, it is necessary to assume that the
constants parts of a curve can be removed.
Definition 6.2.9. Given a length space (X ,C , `) and a curve γ ∈ C ([a, b]),
a strictly increasing map ϕ : [c, d]→ [a, b] such that ϕ[{c, d}] = {a, b} is called
an admissible reparametrization for γ if for any τ ∈ [c, d], γ is constant on
[ϕ−(τ), ϕ+(τ)], where
(6.2.7) ϕ−(τ) := lim
σ↑τ
ϕ(σ), ϕ+(τ) := lim
σ↓τ
ϕ(σ).
(X ,C , `) is said to satisfy the strong reparametrization property if for any
curve γ : [a, b] → X and admissible reparametrization ϕ, γ ◦ ϕ ∈ C , and
`(γ ◦ ϕ) = `(γ).
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It turns out that reparametrizing by arc length is always possible in a
length space that satisfies the strong reparametrization property.
Lemma 6.2.10. Let (X ,C , `) be a length space satisfying the strong re-
parametrization property, and γ : [a, b]→ X be a curve. Then there exists an
increasing map ϕ : [0, `(γ)]→ [a, b] such that γ◦ϕ ∈ C and γ◦ϕ is parametrized
by arc length, that is, `((γ ◦ ϕ)|[0,τ ]) = τ .
Proof. Define
(6.2.8) ϕ(τ) := min{t : `(γ|[a,t]) ≥ τ}.
Note that ϕ is increasing, and `(γ|[a,ϕ(τ)]) = τ by the continuity property.
Moreover, if ϕ−(τ) 6= ϕ+(τ) and `(γ|[a,ϕ−(τ)]) = τ = `(γ|[a,ϕ+(τ)],
(6.2.9) `(γ|[ϕ−(τ),ϕ+(τ)] = 0,
which means that γ must be constant on [ϕ−(τ), ϕ+(τ)]. By the strong repara-
metrization property, γ ◦ ϕ ∈ C , and
(6.2.10) `
(
(γ ◦ ϕ)|[0,τ ]
)
= `(γ|[a,ϕ(τ)]) = τ
for any τ . 
This lemma is particularly useful when proving properties of length struc-
tures: in many cases it allows a certain property of the curves in terms of its
length to be checked only for curves parametrized by arc length, which simpli-
fies arguments and computations considerably. However, it can only be used
in length spaces with the strong reparametrization property. It turns out that
this class of spaces at least contains all metric spaces.
Lemma 6.2.11. Let (X , %) be a metric space generating the length structure
(C , `). Then (X ,C , `) satisfies the strong reparametrization property.
Proof. Let γ : [a, b]→X be a curve, and ϕ : [c, d]→ [a, b] an admissible
reparametrization for γ. For any τ ∈ [c, d], note that
(6.2.11) lim
σ↑τ
% (γ(ϕ(σ)), γ(ϕ(τ))) = %
(
γ
(
lim
σ↑τ
ϕ(σ)
)
, γ(ϕ(τ))
)
= 0,
since ϕ(τ) ∈ [limτ↑t ϕ(τ), limτ↓t ϕ(τ)]. Similarly,
(6.2.12) lim
σ↓τ
% (γ(ϕ(σ)), γ(ϕ(τ))) = 0,
which means that γ ◦ ϕ is %-continuous. Moreover, if c = τ0 ≤ · · · ≤ τn+1 = d,
set t0 := a, tn+1 := b, and tk := limτ↑τk ϕ(τ) for 1 ≤ k ≤ n. By assumption,
(6.2.13)
n∑
k=0
% (γ(ϕ(τk)), γ(ϕ(τk+1))) =
n∑
k=0
% (γ(tk), γ(tk+1)) .
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Conversely, given a = t0 ≤ · · · ≤ tn+1 = b and setting τ0 = c, τn+1 = d,
τk := min{τ : ϕ(τ) ≥ tk}, the same equality holds. Then γ ◦ ϕ ∈ C , and
`(γ) = `(γ ◦ ϕ). 
If a length space does not satisfy the strong reparametrization property, a
weaker result still holds.
Lemma 6.2.12. Let γ : [a, b]→ X be a curve, and ε > 0. Then there is a
c ∈ [`(γ), `(γ) + ε] and a homeomorfism ϕε : [a, b]→ [0, c] such that
(6.2.14) τ1 − τ0 − ε ≤ `
(
(γ ◦ ϕ−1ε )|[τ0,τ1]
) ≤ τ1 − τ0
for all 0 ≤ t0 < t1 ≤ c.
Proof. Note that the function t 7→ `(γ|[a,t]) =: ϕ(t) is of bounded vari-
ation since it is increasing. Therefore, it is differentiable almost everywhere.
Define then
(6.2.15) ϕε(t) := ϕ(t) +
ε
b− aL
1({s ∈ [a, t] : ϕ′(s) = 0}).
Now ϕε is continuous and strictly increasing. Using the reparametrization
property and the definition of ϕε,
`
(
(γ ◦ ϕ−1ε )|[τ0,τ1]
)
= `
(
γ|[ϕ−1ε (τ0),ϕ−1ε (τ1)]
)
= τ1 − τ0 − ε
b− aL
1({s ∈ [ϕ−1ε (τ0), ϕ−1ε (τ1)] : ϕ′(s) = 0}).
(6.2.16)
Standard upper and lower bounds for the second term now give the desired
result. 
6.2.2. Absolutely continuous curves. One of the main tools when
studying gradient flows in a metric space is absolute continuity. This concept
can easily be extended to curves in a length space.
Definition 6.2.13. Let (X ,C , `) be a length space. A curve γ : [a, b] →
X is called (`-)absolutely continuous if the map
(6.2.17) t 7→ `(γ|[a,t]),
absolutely continuous. In this case, the scalar derivative or speed of γ is defined
to be
(6.2.18) |γ′|`(t) :=
∣∣∣∣dγdt
∣∣∣∣
`
(t) :=
d
dt
`(γ|I∩(−∞,t]),
which is defined for L 1-a.e. t ∈ I.
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Remark 6.2.14. As is the case with the length functional itself, an exten-
sion to curves on general intervals can be made. If γ : I → X is defined on
any (possibly unbounded) interval, it is called locally absolutely continuous if
γ|[a,b] is absolutely continuous for all [a, b] ⊂ I. By the concatenation property,
the speed is defined independent of the choice of [a, b], which means that |γ′|`
is well-defined as a locally integrable function on I. If |γ′|` is integrable, γ is
called absolutely continuous.
This definition is very intuitive in the sense that a curve is absolutely
continuous if its length can be recovered by integrating the speed. Moreover,
if ` is generated by a metric, the notion of absolute continuity in the length
space is the same as in the generating metric space.
Lemma 6.2.15. Let (X , %) be a metric space, and γ : I → X . Then γ is
%-absolutely continuous if and only if it is `-absolutely continuous. In this case
|γ′|`(t) = |γ′|%(t) for L 1-almost every t ∈ I.
Proof. Assume first that γ is absolutely continuous with respect to %.
Then, for any s, t ∈ I,
`(γ|[s,t]) = sup
n∈N:s=t0≤t1≤···≤tn=t
{
n−1∑
i=0
% (γ(ti), γ(ti+1))
}
≤ sup
n∈N:s=t0≤t1≤···≤tn=t
{
n−1∑
i=0
∫ ti+1
ti
|γ′|%(τ) dτ
}
=
∫ t
s
|γ′|%(τ) dτ
(6.2.19)
which means that γ is `-absolutely continuous, and |γ′|`(t) ≤ |γ′|%(t) for L 1-
a.e. t ∈ I. Conversely, if γ is absolutely continuous with respect to `, then
(6.2.20) %(γ(s), γ(t)) ≤ `(γ|[s,t]) =
∫ t
s
|γ′|`(τ) dτ ,
which implies that γ is %-absolutely continuous, and |γ′|%(t) ≤ |γ′|`(t) for L 1-
a.e. t ∈ I. 
From the inequalities from Lemmata 6.2.2 and 6.2.5, some inequalities can
also be shown.
Corollary 6.2.16. Let (X ,C , `) be a length space, and assume that %`
is a metric. If γ is `-absolutely continuous, then it is also %`-absolutely contin-
uous, and |γ′|%`(t) ≤ |γ′|`(t).
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Proof. Let (C˜ , ˜`) be the length structure generated by %`. By Lemma
6.2.2, ˜`(γ) ≤ `(γ) for any γ ∈ C . Then γ must be ˜`-absolutely continuous, with
|γ′|˜`(t) ≤ |γ′|`(t). Lemma 6.2.15 applied to (X , %`) gives the result. 
Corollary 6.2.17. Let (X , %) be a metric space, and γ : I → X . Then
absolute continuity of γ with respect to %, ` and %` are equivalent. Moreover,
|γ′|% = |γ′|` = |γ′|%` if γ is absolutely continuous.
Proof. By Lemma 6.2.5, %` generates `. Lemma 6.2.15, applied to % and
%`, implies the result. 
The notion of absolute continuity allows for a slightly modified version of
6.2.12.
Lemma 6.2.18. Let γ : [a, b]→ X be a curve, and ε > 0. Then there is a
c ∈ [`(γ), `(γ) + ε] and a homeomorfism ϕε : [a, b] → [0, c] such that γ ◦ ϕε−1
is absolutely continuous with
(6.2.21)
∣∣(γ ◦ ϕ−1ε )′∣∣ (τ) ≤ 1
for almost all τ .
Proof. Apply Lemma 6.2.12, and note that the Lebesgue measure in the
second term of the right-hand side of (6.2.16) is increasing. Since it is, by
construction, also absolutely continuous, taking derivatives implies the result.

Remark 6.2.19. In particular, this lemma implies that any curve can be
parametrized absolutely continuously. Moreover, if t 7→ `(γ|[a,t]) is strictly
increasing, the reparametrization can be chosen such that the scalar derivative
is equal to 1 almost everywhere. Finally, Lemma 6.2.10 implies that any curve
can be parametrized such that |γ′| = 1.
6.2.3. Upper gradients. Following Ambrosio, Gigli and Savare´ [4,
§1.2] and Cheeger [6, §1], two generalized notions of ‘norm of the gradient’
can be introduced in length spaces.
Definition 6.2.20. Let (X ,C , `) be a length space, and Φ : X → R ∪
{+∞} an extended real functional, not identically equal to +∞. A function
g :X → [0,+∞] is called a strong upper gradient for Φ if for every absolutely
continuous curve γ : I →X , the function g ◦ γ is Borel, and
(6.2.22) |Φ(γ(t))− Φ(γ(s))| ≤
∫ t
s
g(γ(τ))|γ′|`(τ) dτ
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A function g : X → [0,+∞] is said to be a weak upper gradient if for every
absolutely continuous curve γ : I →X such that (g ◦ γ)|γ′|` is integrable, and
Φ ◦ γ is of bounded variation, the inequality
(6.2.23) |(Φ ◦ γ)′(t)| ≤ g(γ(t))|γ′|`(t)
holds for L 1-a.e. t ∈ I.
Remark 6.2.21. Since in the second case Φ◦γ is assumed to have bounded
variation, (Φ ◦ γ)′ exists almost everywhere if it is interpreted as an approxi-
mate derivative. For an introduction to function of bounded variations see, for
instance, [3, §3]. Existence of the approximate derivative almost everywhere is
shown in [3, Theorem 3.28].
Intuitively, one can think of a (weak or strong) upper gradient as an upper
bound for the gradient: in a smooth setting, the smallest g satisfying (6.2.22)
or (6.2.23) is the norm of the gradient. Alternatively, one can think of the left-
hand side of (6.2.23) as a directional derivative, where an absolutely continuous
curve play the role of a ‘direction’. From this point of view, an upper gradient
is an upper bound for all directional derivatives.
As is the case with absolute continuity, some lemmata can be stated con-
cerning the dependence of upper gradients on the structure of the space. Com-
bining Lemma 6.2.15 and Corollaries 6.2.16 and 6.2.17 with the definition of
upper gradient gives the following corollaries.
Corollary 6.2.22. Let (X , %) be a metric space, and Φ :X → R∪{+∞}.
Then g : X → [0,+∞] is a weak (strong) upper gradient for Φ with respect to
the generated length structure (C , `) if and only if it is a weak (strong) upper
gradient for Φ with respect to %.
Corollary 6.2.23. Let (X ,C , `) be a length space, and assume that %` is
a metric. If Φ :X → R∪ {+∞}, any weak (strong) upper gradient for Φ with
respect to %` is also a weak (strong) upper gradient for Φ with respect to `.
Again, for the case of a path metric, the two corollaries can be combined
into one stronger corollary. This result is a more general version of [6, Remark
1.4].
Corollary 6.2.24. Let (X , %) be a metric space, and Φ :X → R∪{+∞}.
Then the classes of weak upper gradients with respect to %, ` and %` coincide.
The same holds for the classes of strong upper gradients.
One of the fundamental concepts from [4, Definition 1.2.4], the local slope,
can also be generalized to length spaces.
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Definition 6.2.25. Let (X ,C , `) be a length space, and Φ : X → R ∪
{+∞} an extended real functional, not identically equal to +∞. The local
slope of Φ at x ∈X is defined by
|∂Φ|`(x) := sup
γ∈C :γ(0)=x
{
lim sup
h↓0
(Φ(x)− Φ(γ(h)))+
`(γ|[0,h])
}
Remark 6.2.26. It does not make sense to define the global slope in the
setting of length spaces, unless %` is a metric.
As before, the relation between a length structure and its metric, or vice
versa, implies a relation between the local slopes of a functional with respect
to these structures.
Lemma 6.2.27. Let (X , %) be a metric space, and Φ : X → R ∪ {+∞}.
Then |∂Φ|`(x) ≤ |∂Φ|%(x) for all x ∈X .
Proof. Let γ ∈ C with γ(0) = x be given. Then, for any h > 0,
`(γ|[0,h]) ≥ %(x, γ(h)), which implies
(6.2.24)
(Φ(x)− Φ(γ(h)))+
`(γ|[0,h]) ≤
(Φ(x)− Φ(γ(h)))+
%(x, γ(h))
≤ sup
y∈B2%(x,γ(h))(x)
{
(Φ(x)− Φ(y))+
%(x, y)
}
.
Since γ is %-continuous, taking limits for h ↓ 0 yields |∂Φ|`(x) ≤ |∂Φ|%(x). 
Remark 6.2.28. If (X ,C , `) is a length space, and %` is a metric, the
inequality `(γ|[0,h]) ≥ %`(γ(0), γ(h)) together with the above argument shows
that |∂Φ|`(x) ≤ |∂Φ|%`(x).
Note that, in general, the local slope with respect to a metric is larger than
the local slope with respect to a related length structure. From the viewpoint
of the upper gradient as an upper bound for directional derivatives, a natural
question is whether the the local slope with respect to a length structure is
not too small. In the case of a functional on a metric space, it is relatively
straightforward to show that the local slope is a weak upper gradient. Because
the weak upper gradient is defined by the behavior of a functional along curves,
the proof of this result can be generalized to a length structure by replacing the
distance between points on a curve by the curve length, that is, %(γ(s), γ(t)) is
replaced by `(γ|[s,t]). This results in the following generalization of [4, Theorem
1.2.5].
Lemma 6.2.29. Let (X ,C , `) be a length space, and Φ : X → R ∪ {+∞}
and extended real functional. Then the local slope |∂Φ|` is a weak upper gradient
for Φ with respect to `.
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Proof. This follows from the same proof as [4, Theorem 1.2.5], with the
distance %(γ(s), γ(t)) between points on a curve γ replaced by `(γ|[s,t]). 
When computing the local slope, it may be convenient to restrict to a
smaller class of curves. As noted above, reparametrization allows for the supre-
mum in Definition 6.2.25 to be taken over absolutely continuous curves with a
bounded scalar derivative.
Lemma 6.2.30. Let (X ,C , `) be a length space, and Φ : X → R ∪ {+∞}
an extended real functional, not identically equal to +∞. Then the local slope
of Φ at x ∈X is given by
(6.2.25) |∂Φ|`(x) := sup
γ∈Ca:γ(0)=x,0<|γ′|(0)≤1
{
lim sup
h↓0
(Φ(x)− Φ(γ(h)))+
`(γ|[0,h])
}
If (X ,C , `) satisfies the strong reparametrization property,
(6.2.26) |∂Φ|`(x) := sup
γ∈Ca:γ(0)=x,|γ′|≡1
{
lim sup
h↓0
(Φ(x)− Φ(γ(h)))+
h
}
Proof. Note that the limit superior does not change if γ is reparametrized
by either a homeomorfism or an admissible reparametrization. The result now
follows from Lemma 6.2.18. 
6.2.4. Curves of maximal slope. With generalizations of the scalar
derivative and upper gradient at hand, it is possible to define what it means
for a curve in a length space to be a curve of maximal slope. The definition will
be very similar to [4, Definition 1.3.2], which is in turn based on an argument
characterizing gradient flows on Rn (see [4, §1.3]). Therefore, the following
definition will be adopted.
Definition 6.2.31. Let (X ,C , `) be a length space, and u ∈ C(I) be
locally absolutely continuous for some (not necessarily compact) interval I. γ
is said to be a p-curve of maximal slope for Φ : X → R ∪ {+∞} with respect
to its upper gradient g : X → [0,+∞], if any good representative ϕ in the
sense of [3, Theorem 3.28] of Φ ◦ u is non-increasing, and
(6.2.27) ϕ′(t) ≤ −|u
′|p` (t)
p
− g
q(u(t))
q
for L 1-a.e. t ∈ I.
Remark 6.2.32. The concept of good representative, explained in [3, The-
orem 3.28], is a function ϕ, equal to Φ ◦ u almost everywhere, that is ‘as con-
tinuous as possible’: if Φ ◦ u has a jump discontinuity, the value at that point
has to be between the left and right limits.
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The definition of curve of maximal slope can be stated equivalently without
referring to a good representative. In this case Φ ◦ u has to be essentially non-
increasing, and (6.2.27) has to hold for the approximate derivative of Φ ◦ u.
Accepting the generated length structure of a metric as being the ‘infini-
tesimal structure’, the main goal of this section is to study the dependence of
curves of maximal slope on the underlying metric or length structure. However,
since the definition of a curve of maximal slope also involves the choice of an
upper gradient, one can think of several ways to state precise results. Keeping
in mind the multitude of results relating absolute continuity, upper gradients
and the local slope in a metric space and its generated length structure (or
vice versa), many results can be proven. Here, only two of these results will be
given. Other results can be obtained analogously.
The first result will focus on curves of maximal slope with respect to a fixed
upper gradient.
Theorem 6.2.33. Let (X , %) be a metric space, Φ : X → R ∪ {+∞} an
extended real functional, and g an upper gradient for Φ. A map u : I → X is
a p-curve of maximal slope for Φ with respect to g in (X , %) if and only if it is
a p-curve of maximal slope for Φ with respect to g in (X ,C , `).
Proof. Note first that, by Corollary 6.2.22, g is an upper gradient for Φ
in (X , %) if and only if it is an upper gradient in (X ,C , `). Furthermore, u is
locally %-absolutely continuous if and only if it is `-absolutely continuous with
|u′|%(t) = |u′|`(t) for L 1-a.e. by Lemma 6.2.15. The inequality (6.2.27) now
follows trivially. 
The second result is about the local slope. Contrary to the previous theo-
rem, the choice of upper gradient is not fixed: the local slope with respect to
a metric might be different from the local slope with respect to the associated
length structure.
Theorem 6.2.34. Let (X , %) be a metric space, Φ : X → R ∪ {+∞} an
extended real functional, and u a p-curve of maximal slope for Φ with respect to
|∂Φ|% in (X , %). Then u is also a p-curve of maximal slope for Φ with respect
to |∂Φ|` in (X ,C , `).
Proof. Note first that, by Corollary 6.2.22, |∂Φ|% is an upper gradient for
Φ with respect to `. By the previous theorem, u is also a p-curve of maximal
slope for Φ with respect to |∂Φ|% in (X ,C , `). In particular, for any good
representative ϕ of Φ ◦ u
(6.2.28) ϕ′(t) ≤ −|u
′|p` (t)
p
− |∂Φ|
q
%(u(t))
q
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The result now follows from Lemma 6.2.27. 
6.3. The length structure of the Wasserstein metric
An interesting application of the previous section is the space of probability
measures equipped with the Wasserstein metric. Curves and geodesics in this
space have been studied before, for instance by Ambrosio, Gigli and Savare´
[4, Chapters 7 and 8]. An example is Theorem 8.3.1 from [4], which essentially
describes the length structure of Pp(Rn) using the transport equation.
Turning back attention to the problem posed in Section 6.1, it would be
sufficient to show that the two metrics introduced there produce the same
length structure. The results from Section 6.2 would imply that gradient flows
with respect to the two metrics are the same.
In the first part of this section, it will be shown that, for a certain class
of subdomains of Rn, the Wasserstein metric based on the Euclidean distance
and the Wasserstein metric based on the path metric of Ω produce the same
length structure. In the second part, a more general setting will be considered.
6.3.1. Smooth domains in Rn. In this section, let Ω ⊂ Rn be an open
domain in Rn with a smooth boundary. It is also important that Ω has finite
distortion, that is,
(6.3.1) sup
x,y∈Ω,x 6=y
|x− y|
%`(x, y)
< +∞.
Here, %` denotes the induced metric of the domain, that is, the metric generated
by the standard length structure of Rn. Clearly, the distortion is always at least
1. Note that it is equal to 1 if and only if Ω is convex.
Having two metrics on Ω at hand, there are also two ways to define the
Wasserstein metric. The ordinary Wasserstein metric of exponent p will be
denoted by Wp. The Wasserstein metric using %` instead of the Euclidean
metric will be denoted by W%`,p. Since %`(x, y) ≥ |x − y|, the Wasserstein
metrics are ordered in the same way.
As noted in Section A.1, the length structure of the Wasserstein metric is
characterized by [4, Theorem 8.3.1] in case 1 < p <∞:
Theorem 6.3.1. Let I be an open interval in R, let µt : I → Pp(Rn)
be an absolutely continuous curve and let |µ′| ∈ L1(I) be its scalar derivative.
Then there exists a time-dependent Borel vector field v such that
(6.3.2)
v(t) ∈ Lp(µt;Rn), ‖v(t)‖Lp(µt;Rn) ≤ |µ′|Wp(t), for L 1-a.e. t ∈ I
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and the continuity equation
(6.3.3)
∂µt
∂t
+ div (v(t)µt) = 0
holds in the sense of distributions, i.e.
(6.3.4)
∫
I
∫
Rn
(
∂ϕ
∂t
+∇ϕ · v
)
dµt = 0
for all ϕ ∈ C∞c (Rn × I). Conversely, if a narrowly continuous curve µt : I →
Pp(Rn) satisfies the continuity equation for some Borel velocity field v with
‖v(t)‖Lp(µt);Rn ∈ L1(I) then µt : I → P(Rn) is absolutely continuous and
|µ′|(t) ≤ ‖v(t)‖Lp(µt) for L 1-a.e. t ∈ I.
From Lemma 6.2.18, it can be seen that this theorem actually character-
izes the complete length structure generated by Wp on the whole of R
n. By
restricting attention to curves where µt is concentrated in Ω, this result also
characterizes the length structure generated by Wp in Pp(Ω). The question is,
however, if a similar result can be derived for W%`,p.
It turns out that this can be done by changing the class of test functions.
Going through the proof, the exact same construction for both the implications
also works if C∞c (Ω×I) is used instead of C∞c (Rn×I). Moreover, it is possible
to replace the Euclidean metric by %`. Hence, absolute continuity with respect
to Wp or W%`,p can be characterized by narrow continuity and solvability of
the continuity equation. This observation helps proving the main result of this
section for subdomains of Rn.
Theorem 6.3.2. Let Ω ⊂ Rn be an open domain in Rn with smooth bound-
ary and finite distortion, and let %` be the induced metric on Ω. Then Wp and
W%`,p generate the same length structure.
Proof. Because of Lemma 6.2.18, it is sufficient to show that the abso-
lutely continuous curves with respect to Wp and W%`,p are the same, and have
the same length.
Let t 7→ µt be W%`,p-absolutely continuous. Since Wp and W%`,p are or-
dered, it must also be Wp-absolutely continuous, and |µ′|Wp ≤ |µ′|W%`,p for
L 1-a.e. t ∈ I.
Conversely, suppose that µt is Wp-absolutely continuous. By the previ-
ous theorem, it must be narrowly continuous, and a Borel vector field v with
‖v(t)‖Lp(I;Rn) ≤ |µ′|Wp(t) solving the continuity equation must exist. Again
using the previous theorem, this means that µt is W%`,p-absolutely continuous
with |µ′|W%,p(t) ≤ ‖v(t)‖Lp(µt) ≤ |µ′|Wp(t) for almost every t ∈ I. 
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At first, the finite distortion requirement seems to be artificial. It can
be seen, however, that an extra condition is really needed from the following
example. Let (X , %) be R2 \ {(0, y) : y > 0}, equipped with the Euclidean
metric. Set B(t) := B 1
4
(
t− 12 , 1
)
, and
(6.3.5) µt := CL
2|B(t),
where C > 0 is such that µt(R
2) = 1. The optimality criterion [4, Theorem
6.1.4] shows immediately that the optimal transport map carrying µs to µt is
given by translation:
(6.3.6) Tt−s : (x, y) 7→ (x+ t− s, y).
Hence, W%,p(µs, µt) = |t−s|. In particular, this means that t 7→ µt is absolutely
continuous with metric derivative identically equal to 1. On the other hand,
for any x ∈ B 1
4
(− 12 , 1), y ∈ B 14 ( 12 , 1),
(6.3.7) %`(x, y) ≥
√
5− 1
2
> 1
which means that W%`,p > (µ0, µ1) > 1. In some sense the curve t 7→ µt is
‘too short’. Although it does connect µ0 and µ1, it transports mass across the
positive y-axis, which has been cut out of the space. The obstacle created by
cutting out the positive y-axis can be crossed by (at least) absolutely contin-
uous measures: the set that has been cut out is of measure zero and cannot
be seen by absolutely continuous measures. This contrasts the situation for
Dirac measures concentrated on a point moving through X : a curve of Dirac
measures connecting δ(− 12 ,1) to δ( 12 ,1) will have to go around the origin. A
straightforward calculation shows that the length of such a curve will be at
least
√
5− 12 , the distance between
(− 12 , 1) and ( 12 , 1) according to %`.
6.3.2. Probability measures on a separable Radon space. The ar-
gument in the previous section seems to rely heavily on the linear structure of
Rn. It turns out that at least a part of the results in the previous section can
be generalized to the setting of a separable Radon space.
In the remainder of this section, (X , %) will be a Radon space, that is, a
separable metric space with the property that all Borel probability measures
are inner regular. A σ-finite measure µ is called inner regular if for any µ-
measurable set B ⊂X ,
(6.3.8) µ(B) = sup
K⊂B,K compact
{µ(K)}.
Radon spaces include, for example all separable completely metrizable spaces
(also called Polish spaces) and all locally compact separable metric spaces.
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Given a Radon space (X , %), the length functional generated by % will be
denoted by `, and the path metric generated by ` will be denoted by %`. The
space of Borel probability measures on X will be denoted by P(X ). The
space of probability measures with finite pth moment (see also [4, §5.1.1]) now
also depends on the metric. Therefore, it will be denoted by P%,p(X ).
Almost all objects playing a role in the optimal transport problem also
depend on the metric, therefore, they will be equipped with a subscript to
identify which metric is used. Most importantly,
(6.3.9) W%,p(µ, ν) :=
(
inf
µ∈Γ(µ,ν)
{∫
X×X
%(x, y)p dµ(x, y)
}) 1
p
will be the p-Wasserstein metric with distance %. The collection of optimal
plans will be denoted by Γ∗%,p(µ, ν). The length structure generated by W%,p
will be denoted by `%,p.
Summarizing, given a metric space (X , %), the objects from the following
diagram will be studied.
(6.3.10)
% −−−−→ ` −−−−→ %`y y
W%,p −−−−→ `%,p W%`,p
Here, horizontal arrows indicate the construction of a length structure from a
metric of vice versa, and vertical arrows indicate constructing the p-Wasserstein
metric. The goal of this section is to relate W%`,p to `%,p. Moreover, one can
ask if there is a relation between ` and `ρ,p.
Given two points in a length space, one is generally interested in a curve
γ connecting x and y with small length, that is, `(γ) ≤ %`(x, y) + ε. When
studying measures on a length space, one needs to choose such curves for many
points simultaneously. Moreover, the result should depend measurably on x
and y. The following theorem shows that it is possible to make such a choice.
Theorem 6.3.3. Let (X , %) be a separable path metric space, and ε ∈
(0, 1). Then, there exists a map Fε :X ×X × [0, 1] such that
• Fε(x, y, 0) = x for all x, y ∈X ,
• Fε(x, y, 1) = y for all x, y ∈X ,
• The map t 7→ Fε(x, y, t) is a rectifiable curve such that for all 0 ≤
t0 < t1 ≤ 1,
(6.3.11) `(t 7→ Fε(x, y, t)|[t0,t1]) ≤
%(x, y) + ε
1− ε (t1 − t0)
for all x, y ∈X .
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• The map (x, y) 7→ Fε(x, y, t) is Borel for all t ∈ [0, 1].
Proof. Let A = {a1, a2, . . .} be a countable dense subset of X . The idea
is to use elements from A and curves connecting them as a network that covers
all of X .
In order to formalize this idea, assume without loss of generality that ε <
8
11 , set δk :=
ε2
(1−ε)2k+3 for k ∈ N ∪ {0}, and define the maps Tk : X → N by
Tk(x) = j if and only if
(6.3.12) x ∈ Bδk(aj) \
(
j−1⋃
i=1
Bδk(ai)
)
,
that is, x is mapped to the number of the first member of A at distance less than
δk. Moreover, since X is a path metric space, one can choose a (countable)
collection of curves γi,j,k : [0, 1] → X , parametrized by constant speed, such
that γi,j,k(0) = ai, γi,j,k(1) = aj and `(γi,j,k) ≤ %(ai, aj) + δk.
Define then
(6.3.13)
Fε(x, y, t) =

x, if t = 0,
γTk(x),Tk−1(x),k(
2k+1t−ε
ε ), if t ∈ [ ε2k+1 , ε2k ], k ∈ N,
γT0(x),T0(y),0(
2t−ε
2−2ε ), if t ∈ [ ε2 , 1− ε2 ],
γTk−1(y),Tk(y),εk(
2k+1(t−1)+2ε
ε ), if t ∈ [1− ε2k , 1− ε2k+1 ], k ∈ N,
y, if t = 1.
Since, for any fixed t ∈ (0, 1), the map (x, y) 7→ Fε(x, y, t) is defined con-
stant on Borel subsets of X ×X , it is certainly Borel. It remains to show
that the maps t 7→ Fε(x, y, t) are all rectifiable curves satisfying (6.3.11). By
construction, t 7→ Fε(x, y, t) is continuous. In order to estimate the length,
note first that
(6.3.14)
`(γTk(x),Tk−1(x),k) ≤ %(Tk(x), Tk−1(x)) + δk ≤ 2δk + δk−1 =
ε2
(1− ε)2k+1
for any k ∈ N. Similarly
(6.3.15) `(γT0(x),T0(y),0) ≤ %(x, y) + 3δ0 = %(x, y) +
3ε2
(1− ε)8 .
Let then 0 = t0 ≤ t1 ≤ · · · ≤ tn = 1, and consider
(6.3.16)
n∑
j=1
%(Fε(x, y, tj−1), Fε(x, y, tj))
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without loss of generality, it may be assumed that t1 =
ε
2k+1
for some k ∈ N,
and tn−1 = 1− t1. Moreover, it may be assumed that all points 12j and 1− 12j
with j ∈ {0, 1, . . . , k} are also in {t0, . . . tn}. Then the sum
(6.3.17)
n∑
j=1
%(Fε(x, y, tj−1), Fε(x, y, tj))
can be split up into sums over the individual curves γ·,·,·, which are in turn
bounded by the lengths of these curves. Using (6.3.14) and (6.3.15)
n∑
j=1
%(Fε(x, y, tj−1), Fε(x, y, tj)) ≤ %(x, y) + 3ε
2
(1− ε)8 + 2
k−1∑
j=1
ε2
(1− ε)2k+1
≤ (1− ε)−1
(
%(x, y) +
3ε2
8
+
(
1− 1
2k−1
)
ε2
)
≤ (1− ε)−1
(
%(x, y) +
11ε2
8
)
≤ %(x, y) + ε
1− ε
(6.3.18)
Then t 7→ Fε(x, y, t) is a rectifiable curve, and `(t 7→ Fε(x, y, t)) ≤ %(x, y) + ε.
Finally, in order to show (6.3.11), let ε2 ≤ t0 < t1 ≤ 1− ε2 . Using (6.3.15)
and a standard scaling argument,
`(t 7→ Fε(x, y, t)|[t0,t1]) ≤ `(γT0(x),T0(y),0)
t1 − t0
1− ε
≤
(
%(x, y) +
3ε2
(1− ε)8
)
t1 − t0
1− ε
≤ %(x, y) + ε
1− ε (t1 − t0).
(6.3.19)
Similarly, if ε
2k+1
≤ t0 < t1 ≤ ε2k ,
`(t 7→ Fε(x, y, t)|[t0,t1]) ≤ `(γTk(x),Tk−1(x),k)
2k+1(t1 − t0)
ε
≤ ε
1− ε (t1 − t0)
≤ %(x, y) + ε
1− ε (t1 − t0).
(6.3.20)
For general 0 < t0 < t1 < 1, the restriction of t 7→ Fε(x, y, t) to [t0, t1] is the
concatenation of finitely many curves. Therefore, (6.3.19) and (6.3.20) imply
that the same inequality holds for all 0 < t0 < t1 < 1. 
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Remark 6.3.4. Note that, using the concatenation and continuity prop-
erty,
(6.3.21) `(t 7→ Fε(x, y, t)) = `(γT0(x),T0(y),ε0)
+
∞∑
k=1
(
`(γTk(x),Tk−1(x),k) + `(γTk−1(y),Tk(y),εk)
)
.
With this result, curves in P%,p(X ) can be constructed from transport
plans such that the length is only slightly bigger than the work associated to
the transport plan.
Lemma 6.3.5. Let (X , %) be a Radon space, and let %` be the path metric
generated by %. Given ε ∈ (0, 1), and a transport plan µ such that
(6.3.22) ‖%`‖pLp(µ) =
∫
X×X
%`(x, y)
p dµ(x, y) < +∞,
there exists a curve t 7→ µεt such that
(6.3.23) `%,p(t 7→ µεt ) ≤
‖%`‖Lp(µ) + ε
1− ε ,
µε0 = µ0 and µ
ε
1 = µ1, where µ0 and µ1 are the respective marginals of µ.
Proof. Define
(6.3.24) µεt := Fε(., ., t)#µ
for t ∈ [0, 1]. Note that, by definition of Fε, µ0 = µε0 and µ1 = µε1 for any ε.
Moreover, by [4, (7.1.6)], %(γ(s), γ(t)) ≤ `(γ|[s,t]), and (6.3.11),
W%,p(µ
ε
t0 , µ
ε
t1) ≤
(∫
X×X
% (Fε(x, y, t0), Fε(x, y, t1))
p
dµ(x, y)
) 1
p
≤
(∫
X×X
(
%l(x, y) + ε
1− ε (t1 − t0)
)p
dµ(x, y)
) 1
p
≤ t1 − t0
1− ε
((∫
X×X
%l(x, y)
p dµ(x, y)
) 1
p
+ ε
)
=
‖%`‖Lp(µ) + ε
1− ε (t1 − t0),
(6.3.25)
for any 0 ≤ t0 < t1 ≤ 1. This implies continuity of t 7→ µεt with respect to W%,p
and (6.3.23). 
If this lemma is applied to an optimal transport plan, the length of the
constructed curve approximates Wρ`,p.
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Corollary 6.3.6. Let (X , %) be a Radon space, and let %` be the path
metric generated by %. Given µ0, µ1 ∈ Pp(X ) such that W%`,p(µ0, µ1) < +∞
and ε ∈ (0, 1), there exists a curve t 7→ µεt such that
(6.3.26) `%,p(t 7→ µεt ) ≤
W%l,p(µ0, µ1) + ε
1− ε
In particular, this means that W%,p is a path metric whenever ρ is.
Corollary 6.3.7. Let (X , %) be a Radon space. Then (Pp(X ),W%,p) is
a path metric space if (X , %) is.
Proof. By Lemma 6.3.5, given µ0, µ1 ∈ Pp(X ), there exists a curve
t 7→ µεt such that (6.3.26) holds. However, since % = %`, this implies
(6.3.27) lim inf
ε↓0
(t 7→ µεt ) ≤ lim
ε↓0
W%l,p(µ0, µ1) + ε
1− ε = Wρ,p(µ0, µ1),
which is sufficient to show that W%,p is a path metric. 
Remark 6.3.8. The converse implication is trivial: since Wρ,p(δx, δy) =
ρ(x, y), ρ must be a path metric if Wρ,p is.
Returning to the original problem of relating `%,p and W%`,p, one would
expect that `%,p generates W%`,p if the distortion of ρ is finite, as is the case in
Rn. Corollary 6.3.6 implies that the infimum of curve lengths is no more than
W%`,p.
Surprisingly, the difficult part is to prove that curves t 7→ µt must have
length at least W%`,p. Even under the assumption of finite distortion, it is not
known if this result holds.
6.4. A length structure on the space of Caccioppoli sets
6.4.1. Normal velocity and length structure. As noted by Grune-
wald and Kim [13, §2] and Gu¨nther and Prokert [14, §2], the space
of Caccioppoli sets can, formally, be equipped with a Riemannian structure.
Unfortunately, the induced metric of this structure is trivial. It is, however,
possible to define a length space that based on the same idea of normal velocity.
Since a length structure must be invariant under reparametrization by a
homeomorfism, it cannot be expected that the classical normal velocity will
suffice: if a curve is reparametrized by a non-differentiable homeomorfism, it
generally does not have a normal velocity anymore. Therefore, it is useful to
study and generalize the concept of normal velocity first.
Suppose that E : [a, b] → C n; t 7→ E(t) is smooth, that is, the set⋃
t∈[a,b]E(t) × {t} has a smooth boundary, and that the normal velocity v
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is smooth. If ζ ∈ C∞c (Rn ×R) is a test function,
(6.4.1)
∫
E(b)
ζ(b) dx−
∫
E(a)
ζ(a) dx
=
∫ b
a
∫
E(t)
∂ζ
∂t
dxdt +
∫ b
a
∫
∂E(t)
ζv dH n−1 dt .
Defining, with slight abuse of notation,
(6.4.2) χE : R
n ×R; (x, t) 7→ χE(t)(x),
this identity can be written in terms of χE :
(6.4.3) −
∫
Rn×R
χE
∂ζ
∂t
d(x, t)
=
∫ b
a
∫
∂E(t)
ζv dH n−1 dt −
∫
E(b)
ζ(b) dx+
∫
E(a)
ζ(a) dx .
Apparently, the distributional time derivative of χE is a real-valued Radon
measure, which can be decomposed into three terms: two associated to the
endpoints of the time interval, and one related to the normal velocity:
(6.4.4) Dt χE =
(
v(t)H n−1
∣∣
∂E(t)
)
⊗L 1|[a,b] +H n|E(a)×{a}−H n|E(b)×{b},
Here, ⊗ denotes the generalized product of measures as defined in [3, Definition
2.27].
The argument above suggests that a generalized definition of normal ve-
locity should be based upon the time derivative of χE . Moreover, if a jump
discontinuity is introduced in an otherwise smooth family E : [a, b] → C n,
similar computation shows that this will cause an extra term of the form
H n|(E(t−)4E(t+))×{a}, which cannot be accounted for by normal velocity.
Therefore, it is reasonable to restrict attention to the class of weakly con-
tinuous maps t 7→ E(t) that have a finite, real-valued Radon measure as distri-
butional derivative. Introducing
(6.4.5) νE := Dt χE −H n|E(a)×{a} +H n|E(b)×{b},
the Radon measure Dt χE without the endpoints of the time interval, the dis-
integration theorem [3, Theorem 2.28] implies that a decomposition similar to
(6.4.4) can be made:
(6.4.6) νE = νEt ⊗ pit#|νE |,
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where pit : Rn × R → R is the projection onto the t-coordinate, and |νEt | = 1
for pit#|νE |-almost all t. Moreover, νEt is unique up to sets of pit#|νE | measure
zero.
Comparing (6.4.6) to (6.4.4), it is tempting to conclude that the normal
velocity is the Radon-Nikodym derivative of νEt with respect to H
n−1|∂E(t), if
it exists. However, this is not correct: the decompositions (6.4.6) and (6.4.4)
are different in the sense that the first factor of the first term on the right hand
side of (6.4.4) does not always have total variation equal to one. However, the
first term on the right hand side can be decomposed differently:
(6.4.7) (v(t)H n−1)⊗L 1|[a,b]
=
(
v(t)
‖v(t)‖L1(∂E(t))H
n−1
)
⊗ (‖v(t)‖L1(∂E(t))L 1|[a,b]) .
This leads to the following definition.
Definition 6.4.1. A map E : [a, b] → C n is said to have scaled (outer)
normal velocity v(t) if it is weakly continuous, Dt χE is a finite, real-valued
Radon measure, and
(6.4.8) νEt = v(t)H
n−1∣∣
∂E(t)
for pit#|νE |-almost all t ∈ [a, b].
With this definition of normal velocity, it is possible to define a length
structure based on the L2-norm of vt.
Theorem 6.4.2. Let C ([a, b]) be the maps E : [a, b]→ C n that have scaled
normal velocity in L2(∂E(t)) for pit#|νE |-almost all t ∈ [a, b], such that
(6.4.9) `(E) :=
∫
[a,b]
‖v(t)‖L2(∂E(t)) dpit#|νE |(t) < +∞.
Then (C n,C , `) is a length space.
Proof. Clearly, `(E) ≥ 0. Let then [c, d] ⊂ [a, b] be given. Then, by
definition of Dt χE ,
(6.4.10) νE|[c,d] = νE |Rn×[c,d]
which means that E|[c,d] ∈ C , and `(E|[c,d]) ≤ `(E). In particular, for t ∈ [a, b],
(6.4.11) `(E|[a,t]) =
∫
[a,t]
∥∥∥∥ dνE(t)dH n−1
∥∥∥∥
L2(∂E(t))
dpit#|νE |(t) .
Since continuity of E implies that pit#|νE | has no atoms, the map t 7→ `(E|[a,t])
must be continuous.
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Let then `(E) = 0 for E ∈ C ([a, b]). By the restriction property, in order to
conclude that `(E) is constant, it is sufficient to show that E(a) = E(b). Since
`(E) = 0, νE = 0, which means that Dt χE = H n|E(a)×{a} −H n|E(b)×{b}.
Then
(6.4.12)
∫
E(a)
ζ dx =
∫
E(b)
ζ dx
for any ζ ∈ C∞c (Rn), which means that E(a) and E(b) differ by at most a null
set.
If E ∈ C ([a, b]) and F ∈ C ([b, c]) with E(b) = F (b), it follows that
(6.4.13) νE∗F = νE + νF ,
which implies by definition of ` that E ∗ F ∈ C ([a, c]), and `(E) + `(F ) =
`(E ∗ F ).
Finally, let E ∈ C ([a, b]) be a curve, φ : [a, b] → [c, d] homeomorfism, and
set F : [c, d] → C n; τ 7→ Eφ−1(τ). Interpreting F as a set, F = ϕ(E), where
ϕ(x, t) = (x, φ). For ε > 0, define the points t0, . . . , tNε by t0 := a, and
(6.4.14) tk+1 := sup{t ∈ (tk, b) : t− tk < ε, |φt − φtk | < ε}.
Note that Nε is indeed finite, since [a, b] is compact, and φ is a homeomorfism.
Define φε : [a, b]→ [c, d] by
(6.4.15) t 7→ φ(tk) + t− tk
tk+1 − tk (φ(tk+1)− φ(tk)),
which is a Lipschitz map with Lipschitz inverse by construction since Nε is
finite. Moreover, φε → φ and (φε)−1 → φ−1 uniformly. For ζ ∈ C∞c (Rn ×R),
by definition of Dt χE ,
∫ d
c
∫
E((φε)−1(τ))
∂ζ
∂τ
dxdτ =
∫
Rn×R
χE
(
x, (ϕε)−1(τ)
) ∂ζ
∂τ
dxdτ
=
∫ b
a
∫
E(t)
∂ζ(φε(t))
∂t
1
(φε)′
dxd(φε)−1# L
1(t)
=
∫ b
a
∫
E(t)
∂ζ(φε(t))
∂t
dxdt
= −
∫
Rn×R
ζ(φ(t)) d Dt χE
= −
∫
Rn×R
ζ dφε# Dt χE .
(6.4.16)
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Taking limits for ε ↓ 0, the left-hand side converges to
(6.4.17)
∫ d
c
∫
F (τ)
∂ζ
∂τ
(x, τ) dxdτ
using the dominated convergence theorem. Moreover, by [4, 5.2.1], the right-
hand side converges to
(6.4.18)
∫
Rn×R
ζ dφ# Dt χE ,
which means Dτ χF = φ# Dt χE . Hence pi
t
#|νF | = φ#pit#|νE |, and νFτ =
νEφ−1(τ), which implies
`(F ) =
∫
[c,d]
‖v(τ)‖L2(∂E(τ)) dpit#|νF |(τ)
=
∫
[c,d]
‖v(τ)‖L2(∂E(τ)) dφ#pit#|νE |(τ)
=
∫
[a,b]
‖vt‖L2(∂E(t)) dpit#|νE |(t) = `(E),
(6.4.19)
where v(t) is the scaled normal velocity of E(t). In particular, F ∈ C . 
Using a scaled version of the normal velocity might seem artificial at first.
However, it is natural when separating the temporal and spatial behavior of
t 7→ E(t), in the sense that the relative values of v(t) on the boundary of
E(t) determine how the shape of E(t) changes, whereas the L1 norm of v(t)
‘measures’ how this is parametrized by time. It is therefore not surprising that
measures are needed to define a length structure: since homeomorfisms are
allowed as reparametrizations, it is impossible to impose any regularity on the
temporal behavior of curves (except, of course, the continuity property).
An example of extra regularity for temporal behavior is of course absolute
continuity. Since ` has been defined as an integral, it is not hard to characterize
the absolutely continuous curves in C n.
Theorem 6.4.3. A curve E ∈ C ([a, b]) with scaled normal velocity v(t) is
absolutely continuous if and only if pit#|νE | is absolutely continuous with respect
to L 1. In this case
(6.4.20) |E′| = ‖v(t)‖L2(∂E(t))
dpit#|νE |
dL 1
.
for L 1-a.e. t ∈ [a, b].
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Proof. Computing `(E|[a,t]) as in the previous proof,
(6.4.21) `(E|[a,t]) =
∫ t
a
‖v(t)‖L2(∂E(t))
dpit#|νE |
dL 1
dt
if pit#|νE | is absolutely continuous. Conversely, if E is absolutely continuous,
(6.4.22) `(E|[a,t]) =
∫
[a,t]
‖v(t)‖∂E(t)) dpit#|νE |(t) =
∫ t
a
|E′|(t) dt
for all t ∈ [a, b]. Then
(6.4.23) ‖v(t)‖L2(∂E(t))pit#|νE | = |E′|(t)L 1|[a,b],
which implies that pit#|νE | is absolutely continuous with respect to L 1, and
gives the desired expression for |E′|(t). 
This result suggests that it is possible to return to the realm of functions for
both the spatial and temporal behavior in case of absolute continuous curves.
This is indeed the case.
Theorem 6.4.4. A weakly continuous map E : [a, b]→ C n is an absolutely
continuous curve with respect to ` if and only if there exists a Borel function
v : [a, b]×Rn → R such that v(t) ∈ L2(∂E(t)), t 7→ ‖v(t)‖L2(∂E(t)) is integrable,
and
(6.4.24)
∫
E(b)
ζ(b) dx−
∫
E(a)
ζ(a) dx
=
∫ b
a
∫
E(t)
∂ζ
∂t
dxdt +
∫ b
a
∫
∂E(t)
ζv dH n−1 dt
for any ζ ∈ C∞c (Rn×R). In this case, v(t) = w(t)|E′|(t) for L 1-almost every
t ∈ [a, b], where w(t) is the scaled normal velocity of E. In particular,
(6.4.25) |E′|(t) = ‖v(t)‖L2(∂E(t)).
Proof. By the previous theorem, absolute continuity of E is equivalent
to absolute continuity of pit#|νE |. If this is the case,
(6.4.26) v(t) := w(t)
dpit#|νE |
dL 1
satisfies all requirements. Conversely, if a function v(t) satisfying the require-
ments exists, it follows by definition of Dt χE that
(6.4.27)
pit#|νE | = ‖v(t)‖L1(∂E(t))L 1|[a,b], and w(t) =
v(t)
‖v(t)‖L1(∂E(t))
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for L 1-almost every t ∈ [a, b]. The expression for |E′| now follows from the
previous theorem. 
As announced earlier, the length space (C n,C , `) is not generated by a
metric. By Lemma 6.2.3, it is sufficient to show that %` is not a metric.
Theorem 6.4.5. If n ≥ 2, the length space (C n,C , `) does not generate a
metric.
Proof. It is sufficient to construct two elements E0, E1 ∈ C n such that
for any ε > 0 there is a curve E connection E0 and E1 with `(E) < ε. Set
E0 := [0, 1]
n−1 × [−1, 0], E1 := [0, 1]n−1 × [−1, 1].
Given k ∈ N, define E by E(0) = E0, E(2) = E1. For 0 < t < 1, let small
portions of the face [0, 1]n−1 × {0} rise, that is
(6.4.28) E(t) = E0 ∪
k−1⋃
j=0
[
j
k
,
j
k
+
1
k2
]
× [0, 1]n−2 × [−1, t]
for 0 < t ≤ 1. After that, thicken these ‘slabs’:
(6.4.29) E(t) = E0 ∪
k−1⋃
j=0
[
j
k
,
j
k
+
1
k2
+ (t− 1)k − 1
k2
]
× [0, 1]n−2 × [−1, 1]
Figure 1. The curve t 7→ E(t) with n = 2, k = 2 for t = 0, 12 , 1
It can be easily checked that t 7→ E(t) that v(x, t) = 1 if t ∈ (0, 1) and
x is in the portion of the face moving upwards. Similarly, it can be seen that
v(x, t) = k−1k2 for t ∈ (1, 2) and x in the sides of the slabs. Hence
(6.4.30) ‖v(t)‖L2(∂E(t)) =
{
1√
k
, if 0 < t < 1,
k−1
k
√
k
, if 1 < t < 2,
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which means that
(6.4.31) `(Ω) =
1√
k
+
k − 1
k
√
k
< ε
for k sufficiently large. 
Remark 6.4.6. Note that the same result holds if the L2-norm is replaced
by any Lp-norm with p > 1.
Corollary 6.4.7. (C n,C , `) is not generated by a metric.
Since the length structure on C n is not associated to a metric, it is not
immediately clear that it has the strong reparametrization property. It turns
out, however, that this the case. At the same time it is an example showing
that the converse of Lemma 6.2.11 does not hold.
Lemma 6.4.8. (C n,C , `) has the strong reparametrization property.
Proof. Reparametrizing first by a homeomorfism, it can be assumed with-
out loss of generality that
(6.4.32) φ(τ) = τ +
∑
σ≤τ
(φ+(τ)− φ−(τ))
Let E ∈ C ([a, b]), and suppose that φ is an admissible reparametrization.
As in the proof of Lemma 6.2.11, the map F : τ 7→ E(φ(τ)) is continuous.
Trivially, P (E(φ(τ))) is still bounded.
Let then ζ ∈ C∞c (Rn ×R) be given, and define ζ˜ : Rn ×R by
(6.4.33) ζ˜(t) :=

ζ(ψ(t)), if t ∈ [a, b],
ζ(t− a+ c), if t < a,
ζ(t− b+ d), if t > b,
where ψ(t) := min{τ : φ(τ) ≥ t}. Note that ζ˜ is Lipschitz and constant in time
on [φ−(τ), φ+(τ)] for all τ . Moreover, by assumption, Dt χE has support on
(6.4.34) [a, b] \
⋃
τ∈[c,d]
(φ−(τ), φ+(τ)).
Then
∫ d
c
∫
E(φ(τ))
∂ζ
∂τ
dxdτ =
∫ b
a
∫
E(t)
∂ζ
∂t
dxdt
= −
∫ b
a
∫
Rn
ζ˜ d Dt χE = −
∫ b
c
∫
Rn
ζ dψ# Dt χE ,
(6.4.35)
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which means that Dτ χF = ψ# Dt χE . As in the proof of Theorem 6.4.2, it
follows that F ∈ C ([c, d]) and `(F ) = `(E). 
6.4.2. The Mean Curvature Flow as a Curve of Maximal Slope.
In this section, the main result will be stated and proven. The framework of the
length space in the previous section allows for a precise statement of the claim
that the Mean Curvature Flow is minimizing surface area. More precisely, the
perimeter functional will be studied closely, and it will be shown that there is
a connection between curves of maximal slope of the perimeter functional and
the mean curvature flow.
Before stating the main result, some auxiliary results are needed. The first
is a chain rule for functions of bounded variation.
Lemma 6.4.9. Let u ∈ BV (Rn), and X : Rn → Rn be a C1-diffeomorfism.
Then u ◦X ∈ BV (Rn), and
(6.4.36) D(u ◦X) = 1|det D X| (D X)X
−1
# Du.
Proof. Let ρ be a convolution kernel, and set uε := u ∗ ρε. Note that
X#(|det D X|L n) = L n, which implies that uε ◦ X → u ◦ X in L1(Rn) as
ε ↓ 0. Moreover, for any ε > 0, uε ∈ C∞(Rn), which means that
D(uε ◦X) = ∇(uε ◦X)L n = (D X)(∇uε) ◦XL n
= (D X)X−1#
(|det D X−1|∇uεL n) = 1|det D X| (D X)X−1# Duε.
(6.4.37)
Taking limits for ε ↓ 0, the right-hand side converges to the right-hand side of
(6.4.36) by definition of the push-forward of a measure. Combining this with
Propositions 3.9 and 3.13 in [3] gives u◦X ∈ BV (Rn), and the desired formula
for D(u ◦X). 
This result can be specialized into a result about Caccioppoli sets by setting
u = χE , and realizing that χX[E] = χE ◦X−1.
Corollary 6.4.10. Let X : Rn → Rn be a C1-diffeomorfism, and E ∈ C n.
Then
(6.4.38) DχX[E] = X#
(|det D X|(D X)−1 DχE) .
In particular,
(6.4.39) H n−1|∂X[E] = X#
(| adj(D X)nE |H n−1|∂E) ,
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where adjA is the adjugate of A, and,
(6.4.40) nX[E](X(x)) =
(D X(x))−1nE(x)
|(D X(x))−1nE(x)|
for H n−1-almost every x.
Apart from this result about the behavior of the boundary of E under a
transformation, it is useful to study the curve arising from a small variation of
E.
Lemma 6.4.11. Let E0 ∈ C n such that |∂P |(E0) < +∞, let a vector field
ξ ∈ C∞c (Rn,Rn) be given, and set Xt(x) := x + tξ(x). Then E(t) := Xt[E0]
defines an absolutely continuous curve on [−ε, ε] for some ε > 0, with normal
velocity given by
(6.4.41) v(x, t) =
{
(ξ ◦X−1t )(x) · nE(t)(x), if x ∈ ∂E(t),
0, otherwise,
Proof. For some ε > 0, Xt is a C
1-diffeomorphism whenever |t| ≤ ε. In
particular, det D Xt > 0 for |t| ≤ ε.
Note first that, using Jacobi’s formula,
∂
∂t
det(I + tD ξ) = det(I + tD ξ) tr
(
(I + tD ξ)−1 D ξ
)
= det(I + tD ξ) tr
(
D(ξ ◦X−1t ) ◦Xt
)
= det(I + tD ξ) div(ξ ◦X−1t ) ◦Xt,
(6.4.42)
which implies
(6.4.43)
∂
∂t
(ζ(t) ◦Xt det(I + tD ξ))
=
∂ζ
∂t
◦Xt det(I + tD ξ) + ξ · (∇ζ(t) ◦Xt) det(I + tD ξ)
+
(
ζ(t) div(ξ ◦X−1t )
) ◦Xt det(I + tD ξ)
=
(
div
(
ζ(t)(ξ ◦X−1t )
)
+
∂ζ
∂t
)
◦Xt det(I + tD ξ)
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for any ζ ∈ C∞c (Rn ×R). Using Fubini’s theorem and changing variables,
(6.4.44)
∫ t
s
∫
E0
∂
∂τ
(ζ(Xτ , τ) det(I + τ D ξ)) dxdτ
=
∫
E0
[ζ(Xτ , τ) det(I + τ D ξ)]
τ=t
τ=s dx
=
∫
E(t)
ζ(t) dx−
∫
E(s)
ζ(s) dx
for any −ε ≤ s < t ≤ ε. Also integrating the right-hand side of (6.4.43), and
changing variables gives
(6.4.45)
∫
E(s)
ζ(s) dx−
∫
E(t)
ζ(t) dx
=
∫ t
s
∫
E(τ)
∂ζ
∂τ
+ div
(
ζ(ξ(X−1τ ))
)
dxdτ
=
∫ t
s
∫
E(τ)
∂ζ
∂τ
dxdτ
+
∫ t
s
∫
∂E(τ)
ζ(τ)(ξ ◦X−1τ ) · n∂E(τ) dH n−1 dτ .
In particular, if ζ(t) = ϕ for all t ∈ [−ε, ε], where ϕ ∈ C∞c (Rn),
(6.4.46)
∫
E(s)
ϕdx−
∫
E(t)
ϕdx =
∫ t
s
∫
∂E(τ)
ϕ(ξ ◦X−1τ ) · n∂E(τ) dH n−1 dτ .
Then, using [3, Proposition 1.47] in combination with a standard density ar-
gument,
L n(E(s)4E(t)) = sup
ϕ∈C∞(Rn):‖ϕ‖C0≤1
{∫
E(s)
ϕdx−
∫
E(t)
ϕdx
}
≤
∫ t
s
∫
∂E(τ)
|ξ ◦X−1τ |dH n−1 dτ
≤ ‖ξ‖C0
∫ t
s
P (E(τ)) dτ .
(6.4.47)
Since, P (E(τ)) is bounded by Corollary 6.4.10, it follows that τ 7→ E(τ) is
weakly continuous. The result now follows from Theorem 6.4.4. 
This result is useful when proving a result that is closely related to the first
variation of area (see, for instance, [3, Theorem 7.31]).
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Theorem 6.4.12. Let E0 ∈ C n such that |∂P |(E0) < +∞. Then ∂E0 has
weak mean curvature, that is, there exists a function HE0 ∈ L2(∂E0) such that∫
∂E0
div∂E0 ξ dH n−1 = −
∫
∂E0
HE0ξ · nE0 dH n−1
for all ξ ∈ C∞c (Rn,Rn). Moreover, ‖HE0‖L2(∂(E0)) ≤ |∂P |(E0).
Proof. Let ξ ∈ C∞c (Rn,Rn), and define Xt : Rn → Rn;x 7→ x + tξ(x).
By Lemma 6.4.11, t 7→ E(t) := Xt[E0] ∈ Ca([−ε, ε]) with
(6.4.48) |E′|(t) = ∥∥ξ ◦X−1t ∥∥L2(∂E(t))
for L 1-almost all t ∈ [−ε, ε]. Then
‖v(t)‖2
L2(∂E(t))
=
∫
∂Xt[E0]
|ξ ◦X−1t · nE(t)|2 dH n−1
=
∫
Rn
|ξ ◦X−1t · nE(t)|2 d(Xt)#
(| adj(D Xt)nE |H n−1|∂E)
=
∫
∂E0
∣∣∣∣ξ · (D Xt)−1nE0|(D Xt)−1nE0 |
∣∣∣∣2 | adj(D Xt)nE0 |dH n−1
=
∫
∂E
|det D Xt|
|(D Xt)−1nE0 |
∣∣ξ · (D Xt)−1nE0∣∣2 dH n−1
(6.4.49)
Taking limits for t → 0, it follows that t 7→ ‖v(t)‖2
L2(∂E(t))
is continuous at
t = 0, which means in particular that
(6.4.50) `(E|[0,h]) = h‖ξ · nE0‖L2(∂E0) + o(h).
By definition of the local slope, it follows that
P (Xh[E0])− P (E0) ≥ −|∂P |(E0)`(E|[0,h]) + o
(
`(E|[0,h])
)
≥ −h|∂P |(E0)‖ξ · nE0‖L2(∂E0) + o(h).
(6.4.51)
On the other hand, using Jacobi’s formula,
d
dt
adj(D Xt)
∣∣∣∣
t=0
= I
d
dt
det D Xt
∣∣∣∣
t=0
− d
dt
D Xt
∣∣∣∣
t=0
adj(D X0)
= I tr
(
adj(D X0)
d D Xt
dt
∣∣∣∣
t=0
)
− d
dt
D Xt
∣∣∣∣
t=0
adj(D X0)
= I div ξ −D ξ,
(6.4.52)
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which implies
(6.4.53)
d
dt
| adj(D Xt)nE |
∣∣∣∣
t=0
= div∂E0 ξ.
Applying Corollary 6.4.10,
P (E(h))− P (E0) =
∫ h
0
d
dt
|DχE(t)|dt
=
∫ h
0
∫
∂E0
d
dt
| adj(D Xt)nE0 |dH n−1 dt
= h
∫
∂E0
div∂E0 ξ dH n−1 +o(h).
(6.4.54)
Together with (6.4.51), this implies
(6.4.55)
∫
∂E0
div∂E0 ξ dH n−1 ≥ −|∂P |(E0)‖ξ · nE0‖L2(∂E0).
Replacing ξ by −ξ and combining the results now yields
(6.4.56)
∣∣∣∣∫
∂E0
div∂E0 ξ dH n−1
∣∣∣∣ ≤ |∂P |(E0)‖ξ · nE0‖L2(∂E0),
which implies the desired result by duality. 
The other inequality seems to be much harder to prove. One would like
that |∂P |(E0) ≤ ‖HE0‖L2(∂E0) if ∂E0 has weak mean curvature in L2.
Conjecture 6.4.13. Let t 7→ E(t) ∈ Ca. Then, if v satisfies
(6.4.57)
d
dt
∫
E(t)
ζ dx |t=0 =
∫
∂E(0)
vζ dH n−1,
and E(0) has weak mean curvature HE(0) ∈ L2(∂E(0)),
(6.4.58) P (E(t)) ≥ P (E(0))−
∫
∂E(0)
HE(0)v dH
n−1 + o(t).
If this conjecture holds, classical solutions of the mean curvature flow are
curves of maximal slope in the length space (C ,C , `) with respect to the local
slope |∂P | of the perimeter.
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APPENDIX A
The Wasserstein metric and Caccioppoli sets
A.1. Mass profiles and the Wasserstein metric
At any given t, the function u in (1.1.6) is a nonnegative function on Rn
integrating to 1, possibly restricted to a specific domain.
The space of all such ‘mass profiles’ u plays an important role. Formally,
it is defined by
(A.1.1) L1n :=
{
u ∈ L1(Rn) : u ≥ 0,
∫
Rn
udx = 1,
∫
Rn
|x|2u(x) dx < +∞
}
.
The integral in the last condition on u is also called the second moment. Finite-
ness of the second moment is used on several occasions.
As a subset of L1(Rn), it inherits the topology of weak L1 convergence,
that is, uk ⇀ u if and only if
(A.1.2)
∫
Rn
ukϕdx→
∫
Rn
uϕdx ∀ϕ ∈ L∞((0,∞)).
The following compactness result is a consequence of the Dunford-Pettis
theorem [3, Theorem 1.38].
Theorem A.1.1. Let {uk}k∈N be a sequence in L1n such that
• for any ε > 0, there exists K ⊂⊂ Rn such that ∫
Rn\K uk dx < ε for
all k ∈ N,
• there exists a nondecreasing function g : [0,∞) → [0,∞) with super-
linear growth and a constant C ∈ R such that
(A.1.3)
∫
Rn
g(uk) dx ≤ C.
for all k ∈ N.
Then {uk}k∈N has a subsequence {uk(j)}j∈N converging weakly to u ∈ L1n.
Proof. By [3, Proposition 1.27], {uk}k∈N is equi-integrable. Therefore,
by the Dunford-Pettis Theorem [3, Theorem 1.38], it must have a subsequence
{ukj}j∈N that converges weakly to some u ∈ L1(Rn). Since uk(ρ) ≥ 0, it
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follows that u(ρ) ≥ 0 almost everywhere. Moreover, since the constant function
is certainly in L∞(Rn),
(A.1.4)
∫
Rn
udx = lim
k→∞
∫
Rn
uk dx = 1,
which means that u ∈ L1n. 
Remark A.1.2. Note that the first condition, also called uniform tightness,
is implied by uniform boundedness of the second moments of uk.
Note that all that needed to be shown is that L1n is sequentially closed as
a subset of L1(Rn).
A metric that on L1n that is used extensively is the Wasserstein distance.
Given two mass profiles u and w, one can consider all measurable maps T :
Rn → Rn such that the profile u turns into w if all mass is transported accord-
ing to the map T . Mathematically, this means that the push-forward T#u of
the measure uL n under T , defined by
(A.1.5) (T#uL
n) (A) =
∫
T−1(A)
udx
for every Borel set A ⊂ Rn, must be equal to wL n, that is,
(A.1.6)
∫
A
w dx =
∫
T−1(A)
udx .
The Wasserstein metric is defined as
(A.1.7) W2(u,w) :=
(
inf
T :T#u=w
∫
Rn
|x− T (x)|2u(x) dx
) 1
2
,
which can be interpreted to be the minimum amount of work needed to trans-
port mass from a profile u to another profile w. If u and w both have finite
second moment, W2 is well-defined and finite as well. The subscript 2 indicates
that the squared distance is integrated. For an extensive introduction of the
optimal transportation problem and the Wasserstein metric with general ex-
ponent p ≥ 1, see [4, Chapter 6–7]. The heat equation as a gradient flow with
respect to the Wasserstein metric is treated as an example in this book.
Besides weak convergence in L1, two other types of convergence can be
considered: narrow and weak* convergence. Both types of convergence arise
from viewing the space of probability measures as the dual of a space of con-
tinuous functions. In case of narrow convergence, this space is C0b , the space of
bounded continuous functions, whereas C0c , the space of compactly supported
continuous functions is used. From the definition, it can be seen that the limit
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of a narrowly converging sequence of probability measures must also be a prob-
ability measure. This is not the case for weak* convergence: the sequence δxn ,
with |xn| → +∞ weak*-converges to the zero measure but does not converge
narrowly.
From the nesting C0c ⊂ C0b ⊂ L∞ an ordering between the various kinds
of convergence can be shown. If {uk}k∈N is a sequence in L1, and {µk} is the
corresponding sequence of measures, weak convergence of uk in L
1 implies nar-
row convergence of µk, which in turn implies weak* convergence. In this thesis,
narrow and weak* convergence are only used sporadically as intermediate steps.
In [4, Proposition 7.1.3], it was shown that the Wasserstein metric is lower
semicontinuous in both arguments with respect to narrow convergence of mea-
sures. From the ordering between narrow convergence and weak convergence
in L1, it follows immediately that W2 is also lower semicontinuous with respect
to weak convergence.
Note that L1n, equipped with Wasserstein metric is not a complete metric
space: any sequence converging narrowly to a Dirac measure has no limit in
L1n. Moreover, the weak L
1 topology is not necessarily weaker than the topol-
ogy generated by the Wasserstein distance: convergence with respect to W2 is
equivalent to narrow convergence of the corresponding measures and uniform
integrability of the second moments. The choice of functional below prevents
this from causing problems in the analysis.
An important property of the Wasserstein metric is that absolute continuity
can be characterized in terms of a partial differential equation, also called the
transport equation. Essentially, absolutely continuous curves are characterized
by vector fields v via the equation
(A.1.8)
∂u
∂t
+ div(uv) = 0,
which means that v can be interpreted as the velocity of the particles. A more
precise statement can be found in [4, Theorem 8.3.1].
As in [15], the entropy functional is used. Given a mass profile, its entropy
is defined as
(A.1.9)
∫
Rn
u log udx,
which is, up to a constant, Boltzmann’s Entropy. Since the exact formula of
the integrand is of little importance to the analysis, the function z 7→ z log z is
replaced by a more general function.
Definition A.1.3. Let f : [0,∞)→ R be a function such that
• f(0) = 0,
• limz↓0 f(z) = 0
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• f is strictly convex,
• limz→+∞ f(z)z = +∞,• f is continuously differentiable on (0,∞).
Then
(A.1.10) F (u) :=
∫
Rn
f(u) dx
is called the internal energy of u.
Remark A.1.4. By continuity and superlinear growth of f , it follows that
f has a global minimum, say
(A.1.11) f(z) ≥ −f0
with f0 ≥ 0.
Since the integrand is assumed to be convex, the internal energy defines
a (sequentially) weakly lower semicontinuous functional on L1n. This has been
proven in a much more general setting in [3, Theorem 2.34] by writing f as the
supremum of countably many linear functions.
Finally, the following auxiliary function is used:
(A.1.12) fˆ : [0,∞)→ [0,∞); z 7→
{
zf ′(z)− f(z), if z > 0,
0, if z = 0.
Note that, since f is convex, fˆ is increasing, nonnegative and continuous. If
f(z) = z log z, fˆ(z) = z.
A.2. Sets of finite perimeter
The free domain is modeled using sets of finite perimeter. The concept of
a set of finite perimeter is based on functions of (locally) bounded variation,
treated by Ambrosio, Fusco and Pallara [3, §3]. The results below are
summarized from [11, §1, §3] and [3, §3.3, §3.5].
A.2.1. Definition & properties. A Borel subset E ⊂ Rn with finite
measure can be identified by its characteristic function χE . If this characteristic
function is viewed as an element of L1, sets that differ by a L n null set is
considered equal. Of course, since χE is not continuous, it has no classical
derivative. It might, however, have a vector-valued measure DχE as a weak
derivative in Ω, where Ω is a generic open set.
The perimeter of E in Ω is defined by
(A.2.1) P (E; Ω) := sup
{∫
E
div ξ dx : ξ ∈ C1c (Ω,Rn), ‖ξ‖C0 ≤ 1
}
,
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which can be thought of as the surface area of the part of ∂E that lies in Ω
(in fact, for sets with a smooth boundary, it is). The abbreviation P (E) :=
P (E;Rn) is frequently used. If P (E; Ω) < +∞ whenever Ω is bounded, E said
to have locally finite perimeter, and is called a Caccioppoli set.
The perimeter of E is a generalization of the surface area of the boundary
∂E. A natural question is whether it is possible to define the boundary of a
Caccioppoli set, and identify a connection between the boundary and perimeter.
Note first that the topological boundary is not a good candidate: it can change
dramatically by adding or removing null sets. For example, the sets E := [0, 1]
and F := Q ∪ [0, 1] differ by a null set, but ∂E = {0, 1} whereas ∂F = Rn \
(0, 1). However, [11, Proposition 3.1] can be used to define the boundary of a
Caccioppoli set.
Lemma A.2.1. If E is a Borel set, then there exists a Borel set E˜, such
that L n(E4E˜) = 0, and
(A.2.2) 0 < L n
(
E˜ ∩Bρ(x)
)
< ωnρ
n
for all x ∈ ∂E˜ and all ρ > 0. Here ωn := L n(B1), the volume of the n-
dimensional unit ball, and E4E˜ denotes the symmetric difference of E and E˜:
E4E′ := (E \ E˜) ∪ (E˜ \ E).
Although there might be more than one such set E˜, the topological bound-
ary ∂E˜ is uniquely determined given E.
Lemma A.2.2. Let E be a Borel set, and E˜ and Eˆ satisfy (A.2.2). Then
(A.2.3) ∂E˜ = ∂Eˆ.
Proof. By the lemma, (A.2.2) holds whenever x ∈ ∂E˜ and ρ > 0. There-
fore, both Bρ(x) ∩ Eˆ and Bρ(x) \ Eˆ are nonempty for any ρ > 0, which means
that x ∈ ∂Eˆ. The other inclusion follows analogously. 
The set of points satisfying (A.2.2) is sometimes called the measure theo-
retic boundary of E.
It is implicitly assumed that a Caccioppoli set is as in Lemma A.2.1, which,
by the corollary, means that the topological boundary is the measure theoretical
boundary. Therefore, the notation ∂E can be used without causing ambiguity.
Similarly, it can be shown that the interior of E˜ is uniquely defined by Lemma
A.2.1:
(A.2.4) E◦ = {x ∈ Rn : ∃ρ > 0 : L n(E ∩Bρ(x)) = ωnρn}
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Inspired by Lemma A.2.1, the density of a set E at a point x can be defined
by
(A.2.5) Θ(E, x) := lim
ρ↓0
L n(E ∩Bρ(x))
L n(E ∩Bρ(x)) = limρ↓0
L n(E ∩Bρ(x))
ωnρn
,
if this limit exists. If the limit does not exist, the lower density Θ∗(E, x) and
upper density Θ∗(E, x) are defined as the limit inferior and limit superior of
the same quotient. Analogous to Corollary A.2.2, the essential boundary of E
is defined to be
(A.2.6) ∂∗E := {x : Θ(E, x) /∈ {0, 1}},
that is, the set of points where the density is either not defined or strictly
between 0 and 1. Note that by definition, ∂∗E ⊂ ∂E. The converse implication
is in general not true: for example cusp points of the boundary are in ∂E, but
not in ∂∗E.
A different approach to define a concept of boundary is based on the de-
rivative of χE . If E is a smooth set, the divergence theorem implies
(A.2.7)
∫
E
div ξ dL n =
∫
∂E
ξ · nE dH n−1,
where nE is the outer normal of E. By definition, this means
(A.2.8) DχE = −nEH n−1|∂E .
In view of (A.2.8), the reduced boundary ∂E is defined to be the set of points
x such that |DχE(Bρ(x))| > 0 for all ρ > 0, and the limit
(A.2.9) nE(x) := − lim
ρ↓0
DχE(Bρ(x))
|DχE(Bρ(x))| ,
exists. If this is the case, nE(x) is called the (measure theoretic) normal.
Whenever χE is a function of bounded variation, that is, DχE is a (vector-
valued) Radon measure,
(A.2.10) DχE = −nEH n−1|∂E ,
and Θ(E, x) = 12 for all x ∈ ∂E. In particular, ∂E ⊂ ∂∗E. Moreover, [3,
Theorem 3.36] implies that a set E of finite measure is a Caccioppoli set if and
only if DχE is a vector-valued finite Radon measure and that
(A.2.11) P (E; Ω) = |DχE |(Ω).
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Federer’s Theorem [3, Theorem 3.61] relates the above notions of boundary
and the density Θ(E, x):
∂E ⊂
{
x ∈ Rn : Θ(E, x) = 1
2
}
⊂ ∂∗E, and(A.2.12)
H n−1 ({x ∈ Rn : Θ(E, x) /∈ {0, 1}}) = 0(A.2.13)
whenever E has finite perimeter. In other words, up to a H n−1-null set, a
point x has density Θ(E, x) ∈ {0, 1}, or is in the reduced boundary ∂E. In
particular, this implies that ∂E and ∂∗E differ by at most a H n−1-null set.
A.2.2. The space of Caccioppoli sets. The space of sets of finite pe-
rimeter is denoted by
(A.2.14) C n := {E ⊂ Rn : χE ∈ BV (Rn; {0, 1})} .
As a subset of BV (Rn; {0, 1}), it is canonically equipped with the L1loc
topology. Note that a sequence {Ek}k∈N converges to E in this topology if and
only if L n((Ek4E) ∩K) → 0 for every K ⊂⊂ Rn. This type of convergence
is denoted by Ek ⇀ E. The main reason to use sets of finite perimeter with
this topology is the following result.
Theorem A.2.3. Let {Ek}k∈N be a sequence in C n such that
(A.2.15) sup
k∈N
{P (Ek)} <∞.
Then {Ek}k∈N has a subsequence {Ek(j)}j∈N converging in L1loc to some E ∈
C n.
Proof. Since |DχE(A)| = P (E;A) for all measurable A, {χEk} satisfies
the assumptions of [3, Theorem 3.23]. Then there exists v ∈ BV (Rn) and a
subsequence {Ek(j)}j∈N such that Ek(j) → v in L1loc(Rn). Since
(A.2.16)
∫
Ω
|E − Ek|dL n → 0,
and L n({x : ∃j ∈ N : Ek(j)(x) 6∈ {0, 1}}) = 0, v(x) ∈ {0, 1} for L n-almost
all x ∈ Rn as well. Then v = χE for some E ⊂ Rn. Since P (E) < ∞ by [3,
Proposition 3.6], the isoperimetric inequality [9, 3.2.43] implies that L n(E) <
∞ as well. Then χE ∈ BV (Rn, {0, 1}), which means that Ek ⇀ E ∈ C n. 
Remark A.2.4. Clearly, if all Ek are contained in some K ⊂⊂ Rn, con-
vergence is in L1 instead of L1loc. An example where this is not the case is
Ek = B1(xk) with |xk| → +∞: in this case, Ek ⇀ ∅.
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Apart from the norm induced by L n, one could consider a metric based on
the concept of normal velocity. As argued by Grunewald and Kim [13, §2],
a natural metric would involve the Lp-norm of the normal velocity, integrated
along paths through C n connecting two given points. More precisely, given a
suitable family {E(t) : t ∈ [0, 1]} in C n, in the sense that there is a well-defined
normal velocity v(t), the quantity
(A.2.17)
∫ 1
0
(∫
∂E(t)
|v(t)|p dH n−1
) 1
p
dt
could be interpreted as the length of the path t 7→ E(t) in C n. However, if
p > 1, the infimum over all such connecting paths is in general not positive,
even if E(0) and E(1) are different. The case p = 1 gives the metric generated
by L n.
Alternatively, similar to the work of Almgren, Taylor and Wang [2]
and Luckhaus and Sturzenhecker [20], the quantity
(A.2.18)
d(E,F ) :=
(
2
∫
E4F
|dE |dL n
) 1
2
=
(
2
∫
F
dE dL
n−2
∫
E
dE dL
n
) 1
2
can be used instead of a true metric. Here, dE(x) is the signed distance from
x to ∂E, taking negative values in E. Both the square root and the factor 2
are included for purely aesthetic reasons: because of this choice, d appears in
the formulas in exactly the same way as a metric would.
Although (A.2.18) does not define an honest metric on C n, it still quantifies
how different two Caccioppoli sets are. Moreover, it turns out that there is a
connection between the L2 norm of the normal velocity and d.
If L n(E) is finite, dE must be bounded (and therefore integrable) on E.
Therefore, one can write
(A.2.19) d2(E,F ) = 2
∫
F
dE dx−2
∫
E
dE dx .
Moreover, since
(A.2.20)
∫
(E4Fk)∩BR
|dE |dx→
∫
(E4F )∩BR
|dE |dx
whenever E,F, Fk ∈ C n, Fk ⇀ F and R > 0, d is lower semicontinuous in its
second argument.
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Summary
Variational Modeling of Parabolic Free Boundary Problems
This thesis is devoted to a parabolic free boundary problem arising from
theoretical biology, more precisely, a toy model for cell swelling due to osmosis.
It consists of diffusion of some solute, for instance salt, on a free domain with
a Neumann-like boundary condition resulting in conservation of mass. The
movement of the domain boundary, which can be thought of as the cell mem-
brane, is determined by its mean curvature and the concentration of solute at
the boundary.
The equations for this free boundary problem can all be derived from basic
thermodynamical principles: Boltzmann entropy and surface tension. These
principles give rise to an alternative formulation of the same problem. In this
thesis, it is argued that this formulation is more natural from the physical point
of view.
One can consider at least two simplifications of this problem. The first
is the assumption of radial symmetry, that is, the assumption that everything
is symmetric around the origin. The main reason to study this simplification
is that it eliminates almost all of the geometry of the problem: the domain
will always be a ball centered at the origin, which can be uniquely described
by its radius. Effectively, assuming radial symmetry reduces the problem to a
one-dimensional free boundary problem.
In Chapter 2, the radially symmetric problem is studied using classical
methods from the theory of partial differential equations. Chapter 3 is devoted
to a variational formulation of the radially symmetric problem. More precisely,
a formulation as a gradient flow in a metric space is given and used to show
that the radially symmetric problem is well-posed: given an initial condition,
a unique solution exists for all time.
The second simplification that can be made is that the diffusion inside the
domain is on a much faster time scale than the movement of the boundary.
Mathematically, this means that one can assume that the diffusion is always
in its equilibrium state. As a consequence, the only interesting aspect of the
resulting problem is the geometry of the domain boundary. Chapter 4 is about
a variational formulation of this simplified problem, which is very similar to
the mean curvature flow. A striking feature of this formulation is that methods
that can be used for gradient flows also work for this problem, even though it
is not a gradient flow.
Variational Modeling of Parabolic Free Boundary Problems 149
150 Summary
In Chapter 5, techniques and results from the simplified problems are used
to show that the original problem has a solution by formulating it variationally.
The main hurdle in this chapter is finding a suitable coupling between the
concentration and the domain boundary: if this coupling is too weak, the
boundary conditions of the problem are not met by the solution. On the
other hand, if the coupling is too strong, the regularity results needed to show
existence of a solution cannot be derived.
Finally, in Chapter 6, the concept of gradient flow is studied a bit closer.
In view of the results of Chapter 4, a metric space is not needed to define the
concept of gradient flow. It is shown that the concept of a gradient flow can be
generalized from a metric space, a space where the distance between any two
points is defined, to a length space, a space where only the length of curves is
defined. Using this generalization, a theorem about the dependence of gradient
flows on the metric is shown. Moreover, it is conjectured, and partially proved,
that the mean curvature flow can be formulated as a gradient flow in a length
space.
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Samenvatting
Variationele modellering van parabolische vrije-rand problemen
Dit proefschrift is gewijd aan een parabolisch vrije-rand probleem afkomstig
uit de theoretische biologie: het opzwellen van een cel door osmose. Het model
bestaat uit diffusie van een opgeloste stof, bijvoorbeeld zout, in een vrij domein
met Neumann-achtige randvoorwaarden, waardoor de totale massa bewaard
blijft. De beweging van de rand van het domein, die opgevat kan worden als
het membraan van de cel, wordt bepaald door de kromming en de concentratie
van zout bij de rand.
De vergelijkingen voor dit vrije-rand probleem kunnen worden afgeleid uit
de basisprincipes van de thermodynamica: Boltzmann entropie en oppervlak-
tespanning. Dezelfde principes leiden tot een alternatieve formulering van het-
zelfde problem. In dit proefschrift wordt beargumenteerd dat deze formulering
natuurlijker is vanuit fysisch oogpunt.
Er zijn voor dit probleem tenminste twee versimpelingen denkbaar. De
eerste is de aanname van radie¨le symmetrie, wat betekent dat zowel de zoutcon-
centratie als het domein symmetrisch zijn rond de oorsprong. De belangrijkste
reden om deze versimpeling te bestuderen is dat bijna alle meetkunde uit het
probleem wegvalt: het domein zal altijd bolvormig zijn, waardoor alleen de
radius van het domein hoeft te worden bijgehouden. In essentie reduceert de
aanname van radiale symmetrie het probleem tot een e´e´n-dimensionaal vrije-
rand probleem.
In Hoofdstuk 2, wordt het radiaal symmetrische probleem bestudeerd met
behulp van klassieke methoden uit de theorie van partie¨le differentiaalvergelij-
kingen. Hoofdstuk 3 is gewijd aan een variationele formulering van het radiaal
symmetrische probleem. In dit hoofdstuk wordt een formulering van het pro-
bleem als gradientsysteem in een metrische ruimte gegeven, en deze formulering
wordt gebruikt om aan te tonen dat het probleem welgesteld is: gegeven een
begintoestand bestaat er een unieke oplossig voor alle tijd.
De tweede versimpeling is dat de diffusie binnenin het domein op een veel
snellere tijdsschaal plaatsvindt dan de verandering van de rand. Wiskundig
betekent dit dat aangenomen mag worden dat de diffusie altijd in de even-
wichtstoestand blijft. Hierdoor wordt de vorm van de rand van het domein het
enige interessante aspect van het probleem. Hoofdstuk 4 gaat over een variatio-
nele formulering van dit versimpelde probleem dat veel lijkt op de zogenaamde
‘mean curvature flow’. Een verrassende eigenschap van deze formulering is dat
Variational Modeling of Parabolic Free Boundary Problems 151
152 Samenvatting
de methode voor het construeren van oplossing van een gradientsysteem kan
worden gebruikt, ondanks dat het probleem geen gradientsysteem is.
In Hoofdstuk 5 worden technieken en resultaten van beide versimpelde
problemen gebruikt om aan te tonen dat het originele probleem een oplossing
heeft, wederom door het gebruik van een variationele formulering. De grootste
hindernis in dit hoofdstuk is om een geschikte koppeling te vinden tussen de
concentratie in het domein en de rand: als deze koppeling te zwak is, wordt niet
voldaan aan de randvoorwaarden van het probleem. Als de koppeling echter te
sterk is, kunnen de regulariteitsresultaten die nodig zijn om het bestaan van
een oplossing aan te tonen niet worden afgeleid.
Tot slot wordt in Hoofdstuk 6 het concept gradientsysteem in meer detail
bestudeerd. Zoals al werd gesuggereerd door de resultaten in Hoofdstuk 4, is
een metrische ruimte niet nodig om het begrip gradientsysteem te definie¨ren.
Er wordt aangetoond dat het begrip gradientsysteem kan worden gegenerali-
seerd van een metrische ruimte, een ruimte waarin de afstand tussen elk tweetal
punten is gedefinieerd, naar een lengteruimte, waarin alleen de lengte van pa-
den is gedefineerd. Met behulp van deze generalisatie wordt een stelling over
de afhankelijkheid van gradientsystemen van de metriek bewezen. Daarnaast
wordt betoogd dat de mean curvature flow geformuleerd kan worden als gra-
dientsysteem in een lengteruimte.
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