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INTRODUCTION
This is a continuation of work described in Part I and we refer the reader
to Part I for a discussion of the history and interest of the subject [Jo8].
We retain the notation of Part I which contains Sections 1–4. The present
paper contains Sections 5–8 while Part III contains Sections 9–12.
In Part I we described the Conze embedding and showed how the oper-
ator ﬁltration it deﬁnes gives rise to a q-character formula for the locally
ﬁnite part of the resulting Weyl algebra. This may be viewed as giving
generalized exponents in the sense of Kostant, extending the result of
Hesselink [H] for the Borel case.
1 This research was partly supported by Grant 7773 from the United States–Israel Binational
Science Foundation (BSF), Jerusalem, Israel. The second author was also partly supported by
NSF Grant DMS-9753211.
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In Part II, speciﬁcally Section 5, we show how the above results may be
used to deﬁne (5.5) the KPRV determinants and to interpret their zeros.
The multiplicity formula of Part I can be used to give an upper bound on
their degrees. However, we shall need to know that this upper bound is
indeed the true degree. For this we give in Section 6 a review of the well-
known interpretation of the Conze embedding at the level of the symmetric
algebra S of  considered as a Poisson algebra. This method has its
precursor in the work of Kostant [K2, Theorem 2.3.18].
Section 7 uses notably the Macdonald scalar product as a combinatorial
means to deduce the degrees of the KPRV determinants from the multi-
plicity formula of Section 4 leading to the key formula given in 7.6. Finally
Section 8 discusses the modiﬁcation in the deﬁnition of the KPRV deter-
minants to take account of the rather subtle question of whether U sur-
jects to all locally ﬁnite endomorphisms of a generalized Verma module.
Unfortunately we are unable to prove the existence of such modiﬁed deter-
minants, nor to calculate them except in special cases.
5. WORKING OVER THE WEYL ALGEBRA
5.1. Recall the notation of 1.3 and let Z denote the polynomial
ring kz1 z2     zs. Set Z =  ⊗k Z and identify  with its canonical
image in Z . Then UZ identiﬁes with U ⊗k Z. A similar convention
is applied to subalgebras of . Let Zz denote the rank one Z module in
which the hα  α ∈ π ′ act by zero and in which hi acts by zi  i = 1 2     s.
Set Mπ ′ z = UZ ⊗Uz Zz and Iπ ′ Z = AnnUzMπ ′ z. The Conze
construction (1.2) gives an embedding ϕZz of UZ/Iπ ′ Z into Am s =
Am ⊗k Z.
Since the λi  i = 1 2     s, appear polynomially in the action of U
on Mπ ′ λ, it follows that
Iπ ′ = AnnUMπ ′ z =
⋂
λ∈
AnnUMπ ′ λ
for any Zariski dense subset  ⊂ ∗π ′ . Since  is reductive, the centre Zπ ′
of U/Iπ ′ is an image of the centre Z of U. Restricted to Z the
Harish-Chandra projection   U → U deﬁned by the decomposition
U = U ⊕ −U +U+ is injective. Thus we may identify Zπ ′
with its image Zπ ′ z in Z. (This subalgebra is obtained by replacing in
Zπ ′  each hα  α ∈ π ′ by zero and each hi by zi.) It thus makes sense to
deﬁne U/Iπ ′ ⊗Zπ′ Z and then the multiplication map gives a surjection
of this module onto UZ/Iπ ′ Z . This generalizes a construction given in
[GK] for π ′ = φ. Moreover in this case Iφ = 0 and after Kostant [K1],
U is a free module over Z. Unfortunately it is false that U/Iπ ′ is
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free over Zπ ′ , though it is often the case that UZ/Iπ ′ Z is free over Z.
On the other hand Am ⊗k Z is trivially free over Z, though we shall want
much better:
Proposition. There exists an ad U submodule Gm of Am ⊗k Z such
that multiplication gives an isomorphism
Gm ⊗k Z ∼−→ Am s
of U modules.
Proof. Extend the ﬁltration  on Am to a ﬁltration on Am s by taking
deg zi = 0, for all i. Then gr Am s = grAm ⊗k Z = Bm ⊗k Z, which
is injective by 3.6. Consequently Am s is injective. Let Z+ be the augmenta-
tion, that is, Z+ =
∑
Zzi. Since multiplication by zi is an isomorphism onto
its image, it follows that Am ⊗k Zzi is injective and hence so is Am ⊗k Z+.
Now take the gradation on Am s ∼= Q ⊗k P ⊗k Z which obtains from the
degree gradation on Q and on Z and the trivial gradation on P. With λi
replaced by zi in 13∗ one checks that this is a gradation of ad U mod-
ules. Since Am ⊗k Z+ is both a graded submodule and injective, it admits
a graded ad U stable complement Gm. As in say [D, 8.2.2] the assertion
of the proposition results.
5.2. Recall the notation of 4.5.
Corollary. Multiplication gives an isomorphism
FGm ⊗k Z ∼−→ FAm s
of Z modules.
Remark. This has a rather simpler direct proof which we sketch. First
we observe that Am is an ad U− module. This results either from the
isomorphism Mπ ′ zU− ∼= Mπ ′ 0U− ⊗ Zz, or by noting that for x ∈
−, the λi appear in the ϕx of 13∗ only through multiples of the identity
(by virtue of weight space decomposition). Taking − = −φ , we write A
−
m
simply as A
−
which we decompose into its weight subspaces A
−
−µ  µ ∈ π.
To proceed further it is convenient to let ϕ   ↪→ Am denote the Conze
embedding for the “special ﬁbre,” that is, when λ = 0, and ϕz   ↪→ Am s
for the “generic ﬁbre.” Of course for λ = 0, Am is a (graded) ad Uϕ
module and we set
F
−
−µ =
{
a ∈ A−−µ
∣∣ dimad Uϕa <∞}
We claim that the conclusion of the corollary results with
∗ FGm =
⊕
µ∈π
ad UϕzF
−
−µ
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For ∗ it is enough to show that dimad Uϕza < ∞  a ∈ A−−µ,
if and only if a ∈ F−−µ. The only if part follows by examining top degree
terms. Now F
−
−µ = 0 only if µ ∈ P+π and when this holds
∗∗ dim F−−µ = FAm  V µ = FEndMπ ′ 0  V µ
by 1.9. Consequently (again using 1.9) it sufﬁces to show that the inequality
FEndMπ ′ λ  V µ ≤ FEndMπ ′ 0  V µ
is in fact an equality on some dense subset  ⊂ ∗π ′ (and hence everywhere).
SinceMπ ′ 0 is projective in 	π ′ a standard calculation (10.7) shows that the
right hand side equals dim V µ
. On the other hand if  is the Zariski
dense set on which Mπ ′ λ is simple, then by [CD, 5.5] and Frobenius
reciprocity [D, 5.5.7] the left hand side equals dim V µ
 also. One may
also conclude that FGm  V µ = dim V µ
. This also results from
4.6; but the latter gives a much ﬁner result which we shall eventually need
(see 7.5).
5.3. Consider for the moment the case π ′ = φ. Let M be an
ad U stable submodule of U. From say [Jo4, 1.2, Lemma 1(i)] it
follows that λ is a zero of M if and only if M ⊂ AnnUV λ. Recall
that by a result of Kostant [K1] we can write
∗ U = ⊗k Z
for some ad U stable subspace  of U with
∗∗   V µ = dim V µ ∀µ ∈ P+π
Now ﬁx a basis vi ∈ V µ  i = 1 2     r = dim V µ. By ∗∗ there
exists a basis θµj rj=1 of HomUV µ and we set vµi j = θµj vi. We
may form the determinant Pµ = detvµi j. From [Jo4, 1.2, Lemma 1(iii)]
(or the preceding discussion) it follows that λ is a zero of Pµ if and only if
U/AnnV λ  V µ < dim V µ. The above determinants were ﬁrst
considered by Parthasarathy et al. [PRV] and computed by them.
Kostant and Rallis [KR] generalized ∗ to the case when  admits a
Cartan decomposition  =  ⊕ , corresponding to a real form 0 of .
They found that S was a free module over S. Then Kostant [K2]
described and calculated certain analogues of Pµ for the complexiﬁcation
 of the minimal parabolic 0 of the real form of . We shall call such
parabolics  minimal, even though they are not minimal parabolics of .
Our aim is to describe and calculate further different analogues of Pµ,
which we call KPRV determinants, for arbitrary parabolics. Here there are
some difﬁculties. The ﬁrst is that the inequality
∗∗∗ U/Ann Mπ ′ λ  V µ ≤ dim V µ
π′
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can be strict for certain λ ∈ ∗π ′ , µ ∈ P+π. To overcome this we work
inside FAλm which does have the expected multiplicities. Yet such a deter-
minant will only be a factor of a “true” KPRV determinant unless ∗∗∗ is
always an equality (for example, for  of type An). Given that UZ/Iπ ′ Z
is free over its centre Z one may describe implicitly the ratios of these
determinants, though we are not able to calculate them. (See 8.10.)
5.4. One does not really need triangular decomposition to deﬁne
the Harish–Chandra projection  . Since Mπ ′ Z is a Am s module with a
unique up to scalars (in Z) vector vz of weight z, it follows that a ∈ Am s
acts by a scalar az on vz. We deﬁne the Harish–Chandra projection 
on Am s onto Z, which we may identify with Sπ ′ , to be the projection
onto Am s deﬁned by weight space decomposition composed with the alge-
bra homomorphism a → az of Am s onto Z. Restricted to U/Iπ ′ , it
coincides with our previous deﬁnition. Set Mπ ′ λ = kerMπ ′ λ → V λ,
which we recall is the unique maximal submodule of Mπ ′ λ.
Lemma. Let M be an ad U submodule of Am s. Then for all λ ∈ ∗π ′
one has
λM
π′  = 0⇐⇒MMπ ′ λ ⊂Mπ ′ λ
Proof. Since Am s is a direct sum of simple ad 
π ′ submodules, there
exists a unique ad 
π ′ stable complementM1 toM
π′ inM . Again Zvz is just
the isotypical component of Mπ ′ z corresponding to the one dimensional

π ′ module of weight z. Set
N = ⊕
µ∈π\0
Mπ ′ zz−µ
Then N is the unique 
π ′ stable complement to Zvz. It follows that
M1vz ⊂ N and so
∗ λM
π′  = 0⇐⇒Mvλ ⊂ N
Yet M (resp. N) is ad U− (resp. U−) stable, so the right hand side
of ∗ is equivalent to MMπ ′ λ ⊂ N .
On the other hand sinceM is ad U stable andMMπ ′ λ is a U sub-
module of Mπ ′ λ, this last inclusion is equivalent to MMπ ′ λ ⊂ Mπ ′ λ.
Remark. Although V λ is not an Am s quotient ofMπ ′ λ it still makes
sense to deﬁne AnnAm sV λ = a ∈ Am s  aMπ ′ λ ⊂ Mπ ′ λ which is
a U bimodule and so in particular an ad U submodule of Am s.
However, we shall also see (10.2) that Mπ ′ λ is FGm stable.
on kprv determinants, ii 51
5.5. For each µ ∈ P+π ﬁx a basis vi ∈ V µ
π′  i = 1 2     r =
dim V µ
π′ . By the remark following 5.2, there exists a basis θµj rj=1 of
HomUV µGm and we set vµi j = θµj vi. We may now form our KPRV
determinant Pµπ ′ = detvµi j. As before 5.4 gives the:
Corollary. For all λ ∈ ∗π ′ one has
Pµπ ′ λ = 0⇐⇒ FGm/AnnFGmV λ  V µ < dim V µ
π′ 
Remark. Yet by 1.9 and 5.2, or by the Remark to 7.5, one has
FGm/AnnFGmMπ ′ λ  V µ = dim V µ
π′
and so for our KPRV determinants
Pµπ ′ λ = 0⇐⇒Mπ ′ λ is simple
This does of course hold for the original PRV determinants (correspond-
ing to the case π ′ = φ), but should be false for the “true” KPRV determi-
nants. This phenomenon will be rather well understood in the sequel (see
8.10 and 12.2).
5.6. The elements of ∗π ′ cannot be antidominant (if π
′ = φ). How-
ever, we can introduce a subset ∗−π ′ of elements which are as antidominant
as possible. Explicitly
∗−π ′ =
{
λ ∈ ∗π ′
∣∣λ+ ρβ∨ ∈ + ∀β ∈ ++\+′+}
Proposition. For all λ ∈ ∗−π ′ , and all µ ∈ P+π, one has
(i) Mπ ′ λ is simple.
(ii) U/AnnMπ ′ λ  V µ = dim V µ
π′ .
Proof. Part (i) is due to Jantzen; combine [J1, Satz 11; J2, Lemma 1].
Part (ii) is due to Conze-Berline and Duﬂo; combine [CD, 2.12 and 6.3].
Another proof is given in [GJ, 5.2].
5.7. It follows from 5.5 and 5.6 that the zeros of Pµπ ′ lie in the
countable many hyperplanes
Hβn =
{
λ ∈ ∗π ′
∣∣λ+ ρβ∨ = n}  n ∈ + β ∈ ++\+′+
in ∗π ′ . Taking the base ﬁeld to be uncountable it follows that P
µ
π ′ is a
product of linear factors. Actually we can avoid this inelegance through the:
Lemma. Fix µ ∈ P+π. Then there exists a positive integer n0 such that
the zeros of Pµπ ′ lie in the ﬁnitely many hyperplanes Hβn  β ∈ ++\+
′+,
0 < n ≤ n0.
52 joseph and letzter
Proof. This follows closely 2.5. Since V µ occurs in FAλm with ﬁnite
multiplicity there exists a positive integer n1 such that  n1Aλm contains the
sum N of all indecomposable injectives whose socle is isomorphic to V µ.
Now  n1Aλmvλ is a ﬁnite dimensional  stable submodule of Mπ ′ λ so
we can choose µ ∈ π such that
 n1Aλmvλ ⊂
⊕
ν≤µ
Mπ ′ λλ−ν =M
Now choose n0 ∈ + such that n0β ≤ µ, for all β ∈ ++\+′+ and λ ∈ ∗π ′
such that λ + ρβ∨ ≥ n0, for all β ∈ ++\+′+. Then the restriction of
Mπ ′ λV λ to M is injective.
Now suppose Pµπ ′ λ = 0. Then by 5.4, the choice of N , and the deﬁnition
of Pµπ ′ , there exists a submodule V of N isomorphic to V µ such that
VMπ ′ λ ⊂ Mπ ′ λ. However, then Vvλ ⊂ M ∩Mπ ′ λ = 0. Since V is
ad U stable, this implies VMπ ′ λ = 0, which contradicts the fact that
Mπ ′ λ is a faithful Aλm module.
5.8. Since the KPRV determinants take their values in Sπ ′  it
is necessary to decompose ++\+′+ into equivalence classes of “restricted
roots.” Explicitly αβ ∈ ++\+′+ belong to the same class if they take the
same value on π ′ . The space spanned by the root vectors corresponding
to a given class is an 
 module under adjoint action which is furthermore
simple by a result of Kostant [Jo6, 2.1]. Let ++π ′ denote the set of lowest
weight vectors of these 
 modules and for each α ∈ ++π ′ , let ++\+
′+α
denote the corresponding class. Since multiples of restricted roots can arise,
it is convenient to let ++\+′+β denote the union of classes ++\+′+α
having proportional restrictions, taking β to be any element of this union.
By 5.7 we obtain:
Proposition. Fix µ ∈ P+π. Then for all α ∈ ++\+′+ and integer n > 0,
there exists an integer dnαµ such that, up to a non-zero scalar
Pµπ ′ λ =
∞∏
n=1
∏
α∈++\+′+
λ+ ρ α∨ − ndnαµ
for all λ ∈ ∗π ′ .
Remark. This is similar to Jantzen’s presentation in [J2, Satz 2]. Like-
wise the dnαµ are not uniquely determined and it will be convenient
to admit negative values. It is only appropriate sums over each ++\+′+β
which are unique and non-negative. However, such a presentation turns out
to be very cumbersome.
Proof. By 5.7, the zero variety of Pµπ ′ is a ﬁnite union of some of the
hyperplanes Hβn  β ∈ ++\+′+, n ∈ +, from which the assertion follows.
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6. PRINCIPAL TERMS
6.1. It is fairly well known that the Conze embedding admits a geo-
metric interpretation obtained on replacing commutator by Poisson brack-
ets. This was already indicated in the work of Vergne [V] and detailed
more fully in [Jo1] which is unfortunately unpublished. We ﬁrst explain
these considerations in their most banal form and apply them to comput-
ing the principal terms of the KPRV determinants.
6.2. Recall the linear isomorphism Q⊗k P⊗k Z ∼−→Am s and the
consequent gradation  obtained by taking the degree gradation on Q and
on Z and the trivial gradation on P. Replacing λi by zi in 13∗ deﬁned
the “generic embedding” ϕz  U/Iπ ′ ↪→ Am s. Furthermore (as already
noted in 5.1) this gradation is stable under the adjoint action of U
deﬁned through this embedding. Now we may also consider the linear iso-
morphism Q⊗k P⊗Z ∼−→∼Pm s onto the polynomial algebra on variables
q−α pα  α ∈ ++\+′+, zi = 1 2     s, thereby given a similar gradation
also denoted by . Now Pm s has the further structure of a Poisson alge-
bra with Poisson bracket deﬁned on generators by pα q−α = 1, for all
α ∈ ++ \ +′+ with all other brackets on generators being zero. Similarly let
Pm
∼←−Q⊗k P denote the graded Poisson subalgebra of Pm s obtained by
omitting the zi variables.
Now deﬁne ϕ0z   ↪→ Pm s by the same formulae as above. One checks
(from the linearity in the q−α) that{
ϕ0zx ϕ0zy
} = ϕ0zx y ∀x y ∈ 
Moreover deg ϕ0zx = 1, for all x ∈ . Giving S its standard Poisson
bracket and canonical gradation we conclude that ϕ0z extends to a Poisson
algebra homomorphism of S into Pm s of graded algebras. Furthermore
since the adjoint actions
a → ϕzx a resp. a → ϕ0zx a  x ∈ 
on Am s (resp. Pm s) coincide on each gradation step, it follows that Am s
and Pm s are isomorphic as U modules. In particular by 5.2, the locally
ﬁnite part FPm s takes the form Hm⊗k Z, where Hm is a U submodule
satisfying in particular
∗ Hm  V µ = dim V µ
 for all µ ∈ P+π
6.3. Retain the above notation and set Jπ ′ = ker ϕ0z. Then ϕ0z fac-
tors to a graded Poisson algebra injection of S/Jπ ′ into the domain
FPm s. In particular Jπ ′ is a prime ideal stable under Poisson bracket
and homogeneous with respect to  (and hence with respect to the canon-
ical gradation on S). Extend the adjoint action of  to an action of the
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adjoint group G. Then Jπ ′ is G stable and hence the ideal of deﬁnition of
a union  of coadjoint orbits. It is easy to describe the semisimple orbits
(that is, those orbits consisting of ad-semisimple elements) in  having
maximal dimension 2m. Indeed set

∗reg
π ′ =
{
λ ∈ ∗π ′
∣∣λβ = 0 ∀β ∈ +\+′}
Specialize zi to λi  i = 1 2     s taking λ ∈ ∗π ′ to be deﬁned as in 1.3.
Then ϕ0z specializes to a Poisson algebra homomorphism ϕ
0
λ of S into
Hλm. (Here we note that the elements of Hm depend on z and we denote
by Hλm the corresponding space of elements obtained on specialization at
λ.) Examining the Conze construction it easily follows that ϕ0λxq−α=pα= 0
vanishes on any weight vector x of non-zero weight (just by weight
space considerations) while on  it is given by ϕ0λhq−α=pα=0 = hλ.
Thus the ideal of S obtained as the kernel of the composed map
S ∼−→ϕ0λHλm q−α=pα=0→ k is just the point λ ∈ ∗ viewed as element of ∗
by setting λxα = 0, for all α ∈ +. A fortiori λ belongs to ideal of deﬁni-
tion of ker ϕ0λ and hence to  . Let R be the reductive subgroup of G with
Lie algebra 
. If λ ∈ ∗regπ ′ , then StabGλ = R and so Gλ has dimension dim
G − dimR = 2m.
Lemma. Take λ ∈ ∗regπ ′ . Then
(i) Gλ ⊂  is a semisimple orbit of maximal dimension.
(ii) ϕ0λ factors to an isomorphism of S/ ker ϕ0λ onto Hλm.
(iii) The zero variety of ker ϕ0λ is just the (closed) orbit Gλ.
Proof. Part (i) has already been established. Part (ii) follows from
62∗ and [D, 8.3.5(iii)]. Obviously Hλm identiﬁes with a subalgebra of
the polynomial ring Q ⊗k P and so ker ϕ0λ is prime. Then comparison of
dimensions gives (iii).
Remarks. Since  is irreducible and admits⋃
λ∈∗reg
π′
Gλ
as a dense subset, it follows that  is the closure of a sheet 0 in the sense
of [B]. The semisimple elements of a sheet are just the regular semisimple
elements of a Levi factor which obviously is 
 in the present case. Thus the
construction of (i) exhausts all the semisimple orbits in 0, that is, all those
of maximal dimension 2m in  . Again [B, 3.2] any sheet contains a unique
nilpotent orbit which in this case is just the Richardson orbit deﬁned by
π ′, namely the unique dense orbit in the irreducible variety G. One may
remark that G is closed in  since  is closed and P stable while G/P is
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complete (see [B, 2.2]). Let J be the ideal of deﬁnition of G. One of the
difﬁculties of studying KPRV determinants is that the inequality
S/J  V µ ≤ dim V µ

may be strict (see Remark to 8.3).
6.4. In virtue of 62∗ we may deﬁne a classical KPRV deter-
minant, through a procedure analogous to 5.5. However, since S is
commutative we may also proceed as follows. For each µ ∈ P+π, ﬁx
a basis uiri=1 of V µ
 and a basis θµj rj=1 of HomUV µHm setting
u
µ
i j = θµj ui. Deﬁne
Qµπ ′ = det uµi j
Recall that  restricts to a gradation of Hm. Thus we can assume Imθ
µ
j con-
sists of homogeneous polynomials of degree, say dµj . Let  Qµπ ′ be obtained
from Qµπ ′ by setting q−α = pα = 0. Notice that  Qµπ ′ takes values in Z which
we can identify (as before) with Sπ ′ . Let N be the normalizer of R in G.
It is clear that N leaves π ′ = Cent 
 invariant.
Proposition. For all µ ∈ P+π one has
(i)  Qµπ ′ is a non-zero homogeneous polynomial of degree
∑r
j=1 jd
µ
j .
(ii) k Qµπ ′ is a one dimensional N/R module.
(iii) Up to a non-zero scalar,  Qµπ ′ is just the leading term of Pµπ ′ .
Proof. (i) View λ ∈ ∗regπ ′ as an element of ∗ by taking λxα = 0,
for all α ∈ + (as before). By 6.3(iii) we may identify Hλm with S/ ker ϕ0λ
and then evaluation of the former at q−α = pα = 0 corresponds to eval-
uation of the latter at λ. Observe that  Qµπ ′ λ is obtained by evaluating
the uµi j at q−α = pα = 0 and zi = λi. Should this determinant be zero
we could ﬁnd a copy of V µ in S/ ker ϕ0λ for which V µ
 vanishes
at λ. Since StabGλ = R it follows that λ vanishes on the zero weight
space of the 
 stable complement to V µ
 in V µ and hence by weight
space considerations V µ vanishes at λ. Yet V µ is G stable and so
V µ vanishes on Gλ. This contradicts 6.3(iii). We conclude that  Qµπ ′
is non-zero. Moreover its zero variety lies in ∗π ′ \∗regπ ′ and so  Qµπ ′ is a
product of elements of ++π ′ (notation 5.8). This will also follow from (iii)
and 5.8.
It is clear that (with respect to )
deg Qµπ ′ =
r∑
j=1
jd
µ
j 
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Yet evaluation at q−α = pα = 0 to obtain  Qµπ ′ is just factoring by the ideal
generated by the augmentation of the polynomial ring Pm. Since this ideal
is homogeneous,  Qµπ ′ , which is non-zero, must have the same degree. This
proves (i).
(ii) Clearly V µ
 is N invariant and hence the determinant Qµπ ′
generates a one dimensional N module (which may be identiﬁed with 7r
V µ
). One may check, from the Conze embedding or by using weight
space decomposition, that both P and S− are graded 
 modules. Invert-
ing the matrix Pβα in 14∗ it follows that Q is also a graded 
 module.
Moreover Q
 = P
 = k. One may conclude that both augmentations Q+
and P+ are N invariant and so evaluation at q−α = pα = 0 is an N equi-
variant map of Q⊗k P⊗k Z onto Z = Sπ ′ . Since π ′ = Cent 
, it follows
that π ′ admits a trivial action of R. These observations prove (ii).
(iii) We may obtain  Qµπ ′ by ﬁrst evaluating the matrix elements uµi j at
q−α = pα = 0 and then computing their determinant. Yet the uµi j are just
the symbols of the matrix elements vµi j of 5.3 with respect to . Then from
the deﬁnition of  it follows that vµi j = uµi j q−α=pα=0 in top degree.
Since  Qµπ ′ = 0, the assertion results.
Remark 1. It is clear that the restriction of the evaluation q−α = pα = 0
to S/ ker ϕ0z is just restriction of functions to ∗π ′ .
Remark 2. The dµj may be computed through 4.6. By (i), (iii) we may
deduce a precise (and important) formula for deg Pµπ ′ .
Remark 3. In spite of 6.3(ii), Hm itself need not be contained in Imϕ0z.
This already arises in type B2 when π ′ is the long root. (See 12.2.) Again
S/ ker ϕ0z need not be free over its  invariant subalgebra. This already
occurs in type A2 when π ′ = 1. (See 12.1.)
7. COMPUTING THE DEGREE SUMS
7.1. We compute the dµj and particularly their sums appearing in
the conclusion of 6.4(i) using 4.6. The analysis follows closely [Jo7, 8.6,
8.7] but with a technical improvement which results from the use of the
Macdonald inner product.
7.2. It is convenient (as usual) to represent the elements of Pπ
by exponentials so that the group ring Pπ can be written as  linear
combinations of the eα  α ∈ Pπ. Recall that we may extend the map
eα → e−α linearly to an involution a → a¯ of Pπ. Given a ∈ Pπ,
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let a0 denote the coefﬁcient of e0. Then the Macdonald inner product
"a b# is deﬁned to be
"a b# =
[
a¯b
∏
α∈+
1− eα
]
0
=
[
ab¯
∏
α∈+
1− eα
]
0

Take µ ν ∈ P+π. Through the Weyl character formula we obtain (the
well-known fact) that
∗
"ch V µ ch V ν#=
[ ∑
x y∈W
−1:x+:ye−xµ+ρeyν+ρ
]
0
= δµ νW 
where δ is the Kronecker delta. Let " #′ denote the corresponding inner
product taken with respect to π ′. Here we use W ′ to denote the subgroup
of W generated by the reﬂections deﬁned by π ′. The use of the Macdonald
inner product instantly settles a question raised in [GJ, Remark to 5.3],
namely one has the:
Lemma. For all µ ∈ P+π, one has
dim V µ
π′ = ∑
w∈W ′
−1:w dim V µρ−wρ
= ∑
w∈W ′
−1:w dim V µwρ−ρ
Proof. By ∗ above
dim V µ
 = 1W ′
[ ∏
α∈+′
1− eαch V µ
]
0
= 1W ′
[ ∑
x y∈W ′
−1:x+:yexρ−ρe−yρ−ρch V µ
]
0

by the Weyl denominator formula. The W ′ invariance of ch V µ and of
 0 allows one to make a change of variables and to conclude that the right
hand side equals[ ∑
w∈W ′
−1:we−ρ−wρch V µ
]
0
= ∑
w∈W ′
−1:w dim V µρ−wρ
Finally dim V µρ−wρ = dim V µw−1ρ−ρ, so interchanging w and w−1
gives the last equality.
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Remark. A similar analysis shows that
V µ   = ∑
w∈W ′
∑
α∈++\+′+
−1:w dim V µρ−wρ+α
In particular the right hand side is positive.
7.3. Recall with respect to  that dµj is just the multiplicity of V µ
in the jth gradation step of Hm. By 5.2 and the corresponding isomorphism
for FPm s this is just the multiplicity of V µ in the jth gradation step of
grFGm or in grFAλm, for any λ ∈ ∗π ′ . This gives the:
Lemma. For all λ ∈ π ′ one has∑
µ∈P+π
∑
j∈+
d
µ
j q
j ch V µ = chqFAλm
7.4. Set Rµq =∑j∈+ dµj qj .
Proposition. For all µ ∈ P+π one has
Rµq =
[ ∑
w∈W
−1:wew·µ ∏
α∈++\+′+
1− qeα−1
]
0

Proof. By 4.6, 7.2, and 7.3 we obtain
Rµq = 1W  "JD
′
q ch V µ#
= 1W 
[ ∑
w∈W
ch V µ ∏
α∈++
1− eα−1:w
×w ·
( ∏
α∈++\+′+
1− qeα−1
)]
0

Writing
∏
α∈++\+′+1 − qeα−1 as
∑
χ e
χf χ, where f χ ∈ kq, the right
hand side above becomes
= 1W 
[ ∑
x y∈W
−1:x+:yey·µ∑
χ
ex·χf χ
]
0
=
[ ∑
w∈W
−1:wew·µ∑
χ
eχf χ
]
0
which gives the required result.
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7.5. We may now compute the required sums.
Theorem. For all µ ∈ P+π one has
(i)
∑
j∈+ d
µ
j = dim V µ
.
(ii)
∑
j∈+ jd
µ
j =
∑
n∈+
∑
w∈W ′
∑
α∈++\+′+−1:w dim V µ−nα+wρ−ρ.
Proof. (i) The left hand side is just Rµ1 which by 7.4 equals[
ch V µ ∏
α∈+′+
1− eα
]
0
=
[
ch V µ ∑
w∈W ′
−1:weρ−wρ
]
0

by the Weyl denominator formula
= ∑
w∈W ′
−1:w dim V µwρ−ρ = dim V µ
 by 7.2
(ii) The left hand side is just the ﬁrst derivative of Rµq evaluated
at q = 1. By 7.4 this equals[
ch V µ
( ∑
w∈W ′
−1:weρ−wρ
)( ∑
α∈++\+′+
eα/1− eα
)]
0
which is just the right hand side.
Remark. Of course the left hand side of (i) is just FAλm  V µ.
7.6. Recall that Pµπ ′ is an element of Sπ ′  and the latter is given
the canonical ﬁltration. From 5.8, 6.4, and 7.5 we obtain the crucial identity.
Corollary. For all µ ∈ P+π one has∑
n=1
∑
α∈++\+′+
dnαµ
= ∑
n∈+
∑
w∈W ′
∑
α∈++\+′+
−1:w dim V µ−nα+wρ−ρ
8. CONFLUENT TYPE
8.1. We start by reviewing in a fairly elementary manner some con-
clusions of the work of Borho and Kraft [BK], Borho and Brylinski [BB],
and of Borho [B]. We remark that the work of Borho and Brylinski has
been taken a little further by Soergel [S].
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8.2. Recall the notation of 1.3 and 6.2. In particular for all
λ ∈ ∗π ′ there is an algebra (resp. Poisson algebra) homomorphism
ϕλ  U → Am (resp. ϕ0λ  S → Pm). Observe that ϕ0λ is a homomor-
phism of graded algebras (cf. 6.2) if (and only if) λ = 0.
Lemma. For all λ ∈ ∗π ′ one has
(i) gr Im ϕλ = Im ϕ00.
(ii) The zero variety π ′ of ker ϕ
0
0 is the closure of the unique nilpotent
orbit  0π ′ in 0.
Proof. (i) Since grAm identiﬁes with Pm which is a domain, it fol-
lows that grϕλU is generated by the grϕλx = ϕ00x  x ∈ . This
gives (i).
(ii) Obviously ker ϕ00 is a prime G-stable homogeneous ideal contain-
ing ker ϕ0z. It remains to note that dimπ ′ = 2m which obtains from (i)
and the Gelfand–Kirillov dimension estimate dU/ker ϕλ = 2m. (See
[Jo2, 2.8], for example.)
Remark. Let Sπ ′  denote the algebra of regular functions on π ′ .
Then Sπ ′  = S/ker ϕ00.
8.3. Let 0 denote the canonical ﬁltration on U as well as the
induced ﬁltration on ker ϕλ and on U/ker ϕλ. Borho and Brylinski [BB,
Theorem 5.6] showed that 0 and  coincide on U/ker ϕ0 if (and only
if) the moment map G×P → G is birational with normal image. (Bira-
tionality is equivalent to the equality Gx = Px of centralizers at one (and
hence every) x ∈  0π ′ . One always has G0x = P0x (connected components)
and so it is sufﬁcient, but not necessary that Gx be connected. For exam-
ple, if one takes the gradation of  deﬁned by the semisimple element h of
the 2 triple x h y then the subspace formed from elements of degree
≥ 0 is a parabolic subalgebra  and the corresponding parabolic group P
(called the Dynkin parabolic) satisﬁes birationality.)
The importance of this result is that  = 0 implies gr0ker ϕ0 is prime
and moreover [BB, Theorem 5.6] the converse is also true. One already
knew that
∗ U/ker ϕ0  V µ = dim V µ
 ∀µ ∈ P+π
(at the time via AnnMπ ′ 0 = AnnMπ ′ −2ρ − ρπ ′ , and the Conze–
Berline–Duﬂo result 5.6(ii), though one can also use the projectivity of
Mπ ′ 0 in 	π ′ , see 10.7). Hence one may conclude that if  = 0 then
∗∗ Sπ ′   V µ = dim V µ
π′  ∀µ ∈ P+π
(Borho and Kraft [BK, Theorem 6.3] had previously shown that ∗ holds
when π ′ is normal and Gx  x ∈  0π ′ is connected.)
on kprv determinants, ii 61
When ∗∗ holds we shall say that π ′ (equivalently π ′ or P) is of conﬂu-
ent type.
Lemma. Suppose π ′ is of conﬂuent type. Then
U/ker ϕλ  V µ = dim V µ
π′
for all λ ∈ ∗π ′ , µ ∈ P+π.
Proof. Since vλ = 0, it follows that the zero variety of gr0ker ϕλ
contains G = π ′ . Hence ker ϕ00 ⊃ gr0ker ϕλ. Then for all µ ∈ P+π
one has
S/ker ϕ00  V µ ≤ U/ker ϕλ  V µ
≤ Aλm  V µ
= dim V µ
 by 7.5(i)
Thus for conﬂuent type equalities hold throughout.
Remark. By noting the Gelfand–Kirillov estimate in 8.2(ii), it follows that
ker ϕ00 is a minimal prime over gr0ker ϕλ. In fact ker ϕ
0
0 =
√
gr0ker ϕλ
by [BB, Jo3]. By ∗ we must have ker ϕ00 gr0ker ϕ0 and so ∗∗ is in
general an inequality outside conﬂuent type. Thus conﬂuence is equivalent
to the condition  = 0. This result is also clear from [BB].
8.4. To describe Sπ ′  we need the:
Lemma. ad US is κ stable.
Proof. It is enough to show that ad US = ad US−.
These spaces are spanned by elements of the form gxn  g ∈ G, n ∈ 
with x ∈  (resp. −) or indeed in Zariski dense subsets. Yet the unique
dense orbits in G and in G− both coincide with the unique nilpotent
orbit in 0, so the assertion follows. (Of course G = G− trivially if
−1 ∈ W . This last property mainly fails in type An, but then the dense
orbits in G and G− coincide already by Jordan normal form.)
8.5. Let K be the Killing form and Kn = K×K× · · · ×K (n times)
the resulting G invariant non-degenerate form on Sn. Then  =
⋃
Kn
is a G invariant non-degenerate form on S. Let Iπ ′  denote the ideal
of deﬁnition of π ′ .
Lemma. (i) Iπ ′  is the orthogonal complement of ad US
in S.
(ii) The sum Iπ ′  + ad US− is direct and equals S.
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Proof. (i) We identify  with ∗ through K. Take a ∈ Sn. Then for all
ν ∈ ∗ one has aν = Kna νn. Consequently
a ∈ IG ⇐⇒ Kna gνn = 0 ∀g ∈ G ν ∈ −
⇐⇒ Kna ad USn− = 0
This gives (i). Then (ii) follows by say [Jo5, 2.5], 8.4, and the ﬁnite dimen-
sionality of each Sn.
Remark. Consequently ad US− identiﬁes with Sπ ′  as is pre-
sumably well-known.
8.6. Recall that the symmetrization map s  S → U satisﬁes
ad xsa = sad xa, for all x ∈ , a ∈ S.
Corollary. For conﬂuent type
ad UU−  V µ = dim V µ

for all µ ∈ P+π.
Proof. This follows from 8.3∗∗, 8.5(ii), and the above remark.
8.7. Set  = ad UU−. After Kostant [K1] the multiplica-
tion map gives an isomorphism ⊗  → U.
Lemma. For all λ ∈ ∗π ′ one has
(i) The restriction of ϕλ to ad UU− is injective.
(ii)  and 0 coincide on ϕλad UU−.
Identify ad UU− with its image under ϕz in FAm s.
(iii) The multiplication map gives an injection of ad UU− ⊗
π ′ into FAm s.
Proof. (i) Suppose a ∈ ker ϕλ ∩ ad UU−. Then gr0a ∈
ker ϕ00 ∩ ad US− which contradicts 8.2(ii) combined with 8.5(ii).
(ii) Take a ∈ ad UU− non-zero with gr0a of gradation
degree n. Since ϕ00gr a is non-zero (as above) it equals gr ϕλa.
Finally recall that ϕ00 is a homomorphism of graded algebras (8.2).
(iii) If not we would have a ﬁnite sum∑
ai ⊗ yi  ai ∈ ad UU− yi ∈ Zπ ′
whose image under ϕz and hence every ϕλ  λ ∈ ∗π ′ is zero. Consequently
we would have ∑
ϕλaiϕλyi = 0 ∀λ ∈ ∗π ′ 
Yet the ϕλyi are scalars whose values separate linearly independent yi.
Hence (iii).
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Remark. Unlike the Borel case the image of ad UU− ⊗ Z
under ϕz may be strictly smaller than that of U.
8.8. Recall the notation of 5.1 and set K = FractZ. Extend the
embedding ϕZz  UZ/Iπ ′ Z ↪→ FGm ⊗k Z by extension of scalars to an
embedding ϕKz  UZ/Iπ ′ Z ⊗Z K ↪→ FGm ⊗k K. By 5.6(ii), ϕZz special-
izes to an isomorphism for all λ ∈ ∗−π ′ . Thus ϕKz is an isomorphism. For
each µ ∈ P+π, let FGmµ denote the isotypical component of type µ,
that is, corresponding to V µ. By 7.5(i), FGmµ is ﬁnite dimensional and
so we conclude that
Iµ =
{
z ∈ Z ∣∣ zFGmµ ⊗k Z ⊂ Im ϕZz }
is non-zero.
Proposition. For conﬂuent type ϕZz restricts to an isomorphism of
ad UU− ⊗k Z onto FGm ⊗k Z
Proof. Deﬁne Iµ as above, but with respect to the image of this restric-
tion of ϕZz . Then by 8.6 and 8.7(i) the zero set of Iµ is empty as required.
Remark. Suppose that 8.3∗∗ holds. Then by 8.7(ii) and the above
we conclude that 0 and  coincide. This does not quite recover the
Borho–Brylinski result [BB, Theorem 5.6] from Borho and Kraft [BK,
Theorem 6.3] because the former show that 8.3∗∗ holds under slightly
weaker conditions. One may say that the non-commutative method of the
former gives a slightly better result than the algebraic geometry of the
latter!
8.9. Deﬁne Iµ as in 8.8 and let  Iµ denote its zero set. It is clear
that
 Iµ =
{
λ ∈ ∗  Im ϕλ  V µ < dim V µ

}

In general this is non-empty. We should really like to calculate
 Iµ ∪  Pµπ ′ 
and even scheme theoretically. We already have some information on
 Iµ. For example, the Conze–Berline–Duﬂo result 5.6(ii) already shows
that  Iµ does not meet ∗−π ′ . Again set
∗+π ′ =
{
λ ∈ ∗π ′
∣∣ λ+ ρβ∨ ∈ −+ ∀β ∈ ++\+′+}
Now Mλ  λ ∈ ∗+π ′ is projective in 	π ′ and so we have a surjection
FEnd MλFMλMπ ′ λ. Yet (see [BG, 3.6], for example) the
action of U on Mλ gives an isomorphism U/AnnMλ ∼−→∼
FEnd Mλ. The composition of these two maps factors to an iso-
morphism of U/AnnMπ ′ λ onto FEnd Mπ ′ λ. Combined with the
remarks in 5.2 we may conclude that:
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Lemma. For all µ ∈ P+π the zero set  Iµ does not meet either ∗−π ′
or ∗+π ′ .
8.10. Although U/Iπ ′ is not always free over Zπ ′ one could hope
that there exists an ad U invariant subspace m such that the multipli-
cation map gives an isomorphism
∗ m ⊗k Z ∼−→ UZ/Iπ ′ Z
Suppose ∗ holds and let mµ denote the isotypical component of m
of type µ ∈ P+π. Choose bases hµi ri=1 resp. fµi ri=1  r = dim V µ

of m−µ (resp. FGm−µ ). Through the embedding ϕZz there exists
y
µ
i j ∈ Z such that
h
µ
i =
r∑
j=1
y
µ
i jϕ
Z
z fµj 
Set
Cµπ ′ = det yµi j
It is immediate that Iµ is just the principal ideal generated by C
µ
π ′ . Thus
 Iµ is either empty or a hypersurface lying by 8.9 in countably many
hyperplanes. Since we can assume the base ﬁeld uncountable without loss
of generality, it follows that Cµπ ′ can only have linear factors (as does P
µ
π ′).
We shall show in Part III how to compute Pµπ ′ . Here the key identity
is 7.6 arising from our computation of deg Pµπ ′ . To similarly compute C
µ
π ′
(if it exists!) by this method we would also need to know its degree. The
“true” KPRV determinants should be considered to be the Cµπ ′P
µ
π ′ . Indeed
we expect the quantum KPRV determinants to specialize to the latter. For
example, this holds in type B2 with π ′ corresponding to the long root and
V µ to the ﬁve dimensional irreducible representation. (See 12.2.)
INDEX OF SUPPLEMENTARY NOTATION TO PART II
Symbols appearing frequently are given below together with the subsec-
tion where they are deﬁned. See also Index of Notation to Part I [Jo8],
5.1. Z Z Zz Mπ ′ z Iπ ′ Z ϕZz  Am s Iπ ′ Zπ ′  Gm.
5.3. Pµ.
5.4. Mπ ′ λ.
5.5. Pµπ ′ .
5.6. ∗−π ′ .
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5.7. Hβn.
5.8. ++π ′ ++\+
′+α ++\+′+β dnαµ.
6.2. Pm s     Pm ϕ0z FPm s Hm.
6.3. Jπ ′   
∗reg
π ′  ϕ
0
λ H
λ
m R G 0.
6.4. Qµπ ′ d
µ
j   Qµπ ′ N.
7.2. "  # (Part II only),  0 "  #′ W ′.
8.2. π ′ 
0
π ′  π ′ .
8.8. K ϕKz  Iµ.
8.9.  Iµ ∗+π ′ .
8.10. Cµπ ′ .
REFERENCES
[B] W. Borho, U¨ber Schichten halbeinfacher Lie-Algebren, Invent. Math. 65 (1981),
283–317.
[BB] W. Borho and J.-L. Brylinski, Differential operators on homogeneous spaces. I. Irre-
ducibility of the associated variety for annihilators of induced modules, Invent. Math.
69 (1982), 437–476.
[BG] I. N. Bernstein and S. I. Gelfand, Tensor products of ﬁnite and inﬁnite dimensional
representations of semisimple Lie algebras, Compositio Math. 41 (1980), 245–285.
[BK] W. Borho and H. Kraft, U¨ber bahnen und deren Deformationen bei linearen Aktio-
nen reduktiver Gruppen, Comment. Math. Helv. 54 (1979), 61–104.
[CD] N. Conze-Berline and M. Duﬂo, Sur les repre´sentations induites des groupes semi-
simples complexes, Compositio Math. 34 (1977), 367–336.
[D] J. Dixmier, “Alge`bres enveloppantes,” Cahiers Scientiﬁques, Vol. 37, Gauthier–
Villars, Paris, 1974.
[GJ] O. Gabber and A. Joseph, On the Bernstein–Gelfand–Gelfand resolution and the
Duflo sum formula, Compositio Math. 43 (1981), 107–131.
[GK] I. M. Gelfand and A. A. Kirillov, The structure of the Lie ﬁeld connected with a split
semisimple Lie algebra, Funct. Anal. Appl. 3 (1969), 6–21.
[H] W. H. Hesselink, Characters of the nullcone, Math. Ann. 252 (1980), 179–182.
[J1] J.-C. Jantzen, Zur Charackterformel gewisser Darstellungen halbeinfacher Gruppen
und Lie-Algebren, Math. Z. 140 (1974), 127–149.
[J2] J.-C. Jantzen, Kontravariante Formen auf induzierten Darstellungen halbeinfacher
Lie-Algebren, Math. Ann. 226 (1977), 53–65.
[Jo1] A. Joseph, The Gelfand–Kirillov conjecture in classical mechanics and quantization,
preprint, IHES, 1974 (unpublished).
[Jo2] A. Joseph, Gelfand–Kirillov dimension for the annihilators of simple quotients of
Verma modules, J. London Math. Soc. (2) 18 (1978), 50–60.
[Jo3] A. Joseph, On the associated variety of a primitive ideal, J. Algebra 88 (1985), 509–
523.
[Jo4] A. Joseph, Enveloping algebras: Problems old and new, in “Lie Theory and Geom-
etry” (J.-L. Brylinski et al., Eds.), Progress in Mathematics, Vol. 123, pp. 385–413,
Birkha¨user, Boston, 1994.
66 joseph and letzter
[Jo5] A. Joseph, On a Harish–Chandra homomorphism, C.R. Acad. Sci. 324 (1997), 759–
764.
[Jo6] A. Joseph, The orbital varieties of the minimal orbit, Ann. E´cole Norm. Sup. Se´r. 4
31 (1998), 17–45.
[Jo7] A. Joseph, Sur l’annulateur d’un module de Verma, Lecture Notes, Montreal, 1997.
[Jo8] A. Joseph, On the Kostant–Parthasarathy–Ranga Rao–Varadarajan Determinants, I.
Injectivity and Multiplicities, J. Algebra 241 (2001), 27–45.
[K1] B. Kostant, Lie group representations on a polynomial ring, Amer. J. Math. 85 (1963),
327–404.
[K2] B. Kostant, On the existence and irreducibility of certain series of representations,
in “Lie Groups and Their Representations” (I. M. Gelfand, Ed.), Summer School
Conf. Budapest, 1971, pp. 231–331, Halsted/Wiley, Press, 1975.
[KR] B. Kostant and S. Rallis, Orbits and representations associated with symmetric spaces,
Amer. J. Math. 93 (1971), 753–809.
[PRV] K. R. Parthasarathy, R. Ranga Rao, and V. S. Varadarajan, Representations of com-
plex semisimple Lie groups and Lie algebras, Ann. Math. 85 (1967), 383–429.
[S] W. Soergel, Universalle versus relative Einhu¨llende: Eine geometrische Untersuchung
von Quotienten von universellen Einhu¨llenden halbeinfacher Lie-Algebren, Math.
Ann. 284 (1989), 177–198.
[V] M. Vergne, La structure de Poisson sur l’alge`bre syme´trique d’une alge`bre de Lie
nilpotente, Bull. Soc. Math. France 100 (1972), 301–335.
