Light-sheet-based microscopy [single-plane illumination microscope (SPIM)] performs very well at low numerical apertures. It complements conventional (FM), confocal (CFM), and two-photon fluorescence microscopy (2h-FM) currently used in modern life sciences. Lateral and axial SPIM point spread function (PSF) extents are measured by using fluorescent beads to determine the 3D resolution. The results are compared with values derived from an analytical theory and numerical simulations. The discrepancies are found to be less than 5%. The axial extent of a SPIM-PSF ͑10ϫ / 0.3 W͒ is approximately 5.7 m. This value is almost a factor of 2 smaller than in CFM, more than 2.5 times smaller than in FM, and more than three times smaller than in 2h-FM. SPIM outperforms 2h-FM and FM, while CFM has a better axial resolution at NAs above 0.8.
Microscopy applications in the life sciences require objective lenses with low to medium magnifications and large free-working distances (FWD). Such lenses have low numerical apertures (NA). The axial resolution of every single-lens fluorescence microscope is dramatically poorer than the lateral resolution at low NAs. The fundamental principle of confocal theta microscopy 1 was introduced to overcome the poor axial resolution of low-NA single-lens systems: the fluorescence light is detected with a second lens at an angle = 90°relative to the illumination axis. Other implementations of this principle [2] [3] [4] take advantage of parallel recording. The illumination system selectively excites fluorophores within an entire plane, which coincides with the focal plane of the detection system. The thickness of the illuminating light sheet and the NA of the detection lens determine the axial resolution of the instrument. Our particular implementation of light-sheet-based microscopy ( Fig. 1) is called a single-plane illumination microscope (SPIM). 4 The 3D resolution of a light microscope is defined by the lateral and axial extents of the intensity point spread functions (PSF). We measured the PSFs in a SPIM for three different objective lenses. The results are compared with values derived from an analytical theory and from numerical simulations.
Orange fluorescent latex beads (L-5222, Molecular Probes, USA) with a diameter of 0.1 m were used for experiments. The bead solution (2% solids) was diluted 1:10 with distilled water and sonicated in a bath sonicator (USR 18, Merck Eurolab, Belgium) for 10 min to prevent bead aggregation. The solution was mixed 1:1000 with melted agarose solution (1%, A4018, low gelling temperature, Sigma-Aldrich, St. Louis, Missouri) at 40°C. Cylinders of the agarosebead solution with diameters of 1.2 mm were formed by cooling the solution to room temperature inside a glass micropipette (Blaubrand 7087 44, 100 l, Brand, Wertheim, Germany) for ϳ30 min. A piece of wire pushed ϳ1.5 mm of the agarose cylinder into the immersion medium. The refractive indices of agarose and the surrounding water matched ͑Ͻ0.1% ͒; aberrations were thus minimized. During image acquisition, six to eight stacks with an axial spacing of 0.33 or 0.5 m were acquired with each objective lens (Zeiss Achroplan 10ϫ / 0.3 W, 40ϫ / 0.8 W, and 100 ϫ / 1.0 W). The stacks consisted of 300 or 200 planes, respectively; i.e., all of them had an axial extent of 100 m. The stacks were taken near the edge of the agarose cylinder facing the detection objective lens; deterioration of image quality was thus minimized. A Pixelfly HiRes CCD camera (PCO AG, Kelheim, Germany) with a resolution of 1024ϫ 1360 pixels and a pixel pitch of 4.65 m was used for imaging. Five cuboids with one central bead each were cropped from the centers of the image stacks and rescaled along the z axis by using cubic B-spline interpolation (ImageJ, TransformJ), thus generating isotropic voxel size. The intensity profiles along any two perpendicular axes (x and y, x and z, y and z) in the three central planes ͑xy , xz , yz͒ of each cuboid were measured. The resulting four lateral and two axial intensity distributions of each bead were added and normalized. The resulting five lateral and five axial intensity distributions (for n = 5 different beads per lens) were averaged and fitted with Gaussian-like functions y͑x͒ ϰ exp͑−2x 2 / 2 ͒ to determine the lateral and axial standard deviations . An error estimate was obtained by comparing fits of single bead datasets with the average fits. The 's were multiplied by a factor 1 / ͱ͓2 ln͑2͔͒ to calculate the corresponding FWHM (Table 1) . Following McCutchen's 5 solution of the Helmholtz equation, and taking polarization effects into account, 6 the 3D electromagnetic field distribution h͑x , y , z͒ in the focal region can be obtained by Fourier transforming a generalized lens aperture A͑k͒, which can be further separated into the field strength E 0 ͑k͒, the transmission T͑k͒, the polarization P͑k͒, and the apodization B͑k͒:
is the wave vector with the wave number ͉k͉ = n2 / 0 , n is the refractive index of the im-mersion medium, and 0 is the vacuum wavelength. A detailed treatment of the methods is found in Ref. 7 . A circular generalized lens aperture with a uniform illumination intensity (obeying the sine condition 8 ) is assumed for calculating the detection PSFs. A linear combination of x-and y-polarized light accounts for the unpolarized character of the fluorescence emission. In contrast, a slit aperture is required for the cylindrical illumination PSFs. Polarization does not have noticeable effects on the illumination intensity distribution, as the illumination NA ill is very small [ranging from 0.04 to 0.13 and adapted to the field of view (FOV)]. A Gaussian illumination of the slit aperture with a beam waist twice the slit width is assumed for illumination. We varied the wavelengths for the detection PSFs due to the fluorescent beads' emission spectra ͑565 nm± 5 nm͒. The central positions of the detection PSFs are shifted by ±0.5 pixels to account for pixilation and/or digitization effects. The detection PSF is multiplied with the illumination PSF, since the system PSF of a SPIM is calculated as ͉h SPIM ͑x , y , z͉͒ 2 = ͉h ill ͑x , z , y͉͒ 2 ϫ ͉h det ͑x , y , z͉͒ 2 (Fig. 2) . The resulting system PSF is convolved with a spherical object of 0.10± 0.01 m diameter to account for size and size variations. Five simulated beads were analyzed in exactly the same way as the experimental data to allow for a comparison avoiding analysis-induced artifacts. Table 1 provides the FWHM extents obtained from the measurements and from the numerical and analytical theories. The illumination NA ill is calculated with Gaussian beam optics assuming a drop in intensity to a fraction of 1 / ͱ 2 across the FOV, i.e., from its center to either edge. The analytical (Stelzer-Grill-Heisenberg, SGH) values are based on a theory derived from Heisenberg's uncertainty principle. 9 It provides estimates for FWHM extents of focused beams. Lateral and axial FWHM extents are calculated for the cylindrical illumination system and for the spherical detection system using Eqs. (1) . The analytical values in Table 1 and the values in Table 2 are obtained by combining the appropriate values from Eqs. (1) using Eq. (2) . The values provided in Table 1 also take additional standard deviations of pixilation effects and finite bead sizes into account.
0 is the vacuum wavelength of the illumination or detection system, n is the refractive index of the immersion medium, and ␣ is the half-opening angle for the illumination or detection lens. 1,2 are standard deviations of functions f 1 and f 2 , whereas 1+2 is the standard deviation of their product f 1 ϫ f 2 . Both the numerical simulations and the values derived from the analytical theory are within a 5% range of the experimentally measured values. Thus we continue to use the analytically derived formulas to compare expected lateral and axial PSF extents for different microscope arrangements at parameters suitable for observing green fluorescent proteins (GFP) ( Table 2) .
SPIM provides a straightforward technology for obtaining optically sectioned images of live, biological samples, while phototoxic effects are avoided to a high degree. The wide-field detection provides fast image acquisition. We have shown that a SPIM's axial resolution is always better than that of conventional fluorescence microscopy (FM) or two-photon fluorescence microscopy ͑2h-FM). It is better than that of confocal fluorescence microscopy (CFM) for NAϽ 0.8 (assuming a FOV of 66 m). At higher NAs, CFM performs slightly better. An optional step for further increasing the resolution and obtaining more information is to rotate the sample around an axis orthogonal to the optical axes of the illumination and detection systems. Data stacks recorded along different angles are combined in postprocessing steps to yield high-resolution images of complete samples. 10 The isotropic 3D resolution in such a multiview system is dominated by the lateral resolution of the detection system. A multiview SPIM yields a focal volume of about 12.8 al for a 100ϫ / 1.0 W objective lens, a more than 3.4-fold improvement over a single-view 100ϫ / 1.0 W SPIM. A focal volume of 523.6 al is achieved with a multiview 10ϫ / 0.3 W SPIM; this is an almost sixfold improvement over a single-view 10ϫ / 0.3 W SPIM and an almost fivefold improvement over a CFM. All calculations do not take pixilation or bead sizes into account. The parameters are ill = 0.488 m; NA ill = 0.034, 0.068, 0.108, and 0.108 for the 10ϫ / 0.3 W, 40ϫ / 0.8 W, 100ϫ / 1.0 W, and 100ϫ / 1.2 W lenses in the SPIM; camera pixel pitch 6.45 m; number of pixels= 1024ϫ 1344; det = 0.520 m; n = 1.33; ill = 0.900 m for two-photon excitation. These parameters vary from those used in Table 1 .
