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Résumé  Le choix de l'ordre d'un modèle peut être fait en calculant un facteur de Bayes. Le critère de Schwarz en est une
approximation utile, mais grossière. Un calcul plus précis peut être sensible au choix de l'à priori sur les paramètres des diérents
modèles en compétition. Un nouveau critère est proposé pour les problèmes de régression linéaire, fondé sur une approximation
de Laplace. Son intérêt est établi quand le nombre de paramètres est une fraction importante du nombre de données.
Abstract  The assessment of evidence in favour of a model can be accomplished by calculating a Bayes factor. The Schwarz
criterion remains a useful yet crude approximation. More accurate methods may be sensitive to the choice of priors on parameters
appearing in the competing models. A new criterion is derived in linear regression problems, based on Laplace's approximation.
It is of particular use when the number of parameters is a moderate to large fraction of the sample size.
1 Introduction
Le choix d'un modèle est une étape fondamentale de
l'analyse de données expérimentales en général, et du trai-
tement du signal et de l'image en particulier. Il a engendré
une énorme littérature, avec beaucoup de solutions dié-
rentes [8]. Il bénécie d'un regain d'intérêt à chaque fois
que de nouvelles familles de modèles apparaissent en trai-
tement du signal ou de l'image. Le but de cette communi-
cation est de rappeler les défauts des critères d'information
les plus usités et de montrer l'intérêt des facteurs de Bayes
dans les problèmes caractérisés par un faible nombre de
données.
2 Vraisemblance pénalisée
Supposons que les données aient été engendrées par le
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1
; : : : ; y
n
]
t
,  =
[
1
; : : : ; 
n
]
t
,  = [
1
; : : : ; 
n
]
t
, et où les 
i
sont i.i.d. et
 N (0; 
2
0
). Considérons une famille de modèles candidats
M
p
: y = h
p
(
p
) + e; (1)
avec e = [e
1
; : : : ; e
n
]
t
, h
p
(
p
) = [h
1p
(
p
); : : : ; h
np
(
p
)]
t
,
où 
p
est un vecteur de dimension p et où les e
i
sont i.i.d.
et  N (0; 
2
).
Dans la littérature classique sur le sujet, le critère pri-
mordial de choix est le rapport de vraisemblance. L'ap-
proche classique n'a pas grand chose à dire sur la com-
paraison des modèles non emboîtés, mais dans le cas des
modèles emboîtés, le rapport de vraisemblance n'est pas
une statistique convergente, il tend à donner trop de poids
au modèle d'ordre le plus élevé. En conséquence de nom-
breux auteurs ont proposé de pénaliser la vraisemblance
maximisée avec des fonctions croissantes de l'ordre.
Une mesure d'écart entre modèle vrai et modèle can-
didat souvent invoquée est constituée par la distance de
Kullback entre les distributions pour les données sous l'une
ou l'autre des deux hypothèses, ou distributions directes.
Cette distance n'étant pas calculable en pratique, une des
méthodes de choix les plus utilisées en traitement du signal
 le critère d'information d'Akaike (aic) [1]  l'estime
moyennant certaines hypothèses supplémentaires. Il amé-
liore le rapport de vraisemblance mais il conduit systéma-
tiquement à une probabilité de surparamétrisation stric-
tement positive. Un autre critère très populaire, introduit
par Rissanen sur des bases très diérentes, le principe de
longueur de description minimale (mdl) [11], et identique
à celui de Schwarz (bic) [12] fondé sur une approche bayé-
sienne, pénalise la log-vraisemblance à son maximum par
une fonction linéaire de l'ordre du modèle, et apporte une
amélioration par une estimation convergeant presque sû-
rement. Il en existe bien d'autres, mais la forme générale
de ces critères d'information peut se résumer à :
IC(p) =  2L(
b

p
) + (n) p (2)
où L(
b

p
) désigne la log-vraisemblance maximisée du mo-
dèle M
p
. Les formes possibles de pénalisation sont (n) =
2 pour aic, (n) = logn pour bic, (n) = log logn pour
le critère de Hannan & Quinn, etc : : :
Bien que certains de ces critères possèdent des proprié-
tés d'optimalité asymptotique [13], ils sourent de défauts
qui deviennent particulièrement évidents quand le nombre
n de données est faible : ils tendent à surestimer considé-
rablement l'ordre à moins que de fortes restrictions ne
soient mises à la dimension maximale des modèles candi-
dats. De plus, les résultats obtenus avec un faible nombre
de données sont très sensibles à la forme de la pénalisation
apportée à la log-vraisemblance [5]. Mais la diculté du
problème fait que les études à nombre ni de données sont
très rares [5] [2].
3 Approche bayésienne
Dans cette approche [6, 14, 7], les modèles statistiques
sont introduits pour représenter la probabilité des données
en fonction de chacun des modèles (probabilités directes),
et le théorème de Bayes est employé pour calculer la proba-
bilité à postériori que l'un des modèles soit correct. L'élé-
ment central est le facteur de Bayes dont le calcul, comme
dans toute méthode bayésienne, implique des intégrales et
donc, souvent, des intégrations numériques.
3.1 Facteurs de Bayes
Supposons pour commencer que les données y aient été
engendrées sous l'une ou l'autre de deux hypothèses M
1
et M
2
, selon une densité de probabilité f(y jM
1
; I) ou
f(y jM
2
; I). Étant donné des probabilités à priori P (M
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j I), les données produisent les
probabilités à postériori P (M
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jy; I) et P (M
2
jy; I) =
1   P (M
1
jy; I). L'évidence apportée par les données en
faveur de l'une ou l'autre hypothèse prend une forme par-
ticulièment simple en utilisant l'échelle des cotes (cote =
probabilité / (1  probabilité)) :
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La cote à priori est donc simplement multipliée par
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qui est le facteurs de Bayes [7]. Dans le cas le plus simple,
quand les deux hypothèses sont des distributions sans pa-
ramètre libre (hypothèses simples), B
12
est le rapport de
vraisemblance. Sinon, quand l'une ou l'autre des hypo-
thèses implique des paramètres inconnus, le facteur de
Bayes a toujours la forme d'un rapport de vraisemblance,
mais les densités f(y jM
k
; 
k
; I) (k = 1; 2) sont obtenues
en intégrant (et non en maximisant) sur l'espace des pa-
ramètres :
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Cette vraisemblance marginale n'est rien d'autre que le
coecient de normalisation dans l'expression de la den-
sité de probabilité à postériori pour le paramètre 
k
don-
née par la règle de Bayes, mais contrairement à beaucoup
d'autres applications de la vraisemblance, tous les fac-
teurs constants intervenant dans son expression doivent
être conservés lors du calcul de B
12
.
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où w
k
= P (M
k
j I)=P (M
0
j I). Quand les diérentes hy-
pothèses M
p
sont également probables à priori, les proba-
bilités à postériori sont proportionnelles aux facteurs de
Bayes, avec pour toutes le même coecient. Un passage
au logarithme rend les relations (3,4) additives et montre
le rôle essentiel de la log-vraisemblance marginale :
EV (p) = log f(y jM
p
; I) (7)
ou évidence pour le modèle candidat M
p
.
On peut montrer [7, 10] que le critère de Schwarz est une
approximation grossière de facteurs de Bayes correspon-
dant à des à priori variés. Il ore l'avantage appréciable
d'éviter d'avoir à préciser l'à priori, au prix des inconvé-
nients évoqués plus haut. Mais tout anage soulève deux
dicultés.
3.2 Intégration
Les distributions à priori f(
k
jM
k
; I) sont technique-
ment nécessaires. Ce peut être considéré comme un bien
ou un mal. Un bien car cela permet, comme pour l'esti-
mation de paramètre à coût minimal, de lever un certain
nombre de dicultés propres à l'approche classique, et
d'inclure d'autres informations sur les valeurs des para-
mètres. Un mal car ces distributions à priori peuvent être
délicates à choisir. Une seconde diculté dans l'utilisation
des facteurs de Bayes est évidemment dans le calcul ana-
lytique de l'évidence. Un calcul exact est possible dans le
cas des modèles linéaires gaussiens pour des distributions
de la famille exponentielle, avec un à priori conjugué.
On peut aussi, comme [9, 3], employer une expression
approchée de l'évidence, fondée sur la méthode de Laplace
qui consiste à eectuer un développement de Taylor au
second ordre du logarithme de l'intégrande autour de son
mode, puis à en prendre l'exponentielle avant d'intégrer.
Lorsque la distribution à priori f(
p
jM
p
; I) ne varie pas
de manière appréciable sur le domaine où la vraisemblance
est piquée, une variante usitée est :
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est l'estimateur du maximum de vraisemblance et
où I
e
est la matrice d'information empirique.
On peut enn utiliser des méthodes de Monte Carlo,
simples ou améliorées par échantillonnage d'importance,
mais elles sont plus lourdes à mettre en ÷uvre que les mé-
thodes d'approximation analytique, et pas nécessairement
plus précises dans le cas simple mais très répandu d'un
modèle linéaire [4].
3.3 Choix de l'à priori
Lors du choix et de la manipulation des distributions
à priori, des simplications peuvent être faites, mais elles
doivent l'être avec soin. Pour l'estimation de paramètre,
l'à priori est souvent choisi par commodité car on sait
que si les données sont assez nombreuses, alors l'eet de
l'à priori est faible. Pour le test d'hypothèse, il n'en va
pas de même. La principale diculté provient de l'em-
ploi d'à priori dius impropres. En eet, contrairement au
cas du calcul de la distribution à postériori pour le pa-
ramètre f(
p
jy;M
p
; I) qui reste propre lorsqu'on utilise
un à priori impropre avec une vraisemblance dont la dé-
croissance est assez rapide à l'inni, les à priori impropres
introduisent un problème de mise à l'échelle de l'évidence,
conséquence du changement de la dimension du paramètre
d'un modèle à l'autre. L'évidence est dénie à un facteur
arbitraire près, et le facteur de Bayes obtenu est arbitraire
[3]. Un moyen de contourner cette diculté est d'utiliser
une partie des données pour un apprentissage, avec un à
priori impropre, pour obtenir une distribution à postériori
propre qui sera choisie comme à priori pour calculer le
facteur de Bayes avec les données restantes [7].
4 Nouveau critère
On se limite au cas de la régression linéaire : h
p
(
p
) =
X
p

p
qui recouvre les situations pratiques les plus fré-
quentes. La vraisemblance est donc (en abandonnant les
indices quand il n'y a pas d'ambiguïté) :
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Cette vraisemblance est maximale pour
b
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(nous supposons donc que la matrice normale X
t
X est
inversible) et b
2
= S=n, où S est la somme des carrés
des erreurs résiduelles. La log-vraisemblance prend donc,
à son maximum, la valeur L(
b
) =  (n=2) logS + const.
4.1 À priori de Cauchy
Il est souhaitable d'employer un à priori le moins in-
formatif possible et qui dépende seulement d'hypothèses
structurelles. Il existe quelques exigences minimales pour
son emploi dans des facteurs de Bayes [6]. La première est
qu'il soit propre, ainsi que nous l'avons signalé plus haut.
Pour éviter que le test ne soit biaisé en faveur de l'alter-
native, l'à priori doit être localisé près de la valeur nulle
 = 0. Finalement, s'il possède une covariance, celle-ci
doit représenter une information vague qui doit être mise
à l'échelle par, mais inférieure à, l'information sur  conte-
nue dans la vraisemblance. Un choix possible est la distri-
bution normale conjuguée dont la covariance est l'inverse
de l'information de Fisher, mais il conduit au paradoxe
que le facteur de Bayes ne peut être inférieur à une fonc-
tion positive de n, quel que soit le bon accord des données
entre elles. Nous suivrons donc plutôt la recommandation
de Jereys qui est d'employer une distribution de Cauchy
multi-variée, la plus simple satisfaisant des exigences spé-
ciques aux facteurs de Bayes [6]. Nous choisissons ainsi :
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de Jereys :
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Cette dernière distribution est impropre, mais comme elle
concerne le même paramètre de nuisance  pour tous les
modèles candidats, ceci est sans conséquence.
4.2 Intégration
Le calcul de l'évidence pour le modèleM
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La méthode de Laplace n'est appliquée qu'à l'intégration
par rapport à . Les grandes valeurs du second intégrande,
à  xé, sont dans le volume  =
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u) où
C(; ) varie peu par rapport à sa valeur en  =
b
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la première approximation :
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L'intégrale restante conduit classiquement à une fonction
gamma, si bien que
I   (p=2)n
 p=2
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b
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 ((n  3)=2);
sous réserve que n > 8. En ne gardant que les termes dé-
pendant de p et en passant au logarithme népérien, on ob-
tient nalement une expression approchée de l'évidence :
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On retrouve le critère bic, mais avec des termes de péna-
lisation supplémentaires dont l'expression dépend, entre
autres, de la structure du modèle au travers de la matrice
d'information empirique.
4.3 Convergences
La question de la convergence de ce critère se pose, bien
entendu, mais la réponse est double, comme dans toute
approche bayésienne :
 On peut montrer, en utilisant le théorème de Stirling
et un développement de Taylor de log(1 + x), que l'er-
reur d'approximation de l'évidence, et donc du facteur de
Bayes, par (10) est en O(n
 1=2
), comme pour d'autres
approximations, y compris celle du critère bic.
 L'estimateur est convergent au sens classique dans la
mesure où, quand n!1, logB
12
! +1 sous M
1
, alors
que logB
12
! 1 sous M
2
.
Mais, plus que le comportement asymptotique, c'est ce-
lui à faible nombre de données qui nous intéresse ici. Son
étude ne peut guère se faire qu'en simulation.
4.4 Comparaison expérimentale
Nous comparons les résultats obtenus par ce nouveau
critère avec ceux fournis par des critères classiques sur
un exemple simulé qui s'inspire directement de [5]. Le
modèle (( vrai )) est caractérisé par  = X
0

0
, 
0
=
[1; 2; 1=2; 1]
t
(p
0
= 4). Deux situations sont étudiées.
Dans la première, les éléments de la matrice X
0
sont des
variables i.i.d. et  N (0; 
2
x
), et le rapport signal-à-bruit
est élevé (15 dB) (situation favorable). Les résultats pré-
sentés à la Fig. 1 montrent l'amélioration sensible apportée
par le nouveau critère lorsque le nombre de données est
faible.
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Fig. 1 - Histogrammes des ordres retenus sur un exemple
de régression linéaire analogue à celui [5] (p
0
= 4, p
max
=
12). Les défauts du critère aic sont évidents. Avec un
nombre élevé de données (n = 128), les 2 autres méthodes
fonctionnent bien, mais avec un faible nombre (n = 16), le
critère bic a une probabilité forte de nettement surévaluer
l'ordre du modèle.
Dans la seconde situation, les variables gaussiennes qui
constituent les éléments de la matrice X sont fortement
corrélées, et le rapport signal-à-bruit est faible (5 dB) (si-
tuation défavorable). Les résultats présentés à la Fig. 2
montrent que le nouveau critère apporte encore une amé-
lioration lorsque le nombre de données est faible.
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