Perceptual features-properties of objects as the visual system represents them-are a central construct of perception. Classically, features have been treated as deterministic qualities of images, assigned definite values based on image structure. But the development of probabilistic models of perception has led to a new way of understanding features, treating them as probabilistic estimates of parameters of the scene. This chapter briefly develops the probabilistic conception of features, illustrating it with examples drawn from the literature on perceptual organization. Major topics include non-accidental features and non-local features.
Features
A ubiquitous element in perceptual theory is that of a feature, meaning a measurable attribute of an object, such as its color, form, orientation, or motion. Features are a routine part of the description of experimental stimuli, and an essential component of verbal descriptions of everyday visual experience (the black pen is on the square table). Features play a wide variety of roles in perceptual theory. Features such as convexity and symmetry are thought to influence figure/ground interpretation (Kanizsa & Gerbino, 1976) , helping to form initial representations of objects (see Peterson, this volume) . Later on each object's features are bound together to form complex object representations (Treisman & Gelade, 1980; Ashby, Prinzmetal, Ivry, & Maddox, 1996) . Still later each objects' features are used to classify them into larger categories (Feldman, 2000; Lee & Navarro, 2002; Ullman, Vidal-Naquet, & Sali, 2002) .
But behind the simple idea of a "feature" lurks some deep theoretical issues and controversies, involving how features are defined and what motivates the choice of a particular feature vocabulary (Jepson & Richards, 1992; Koenderink, 1993) . This brief chapter centers on the ongoing evolution of the feature concept from a "classical" view, in which features are deterministic attributes of objects, to a more probabilistic view, in which features are probabilistic estimates of attributes inferred from image data. The newer view has grown in prominence in conjunction with a broader probabilistic conception of perceptual inference more generally (Knill & Richards, 1996) .
It is useful first to distinguish certain commonly used terms and among different notions of "feature" that are occasionally conflated. The terms feature, property, dimension and attribute are all commonly used to refer to an image characteristic that varies among visual objects. Each of these terms is sometimes used to indicate the characteristic that can vary (e.g. size), or to a particular value that it can take (e.g., large). Thus some authors refer to color as a feature, while others use the term to refer to specific values such as red, white or blue; and so forth. Some authors reserve one term (e.g. feature) for the variable, another for the value (e.g. property), but such usage does not seem to be consistent across the literature. The term feature is sometimes reserved for discrete qualities, meaning those that can take one of a finite number of distinct values, including discretizations of what are normally continuous-valued properties: examples include red vs. green (two discrete cases of the continuous parameter color) or vertical vs. horizontal (discrete cases of the continuous parameter orientation), and so forth (Aitkin & Feldman, 2013) . Features with exactly two values, often referred to as binary or Boolean, can be understood to involve the presence or absence of some attribute (e.g. red vs. non-red).
A more subtle distinction particular to the term feature is that it is sometimes used to refer to localizable elements within an image, such as the facial "features"-eyes, nose, and mouth-located at various positions on a face. Researchers in stereopsis, for example, refer to correspondence between features in the left and right visual images, meaning local elements of the image with well-defined locations (Poggio & Poggio, 1984) . Any visual function that involves searching for, counting, or measuring distances among features presumes this sense of the word. In contrast many "features," such as shape or color, are not localizable, but are characteristic of whole objects. The distinction between these two senses of feature breaks down a bit when spatially localizable elements are described in terms of their characteristics. For example, a T-junction is a spatially localizable element of a line drawing, but is also a characteristic that some line junctions have and others do not. In this review I will focus on the first sense of feature, as a characteristic that varies among objects, although the issue of localizability becomes central later when we consider local vs. global support for features.
Classical vs. probabilistic models of features
Historically, features have usually (and often tacitly) been defined by clear-cut criteria: e.g. feature f holds when image measurement m lies above some threshold m 0 (m ≥ m 0 ) and does not hold (i.e., ¬ f holds) otherwise (m < m 0 ) (Fig. 1) . Thus vertical lines are those between within 5° of the direction of gravity; collinear edges have orientation difference of less than 30° (e.g. Field, Hayes, & Hess, 1993) ; relatable edges have linear extensions that intersect at an acute angle (Kellman & Shipley, 1991) . Such definitions have the advantage of clarity, and are often perfectly apt for experimental contexts in which stimuli are artificially constructed to either fulfill them or not fulfill them as desired for the purposes of the experiment. However, with natural stimuli this simple criterial conceptualization of features suffers from at least three problems: hard boundaries, arbitrariness, and insensitivity to context.
Hard boundaries.
Criterial definitions impose clear-cut boundaries between values of a feature, treating all instances that meet the criterion equivalently. Thus all vertical lines are equally vertical, while all non-vertical lines are equally not. Such a boundary inevitably treats many nearby cases as qualitatively different, while folding together cases that are distant in the underlying space, a distortion that rarely corresponds well to the more graded percept. With hard criteria, in-between cases do not exist; there is no way of expressing the idea of a line that is somewhat, almost, or partly vertical. This issue parallels a famous debate in the literature on cognitive categories, which following the seminal papers of Posner and Keele (1968) and Rosch (1973) evolved from a "classical" conception based on necessary and sufficient features (see Smith & Medin, 1981) to a graded and "fuzzy" view based on prototypes (Posner & Keele, 1968; Reed, 1972) , exemplars (Medin & Schaffer, 1978; Nosofsky, 1986) , or both (Nosofsky, Palmeri, & McKinley, 1994; Anderson & Betz, 2001) , in order to account for the observation that some category instances seem to be better examples of the category than others. In recent years the modern view has been expressed via probabilistic models in which conceptual representations are probabilistic estimates of underlying generating classes (Anderson, 1991; Ashby & Alfonso-Reese, 1995; Goodman, Tenenbaum, Feldman, & Griffiths, 2008; Briscoe & Feldman, 2011) . In a few famous cases, perceptual processes do seem to impose relatively hard boundaries at thresholds along continuous parameters, a phenomenon known as categorical perception (see Harnad, 1987) . However such cases are exceptional, and in any case even they seem to involve gradations in the vicinity of the threshold.
Arbitrariness.
In the classical view a feature like between 600 and 601 meters in height is perfectly well-defined, even though it captures no natural kind, and may not distinguish in any useful way between objects that satisfy it and those that do not. Such features are arbitrary in that they fail to relate to real classes actually extant in the environment. A desirable property of a feature vocabulary is that it be well-tuned to the classes it use used to describe, a desideratum the classical model in no way guarantees.
Insensitivity to context.
A feature like has a 6-cylinder engine is perfectly well-defined for cars, but makes no sense when applied to trees, and vice versa for evergreen. Such features make meaningful distinctions only within a single narrow context. Indeed human subjects are known to employ different features depending on context (Blair & Homa, 2005; Schyns, Goldstone, & Thibaut, 1998; Goldstone & Steyvers, 2001 ) and can learn new features in new contexts (De Baene, Ons, Wagemans, & Vogels, 2008; Stilp, Rogers, & Kluender, 2010) . But a classical feature vocabulary does not in any way constrain the context in which features are applied, since their definitions make reference only to image conditions satisfied or not. As with arbitrariness, the problem is that classical features allow no connection between their definitions and the properties of the environment.
The sections that follow outline a modern probabilistic conception of features that avoids each of the above defects. Probabilistic conceptions of features are certainly not new, but have grown over several decades (from roots in signal detection theory; see Green & Swets, 1966) . The recent explosion in probabilistic conceptions of perception (see Kersten, Mamassian, & Yuille, 2004 or Feldman, this volume) has introduced a natural mathematical language for expressing many probabilistic ideas, including that of a perceptual feature. In what follows I attempt to lay out the basic modern idea of probabilistic features in a simple and general way.
Probabilistic features
From a probabilistic viewpoint, features are attributes of objects that are estimated from image measurements, rather than measurements of image properties per se. The assumption is that measurable image properties derive from both fixed distal properties of objects as well as random noise, and that useful features attempt to extract the signal from the noise (see Fig. 1 ). To formalize this, we assume that an object feature f involves a likelihood distribution over image measurements m,
where µ is some mean value of m conditioned on the presence of the feature, and e is an error drawn from a noise distribution with mean 0, such as a Gaussian
The probabilistic assignment of feature values to image structures then proceeds by Bayes' rule: an object with measurement m is assigned feature f in proportion to the posterior
where p( f ) is a prior distribution over feature values. The prior may (though need not) be uniform (e.g.
in the case of a Boolean feature) in which case the posterior is proportional to the likelihood. The likelihood model p(m| f ) is sometimes called a generative model because in effect it is a model of how the image was generated, describing how observables (m) are generated stochastically from the distal reality ( f ). The Gaussian model given above is only an example; other functional forms may be assumed, so long as they define a distribution p(m| f ).
For example, the feature large might classically have been defined via a range of permissible object sizes. But probabilistically it would be defined via a mean size µ, say 3 cm, plus some error distribution, say normal with standard deviation 1 cm. (The mean µ itself might be conditioned on other aspects of context, allowing large to mean different things in different contexts; see below.) In contrast with the classical view, this means that largeness is a graded quality, with some objects more likely to be regarded as large (namely, those closer to 3 cm) and others less likely. This also means that the category of large objects can actually overlap with that of small objects (see Fig. 1 ). That is, a given object can be described by two contradictory features, although generally with different probabilities.
3.1.Non-accidental features
Non-accidental features are an important class of perceptual feature that have received somewhat more careful mathematical attention. As originally defined by Binford (1981) and Lowe (1987) non-accidental features are properties of 2D configurations (e.g., cotermination of line segments in the image) that reliably occur in the presence of associated 3D configurations (cotermination of 3D line segments in the world) but are very unlikely other-wise; that is, they are unlikely to occur "by accident." Other examples include collinearity, parallelism, and skew symmetry (Wagemans, 1993) . More generally, a non-accidental feature is one that has high probability if certain distal conditions are satisfied, but low probability otherwise. There is substantial, though not unalloyed, empirical evidence that the visual system is particularly sensitive to non-accidental features 1 (Wagemans, 1992; Vogels, Biederman, Bar, & Lorincz, 2001; Feldman, 2007; Amir, Biederman, & Hayworth, 2012) , and they play an important role in Biederman's influential (1987) Recognition by Components (RBC) account of object recognition.
Formally, a discrete image feature M (corresponding, say, to a fixed range of some measurement m) is non-accidental with respect to a distal feature f if M has high probability in the presence of f , i.e. p(M| f ) ≈ 1, but low probability otherwise, p(M|¬ f ) ≈ 0. Jepson and Richards (1992) showed that another condition is required in order for M to reliably indicate the presence of f , namely that the prior on f be elevated relative to alternatives. That is, f must be a condition that occurs with elevated probability in the world; it must be a recurring regularity (see also Feldman, 2009). 2 As in the ubiquitous illustration of Bayesian inference in a medical context-in which reliable inference of a disease based on a positive test requires not only an accurate (sensitive and specific) test but also a high prior (e.g. see Gigerenzer & Hoffrage, 1995) -it is not sufficient that a measurement class M be likely conditioned on a world state f ; the world state f must itself have a high prior.
An example of a non-accidental feature is collinearity, extensively studied in the literature on contour integration and completion (Hess, May, & Dumoulin, this volume; Field et al., 1993; Uttal, Bunnell, & Corwin, 1970; Elder & Goldberg, 2002; Geisler, Perry, Super, & Gallogly, 2001) . In classical definitions, collinearity is defined via a criterion on the orientation difference between successive edges in a chain. In probabilistic formulations (Feldman, 1995 (Feldman, , 1997 Feldman & Singh, 2005) , collinearity is defined by a probability distribution over turning angles (usually a normal or von Mises distribution) centered on 0 • (straight continuation). This distribution gives a formal definition of the graded quality the Gestaltists called "good continuation," with perfectly straight being the "best" and deviations from straight constituting progressively "worse" instances. In the probabilistic conception there is no such thing as a turning angle that is definitely collinear or definitely not; any turning angle might be an instance of the class (i.e., have been generated from a smooth contour process), though straighter ones are more likely to be.
Moreover, collinearity understood this way satisfies the requirement of elevated prior needed to guarantee statistical reliability. Collinear turning angles, generated approximately from the von Mises distribution, occur along smooth contours, but relatively rarely otherwise (only "by accident"). Smooth contours themselves are ubiquitous in the world because they occur along the boundaries of many objects (Ren, Fowlkes, & Malik, 2008) . Because of this elevated probability, image conditions suggestive of collinearity generally do reliably signal collinearity in the world. Like a positive test for a disease that does have a high prior, observed collinearity reliably signals common physical origins.
Local vs. global features
A persistent issue in the definition of visual features is the size of the image region that contributes data to determining them. At one extreme, local features, like color, depend on data at a point or within a small neighborhood of the image. At the other extreme, more global features reflect properties of entire objects, large image regions, or even the entire image. Few features are perfectly local. Even nominally local image features such as motion or luminance, which are in principle well-defined at each point in the image, often require integration over substantial regions of the image in order to achieve stable estimates. Image motion, for example, is often ambiguous unless a substantial image region is considered (Ullman, 1979) . The percept of luminance (perceived reflectance) can involve comparisons over large image distances (Gilchrist, 1977) . Texture perception similarly requires integration across image patches (Rozenholtz, this volume; Wagemans, van Gool, Swinnen, & van Horebeek, 1993; Pizlo, Salach-Golyska, & Rosenfeld, 1997) and is even influenced by global shape (Harrison & Feldman, 2009 ). Many features, like figure/ground polarity along a contour, are in principle properties of individual points or small neighborhoods (Kim & Feldman, 2009 ), but are nevertheless determined in part by evidence from outside this neighborhood (Kogo & van Ee, this volume; Zhang & von der Heydt, 2010) .
The ubiquitous dependence of local features on structure elsewhere in the image has led to a widespread recognition of the insufficiency of the classical notion of receptive field (the image region that directly influences a cell's response), as many cells are also demonstrably influenced by a much larger region (Fitzpatrick, 2000) . Whether this influence is conveyed via feedback from later brain areas or via horizontal (lateral) connections is an area of ongoing debate (Angelucci & Bullier, 2003; Craft, Schutze, Niebur, & von der Heydt, 2007 ). probability), and similarly p(M|¬ f ) = ε. Similarly assume f has low prior compared to alternatives, e.g. p( f ) = ε and p(¬ f ) = 1 − ε (meaning that f occurring a priori is just as unlikely an accident as M occurring without f ). With these assumptions the posterior on f when M holds will be
That is, the probability of f in the presence of M (1/2) is no greater than the probability of ¬ f (also 1/2). That is, if f has low prior, then even though M is non-accidental in the standard sense, observing M does not actually indicate that f is particularly likely. As Jepson & Richards showed, a small "accident probability" of ε (i.e., nonaccidentalness) only leads to reliable inference if the feature prior p( f ) is substantially greater than ε.
From a computational point of view, the difficulty posed by non-local features is the potentially enormous increase in computing complexity they pose. The larger the region of the image contributing to the determination of a feature, the more complex the computation. Partly as a result many of the most influential modern proposals for basic feature vocabularies (e.g. SIFT, Lowe, 2004, and HMAX, Riesenhuber & Poggio, 1999) rely on more sophisticated definitions of local image features and feed-forward computational architectures. But many perceptual decisions made by human observers with apparent ease depend on subtle aspects of entire objects or scenes that are difficult to specify or model (Treisman & Paterson, 1984; Biederman & Shiffrar, 1987; Pomerantz & Pristach, 1989; Wilder, Feldman, & Singh, 2011) . To understand such non-local features probabilistically requires the construction of appropriate generative models, in many cases multidimensional and hierarchical ones.
Many examples come from the domain of shape, a quintessentially non-local class of feature that defies easy classical definitions. Many intuitively transparent shape features, that is, lack clear qualitative definitions, but can be understood probabilistically once suitable probabilistic models are defined. For example, human observers can readily distinguish shapes with two parts from those with only one (Fig. 2) , suggesting a perceptually accessible feature of two-partedness. But the distinction between multipart and single-part shapes is notoriously difficult to model because the decomposition of shapes into component parts does not rely on any simple attribute but instead involve a large set of non-local shape cues (Singh & Hoffman, 2001; de Winter & Wagemans, 2006) . Classically, one would need to find some parameter reflecting two-partedness, and set a threshold above which a shape is considered to have two parts rather than one. But such a parameter is difficult to identify, and any threshold along it would be arbitrary. One can define a spectrum of shapes (see abscissa of Fig. 2 ) that vary smoothly from shapes clearly having one part (left of figure) to those clearly having two (right of figure) . Exactly where along this spectrum the boundary between one and two lies is unclear. Alternatively, one can understand this shape feature probabilistically by defining distinct generative models for one-and two-part shapes. In the framework of Feldman and Singh (2006) , a one-part model would have a single axis (see Fig. 2 ) from which the shape grows laterally; this tends to yield simple elliptical shapes with random variations. Similarly, a two-part model would have two axes, one branching off the other (see Fig. 2 ), thus tending to generate shapes with two distinct parts. (The recursively branching aspect of this generative model makes it hierarchical; see Goldstone, Medin, & Gentner, 1991; Sanocki, 1999; Geisler & Super, 2000 for diverse discussion of hierarchy in perceptual representations.) Each model can generate shapes anywhere along the spectrum, but with different probabilities; the distributions overlap. Fig. 2 illustrates how the relative probability of the two models (more specifically, their posterior ratio) varies from one end of the shape space to the other, with clearly one-part shapes (left) having higher probability under the one-axis model, and clearly twopart shapes (right) having higher probability under the two-axis model, and intermediate shapes lying in between. (In the Feldman & Singh, 2006 model, variance in the lengths and angles of the "ribs" [correspondences between axis points and shape points, shown in the figure] entail poor fit between the model and shape and thus diminish likelihood. One can see by looking at the ribs in the figure how, for example, variance among the rib lengths increases as the fit between the shape and the model degrades.) Briscoe (2008; see Feldman et al., 2013) found empirical evidence for an exaggerated perceptual division between one-part and two-part shapes at about the point where the posterior ratio shifts from favoring one model to favoring the other.
Figs. 3 and 4 illustrate two other shape features, respectively straight vs. bent (Fig. 3) and circular vs. elliptical (Fig. 4) . Again, both these shape spaces involve smoothly varying aspects of shape that, in a classical view, would require an arbitrary division between shape categories, but which are more elegantly described as varying probabilistically. Incidentally, both of these shape features (in their classical guises) are invoked in distinctions between geons in RBC (Biederman, 1987) .
Probabilistic features and the statistical structure of the environment
Viewing features probabilistically solves the three problems of the classical model described above.
Soft boundaries.
First, and most obviously, probabilistic features avoid the hard boundaries characteristic of classical features, instead allowing smooth variation in likelihood depending on image parameters. While classical features may lump together highly dissimilar objects, or exaggerate small differences among highly similar objects, probabilistic features make categorical distinctions only in accord with the statistical evidence.
Non-arbitrarinesss.
Moreover, more subtly, probabilistic features also solve the problem of arbitrariness and context insensitivity. One of the main benefits for the probabilistic approach is that it allows us to understand and formalize the connection between the feature lexicon-the set of features used by the observerand the statistical structure of the world (Barlow, 1961; Shepard, 1994) . The world has predictable probabilistic structure: forms, scenes, and spatial relations tend to occur in systematic, reliably recurring ways. A useful feature vocabulary is one that effectively describes the probabilistic terrain. One way to characterize the probabilistic structure in the world is by describing its "modes," meaning statistical peaks in the probability distribution that describes the world. A simple example is the meanplus-error definition of feature f = µ + e given above, which defines a mode p(m| f ) in the measurement space m. A simple assumption is that image structure contains a set of such modes, each corresponding to a distinct naturally occurring class; in this case the underlying distribution is the union of such modes, called a mixture distribution (see McLachlan & Basford, 1988 ). An effective feature, then, would be one that distinguishes "natural modes" (Richards & Bobick, 1988; Feldman, 2012) . Just as a single probabilistic feature separates one modal distribution from another (see again Fig. 1 ), a set of features is useful when it distinguishes the variety of modes extant in the world from each other. That is, a feature set is meaningful when it "carves nature at its joints"-and the probabilistic formulation allows us to specify where the joints are. Probabilistic features viewed this way are both non-arbitrary and context-dependent.
Probabilistic features are non-arbitrary because their utility depends on the statistical structure of the world they are used to describe, and a model of this statistical structure is part of the theory supporting them. Classical features, by contrast, are defined ex nihilo; their definitions need not in any way relate to the world. A classical definition of large/small might adopt an arbitrary size cutoff; a probabilistic definition hinges on modal size categories in the world, and thus would be different for spoons (one mode about 10cm, the other about 12cm, say) vs. cars (one mode about 4m, the other about 5m).
Context-sensitivity.
Similarly, probabilistic features are potentially sensitive to context, because the nature of the modes to which they are attuned can change subject to the probabilistic structure of the world (that is, the joint probability distribution p(m 1 , m 2 , . . .) of all image measurements). A feature may usefully distinguish modes in one context (i.e. conditioned on the value of another feature) but not in another (just as has a six-cylinder engine makes a useful distinction among cars but not among trees). Fig. 5 illustrates a simple joint probability distribution (that is, a model of a world)-a mixture of three modes-in which one feature f 1 distinguishes modes for one value of another feature f 2 , but not for the other value of f 2 -an admittedly simplistic but useful illustration of context-sensitivity.
Gestalt perceptual features, like proximity, good continuation, and closure, are infamous for their vague definitions. The probabilistic formulation suggests that these features are difficult to define because they mean different things in different contexts; a rich probabilistic description of the world is required to specify exactly what they mean in the diverse situations in which they are used. Creating such generative models is, of course, a substantial scientific challenge which has not yet been met in many cases.
Conclusion
Perceptual features are involved in virtually all aspects of vision science, but are still treated in a variety of divergent ways. Behavioral experiments still often use features defined by intuitively simple criteria. At the same time, an enormous neuroscientific literature has established sophisticated feature concepts based on the response properties of cells in visual cortical areas. Early in the processing stream, these include such well-established properties as orientation, motion, and stereoscopic disparity. Later in the stream, these include increasingly non-local properties such as contour curvature (Pasupathy & Connor, 2002) , medial axis structure (Hung, Carlson, & Connor, 2012; Lescroart & Biederman, 2012) , aspects of 3D shape (Yamane, Carlson, Bowman, Wang, & Connor, 2008) , and other less easily verbalized aspects of global shape (Op de Beeck, Wagemans, & Vogels, 2001; David, Hayden, & Gallant, 2006; Cadieu et al., 2007) . An important common theme to many modern proposals is that the visual system's choice of features is in some way optimized to the statistical structure of the visual world (Field, 1987; Olshausen, 2003; Geisler, Najemnik, & Ing, 2009) . Indeed, there is a growing consensus that the underlying neural code is inherently probabilistic (Rieke, Warland, de Ruyter van Steveninck, & Bialek, 1996; Yang & Shadlen, 2007) . However, a fully developed probabilistic model of visual features, in particular one that extends beyond early representations to incorporate non-local features such as form, shape, and spatial relations, does not yet exist. Such a model must be considered one of the main goals of the next decade of research in the visual sciences. figure) , feature f 2 is well-defined for one value of f 1 (where it distinguishes mode A from mode B) but not for the other value of f 1 , which has only one mode (C).
