Abstract. In this paper we study the Dirichlet eigenvalue problem
Introduction
Eigenvalue problems for the p−Laplacian is by now a classical subject. In fact, the study of eigenvalues, that is, nontrivial solutions to −∆ p u = −div(|∇u| p−2 ∇u) = λ|u| p−2 u in a bounded smooth domain, Ω, with Dirichlet boundary conditions u = 0 on ∂Ω starts with [15] (we refer to [23] and references therein on the p−Laplacian). For this eigenvalue problem it is known that there exists a sequence λ n → ∞ of eigenvalues, that the first (the smallest) eigenvalue is isolated and simple and has a positive associated eigenfunction. The description of the complete spectrum remains as a mayor open problem. There are two extreme cases that deserved special attention, p = 1 (related to the Cheeger problem, see [24] ) and p = ∞ (this case is understood as the limit as p → ∞, see [18, 19] ). The analysis of this kind of problems goes far beyond this brief description, including eigenvalues with weights, variable exponents, systems, etc.
On the other hand, recently, there is an increasing interest in the study of nonlocal operators, like the fractional p−Laplacian. For references concerning nonlocal fractional problems we refer to [7, 20, 22, 12] and references therein. For the eigenvalue problem for this operator we refer to [6, 9, 10, 11, 13, 22, 14] where a detailed study was carry over showing similarities and differences with the local case (one of the biggest differences is that the restriction of an eigenfunction to a nodal domain is not an eigenfunction of this nodal domain due to the nonlocal character of the problem). Also in [22] the limit case p → ∞ was studied in the fractional setting. Concerning nonlocal operators of zero-order, that is, problems of the form involving non-singular and compactly supported kernels (with u = 0 in R N \ Ω) we refer to [3, 5] where it is shown that the constant that corresponds to the infimum of the corresponding Raleigh quotient is strictly positive. However, it is not known that it is attained due to the lack of compactness.
The purpose of this paper is to study the following Dirichlet eigenvalue problem (1) L J,p (u) = λ|u| p−2 u in Ω,
Here Ω be a bounded connected domain in R N with C 1,α boundary, p ≥ 2 and where the kernel J : R N → R is a radially symmetric, nonnegative continuous function with compact support, J(0) > 0 and R N J(x)dx = 1, (this last condition is imposed just for normalization). Since we assumed J to be continuous and compactly supported we let R J := inf R : J(x) = 0 in R N \ B(0, R) ∈ (0, +∞), and we also assume that J(x) > 0 for |x| < R J .
A scalar λ is called an eigenvalue of L J,p if there is a nontrivial weak solution u ∈ W 1,p 0 (Ω) of (1), that is, a function u such that
holds. Here
Such u is is called an eigenfunction corresponding to the eigenvalue λ.
From the usual variational techniques we have that the first (the smallest) eigenvalue of (1) is
Moreover, using a topological tool (the genus), we can construct a sequence of eigenvalues {λ k } k∈N of (1) such that λ k ր ∞ as k → ∞. Theorem 1.1. The value λ 1 (p) is the first eigenvalue of (1) (if λ is an eigenvalue of (1) then λ ≥ λ 1 (p)). In addition λ 1 (p) is simple and isolated, and its corresponding eigenfunctions have constant sign.
Moreover, there exists a sequence of eigenvalues {λ k } k∈N such that λ k ր ∞ as k → ∞. Every eigenfunction u verifies that u ∈ C 1,α (Ω) for some α ∈ (0, 1). Now, we deal with the limit as p → ∞.
(Ω)
Moreover, let u p be a nonnegative eigenfunction corresponding to the first eigenvalue λ 1 (p) and normalize it by u p p = 1. Then, there is a sequence {p n } n∈N such that
(Ω) uniformly in Ω and it holds that
This limit value Λ can be characterized in terms of the geometry of the domain Ω. In fact, in terms of R J and the inradius (the radius of the largest ball contained in Ω), that is
For the characterization of Λ we introduce K Ω ∈ N ∪ {0} and b ∈ [0, R J ) as
that is, we define K Ω as the quotient and b as the remainder of the division between R Ω and R J .
We distinguish four cases.
(2) If K Ω = 0 or K Ω = 0 with b = 0 and R J ≤ 1 then
Remark that in this characterization of the limit of the first eigenvalue appears in a nontrivial way the interplay between the two operators involved. The proof is based in a careful choice of test functions for the infimum that defines Λ. In these test function one can see the local/nonlocal character of the limit problem.
Concerning the equation verified by the limit we introduce the following operators
Following ideas in [4] , this operator can be decomposed as follows
Theorem 1.3. Any uniform limit of eigenfunctions u p corresponding to the first eigenvalue λ 1 (p), is a viscosity solution to
where
Notice that the equation max{M 1 (u), M 2 (u)} = 0 is a sort of eigenvalue problem (the value Λ appears there and if u is a viscosity solution then k u is also a solution for every k > 0). In addition, we highlight the local/nonlocal character of M 1 (u) and M 2 (u). Remark 1.1. Here we assumed that p ≥ 2. Some of our results can be extended to 1 < p < 2 but in this case the equation is singular (one of the main difficulties that we found is to establish the validity of the strong maximum principle for 1 < p < 2, see Lemma 2.2 for p ≥ 2). Also, notice that for 1 < p < 2 we need to be more careful in the definition of viscosity solutions, see [17] for the p−Laplace equation. Remark 1.2. Our results can be extended to cover the problems
and
In fact, we have
(Ω) for (3).
Here, [u] s is the s−Hölder seminorm,
We present our results for (1) since it involves a combination of operators in the extreme cases, a local operator and a zero-order one. 
one can easily show that the first eigenvalue for this problem, λ 1 (p, α, β) verifies similar properties as the ones described here for the case α = β = 1. Moreover, it holds that lim α→1,β→0
where λ 1 is the first eigenvalue for the p−Laplacian and λ 1,J is the infimum of the corresponding Raleigh quotient for the nonlocal zero order operator.
Concerning eigenfunctions we have lim α→1,β→0
with u 1 an eigenfunction of the p−Laplacian associated to λ 1 . However, one can not obtain the existence of the limit lim α→0,β→1 u 1 (p, α, β) using compactness results since in this case there is no uniform bound for ∇u p .
Therefore, one can look at (4) as an eigenvalue problem that interpolates between a local operator and a zero-order one.
Some general results

Boundary regularity.
Let Ω be a bounded domain in R N with C 1,α boundary, K, M 0 be a positive constants and a : Ω × R × R N → R be such that
Before setting our regularity result, we introduce our definition of weak solution to
. Therefore, as a consequence of [21, Theorem 1] we have our regularity result.
, we say that
in the weak sense, if
in the weak sense, and
Proof. By (6), for all w ∈ W
Now, we choice w = max{u − v, 0} that is nonnegative and belongs to W 
On the other hand, by Cauchy-Schwarz and Young inequalities, we have
Therefore
Then by [25, See (2. 2)], we have that w ≡ 0 and therefore v ≥ u in R N .
in the weak sense and
2.3. Viscosity solutions. Now we introduce our definition of viscosity solution of
Here f : Ω → R is a continuous function.
we have that
Similarly, a lower semicontinuous function u :
Finally, a continuous function u is a viscosity solution of (7) if it is both a viscosity subsolution and a viscosity supersolution.
Observe that if u is a bounded weak solution of (7) with f ∈ L ∞ (Ω), from our previous regularity result, Theorem 2.1, we have that u is continuous in R N . Then it makes sense to ask if a weak solution is also a viscosity solution. In fact, following [19] (see also [22, Section 4] for a nonlocal counterpart), we can show the following result.
is a weak solution of (7) then u is a viscosity solution of (7) .
Proof. Once we know that u is continuous and write the problem as
the result follows exactly as in [19] (remark that the right hand side is continuous as a function of x ∈ Ω).
To conclude, we set a strong maximum principle for viscosity supersolution.
Proof. Without loss of generality we can assume u ≥ 0 in R N . Suppose that there is x 0 ∈ Ω such that u(x 0 ) = 0. Given ε > 0 such that ε < R J and B(x 0 , ε) ⊂ Ω, we take
Observe that w(x) ≤ u(x) for all x ∈ R N . Then, using that u is a viscosity supersolution of (8) we have that
Since J is nonnegative, we get w(x) = 0 for all x ∈ {x 0 } − supp(J). Therefore u(x) = 0 in B(x 0 , R J ) \ B(x 0 , ε). Moreover, as ε is arbitrary small, we get u(x) = 0 in B(x 0 , R J ).
If we repeat this procedure, since Ω is a bounded connected domain, we can obtain an open cover {U n } m n=1 of Ω such that u = 0 in U n for all n ∈ {1, . . . , m}, that is u = 0 in Ω.
Eigenvalues
We start this section by showing that any eigenfunction is bounded.
Proof. If p > N, by the Sobolev embedding theorem we have that u ∈ L ∞ (Ω). To extend the result to the case 1 < p ≤ N, we will follow ideas from [14] .
Observe that it is enough to prove that u + := max{u, 0} ∈ L ∞ (Ω) since −u is also an eigenfunction corresponding to λ. In fact, since (1) is homogeneous, it is enough to prove that
where δ > 0 we will determined.
For all n ∈ N we define
Observe that w n ∈ W 1,p 0 (Ω). Then using that
• u is an eigenfunction corresponding to λ,
The rest of the proof is entirely similar to that of [14, Theorem 3.2] .
Thus, by Lemma 3.1 and Theorem 2.1 we get Corollary 3.1. If u is an eigenfunction corresponding to the eigenvalue λ then u ∈ C 1,α (Ω) for some α ∈ (0, 1).
Moreover, from Corollary 3.1 and Theorem 2.2 we obtain Corollary 3.2. If p ≥ 2 and u is an eigenfunction corresponding to the eigenvalue λ then u is a viscosity solution of (1).
3.1. The first eigenvalue. First we show that if u is an eigenfunction corresponding to λ 1 (p) then u has constant sign.
If u is an eigenfunction corresponding to λ 1 (p) then u has constant sign.
Proof. Since u is an eigenfunction corresponding to λ 1 (p), so is |u|. Therefore we can assume with no loss of generality that u is nonnegative. Then, by Corollary 3.2 and Lemma 2.2, we have that u > 0 in Ω.
Our next result shows that the first eigenvalue is simple.
Theorem
Proof. By Corollary 3.2 and Lemma 2.2, we have that v > 0 in Ω. Moreover for all n ∈ N we have that
Then, by Picone's identity (see [1] ), we have
On the other hand, by [2, Lemma 6.2], we have that
By the dominated convergence theorem and Fatou's lemma we get
Moreover, using again Picone's identity, we obtain
Thus, there is k > 0 with v = ku in Ω.
Our next goal is to show that λ 1 (p) is isolated. For this we need the following technical lemma.
Here p * denotes the Sobolev critical exponent, tha is
Thus, by (9) we get
Finally, by Hölder's inequality we get
Now, proceeding as in the proof of [9, Theorem 4.11] we show that the next result holds.
Proof. By definition, λ 1 (p) is left-isolated. To prove that λ 1 (p) is right-isolated, we argue by contradiction. We assume that there is a sequence of eigenvalues {λ k } k∈N such that λ k ց λ 1 (p) as k → ∞. Let u k be an eigenfunction associated to λ k such that u k p = 1. Then {u k } k∈N is bounded in W s,p 0 (Ω) and therefore we can extract a subsequence (that we still denoted by {u k } k∈N ) such that
Then u p = 1 and u is an eigenfunction associated to λ 1 (p). Therefore u has constant sign. Now, we can arrive to a contradiction. By Egoroff's theorem we can find a subset A δ of Ω such that |A δ | < δ and u k → u uniformly in Ω \ A δ . From Lemma 3.3 and the uniform convergence in Ω \ A δ we obtain that |{u > 0}| > 0 and |{u > 0}| < 0. This contradicts the fact that an eigenfunction associated with the first eigenvalue does not change sign.
We also have the existence of higher eigenvalues.
Theorem 3.3.
There is a sequence of eigenvalues λ n such that λ n → ∞ as n → ∞.
Proof. It follows as in [16] and hence we omit the details and only sketch the proof for the reader's convenience. Let us consider
We are looking for critical points of ϕ restricted to the manifold M α using a minimax technique. We consider the class
Over this class we define the genus, γ : Σ → N ∪ {∞}, as
Now, we let
C is compact, symmetric and γ(C) ≤ k and let
Then β k > 0 and there exists u k ∈ M α such that ϕ(u k ) = β k and u k is a weak eigenfuction with λ k = α/β k .
The limit case p → ∞
In this section, we study the asymptotic behaviour of λ 1 (p) 1 /p as p → ∞.
From now on, u p denotes the positive eigenfunction corresponding to λ 1 (p) such that u p p = 1.
In order to pass to the limit in H J,p (u, u) it is clear that for a fixed smooth u, it holds that ∇u p → ∇u ∞ . To deal with the non-local term we use that J is a radially symmetric and compactly supported function to obtain
Thus, for a fixed u we have
On the other hand, if we let Γ δ = {x ∈ Ω, y ∈ Ω J : J(x − y) > δ}, then
Hence, we obtain that
Therefore, for a fixed u we have
Now we are ready to prove Theorem 1.2 that says that
and that there is a sequence {p n } n∈N such that p n → ∞, u pn → u ∞ uniformly in Ω with
(Ω) be a nontrivial function. Then for any p we have that u ∈ W 1,p 0 (Ω) \ {0} and therefore
Then, by (10),
Since u is arbitrary, we get
Our next aim is to show that lim inf
Let {p n } m∈N be such that p n → ∞ and
Observe that, from (11), we get ∇u pn pn ≤ (2Λ)
1 /pn for any n ∈ N. Now, given q > N there is n 0 such that q < p n for all n ≥ n 0 . Thus, using Hölder's inequality and (11), we have
for all n ≥ n 0 . Therefore {u pn } n≥n0 is bounded in W (Ω) and uniformly in Ω. On the other hand, using again Hölder's inequality, we get
Passing to the limit one obtains
Observe that the above inequality holds for any q > N (using a diagonal argument), and then we get that u ∞ ∈ W
1,∞ 0
(Ω) and taking the limit as q → ∞ in the last inequality we obtain
Moreover from the uniform convergence and the normalization condition, we get u ∞ ∞ = 1 and therefore
Then by (11) and (12) we have that
Now we will give a characterization of Λ in terms of R J and the inradius (the radius of the largest ball contained in Ω). Recall that we introduced the notation
for the inradius and K Ω ∈ N ∪ {0} and b ∈ [0, R J ) as
Lemma 4.1. For b = 0, the parameter Λ satisfies the lower estimate
while for b = 0 we have the following estimate
Proof. By [18, 19] , we have
On the other hand, for b = 0 it is easy to check directly that if u ∈ W 1,∞ 0
(Ω) then
Indeed, for all x ∈ Ω there exists a sequence of points {x i }
KΩ i=0
∈ Ω with |x i+1 −x i | ≤ R J such that x 0 = x and x KΩ ∈ ∂Ω, then
Therefore, (14) 1
Notice that by the same argument if b = 0,
which implies
In order to obtain the second estimate for b = 0 we note that
Thus,
Finally, by (13), (14), (15), and (16) the result follows.
To characterize Λ we consider four different cases.
While, if K Ω = 0 or K Ω = 0 with b = 0 and R J ≤ 1 then
Proof. Let x 0 ∈ Ω such that R Ω = dist(x 0 , ∂Ω) and define
(Ω) and
Now, we can observe that
Then, by Lemma 4.1 and (17), the theorem follows.
To give a complete characterization of Λ, we have to study the case K Ω > 0, b > 0 and R J > 1. In this case, we observe the big difference between our nonlocal operator and the p−Laplacian and the fractional p−Laplacian (see [18, 19, 22] ) due to the fact that Λ is not achieved by the cone.
Proof. By Lemma 4.1, we have
Therefore, we only need to show the inverse inequality.
Take again x 0 ∈ Ω such that R Ω = dist(x 0 , ∂Ω) and we define:
• Finally, we take
Observe that w ∈ W 1,∞ 0
(Ω), w ∞ = 1,
Proof. Let us observe that as b < 1 < R J we get
The function f when K Ω = 2.
and so finish the proof.
The limit problem
Our last aim is show that u ∞ is a viscosity solution of (18) max
The following result follows from [8, Lemma 6.5] . We include the proof for reader's convenience.
Proof. We just examine the first convergence, since the same argument can be used to analyze the second one. Let us define
The upper bound follows easily
To obtain the lower estimate we assume that µ > 0. Observe that as A p ≥ 0, if µ = 0 we are done. Taking 0 < t < µ there exists y 0 ∈ B RJ (x 0 ) such that φ(y 0 ) − φ(x 0 ) > t. Since φ is continuous there exist δ > 0 such that if x ∈ B δ (x 0 ) and y ∈ B δ (y 0 ) ⊂ B RJ (x 0 ) then φ(y) − φ(x) > t. Therefore
Finally, taking t → µ, we obtain the desired result.
Proof of Theorem 1.3. We begin the proof, showing that u ∞ is a viscosity supersolution of (18) .
Fix a open set U ⊂ Ω, a point x 0 ∈ U and a function ψ ∈ C 2 (U ) such that
Proceeding as in [19] , we can show that there exist {p n } n∈N and {x n } n∈N ⊂ Ω such that p n → ∞, x n → x 0 as n → ∞, u pn → u ∞ uniformly in Ω as n → ∞, and u pn − ψ attains its minimum at point x n for all n ∈ N.
Since u pn is a viscosity solution of (1) with λ = λ 1 (p), we get
Suppose that there is a subsequence {x nj } j∈N such that x j → x 0 as j → ∞ and
Then, using (19), we get
for any j ∈ N. Passing to the limit as n j → ∞ by Lemma 5.1, we get
On the other hand, if the subsequence {x nj } j∈N does not exist, then there is n 0 such that
for all n ≥ n 0 . Then, from (19) we get that ∇w n (x n ) = 0,
Since in the previous inequalities the right hand side is bounded, we get Therefore, by (20) and (22) max M 1 (w(x 0 )), M 2 (w(x 0 )) ≥ 0
Then u ∞ is a viscosity supersolution of (18) .
To finish the proof, we need to show that u ∞ is a viscosity subsolution of (18) . Fix a open set U ⊂ Ω, a point x 0 ∈ U and a function ψ ∈ C 2 (U ) such that φ(x 0 ) = u(x 0 ), φ > u in U \ {x 0 }. We want to show that
Proceeding as in [19] , we can show that there exist {p n } n∈N and {x n } n∈N ⊂ Ω such that p n → ∞, x n → x 0 as n → ∞, u pn → u ∞ uniformly in Ω as n → ∞, and u pn − φ attains its maximum at point x n for all n ∈ N.
Since u pn is a viscosity solution of (1) Finally by (24) , (25) , and (27), we have that
and therefore u ∞ is a viscosity subsolution of (18) .
