Our motivation comes from the work of Engel and Schneider (1980). Their main theorem implies that two symmetric matrices have equal corresponding principal minors of all orders if and only if they are diagonally similar. This study was continued by Hartfiel and Loewy (1984) . They found sufficient conditions under which two n×n matrices A and B have equal corresponding principal minors of all orders if and only if B or its transpose B t is diagonally similar to A. In this paper, we give a new way to construct a pair of skewsymmetric having equal corresponding principal minors of all orders.
Introduction
Throughout this paper, all matrices are real or complex. The identity matrix of order n is denoted by I n and the transpose of a matrix A by A t . A minor of a matrix A is the determinant of a square submatrix of A, and the determinant of a principal submatrix is a principal minor. The order of a minor is k if it is the determinant of a k × k submatrix.
In this work, we consider the following Problem.
Problem 1. What is the relationship between two matrices having equal corresponding principal minors of all orders ?
For symmetric matrices, this Problem has been solved by Engel and Schneider [4] . More precisely, it follows from their work (see Theorem 3.5) that two symmetric matrices A, B have equal corresponding principal minors of all orders if and only if there exists a {−1, 1} diagonal matrix D such that B = D −1 AD. Consider now two arbitrary n × n matrices A and B. We say that A, B are diagonally similar up to transposition if there exists a nonsingular diagonal matrix D such that B = D −1 AD or B t = D −1 AD. Clearly, diagonal similarity up to tansposition preserves all principal minors. But, as observed in [4] and [5] (see Remark 1 below), this is not, in general, the unique way to construct a pair of matrices having equal principal minors. where A 11 , A 22 are square matrices. We will see in Proposition 2.3 that if rank A 12 ≤ 1, then A and B have equal corresponding principal minors of all orders. However, these matrices are not always diagonally similar up to transposition.
Hartfiel and Loewy [5] , and then Loewy [6] considered a class of matrices excluding the situation of the previous Remark. Their work concerns irreducible matrices with an additional condition. In order to state the main theorem of Loewy [6] , we need the following definitions and notations. Let A = [a ij ] be an n × n matrix and let X, Y be two nonempty subsets of [n] (where [n] := {1, . . . , n}). We denote by A[X, Y ] the submatrix of A having row indices in X and column indices in Y . If X = Y , then A[X, X] is a principal submatrix of A and we abbreviate this to A[X]. A square matrix A is irreducible if there exists no permutation matrix P , so that A can be reduced to the form P AP T = X Z 0 Y where X and Y are square matrices.
The main theorem of Loewy [6] is stated as follows. For skew-symmetric matrices with no zeros off the diagonal, we have improved this theorem in [1] by considering only the principal minors of order at most 4.
We will describe now another way to construct a pair of skew-symmetric matrices having equal corresponding principal minors of all orders. Let A = [a ij ] be a n × n matrix. Following [1] , a subset X of [n] is a HL-clan of A if both of matrices A X, X and A X, X have rank at most 1 (where
and singletons are HL-clans. Consider now the particular case when A is skew-symmetric and let X be a subset of [n] . We denote by Inv(X, A) := [t ij ] the matrix obtained from A as follows. For any i, j ∈ [n], t ij = −a ij if i, j ∈ X and t ij = a ij , otherwise. As we have mentioned in Remark 1, if X is an HL-clan of A, then Inv(X, A) and A have equal corresponding principal minors of all orders. More generally, let A and B two skew-symmetric matrices and assume that there exists a sequence A 0 = A, . . . , A m = B of n × n skew-symmetric matrices such that for k = 0, . . . , m − 1, A k+1 = Inv(X k , A k ) where X k is a HL-clan of A k . It easy to see that A and B have equal corresponding principal minors. Two matrices A, B obtained in this way are called HL-clan-reversal-equivalent. This defines an equivalence relation between n × n skew-symmetric matrices which preserves principal minors. In the converse direction, we propose the following conjecture. Conjecture 1. Two n × n skew-symmetric real matrices have equal corresponding principal minors of all order if and only if they are HL-clan-reversalequivalent.
We will restrict ourselves to the class M n of n × n skew-symmetric matrices with entries from {−1, 0, 1} and such that all off-diagonal entries of the first row are nonzero. We obtain the following Theorem, which is a partial answer to the conjecture above. 
HL-clan-reversal-equivalence
In this section, we present some properties of HL-clan-reversal-equivalence. We start with the following basic facts. Let A = [a ij ] be a skew-symmetric n × n matrix. Proof. Let X be a subset of [n] . We have the following equalities: 
It suffices to see that
. The second statement is trivial.
The next Proposition states that HL-clan-reversal-equivalence generalizes diagonal similarity up to transposition. The following Proposition appears in another form in [5] (see Lemma 5) .
Proof. Without loss of generality, we can assume that X = {1, . . . , p}. We will show that A and Inv(X, A) have the same characteristic polynomial. As , where A t 11 = −A 11 . We will prove that A and Inv(X, A) have the same characteristic polynomial.
Let λ satisfying |λ| > λ 0 where λ 0 is the spectral radius of A 11 . Then A 11 + λI p is nonsingular and hence, by using the Schur complement, we have det(A + λI n ) = det(A 11 + λI p ) det(A 22 + λI n−p + αβ
It follows that A and Inv(X, A) have the same characteristic polynomial and then det(A) = det(Inv(X, A)).
The following Collorary is a direct consequence of the previous Proposition and Fact 3. 
Digraphs and orientation of a graph
We start with some definitions about digraphs. A directed graph or digraph Γ consists of a nonempty finite set V of vertices together with a (possibly empty) set E of ordered pairs of distinct vertices called arcs. Such a digraph is denoted by (V, E). The converse of a digraph Γ denoted by Γ * is the digraph obtained from Γ by reversing the direction of all its arcs.
Let Γ = (V, E) be a digraph and let X be a subset of V . The subdigraph of Γ induced by X is the digraph Γ [X] whose vertex set is X and whose arc set consists of all arc of Γ which have end-vertices in X.
Two digraphs Γ = (V, E) and Γ ′ = (V ′ , E ′ ) are said to be isomorphic if there is a bijection ϕ from V onto V ′ which preserves arcs, that is (x, y) ∈ E if and only if (ϕ(x), ϕ(y)) ∈ E ′ . Any such bijection is called an isomorphism. We say that Γ and Γ ′ are hemimorphic, if there exists an isomorphism from Γ onto Γ ′ or from Γ * onto Γ ′ . Let Γ = (V, E) be a digraph. Following [3] , a subset X of V is a clan of Γ if for any a, b ∈ X and x ∈ V X, (a, x) ∈ E (resp. (x, a) ∈ E)) if and only if (b, x) ∈ E (resp. (x, b) ∈ E). For a subset X of V , we denote by Inv(X, Γ) the digraph obtained from Γ by reversing all arcs of Γ [X]. Clearly, Inv(X, Inv(X, Γ)) = Γ and moreover, if X is a clan of Γ then X is a clan of Inv(X, Γ).
Let G = (V, E) be a simple graph (without loops and multiple edge). An orientation of G is an assignment of a direction to each edge of G in order to obtain an directed graph
Remark 2.
i) There are exactly four possible simple graphs with three vertices: the complete graph K 3 , the path P 2 , the complement of these two graphs, namely K 3 and P 2 (see Figure 1) ;
ii) The path P 2 has two non-hemimorphic orientations Γ 1 and Γ 2 (see Figure  2 (a));
iii) The complete graph K 3 has two non-hemimorphic orientations Γ 3 and Γ 4 (see Figure 2 (b)). The proof of our main theorem is based on a result of Boussaïri et al [2] about the relationship between hemimorphy and clan decomposition of digraphs. Proposition 3.1 below is a special case of this result. ii) There exists a sequence σ 0 = σ, . . . , σ m = τ of orientations of G such that 
Clearly, the entries of S(G σ ) depend on the ordering of vertices. But the value of the determinant det(S(G σ )) is independent of this ordering. So, we can write det(G σ ) instead of det(S(G σ )). Consider now a skew-symmetric {−1, 0, 1}-matrix A. We associate to A its underlying graph G with vertex set [n] and such that {i, j} is a edge of G iff a ij = 0. Let σ be the map from [n] × [n] to the set {0, 1, −1} such that σ(i, j) = a ij . Clearly, G σ is the unique orientation of G such that S(G σ ) = A.
Remark 3. Let G = ([n] , E) be a graph and let G σ be an orientation of G. Then:
i) For every subset X of [n], we have S(Inv(X, G σ )) = Inv(X, S(G σ ));
iii) Every clan of G σ is an HL-clan of S(G σ ).
In addition to Corollary 2.4, the proof of our Main Theorem requires the following Lemma. 
