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Abstract
We investigate the behavior of strong solutions to the Robin boundary value problem for
linear elliptic nondivergence second-order equations in a neighborhood of the boundary conical
point. We establish precise exponent of the solution decreasing rate.
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1. Introduction
Let G ⊂ Rn, n2 be a bounded domain with boundary G that is a smooth surface
everywhere except at the origin O ∈ G and near the point O it is a convex conical
surface with vertex at O . We consider the elliptic value problem
{
L [u] ≡ aij (x)uxixj + ai(x)uxi + a(x)u = f (x), x ∈ G,
B [u] ≡ u	n + 1|x|(x)u = g(x), x ∈ G \O
(L)
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(summation over repeated indices from 1 to n is understood), 	n denotes the unite out-
ward normal to G\O . We obtain best possible estimates of the strong solutions of the
problem (L) near a conical boundary point. Analogous results were established in [2]
for the Dirichlet problem. Many mathematicians have considered the third boundary
value problem [6]. For the ﬁrst time, Kondrat’ev [8] studied general elliptic bound-
ary value problems in domains with conical points. He proved the solvability of such
problems with inﬁnitely differentiable coefﬁcients in weighted and usual L2-Sobolev
spaces. Later Maz’ya and Plamenevskiy extended the results of Kondrat’ev to the Lp-
Sobolev weighted spaces (see e.g. [9,10]). The oblique derivative problem for elliptic
equations in nonsmooth domains investigated Faierman [4], Liberman [11–15], Gar-
roni et al. [5], Reisman [17]. Lieberman [11,14] proved local and global maximum
principle for general second order linear and quasi-linear elliptic equations. He studied
[12–15] problems of the existence and the regularity of solutions in Lipschitz domains
for the equation with Hölder continuous coefﬁcients. Recently Lieberman [14] proved
the Hölder continuity of strong solutions under weak hypotheses on the coefﬁcients of
(L). Faierman [4] investigated the regularity in Sobolev space W 2,p(G) of a generalized
solution of the problem in a rectangle. Reisman [17] investigated such a problem in
weighted Sobolev spaces for a domain with dihedral edges and coefﬁcients of equation
being inﬁnitely smooth. At last, authors of [5] considered the problem for the Poisson
equation on the inﬁnite angle. A principal new feature of this article is the consider-
ation of our estimates for equations with minimal smooth coefﬁcients. Our examples
demonstrate this fact.
We introduce the following notations:
• Sn−1 : a unit sphere in Rn centered at O ;
• (r,), = (1,2, . . . ,n−1) : the spherical coordinates of x ∈ Rn with pole O :
x1 = r cos1,
x2 = r cos2 sin1,
...
xn−1 = r cosn−1 sinn−2 . . . sin1,
xn = r sinn−1 sinn−2 . . . sin1.
• C : the convex rotational cone {x1 > r cos 02 } with the vertex at O ;
• C : the lateral surface of C : {x1 = r cos 02 };
•  : a domain on the unit sphere Sn−1 with smooth boundary  obtained by the
intersection of the cone C with the sphere Sn−1;
•  = C ∩ Sn−1;
• Gba = {(r,) | 0a < r < b; ∈ } ∩G : a layer in Rn;
• ba = {(r,) | 0a < r < b; ∈ } ∩ G : the lateral surface of layer Gba ;
• Gd = G \Gd0 ;
• d = G \ d0 , d > 0;•  = Gd0 ∩ {|x| = }; 0 <  < d .
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• G(k) := G2−k2−(k+1), k = 0, 1, 2, . . . .
• 〈, 〉: the scalar product of two vectors
We use the standard function spaces: Ck(G), Ck0 (G) with the norm |u|k,G, Lebesgue
space Lp(G), p1 with the norm ‖u‖p,G, the Sobolev space Wk,p(G) with the norm
‖u‖k,p;G. We deﬁne the weighted Sobolev spaces: V kp,(G) for integer k0 and real






















where the inﬁmum is taken over all functions 
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Wk(G) ≡ Wk,2(G), ◦Wk(G) ≡ V k2,(G), ◦Wk−
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Deﬁnition 1. A strong solution of the problem (L) is a function u(x) ∈ W 2,nloc (G) ∩
W 2(Gε) ∩ C0(G) that for each ε > 0 satisﬁes an equation for almost all x ∈ Gε and
the boundary condition in the sense of traces on ε.
We assume that M0 = max
x∈G
|u(x)| is known (see e.g. [11,14]) and as well there exists
d > 0 such that Gd0 is a convex rotational cone with an vertex at O and the aperture
0. Regarding the equation we assume that the following conditions are satisﬁed:
(a) the condition of the uniform ellipticity:
2aij (x)ij2, ∀x ∈ G, ∀ ∈ Rn;
, = const > 0, and aij (0) = ji (the Kronecker symbol);
(b) aij ∈ C0(G), ai ∈ Lp(G), p > n, a, f ∈ Ln(G); for them the inequalities( n∑
i,j=1
|aij (x)− aij (y)|2
) 1
2






2 + |x|2|a(x)|A (|x|)
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hold for x, y ∈ G, where A (r) is a monotonically increasing, nonnegative function,
continuous at 0, A (0) = 0;
(c) there exist numbers f10, g10, s > 1, s − 2, 0 > tan 02 such that
|f (x)|f1|x|, |g(x)|g1|x|s−1, (x)0,
(x) ∈ L∞(G) ∩ C1(G \O);
(d) a(x)0 in G.
Our main results are following theorems. Let
 = 2− n+
√
(n− 2)2 + 4ϑ
2
, (1.1)
where ϑ is the smallest positive eigenvalue of the problem (EVP) (see Section 2.2).
Theorem 1.1. Let u be a strong solution of the problem (L), assumptions (a)–(d) are









4−n(G), as well as a(x) ∈ ◦W04−n(G), (x) ∈ ◦W
1
2
2−n(G), if u(0) = 0



































‖f ‖n,G/2 + |u(0)|‖a‖n,G/2
)
=: s .
Then there are d ∈ (0, 1) and a constant C > 0 depending only on ,, d, s, n, , 0,





dr such that ∀x ∈ Gd0
|u(x)− u(0)|  C
(



























, if s = ,
|x|s , if s < .
(1.3)
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, if s = ,
|x|s−1, if s < .
(1.5)
Theorem 1.2. Let u be a strong solution of the problem (L) and assumptions of The-
orem 1.1 are satisﬁed with A (r) that is a function continuous at zero but not Dini-
continuous at zero. Then there are d ∈ (0, 1) and for each ε > 0 a constant Cε > 0
depending only on ε, ,, d, s, n, , 0, ‖‖C1(G\O),measG and on A (diamG) such
that ∀x ∈ Gd0
|u(x)− u(0)|  Cε
(

















)+ ks + s)
×
{ |x|−ε if s > ,





















)+ ks + s + s)
×
{ |x|−1−ε if s > ,
|x|s−1−ε if s. (1.7)
Theorem 1.3. Let u be a strong solution of the problem (L) and the assumptions
of Theorem 1.1 are satisﬁed with s, A (r) ln 1
r
const, r > 0 and A (0) = 0.
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Then there are d ∈ (0, 1) and the constants C > 0, c > 0 depending only on
,, d, n, , 0, ‖‖C1(G\O),measG and on A (diamG) such that ∀x ∈ Gd0
|u(x)− u(0)|  C
(








































)+ ks + s + s)
×|x|−1 lnc+1 1|x| . (1.9)
2. Preliminaries
2.1. Auxiliary formulae
Let us recall some well known formulae related to spherical coordinates (r,1, . . . ,
N−1) centered at the conical point O
• dx = rn−1 dr d,
• d = n−1 d,
• d = J () d denotes the (n− 1)-dimensional area element of the unique sphere,
• J () = sinn−21 sinn−32 . . . sinn−2,
• d = d1 . . . dn−1,
• ds denotes the (n− 1)-dimensional area element on G;
• d denotes the (n− 2)-dimensional area element on ;







|∇u|2 , where |∇u| is the projection of the vector ∇u onto










, where q1 = 1, qi = (sin1 · · · sini−1)2, i2,
• u = 2ur2 + n−1r ur + 1r2u,











, the Beltrami–Laplace operator,
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C = C(. . .), c = c(. . .) denote the constants depending only on the quantities ap-
pearing in parentheses. In the sequel, the same letters C, c will (generally) be used to
denote different constants depending on the same set of arguments.
By means of the direct calculation we obtain
Lemma 2.1.





We need some statements and inequalities.
The eigenvalue problem: Let  ⊂ Sn−1 be a bounded domain with the smooth
boundary . Let −→ be the exterior normal to . Let (x) ∈ C0(), (x)0 > 0.
We consider the problem of the eigenvalues for the Laplace–Beltrami operator  on
the unit sphere:






which consists of the determination of all values ϑ (eigenvalues) for which (EVP) has
a nonzero weak solutions (eigenfunctions).
Deﬁnition 2. The function u is called a weak solution of the problem (EVP) provided















(x)u d = 0 (II)
for all (x) ∈ W 1().
Remark 1. The eigenvalue problem (EVP) was studied in Section VI [3] and in Section
2.5 [18]. We observe that ϑ = 0 is not an eigenvalue of (EVP).
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We deﬁne yet the set
K = {u ∈ W 1()∣∣∣ G[u] = 1}.
Since K ⊂ W 1(), F [u] is bounded from below for u ∈ K. The greatest lover bound
of F [u] for this family we denote by ϑ:
inf
u∈K F [u] = ϑ.
We formulate the following statement:
Theorem 2.2 (see Theorem of subsection 4, Section 2.5, p. 123 [18]). Let  ⊂ Sn−1
be a bounded domain with the smooth boundary . Let (x) ∈ C0(), (x)0 > 0.
There exist ϑ > 0 and a function u ∈ K such that
F(u, )− ϑG(u, ) = 0 f or arbitrary  ∈ W 1().
In particular F [u] = ϑ. In addition, on , u has continuous derivatives of arbitrary
order and satisﬁes the equation u+ϑu = 0,  ∈  and the boundary condition of
(EVP) in the sense of the Remark on pp. 121–122 [18].
Next from the variational principle we obtain
The Friedrichs–Wirtinger inequality:
Theorem 2.3. Let ϑ be the smallest positive eigenvalue of the problem (EVP) (it there
exists according to Theorem 2.2). Let  ⊂ Sn−1 be a bounded domain. Let u ∈ W 1()











Proof. Consider functionals F [u],G[u], H [u] on W 1() described above. We will ﬁnd
the pair (ϑ, u) that gives the minimum of the functional F [u] in the set K. For this we
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investigate the minimization of the quadratic functional H [u] on all functions u(),
for which the integrals exist and which satisfy the boundary condition from (EVP).
The necessary condition of existence of the functional minimum is H [u] = 0. By the
calculation of the ﬁrst variation H we have
H [u] = −2
∫









Hence we obtain the Euler equation and the boundary condition that are our (EVP).
Backwards, let u() be the solution of (EVP). By Theorem 2.2, u ∈ C2(). There-
fore, we can multiply both sides of the equation (EVP) by u and integrate over ,















































⇒ ϑ = F [u].
Consequently the required minimum is the least eigenvalue of (EVP).
The existence of a function u ∈ K such that
F [u]F [v] for all v ∈ K (2.3)
was proved in Theorem 2.2. 












∀ ∈ W 1(), (x) ∈ C0(), (x)0 > 0.
Lemma 2.4. Let 0 < ε < d,  > 0 and f ∈ L2(ε, d), F (x) = ∫ x
ε













f 2(x) dx. (2.5)
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Now we choose  := 12 and obtain the assertion. 



















for  < 4− n.
Proof. We apply inequality (2.5) with F = v,  := 4−n−2 , noting that F ′(r) =






Hence it follows immediately.
The Hardy inequality (see [7, Theorem 330]): For any v(r) ∈ W 1(]0, d[), d > 0
with v(0) = 0,
∫ d
0
rn−5+v2 dr 4|4− n− |2
∫ d
0
rn−3+v2r dr,  < 4− n, (2.7)
provided that the integral on the right is ﬁnite.
M. Borsuk, A. Zawadzka / J. Differential Equations 207 (2004) 303–359 313




∞,  < 4− n. Then
∫
C




Remark 2. The constant in (2.7) and (2.8) is the best possible.
The Hardy–Friedrichs–Wirtinger inequality: Let u ∈ C0(G) ∩ W 1(G) and (x) ∈
C0(), (x)0 > 0. Then
∫
Gd0









H(, n, ) = 1
(+ n− 2)+ 14 (4− n− )2
, 4− n (2.10)
provided that integrals on the right are ﬁnite.
Proof. By Theorem 2.3 inequality (2.4) holds. Multiplying it by rn−5+ and integrating
over r ∈ (0, d) we obtain
∫
Gd0











r−3(x)u2(x) ds, ∀4− n. (2.11)
Hence (2.9) follows for  = 4− n. Now, let  < 4− n. We shall show that u(0) = 0.
In fact, from the representation u(0) = u(x)− (u(x)− u(0)) by the Cauchy inequality












r−4|v|2 dx <∞ (2.12)
(the ﬁrst integral from the right is ﬁnite by (2.11) and the second is ﬁnite as well in
virtue of Corollary 2.6). Since
∫
Gd0
r−4 dx = meas
∫ d
0
r+n−5 dr = ∞,
by + n− 4 < 0, the assumption u(0) = 0 contradicts (2.12). Thus u(0) = 0.
314 M. Borsuk, A. Zawadzka / J. Differential Equations 207 (2004) 303–359
Therefore, we can use the Hardy inequality (2.7) and we obtain
∫
Gd0











we get the desired (2.9). 
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(|∇v|2 + Cv2) dx, ∀v(x) ∈ W 1,2(G), ∀ > 0. (2.15)
2.3. Quasi-distance rε(x)
Further, we deﬁne the function rε(x) as follows. We ﬁx the point Q = (−1, 0, . . . , 0)
∈ Sn−1 \ ¯ and consider the unit radius-vector 	l = OQ = {−1, 0, . . . , 0}. We denote
by 	r the radius-vector of the point x ∈ G¯ and introduce the vector 	rε = 	r−ε	l, ∀ε > 0.
Since ε	l /∈ Gd0 for all ε ∈]0, d[, it follows that rε(x) = |	r − ε	l| = 0 for all x ∈ G¯. It
is easy to see that rε(x) has the following properties:




sin 02 if x1 < 0.




r2 − x21 = r2 + 2εx1 + ε2.
If x10 we obtain either r2ε r2 ⇒ rεr or r2ε ε2 ⇒ rεε.
If x1 = r cos0, || ∈ [2 , 02 ], we obtain by the Cauchy inequality: either
|2εr cos|r2 cos2+ ε2 ⇒ 2εr cos − r2 cos2− ε2 ⇒ rεr · sin 02
or
|2εr cos|ε2 cos2+ r2 ⇒ 2εr cos − r2 − ε2 cos2⇒ rεε · sin 02 . 
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2. If x ∈ Gd , then rε(x) d2 for all ε ∈]0, d2 [,
3. lim
ε→0+
rε(x) = r , for all x ∈ G¯,
4. |∇rε|2 = 1, and rε = n−1rε .
Lemma 2.8. Let v ∈ C0(Gdε )∩W 1(Gdε ), v(ε) = 0; (x)0 > 0. Then for any ε > 0
∫
Gdε









Hε(, n, ) = 1
(+ n− 2)+ 14 (4− n− )2 · 11+ 12 ( εd ) 4−n−2
, 4− n; (2.17)
in addition, it is obvious that
Hε(, n, ) = H(, n, )+O(ε) $⇒ lim
ε→+0Hε(, n, ) = H(, n, ), (2.18)
where H(, n, ) is determined by (2.10).
Proof. By Theorem 2.3 inequality (2.4) holds. Multiplying it by rn−5+ and integrating
over r ∈ (ε, d) we obtain (2.16) for  = 4 − n. If  < 4 − n we consider inequality
(2.6) and integrate it over ; then we have
1
4




















|∇u|2 , we get the desired result. 
Lemma 2.9. Let v ∈ C0(G) ∩W 1(G), v(0) = 0; (x)0 > 0. Then
∫
Gd0
r−4ε v2 dxHε(, n, )
{∫
Gd0






where Hε(, n, ) is determined by (2.17).
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Proof. We perform the change of variables yi = xi − εli , i = 1, . . . , n and use
inequality (2.16) together with (2.17):∫
Gd0





|y|−4v2(y + εl) dy









|y|−3(y + εl)v2(y + εl) ds
}
= Hε(, n, )
{∫
Gd0






2.4. The Cauchy problem for differential inequality
Theorem 2.10. Let V () be a monotonically increasing, nonnegative differentiable
function deﬁned on [0, 2d] and satisfy the problem{
V ′()− P ()V ()+N ()V (2)+Q ()0, 0 <  < d,
V (d)V0, (CP)
where P (),N (),Q () are nonnegative continuous functions deﬁned on [0, 2d] and
V0 is a constant. Then
































Proof. Let us deﬁne functions
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Multiplying our differential inequality (CP) by the integrating factor exp
(∫ d
 P (s) ds
)
and integrating on the interval (, d) we get

































B () w(2)R (2)
R (2)
R () d. (2.25)
Since R (2)R () for  > , then setting





B ()z(2) d. (2.27)
Let us deﬁne a function




from (2.27) we have
z()Z () (2.28)
and
Z ′() = −B ()z(2) − B ()Z (2).
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Multiplying the obtained differential inequality by the integrating factor exp(
− ∫ d B (s) ds
)



















































B (s)z(2s) ds = Z ().
Therefore,













































or with regard to (2.23) the desired estimate (2.20). 
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2.5. The comparison principle
Proposition 2.11. Let L be uniformly elliptic in Gd0 with ai(x) ∈ Ln(Gd0), a(x)0
in Gd0 . Let (x) ∈ C0(d0), (x)0 > 0 on d0 . Suppose that v and w are functions
in W 2,nloc (G
d
0) ∩ C0(Gd0) satisfying


L [w(x)]L [v(x)], x ∈ Gd0 ,
B [w(x)]B [v(x)], x ∈ d0 ,
w(x)v(x), x ∈ d ∪O.
(2.30)
Then v(x)w(x) in Gd0 .
This proposition is the direct consequence of the Lieberman global maximum prin-
ciple for Lipschitz domains ([11, Lemma 1.1], [14, Proposition 2.1]; see also [16,
Theorem 13]).
3. The barrier function. The preliminary estimate of the solution modulus
Let Gd0 be a convex rotational cone with a solid angle 0 ∈ (0,) and a lateral
surface d0 , such that Gd0 ⊂ {x10}. Let us deﬁne the linear elliptic operator:
L 0 ≡ aij (x) 
2
xixj
; aij (x) = aji(x), x ∈ Gd0 ,
2aij (x)ij2, ∀x ∈ Gd0 , ∀ ∈ Rn; , = const > 0




|x|(x), (x)0 > 0, x ∈ 
d
0 .
Lemma 3.1 (Existence of the barrier function). Fix the numbers 0 > tan 02 ,  > 0,
g10, d ∈ (0, 1). There exist h > 0, depending only on 0, the number 0 ∈
(0, 0 cot 02 − 1), a number B > 0 and a function w(x) ∈ C1(G0) ∩ C2(G0) that
depend only on 0, the ellipticity constants , of the operator L 0 and the quantities
0, , g1,0 such that for any  ∈ (0;min(,0)) the following hold:
L 0[w(x)] − h2|x|−1; x ∈ Gd0 , (3.1)
B [w(x)]g1|x|; x ∈ d0 , (3.2)
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0w(x)C0(0, B,0)|x|+1; x ∈ Gd0 , (3.3)
|∇w(x)|C1(0, B,0)|x|; x ∈ Gd0 . (3.4)
Proof. Let (x, y, x′) ∈ Rn, where x = x1, y = x2, x′ = (x3, . . . , xn). In {x10}
we consider the cone K with the vertex in O such that K ⊃ Gd0 (we recall that
Gd0 ⊂ {x10}). Let K be the lateral surface of K and let K ∩ yO x = ± be
x = ±hy, where h = cot 02 , 0 < 0 <  such that in the interior of K holds the
inequality x > h|y|. We shall consider the function:
w(x; y, x′) ≡ x−1(x2 − h2y2)+ Bx+1,
(3.5)
with some  ∈ (0; 1), B > 0.
Let coefﬁcients of the operator L 0 be: a2,2 = a, a1,2 = b, a1,1 = c. Then we have
L 0w = awyy + 2bwxy + cwxx, (3.6)
2a21 + 2b12 + c222,
(3.7)
2 = 21 + 22; ∀1, 2 ∈ R.
Let us calculate the operator L 0 on function (3.5). For t = yx , |t | < 1h we obtain
L 0w = −h2x−1(),
where
() = 2a − 4bt + 4bt− ch−1(1+ B)(2 + )+ ct22 − 3ct2+ 2ct2
= c(t2 − h−2(1+ B))2 + (4bt − ch−2(1+ B)− 3ct2)+ 2(ct2 − 2bt + a),







 − c B
h2
< 0.
Because of (3.7), we have (0) = 2(ct2 − 2bt + a)2 and since () is the square
function there exists the number 0 > 0 depending only on ,, h such that ()
for  ∈ [0;0]. Therefore, we obtain (3.1).
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Now, let us notice that




x = r cos 02 ,
y = r sin 02
{
 (	n, x) = 2 + 02 ,
 (	n, y) = 02
on − :
{
x = r cos 02 ,
y = −r sin 02
{
 (	n, x) = 2 + 02 ,











wx = (1+ )x(1+ B)− (− 1)h2y2x−2 ⇒ wx
∣∣
± = [2+ B(1+ )]x,









= wx cos  (	n, x)
∣∣∣∣
±
+ wy cos  (	n, y)
∣∣∣∣
±















1+ h2) +12 r
[Bh0 − B(1+ )− 2(1+ h2)].








B(h0 − 1− 0)− 2(1+ h2)
]
g1r, 0 < r < d < 1,








h0 − 1− 0
(it should be pointed out that we can choose (if it is necessary) 0 so small that
0 < h0 − 1). Now we will show (3.3). Let us rewrite function (3.5) in spherical
coordinates. Recalling that h = cot 02 , we obtain



























′() = − sin 2
and
′() = 0 for  = 0.
Now we see that ′′(0) = −2 cos 0 = −2 < 0. In this way we have
max
∈[−0/2,0/2]
() = (0) = sin2 0
2
and therefore,












Hence (3.3) follows. Finally, (3.4) follows in virtue of (3.9). 
Now we can estimate |u(x)| for (L) in the neighborhood of a conical point.
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Theorem 3.2. Let u(x) be a strong solution of the problem (L) and satisfy assump-
tions (a)–(d). Then there exist numbers d ∈ (0, 1) and  > 0 depending only on
,, n,0,0, f1,, 0, s, g1,M0 and the domain G such that
|u(x)− u(0)|C0|x|+1, x ∈ Gd0 , (3.10)
where the positive constant C0 depends only on ,, n, f1, g1,, s, 0,M0 and the
domain G, and does not depend on u(x).
Proof. Without loss of generality we may suppose that u(0)0. Let us take the barrier
function w(x) deﬁned by (3.5) with  ∈ (0,0) and the function v(x) = u(x)− u(0).
For them we shall prove (2.30). Let us calculate the operator L on this function.
Because of Lemma 3.1 and assumptions (b) and (d), we obtain
L v(x) = L u(x)− a(x)u(0) = f (x)− a(x)u(0)f (x) − f1r,







if, by continuity of A (r), d > 0 has been chosen so small that
C1A (r)C1A (d) 12h
2 for rd. (3.11)
Thus, because of 0 <  < 0, we get
L [Aw(x)] − 1
2
Ah2r0−1L v(x), x ∈ Gd0 ,
where numbers 0, A are chosen such that
0+ 1, A 2f1h2 . (3.12)





Let us calculate B [v] on d±. If A1 and 0 < s − 1 then
B [v(x)] = u
	n +
1
|x|(x) (u(x)− u(0)) = g(x)−
1
|x|(x)u(0)g(x)
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 g1rs−1g1rB [Aw], x ∈ d± (3.14)
by (3.13).




































if we choose A maybe more greater:





1+ h2) 1−02 ] . (3.17)
Thus, if we choose small number d > 0 according to (3.11) and large numbers B >
0, A1 according to (3.10), (3.12), (3.17), we provide the validity of (2.30).
Therefore the functions v(x), Aw(x) satisfy the comparison principle (Proposition
2.11) and we have
u(x)− u(0)Aw(x), x ∈ Gd0 . (3.18)
Similarly, we derive the estimate
u(x)− u(0) − −11 Aw(x),
if we consider an auxiliary function v(x) = u(0)− u(x). Theorem is proved in virtue
of (3.3). 
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4. Global integral weighted estimate
Theorem 4.1. Let u(x) be a strong solution of the problem (L). Let assumptions (a)–(c)




4− n < 2. (4.1)
Then u(x) ∈
◦













where the constant C > 0 depends only on ,, , n, ‖ai‖p,G, i = 1, . . . , n; ‖a‖n,G, 0,
‖‖C1(G\O), the moduli of continuity of the coefﬁcients aij and the domain G.
Proof. Since aij (0) = ji , we have
u(x) = f (x)−
(
aij (x)− aij (0)
)
Diju(x)− ai(x)Diu(x)− a(x)u(x) in G. (4.3)
Integrating by parts, using the Gauss–Ostrogradskiy formula, we show that
∫
Gε























































































= (n+ − 4)r−4
and (2.1) of Lemma 2.1.
Thus, multiplying both sides of (4.3) by r−2u(x) and integrating over Gε, because
of the boundary condition of (L), we obtain
∫
Gε

























































dε = 0, ∀ ∈ (4− n, 2]. (4.5)






(|w| + |∇w|) dx.
Setting w = uur we ﬁnd
|w| + |∇w|c(r2u2xx + |∇u|2 + r−2u2).








(r2u2xx + |∇u|2 + r−2u2) dx. (4.6)
Let us now consider the sets G5ε/2ε/2 and G2εε ⊂ G5ε/2ε/2 and new variables x′ deﬁned







+ εai(εx′) wx′i + ε
2a(εx′)w = ε2f (εx′), x′ ∈ G5/21/2,
w




Because of L2-estimate [1, Theorem 15.3] for the solution of Eq. (L)′ inside the domain




















where inf is taken over all G such that G ∣∣5/21/2= g and the constants C1, C2 > 0 depend
only on ,, max
x′,y′∈G5/21/2
A (|x′ − y′|), ‖‖
C1(5/21/2)
and the domain G.













r2f 2 + r−2u2
)





(r2|∇G |2 + |G |2) dx. (4.7)
















 2εn−2n−31 M2(1ε)meas (4.8)
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for some 12 < 1 <
5





















rf 2 + r|∇G |2 + r−2|G |2
}
dx,
∀   2. (4.9)


























rf 2 + r|∇G |2 + r−2|G |2
}
dx = 0. (4.11)
Because of u ∈ C0(G) and 4 − n < 2, from (4.10) and (4.11) we deduce the
validity of the statement 4.5 of our lemma. 









u2 ds, since rd, 2,








|∇u|2 dx + c
∫
Gd
|u|2 dx; ∀ > 0. (4.12)






























∀ > 0. (4.13)
330 M. Borsuk, A. Zawadzka / J. Differential Equations 207 (2004) 303–359
(3) We get by the Cauchy inequality
∫
Gε













∀ > 0. (4.14)
(4) Applying assumption (b) together with the Cauchy inequality
r−2u
((












r|D2u|2 + r−2|∇u|2 + 2r−4u2
)
. (4.15)
Finally, by (4.12)–(4.15), from (4.4) we obtain
∫
Gε

























(|∇u|2 + |u|2) dx + c
∫
G










r|D2u|2 + r−2|∇u|2 + 2r−4u2
)
dx (4.16)
for ∀ > 0.
Let us now estimate the last integral in (4.16). Due to assumption (b) we have
∀ > 0 ∃d > 0 such that A (r) <  for all 0 < r < d. (4.17)
Let 2ε < d. From (4.7) and (4.8) it follows that
∫
G2εε










rf 2 + r|∇G |2 + r−2|G |2
)
dx







A (r)r|D2u|2 dx +
∫
Gd2ε

























for ∀ > 0 and 0 < ε < d/2. Here c is independent of ε.
Applying all these estimates to inequality (4.16) we obtain∫
Gε












































for ∀ > 0 and 0 < ε < d/2.









u2 + f 2) dx + c‖g‖2
W 1/2,2(d/2)
. (4.20)










(see [8, (1.16), Lemma 1.16]). Then from (4.19)–(4.21) we obtain∫
Gε




































for ∀ > 0 and 0 < ε < d/2.
Case I: 4− n <  < 2.




































We observe that the constant c in (4.23) does not depend on ε. Therefore we can
perform the passage to the limit as ε → +0 by the Fatou theorem: indeed, we apply
Lemma 4.2, (4.11), the continuity of A (r) and A (0) = 0. Thus, we get
∫
G









Now from (4.7) we obtain
∫
G2εε














(r|∇G |2 + r−2|G |2) dx. (4.25)























From (4.24), (4.26) and (4.20) we deduce the validity of our theorem in case I.
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Case II:  = 2, n3.









r2f 2 + r2|∇G |2 + |G |2
}
dx
+ cA (2ε)εn−2 + 1
∫
Gε
|∇u|2 dx + 2
∫
Gε






























r2f 2 + r2|∇G |2 + |G |2
}
dx
+ cA (2ε)εn−2 + c
(









for any ε ∈ (0, d/2). Performing the passage to the limit as ε → +0 by the Fatou
theorem we deduce from this the validity of our theorem in case II. 
Now we want consider  = 4 − n, n2. In order to consider this case we attract
Theorem 3.2, based on Lemma 3.1 about the existence of the barrier function.
Theorem 4.3. Let u be a strong solution of the problem (L). Let assumptions (a)–(d)
be satisﬁed. Suppose, in addition, g(x) ∈ ◦W
1
2





2−n(G), if u(0) = 0.
Then
(
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where the constant C > 0 depends only on ,, n, ‖ai‖p,G, i = 1, . . . , n; ‖a‖n,G, 0,
‖‖C1(G), the moduli of continuity of the coefﬁcients aij and the domain G.
Proof. Setting v(x) = u(x)−u(0) we have that v ∈ C0(G), v(0) = 0 and v is a strong
solution of the problem
{
aij (x)vxixj + ai(x)vxi + a(x)v = f (x)− a(x)u(0) ≡ f0(x), x ∈ G,
v
	n + 1|x|(x)v = g(x)− 1|x|(x)u(0) ≡ g0(x), x ∈ G \O .
(L)0
We repeat verbatim the arguments of the proof of Theorem 4.1 with  = 4− n. Then


















r2−ng(x)v ds + |u(0)|
∫
ε










































r4−na2(x)+ r2−n|∇|2 + r−n2(x)
}
dx. (4.31)









dε = 0. (4.32)
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∀ > 0. (4.33)













From (4.30), (4.33) with  = 1, (4.34) it follows:∫
Gε








































Taking into account estimates (4.12) and (4.13) with  = 1, (4.14), (4.15), (4.18),

























































for any 1, 2 > 0 and 0 < ε < d/2.
Finally, we apply Theorem 3.2. Assumptions of our theorem guarantee the fulﬁlment










336 M. Borsuk, A. Zawadzka / J. Differential Equations 207 (2004) 303–359
Now choosing, 1 = 12 , because of (4.37), we can perform the passage to the limit as










r−nv2 dx + c1
(






















for any  > 0.
From (4.37) and (4.38) it follows that v ∈ ◦W12−n(G); moreover, v(0) = 0. This makes
possible apply inequality (2.9) and (2.10). Therefore, choosing appropriate small  > 0






































r4−nv2xx dx  C3
∫
G2d0
























From (4.39), (4.40) it follows the desired estimate (4.29). 
Theorem 4.4. Let u be a strong solution of the problem (L) and  be as above in






4− n− 2 <  < 4− n
as well as a(x) ∈ ◦W0(G), (x) ∈ ◦W
1
2
−2(G), if u(0) = 0.
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Then
(































where the constant C > 0 depends only on ,, , , n, ‖ai‖p,G, i = 1, . . . , n;
‖a‖n,G, 0, ‖‖C1(G), the moduli of continuity of the coefﬁcients aij and the domain G.
Proof. We consider the function v(x) = u(x)− u(0) which satisﬁes the problem (L)0,









f (x)− a(x)u(0)− 〈(aij (x)− aij (0))vxixj
+ ai(x)vxi + a(x)v〉
}
. (4.42)
We transform the integral from the left in (4.42) by the Gauss–Ostrogradskiy formula:
∫
G




















Because of the boundary condition of (L), we obtain
∫
G
r−2ε vv dx = −
∫
G























Now we transform the second integral from the right in (4.44). For this we use the









































cos (	n, xi) ds = −ε sin 02
∫
d0


















dx = (4− n− )
∫
G
r−4ε v2 dx. (4.47)





























r−4ε v2 dx. (4.48)
From (4.42), (4.43) and (4.48) with regard to a(x)0 we obtain the following equality:∫
G












































(x)v ds, ∀ε > 0. (4.49)
Now we estimate the integral over d . Because on d : rεhrhd ⇒ (− 3) ln




















v2 dx + 
∫
Gd
|∇v|2 dx, ∀ > 0. (4.51)
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rg2, ∀ > 0,
















r−1g2 ds, ∀ > 0.
(4.52)
From assumptions (a)–(b) we have
max
d0
|aij (x)− aij (0)|A (d), and max
d
|aij (x)− aij (0)|1+ .
































Further, from the Cauchy inequality we obtain
∫
G


























r−2ε r−1(x) ds, ∀ > 0, (4.56)
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∫
G












r2r−2ε a2(x) dx, ∀ > 0. (4.57)
As a result from (4.49)–(4.57) we obtain
∫
G































r−2ε |∇v|2 + r−2r−2ε v2
)
dx


















, ∀ > 0.
(4.58)
Now we consider two sets G2/4 and G

/2 ⊂ G2/4,  > 0. We make the coordinate
transformation x = x′. The function z(x′) = v(x′) in G21/4 satisﬁes the equation
{
aij (x′)zx′i x′j + ai(x′)zx′i + 2a(x′)z = 2f (x′), x′ ∈ G21/4,
z
	n′ + 1|x′|(x′)z = g(x′), x′ ∈ 21/4.
(L)′′
Because of L2-estimates [1, Theorem 15.3] for the solution of Eq. (L)′′ inside the










4f 2 + z2
)
dx′ + C62 inf
∫
G21/4
(|∇′G |2 + |G |2)dx′,
where inf is taken over all G such that G ∣∣21/4= g and the constants C5, C6 > 0 depend
only on ,, max
x′∈G21/4
A (|x′|), ‖‖C1(21/4) and the domain G. Multiplying both sides of
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(2|∇G |2 + |G |2) dx.
Now in the domain G/2 we have

2
< r <  ⇒ r <  < 2r ⇒ + ε < 2r + ε 3
h
rε by property (1) of rε
⇒ (+ ε)−2(3h−1)−2r−2ε , since  < 2.
Similarly in the domain G2/4 we have

4
< r < 2 ⇒ 1
2
r <  < 4r ⇒ + ε 1
2
r + ε > 1
2
(r + ε) 1
2
rε



















(r|∇G |2 + r−2|G |2)dx
}
.
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Finally, once more we use L2-estimate for solution of Eq. (L) inside the domain and
































Since  < 2 and by property (1) of rε we have r−2ε r−2 and therefore with regard

















From (4.58)–(4.61) we obtain
∫
G
r−1r−2ε (x)v2 ds +
∫
G
(r2r−2ε v2xx + r−2ε |∇v|2) dx








+(A (d)+ )C13 (d, , n)
∫
G
(r−2ε |∇v|2 + r−2r−2ε v2) dx
+C14(, d, h, , 0 diamG)
(



































and therefore by Theorem 4.3 v(x) ∈ ◦W24−n(G). Now multiplying both sides
of inequality (2.4) by ( + ε)−2rn−3 ∀ε > 0 and integrating over r ∈ ( 2 , )


































Letting  = 2−kd, (k = 0, 1, 2, . . .) and summing obtained inequalities over all k we
get ∫
Gd0










r−1r−2ε (x)v2 ds. (4.63)
Therefore, from (4.62) and (4.63) it follows:∫
G
r−1r−2ε (x)v2 ds +
∫
G
(r2r−2ε v2xx + r−2ε |∇v|2) dx





+(A (d)+ )C15 (d, , n)
(∫
G





+C14(, d, h, , 0, diamG)
(




















Finally, we use yet Lemma 2.9 and take into account that rεr, because of the
convexity of Gd0 . Then from (4.64) we get∫
G
r−1r−2ε (x)v2 ds +
∫
G
(r2r−2ε v2xx + r−2ε |∇v|2) dx
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 2 (2− ) (4− − n)
(4− n− )2 + 4(+ n− 2)
{∫
G













+C14(, d, h, , 0, diamG)
(




















In our case, by 4− n− 2 <  < 4− n, we have
2 (2− ) (4− − n)
(4− n− )2 + 4(+ n− 2) < 1
and therefore we can rewrite (4.65) in the form
∫
G
r2r−2ε v2xx dx +
(
1− 2 (2− ) (4− − n)























+ C14(, d, h, , 0, diamG)
×
(
























1− 2 (2− ) (4− − n)
(4− n− )2 + 4(+ n− 2)
)
and next d > 0 such that by the continuity of A (r) at zero
C15A (d) 14
(
1− 2 (2− ) (4− − n)
(4− n− )2 + 4(+ n− 2)
)
.




r2r−2ε v2xx dx + (1−O(ε))
{∫
G





C16(, d, h, , 0, diamG)
(



















, ∀ε > 0. (4.66)
We observe that the right side of (4.66) does not depend on ε. Therefore, we can






(rv2xx + r−2|∇v|2) dx
C16(, d, h, , 0, diamG)
(




















Now, by the Hardy–Friedrichs–Wirtinger inequality (2.9) and (2.10), from (4.67) we
get the desired estimate (4.41). 
5. Local integral weighted estimates
Theorem 5.1. Let u(x) be a strong solution of the problem (L) and assumptions (a)–(d)
are satisﬁed with A (r) be Dini-continuous at zero. Suppose, in addition,
g(x) ∈ ◦W1/24−n(G) as well a(x) ∈ ◦W04−n(G), (x) ∈ ◦W1/22−n(G), if u(0) = 0,
and there is ks from (1.2).
Then (u(x)− u(0)) ∈ ◦W24−n(G) and there are d ∈ (0, 1) and a constant C > 0







































, if s = ,
s , if s < .
(5.1)
Proof. From Theorem 4.3 it follows that v(x) = u(x)− u(0) belongs to ◦W24−n(G), so










and multiply both sides of Eq. (L)0 by r2−nv(x) and integrate over the domain G0 , 0 <


























aij (x)− aij (0)
)
vxixj + ai(x)vxi
+a(x)v − f (x)+ u(0)a(x)
}
dx. (5.3)
We shall obtain an upper bound for each integral on the right. The ﬁrst integral we





r4−nv2xx dx  C1
(
































Proof. The proof is analogous to the derivation of (4.26). 















, ∀ > 0. (5.5)
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, ∀ > 0. (5.6)
To estimate the last integral in (5.3) we use the Cauchy inequality and (2.9) with







aij (x)− aij (0)
)





































H(, n, 4− n)V ()+ 1

k2s 
2s , ∀ > 0 (5.8)
because of supposition (1.2). By Lemma 2.7 and (5.4)–(5.8), from (5.3) we get the
differential inequality
V ()  
2
V ′()+ C1A ()V (2)+ C4
(
+A ())V ()+ C5−1k2s 2s ,
∀ > 0, 0 <  < d. (5.9)
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(1) s > 
Setting  = ε, ∀ε > 0 from (5.9) we obtain the problem (CP) with






































































if we recall (2.21).















since s > .
Now we apply Theorem 2.10: then from (2.20) by virtue of deduced inequalities and
with regard to (5.4) we obtain the ﬁrst statement of (5.1).
(2) s = 
Taking in (5.9) as  > 0 any function () > 0 we obtain the problem (CP) with
P () = 2(1− ())

− C7A () ; N () = 2C1
A ()








) , 0 <  < d,
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P () d ln
(
d





































































Now we apply Theorem 2.10: then from (2.20) by virtue of deduced inequalities we
obtain
V ()C17(V0 + k2s )2 ln3
1





Taking into account (5.4) we obtain the second statement of (5.1).
(3) 0 < s < 
From (5.9) with ∀ > 0 we obtain the problem (CP) with
P () = 2(1− )

− C7A () ; N () = 2C1
A ()

; Q () = k2s C6−12s−1.








































if we recall (2.21).
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2s−2(1−)−1 dk2s C142s ,
if we choose  ∈ (0, −s ).




V02(1−) + k2s 2s
)
C16(V0 + k2s )2s ,
because of chosen .
Taking into account (5.4) we deduce the third statement of (5.1). 
Both the following theorem and examples from Section 7 show that assumptions
about the smoothness of the coefﬁcients of (L), i.e. Dini-continuity at zero of the
function A (r) from the hypothesis (b), above Theorem 5.1 are essential for their
validity.
Theorem 5.3. Let u(x) be a strong solution of the problem (L) and assumptions of
Theorem 5.1 be satisﬁed with A (r), which is a continuous at zero function, but not
Dini-continuous at zero. Then there are d ∈ (0, 1) and for each ε > 0 a constant Cε > 0



























−ε if s > ,
s−ε if s. (5.11)
Proof. As above in Theorem 5.1 we get problem (CP): (5.9) and (5.10) with







, ∀ > 0; N () = 2C1A () ;
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dA (d) ln d


























, ∀ > 0.
Further it is obvious that
∫ 2

P () d2 ln 2
and with regard to (2.21)
∫ d



















, ∀ > 0.



















, ∀ > 0.
(5.12)
















2s − 2(1− )




2s if 0 < s <  (5.13)
(in this connection we choose  > 0 so that  = −s ).
From (5.12) and (5.13) and because of (5.4) Lemma 5.2 it follows the desired
estimate (5.11). 
We can correct Theorem 5.3 in the case s, if A (r) ln 1
r
const.
Theorem 5.4. Let u(x) be a strong solution of the problem (L) and assumptions of The-
orem 5.1 be satisﬁed with s and A (r) ln 1
r
const, A (0) = 0. Then there are d ∈





























, 0 <  < d. (5.14)
Proof. As above in Theorem 5.1 we get problem (CP): (5.9) and (5.10). Taking in (5.9)
as  > 0 any function () > 0 we obtain problem (CP) with
P () = 2(1− ())

− C7A () ; N () = 2C1
A ()








) , 0 <  < d,
where e is the Euler number. According to the assumption of the theorem A ()



















P () d ln
(
d
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Now we apply Theorem 2.10: then from (2.20) by virtue of deduced inequalities we
obtain
V ()C21(V0 + k2s )2 ln2c+2
1





From (5.15) and because of (5.4) Lemma 5.2 it follows the desired estimate
(5.14). 
6. The power modulus of continuity at the conical point for strong solutions
In this section we prove Theorems 1.1–1.3.










if s = ,
s if s < 
(6.1)
for 0 <  < d and consider two sets G2/4 and G

/2 ⊂ G2/4,  > 0. We make






















since without loss of generality we can suppose that u(0)0. We apply now the
Lieberman local maximum principle (see [11, Lemma 1.1 and Theorem 3.3], see also
[14]): here it should be noted that our condition 0 ∈ (2 ,) guarantees the obliqueness
of the operator B at ∀x0 ∈ d0 with the modulus of obliqueness lesser than 1. Because of
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() . Returning to the variable x and
the function u(x) by Theorem 5.1 with (6.1), we obtain∫
G21/4











































|f (x)− u(0)a(x)|n dx′
) 1
n









const(n, s, , d) · s (6.4)





|u(x)− u(0)|  C
(

















)+ ks + s)(). (6.5)
Putting now |x| = 23 we ﬁnally obtain the desired estimate (1.3).
M. Borsuk, A. Zawadzka / J. Differential Equations 207 (2004) 303–359 355
By the Sobolev imbedding theorems we have
sup
x′∈G11/2
|∇′z(x′)|c‖z‖W 2,p(G11/2), p > n. (6.6)
By the local Lp a priori estimate [1, Theorem 15.3] for the solution of Eq. (L)′0 inside
the domain and near a smooth portion of the boundary we have




























































Because of (6.5), (1.3) and by assumption (1.4), from (6.8) we get the required
(1.5). 
Proof of Theorem 1.2. We repeat verbatim the proof of Theorem 1.1 by taking () ={
−ε if s > ,
s−ε if s, and applying Theorem 5.3. 
Proof of Theorem 1.3. We repeat verbatim the proof of Theorem 1.1 by taking () =
 lnc+1 1 and applying Theorem 5.4. 
7. Examples
We present examples which show that conditions of Theorems 1.1–1.3 (in partic-
ular the Dini condition for the function A (r) in condition (b) at the point O in
Theorem 1.1) are essential for their validity. Suppose n = 2, the domain G lies inside











O ∈ G and in some neighborhood of O the boundary G coincides with the sides
of the corner  = −02 and  = 02 . We denote
± =
{







= ± = const > 0.
I. We consider the following problem:


u = 0, x ∈ G0,(
u




We verify that the function u(r,) = r() is a solution of our problem, if  is
the least positive eigenvalue and () is regular eigenfunction associated to this












Precisely  is deﬁned from the transcendence equation
tan(0) = (+ + −)
2 − +−
. (7.1)
And then we ﬁnd the eigenfunction
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The existence of a positive solution of (7.1) may be verify by the graphic method.
This example shows that the exponent  in (1.3) cannot be increased.
Remark 3. In order to have  > 1 we show that the condition (x)0 > tan 02












Hence it follows that must be fulﬁlled




arctan + + arctan −
)
⇒ 0 < arctan + + −1− +−
, provided +− < 1. (7.4)









= tan0, 0 < 2
thus we get (7.4). In the case ±0 > tan 02 1 for 0 ∈ [2 ,) the inequality
 > 1 is fulﬁlled a fortiori, because of the property of monotonic increase of the
eigenvalues together with the increase of (x) (see for example Theorem 6, Section
















aij (x)uxixj = 0, x ∈ G0,(
u
n + 1r ±u
)∣∣∣∣
±
= 0, ± > 0,
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where
a11(x) = 1− 2+1 ·
x22
r2 ln 1/r , r > 0,
a12(x) = a21(x) = 2+1 · x1x2r2 ln 1/r , r > 0,
a22(x) = 1− 2+1 ·
x21
r2 ln 1/r , r > 0,
aij (0) = ji (i, j = 1, 2).
In the domain Gd0 , d < e−2 the equation is uniformly elliptic with ellipticity





function A (r) does not satisfy the Dini condition at zero. Moreover, aij (x) are
continuous at the point O . This example shows that the condition of Theorem
1.1 about Dini-continuity of leading coefﬁcients of (L) are essential, as well as
illustrates the precision of assumptions of Theorem 1.3.
III. The function
u(r,) = r ln 1
r
()







u = 0, x ∈ G0,(
u
n + 1r ±u
)∣∣∣∣
±
= 0, ± > 0.
This example shows that assumptions of Theorems 1.1 and 1.3 on lowest coefﬁ-
cients of (L) are precise and essential.
IV. The function
u(r,) = r ln 1
r
()




u = −2r−2(), x ∈ G0,(
u
n + 1r ±u
)∣∣∣∣
±
= 0, ± > 0.
All assumptions of Theorem 1.1 are fulﬁlled with s = . This example shows the
precision of assumptions for right sides of (L) in Theorem 1.1.
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