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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ 
Актуальность темы. Основы классическоА теории оптимального управления 
были заложены в 1955-1970 годах в работах Л.С. Поитрягина, Н . Н. Красовского, 
В . Г. Болтянского, Р.В. Гамкрелидзе , Р. Беллмана. Были установлены условия 
оnпtмальности уnрав.ления и оnисана структура оnтимального управления. 
ДальнеАшее развитие теории оnтимального управления и вопросы практического 
применении полученных результатов привели к появлению различных направленнА н 
ра~tках теории оптимального управления, одним из которых является изучение малых 
возмущеннА в задачах оптимального управления. 
В данном направ.лении особое внимание уделяется задачам оптимальнш·о 
управления с сингулирными возмущениями, в которых своАства возмущенных задач 
качественно отличаются от своАств вырожденных задач, получающихся из исходных 
при нулевых значениях параметров. 
Из условнА оптимальности управления для сингулярно возмущенных задач как 
правило пояВJiяются "жесткие" краевые задачи, при численном решении которых 
возникают серьезные трудности, выражающиеся в недопустимо большом времени 
счета и неизбежном накоплении вычислительных ошибок. В связи с этим в данном 
классе задач возрастает роль асимптотических методов, которые дают возможность 
получить качественную картину решения, что может быть использовано в том числе 
и при построении и анализе численных алгоритмов решения таких задач. 
В различноА постановке сингулярно возмущенные задачи оптимального 
управления рассматриваются в работах многих авторов: Л.Д. Акуленка, 
А.Б. ВасильевоА, В.Г. ГаАцгори, В.Я. Глизера, А.Л. Дончева, С.В. Белокопытона, 
М.Г. Дмитриева, А.И. Калинина, П.В. Кокотовича, Г.А. КуриноА, D.S. Naidu, 
R.E. O'Malley и др. 
Одним из классов сингулярно возмущенных задач управления являются 
задачи оптимального управления для систем, динамика которых описывается 
дифференциальными уравнениями с малым параметром при производных (уравнения 
с быстрыми и медленными переменными). 
Общепризнанным методом описания асимптотики решениА начальных и 
краевых задач для дифференциальных уравнениА с малым параметром при 
производных является метод пограничных функциА (А.Б. Васильева, В.Ф. Бутузов, 
Л.А. Люстерник, М.И. Вишик). Теория экспоненциально убывающих функциА 
пограничных слоев широко применяется для исследования задач управления с 
быстрыми и медленными переменными. 
В большинстве работ метод пограничных функциА используется для построения 
асимптотических разлаженнА решениА систем краевоА задачи принципа максимума 
Л.С . Понтрягина. В этом направлении можно отметить исследования А.Б . ВасильевоА, 
Т.Р. Гичева, А .Л . Дончева, В.Я . Глизера и др. В работах С .В . Белокопытова, 
М .Г. Дмитриева применение метода пограничных функциА к задачам оптималыюt·о 
управления основано на непосредственноА подстановке в условия задачtt 
постулируемого асимптотического разложения в виде ряда с пограничными 
функциями и определении серии задач оптимального упраВJiения для нахождения 
члеtюв асимптотики . 
Предлагаемые подходы хорошо развиты и позволяют эффективно строить 
асимптотику решениА для задач с открытоА областью упраВJiения и гладкими 
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управляющими воздействиями , то есть задач классического вариационного типа. 
Для задач с замкнутой и ограниченной областью управления реализация указанных 
подходов встречает серьезные трудности, поскольку динамические уравнения 
краевоЯ задачи nринциnа максимума не обладают необходимаЯ для nри~tенения 
асимnтотических методов гладкостью. В связи с этим задачи оnтимального 
уnравления с быстрыми и медленными переменными и замкнутыми ограничениями 
на уnравление исследованы менее nолно. 
В данном наnравлении можно отметить работы В.М. Вельова, Т.Р. Гичева, 
А.Л. Дончева, где изучается nоведение множеств достижимости возмущенной 
системы и строится nредельное множество, к которому сходятся множества 
достижимости в метрике Хаусдорфа. На основании этого для задач с выnуклым 
терминальным функцианалом качества строится nредельная задача оnтимизацюt, 
к оnтимальному значению функцианала качества в которой сходится оnтимальное 
значение функцианала качества в возмущенно!! задаче. 
В работах П.В Кокотовича для систем с быстрыми и медленными nеременньrми 
и замкнутыми ограничениями на уnравление в виде многогранника исслед_vются 
воnросы вnолне уnравляемости и асимптотического nоведения решения задач 
оnтимального быстродействия. 
Задачи быстродействия и терминального управления для систем с быстрыми и 
медленными переменными и ограничениями на управление в виде многогранника 
рассматриваются также в работах А.И. Калинина. Предлагается метод построения 
асимnтотики точек переключекия оптимального управления, а также построения 
субоnтимальных управлений заданного порядка (отличающихся по функционалу 
качества от оnтимальных на соответствующиn порядок малости). 
Существенным в данных работах является вид ограничениЯ на управление. 
В случае выпуклого многогранника в качестве ограничивающего множества 
оnтимальные управления как в возмущенно!!, так и в вырожденной задаче есть 
релейные функции со значениями в вершинах многогранника. Точки переключении 
оnтимальных уnравлений nолностью определяют структуру оптимальных управлениЯ 
и используются для оnисания асимnтотического nоведения решений задачи . 
Вместе с тем для многих прикладных задач характерно наличие гладких 
геометрических ограниченнА на уnравления в виде шара в соответствующем 
евклидоном пространстве. В nервую очередь это относится к задачам управления 
механическими системами, в которых управляющими воздеЯствиями, как правило, 
являются ограниченные по величине силы. 
В отличие от ограничений на управление в виде многогранника, ограничения 
в виде шара не являются линейными. При этом изменяется вид оптимального 
управления, которое, вообще говоря, уже является неnрерывно!! функцией с 
возможным конечным или счетным числом точек разрыва. Структура оnтимального 
,Уnравления не оnисывается точками переключения, как в случае релеЯноl! функции . 
Эти обстоятельства вносят свою специфику в исследования. В работах А.М. Ильина, 
А.Р. Данилина было показано, что асимптотика времени быстродействия в таких 
"Jадачах может иметь сложныЯ характер. 
Цель работы. Построение и обоснование полно!! асимптотики решения задачи 
онтимального уnравления на фиксированном временном nромежутке для линеЯtюЯ 
системы с быстрыми и медленными nеременными, выпуклым терминальным 
функцяоналом качества, завнся~.l\1 от медленных переменных , и г.1адки~111 
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геометрическими ограничениями на уnравление. 
Методы исследовании. В основе работы лежат асимnтотические методы 
анализа, методы теории обыкновенных дифференциальных уравнениll и классической 
теории оnтимального уnравления . Исnользуются результаты выпуклого анализа, 
теории экстремальных задач и функционального анализа. 
Научнаи новизна. Результаты диссертации являются новыми . Приведем 
основные из них: 
1. Предпожен nодход к исследованию асимnтотического поведения решения задачи 
терминального управления дпя системы с быстрыми и медпенными персменными и 
гладкими геометрическими ограничениями на уnравление. 
2. Найдены достаточные условия, nри которых асимnтотяка решения задачи 
имеет стеnенной и нестеnеиноll характер . Получена nолная асимnтотяка решения с 
точностью до любого порядка малости в регулярном и сингуляриом случае. Предпожен 
алгоритм оnределения всех коэффициентов разложения . 
3. Приведева обоснование того, что nостроенные асимптотические разложения 
являются истинными асимптотическими nриближениями дпя решения задачи . 
Теоретическаи и практическаи ценность работы. Работа носит 
теоретический характер. Результаты диссертации доnолняют теорию асимnтотических 
разложениll решениll сингулярно возмущенных задач оптимального управления. 
Развитый в работе математический аnпарат может быть использован nри вычислении 
асимnтотических nриближениll с точностью до любого nорядка малости дпя решениll 
задач с быстрыми и медпенными nерсменными и гладкими геометрическими 
ограничениями на управление, а также nри изучении асимnтотического поведения 
других сингулярно возмущенных задач оптимального управления с ограничениями 
на уnравление. 
Апробации работы. Материалы по теме диссертации были nредставлены 
на Международноll конференции "Алгоритмический анализ неустойчивых задач", 
nосвященноll памяти В .К.Иванова (Екатеринбург, 2008), 41-oll, 42-oll Вcepoccиllcкoll 
конференции "Современные проблемы математики" (Екатеринбург, 2010, 2011), 
Международной конференции "Дифференциальные уравнения и смежные вопросы", 
посвященной памяти И. Г. Петровского (Москва, 2011), конференции "Асимптотические 
методы теории дифференциальных уравнений" (Челябинск, 2011), а также на научных 
семинарах в Институте математики и механики УрО РАН. 
Публикации. Основные результаты диссертации опубликованы в работах 11] -191, 
список которых приведен в конце автореферата. Работы 11] - 151 опубликованы 
в журналах, входящих в перечень ВАК. В работах, выполненных в соавторстве 
с научным руководителем , А.Р. Данилину принадлежит постановка задачи и 
общая схема исследования . Все результаты этих работ получены диссертантом 
самостоятельно. 
Структура и объем диссертации. Диссертация состоит из введения, трех глав 
и списка литературы. Главы разбиты на разделы. Объем диссертации составляет 145 
страниц, включая библиографический список из 97 ссылок . 
СОДЕРЖАНИЕ ДИССЕРТАЦИИ 
Во введении дается общая характеристика работы, обосновывается актуа..1ьность 
темы исследования , приводится обзор литературы, относящейся к рассматриваемым 
в диссертации вопросам, кратко излагается содержание работы . 
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Перва:и глава диссертации является подготовительной. В ней дается постановка 
иссле~vемоА возмущенной задачи оптимального управления и приводятся 
определяющие соотиощения, которые описываюг структуру решения задачи через 
вектор множителей Лаграижа (вектор начальных условнА сапряжеиных псре~tенных 
nринципа максимума) . 
В классе кусочио-неnрерывных управлений рассмотрим задачу оптищu1ьного 
уnравления с быстрыми и медленными nеременными: 
:i:,(t) = A11x,(t) + A12y,(t) + В1и(t), 
cy,(t) = A21x,(t) + A22y,(t) + B2u(t), 
t Е [0, Т], llu(t)ll ~ 1, х,(О) = х0 , у,(О) = у0 , 
ст(х,(Т)) __. miп ст(х,{Т)) =: си,(Т, х0 , у0), 
llu(t}ll~l 
где с > О - малый параметр; х Е R", у Е Rm; u( ·) Е R'; А;;, В;, i,j 
ностояиные действительнозначные матрицы соответствующей размерности, 
Re sp (А22) ,.;; -а < О (sp (А22)- сnектр матрицы А22), 
(1) 
1,2-
(2) 
11 · 11 - евклндова норма в соответствующем конечномерном пространстве, а функция 
ст(·) -бесконечно дифференцируемая на R", строго выnуклая и кофинитная {то есть 
'Vx Е R" lim л- 1о(Лх) = +оо) . 
А-++оо 
При этих условиях функция о'(-) также будет бесконечно дифференцируемой 
на R", строго выпуклой н кофинитной. В частности, для матрицы D2o'(r) вторых 
производных функции ст'(·) справедливо 
D 2o'(r) положительно определена при всех r. (З) 
Обозначим 
( А11 А12 ) А, := 1 А 1 А ' ; 21 "i 22 
Рассмотрим задачу (1) при f =О (вырожденная задача): 
:i:o = Аохо +Бои, t Е [О, Т] , llull ~ 1, хо(О) = х0 
Ао := А11 - A12Ar} А21, Во := В1 - A12A2i В2, (4) 
о(хо(Т))--. inf о(хо(Т)) =: си0 (Т, х0 ). 1 1 •11~1 
Будем считать, что при всех достаточно малых f система в {1) вполне управляема, 
для чего в силу результатов П.В. Кокотовича достаточно вполне управляемости двух 
систем: системы из вырожденной задачи (4) и системы 
(5) 
Известно, что при этих условиях задачи (1), (4) разрешимы и принцип максимума 
является необходимым и достаточным условием оптимальности управления. 
Иrсле~vем асимптотику оптимального управления ui1(t) и оптимального значения 
функцианала качества си,(Т, х0 , у0) в задаче (1) при с --. О и фиксированных Т, х0 • у0 . 
б 
Далее оговариваются некоторые обозначения и определения, необход11мые 
при исследовании асимптотики. Наряду с классическими определениями теории 
аси~штотических методов вводится также класс функций О'(с0 ) , которй удобно 
использовать при описании асимптотик , содержащих ln с : 
<р(Е) = О'(с0 ), если 't/ f3 < 0: <р(с) = О(с0 ). 
Применяя принцип максимума к задачам (1) и (4), получаем определяющие 
соотношения для решения задач через вектор начальных условий сопряженных 
nеременных: 
Лемма 1.3. Пусть систе.мы в (4) и (5) вnОАне уnравляе.мы. Тогда 
w.(T, х0 , у0 ) = (Va' (т.), т,) - а'(т,) , (б) 
u;(T- t)т. 
IIИ;(T- t)т.ll ' 
где ве~Сmор т. является решение.м уравнения 
т 
Va' (т)- (Z 11 (T)x0 + Z 12 (T)y0 ) + J Щt)И;(t)т. dt =О 
• • • IIИ;(t)т.ll . (7) 
о 
Лемма 1.4. Пусть систе.ма в (4) вnолне уnравляе.ма. Тогда 
wo(T, х0 ) = (Va' (то), то)- а'(то), (8) 
opt И0 (Т- t)то 
Uo (t) = -IIИ0 (T- t)тoll ' 
где ве,.тор т0 является решение.м уравнения 
т 
Vа'(т ) - еАоТ хо + J Иo(t)Uti(t)тo dt =О. 0 IIИti(t)тoll (9) 
о 
Здесь и далее 
Щt) := z: 1(t)BI + ~z:2 (t)B2, 
Е 
а через z: 1 (t),z: 2(t),Z11 (t),Z~(t) обозначены блоки матричной экспоненты eA,t с 
размерностями соответственно n х n, n х т, т х n, т х т, такие, что 
Отметим, что выражения (6), (8) для оптимального значения функционала 
качества получены и без применении принципа максимума - путем минимизации 
функции а( · ) на множестве достижимости соответствующей системы к моменту Т. При 
этом нет необходимости использовать известные результаты о достаточности приш~ипа 
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максимума. Существенно используется лишь выпуклость функции и( · ) и компактность 
множества достижимости, которые позволяют переходить от условного экстремума 
функции и( · ) на множестве достижимости к безусловному экстремуму на Rn функции 
/1( ·) - линейной комбинации сопряженной функции и'(-) и опорной функции 
множества достижимости. Уравнения (7), (9) представляют собой необходимое условие 
экстремума h(·) на Rn , которое в силу строгой выпуклости функции h(·) является и 
достаточным . 
Далее, следуя методу пограннчных функций попучим при условии (2) асимптотяку 
блоков Z~ 1 (t), Z~ 2 (t), z:1(t), Z~(t) матричной экспоненты еА• 1 , а также функции U,(t) , 
которые входят в определяющие соотношения и основное уравнение. Для z;;(t) имеем: 
00 
z;;(t) ~ :L>t (Z~(t) + Пtzi;(т)), 
k=O 
t Е [О, Т[, t т:=-. 
Е; 
(10) 
Пограничные функции Пkz;;(т) экспоненциально убывают при о --7 О, если только 
т= t/o --7 +оо, и, в частности, если t ~ IJ, где 1-L = t:;P, рЕ (0, 1). Поэтому равномерно 
11 области t Е [IJ, Т] 
00 
z;;(t) ~ :~::>tz~(t), t Е [~J,T]. 
k=O 
При t Е [О, IJ], переходя в (10) к переменной т, получаем: 
00 
z;;(от) ~ :L>tstzi;(т), т Е [о,~), 
k=O 
Соответствующая асимптотика матрицы U,(t) имеет вид: 
00 00 
Щt) ~ I:OkИt(t), t Е [IJ, Т]; Щот) ~ :~::>tstU(т), 
k=O k=O 
где в частности 
Во второй главе диссертации исследуется асимптотяка членов основного 
уравнения (7) . Будем искать r, в виде r, = r 0 + ~r. Получим при малых .6.r 
асимптотическое разложение всех слагаемых в (7), зависящих от о и r, в ряды по 
двум независимым малым параметрам Е и ~r. 
Прежде всего рассмотрим интегральный член 
т 
1 U,(t)U;(t)r, /(~; , r,) := IIИ;(t)r,ll dt. 
о 
Для функции U,(t), входящей в подынтегральное выражение в данном интеграле. 
сnраведливы различные асимптотические разложения в различных областях 
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промежутка интегрирования, в связи с чем естествешю разбить интеграл на сумму 
ннтеl'ралов по соответствующим nромежуткам . Границы nромежутков имеют вид 
J.l = оР, р Е (0, 1), то есть зависят от с в виде нецелой стеnени с. Между тем, 
аснмnтотнка самого интеграла содержит только целые степени с: . В этом удобнее всего 
убедиться, исnользуя метод всnомогательного nараметра, в основе которого лежит 
слrд.vющее утверждение 
N Лемма 2.2. Пусть F( c: , J.l, r) = L: 'Pt(c:)tPt(r)J.l<•lпd• J.l, где для всех k 
k=l 
Если для всехриз не~еоторого nро.межут~еа (р1 ,Р2) вьтолнено 
f(c:, r) = F(c:, с;Р, r) + О(см + llrllм) 
nри некоторо.м М >О, то /(с, r) =О( см+ llrllм). 
Утверждение леммы nозволяет nри nолучении аснмnтотикн интегралов по 
соответствующим nромежуткам не следить за конечным числом членов, содержащих 
степени и логарифмы всnомогательного nараметра. 
Далее рассматривается аснмnтотика nодынтегральной функции на nромежутках 
[J.l, Т) и [О, ll]· Приводятся внешнее и внутреннее разложения, которые имеют 
структуру двойных рядов по стеnеням с: и координатам вектора t:J.r с векторными 
коэффициентами, зависящими, соответственно, от nеременных t и т. Рассматриваются 
условия, когда члены внешнего н внутреннего разложений не имеют особенностей 
в своих областях определения, а также условия, nри которых члены внутреннего 
разложения имеют нарастающие особенности внекоторой точке f Е [0 , оо). Во втором 
случае внутренее разложение оказывается справедливым только для т вне окрестности 
радиуса 11 = c:q, q Е (0, 1) точки f . Для оnисания nоведения функции в малой 
окрестности точки f вводится доnолнительная внутренняя nеременмая 1J = (т - f) /с: 
и рассматривается асимnтотика функции в nеременных 1J. Таким образом, наряду 
с nараметром /l возникает доnолнительный всnомогательный nараметр 11 и новый 
масштаб nеременных. 
На основе nолученного вида асимnтотического разложения nодынтегральной 
функции в различных областях отрезка [0, Т) строится асимnтотика интеграла /(с , т,). 
При этом исnользуется лемма 2.2, и асимnтотическое nредстввление интегралов по 
соотвествующим nромежуткам ищется с точностью до конечного числа слагаемых, 
содержащих стеnени и логарифмы nараметров J.l и 11. 
В случае, когда коэффициенты внешнего и внутреннего разложекий не ttмеют 
особенностей в своих областях оnределения, асимnтотика интегралов имеет вид 
двоl!ных рядов по стеnеням с: и координатам вектора t:J.r. Если же коэффициенты 
внутреннего разложения имеют нарастающие особенности в некотороl! точке f, 
то, nрименяя регуляризацию особенностеl! nодынтегральной функции, nолучаем, 
что асимnтотическое разложение интеграла по nромежутку [О, ll] содержит, nомимо 
стеnенеl! с: и координат вектора t:J.r, также и lnc: . В связи с наличием нестеnенных 
асимnтотик данныl! случаl! называется сингулярным. 
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Теорема 2. 7. Пусть на векторе т0 , .11вляюще.мся решением ypaвt1eнUJ1 (9), 
вьтмнен1>1 ycлoвUJI 
U~(t)тo #О, t Е [О, Т], 
SоИ'(т)то #О, т Е [О,+оо) . 
(11) 
(12) 
Тогда для интеграла I(o, т,) сnраведливо следующее асимnтотtJческое 
nредставление no nара.метра.м о, дт: 
N 
I(o, т,)= Iо(то) + А(то) (дт) + olt(тo) + L lt(o, дт) + б!N(о, дт), 
k=2 
где 
т 
l ( ) = 1 Uo(tЩj(t)тo dt 
0 то IIЦj(t)тoll ' (13) 
о 
т А( т ) (т)= 1 (Uo(t)U0 (t)т _ (Uo(t)U0 (t)тo, т)Uo(t)U0 (t)т0 ) dt 
0 /IUti(t)тoll IIUQ(t)тoll3 ' 
о 
(14) 
+оо 
I ( ) _ 1 (SоИ(т)SоИ'(т)то ВоВ0то) d 1 то- --- т+ IISoU'(т)тoll IIBaтoll 
о 
т 
+ 1 ((Uo(t)U;(t) + U1(t)U0(t)) т0 _ (Uo(t)U;(t)тo, тo)Иo(t)U0 (t)тo)dt 
IIИa(t)тoll IIИ0 (t)тoll3 ' о 
(15) 
все слагае.м~>~е lt(o, дт) для k ;;,: 2 nредставляют собой однородн1>1е .многочлен~>~ 
стеnени k по о и "оордината.м вектора дт, а для остат"а 0/N(F: , дт) сnраведлива 
оче11"а 
Теорема 2.8. Пусть на векторе т0 в1>1nолнены ycлoвUJI 
И~ (t)то # О, t Е [0, Т], 
SoU'(т)r0 =О, S0U''(т)т0 #О, S0U'(т)ro #О, т# т . (16) 
Пусть nри этом 
дr = о(т1 + дtr) (17) 
tt в точ"е т в1>1nолне11о следующее условие на векторах т0 , т 1 : 
(18) 
Тогда для интеграла /(о, т,) сnраведливо следующее асимnтотичес,.ое 
nредставление no nара.метра.м о, д 1 r: 
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где член~>~ нулевого и nервого nop.11Uiro .малости оnреде..uютС./1 соотношени.я.ми {13}, 
(Ц). (15} , все слагае.м1>1е Ik,o(E , t.1r), /k,\(E, t. 1r) дJ1.11 k ;;:, О npeдcтa8JI.IIюm собой 
однородн1>1е .многочлен~>~ стеnени k no Е и хоордината.м вехтора t. 1r , а дJ1.11 остатха 
сnраведлива оценха 
Отметим, что условие (11) соответствует непрерывности на [0 , Т] оптимального 
управления и;;"1 (t) в вырожденной задаче (4). 
Поясним здесь также, что, в случае выполнения условия {16), вид {17) вектора 
t.r {то есть, что вектор t.r имеет первый порядок малости по Е и главнос 
слагаемое в разложении вектора t.r есть Er1) существенно используется при получении 
асимптотики подынтегральной функции в окрестности точки f, при этом условие {18) 
обеспечивает отсутствие нарастающих особенностей у членов данного разложения . 
Явный вид вектора r 1 приводится в третьей главе. Отметим, что приведеиное в теореме 
2.8. разложение интеграла /{Е, r,) используется для получения полной асимптотики 
вектора r, только после того, как доказана оценка порядка малости 
llt.rll = О(Е) {19) 
для вектора t.r, и следовательно, без ограничения общности вектор t.r имеет вид (17). 
Для доказательства оценки {19) достаточно использовать следующую оценку 
первого приближения для интеграла /{е:, r,), справедливую как в случае отсутствия 
особенностей у членов внешнего и внутреннего разложения, так и в случае наличия 
особенностей у членов внутреннего разложения 
Теорема 2.6. Пусть на вехторе r 0 'вЬinолнены условие {11}, а тах:же условие 
(12} I.IJiи (16}. Тогда nри llt.rll = О(е:~), 'У Е {0, 1) дJ1.11 интеграла /(е:, r,) сnраведливо 
следующее аси.мnтотичесхое nредставление: 
/{е:, r,) = /o(ro) + A(ro) (t.r) + 0/1 {е:, t.r), (20) 
где 
м.(е: , t.r) =О( е:+ llt.rll). 
Подставляя асимптотическое представление интеграла /(е:, r,) в (7) и учитывая 
асимптотику внеинтегральных членов, получаем асимптотику правой части основного 
уравнения (7). При этом в регулярном случае для единообразия перейдем всюду в 
разложении интеграла /(e:,t.r) и внеинтегральных членов к вектору t.1r. 
В полученном разложении для уравнения {7) слагаемые нулевого порядка малости 
совпадают с правой частью уравнения {9), соответствующего вырожденной задаче, и 
поэтому в соответствии с {9) эти слагаемые обращаются в ноль. 
Теорема 2.9. Пусть на вехторе r0 выnолнены условие (11}, а тах:же условие {12} 
!.IJI!t (16) . Тогда nри llt.rll = О(Е~), 'У Е (0, 1) дJ1.11 уравнен1.1.11 (7) сnраведливо следующее 
аси.мnтотичесхое nредставление: 
B(r0 )t.r + 5Н1 (Е , t.r) =О, (21) 
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где 
В(то)(т) = (А(то) + D2а'(т0 )) (т) , 
Ш1(е, д т)= О( е+ llдrli). 
(22) 
Теорема 2.10. Пусть на ве~m~оре т0 вьшмненьt уСАовия {11) и {12) . Тогда д.IIЯ 
уравнения (7) сnраведливо САедующее аси.мnтотичес!Wе nредставление: 
где 
(23) 
все САагаемЬiе Hk(e, д 1 т) д.IIЯ k ~ О nредстав.IIЯют собой однородн1>1е .много'l.llенЬI 
стеnени k no е и ~Соордината.м ве~Стора д 1 т, а д.IIЯ остат~Са бНN(е, д 1 т) сnраведлива 
оцен~Са 
Теорема 2.11. Пусть вьtnмненЬI уСАовия {11} и {16} на ве~Сторе т0 , а та~Сже 
уСАовие {18} на ве~Сторах т0 , т 1 . Тогда д.IIЯ уравнения (7) сnраведливо САедующее 
аси.мnтотичес~Сое nредставление: 
(24) 
где 'l.lleньt nервого nоряд!Са .малости оnреде.~~Яются оnреде.~~Яются соотношения.ми 
(22}, (23), все САагаемьtе Hk(e, д 1 r) д.IIЯ k ~ О nредстав.~~Яют собой однородн1>1е 
.много'l.llеньt стеnени k no е и ~Соордината.м ве~m~ора д 1 т, а д.IIЯ остат~Са oHN(e, Lltr) 
сnраведлива оцен~Са 
В дальнейшем будем использовать для уравнения (7) как в регулярном, так и 
11 сингулирном случае разложение вида (24), имея в виду, что в случае регулярно!! 
асимптотяки Нk, 1 (е,д 1 т) =О, k ~О. 
Третьs глава посвящена доказательству разрешимости основного уравнения, 
получению оценки порядка малости для решения уравнения, а также nостроению 
и обоснованию полно!! асимnтотяки решения с точностью до любой степени малого 
nараметра в регулярном и сингулирном случае. 
Сначала приводятся всnомогательные утверждения, на которых базируется все 
nоследующее обоснование асимnтотики. 
Лемма 3.1. Пусть выnолнено {3). Тогда оnератор В(т0 )(·) , оnреде.~~Яемьtй 
соотношением {22}, обрати.м. 
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Лемма 3.2. Пусть дл.я любого 1: > О фун!tЦu.я F(~:,r) неnрерывна no r в 
IЖрестности точ~т т = О и nусть nри llтll = 0(~:7) F(~: , т) = O(~:N) + O(<r..llтllм) 
дл.я неrwторых N >-у, L ~О, М~ 1. Тогда существует та~ое R >О, что уравнение 
т= F(~:,т) разрешимо в шаре В[О; R · ~:NJ nри всех достаточно .малых 1: , то есть 
данное уравнение имеет решение вида llтll = O(~:N). 
Используя мя уравнения (7) асимптотическое представление (21) и при~1еняя к 
обеим частям равенства оператор (В(т0 ))- 1 (·),получим 
дт = F(~:, дт), (25) 
F(<, д т) =- (В(т0))- 1 (бН1 (<,д т))= 0(~: + llдтll) . 
Ввиду предположений о системе (1), интеграл /(~:,т,) при каждом фиксированном 
1: есть непрерывная по т, функция , а поэтому, и функция, стоящая в правой части 
уравнения (25), непрерывна по дr при каждом фиксированном 1: . 
Следовательно, к уравнению (25) применима лемма 3.2., и данное уравнение 
разрешимо относительно дr в шаре В(О; R · <] при всех достаточно малых 1:, то С<:ть 
уравнение (25) имеет решение вида llдrll = 0(~:) . 
Таким образом, уравнение (7) разрешимо и его решение имеет вид 
r, =то+ дr, llдrll = 0(~:). 
Как отмечено в первой главе, если решение уравнения (7) существует, то оно 
единственно, в силу строгой выпуклости функции h(·), точку минимума которой 
определяет решение данного уравнения. Таким образом , справедлива еледующая 
Теорема 3.1. Пусть выnолнены условu.я: 
1. Условие (2) на cne~p матрицы А22 ; 
2. Условие (3) nоложительной оnределенности матрицы D2а'(то); 
3. Условие вnолне уnравляемости систем в (4) и (5); 
4- Условие {11) на ве~оре то ; 
5. Условие (12} tJAи {16} на ве~торе т0 . 
Тогда уравнение (7) разрешимо единственным образом и его решение имеет вид: 
r, =то+ дт, llдrll = 0(~:). 
Будем далее искать Дr в виде (17) и получим оценку порядка малостимя вектора 
д 1 r. Используя мя уравнения (7) асимптотическое представление (24) и сокращая 
обе части на 1:, получим 
Определи~• т1 = т 1 (то , Т, х0 , у0 ) таким образом, чтобы выполнялось условие 
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то есть возьмем 
(26) 
Тогда уравнение д.ля t. 1r nринимает вид: 
(27) 
При N = 2 будем иметь 
Ж(Е, t.1r) = О*(с) + O(cJit.lrll). 
Применяя оnератор (В( r 0)) -l ( ·) запишем окончательно уравнение д.ля оnределения 
.:l 1r в виде 
(28) 
Применяя к уравнению (28) лемму 3.2., получаем, что при любом б > О данное 
уравнение разрешимо относительно t.1r в шаре В[О; R6 • с 1 -6 ] при всех достаточно 
малых Е, то есть уравнение {28) имеет решение вида Jlt.1rJI = О*(Е). 
Получим далее полную асимптотику решения уравнения в регулярном и 
сингулирном случае. 
где 
Будем искать t.1r в виде 
JIP1 (c)JI = 0* (с), 
Jlt.pl(c)JI =о· (с2). 
Подставим (29) в уравнение (27) при N = 2: 
B(ro) (PJ (с))+ B(ro) (LJ.p1 (с))+ с( Ho,o(ro, r1) +Но,\ (то, r1) lп Е)+ 
+ бН2(Е, PJ(c) + t.pi (с))= О, 
бЙ2(Е, Pi(E) + t.p1 (с)) =О (с2 + cJIPJ(c) + t.p1 (c)JI). 
Определим р1 (с) таким образом, чтобы выnолнялось: 
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(29) 
(30) 
(31) 
то есть возьмем 
Р1(с:) = Е(Р1 ,0 + P1,1\nc:), 
Р1 .0 =- (B(ro))-1 Ho,o(ro,r1), Р1,1 =- (B(ro))- 1 Ho,1(ro, r1)- (32) 
Тогда для Р1(с:) будет выполняться оценка (30), с учетом котороА будем иметь для 
остатка ~р1 (с:) уравнение 
B(ro) (~Р1 (с:))+ 8Н2(с:, ~Р1 (с:))= 0, 
8Й2(с:, ~Р1 (с:)) =о· (с:2) +О (c:II~Pt (c:)ll), 
которое согласно лемме 3.2. имеет решение вида (31) . 
Таким образом, соотношение (32) определяет первое приближение р1 (с:) для 
вектора ~1т . При этом, поскольку в регулярном случае Нц(с:,r0) =О, то и р1 , 1 =О . 
Аналогичным образом определяются и высшие члены разложения для вектора~ 1 т . 
Асимптотическое разложение ищется в виде ряда 
члены которого определяются из условия обращения в ноль слагаемых 
соответствующего порядка малости при подстановке данного ряда в уравнение 
(27). В регулярном случае члены имеют вид 
в сингулирном случае 
Одновременно получается уравнение относительно остатка ~Pn(c:): 
B(ro) (~Рп(Е)) + 8Fn(E, ~Pn(c:)) =О, 
8Fn(E, ~Pn(c:)) =о· (с:"+ 1 ) +О (c:II~Pn(c:)ll"), 
которое согласно лемме 3.2. имеет решение вида 
Тем самым проведено построение и обоснование полноЯ асимптотяки вектора 
~ 1 r с точностью до любого порядка малости. Переходя от вектора ~.г к вектору 
т, = т0 + c:(r1 + ~1 r) , получаем асимптотическое представление для вектора r., а 
подставляя разложения для вектора т, в определяющее соотношение (6) , получаем 
также соответствующую асимптотяку оптимального значения функцианала качества. 
Теорема 3.2. Пусть вll'noлнeнll' ycлoвtiJI: 
1. Условие (2) на cne1rn1p матриц!~' А22 ; 
2. Условие {3) nоложительной оnределенности матриц!~' D2а*(т0) ; 
.1. Условие вnолне уnравл.яемости систем в (4) и (5} ; 
4- Условие (11} и (12} на вe1rn1ope т0 . 
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Тогда веt..--тор r, и величина ц;,(Т,х0 ,у0 ) расмадываются в стеnеннwе 
аси.лщтотичес~~:ие ряды вида 
00 
r, ~то+ E'TI + L"'krt, 
k=2 
ц;,(Т, хо, уо) ~ ц;о(Т, хо) + ец;I(Т, хо, уо) + L"'kц;t(T, хо, уо), 
k=2 
где ве~~:тор т0 ro(T, х0 ) есть решение уравнения (9), соответствующего 
вwрожденной задаче (4), ве~~:тор r 1 = r 1(r0, Т, х0 , у0 ) оnределяется соотношением 
{26), ц;0 (Т, х0 ) есть оnти.мальное значение фун~~:ционала ~~:ачества в вwрожденной 
задаче (4), ~~:оэффициентw i.Vt(T, х0 , у0) д.IIЯ k ~ 1 вwражаются в силу фор.мулw 
Тейлора через значения дифференциалов фун~~:Ции а*(-) в точ~~:е т0 . В частности, 
ц; 1 (Т,х0,у0 ) = (D2a*(ro)ro,r1), ц;2 (Т,х0,у0 ) = (D2а*(rо)то,т2) + ~ (D2a*(ro)тi,ri). 
Теорема 3.3. Пусть вwnолненw условия: 
1. Условие (2) на сnе~~:тр .матрицы А22 ; 
2. Условие (3) nможительной оnределенности .матриц~>~ D2a*(r0); 
3. Условие вnолне уnрав.11Яемости систем в (4) и (5}; 
4- Условие (11} и {16) на ве~~:торе r 0; 
5. Условие {18) на ве~~:торах r 0 , r 1. 
Тогда ве~~:тор т, и величина ц;,(Т, х0 , у0 ) расмадываются в аси.мnтотичес~~:ие ряды 
вида 
ц;,(Т, х0 , у0 ) ~ ц;о(Т, х0 ) + ец;1 (Т, х0 , у0) + ~ek (%ц;k,n(T, х0 , у0 ) lnn е) , 
где ве~~:тор т0 r0 (T, х0 ) есть решение уравнения (9), соответствующего 
вwрожденной задаче (4), ве~~:тор r 1 = r 1 (т0 , Т, х0 , у0 ) оnределяется соотношением 
{26}, ц;0 (Т, х0 ) есть оnти.мальное значение фун~~:ционала ~~:ачества в в1>1рожденной 
задаче (4), ~~:оэффициентw ц;k,n(T,x0,y0) д.IIЯ k ~ 1 и О~ n ~ k- 1 вwражаются в 
силу фор.муд!>l Тейлора через значения дифференциалов фун~~:ции а*(·) в точ~~:е ro. В 
частности, 
ц; 1 (Т,х0,у0 ) = (D2a*(тo)ro,r1 ), ц;2,о(Т,х0,у0 ) = (D2a*(ro)ro,r2,o) + ~ (D2a*(ro)ri,ri), 
ц;2, 1 (Т,х0 ,у0 ) = (D2a*(ro)тo,т2,I)· 
В завершении работы рассматриваются простые достаточные условия 
выполнения (12), а также пример построения асимптотики вектора т, с получением 
flервых нескольких членов разложения для системы с конкретными числовыми 
коэффициентами в сингулярном случае. 
Автор выражает глубокую благодарность своему научному руководителю, д.ф.-м.н. 
А:1ексею Руфимовичу Данилину, за постановку задач и помощь в работе. 
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