Abstract-This paper deals with at-site rainfall frequency estimation in the case when also information on hydrological events from the past with extraordinary magnitude is available. For the joint frequency analysis of systematic observations and historical data, respectively, the Bayesian framework is chosen, which, through adequately defined likelihood functions, allows for incorporation of different sources of hydrological information, e.g., mean annual rainfall, historical events as well as measurement errors. The distribution of the parameters of the fitted distribution function and the confidence intervals of the rain quantiles are derived by means of the Markov chain Monte Carlo simulation (MCMC) technique.
I. INTRODUCTION (HEADING 1)
The hydrologic and hydrometeorological extremes and critical thresholds derived from complex hydrological and meteorological events for engineering design are usually obtained on the basis of single site characteristics (e.g., the annual maximum daily rainfall or discharge). Therefore, hydrological and meteorological frequency analyses have also mainly focused on one characteristic value (e.g., [9] - [4] . Various methods have been proposed to reduce the uncertainties of at-site rainfall frequency analyses and produce more robust rains quantile estimates based on larger sample sizes. Two main families of approaches can be distinguished [17] :
(i) 'Spatial extension' of information on rainfall through regional rainfall frequency methods based on aggregating statistically homogeneous data to build large data samples [13] , and (ii) 'Temporal extension' of information on rainfall through at-site rainfall frequency studies on gauged streams extended by historical rainfall [22] .
To overcome the problem of relatively short data series for frequency analysis the need to investigate extremes also spatially was traditionally widely acknowledged in the hydrological community. The very basic paradigm of this approach originates from the index flood method introduced by Dalrymple [10] and it is commonly used to implement a regional frequency analysis for a particular variable of interest. The aim of regional frequency analysis is to increase the information content of the analysis and to reduce the uncertainty of the design values estimates by 'trading space for time'. To address this issue, spatial (Regional) properties of extremes are studied and regional frequency analysis is typically applied. The regional approaches usually involve two major steps: the delineation of homogeneous regions (sometimes referred to as 'pooling groups') and the estimation of extreme value quantiles at the sites of interest using information from all sites in the region. Traditionally, homogeneous pooling groups were formed based on geographical position or administrative boundaries [19] - [3] - [29] . Therefore, Acreman and Wiltshire [1] suggested a pooling approach with no need of having adjacent members in groups, i.e., groups defined in a flexible way.
This concept was further developed in different ways: Burn [5] introduced the region of influence (ROI) focused pooling method, while various clustering techniques [5] and canonical correlation analysis [20] have been proposed to form homogeneous pooling groups. An important role among the various regional frequency analysis methods has the one based on the L-moments [13] . Numerous authors contributed to refinements of these directions of research [14] - [25] - [17] - [6] .
A large part of our knowledge on extreme rainfall values is based on inventories of data regarding extraordinary events [28] - [24] - [18] - [7] - [27] - [2] [8] . Since such extraordinary events are important source of information on the rainfall extremes, attempts were undertaken to include these into at-site frequency analyses [12] - [26] - [21] . This is obtained in this section by including past historical mean annual values in rainfall frequency analyses by the Bayesian Markov chain Monte Carlo (MCMC) framework [15] [22] . Let us illustrate the principles of the inclusion of historic data in at-site rainfall frequency analyses. Suppose that the information on historical hydrological consists of m extraordinary rainfall events, and the joint data sample of systematic and historical observations is stationary. In order to properly account for the historical information, the evaluation of the m historical mean annual rainfall is not sufficient. It is also important to consider the number of years h in which these events were the major rains and to evaluate the threshold X 0 which has certainly not been exceeded during this period by the other rains. In other words, the historical information consists not only in the m mean annual values but also in h − m years of nonexceedance of the threshold X 0 . The choice of h and X 0 should meet the criterion of "exhaustiveness" (i.e., no other major rains should have exceeded X 0 in the period of time h), which is a necessary condition for a proper statistical inference with censored data [16] - [11] . The Bayesian MCMC procedure [22] is a flexible tool, which can handle the information both on the historical and systematic observations through adequately defined likelihood functions in a straightforward way, and more importantly, can account for uncertainties in the measurements of the hydrologic extremes, and provides estimates of confidence bounds for the estimated quantiles. It has been demonstrated that the inclusion of the historic period leads to a clear reduction of the confidence intervals [22] . This section aims at demonstrating that this method, although it may bring a significant added value in rainfall frequency analyses, is still not free from subjectiveness and both skill and care have to be exercised when applied. Several choices that have to be made are not trivial.
II. THE DATA
The data used have been collected from 15 rain gauging stations, the records of which are published by the Sudan National Meteorology Department. Altitude and latitude have been assumed as initial statistics of hydrologic homogeneity, and station selection criteria were based on these characteristics. All sites used in this procedure are located between 31°50_ and 33°25_N latitudes, and 1530 and 2300 m altitudes (MSL). Records used for the analysis have ended the same year, and there are no gaps in the records (Table I) .
III. METHODOLOGY
Bayesian Markov chain Monte Carlo (MCMC) methods provide a computationally convenient way to fit frequency distributions for rainfall frequency analysis by using different sources of information as large rainfall records, historical rains, uncertainties (particularly measurement errors), regional information and other hydrologic information. They also provide an attractive and straightforward way to estimate the uncertainty in parameters and quantile metrics [23] .
Since a rainfall frequency analysis with information on historical events included is a relatively complex methodology, in the next subsections the most relevant details and settings of the procedure.
A. Selecting Bayesian inference
The Bayesian approach is a branch of statistical analysis that is based on a unique philosophy: the statistical inference is drawn in the way that the initial beliefs on the subject of the interest are modified according to the observed data. Thus, the Bayesian inference combines two kinds of information: (i) the prior knowledge (belief, hypothesis) on the unknown parameters that may come from other data sets, logical intuition or the past experiences of the analyst and (ii) the information encapsulated in the observed data, which are represented by the likelihood function [26] .
A Bayesian inference is based on the application of the Bayes' theorem: (1) where P (θ) is the prior (marginal) distribution of the parameters θ (it does not take into account any information contained in the observed data D); P (θ|D) is the posterior distribution of the parameters θ, having the data D observed; P (D|θ) is the conditional probability of the data, given the parameters θ; and P (D) is the prior (marginal) distribution of the data D.
P (D) only serves as a normalization constant in order to obtain a unit area under the posterior PDF P (θ|D).
The conditional probability where the second argument is considered as a parameter is also called likelihood function: p (θ|D = d) or _ (D|θ = Θ). Bayes' theorem, using the aforementioned notation and having a continuous variable θ can be rewritten as follows: (2) Where: integral in the denominator is computed through the entire parameter space Ω.
The mathematical formulation of the way the hypothesis of the statistical properties of the parameters θ (the existing/prior beliefs) is updated by having observed the data D (in the light of new pieces of knowledge). Naturally, the final posterior distribution may serve as a prior distribution in a further Bayesian inference.
One of the main advantages of the Bayesian inference is that it results in a full posterior probability of the parameters: one may easily derive the credible intervals (counterparts of the traditional confidence intervals) of the parameters or any of their functions. Compared to this, the traditional methods of statistical analysis that are usually based on asymptotical assumptions, look at the parameters of a distribution function as fixed (unknown) constants, and the result of a statistical analysis is usually a point estimate of the parameters [24] . 
B. Markov Chain Monte Carlo simulations
In general, an analytical computation of the integral in the denominator of (2) is very hard if not impossible; thus, that is the main reason why statistical methods based on the Bayesian inference have not been used frequently in the past [22] . The rapid development of computers in the past 2-3 decades, however, has opened wide perspectives for numerical evaluation of complex mathematical problems. Markov chain Monte Carlo (MCMC) methods represent a class of such algorithms. By means of Monte Carlo simulations, the Metropolis-Hastings algorithm generates a Markov chain, which results in a sample, distribution of which converges to the posterior distribution P (θ|D). In other words, MCMC simulation draws samples from the posterior distribution of the parameters without having computed the normalization constant of (2) analytically [22] . The quality of the sample improves as a function of the number of steps of the Markov chain. The resulting data sample then serves for the estimation of marginal distributions of the joint probability distribution function, mean values, standard deviations, and confidence intervals not only for the parameters themselves but also for their arbitrary functions such as the required quantiles (design values) of the analyzed hydrological extremes [22] .
C. Plotting Position Formulae
There are several plotting position formulae (PPF) that are used in frequency analysis to get a quick glance on the empirical distribution of the data sample analyzed: to check whether they follow a particular distribution, if there are some errors or outliers etc. [22] . One of the most frequently used PPFs is the one of Cunnane:
Where n denotes the sample size, i: is the rank of the observations in an ascending order, and pi is the cumulative probability of non-exceedance of the ith data.
In the case of a joint frequency analysis of systematic and historical data, the PPF (3) should be slightly modified according to the number of the historical events k that occurred during the whole n-year period analyzed. For the historical events, one should apply (4) and for the systematic data (5) where the notation is in accordance with the one introduced in section 3.2 as well as with the formulae presented by Bayliss and Reed (2001, p. 34). In this section, we apply (4) and (5) for the visualization of the observed rainfall data on the probability plots.
D. Probability Distribution Function
To demonstrate different aspects of joint probability modeling of the systematic and the historical data, we employ the 3-parameter log-normal distribution (LN3). The selected distribution function is one of the most frequently used statistical models in flood frequency analyses [13] . The cumulative distribution function of the LN3 distribution is
Where Φ is the CDF of the standard normal distribution and ,
Where ξ, α, and k are the location, scale and shape parameters, respectively [13] . The special case with k= 0 yields the standard normal distribution.
E. Setting of the Frequency Model
A number of parameters to characterize various features of a hypothetical data set consisting both of systematic measurements and historical data are introduced. Herein, this notation on the records of rainfall from the 15 selected stations in Sudan is applied as follows:
• The length of the systematic observations is unequivocally given: s = 53 years.
• The 1962 rainfall event is exceptional in the light of the other rainfall peaks observed during the whole period with the systematic observations; thus, we consider this rainfall as historical one. Moreover, this is the only extraordinary event that appears in the analysis; therefore, c = 1.
• The perception threshold X 0 is unknown.
Nevertheless, we suppose that X 0 lies somewhere between the absolute maximum of the systematic records (1462 mm, recorded in 1962 (Wau station)) and the secondary maximum (518 mm, recorded in 1969 (Malakal station)). Since any information on rainfall having occurred before the systematic observations unknown, the value of the perception threshold level X0 just below the magnitude of the historical event, i.e., let X 0 = 600 mm. Then a sensitivity analysis related to the choice of this value is performed.
• The length of the historical period h is also unknown.
We only suppose that the extraordinary 1962 event has not been exceeded during the whole analyzed period n = h + s. In other words, we have to make an initial estimate of the return period of this extraordinary event, and assume that the magnitudes of all the unknown events that have occurred in the 'historical' period do not exceed the perception threshold X 0 (i.e., m = 0). A sensitivity analysis regarding the choice of h is also carried out in this section.
• Since the magnitude of the historical rainfall event is very well known, it is incorporated into the statistical model. Uncertainties in the magnitude of this event are not considered in the analysis herein.
• The Bayesian approach allows for choosing any prior distribution p (θ) of the parameters θ of the selected distribution function (2) . Since an arbitrary choice is allowed, we choose the simplest solution: we do not put any stress on the priors of θ, i.e., we use uniform initial distribution p (θ) = const., which does not have effects on the evaluation of (2).
F. Selection of the Length of Historical Period
The way the choice of the length of the historical period h affects the quantile estimates of rainfall frequency analysis of systematic and historical rain events is presented in Fig. 3 and Table II . The panel of Fig. 1 consists of 6 Table II . shows the estimation of the rain quantiles QT and their confidence intervals corresponding to the return periods T = 100, 1000 and 10000 years at the Sudan statio, with no historical information involved, and various assumptions concerning the length of the historical period h, respectively. CI 0.05 (CI 0.95 ) is the 5% (95%) confidence limit of the estimates QT, ΔCI = CI 0.95 -CI 0.05
G. Selection of Perception Threshold
According to the magnitude of the historical plod peak (1462.9 mm) and the maximum of the rest of the rain peak records is (518 mm), we selected 6 different values for the sensitivity analysis related to the threshold X 0 :
• 1200 mm, • 1000 mm, • 600 mm, • 580 mm, • 520 mm, • 520 mm. On the other hand, the length of the historical period is set to a constant value, h = 1000 years. The graphical outputs of the analysis are presented through a panel of plots in Fig.  2 where the different threshold values are accentuated by a corresponding horizontal line. The characteristics of the selected quantiles and their CIs are summarized in Table III.  Table III shows the estimation of the rain quantiles QT and their confidence intervals corresponding to the return periods T = 100, 1000 and 10000 years at the Sudan rain stations, with various assumptions concerning the perception threshold X 0 . CI 0.05 (CI 0.95 ) is the 5% (95%) confidence limit of the estimates QT, ΔCI = CI 0.95 -CI 0.05 
H. The Effect of the Record Length on the Result
In the report by Szolgay et al. (2008), the collective of authors raised concerns about the appropriateness of the flood peak measurements made in the last decades of the 19th century (possible inhomogeneities present in the data series; details not reported herein). Due to this fact we decided to exclude the problematic part of the data series and restrict the analysis to the supposedly homogeneous data set belonging to the period 1900-2002.In this section the analysis is restricted to the data set belonging to the period 1900-2002. The results of this analysis are presented in Fig.  3 and Table IV. Table IV shows the estimation of the rain quantiles QT and their confidence intervals corresponding to the return periods T = 100, 1000 and 10000 years at the Sudan rainfall stations, based on a shorter period of systematic observations s . CI0.05 (CI0.95) is the 5% (95%) confidence limit of the estimates QT, ΔCI = CI 0.95 -CI 0.05
IV. DISSCUSION OF MCMC RESULTS
The main results of the frequency analysis are presented in terms of figures (probability plots) and tables, where the main focus was set to the rainfall quantiles corresponding to return periods T = 100, 1000 and 10000 years. The latter value, although it may seem unreasonably high, is justified by the fact that the rainfall quantile corresponding to the return period of T = 10000 years has been defined as the critical design value.
The sensitivity analyses is presented, which examine the effects of the choice of the most important parameters of the statistical model (the length of the historical period h, the threshold X 0 and the length of the systematic records s) on the quantile estimates and the width of their confidence intervals.
In Fig. 3 comparing the first subplot with no historical information included and the rest of the plots corresponding to different h values it is discernible that the inclusion of the historical event with an extraordinary magnitude reduces the width of the confidence bounds. This fact is underpinned by the numerical evaluation of the confidence intervals (CIs) of the representative rain quantiles: both the absolute and relative widths of the CI (ΔCI and ΔCI/QT, respectively) for the near highest value of the parameter h are approximately half of the widths of the corresponding CI for the alternative with no historical information involved (Table II) . This holds for all three return periods considered. From Figures 3 it is also clear that the value of h controls the slope of the fitted CDF: higher values of h are associated with less steeper CDFs.
The inclusion of historical information evidently reduces the uncertainty in the quantile estimates. Nevertheless, one of the most important questions still remains open: which of the selected h values should be preferred? In a traditional rain frequency analysis that is only based on systematic data, different goodness-of-fit tests (such as the test of χ2, test of Kolmogorov and Smirnov or the Z-test; see, e.g., Wilks, [13] ) can be applied in a simple way to assess the 'closeness' of the fitted distribution to the observed data. Nevertheless, as soon as any historical information is incorporated, testing the goodness of the fit becomes a difficult business. As far as known, there are no methods in the literature to accomplish such a task. Therefore, decide is made to use a visual inspection method. We check whether 90% of the observed data visualized through the modified plotting position formulae lie or do not lie within the 90% confidence interval estimated by the MCMC simulation procedure. Although the method is subjective, it can indicate with respect to the CDF where the fit is not sufficiently good, the presence of changes of slopes (e.g., due to threshold effects) or whether another type of distribution would be more suitable. For these reasons, as for other visual techniques, our visual inspection method could be used in the engineering practice. Based on the visual inspection, we eliminated the two highest estimates of h (2000 and 3000 years; see two bottom plots in Fig. 3 since in these two cases, a larger number of data points (which belong to the highest rainfall peaks observed during the period with systematic records, and therefore, are of enhanced importance) get outside the confidence bounds. In order to find the only acceptable h value, we also fitted another distribution functions (e.g., generalized extreme value, 3-parameter log-Pearson, 2-parameter lognormal etc.) to the same data set with the same settings of the statistical model. The results are not reported herein; however, taking into consideration the visual check of other distribution functions we conclude that the most acceptable estimate of the length of the historical period is about h = 1000-1500 years.
From Fig. 2 and table III the outcomes indicate that the gradual lowering of the perception level results in two effects: a) narrower uncertainty bounds (by setting the threshold X 0 lower and lower), and b) less steep slope of the fitted distribution function. Both effects can easily be explained.
Case a) means that by setting the threshold X 0 lower and lower, one assumes that the unknown past values were not particularly high, i.e., they varied in a narrower range. At the same time, case b) means that having a lower threshold X 0 , the magnitudes of the unknown peak discharges that have occurred in the past are supposed to be lower, therefore, the distribution function is also fitted towards the lower values. While the first effect could, in principle, be beneficial for the quantile estimates by having narrower CIs, this theoretical advantage is outweighed by the second effect, whichsimilarly to the one discussed above -puts several data points outside the confidence bounds. Based on these considerations we conclude that the initial selection of the perception threshold (X 0 = 600 mm) is acceptable for the recent analysis. It also can be higher; however, it definitely should not be set considerably lower.
Keeping the settings of the statistical model applied so far, and having a shorter period of systematic observations, the MCMC simulations lead to lower quantile estimates compared to the results based on the whole data records ( Table II) . It is likely that this is only a sampling effect since the eliminated period 1950-1996 contains a number of rainfall events of a relatively high magnitude. On the other hand, the effect of the shorter period s on the uncertainty of the estimated quantiles is unclear (Table IV) . Lower quantile estimates QT are accompanied with narrower absolute width of the confidence intervals ΔCI; however, these effects result in enhanced relative width of the CIs ΔCI/QT (cf. Table IV  and Table II) .
At the present stage of the analysis it is evident that the two parameters h and X 0 are the most dominant controls of the width of the CIs. In order to derive further information on the role of s in the statistical model, a deeper analysis is needed (possibly accompanied by further Monte Carlo simulations), and such a task is beyond the scope of the recent study.
V. CONCLUSION AND FINAL EVALUATION
As the particular results of the case study indicate, among the number of parameters of the statistical model to be chosen, the length of the historical period h and the perception threshold X 0 have the most remarkable influence on the width of the confidence intervals of the estimated rain quantiles. The higher the assumption of h (i.e., analysis reaches further back to the past) and/or the lower the assumption of X 0 (i.e., the unknown mean annual rains from the past are assumed to be generally low), the narrower are the confidence bounds of the estimated quantiles. Nevertheless, selecting high values of h and/or low values of X 0 for the model yields a great risk that the analyst may be wrong of not considering all the (unknown) extreme events that might have occurred during the period of length h in the past. It is therefore advised to be rather prudent in selecting the model parameters to have confidence intervals only moderately narrower compared to the alternative with no historical information, instead of having considerably narrower confidence intervals but making wrong inference on "unknown" historical data that are not well estimated.
A particularly satisfying result of this study was that the outcomes of the method are relatively robust when considering the uncertainties in the estimated historical rainfall and the subjective choices in the parameterizations of the method.
