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Abstract
Consider a system of n linear /rst-order di%erential equations (d=dx)y = A(x)y in which A(x) is an n× n
matrix of rational functions over a sub/eld F of the /eld C of complex numbers and let ={1; : : : ; d} ⊂ C
be a set of conjugate singularities of this system, i.e., poles of A(x) which are roots in C of some irreducible
polynomial p(x) in F[x]. We propose an algorithm for transforming the given system into an equivalent
system over F(x) which is super-irreducible in each element ∈. This algorithm does not require working
in the algebraic extension F() that appears when one applies Hilali–Wazner’s algorithm (Numer. Math. 50
(1987) 429) successively with the individual singularities 1; : : : ; d. The transformation matrix as well as the
resulting system have their coe'cients in F(x) and all the computations are performed in F[x]=(p) instead
of the splitting /eld of p.
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1. Introduction
For a /eld F we denote by F[x] the ring of polynomials in the variable x over F , and by F[[x]]
the ring of formal power series in x over F . Moreover, we denote by F(x) and F((x)) the quotient
/elds of F[x] and F[[x]], respectively.
Throughout this paper we let F be a sub/eld of the /eld C of complex numbers and we consider
a system of the form
d
dx
y = A(x)y; (1)
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where A(x) = (aij(x)) denotes an n × n matrix whose coe'cients are in F(x) and where y is an
unknown n-dimensional column vector.
The substitution y = T (x)z, where T (x) is an invertible n × n matrix with coe'cients in F(x)
transforms (1) into
d
dx
z = B(x)z; (2)
where
B= T [A] := T−1AT − T−1 d
dx
T: (3)
Systems (1) and (2) (resp., the matrices A and B) are said to be equivalent over F(x).
A point ∈C is a singularity of (1) if  is a pole of A(x), i.e., a pole of some aij.  is called a
regular singular point for (1) if in a neighborhood of , there exists a fundamental matrix solution
of the form
W (x) = S(x)(x − )R;
where R is a constant matrix and where S(x) is a matrix which is analytic at ; otherwise,  is
called an irregular singular point for (1) (see [4,5]). This classi/cation, based upon knowledge of
a fundamental matrix, is not immediately apparent for a given di%erential system. Yet, when A has
a simple pole at x= , one has a regular singularity at  (see [13,4,14,1]). The converse is not true:
even when A has a multiple pole at  it is still possible for  to be a regular singularity. However,
one can see that if  is a regular singularity then there exists an n×n matrix T (x) which is analytic
at x =  and nonsingular for x =  such that the matrix T [A], de/ned by (3), has a pole of order
6 1 at .
Moser [11] gave an algorithm to decide for any system (1) whether it has a regular singularity at a
given point . More generally, Moser’s algorithm computes a nonsingular matrix T with coe'cients
in F()[x] such that T [A] has the minimal pole order among all matrices which are equivalent to
A(x) over C((x − )). The resulting matrix T [A] is called a Moser-irreducible form of A. Hence,
the point  is a regular singular point for the input system if and only if it is at most a simple
pole of the matrix T [A]. The notion of super-irreducible forms is a generalization of the notion
of Moser-irreducible forms. It has been introduced in a joint paper of Hilali and Wazner [9]. In
that paper one can /nd a detailed algorithm to compute a super-irreducible form of a given linear
di%erential system with meromorphic coe'cients near an irregular singularity. From such a form one
can immediately obtain some formal invariants like the -invariants of GKerard and Levelt [6,10];
and with some more work one can obtain the Newton polygon of the given di%erential system [7].
Besides their usefulness for the local study of di%erential systems, super-irreducible forms turn out
to be also useful for some global problems, such as computing rational solutions [3] or exponential
solutions [12] of linear di%erential systems of type (1). Hilali–Wazner’s algorithm, as well as Moser’s
algorithm, needs to compute with the individual singularities of the input system and hence requires
computations in algebraic extensions of the constant /eld F . In [2], we have developed an algorithm
for deciding whether the roots in C of a given irreducible polynomial p(x)∈F[x] are regular or
irregular singularities for (1). More generally, this algorithm transforms (1) into an equivalent system
which is Moser-irreducible in each root of p(x) in C. The transformation matrix as well as the
resulting system have their coe'cients in F(x) and all the computations are performed in F[x]=(p)
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instead of the splitting /eld of p(x). The present paper is concerned with the following more
general problem: given a system (1) with coe'cients in F(x) and  = {1; : : : ; d} ⊂ C a set of
conjugate singularities of (1), to determine an equivalent system with coe6cients in F(x) which is
super-irreducible in each ∈. One can try to solve this problem by repeated application of Hilali–
Wazner’s algorithm: compute /rst a transformation T1 such that A1 = T1[A] be super-irreducible in
1, then compute a transformation T2 such that A2 = T2[A1] = (T1T2)[A] be super-irreducible in 2
and so on; after d steps a matrix Ad = Td[Ad−1] = (T1; : : : ; Td)[A] which is super-irreducible in each
∈ is achieved. It is to be noted that the entries of the matrices Tk and Ak , calculated at the kth
step, belong to F(1; : : : ; k ; x) and Ak is super-irreducible in 1; : : : ; k but not in j for j¿k. The
disadvantage of this procedure is that it requires working in the extension F(1; : : : ; d) and that d
steps are necessary. In the present paper we propose an algorithm which provides, in only one go,
a transformation T ∈Matn(F(x)) such that T [A] is super-irreducible in each ∈. Furthermore, it
does not require working in F(1; : : : ; d). For this we apply the techniques from [2]: we work with
the irreducible polynomial p(x) =
∏d
j=1 (x − j) and we use p-adic expansions instead of Laurent
series expansions at the j’s.
The rest of the paper is organized as follows: Section 2 starts with a brief review of Hilali–
Wazner’s work on super-irreducible forms of linear di%erential systems over C((x− )); the gener-
alization of this work is presented in the subsections therein. In Section 3 an algorithm is outlined
for computing super-irreducible forms of linear di%erential systems over F(x). Finally, Section 4
contains an example of computation using Maple V.
2. A generalization of super-irreducibility
2.1. Hilali–Wazner’s notion of super-irreducibility
Let us start by giving the de/nition of the super-irreducible forms of Hilali and Wazner (see
[9,8]).
Consider a system of form (1) and a point ∈C. Write
A(x) = (x − )−s
∞∑
=0
(x − )A;;
where the A; are constant n × n matrices and where s := s(A) is an integer ¿ 1 with s¿ 1 ⇒
A0;  = 0.
De/ne the rational numbers m1; (A); m2; (A); : : : by
mk;(A) =


1 for all k¿ 1 if s6 1;
s− 1 + n0; 
n
+
n1; 
n2
+ · · ·+ nk−1; 
nk
for all 16 k6 s− 1;
ms−1; (A) for all k¿ s¿ 1;
where ni;=ni;(A) is the number of columns of A(x) with order −s+ i at x=. Now de/ne k;(A)
to be the minimum of the set of all mk;(B), when B ranges over all matrices B that are equivalent
4 M.A. Barkatou / Journal of Computational and Applied Mathematics 162 (2004) 1–15
to A over C((x − )):
k;(A) = min{mk;(T [A])) |T ∈GL(n;C((x − )))}:
Denition 1 (Hilali and Wazner [9]): System (1) (the matrix A(x), resp.) is called k-irreducible in
x =  if mk;(A) = k;(A) and super-irreducible if it is k-irreducible for every k, or equivalently if
ms−1; (A) = s−1; (A).
When A(x) is not k-irreducible in  we say that it is k-reducible in . This means that there exists
an invertible matrix T (x) in C((x − )) such that mk;(T [A])¡mk;(A).
Now suppose that s¿ 1, i.e.,  is a pole of A(x) of order ¿ 2. Put
rk;(A) = kn0;  + (k − 1)n1;  + · · ·+ nk−1; 
and
k;(A; x;  ) = (x − )rk; (A) det( In + (x − )s−kA(x));
where In denotes the identity matrix of order n. It is clear that k;(A; x;  ) belongs to F(; x)[ ] and
one can prove that its coe'cients have no pole at . Hence, one can de/ne
"k;(A;  ) = k;(A; ;  ):
Note that "k;(A;  ) can be computed from the /rst k + 1 terms in the Laurent series expansion of
A(x) at x = :
"k;(A;  ) =
[
(x − )rk;  det
(
 In +
A0; 
(x − )k +
A1; 
(x − )k−1 + · · ·+ Ak;
)]
|x=
:
Hilali and Wazner prove the following theorem which gives a necessary and su'cient condition for
a system to be k-irreducible.
Theorem 2 (see Hilali and Wazner [9]). If s¿ 1, then for all 16 k6 s − 1 the matrix A(x) is
k-irreducible in x=, if and only if the polynomials "j;(A;  ), (j=1; : : : ; k), do not vanish identically
in  .
Furthermore, Hilali and Wazner prove that if A(x) is k-reducible then one can construct, in an
algorithmic way, a matrix S(x)∈Matn(F()(x)) of the form: 1
S(x) = (P0 + (x − )P1 + · · ·+ (x − )k−1Pk−1) diag((x − ); : : : ; (x − ); 1; : : : ; 1);
where the Pj ∈Matn(F()) are constant matrices with det(P0) = 0, such that mk;(S[A])¡mk;(A).
Applying this procedure several times, if necessary, a polynomial matrix T (x)∈Matn(F()(x)) such
that mk;(T [A]) = k;(A) can be determined.
1 In what follows, diag(a1; : : : ; an) denotes the square diagonal matrix whose diagonal elements are a1; : : : ; an.
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2.2. k-irreducibility in conjugate singularities
Now let ; $∈C be two poles of A(x) that are conjugate over F . It is clear that s(A) = s$(A),
ni;(A) = ni;$(A). So mk;$(A) = mk;(A) and rk;$(A) = rk;(A). On the other hand, one can see easily
that "k;(A;  ) and "k;$(A;  ) are conjugate over F . Hence by Theorem 2, A(x) is k-irreducible in 
if and only if it is k-irreducible in $ and k;$(A) = k;(A). This motivates the following de/nition:
Denition 3. Let p(x)∈F[x] be irreducible and  be a root of p(x) in C. Put mk;p(A) := mk;(A) and
k;p(A) := k;(A). The matrix A(x) or system (1) is said to be k-irreducible in p if k;p(A)=mk;p(A)
or equivalently, if A(x) is k-irreducible in .
Let p(x)∈F[x] be irreducible and choose a root ∈C of p(x). We can apply Theorem 2 to A(x)
for checking k-reducibility in p. If A(x) is k-reducible in p we want to /nd a rational transformation
T (x)∈Matn(F(x)) that reduces mk;p(A) to k;p(A). The Hilali–Wazner algorithm will provide a
transformation T˜ (x)∈Matn(F()(x)) that decreases mk;(A) but not mk;$(A), $ being any other root
of p(x) (see Example 4). However, our goal is to /nd a transformation T (x)∈Matn(F(x)) that
decreases mk;(A) at each root of p(x). For this we propose to generalize Hilali–Wazner’s algorithm
by proceeding as in [2]. How to generalize this algorithm will be explained in the following sections.
Before tackling this question, we look at a simple example.
Example 4. Let F =Q the /eld of rational numbers and consider the matrix
A(x) =


−4x
x3 − 2
1
(x3 − 2)3
−x x
x3 − 2

 :
The three roots in C of the polynomial p(x)=x3−2 are singularities of the system (d=dx)y=A(x)y.
Let = 3
√
2 be the real root of p(x). The two other roots are j and j2, where j denotes a primitive
cubic root of unity. Take k = 1. One has s(A) = 3; n0;  = 1, so m1; (A) = 3 − 1 + 12 = 52 . One
can check that "1; (A;  ) ≡ 0. So according to Theorem 2 A(x) is 1-reducible in  and hence it is
1-reducible in p. Applying Hilali–Wazner’s algorithm to A(x) and the point  one gets the matrix
A1 := T1[A] =


− x
2 + x + 2 − x
(x − )(x2 + x + 2) −
x
x − 
1
(x2 + x + 2)3(x − )2
−4x
(x − )(x2 + x + 2)

 ;
where
T1(x) =
[
0 1
x −  0
]
:
Note that A1 is equivalent to A over F(; x) and
m1; (A1) = 2− 1 + 12 = 32 ¡m1; (A)
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as expected. However, if  is one of the two other roots of p(x) in C then m1; (A1) =m1; (A) = 52 .
In other words, the transformation matrix T1, computed by Hilali–Wazner’s algorithm, decreases
m1; (A) but not m1; (A). Now if we apply Hilali–Wazner’s algorithm to A1(x) and the point j we
get the matrix
A2 := T2[A1] =


− x
2 + x + 2 − x
(x − )(x2 + x + 2) −
1
x − j −
x
(x − )(x − j)
1
(x − j2)3(x − j)2(x − )2
−4x
(x − )(x − j)(x − j2)

 ;
where
T2(x) =
[
x − j 0
0 1
]
:
Observe that the matrices A2 and A are equivalent over F(; j; x) and that m1; j(A)= 52 ¿m1; j(A2)=
3
2 .
However, we still have
m1; j2(A) =
5
2 = m1; j2(A2):
In order to reduce this last quantity we apply Hilali–Wazner’s algorithm once more (this time, to
A2(x) and j2) and we obtain the matrix
A3 = T3[A2] =


−x(−1 + 3x)
x3 − 2 −
x
x3 − 2
1
(x3 − 2)2
−4x
x3 − 2


with
T3(x) =
[
x − j2 0
0 1
]
:
It is to be noted that the matrix A3 is equivalent to A over F(x) and satis/es m1; (B) = 2− 1+ 12 =
3
2 ¡m1; (A) in each root  of p(x) in C.
The transformation matrix T that changes A into A3 is given by
T (x) := T1T2T3 =
[
0 1
x3 − 2 0
]
:
It belongs to GL(n; F(x)). This suggests the following question: how can one /nd such a transfor-
mation without working with the individual roots of p(x)? The remainder of the paper is devoted
to answering this question.
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2.3. Some additional notation
Let p be an irreducible polynomial in F[x]. If f is a nonzero element of F(x), we de/ne ordp(f)
to be the unique integer n such that
f = pn
a
b
with a; b∈F[x] \ {0}; p A a and p A b:
We set ordp(0) = +∞. The local ring at p is Op = {f∈F(x) : ordp(f)¿ 0}. The residue >eld of
F(x) at p is the /eld Op=pOp. It is isomorphic to the /eld F[x]=(p). We shall denote by 'p the
canonical homomorphism from Op onto Op=pOp. In the following each element a of Op=pOp is
represented by the unique polynomial of degree ¡ degp belonging to a.
Recall that each element f∈F(x) has a unique p-adic expansion
fnpn + fn+1pn+1 + · · · ;
where n = ordp(f), the fi’s are polynomial of degree ¡ degp, with fn = 0 (when f = 0). This
coe'cient fn will be called the leading coe6cient of f at p.
If A= (ai; j) is a matrix (or a vector) with entries in F(x), we de/ne its order at p by ordp A=
min(ordp(ai; j)). We will say that A has a pole at p if ordp(A)¡ 0. Each matrix (or vector) A with
entries in F(x) has a unique p-adic expansion
pordp A(A0;p + pA1;p + · · ·);
here the Ai;p are matrices (or vectors) with entries in the set
{a∈F[x] | deg a¡ degp}:
We can extend the de/nition of ordp and 'p to polynomials in an indeterminate  over Op: for
f =
∑n
i=0 ci 
i ∈Op[ ] we set ordp(f) = mini (ordp(ci)) and 'p(f) =
∑n
i=0 'p(ci) 
i.
2.4. De>nition of super-irreducible forms in p
With all the above means at our disposal, we can now give a direct de/nition of k-irreducible
forms of a system (1) in a “point” p of F(x) which does not require working with the individual
roots of p(x) in C.
Let p∈F[x] be irreducible and let s = −ordp(A). We de/ne the rational numbers m1;p(A);
m2;p(A); : : : by
mk;p(A) =


1 for all k¿ 1 if s6 1;
s− 1 + n0;p
n
+
n1;p
n2
+ · · ·+ nk−1;p
nk
for all 16 k6 s− 1;
ms−1;p for all k¿ s¿ 1;
where ni;p = ni;p(A) is the number of columns of A with order ordp(A) + i at p.
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Now de/ne
k;p(A) = min{mk;p(T [A]) |T ∈GL(n; F(x))}:
Denition 5. The matrix A or system (1) is said to be k-irreducible in p if mk;p(A) = k;p(A).
Otherwise A is called k-reducible in p. The matrix A or system (1) is said to be super-irreducible
in p, if it is k-irreducible for every k, or equivalently if ms−1;p(A) = s−1;p(A).
Remark 6. (1) A matrix that is 1-irreducible in p is also Moser-irreducible in p in the sense of
[2].
(2) If a matrix is k-irreducible in p then it is k-irreducible in each root of p in the sense of
Hilali–Wazner.
(3) When p is a pole of A, the roots of p in C are singular points for the di%erential system
(d=dx)y=Ay. Moreover, these are either all regular singular points or irregular singular points. Thus,
the roots of p are regular singular points if and only if k;p(A) = 1 for all k.
2.5. A criterion for k-reducibility
Let p(x)∈F[x] be irreducible and A(x)∈Matn(F(x)). Suppose that A(x) has a pole at p of order
s =−ordp(A)¿ 1. With the matrix A(x) we associate the functions )k;p(A; x;  ) which are de/ned
as
)k;p(A; x;  ) = p(x)rk; p det( In + p(x)s−kA(x)); (4)
where
rk;p = rk;p(A) = kn0;p + (k − 1)n1;p + · · ·+ nk−1;p:
Proposition 7. The functions )k;p(A; x;  ) are elements of Op[ ], the ring of polynomials in  with
coe6cients in F(x) without pole at p.
Proof. Let A˜=psA and denote by cj the jth column of A˜ (j=1; : : : ; n). De/ne the diagonal matrix
*= diag(*1; : : : ; *n); (5)
where *j =max(0; k − ordp(cj)). One has det(p*) = prk;p . Hence
)k;p(A; x;  ) = prk;p det( In + p−k A˜) = det( p* + A˜p*−kI):
The jth column of the matrix A˜p*−kI is p*j−kcj, and its order at p is equal to ordp(cj)− k+*j¿ 0.
Hence A˜p*−kI ∈Matn(Op) and this implies )k;p(A;  )∈Op[ ].
With the function )k;p we associate the polynomial
+k;p(A;  ) = 'p()k;p(A; x;  )):
Proposition 8. The polynomial +k;p(A;  ) vanishes identically in  , or equivalently ordp()k;p(A; x;  ))
¿ 0, if and only if for each root  of p(x) in C the polynomial "k;(A;  ) vanishes identically
in  .
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Proof. We /rst note that ordp()k;p(A; x;  ))¿ 0 if and only if )k;p(A; ;  ) vanishes for each root
 of p(x). Now let  be a root of p(x) in C and de/ne the polynomial q(x) by p(x)= (x− )q(x).
Since s(A) = ordp(A) = s, and rk;(A) = rk;p(A) one has
)k;p(A; x;  ) = ((x − )q(x))rk; p det( In + ((x − )q(x))s−kA(x))
= q(x)n(s−k)+rk; p(x − )rk; p det(q(x)(k−s) In + (x − )s−kA(x))
= q(x)n(s−k)+rk; pk;(A; x; q(x)(k−s) ):
Taking x =  we get
)k;p(A; ;  ) = q()n(s−k)+rk; pk;(A; ; q()(k−s) )
= q()n(s−k)+rk; p"k;(A; q()(k−s) ):
Hence, "k;(A;  ) vanishes identically in  if and only if )k;p(A; ;  ) vanishes, since q() = 0.
By combining Theorem 2 and Proposition 8 we get the following criterion for k-reducibility in p
which involves the functions +k(A;  ). It is a generalization of Theorem 1 in [2].
Theorem 9. Suppose that s¿ 1 and let 16 k6 s− 1. Then the matrix A(x) is k-irreducible in p,
if and only if the polynomials +j;p(A;  ); (j = 1; : : : ; k), do not vanish identically in  .
3. Reduction algorithm
In this section we shall develop an algorithm which given a system (1) and an irreducible poly-
nomial p∈F[x] computes an equivalent system which is super–irreducible in p. We proceed in a
similar way as in [9].
Let p∈F[x] be irreducible and A∈Matn(F(x)) be nonzero. Suppose that s = −ordp(A)¿ 1.
Let 16 k ¡ s and suppose that A is k-reducible. If k¿ 2 then we will suppose also that A is
(k − 1)-irreducible. We shall /rst develop a method which allows to construct an equivalent matrix
B such that mk;p(B) = k;p(A). This method is based on the algebraic treatment of a certain matrix
Gk;p(A;  ) containing the leading coe'cients in the p-adic expansion of A and a parameter  .
From now on, and when there is no confusion, we will suppress the index p in the notation for
ni;p; mk;p; k;p; rk;p; )k;p and +k;p.
3.1. Computation of k
In what follows, we use the notation hk = n0 + · · ·+ nk and n′k = n− hk−1.
By replacing A by P−1AP, where P is a constant permutation matrix one can assume that the
/rst n0 columns of A are of order −s at p, the next n1 columns are of order −s+1 and so on. The
last n′k columns are of order ¿− s+ k at p. Thus, one can write
A= p−sN diag(In0 ; p · In1 ; : : : ; pk−1 · Ink−1 ; pk · In′k );
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where N ∈Matn(Op). Let N0 ∈Matn(Op=pOp) denote the leading term in the p-adic expansion of N .
The /rst n0 columns of N0 are the leading vectors of the /rst n0 columns of A, the next n1 columns
are the leading vectors of the columns of A with column number n0 + 1; : : : ; n0 + n1, etc.
We de/ne the matrix
Gk(A;  ) = N0 +  Ek;
where
Ek = diag(0; In′k ):
Then one can show that
+k(A;  ) = detGk(A;  ):
Hence according to Theorem 9 we have the equivalence
A is k-reducible⇔ detGk(A;  ) ≡ 0
since A is supposed to be (k − 1)-irreducible.
Note that for k¿ 2 the matrices Gk−1(A;  ) and Gk(A;  ) have the same /rst hk−2 columns.
Let the matrix N0 be partitioned
N0 =
(
R U
V W
)
so that R is a square matrix of order hk−1. Then the matrix Gk(A;  ) has the block structure
Gk(A;  ) =
(
R U
V W +  In′k
)
:
A su'cient (but not necessary) condition that the determinant of Gk(A;  ) vanishes identically in  
is that the /rst hk−1 column vectors of Gk(A;  ) be linearly dependent over the /eld Op=pOp. We
/rst study this case.
3.2. The >rst hk−1 columns of Gk are linearly dependent
Proposition 10. Let us keep the above notation and suppose that the columns of the matrix(
R
V
)
are linearly dependent. Then one can construct a polynomial matrix T (x)∈Matn(F[x]) with
det T (x) = 1 such that
mk(T [A])¡mk(A):
Proof. Put
M =
(
R
V
)
:
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At /rst let us note that the /rst hk−2 columns of M are linearly independent since they form the
/rst hk−2 columns of the matrix Gk−1(A;  ) the determinant of which is not zero since A is supposed
(k−1)-irreducible. Furthermore, nk−1¿ 1 since otherwise Gk=Gk−1 and this would imply detGk ≡
0. Let r denote the rank of M and set r′ = r − hk−2. We have hk−26 r ¡hk−1 (=hk−2 + nk−1).
Therefore, 06 r′¡nk−1.
The matrix M is an n× hk−1 matrix of rank r over the /eld in Op=pOp, so one can construct a
matrix P ∈GL(hk−1;Op=pOp) with det P = 1 such that its last hk−1 − r = nk−1 − r′ columns form a
basis of the kernel of M . Now since the /rst hk−2 columns of M are linearly independent, one can
choose P of the form(
Ihk−2 P1
0 P2
)
;
where P2 ∈GL(nk−2;Op=pOp) with det P2 = 1.
Now let
T (x) =


Ihk−2 p
4P1 0
0 P2 0
0 0 In′k

∈Matn(F[x]);
where
4= diag((k − 1) · In0 ; (k − 2) · In1 ; : : : ; Ink−2):
The determinant of T (x) is equal to 1 and its inverse is given by
T−1(x) =


Ihk−2 −p4P1P−12 0
0 P−12 0
0 0 In′k

 :
Now consider the matrix AT . Its /rst hk−2 columns and last n′k columns are the same as those of
A. On the other hand, one can see that the order at p of the jth column of AT is at least −s + k
for hk−2¡j6 r′, and is at least −s + k + 1 for r′¡j6 hk−1. Thus, the matrix AT has exactly
ni(A) columns of order −s + i, for 06 i6 k − 2, and it has at most r′ columns of order −s + k.
The other columns of AT are of order ¿− s+ k+1. Since ordp(T−1)¿ 0, multiplication of AT by
T−1 on the left cannot decrease the order at p of the columns of AT and since the /rst hk−2 are
already the minimal number of columns with order ¡k − 1− s, then at most the number nk−1 will
decrease. So we have ni(T−1AT ) = ni(AT ) = ni(A) for 06 i6 k − 2 and nk−1(T−1AT )6 r′.
Now since T−1(dT=dx)∈Matn(F[x]), we have
mk(T [A]) = mk(T−1AT )6mk−1(A) +
r′
nk
¡mk−1(A) +
nk−1
nk
= mk(A):
This proves our proposition.
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3.3. The >rst hk−1 columns of Gk(A;  ) are linearly independent
We consider /rst the case where the matrix Gk(A; 0) has a special block structure.
Denition 11 (Barkaton [2] and Hilali and Wazner [9]): Let q be a nonnegative integer less or
equal to n′k . The matrix Gk(A; 0) is called q-triangular, if
Gk(A; 0) =


R U1 U2
V1 W1 W2
0 0 W3

 ;
where W1 and W3 are square matrices of order n′k−q and q, respectively, and W3 is upper triangular
with zero diagonal. If additionally
rank(R U1)¡hk−1;
we say that Gk(A; 0) is q-triangular with condition of dependence (q.t.c.d.).
For instance, if the /rst hk−1 row vectors of Gk(A;  ) are linearly dependent, i.e., rank(RU )¡hk−1,
then Gk(A; 0) is 0.t.c.d.
Proposition 12. Assume that Gk(A; 0) is q:t:c:d for some q6 n′k . Then one can construct a poly-
nomial transformation T (x)∈Matn(F[x]) with det T (x) = p(x)q+hk−1 such that mk(T [A])¡mk(A).
Proof. Let
T˜ = diag(p*1 ; : : : ; p*n);
where *i = 0 for hk−1¡i6 n− q and *i = 1 otherwise. We have det T˜ = pq+hk−1 . Put B= T˜−1AT˜ .
One has mk(T˜ [A]) =mk(B) for ordp(T˜−1(dT˜ =dx)) =−1. Thus, the number mk can only be reduced
by the operation T˜−1AT˜ . Since A is (k − 1)-irreducible one has ni(B) = ni(A) for 06 i6 k − 2.
Now either nk−1(B)¡nk−1(A), so mk(B)¡mk(A) in this case we put T = T˜ , or nk−1(B)=nk−1(A),
but then one can show (as in [8]) that the matrix Gk(B;  ) has the form
Gk(B;  ) =
(
R(1) U (1)
V (1) W (1) +  I
)
;
where R(1) is a square matrix of order hk−2 + nk−1(B) and that the columns of the matrix(
R(1)
V (1)
)
are linearly dependent. So one can apply Proposition 10 to get a transformation T˜ (1) ∈Matn(F[x])
with det T˜ (1) = 1 that reduces the number mk , and we set T = T˜ (1)T˜ .
The following proposition shows that the general case can be reduced to the case where Gk(A; 0)
is q.t.c.d for some q. Its demonstration is essentially the same as the proof of Proposition 3 in [2]
(see also [9]). For sake of brevity it will not be repeated here.
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Proposition 13. If A is k-reducible and rank(R U ) = hk−1. Then there exists a polynomial matrix
T (x)∈Matn(F[x]) with det T (x) = 1 such that Gk(T [A]; 0) is q:t:c:d for some integer q satisfying
06 q6 n′k .
For the sake of reference we summarize the above results in the following:
Theorem 14. Let A(x)∈Matn(F(x)) and p(x)∈F[x] be an irreducible polynomial such that s :=
−ordp(A)¿ 1. Let 16 k ¡ s and suppose that A is k-reducible. If k¿ 2 then we suppose also that
A is (k−1)-irreducible. Then one can construct a nonsingular polynomial matrix S(x)∈Matn(F[x])
of the form:
S(x) = U (x) diag(p(x); : : : ; p(x); 1; : : : ; 1);
where U ∈Matn(F[x]) with detU (x) = 1, such that mk;p(S[A])¡mk;p(A).
In conclusion, given a matrix A(x) which is (k − 1)-irreducible, Theorem 9 allows us to check
whether A(x) is k-reducible. If A(x) is k-reducible then by Theorem 14 we can /nd a matrix S(x)
such that mk;p(S[A])¡mk;p(A). After this reduction has been carried out we can apply Theorem 9
to check whether further reduction is possible and so on. After a /nite number of steps we obtain
an equivalent matrix B(x)∈Matn(F(x)) such that mk;p(B) = k;p(A). Thus, starting with k = 1 and
applying this process with k = 1; 2; : : : ; s− 1 we get an equivalent matrix which is super-irreducible
in p.
Remark 15. Observe that the transformation matrix T provided by our algorithm is polynomial in
x and that det T (x)=p (for some nonnegative integer ). Thus, the only possible /nite poles of its
inverse T−1 are the zeros of p(x). Hence in the k-reduction of A to T [A] we do not introduce any
new /nite poles and the order of T [A] at p is at least equal to the order of A at p.
4. An example
We have implemented this algorithm in the computer algebra system Maple V. We give here an
example solved by our program.
Let us consider the system (dy=dx) = A(x)y where
A(x) =


−4 x
3
(x4 − 2)2
1
x2 − 3 x
2 − 1
x2
1
(x4 − 2)2
x
(x4 − 2)6
− 1
(x4 − 2)4
1− 4x3
(x3 − 2)2 0


:
Here F = Q. The /nite singularities in C of this system are located at the roots of (x4 − 2)(x3 −
2)(x2 − 3). The roots of x2 − 3 are simple poles of A(x), hence they are regular singularities. A(x)
is of pole order 6 at x4 − 2 and 2 at x3 − 2.
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Applying our algorithm with p(x) = x4 − 2 yields the equivalent super-irreducible matrix
B(x) = T [A] =


−4 x
3(−5 + 3x4)
(x4 − 2)2 x
2 − 1 1
(x4 − 2)3(x2 − 3)
− 1
(x4 − 2)4 −12
x3
x4 − 2 −
−1 + 4x3
(x4 − 2)3(x3 − 2)2
(x4 − 2)3x2 x
(x4 − 2)3
1
(x4 − 2)2


;
where
T (x) =


(x4 − 2)3 0 0
0 0 1
0 (x4 − 2)3 0

 :
Observe that the pole order at x4 − 2 has decreased to 3. The minimal pole order is 3 hence the
roots of x4 − 2 are irregular singularities for the system.
If one reduces now the matrix B(x) at p(x) = x3 − 2, the resulting matrix is
C(x) = S[B](x) =


−−x
3 + 2 + 3x10 − 12x6 + 12x2
(x3 − 2)(x4 − 2)2
x
(x3 − 2)(x4 − 2)3
(x4 − 2)3x2
x3 − 2
− −1 + 4x
3
(x4 − 2)3(x3 − 2) −12
x3
x4 − 2 −
1
(x4 − 2)4
x3 − 2
(x4 − 2)3(x2 − 3) x
2 − 1 −4 x
3(−5 + 3x4)
(x4 − 2)2


with
S(x) =


0 0 1
0 1 0
x3 − 2 0 0

 :
The pole order of C(x) at x3 − 2 is 1. Hence, the input di%erential system has regular singularities
at the zeros of x3 − 2.
The matrices A and C are equivalent by the transformation
R(x) = T (x)S(x) =


0 0 (x4 − 2)3
x3 − 2 0 0
0 (x4 − 2)3 0

 ;
which reduces the matrix A(x) at all /nite poles.
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