Abstract: The prediction model, which makes effective use of auxiliar available throughout the population, is often used to derive efficient in survey sampling. To protect against failure of the assumed mod design unbiasedness is often imposed in the prediction estimator. An variable calibration estimator can be considered to achieve the mod among the class of calibration estimators that is asymptotically desi
Introduction
Consider a finite population of size Ν. Let y be the variable of in value yi for unit i in the population. Suppose we are interested in the population total Υ -yl. Assume that a probability sampling used to select a sample from the finite population. Let A be the se indices realized from the sampling design. Let 7Tj = P(i G A) be the inclusion probability of unit i. The Horvitz-Thompson estimator y HT = y, djyj i€A is unbiased for Υ = yi, where dt = π^1 is the design weight for unit i.
with ej ~ (0,Vicr2), can be imposed where β an ters and Vi = v(xi) is a known function of xt for the sampled part and also for the non-sam model can be used to build a prediction estima Yp= + y ] Vi (i-2) ieA ieAc where jji satisfies Ε (;îji -yi \ Ii = 0) = 0, otherwise. Under (1.1), we can use &=x>i ( Σ ) ΣqiXiyi (L3) ^ ieA ' ieA for some q^. Brewer (1963) , Royall (1970 Royall ( , 1976 , and others h linear model prediction theory to the finite population situation the best linear unbiased predictor (BLUP). When the sampling d formative (Pfeffermann (1993) ), the BLUP of Y under (1.1) can the choice of q^ = l/vt in (1.3). However, the prediction estimat sarily justified if the regression model does not hold. To guaran design unbiasedness (ADU) of the prediction estimator, Brewer using qi = (d{ -1) in (1.3). Isaki and Fuller (1982) In this paper, we investigate the ADU property of the prediction estimator in a more general class of prediction estimators under the regression superpop ulation model in (1.1). The proposed estimator can be directly written as a calibration estimator and some optimal choice of instrumental variable is dis cussed. Furthermore, the proposed estimator is extended to construct a two-ste calibration estimator for two-phase sampling. Some numerical results are pre sented.
Prediction Estimation
In this section, we briefly review the ADU theory of the prediction and discuss some choices of qi in (1.3). Here, we assume that the o information in the finite population is X. The prediction estimator be written as /y γρ = Σ,νί+Σ,*(*-Μ> ^ i=1 ieA if the predicted values are constructed
Since the estimator for form (2.1) satisfies ADU conditions in general, we h only to impose (2.2) in computing the predicted values. Condition (2.2) is refe to as Internally Bias Calibrated (IBC) condition by Firth and Bennett (1998) IBC is a sufficient condition for the ADU property in the prediction estimat By construction, the prediction estimator with yi computed by (1.3) satis
Thus, the prediction estimator using yi in (1.3) satisfies ADU if x? contains q~l(di -1), which is consistent with the result of Wright (1983) for the particular choice of qi = v~1.
We consider a more general class of prediction estimators of form (1.2) with y*=xu ΧΖίΧ* ) ΣZiyi (2·3) ^ ieA 7 ieA for some z, = z(x,, di, ?y) such that Σι^Α ζιχ'ι is nonsingular. By constructio the predicted values in (2.3) satisfy Σ ζi{yi-m) = 0. ieA Thus, the prediction estimator using the predicted values in (2.3) satisfies if ζi contains {dt -1). The prediction estimator using (2.3) also satisfies th calibration condition in (1.4) as it can be written as Yp -Σ,βΑ wiyi whh If Xi/vi does not contain (di -1), we no longer have the ADU property. To obtain a design-consistent IV calibration estimator that is close to optimal in t sense of minimizing the anticipated variance in (2.6), we can impose the ADU condition into the instrumental variable ζi by choosing z!l = (zoi,z'u) wher zoi = di -1 and Zu = Xu/vi, with x[ = (l,x'H). In this case, it is equivalent the prediction estimator for form (1.2) with
Vi
The prediction estimator using (2.7) was originally proposed by Brewer, Muhammad, and Tam (1988) . The optimal regression estimator considered by Isaki and Fuller (1982) , which uses y; = x(/32 uri(^er a sampling design with 7q oc υ*/ mum AV. Note that the prediction estimator usi class of the IV calibration estimator for form ( Fuller (1982) , the ADU property holds for the î)i = x(/32 is use<i iu (1-2).
The prediction estimator using y* in (2.7), w IV calibration estimator using (2.4), has such n and some optimality under (1.1). However, such multipurpose sampling because there are many IV calibration estimator using (2.4) can be quite working model (1.1) is far from the true mode (2.4) can take extreme values and some modifica they satisfy some range restriction.
Proposed Method
We consider a calibration estimator that can be viewed as a prediction est mator under (1.1) and with some range restriction in the weights. The calibratio weights in (2.4) can take negative values, and avoiding this has been an importan practical problem in survey sampling (Huang and Fuller (1978) ).
Given the instrumental variable in (2.5), the proposed calibration estimator Vi A proof of (3.2) is a straightforward application of Theorem 1 of Kim and (2010) and is sketched in Section S3 of Supplementary Note. By (3.2), the posed calibration estimator is asymptotically equivalent to a prediction esti using an instrumental variable ζj = (dt -1, Z[,). The first component, d{ -needed for the ADU property and the other component can be chosen to im efficiency.
Calibration weight is an exponential function of z*Xl = z\l/(dl -1),
and extreme values of ζu/(dk -1) can lead to extreme weights. As a rem instead of using zu = :x.u/vi for optimal estimation, one can take c% i
for a predetermined upper bound K. The choice of Cj = 1 gives us back the best prediction estimator not necessarily satisfying the range restriction in the final weights. Roughly, Κ can be in the range of three to five. The proposed method, in line with the range restriction Wi G [1 ,K), uses zij = X\i/(v,c*), where c* = 1 if it satisfies (3.4). Otherwise c* is the value that makes the ratio (wi -1) / (di -1) equal to K. Use of instrumental variable for range restricted calibration estimation was also considered by Kott (2011 
i&A j&A where g.t = Wi/di, with u>i provided by (3.3).
Calibration for Two-Phase Sampling
We discuss an extension of the proposed method to two-phase sampling.
Two-phase sampling, or double sampling, is a cost-effective technique widely used in survey sampling (Hidiroglou (2001) ); Rao (1973) ; Kim, Navarro, and Fuller (2006); Fuller (2003) ). In two-phase sampling, a first-phase sample A\ with size ni is drawn from the population U under a sampling design with the first-order inclusion probabilities πιk-Given the first-phase sampling Αχ, a second-phase sample A2 with size η2 is drawn from A\ under a sampling scheme with the first order conditional probabilities 1^2tu1 = K2k\ik· We denote the first-phase design weight of unit k as d\k = π^1, the second-phase conditional design weight of unit k as d2k\ik = an(i the final design weight as of2A: = difc^2fc|ifc· Assume that there is a vector of auxiliary variables that can be partitioned as x'k = (xifc, X2k)', with Xifc observed for the entire population and X2k observed up to the first-phase sample. The study variable y is observed only in the second-phase sample A2. Table 1 However, the prediction estima property.
To satisfy ADU, we consider more general predicted values for y using the The weights wu and w-ii satisfy
Thus, both wu and w^i are well calibrated for provide consistency for X2j. Such calibration c as discussed by Dupont (1995) . In step one, wu In step two, w^i are constructed to satisfy (4.9 computed from step one. The resulting calibra linear model (4.2) holds. Modified exponentialconstructed similarly.
The two-step calibration method requires t information of Xj in A\ when computing wu in step one and (4.9) in step two, the following also be considered.
Step 1: For i G A2, compute the initial calibration weights from A2, To compare the estimators, we performed a limited simulation study. We considered two study variables, y\ and yi, and generated a population of size Ν = 10,000 with Xi~N (4,1), el ~N(0,0.25xf), Zi ~ 0.5Xi + χ2(0.5) + 5, Vu = 1 + Xi + ej, y2i = (Xi -I)2 + ej, with Xi and independent. Prom the population, we generated Β = 2, 000 Monte Carlo samples, of sizes η = 500 and η = 1,000, under simple random sampling and probability proportional to size Zi sampling with replacement. The parameters of interest are population means for y ι and yi-We considered five estimators: direct estimator without calibration, denoted by HT; generalized regression estimator of Deville and Sarndal (1992) , denoted by GREG; best linear prediction estimator, denoted by Prediction·, bias-corrected prediction estimator, denoted by Β -C prediction·, proposed calibration estimator, denoted by New. For deriving the bias-corrected estimators, we used zt = (di -1, xl/vi). an deriving the proposed calibration estimators = xt/{vl(dl -1)}. The bias and the mean squared errors of the five estimators for the t population means are presented in Table 2 . All estimators have smaller m squared errors than the HT estimator, as expected. The prediction estima is the most efficient in terms of mean squared error for y\ because the wo linear regression model is true for variable y\. The mean squared errors of GREG and B-C prediction estimators are slightly higher than that of the diction estimator, but the bias of the GREG estimator and the B-C predi estimator are smaller for y2· The calibration estimator is similar to the prediction estimator in terms of the two criteria for estimating y\. For i/2, si the linear regression model is not a good fit, the prediction estimator de strates significant bias. The proposed calibration estimator is more robust the other three estimators in term of both bias and mean squared error.
We considered variance estimation only for bias-corrected prediction an proposed calibration estimator. The linearization variance estimator in (2.6) used to compute the variance of each estimator in the simulation. The Mo Carlo relative biases of the linearization variance estimators are all less than 5%
in absolute values; they are not presented here.
Data Example
To compare the proposed estimator with other estimators we used a sma sample of segments from the 1997 National Resource Inventory for the state Missouri that is presented in Table 2 .8 of Fuller (2009) . In this sample wi all 80 segments chosen from three strata, 79 segments have three sample poi and one segment has only two sample points. The sampling design features stratified random sampling for segments and second-stage sampling selected w two or three points within segments. The variable "Weight" in the table is th inverse of the sampling rate and "Segment Size" is the total area of the segme in acres. The variable "Cultivated Cropland" is the fraction of points having cropland in active use multiplied by the segment size. Other variables, "Fores and "Federal", are defined in the same way.
As for auxiliary variables, the variables "Segment Size" and "Federal" can b considered. We included indicators for three strata in the regression so that t To estimate 7, we considered the regressio log(êf) = log(^) + 7log(x4i) + ui where iq ~ N(0, σ^). The procedure of estim initial values calculated by the ordinary leas procedures are also discussed in Valliant, Do For deriving the total average of cultivat estimators using model variance that depen mator, GREG, bias-corrected prediction est proposed calibration estimator, Calibrtaion we also estimated the total acres of forest and Table 3 presents the resulting estimators a and 7 = 1.31. From Table 3 , we conclude tha that the model variance depends on x^, sinc assume that the model variance depends on total acres of cultivated cropland than the e variance assumption. The generalized regre 
Concluding Remarks
Calibration constraint is important in survey estimation. Using a predic tion model, instrumental variables can be constructed to achieve optimality in the sense of minimizing the anticipated variance among the class of asymptotic design unbiased estimators satisfying the calibration constraint. The proposed instrumental-variable calibration estimator can be modified to achieve range re strictions on the final weights. The proposed method can be directly applied to two-phase sampling. An alternative two-step calibration method is discussed.
Optimality of the proposed estimator is based on the linear regression model with known variance function. Further investigation of the departure from the model assumptions is a topic of future research.
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