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Abstract
The theory of modulation spacesMp,qm is extended to the general case 0 <p, q ∞. It is shown that these spaces
admit an atomic decomposition and are characterized by decay and summability properties of Gabor coefficients.
A large space of admissible windows is constructed which contains the Schwartz class in the case of weights of
polynomial growth and has the form of a union of modulation spaces. It is shown that different windows in this
space yield equivalent modulation space quasi-norms.
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1. Introduction
Modulation spaces occur naturally in the study of Gabor expansions
f =
∑
k,n∈Zd
cknMnβTkαg, (1)
where the operations of translation and modulation are defined by
Taf (x)= f (x − a) and Mbf (x)= e2πibxf (x) (2)
for a, b ∈ Rd . They were discovered by H. Feichtinger in 1983 [4] and subsequently investigated in
[5,9,10,22]. The theory of modulation spaces was first developed along the lines of the theory of Besov
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2 Y.V. Galperin, S. Samarah / Appl. Comput. Harmon. Anal. 16 (2004) 1–18spaces [12,13] and later as part of a general wavelet theory [6–8,14]. In recent years, modulation spaces
have been rediscovered in the framework of time-frequency analysis, and their theory has been developed
based on the use of properties of the short-time Fourier transform (STFT) [15].
Given a fixed nonzero function g ∈S (Rd), a so-called window function, the STFT of f with respect
to g is defined by
Vgf (x,ω)=
∫
Rd
f (t)g(t − x)e−2πiω·t dt = 〈f,MωTxg〉. (3)
With slightly different normalizations, the short-time Fourier transform occurs also under the names
of “ambiguity function” and “Wigner distribution.” Intuitively, Vgf (x,ω) can be interpreted as the
magnitude of the frequency band centered at ω in a neighborhood of time x. Thus, Vgf can be thought
of as the “score” of f [15] and is a simultaneous time-frequency representation of f .
In the definition of the short-time Fourier transform, one usually assumes that f,g ∈ L2(Rd) or that
g ∈S (Rd) and f ∈S ′(Rd) is a tempered distribution. More generally, if B is a Banach space contained
inS ′(Rd) that is invariant under time-frequency shifts, then the STFT is defined by (3) whenever f ∈ B ,
g ∈ B ′ or f ∈ B ′, g ∈ B .
Decay of the STFT on the time-frequency plane is usually measured by means of a non-negative
locally integrable weight function on R2d . A weight function ν is called submultiplicative if ν(z1 + z2)
ν(z1)ν(z2) for all z1, z2 ∈R2d ; a weight function m is called ν-moderate if
m(z1 + z2) Cν(z1)m(z2) (4)
for all z1, z2 ∈ R2d . In this paper, ν will be used to denote a submultiplicative weight function of
polynomial growth, and m will be assumed to be ν-moderate. Unless indicated otherwise, C will usually
denote the constant in (4).
Modulation spaces are defined by imposing decay and integrability conditions on the STFT as follows:
Definition 1. Fix a non-zero window g ∈ S (Rd), a weight function m on R2d , and 0 < p, q ∞.
Then the modulation space Mp,qm (Rd) consists of all tempered distributions f ∈S ′(Rd) such that the
(quasi-)norm
‖f ‖Mp,qm =
( ∫
Rd
( ∫
Rd
|Vgf (x,ω)|pm(x,ω)p dx
)q/p
dω
)1/q
(5)
is finite. If p = q, then we write Mpm instead of Mp,qm , and if m(z) ≡ 1 on R2d , then we write Mp and
Mp,q for Mpm and Mp,qm respectively.
Most of the research on modulation spaces has been devoted to the case 1 p,q ∞. In this paper,
we extend the theory of modulation spaces Mp,qm to the general case 0 < p,q ∞. These spaces occur
naturally in approximation theory and data compression problems [20].
This general case is also interesting because when 0 < p,q  1, there are sharp practical sufficient
conditions for a function to belong to Mp,qm for certain types of polynomial weights [17]. In this case, the
modulation space norm can be used as a flexible lower bound in uncertainty principles [17].
We first show that Mp,qm is independent of the window g. In recent years, it has become apparent
that the most convenient window class for Mp,qm , 1  p, q ∞, is M1ν . However, if p < 1 or q < 1,
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We construct a class of admissible windows for time-frequency analysis on modulation spaces Mp,qm ,
0 < p,q ∞, as follows:
Definition 2 (The space of admissible windows). Assume that m is ν-moderate and 0 < p, q ∞. Let
r = min{1,p} and s =min{1,p, q}. For r1, s1 > 0, denote
wr1,s1(x,ω)= ν(x,ω) · (1+ |x|)r1 · (1+ |ω|)s1. (6)
Define the space of admissible windowsWp,qν for the modulation space M
p,q
m to be
Wp,qν =
⋃
r1>d/r
s1>d/s
1p1<∞
Mp1wr1 ,s1
. (7)
In contrast to the case 1 p,q ∞ where the space M1ν serves as the window class for all modulation
spaces Mp,qm , different values of the exponents p < 1 and q < 1 require different window classes
Wp,qν . It appears that the largest natural class of windows universally admissible for all spaces M
p,q
m ,
0 < p,q ∞, is the Schwartz class S (Rd).
In Theorem 3.1, we show that different windows g ∈Wp,qν yield equivalent modulation space (quasi)-
norms. In Theorem 3.3 we establish a connection between modulation spaces and amalgam spaces, and
in Theorem 3.4 we prove that modulation spaces enjoy natural inclusion relations: If 0 < p1  p2 ∞,
and 0 < q1  q2 ∞, then Mp1,q1m ⊆Mp2,q2m , and the inclusion is continuous.
Modulation spaces provide a natural setting for time-frequency analysis because they are characterized
by the decay and summability properties of the coefficients ckn in Gabor expansions (1) as the following
well-known result demonstrates:
Theorem 1.1 [15, Chapter 12]. Assume that 1 p,q ∞, m is ν-moderate, g, γ ∈M1ν , and the Gabor
frame operator Sg,γ =∑k∈Zd ∑n∈Zd 〈f,MnβTkαg〉MnβTkαγ = I on L2(Rd). Then
f =
∑
k∈Zd
∑
n∈Zd
〈f,MnβTkαg〉MnβTkαγ =
∑
k∈Zd
∑
n∈Zd
〈f,MnβTkαγ 〉MnβTkαg (8)
with unconditional convergence in Mp,qm if p,q <∞ and with weak-star convergence in M∞1/ν otherwise.
Furthermore, there are constants A,B > 0, such that for all f ∈Mp,qm
A‖f ‖Mp,qm 
( ∑
n∈Zd
( ∑
k∈Zd
|〈f,MnβTkαg〉|pm(kα,nβ)p
)q/p)1/q
 B‖f ‖Mp,qm (9)
independently of p, q, and m. Likewise, the quasi-norm equivalence
A′‖f ‖Mp,qm 
( ∑
n∈Zd
( ∑
k∈Zd
|〈f,MnβTkαγ 〉|pm(kα,nβ)p
)q/p)1/q
 B ′‖f ‖Mp,qm (10)
holds on Mp,qm .
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spaces Mp,qm , 0 < p, q ∞, admit the atomic decomposition (8) and are characterized by the decay and
summability properties of the coefficients of Gabor expansions (1). We also show that if 0 < p, q <∞,
then S (Rd) is a dense subspace of Mp,qm . Finally, we prove a result related to the Ron–Shen duality
principle for Mp,qm , 0 < p,q <∞.
This paper is organized as follows: In Section 2 we collect the main definitions and preliminary results
about function spaces and sequence spaces and about the short-time Fourier transform. The main results
about modulation spaces are derived in Section 3.
2. Definitions and preliminary results
We first collect the necessary definitions and tools. Our notation and definitions are consistent with
those in [15].
2.1. Short-time Fourier transform and Bargmann transform
When studying the short-time Fourier transform of a function or distribution f with respect to different
windows, we will use the following convolution relation [15, Chapters 11, 12]:
Lemma 2.1 (Reproducing formula for the STFT). Assume that f,g, g0 ∈ L2(Rd), g, g0 ∈ S and f ∈ S ′,
or g, g0 ∈M1ν and f ∈Mp,qm , 1 p,q ∞. Then
|Vgf (x,ω)| 1‖g0‖22
(|Vg0f | ∗ |Vgg0|)(x,ω). (11)
The most useful window for us is the normalized Gaussian g0 on Rd defined by
g0(t)= 2d/4e−πt2, (12)
where we write t2 for t · t . If we denote z= x + ωi,
Vg0f (x,−ω)= e−π |z|
2/2eiπxωBf (z), (13)
where Bf is the Bargmann transform [1] of f defined by
Bf (z)= 2d/4
∫
Rd
f (t)e2πtz−πt
2−πz2/2 dt. (14)
A connection between complex analysis and time-frequency analysis is provided by the following fact
about Bargmann transform:
Lemma 2.2 [11]. If f =O(tN ), then Bf (z) is an entire function.
The following mean-value property of the STFT with respect to the Gaussian window is implicit
in [21] and is instrumental in the proof of our main result:
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r > 0
|Vg0f (x,ω)|p  C(r)
∫ ∫
D((x,ω),r)
|Vg0f (u, v)|p dudv,
where C(r)= eπpr2/2 is independent of x and ω.
Proof. We define the translation operator T on the space of the entire functions on Cd by Ta(F )(z)=
eπa¯z−π |a|2/2F(z− a). Clearly, Ta(F ) is an entire function on Cd for all a ∈Cd and all the entire functions
F on Cd . Hence, |Ta(Bf )|p is subharmonic. We use this fact and a change of variables z = w + a to
estimate e−πp|a|2/2|Bf (a)|p by
e−πp|a|
2/2|Bf (a)|p = |T−a(Bf )(0)|p 
∫
Dr(0)
|T−a(Bf )(w)|pdw
=
∫
Dr(0)
∣∣e−πpa¯w−πp|a|2/2∣∣|Bf (w+ a)|p dw.
=
∫
Dr(a)
∣∣eπp(|a|2−2a¯z)/2∣∣|Bf (z)|p dz
 eπpr2/2
∫
Dr(a)
e−πp|z|
2/2|Bf (z)|p dz,
and the conclusion of the lemma follows by (13). ✷
2.2. Weights, mixed-norm spaces and amalgam spaces
Decay and integrability on the time-frequency plane are measured by weighted mixed norms.
Definition 3 (Weighted mixed-norm spaces). Let m be a weight function on R2d and let 0 < p,q <∞.
Then the weighted mixed-norm space Lp,qm (R2d) consists of all Lebesgue measurable functions on R2d ,
such that the (quasi-)norm
‖F‖Lp,qm =
( ∫
Rd
( ∫
Rd
|F(x,ω)|pm(x,ω)p dx
)q/p
dω
)1/q
is finite. If p =∞ of q =∞, then the corresponding p-norm is replaced by the essential supremum.
L
p,q
m is a translation-invariant quasi-Banach space (Banach space if both p 1 and q  1). The theory
of mixed-norm spaces is developed in [2].
Decay and summability of Gabor coefficients are measured by discrete mixed norms.
6 Y.V. Galperin, S. Samarah / Appl. Comput. Harmon. Anal. 16 (2004) 1–18Definition 4 (Discrete mixed-norm spaces). The space 0p,qm (Z2d) consists of all sequences a = (akn)k,n∈Zd
for which the (quasi-)norm
‖a‖0p,qm =
( ∑
n∈Zd
( ∑
k∈Zd
|akn|pm(k,n)p
)q/p)1/q
is finite.
Discrete mixed-norm spaces enjoy the following inclusion relations:
Lemma 2.4 (Inclusion relations for mixed-norm spaces).
(1) If 0 < p1  p2 and 0 < q1  q2, then 0p1,q1m ⊆ 0p2,q2m . Moreover, ‖a‖0p2,q2m  ‖a‖0p1,q1m for all a.(2) Assume that 0 < p,q <∞, r > d/p, and s > d/q. Denote ν(k, n) = νr(k)νs(n) = (1 + |k|)r(1 +
|n|)s . Then 0∞m·ν ⊆ 0p,qm and, moreover,
‖a‖0p,qm  C(p,q, r, s) · ‖a‖0∞m·ν
for all a, where C(p,q, r, s)= ‖χZ2d‖0p,q1/ν is independent of a.
Proof. Part (1) is well-known; we prove part (2). Without loss of generality, we assume that m≡ 1 on
Z
2d
. Let a ∈ 0∞ν . Then for all k, n ∈ Zd , |akn| ‖a‖0∞ν (1+ |k|)−r (1+ |n|)−s , and we estimate ‖a‖0p,q by
‖a‖0p,q =
( ∑
n∈Zd
( ∑
k∈Zd
|akn|p
)q/p)1/q
 ‖a‖0∞ν
( ∑
n∈Zd
( ∑
k∈Zd
(1+ |k|)−rp
)q/p
(1+ |n|)−sq
)1/q
= ‖a‖0∞ν ·C(p,q, r, s),
where C(p,q, r, s)= ‖χZ2d‖0p,q1/ν is finite if and only if r > d/p and s > d/q. ✷
The most basic tool we will use when working with sequence spaces is the following variation of
Young’s inequality:
Lemma 2.5 (Young’s inequality). Assume that m is a ν-moderate weight on Zd , 0 < p  ∞, and
r = min{1,p}. Then for all a ∈ 0rν and all b ∈ 0pm,
‖a ∗ b‖0pm  C‖a‖0rν‖b‖0pm, (15)
where C is independent of p, a and b. If m≡ ν ≡ 1, then C = 1.
Proof. In the case 1 p ∞ the result is well known. If 0 < p < 1, we use the inclusion 0p ↪→ 01 and
the fact that m(n)Cν(k)m(n− k) for all k, n ∈ Zd to obtain
‖a ∗ b‖0pm =
( ∑
n∈Zd
∣∣∣∣ ∑
k∈Zd
a(k)b(n− k)
∣∣∣∣pm(n)p)1/p
C
( ∑
n∈Zd
∑
k∈Zd
|a(k)b(n− k)|pν(k)pm(n− k)p
)1/p
= C‖a‖0rν‖b‖0pm. ✷
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discrete convolution of a complex-valued sequence a = (a(k, n): (k, n) ∈ Z2d) and a continuous function
F on R2d , by
(a ∗′ F)(x,ω)=
∑
k∈Zd
∑
n∈Zd
a(k, n)F (x − kα,ω− nβ).
The following technical lemma for semi-discrete convolution is instrumental for the proof of
Theorem 3.1.
Lemma 2.6. Assume that m is ν-moderate, 0 < p,q  ∞, and α,β > 0. Let r = min{p,1} and
s = min{p,q,1}. If F ∈ Lp,qm and a ∈ 0r,sν˜ , where ν˜(k, n)= ν(kα,nβ), then a ∗′ F ∈Lp,qm and
‖a ∗′ F‖Lp,qm C‖a‖0r,sν˜ ‖F‖Lp,qm , (16)
where C is independent of α, β, p, q, a and F .
Proof. We denote G= a ∗′ F , and use a periodization idea to write
‖G‖Lp,qm =
( ∫
[0,β]d
∑
l∈Zd
( ∫
[0,α]d
∑
j∈Zd
|G(x + jα,ω+ lβ)|pm(x + jα,ω+ lβ)p dx
)q/p
dω
)1/q
.
Since m is ν-moderate, we can estimate the inner summand by
|G(x + jα,ω+ lβ)| ·m(x + jα,ω+ lβ) C
∑
n∈Zd
∑
k∈Zd
a˜n(k)F˜x,ω,l−n(j − k)
= C
∑
n∈Zd
(
a˜n ∗ F˜x,ω,l−n
)
(j), (17)
where we denoted a˜n(k)= |a(k, n)| · ν˜(k, n) and F˜x,ω,n(k) = |F(x + kα,ω + nβ)|m(x + kα,ω + nβ).
We next use (17) to estimate the Lp,qm -norm of G by
‖G‖Lp,qm  C
( ∫
[0,β]d
∑
l∈Zd
( ∫
[0,α]d
∑
j∈Zd
∣∣∣∣ ∑
n∈Zd
(
a˜n ∗ F˜x,ω,l−n
)
(j)
∣∣∣∣p dx
)q/p
dω
)1/q
(18)
and consider the following two cases:
Case 1. p  1. We use Minkowski’s inequality and Young’s inequality to estimate the inner integrand
in (18) by∑
j∈Zd
∣∣∣∣ ∑
n∈Zd
(
a˜n ∗ F˜x,ω,l−n
)
(j)
∣∣∣∣p ( ∑
n∈Zd
∥∥a˜n ∗ F˜x,ω,l−n∥∥0p)p  ( ∑
n∈Zd
‖a˜n‖0r
∥∥F˜x,ω,l−n∥∥0p)p. (19)
We next use (19) and Minkowski’s inequality to estimate the inner integral in (18) by
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∑
j∈Zd
∣∣∣∣ ∑
n∈Zd
(
a˜n ∗ F˜x,ω,l−n
)
(j)
∣∣∣∣p dx
)1/p

( ∫
[0,α]d
( ∑
n∈Zd
‖a˜n‖0r
∥∥F˜x,ω,l−n∥∥0p)p dx
)1/p

∑
n∈Zd
‖a˜n‖0r
( ∫
[0,α]d
∥∥F˜x,ω,l−n∥∥p0p dx
)1/p
=
∑
n∈Zd
A(n)Bω(l − n)= (A ∗Bω)(l), (20)
where we denoted A(n)= ‖a˜n‖0r and Bω(n)= (
∫
[0,α]d ‖F˜x,ω,n‖p0p dx)1/p .
Substituting (20) into (18) and using Young’s inequality, we obtain
‖G‖Lp,qm  C
( ∫
[0,β]d
‖A ∗Bω‖q0q dω
)1/q
 C‖A‖0s
( ∫
[0,β]d
‖Bω‖q0q dω
)1/q
= C‖a‖0r,s
ν˜
· ‖F‖Lp,qm .
Case 2. p < 1. We use the inclusion 0p ↪→ 01 and Young’s inequality to estimate the double sum in (18)
by ∑
j∈Zd
∣∣∣∣ ∑
n∈Zd
(
a˜n ∗ F˜x,ω,l−n
)
(j)
∣∣∣∣p ∑
n∈Zd
∑
j∈Zd
∣∣(a˜n ∗ F˜x,ω,l−n)(j)∣∣p ∑
n∈Zd
‖a˜n‖p0r
∥∥F˜x,ωl−n∥∥p0p . (21)
Using (21), we estimate the inner integral in (18) by∫
[0,α]d
∑
j∈Zd
∣∣∣∣ ∑
n∈Zd
(
a˜n ∗ F˜x,ω,l−n
)
(j)
∣∣∣∣p dx  ∫
[0,α]d
∑
n∈Zd
‖a˜n‖p0r
∥∥F˜x,ω,l−n∥∥p0p dx
=
∑
n∈Zd
‖a˜n‖p0r
∫
[0,α]d
∥∥F˜x,ω,l−n∥∥p0p dx
=
∑
n∈Zd
A(n)Bω(l − n)= (A ∗Bω)(l), (22)
where we denoted A(n)= ‖a˜n‖p0r and Bω(n)=
∫
[0,α]d ‖F˜x,ω,n‖p0p dx.
Substituting (22) into (18), we obtain
‖G‖Lp,qm  C
( ∫
[0,β]d
‖A ∗Bω‖q/p0p/q dω
)1/q
= C‖A‖1/p
0min{1,q/p}
( ∫
[0,β]d
‖Bω‖q/p0p/q dω
)1/q
= C‖a‖0r,s
ν˜
‖F‖Lp,qm . ✷ (23)
A similar argument with obvious simplifications implies the following convolution relation for discrete
mixed-norm spaces:
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s = min{1,p, q}. Then for all a ∈ 0r,sν and for all b ∈ 0p,qm , a ∗ b ∈ 0p,qm and
‖a ∗ b‖0p,qm C‖a‖0r,sν ‖b‖0p,qm , (24)
where C is independent of p, q, a and b.
In order to establish a key connection between modulation spaces and sequence spaces in Section 3,
we need amalgam spaces.
Definition 6. The amalgam space W(Lp,qm ) consists of all measurable functions F on R2d , so that the
sequence of local suprema
akn = ess sup
x,ω∈[0,1]d
|F(x + k,ω+ n)| = ‖F · T(k,n)χ‖∞,
where χ = χ[0,1]2d , belongs to 0p,qm . The (quasi-)norm on W(Lp,qm ) is
‖F‖W(Lp,qm ) = ‖a‖0p,qm .
Remark 7. Given α,β > 0, an equivalent quasi-norm on W(Lp,qm ) is defined by ‖F ·T(kα,nβ)χQα×Qβ‖0p,qm˜ ,
where Qα = [0, α]d , Qβ = [0, β]d and m˜(k, n)=m(kα,nβ).
Amalgam spaces enjoy the following “sampling property”:
Lemma 2.8 [15]. Assume that 0 < p,q ∞ and F ∈W(Lp,qm ) is continuous. Then for all α,β > 0, the
restriction F |αZd×βZd is in 0p,qm˜ , where m˜(k, n)=m(kα,nβ), and
‖F |αZd×βZd‖0p,qm˜  Csp‖F‖W(Lp,qm ),
where Csp = C([1/β] + 1)1/q([1/α] + 1)1/p · sup[0,1]2d ν(x,ω).
Proof. The proof does not depend on whether or not p,q  1 and is given in [15]. However, for p,q  1,
the constant Csp assumes its maximum value Cα,β at p = q = 1; therefore, the norm of the “sampling”
operator from W(Lp,qm ) onto 0p,qm˜ is bounded by Cα,β independently of p and q. In contrast, if p < 1 or
q < 1, no such uniform bound seems to exist. ✷
In the sequel we shall also need the so-called Wiener-type spaces which generalize the notion of
amalgam spaces introduced above.
Definition 8. Assume that m is a weight function on Z2d and that 0 < p,q ∞. Denote Q = [0,1]2d
and χ = χQ. The Wiener-type space W(Lp,Lq,rm ) consists of all measurable functions f for which the
norm
‖f ‖W(Lp,Lq,rm ) =
( ∑
n∈Zd
( ∑
k∈Zd
‖f · T(k,n)χ‖qLpm(k, n)q
)r/q)1/r
,
where T(k,n) is the 2d-dimensional translation, is finite.
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Wiener-type spaces: If 0 < p1  p2 ∞, then W(Lp2,Lq,rm )⊆W(Lp1,Lq,rm ). In particular, W(Lq,rm )⊆
W(L1,L
q,r
m ).
Convolution relations for general Wiener-type spaces were first proved in [3]. We refer the reader
to [18] for an introduction to the theory of W(Lp,Lqm).
In the proof of Theorem 3.3, the following convolution relation will be used:
Lemma 2.9. Assume that m1, m2, and m3 are ν-moderate, 0 < pj, qj , rj ∞, j ∈ {1,2,3}, and p3  1.
If Lp1 ∗Lp2 ↪→Lp3 and 0q1,r1m1 ∗ 0q2,r2m2 ↪→ 0q3,r3m3 , then W(Lp1,Lq1,r1m1 ) ∗W(Lp2,Lq2,r2m2 ) ↪→W(Lp3,Lq3,r3m3 ).
In particular, let m be ν-moderate, r = min{1,p} and s = min{1,p, q}. If F ∈ W(L1,Lr,sν ) and
G ∈W(Lp,qm ), then F ∗G ∈W(Lp,qm ) and
‖F ∗G‖W(Lp,qm ) C(ν)‖F‖W(L1,Lr,sν )‖G‖W(Lp,qm ), (25)
where C(ν) is independent of p, q, F and G.
Proof. The proof is the same as the one given in [18] for the case pj , qj = rj  1, j ∈ {1,2,3}.
Since we need (25) in the sequel, we prove it here for convenience. Denote Q = [0,1]2d and akn =
sup(x,ω)∈T(k,n)Q |F ∗G|(x).
We first estimate akn by
akn  sup
(x,ω)∈T(k,n)Q
∫ ∫
R2d
|F(u, v)G(x − u,ω− v)|dudv
= sup
(x,ω)∈T(k,n)Q
∑
j∈Zd
∑
l∈Zd
∫ ∫
T(j,l)Q
|F(u, v)G(x − u,ω− v)|dudv

∑
j∈Zd
∑
l∈Zd
∫ ∫
T(j,l)Q
|F(u, v)| sup
(x,ω)∈T(k,n)Q
|G(x − u,ω− v)|dudv

∑
j∈Zd
∑
l∈Zd
∫ ∫
T(j,l)Q
|F(u, v)|dudv sup
(x,ω),(u,v)∈Q
|G(x − u+ k − j,ω− v + n− l)|
= (b ∗ c)(k, n), (26)
where we denoted
b(j, l)=
∫ ∫
T(j,l)Q
|F(u, v)|dudv
and
c(j, l)= sup
(x,ω),(u,v)∈Q
|G(x − u+ j,ω− v + l)|.
We next use (26), Lemma 2.7, and the fact that ‖c‖0p,qm  ‖G‖W(Lp,qm ) to obtain
‖F ∗G‖W(Lp,q ) = ‖a‖0p,q  ‖b ∗ c‖0p,q  C‖b‖0r,s‖c‖0p,q  C(ν)‖F‖W(L1,Lr,s )‖G‖W(Lp,q ),m m m ν m ν m
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In view of Remark 7, a similar argument proves the following semi-discrete convolution relation.
Lemma 2.10. Assume that m is ν-moderate, and 0 < p,q ∞. Let r = min{1,p} and s = min{1,p, q}.
Then for all a ∈ 0p,qm˜ and for all F ∈W(Lr,sν ), a ∗′ F ∈W(Lp,qm ) and
‖a ∗′ F‖W(Lp,qm )  C‖a‖0p,qm˜ ‖F‖W(Lr,sν ), (27)
where C = (ν,α,β,p, q) is independent of a and F .
2.3. Invertibility of the Gabor frame operator
We will prove the main result of Section 3 by studying the following operators:
Definition 10. Assume that g, γ ∈ S (or g, γ ∈ L2(Rd)) and α,β > 0. The analysis operator Cα,βg is
defined by
Cα,βg f = (〈f,MnβTkαg〉)k,n∈Zd . (28)
The synthesis operator Dα,βg is defined by
Dα,βg c=
∑
k∈Zd
∑
n∈Zd
cknMnβTkαg. (29)
The Gabor frame operator Sα,βg,γ is defined by
Sα,βg,γ f =Dα,βγ Cα,βg f =
∑
k∈Zd
∑
n∈Zd
〈f,MnβTkαg〉MnβTkαγ . (30)
We will often suppress the reference to the lattice parameters and write Cg , Dg , and Sg,γ in place of Cα,βg ,
D
α,β
g , and Sα,βg,γ respectively.
In the course of the proof of Theorem 3.1, we will need the following result:
Theorem 2.11 [15,16]. Assume that g ∈M1ν and that {MβnTαkg}k,n∈Zd is a frame for L2(Rd). Then the
Gabor frame operator Sα,βg,g is invertible on M1ν . As a consequence, Sα,βg,g is invertible on all modulation
spaces Mp,qm , with 1 p,q ∞ and m ν-moderate.
3. Modulation spaces
Our first objective is to verify that Mp,qm is well-defined, that is, independent of the choice of a window
g ∈Wp,qν , and that different windows g yield equivalent quasi-norms on Mp,qm .
Theorem 3.1. Assume that m is ν-moderate, 0 < p,q ∞, and g belongs to the subclass Mp1wr1 ,s1 of
Wp,qν . Let g0(t)= 2d/4e−πt2 be the standard Gaussian. Then
‖Vg0f ‖Lp,q C‖Vg0γ ‖Lp1 ‖Vgf ‖Lp,qm wr1,s1 m
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‖Vgf ‖Lp,qm  C‖Vgγ0‖Lp1wr1,s1 ‖Vg0f ‖Lp,qm ,
where the constant C = C(ν,p, q, r1, s1) is independent of f , and γ and γ0 are canonical dual windows
for g and g0 respectively.
Proof. First assume that Vgf ∈ Lp,qm . Choose lattice constants α,β > 0, so that (MnβTkαg0)k,n∈Z is
a Gabor frame for L2(Rd). Let γ = S−1g be the canonical dual window of g. By Theorem 2.11,
γ ∈Mp1wr1 ,s1 .
Denote bkn = 〈g0,MnβTkαγ 〉. By Theorem 1.1,
g0 =
∑
k,n∈Zd
〈g0,MnβTkαγ 〉MnβTkαg =
∑
k,n∈Zd
bknMnβTkαg (31)
with unconditional convergence in Mp1wr1 ,s1 . Therefore,
|Vg0f (x,ω)| = |〈f,MωTxg0〉| =
∣∣∣∣〈f,MωTx( ∑
k,n∈Zd
bknMnβTkαg
)〉∣∣∣∣

∑
k,n∈Zd
|bkn||〈f,Mω+nβTx+kαg〉|
=
∑
k,n∈Zd
|Ibkn||Vgf (x − kα,ω− nβ)| = (|Ib| ∗′ |Vgf |)(x,ω),
where Ibkn = b−k,−n. Using Lemma 2.6, Lemma 2.4, and Theorem 1.1, we obtain
‖Vg0f ‖Lp,qm C‖Ib‖lr,sν ‖Vgf ‖Lp,qm  C ′‖Ib‖0p1w˜r1,s1 ‖Vgf ‖L
p,q
m
 C ′′‖Vg0γ ‖Lp1wr1,s1 ‖Vgf ‖Lp,qm .
Interchanging the roles of g and g0, we obtain the reverse inequality. ✷
Remark 11. The last theorem leaves open the question about the correct window class for analysis on
modulation spaces Mp,qm , 0 < p,q ∞. The convolution inequalities that are at the heart of the theory of
modulation spaces suggest that the correct window class is Mr,sν , where r = min{1,p}, s = min{1,p, q}.
While this is known to be true when both p,q  1, the general case awaits the proof of the following:
Conjecture 12. If Vgf ∈ Lpν , then both f ∈Mpν and g ∈Mpν .
The following lemma provides a connection between modulation spaces and amalgam spaces.
Lemma 3.2. Assume that m is ν-moderate, f ∈Mp,qm , and 0 < p,q ∞. Let g0(t)= 2d/4e−πt2 be the
standard Gaussian. Then Vg0f ∈W(Lp,qm ) and
‖Vg0f ‖W(Lp,qm )  C(ν)‖Vg0f ‖Lp,qm
for all f ∈Mp,qm , where C(ν)= C · ν(0) is independent of p, q, and f .
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L
p,q
m ∗W(L1ν) ↪→W(Lp,qm ) and the reproducing formula (11) for STFT. When p < 1 or q < 1, we use
different methods and rely on Lemma 2.3.
Denote Q= [0,1]2d . For each k, n ∈ Zd define xkn and ωkn by
Vg0f (xkn,ωkn)m(xkn,ωkn)= sup
T (k,n)Q
|Vg0f (x,ω)m(x,ω)|.
Then
‖Vg0f ‖qW(Lp,qm ) =
∑
n∈Zd
( ∑
k∈Zd
|Vg0f (xkn,ωkn)|pm(xkn,ωkn)p
)q/p
. (32)
Let r > 0. Since m is ν-moderate, for all k, n ∈ Zd and all (x,ω) ∈Dr(xkn,ωkn),
m(xkn,ωkn)Cν(xkn − x,ωkn − ω)m(x,ω) Cm(x,ω) sup
(u,v)∈Dr(0)
ν(u, v). (33)
We use Lemma 2.3 and (33) to estimate the inner summand in (32) by
|Vg0f (xkn,ωkn)|p m(xkn,ωkn)p  C ′(ν, r)
∫ ∫
Dr(xkn,ωkn)
|Vg0f (x,ω)|pm(x,ω)p dx dω
 C ′′(ν, r)
∫
U+n
∫
U+k
|Vg0f (x,ω)|pm(x,ω)p dx dω, (34)
where U = [−r,1 + r]d . We next consider two cases:
Case 1. 0 < p  q ∞. Substituting (34) into (32) and using Hölder’s inequality in dω with exponent
q/p  1, we obtain
‖Vg0f ‖qW(Lp,qm )  C
′′(ν, r)
∑
n∈Zd
( ∫
U+n
∫
Rd
|Vg0f (x,ω)|pm(x,ω)p dx dω
)q/p
 C ′′′(ν, r,p, q)
∑
n∈Zd
∫
U+n
( ∫
Rd
|Vg0f (x,ω)|pm(x,ω)p dx
)q/p
dω
= C ′′′(ν, r,p, q)‖Vg0f ‖qLp,qm . (35)
Case 2. 0 < q < p∞. Using (34), with q instead of p, to estimate the summand in (32), we obtain
‖Vg0f ‖qW(Lp,qm )  C
′′(ν, r)
∑
n∈Zd
( ∑
k∈Zd
( ∫
U+n
∫
U+k
|Vg0f (x,ω)|qm(x,ω)q dx dω
)p/q)q/p
= C ′′(ν, r)
∑
n∈Zd
∥∥∥∥∥
∫
U
∫
U
|Fx,ω(·, n)|dx dω
∥∥∥∥∥
0p/q
,
where we denoted Fx,ω(k, n)= |Vg0f (x + k,ω+ n)|q ·m(x + k,ω+ n)q .
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obtain
‖Vg0f ‖qW(Lp,qm )  C
′′(ν, r)
∑
n∈Zd
∫
U
∫
U
‖Fx,ω(· , n)‖0p/q dx dω
 C ′′′(ν, r,p, q)
∑
n∈Zd
∫
U
( ∫
U
‖Fx,ω(· , n)‖p/q0p/q dx
)q/p
dω
= C ′′′(ν, r,p, q)‖Vg0f ‖qLp,qm .
Finally, we observe that as r → 0, the constant C ′′′(ν, r,p, q)→ C · ν(0), which is independent of p
and q. ✷
The natural question is whether f ∈Mp,qm implies that Vgf ∈W(Lp,qm ) for all windows g ∈Wp,qν . The
next theorem answers this question in the affirmative.
Theorem 3.3. Assume that m is ν-moderate, 0 < p,q ∞, g belongs to the subclass Mp1r1,s1 of Wp,qν ,
and Vgf ∈ Lp,qm . Let r = min{1,p} and s = min{1,p, q}. Then Vgf ∈W(Lp,qm ) and
‖Vgf ‖W(Lp,qm ) K‖Vgf ‖Lp,qm .
Here the constant
K = C(ν,p, q, r1, s1)‖g0‖22
‖Vg0γ ‖Lp1wr1,s1 ‖Vgg0‖W(L1,Lr,sν ), (36)
where γ is a canonical dual window of g, is independent of f .
Proof. Using the reproducing formula (11) for STFT, we have
|Vgf (x,ω)| 1‖g0‖22
(|Vg0f | ∗ |Vgg0|)(x,ω).
Combining Lemmas 2.9 and 3.2, and Theorem 3.1, we obtain
‖Vgf ‖W(Lp,qm ) 
C(ν)
‖g0‖22
‖Vgg0‖W(L1,Lr,sν )‖Vg0f ‖W(Lp,qm ) 
C ′(ν)
‖g0‖22
‖Vgg0‖W(L1,Lr,sν )‖Vg0f ‖Lp,qm
 C(ν,p, q, r1, s1)‖g0‖22
‖Vg0γ ‖Lp1wr1,s1 ‖Vgg0‖W(L1,Lr,sν )‖Vgf ‖Lp,qm . ✷
We next extend the inclusion relation for modulation spaces Mp,qm to the general case 0 < p,q ∞:
Theorem 3.4. Let m be ν-moderate. If 0 < p1  p2 ∞ and 0 < q1  q2 ∞, then Mp1,q1m ↪→Mp2,q2m .
Proof. The proof is identical to the one given in [15]. We use the standard Gaussian window g0(t) =
2d/4e−πt2 to measure the modulation space norm and define akn = supT(k,n)Q |Vg0f (x,ω)|. Then
Lemmas 2.4 and 3.2 imply that
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 ‖a‖lp1,q1m = ‖Vg0f ‖W(Lp1,q1m )  C‖Vg0f ‖Lp1,q1m =C‖f ‖Mp2,q2m . ✷
Our main goal is to extend Theorem 1.1 to the case 0 < p,q ∞. It is sufficient to show that the
analysis operator Cg and the synthesis operator Dg are bounded on Mp,qm and on 0p,qm˜ respectively.
The boundedness of Cg on Mp,qm follows from the sampling property of amalgam spaces and from
Theorem 3.3.
Theorem 3.5. Assume that m is ν-moderate, 0 < p,q  ∞, and g belongs to the subclass Mp1r1,s1
of Wp,qν . Then the analysis operator Cg is bounded from Mp,qm into 0p,qm˜ for all α,β > 0, where
m˜(k, n)=m(kα,nβ), with the bound for the operator norm ‖Cg‖op K ·Csp.
Proof. Since Vgf is continuous, we have by Lemma 2.8 and by Theorem 3.3 that
‖Cgf ‖lp,qm˜ = ‖Vgf |αZd×βZd‖lp,qm˜  Csp‖Vgf ‖W(Lp,qm ) K ·Csp ‖Vgf ‖Lp,qm
=K ·Csp‖f ‖Mp,qm . ✷ (37)
Remark 13. As can be seen from the proof of Lemma 2.8, the operator norm of the analysis operator Cg
enjoys the following uniform property: denote Cα,β = Csp(ν,α,β,p, q), then ‖Cα′,β ′g ‖op K · Cα,β for
all α′  α and β ′  β.
We next prove that the synthesis operator is bounded on 0p,qm˜ .
Theorem 3.6. Assume that m is ν-moderate, 0 < p,q ∞. Let r = min{p,1} and s = min{p,q,1}.
Assume also that g ∈ Mr,sν . Then the synthesis operator Dg is bounded from 0p,qm˜ into Mp,qm for all
α,β > 0, and the operator norm satisfies
‖Dg‖op C(ν,α,β,p, q)‖Vg0g‖W(Lr,sν ).
If p,q <∞, then Dgc converges unconditionally in Mp,qm . Otherwise, Dgc converges weak-star in M∞1/ν .
Proof. The proof is similar to the one given in [15] for the case 1 p,q ∞ but is based on a different
convolution relation. Let g0 be the standard Gaussian window. We have to show that for an arbitrary
sequence c ∈ 0p,qm˜ , Vg0(Dgc) ∈ Lp,qm . Since Vg0(MnβTkαg)= Vg0g(x − kα,ω− nβ),
|Vg0(Dgc)(x,ω)| =
∣∣∣∣Vg0( ∑
k,n∈Zd
cknMnβTkαg
)
(x,ω)
∣∣∣∣ (|c| ∗′ |Vg0g|)(x,ω)
and Lemma 2.10 implies that
‖Dgc‖Mp,qm = ‖Vg0(Dgc)‖Lp,qm  ‖Vg0(Dgc)‖W(Lp,qm )  C(ν,α,β,p, q)‖c‖0p,qm˜ ‖Vg0g‖W(Lr,sν ).
Unconditional convergence of Dgc follows from the fact that the finite sequences are dense in 0p,qm˜ ,
0 < p,q <∞. ✷
As a corollary to Theorem 3.5 and Theorem 2.7, we can now extend Theorem 1.1 to the general case
M
p,q
m , 0 < p,q ∞:
16 Y.V. Galperin, S. Samarah / Appl. Comput. Harmon. Anal. 16 (2004) 1–18Theorem 3.7. Assume that m is ν-moderate, 0 < p,q ∞, g, γ ∈Wp,qν , and that the Gabor frame
operator Sg,γ =DγCg = I on L2(Rd). Then
f =
∑
k∈Zd
∑
n∈Zd
〈f,MnβTkαg〉MnβTkαγ =
∑
k∈Zd
∑
n∈Zd
〈f,MnβTkαγ 〉MnβTkαg
with unconditional convergence in Mp,qm if p,q <∞, and with weak-star convergence in M∞1/ν otherwise.
Furthermore, there are constants A,B > 0 such that for all f ∈Mp,qm
A‖f ‖Mp,qm 
( ∑
n∈Zd
( ∑
k∈Zd
|〈f,MnβTkαg〉|pm(kα,nβ)p
)q/p)1/q
 B‖f ‖Mp,qm .
The constants can be chosen as A= ‖Dγ‖−1op and B = ‖Cg‖op.
Likewise, the quasi-norm equivalence
A′‖f ‖Mp,qm 
( ∑
n∈Zd
( ∑
k∈Zd
|〈f,MnβTkαγ 〉|pm(kα,nβ)p
)q/p)1/q
 B ′‖f ‖Mp,qm
holds on Mp,qm .
Proof. The proof is based on the boundedness of the operators Dg , Dγ , Cg , and Cγ and is identical to
the proof in the case 1 p,q ∞ given in [15]. ✷
Remark 14. Since the finite sequences are dense in 0p,qm˜ when 0 < p,q <∞, Theorem 3.7 implies that
in this case, S (Rd) is a dense subspace of Mp,qm .
To conclude this paper, we prove a generalization of the well-known Ron–Shen duality principle [19]:
Theorem 3.8. Assume that m is ν-moderate, 0 < p,q <∞, and g ∈Wp,qν . If (MnβTkαg)k,n is a Gabor
frame for L2(Rd), then∥∥∥∥∥ ∑
k,n∈Zd
cknMn
α
T k
β
g
∥∥∥∥∥
M
p,q
m
A‖c‖0p,qm˜ , (38)
where A is independent of c ∈ 0p,qm˜ .
The proof of Theorem 3.8 depends on the following result from the L2 frame theory:
Theorem 3.9 (The Wexler–Raz biorthogonality relations) [15]. Assume that Dg and Dγ are bounded on
02(Z2d). Then the following conditions are equivalent:
(i) Sg,γ = Sγ,g = I on L2(Rd).
(ii) (αβ)−d〈γ,Mn
α
T k
β
〉 = δk0δn0 for all k, n ∈ Zd .
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canonical dual window to g. By Theorem 2.11, γ ∈Wp,qν . Therefore, by the L2 frame theory, the
assumption of Theorem 3.9 is satisfied and, consequently,
(αβ)−d〈g,Mn
α
T k
β
γ 〉 = δk0δn0 (39)
for all k, n ∈ Zd . Hence,
c= (αβ)−d ·C
1
β
, 1
α
γ
( ∑
k,n∈Zd
cknMn
α
T k
β
g
)
(40)
for all the finite sequences c.
Since γ ∈Wp,qν , Cγ is bounded from Mp,qm into 0p,qm˜ . Therefore,
‖c‖lp,qm˜  ‖Cγ ‖op
∥∥∥∥ ∑
k,n∈Zd
cknMn
α
T k
β
g
∥∥∥∥
M
p,q
m
. ✷
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