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Sarah M. Angelini
In this thesis, I present measurements from a high-speed video camera diagnostic on
the High Beta Tokamak – Extended Pulse (HBT-EP). This work represents the first use of
video data to analyze and understand the behavior of long wavelength kink perturbations
in a wall-stabilized tokamak. A Phantom v7.3 camera was installed to capture the plasma’s
global behavior using visible light emissions and it operates at frame rates from 63 to
125 kfps. A USB2000 spectrometer was used to identify the dominant wavelength of light
emitted in HBT-EP. At 656 nm, it is consistent with the Dα light expected from interactions
between neutral deuterium and plasma electrons. The fast camera in combination with
an Acktar vacuum black background produced images which were inverted using Abel
techniques to determine the average radial emissivity profiles. These profiles were found
to be hollow with a radial scale length of approximately 4 cm at the plasma edge. As a
result, the behavior measured and analyzed using visible light videography is limited to
the edge region. Using difference subtraction, biorthogonal decomposition and Fourier
analysis, the structures of the observed edge fluctuations are computed. By comparing
forward modelling results to measurements, the plasma is found to have an m/n = 3/1
helical shape that rotates in the electron drift direction with a lab-frame frequency between
5 and 10 kHz.
The fast camera was also used to measure the plasma’s response to applied helical
magnetic perturbations which resonate with the equilibrium magnetic field at the plasma’s
edge. The static plasma response to non-rotating resonant magnetic perturbations (RMPs)
is measured by comparing changes in the recorded image following a fast reversal, or phase
flip, of the applied RMP. The programmed toroidal angle of the RMP is directly inferred
from the resulting images of the plasma response. The plasma response and the intensity
of the RMP are compared under different conditions. I found the resulting amplitude cor-
relations to be consistent with previous measurements of the static response using an array
of magnetic sensors.
My work has shown that high-speed videography can be an extremely useful diagnostic
for measuring edge perturbations in a tokamak. Future measurements, such as those us-
ing multiple cameras with different views, are expected to improve our understanding of
plasma behavior and to detect edge fluctuations with higher temporal and spatial resolution.
Supplementary Videos:
Video 1 – This is an example of the video data from Shot 77324, an unforced plasma shot
taken with the shells inserted.
Video 2 – The strongest naturally-rotating mode has been extracted from a subset of the
raw data shown in Video 1 using a biorthogonal decomposition. Long striations can be
seen which are common in shots that have the shells inserted.
Video 3 – In this video of the raw data from Shot 77537, the shells are retracted. The
smooth non-reflective Acktar black background can be seen between the shells.
Video 4 – The dominant BD mode from Shot 77537 shows pinwheel-like behavior. With
the shells retracted, the plasma encounters fewer physical structures for neutral recycling
and this affects the light emissions.
Video 5 – This video shows the dominant BD modes from Shot 78029 during which a
phase-flip RMP was used to influence the plasma. The mode seems to slow in its rotation
as it resonates with the externally-applied field.
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We’ve all heard the phrases “seeing is believing” and “a picture is worth a thousand words”,
but what we see with our eyes provides more than just information. We also gain an in-
tuitive understanding of the world around us. The first time I truly believed that a plasma
could be confined using magnetic fields was when I saw one in the Columbia Non-neutral
Torus. Normally, electron plasmas aren’t visible to the naked eye, but after leaking a little
air into the chamber, the plasma glows. I could see the shape and structure of the flux
surfaces right in front of me. The plasma had become real.
Figure 1.1: View of the plasma in the Columbia Non-neutral Torus [1]
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In many experiments, simply watching the plasma is neither possible nor informative.
Instead, visual diagnostics become a requirement for “seeing” the plasma. These diag-
nostics can include photomultiplier tubes [2], photodiodes [3], and, of course, cameras.
High-speed cameras, also known as fast cameras, have been used previously on tokamaks
to study soft x-rays [4], and in the visible spectrum have captured edge localized modes
(ELMs) [5, 6, 7, 8], neoclassical tearing modes (NTMs) [9], dust [10], modes in the diver-
tor region [11], and local behavior with gas puff imaging (GPI) [12]. Figure 1.2 shows an
image of the ELMs in MAST captured by a visible-wavelength fast camera [13].
Figure 1.2: Edge localized mode behavior in the MAST experiment [13]
Before the advent of high-resolution fast cameras, street cameras were used as well.
An early camera system was used on the JIPP T-IIU Tokamak in 1984 [14]. The images
didn’t give full photographic views of the experiment, but they still provided important
information. Figure 1.3 shows a result from that experiment. While the plasma rotated, the
light intensity recorded by the camera would change, slowly revealing the plasma’s helical
structure.
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Figure 1.3: Helical mode structure in JIPP T-IIU using an early camera system [14]
Cameras aren’t limited to terrestrial plasmas. The largest fusion reactor in our solar
system is the Sun, and we use cameras on satellites to study it as well. Figure 1.4 shows
an image of loops in the coronal surface of the Sun captured by the TRACE satellite [15].
The Sun’s corona doesn’t give off much visible light so the image taken by TRACE is
recorded using extreme ultraviolet light. The corona also changes quite slowly compared
to the dynamics in a laboratory plasma, so the cameras aboard satellites don’t require high
frame rates, but many of the filtering and capturing techniques are similar.
Figure 1.4: Coronal loops on the Sun captured in extreme ultraviolet light [15]
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My research builds on the work described above. We’ve come a long way from camera
systems such as the one used on JIPP T-IIU, but my goal is quite similar. Throughout this
thesis I’ll describe how I captured visible light fluctuations from my experiment and used
them to discern the plasma’s structure and response to external fields. Before getting to the
details of the experiment in Section 2.2 and the camera setup in Chapter 3, it’s important
first to learn about plasma, the fourth state of matter.
Chapter 2
Physics Relevant to the Experiment
2.1 What is a Plasma?
When I was in high school, I learned that there were only three states of matter: solid,
liquid and gas. I only discovered the existence of the plasma state once I was in college.
Today, however, plasmas have made it into high school textbooks, and I’ve had the joy of
encountering people who already knew it was the fourth state of matter. Unlike in the other
three states, the negative electrons and positive nuclei of a plasma are separated, creating an
ionized “soup” of particles. In addition to moving like a fluid the way gases and liquids do,
plasmas react to magnetic and electric fields. These fields need not only be external, and a
large part of a plasma’s behavior comes from the internal fields created when the individual
particles move.
“Soupiness” is hardly a scientific description for a state of matter and doesn’t really
tell us anything about how the particles move. In fact, most experimental plasmas are so
sparse that “soup” will undoubtedly bring about an inaccurately thick image. Instead, we
have some definitions that help us separate a weakly ionized gas from a true plasma. The
key here is that a plasma exhibits a type of collective behavior that no other state of matter
displays because the electrons can quickly wiggle into place to shield out electric fields.
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This behavior is known as Debye shielding, and depends on the temperature and density of
the particles. The size of this shielding length is known as the Debye length and is given by
Equation 2.1 where n is the density (in particles per unit volume), e is the electron charge,
kTe is the temperature of the electrons, and ε0 is the vacuum permittivity. In my experiment,







The shielding length isn’t sufficient on its own, but must be compared to something.
In experimental plasmas, it’s usually the characteristic length of the experiment, such as
the average minor diameter of the vacuum vessel. The idea is that if the size of the Debye
length is much smaller than the size of the experiment, then there’s plenty of space for the
electrons to move and successfully shield out the electric fields. Equation 2.2 represents
this mathematically. In HBT-EP, the characteristic length is 15 cm. The Debye length is
indeed much smaller.
λD  L (2.2)
Satisfying the inequality in Equation 2.2 ensures that charge neutrality in the plasma can
be maintained. This is known as quasineutrality, and it is an important concept for fusion-
relevant plasmas. There are plasmas that consist only of electrons and exhibit collective
behavior in strong electrostatic fields, but they aren’t quasineutral. Those plasmas only
exist at low densities or in small-sized experiments and explaining how they’re treated is
beyond the scope of this thesis.
In addition to ensuring that the Debye length is small enough with respect to the ex-
periment, it’s important for there to be enough particles to perform adequate shielding.
Equation 2.3 defines the number of particles that would make up a Debye sphere.




If this value is large, then we can be sure that the density is high enough so that no one
particle has influence on its own and collective behavior dominates. Mathematically, this
is expressed in Equation 2.4. In HBT-EP, ND is 3× 1020, which is very large.
ND ≫ 1 (2.4)
Together, these criteria state that a plasma exhibits both charge shielding and group
behavior due to electric charges. For more information about plasmas, I suggest reading
Francis Chen’s Introduction to Plasma Physics and Controlled Fusion [16]. I first learned
the definition of a plasma from his book, and I find his descriptions to be quite intuitive.
2.2 The Tokamak
Now that we have an idea what a plasma is, let’s discuss some of the ways we can create
fusion energy. The two primary methods for controlling fusion energy are inertial confine-
ment, and magnetic confinement. Inertial confinement fusion (ICF) involves heating and
compressing tiny fuel targets with lasers. The target implodes, heating to over 50,000,000
degrees and causing enormous pressures which bring about fusion. While ICF is extremely
important for understanding nuclear physics, the complexity and manufacturability of the
targets alone make commercially viable inertial fusion energy seem unattainable [17].
The other approach is magnetic confinement fusion. This is the style of fusion which
involves using magnetic fields to create a confining trap within which charged particles
travel. Different methods of heating bring these particles to high temperatures at which they
will collide and fuse together. Despite there being better public awareness of ICF (such as
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articles in Wired [18]), magnetic confinement fusion is so promising that an internationally-
supported experiment, ITER, is being built in France with the goal of delivering 10 times
the amount of power it consumes. Construction of the site began in July 2010 and, despite
delays, is expected to be generating power by 2028 [19].
ITER actually represents only one type of magnetic confinement device: the tokamak.
There are a myriad of other confinement methods, including but not limited to the tandem
mirror machine, reverse field pinch, spheromak, stellarator, spherical tokamak and levi-
tated dipole [20, 21, 22, 23, 24]. The current majority viewpoint of the magnetic fusion
community is that the tokamak design is the most promising of the confinement methods.
Whether or not this is true remains to be seen.
So what is a tokamak? The word “tokamak” itself is not English, but comes from an
acronym of the Russian toroidal~na kamera s magnitnymi katuxkami, which
translates to “toroidal chamber with magnetic coils” [25], and dates back to the 1950’s [26].
Figure 2.1 gives a cut-away view of a tokamak. The toroidal, or doughnut-shaped, chamber
isn’t shown, but the purple tube in the middle represents the plasma. A few definitions are
in order before I describe the different parts of a tokamak. Toroidal refers to the long way
around the torus, while poloidal is the short way around. Inboard is where the doughnut
hole is, and outboard is the outermost edge away from the doughnut hole. The minor
radius refers to the radius of the small circle created by making one circuit poloidally, and
the major radius is a measure from the center of the doughnut hole to the center of that
small poloidal circle.
In addition to the toroidal chamber, a series of magnetic coils make up the rest of the
tokamak. The tan rings standing up on end in Figure 2.1 are the toroidal field coils, and
are responsible for the strongest magnetic field in the device. This toroidal field runs the
long way around the chamber and provides most of the field lines for the plasma particles
to follow. However, a toroidal field alone isn’t sufficient to contain a plasma. The strength
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Figure 2.1: Schematic of a tokamak showing the plasma in purple and the different coil sets in
orange, green and tan
of the toroidal field drops off as 1/R, where R is the major radius, and the weaker field on
the outboard side creates particle drifts which work against confinement. To combat this,
a second magnetic field is induced in the poloidal direction (the short way around). In a
tokamak, this field is created by driving a current in the plasma itself! The green rings
in Figure 2.1 represent the ohmic heating coils, and they drive the current in the plasma
inductively, just like in a transformer. The ring of current creates the smaller poloidal field,
and that helps to balance out the outward push from the 1/R force. Unfortunately, these
two fields are still insufficient for stable confinement. The toroidal shape itself brings about
an imbalance between the inboard and outboard areas of the torus creating yet another
outward-pushing hoop force. A vertical field, created by the coils shown in orange in
Figure 2.1, interacts with the plasma’s current, and through the J×B force, pushes inward
to counteract the outward pressure forces to create a stable magnetic well [25].
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This particular combination of a toroidal magnetic field and a current driven through
the plasma to provide a poloidal field is what sets the tokamak apart from other confine-
ment devices. Those devices create trapping fields in different ways, often without driving
current. While this plasma current can cause instabilities in tokamaks not seen in other de-
vices, experience has shown that tokamaks are the easiest devices to confine fusion-grade
plasmas.
2.2.1 Description of HBT-EP
My work at Columbia University has been done on the High Beta Tokamak – Extended
Pulse or HBT-EP. It was constructed as an upgrade to the original High Beta Tokamak in
1993 with the goal of studying the effects of perturbations in the plasma which may lead
to a loss of confinement [27]. Since its initial construction, HBT-EP has undergone large
upgrades to improve its shells, magnetic sensors and feedback coils [28]. Most recently, a
shaping coil has been installed to convert the tokamak from being limited to diverted [29],
and ferritic shells have been installed to analyze the plasma’s behavior in situations where
non-magnetic metals may not be available [30].
Figure 2.2: The High Beta Tokamak – Extended Pulse
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HBT-EP is unique in that it has twenty internal movable shells that permit different
wall configurations. The simple presence of these shells can passively stabilize plasma
perturbations, and moving them into different positions has a strong impact on the plasma’s
stability [31]. In addition, 216 magnetic sensors give us a full view of the plasma’s edge
and aid in building a picture of the plasma’s behavior [32]. Figure 2.3 shows where the
shells and sensors are located on HBT-EP.
Figure 2.3: A diagram of the shells and sensors on HBT-EP
Understanding how the plasma moves is only one part of the science of confinement.
We also need to learn how to influence the plasma. On HBT-EP, the best way to influence
it has been with the control coils. We have the ability to program each of the 3 sets of 40
coils independently, exciting different plasma modes. In combination with the sensors, we
can also use active feedback [33, 34] to adjust the control coils in real-time to compensate
for changing magnetic perturbations. This active manipulation of the plasma is expected to
be a necessary part of any future fusion reactor.
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2.2.2 Kink Modes
The single-fluid theory that describes how a plasma moves is called Magnetohydrodynam-
ics (MHD). This theory combines fluid dynamics with electrodynamics and creates a set of
equations which describe the movement of a fluid that responds to electric and magnetic
fields. The full description of these equations and their derivations can be found in Jeffrey
Freidberg’s Ideal Magnetohydrodynamics [35], but for the purpose of understanding kink
modes, we only need to look at the equilibrium conditions in a plasma.
∇p = J×B
∇×B = µ0J (2.5)
∇ ·B = 0
The three MHD equilibrium equations (2.5) show the relationship between the current,
J, the magnetic field, B, and the pressure, p. The first equation states that the current and
magnetic field are both perpendicular to the gradient of the pressure. In a toroidal device
with a smooth radial density gradient, the current and magnetic fields will lie on nested
surfaces of constant pressure. In a tokamak, the combination of toroidal and poloidal fields
cause the magnetic field lines in each of those surfaces to follow a helical path, as shown
in Figure 2.4. The diagram shows the field lines all having the same pitch, but this pitch
actually changes from surface to surface.
One way of describing the pitch of the field lines is with q, the safety factor. It describes
the ratio of the number of revolutions a field line makes in the toroidal direction to the
number it makes in the poloidal direction. Equation 2.6 gives the definition of q at the edge
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Figure 2.4: Magnetic field lines in a surface of constant pressure
The important thing to note is that when a magnetic surface has a rational q, the field
lines will close on themselves and that surface will be resonant with certain plasma insta-
bilities, primarily the kink instability. Figure 2.5 shows a diagram of one such kink mode.
In fact, the ratio of the number of “lobes” in the poloidal direction (m) to the number
in the toroidal direction (n) will match the safety factor. For my work, I ran HBT-EP with
an edge safety factor near 3, so the kink perturbations resonant with the edge will all have
ratios of three. The strongest kink is the m/n = 3/1 mode, but it is possible to observe
higher kink modes as well, such as an m/n = 6/2.
Figure 2.5: Example of an m/n = 3/1 kink mode instability (rendered by Jeff Levesque)
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The last concept to discuss is beta, the factor that makes up part of HBT-EP’s name.
Beta is the ratio of the plasma pressure to the magnetic pressure as shown in Equation 2.7.






The higher the beta, the stronger the confinement for the same magnetic field strength.
Unfortunately, there are limits as to how high beta can go before a stability limit is hit.
If the instability grows large enough, the plasma can disrupt, ending confinement. In a
large-scale tokamak such as ITER, disruptions can potentially cause immense damage and
severe setbacks in experimentation.
2.3 Visual Diagnostics
Up until this point, the best way to measure and analyze plasma mode behavior in HBT-EP
was with the magnetic diagnostics. However, plasmas give off quite a bit of radiation in
the form of visible light and soft x-rays, and this light can be used to diagnose the plasma
as well. To do this, we need to understand how this radiation is produced in the plasma.
2.3.1 Light from Neutral Interactions
A number of different types of collisions take place in a plasma, and many of these lead to
radiation. While we need to be aware of Bremsstrahlung radiation, given off by electrons
accelerated by ions’ electric fields, and cyclotron radiation released by electrons circling
around magnetic field lines, the radiation in HBT-EP most relevant to this thesis comes
from collisions between electrons and neutral deuterium.
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When an electron collides with a neutral atom, a few things can happen. If the electron
is quite energetic, it can simply knock another electron free from the atom, turning the
neutral into an ion. This is known as impact ionization and doesn’t result in a release of
light. If the electron is somewhat less energetic, it may impart just enough energy to an
atom’s trapped electron to move it into a higher energy level. When the energized electron
releases that additional energy, it is given off as line radiation. In a hydrogen or deuterium
atom, the first transition that gives off visible light is between the n = 3 and n = 2 energy
levels and the light released is referred to as the Balmer Alpha line. Its wavelength is
656 nm and most closely resembles the red of a laser pointer. The remainder of the Balmer
series is made up of further transitions down to n = 2 from higher energy levels. Figure 2.6
shows the four visible wavelengths of light in the Balmer Series. There are further lines,
but as their wavelengths are shorter than 400 nm, they are considered ultraviolet and not
visible.
Figure 2.6: Visible line radiation from the Balmer Series
Visible line radiation in HBT-EP isn’t limited to these wavelengths. If there are neutral
impurities in the plasma, such as oxygen or carbon, they can contribute to light emissions
as well. In Section 4.1, I’ll go over the spectrum of the light measured in HBT-EP and
whether or not impurities are a concern.
2.3.2 Neutral Atoms in HBT-EP
A visible light diagnostic in HBT-EP provides useful data when there is a sufficient number
of neutrals to interact with the plasma electrons. Most neutrals in the chamber come from
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the initial gas puff before the breakdown, but others are recycled from the walls. In HBT-
EP, the temperature at the edge is likely between 2 and 15 eV, but the core can reach
100 eV where the plasma would be almost fully ionized. Neutrals can penetrate further into
the plasma if they undergo a charge exchange collision with a hot ion, but the density of
neutrals in the core of the plasma would still be less than at the edge. A quantitative estimate
for the penetration depth of neutrals into the plasma and the resulting neutral density is
given in Introduction to Plasma Physics by Goldston and Rutherford [36]. If we estimate
the temperature gradient as a Gaussian, and take into consideration both the ionization rate
and the charge exchange rate, a mockup of the neutral density can be calculated. This
profile estimate is given in Figure 2.7.






















Figure 2.7: A neutral density profile estimate for HBT-EP showing the decrease in neutrals in the
core due to increased ionization
This profile was calculated with an edge temperature (for ions and electrons) of 5 eV, but
it doesn’t change much when the edge temperature is increased. The neutral density drops
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off quite quickly about 5 cm into the plasma. Because the intensity of the light emitted is
directly proportional to the neutral density, we should expect the emission profile to drop
off as well. In Section 4.2, we see that the measured profile is indeed hollow and the
intensity drops off about 4 cm into the plasma.
2.3.3 Global vs Local Measurements
The last item to consider is whether the light we see in HBT-EP will provide information
about the plasma’s global behavior, or whether it will be limited to local fluctuations only.
In larger tokamaks where the edge temperatures can reach 100 eV or hotter, the neutrals
are unable to penetrate deeply into the plasma. In many cases, it is necessary to puff neutral
gas into the chamber during a plasma shot to create a bright, localized source of light at
the edge of the plasma. This method is called gas puff imaging (GPI) [37] and allows the
observation of fluctuations when neutrals aren’t prevalent, but the gas puff is localized and
only shows fluctuations in a small area.
In HBT-EP, the initial gas puff is relatively large and the edge is much cooler so neutrals
penetrate more deeply into the plasma. Because the light produced from these neutrals is
strong enough, the GPI technique isn’t necessary. A second gas puff during the shot could
instead be detrimental and cause the plasma to disrupt. The added benefit of a higher
density of neutrals in the plasma is that the recorded light emission behavior is global. In
Section 4.3, I’ll show the first results of the fast camera images and how they display a
global picture of the plasma’s behavior.
Chapter 3
Experimental Setup
I used two different sets of equipment to measure light from the plasma. The bulk of my
work involves studying the structure of the plasma using a high-speed camera. However, to
understand the source of the light, I used a spectrometer to determine the dominant visible
wavelength. I’ll be describing that diagnostic first, and then explain the more complicated
fast camera setup.
3.1 Spectrometer
The first step in the analysis of HBT-EP’s radiated light was to determine the dominant
visible wavelength. To measure it experimentally, I used an Ocean Optics USB2000 spec-
trometer to record the light coming from the plasma with a thin optical fiber cable. The
Apple computer used to run the spectrometer was located in the test cell, so it had to be
preprogrammed. The spectrometer was connected to the computer using a USB extension
cable, but the device itself could not be placed directly next to the tokamak. Instead, a long,
thin optical fiber cable, the same as used for our data analysis system, carried the light from
the port window to the spectrometer. At the port, a lens designed for the optical fiber cable
collected the light.
18
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We controlled the spectrometer using the SpectraSuite platform, the proprietary soft-
ware created by Ocean Optics. The duration of the recording and the number of repeated
measurements has to be programmed directly, but the start trigger can come from different
sources. We set the computer to start recording when triggered by a signal from the J221
timing and sequence CAMAC module in the South Rack. After the light is collected for a
specified duration, the data is recorded in a column in a text file. Each subsequent shot is
placed in a new column in the same file until the programmed number of measurements are
taken. We found that taking shots in batches of 10 worked quite well. Because there is no
way to record a shot number with the data, we had to take special care to ensure we knew
which data column corresponded with each shot. While a rough timestamp is included at
the top of each column, it’s recorded as the amount of time elapsed since the first shot and
not as an absolute time. It could be used to reverse-engineer the actual timestamp of the
data column, but keeping track of the individual shots proved to be more reliable.
As long as each column of data can be identified, reading the text files into Matlab




For studying the plasma’s global behavior, I was able to borrow a Vision Research Phantom
v7.3 fast camera from the Princeton Plasma Physics Laboratory. The maximum frame rate
of the camera ranges from 6000 fps to 500,000 fps depending on the spatial resolution. Be-
cause the temporal resolution decreases as the spatial resolution of the image is increased,
a balance between them was necessary to properly resolve the plasma movement. The
minimum frame rate for adequate time resolution is 63,000 fps on HBT-EP, restricting the
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spatial resolution of the image to 128x128 pixels. This spatial resolution has proven to be
sufficient for resolving differences in the longer wavelength mode perturbations. The frame
rate typically used is closer to 88,000 fps and by shrinking the spatial resolution to 128x64,
a frame rate of 125,000 fps is achievable.
The magnetic fields are too strong near the chamber for the camera to be placed directly
next to the ports, so an optical fiber bundle and a series of lenses were used to transmit the
image from the port to the camera. The optical fiber cable used is a 48” Schott IG-163 with
800,000 elements. At the port, a Computar H6Z0812 zoom lens was used to capture the
image, and on the opposite end of the cable, two 50mm lenses were used to transfer the
image from the cable to the camera. The use of a zoom lens allowed for dynamic focusing,
which was extremely helpful for making changes to the view on the fly.
The benefit of using two 50mm lenses is that a filter can be placed between them. An
Andover 656nm D-Alpha filter was used to detect light specifically from deuterium. The
comparison of the data collected with and without the filter is described in Section 5.1.2.
The port itself had been modified to allow for a better view of the plasma. The previ-
ous bifurcating port was removed and replaced with a 10 inch conflat port window. This
allowed for the full cross-section of the plasma to be seen, from the inboard column to the
outer limiter. The old and new views can be seen in Figure 3.2.
Inside the machine, the stainless steel vacuum vessel and the movable chrome-coated
shells are highly reflective. To record light directly from the plasma and prevent reflections,
a 140mm by 775mm sheet of aluminum, coated with Acktar Spectral Black, was attached to
the wall with welded studs. It wasn’t possible to modify the shells, but the background foil
could be mounted to the vacuum vessel behind the shells. During runs that didn’t require
the fast camera, the shells would remain inserted, protecting the foil from the plasma. When
the background was needed, the shells in sections 7 and 8 could be retracted.
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Figure 3.1: Photo of the full experimental setup
While the shells can protect the black background during the run, I found it to be sus-
ceptible to pitting during a glow discharge. This pitting can be seen in Figure 3.3. Limiting
the length of the glow was the only way to prevent further damage to the material.
Because of the limited space between the magnetic coils, a mirror was used to ensure
the camera had a full view of the plasma. This is shown in Figure 3.4. It was also attached
with an adjustable stand, allowing for both the angle and the height to be changed.
The viewing paths through the vacuum window are tangential to the plasma. Each pixel
records the line-integrated data along a single chord. The angle viewed is approximately
36 degrees as shown in Figure 3.5.
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(a) (b)
Figure 3.2: Views of the plasma before (a) and after (b) the port change and the installation of the
black background
Figure 3.3: Pitting on the black material from the glow discharge
3.2.2 Software and Electronic Connections
The software used to drive fast camera, the Phantom Camera Control Software v675.2, is
proprietary and only runs in Windows. Because the computers in the laboratory primarily
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Figure 3.4: The mirror and zoom lens at the port window
Figure 3.5: An overhead view of HBT-EP showing the viewing paths for the fast camera
run Linux, either a separate computer running Windows would be needed, or a virtual
environment would be required in Linux. I opted to use a virtual Windows XP environment
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running through KVM/QEMU on our Ubuntu server to run the software. There were two
benefits to this setup. The camera could be run from any of the workstations by logging
in remotely to the server, and the electronic cables from the camera could be connected
directly to one of the racks.
There are three cables used to drive the camera. The first is the power cable, which
needs to be connected using an isolating transformer to prevent ground loops. The second
is the data control cable. This is connected to an ethernet router in the South Rack that
then connects back to the server switch through an optical fiber data cable. The last is the
trigger cable. This is connected to the J221 module in the South Rack, and is triggered
using sequences in MDSplus. Unlike most triggers, a gate pulse is required for the fast
camera. This means that a splitter cannot be used for the trigger signal. Connecting the
trigger directly without any isolation worked with the camera, and this connection didn’t
create any ground loop problems.
Because the camera cannot be focused independently from the software, I ended up
installing the Phantom software on my laptop. I could temporarily connect the camera to
my laptop to see the image directly next to the setup. Otherwise, adjustments to the focus
and view would have been difficult to do if the image could only be viewed in a separate
room.
Each shot on HBT-EP created a separate data video in Vision Research’s proprietary
cine format. In order to make that data available for analysis, the movie needed to be
converted to individual 16-bit tiff images (one per frame) using the software’s internal
conversion. Both the video and its converted tiff images were saved to the server using
Samba. The directory on the server was mounted in the virtual Windows environment as
a network drive and the Phantom software saved the file directly to the drive during a run.
In addition to the images, an exif file was also saved during the conversion. This stores the
time data for each image for use in analysis.
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Whenever the camera is turned on or connected to a different computer, it is necessary to
take a background image. At the beginning of a run day, the lens of the camera was covered
and a Current Session Reference was taken and stored to the camera. This prevented any
pixel to pixel variation from physical differences on the CMOS. The Phantom v7.3 camera
comes with a fan to keep the camera temperature uniform, but other versions can heat up
over the course of a run day, requiring a repeat of the background reference process.
Each shot video was taken using the software’s continuous recording. During record-
ing, the videos were saved to the camera’s internal memory, and as soon as the shot was
complete, the videos were automatically transferred to the computer via ethernet. The ben-
efit of using the continuous recording method was that the number of images in a video
was specified beforehand, keeping the size of the video small and preventing long transfer
times. The only downside was that frames at the end of a video could be lost if the shot
ended up running longer than expected. The shots were consistent enough that this only
happened rarely.
Chapter 4
Analysis Methods and Initial Results
4.1 Determining the Dominant Wavelength
The first important question to answer is: what light are we seeing? In HBT-EP, the dom-
inant visible plasma light is expected to be from deuterium Balmer transitions—primarily
Dα light. However, interactions with plasma-facing structures could release impurities and
contribute to lines in a spectrum of the light. Using the USB2000 spectrometer, I took
spectral readings to confirm the dominant wavelength of the light. Figure 4.1 shows a
spectrum taken during Shot 81029. In addition to the expected spectral lines, it seems
there is a wavelength-independent noise floor. In a larger tokamak, this could be due to
Bremsstrahlung radiation which could obfuscate any plasma mode behavior. While un-
likely in HBT-EP, it is necessary to ensure that this additional wavelength-independent sig-
nal isn’t Bremsstrahlung radiation. I took a spectral reading during a vacuum shot, where
there was no light for the spectrometer to record. The noise floor was present then as well,
and is therefore an offset which can be subtracted.
Figure 4.2 shows the spectrum after the background has been subtracted. The tallest
peak is the Dα wavelength, and the second tallest is Dβ. The next peak is a carbon
line, due to impurities in the plasma. There are a number of other smaller impurity lines,
26
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Figure 4.1: Raw spectrum from Shot 81029 showing the wavelength-independent noise floor
predominantly oxygen, nitrogen and sulfur, but because the strongest sources of light are
deuterium lines, I conclude that the visible light during the shot is predominantly from
deuterium neutrals.
There is one last thing to consider. Shot 81029’s spectrum recorded light from the full
shot, including the breakdown at the start and the disruption at the end. During both of
those events, the plasma is brighter than in the middle of the shot. It is possible that the
character of the light is also different in the middle, and this difference is masked by the
strong emissions during the breakdown and disruption. To confirm that the Dα light is still
dominant during the middle of the shot, I narrowed the integration time of the spectrometer
to 3 ms and set it to start recording 2 ms into the shot, after the plasma had passed the
breakdown phase. Figure 4.3 shows the spectrum from the middle of the shot. The overall
light level is lower, but the spectral peaks are the same. The light from deuterium neutrals
is indeed dominant.
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Figure 4.2: The spectrum from Shot 81029 with the offset subtracted















Figure 4.3: A spectrum from the middle of Shot 81067 showing the strong Dα and Dβ peaks
indicative of deuterium neutrals
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4.2 Radial Profile of the Light Intensity
Now that we’re sure the light we’re seeing is from deuterium excited by plasma electrons,
the next question is: where in the plasma does the light originate? To answer this, a radial
profile of the light intensity would be useful. The light seen by the camera is line-integrated,
so this data needs to be inverted in order to calculate a proper radial profile. Because of
reflections from the shells, only the light recorded from in front of the black background
was used for an accurate inversion.
4.2.1 Abel Inversion Method
An Abel inversion is based on the idea that the source of light is radially symmetric and can
be divided into shells of uniform intensity. Each pixel reads light from one or more of these
uniform shells. The outermost pixel reads light from only one shell, but each subsequent
pixel includes light from an additional shell. If the dimensions of the light source and its
shells are known, the line-integrated light read by each pixel can be used to determine the
intensity of light in each shell. Figure 4.4 demonstrates visually how a symmetric source is
broken into a set of uniform shells based on each pixel’s view.
Figure 4.4: A radially symmetric light source broken into shells of uniform intensity with sightlines
to the camera lens
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For the inversion, a linear array of data needs to be created from the two-dimensional
images. To start, a rectangle of pixels corresponding to the light in front of the black
background is extracted from each 2-D image in the data video. The red box in Figure 4.5
shows the area of the image used for the inversion. The light emissions from each rectangle
are then averaged in the vertical direction, creating a horizontal array of about 110 pixels
for each image. Because the black background is right at the midplane of the tokamak,
the resulting array represents the line-integrated light emission across a series of tangential
chords in the major radial direction.
Figure 4.5: The rectangle of pixels used for the Abel inversion is highlighted with the red box. The
pixels are averaged in the vertical direction to create the horizontal array for the inversion.
If r is the radial distance from the core of the symmetric disc of light, x represents the
radial location of the shell, I is the intensity of light in a view path, and ε(r) describes the
intensity in a shell, then the formula representing the Abel inversion is given by:
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A full description and derivation of this equation is described by Y. T. Cho and S-J Na
[38]. To apply this formula to camera data, it had to be numerically discretized. I did so












It is not sufficient to take the array of data and invert it directly. The use of the Abel
inversion is dependent on the intensity in each shell being toroidally symmetric at the
midplane. Because the plasma’s fluctuations are not toroidally symmetric, they must be
smoothed out. The data is therefore smoothed in time before a frame, or the mean of a
range of frames, is chosen for the inversion. After the time averaging, the array is smoothed
as well in the radial direction to prevent noise from affecting the inversion. From these in-
versions, it is clear that the light emissions form a hollow profile, with the light from the
edges dominating and the intensity decreasing about 4 cm into the plasma.
4.2.2 Abel Inversion Results
The images in Figure 4.6 show the results of an Abel inversion for Shot 77584. The top
graph is a plot of a single pixel over the course of the entire shot. It starts with a large spike
around 1 ms which is a result of the breakdown, decreases slightly in intensity throughout
the shot, and finally disrupts, in this case at 6.5 ms. The middle graph shows the major
radius of the plasma centroid through the shot and the lower graph shows in blue the linear
signal created from averaging the pixels in the black rectangle in Figure 4.5. The blue line
is dashed toward the right because the view of the very edge of the plasma is blocked by the
outboard limiter. I expect the light to drop off, so I have modelled the edge using a quadratic
polynomial. The plot in red is the result of the inversion. The profile is hollow, which is to
be expected if the plasma in the core is almost fully ionized. Without a sufficient density of
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neutrals in the core to interact with the plasma electrons, there would be little light emitted.
At the cooler edge, neutrals are more prevalent and likely to emit line radiation, so the
intensity of the light is stronger there.
























































Figure 4.6: An Abel inversion for Shot 77584. The top plot is a single pixel trace in time, the
second is the major radius of the plasma centroid, and the third displays the Abel inversion. “Line
Integrated Signal” in blue refers to the vertically-averaged data from the fast camera and “Intensity
per Radius” in red is the ε(rj) inversion from Equation 4.2.
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An interesting thing to note is that the intensity is considerably brighter at the outboard
side as compared to the inboard side. The major radius of the plasma at that time is 93 cm,
which means it is outboard-limited and the increase in intensity is probably a result of
that. Figure 4.7 shows the inversion from the same shot, but at a later time—right before
the disruption. The inboard side has become brighter than the outboard side as the major
radius is now only 90 cm, and the plasma has become inboard-limited. The asymmetric
nature of the radial intensity profile will be important when creating simulated images in
Section 5.3.
4.3 Structure of the Plasma Light
4.3.1 Difference Subtraction
While the Abel inversion can give us insight into the static, non-perturbed intensity profile,
it cannot provide any information about the plasma’s fluctuations. The next step is to find a
way to separate out the signal fluctuations for study. The problem of extracting the signals
is complicated by reflections from the close-fitting shells and the vacuum vessel. With
the reflections varying on the same timescale as the signal, a traditional static background
subtraction produces reflection artifacts that make data interpretation difficult.
One method to address this is to perform an approximate background subtraction by
taking each image and subtracting the one prior to it. The result is a series of images
portraying the change in light levels from frame to frame. At the standard frame rate of
88,000 fps, any variations that don’t change in 11 microseconds are subtracted out. This
gives similar results to those using a high pass filter.
Shot 76717 gives the clearest example of where the difference subtraction is useful. The
images were taken toward the end of the shot, right before the disruption. Figure 4.8 shows
the difference subtraction at time 4.174 ms, where the many-lobed poloidal cross-section is
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Figure 4.7: An Abel inversion of Shot 77584 at a time just before the disruption when the inboard
intensity has become stronger because the plasma is inboard-limited
visible. The image has been colored so that positive values, indicating an increase in light
levels, are red, and negative values from decreasing light are blue.
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(a) (b)
Figure 4.8: The result of the frame-by-frame subtraction (a) compared to the raw image (b) of
Shot 76717 at time 4.174 ms. The red indicates increasing light, the blue is decreasing light and
the white shows no change in the light fluctuations.
4.3.2 Biorthogonal Decomposition
The frame-by-frame subtraction works very well for fast-moving fluctuations, but for slow,
steady plasmas, such as the one produced during Shot 77324 (see Video 1), important signal
information could be subtracted out as well. Instead of specifically designating aspects of
the video as “signal” and “background” a different breakdown can be used to identify the
dominant plasma behavior.
The most useful analysis method for this purpose is the biorthogonal decomposition
(BD) [40, 41]. It is effectively a singular value decomposition (SVD) where the component
matrices are the spatial and temporal modes of the original matrix of data.
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The matrix of signals ~S is broken into a spatial matrix ~V , a temporal matrix ~U and a
diagonal matrix of singular values ~σ as shown in Equation 4.3. In the case of a tokamak, the
spatial modes show the shape of the plasma and the temporal modes usually indicate how
those spatial modes rotate in the toroidal direction. The singular values give an indication
of the strength of each mode. By recombining the dominant spatial and temporal modes, a
picture of the plasma’s primary motion can be determined.
The biorthogonal decomposition has been used extensively on HBT-EP’s magnetic
probe signals. For the BD to give an accurate representation of helical mode structures,
a subset in time of the total plasma shot must be selected. This prevents issues from the
drastic signal shifts during the breakdown and disruption, as well as signals that represent
changes in the major radius over time. The best results come from a subset of the shot
when the plasma’s equilibrium behavior is mostly steady and its fluctuations are closer to
periodic in nature.
For the plasma’s magnetic fluctuations to be analyzed, the static and slowly growing
background pickup must be subtracted out or it will be identified as the dominant plasma
behavior. The fluctuations only account for less than 10% of the total plasma signal. Fig-
ure 4.9 shows a partially integrated signal from a poloidal field probe and the fluctuations
after the background has been subtracted.
Combining the fluctuations from all 216 signals, a full matrix can be created which
is well-suited for an SVD. Figure 4.10 shows a colorized visual representation of all the
fluctuations from the first poloidal array, a 32-signal subset of the full 216-column matrix.
After the SVD, the dominant mode pairs can be identified. Figure 4.11 shows the
m/n = 3/1 mode from the BD of Shot 77324. Further information about the use of
the BD on HBT-EP’s magnetic data is described by Daisuke Shiraki [32, 42] and Jeffrey
Levesque [31, 43].
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Figure 4.10: The subtracted magnetic fluctuations from Shot 77324 for each of the sensors from
the first poloidal array
Just as with the magnetics, a BD can be performed on the fast camera data. While the
number of signals in the magnetics are limited to the 216 physical probes, each pixel in
the fast camera image is treated as a separate signal source. For a 128x128 image, this
provides 16,384 separate signals. After the application of the SVD, the mode pairs can be
























Figure 4.11: The dominant m/n = 3/1 mode as measured by the magnetics: poloidal (a) and
toroidal (b) components
recombined to provide a clear visualization of the dominant modes in the plasma. This is
the process used for analyzing soft x-ray images in NSTX [44].
Figure 4.12 shows an example of the spatial and temporal BD modes for Shot 77324
taken over 1.5 ms. The first “mode” from the fast camera BD is typically a static un-
paired mode closely representing the background light. Usually, the next two modes form
a quadrature pair. If they are recombined, the rotating mode can be seen. In Video 2, you
can see what a recombined BD mode looks like. Each of the frames was created from
combining the temporal and spatial portions of modes 2 and 3 (shown in Figure 4.12). It
appears that some structure is rotating, but the spatial component cannot clearly be iden-
tified as 3/1 without further analysis. This analysis is shown in Section 5.3. One check
that can be done is to compare the frequency of the fast camera temporal modes with the
frequency from the magnetic sensors.
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Figure 4.12: A biorthogonal decomposition of the fast camera data for Shot 77324. The spatial
modes are on the left and follow the same color bar as in Figure 4.8. The temporal modes are on
the right.
4.3.3 Fourier Analysis
Continuing with Shot 77324 as an example, we can run a simple Fourier analysis on the
temporal components of the fast camera BD modes. Here I have chosen to use modes 2 and 3
from Figure 4.12, the quadrature pair closely resembling a rotating mode. The temporal
CHAPTER 4. ANALYSIS METHODS AND INITIAL RESULTS 40
modes are mostly sinusoidal and are appropriate for an FFT. The dominant frequency is
calculated to be about 7.58 kHz and the mode phase moves from -180 to 180 degrees,
which is the signature of the rotating mode. The amplitude, however, does vary because
the temporal modes aren’t pure sinusoids. The results of the FFT on the fast camera data is
given in red in Figure 4.13.
























































Figure 4.13: The Fourier analysis for the dominant mode pair for Shot 77324. There is agreement
between the data from the magnetic signals (black) and fast camera (red).
The next question is whether or not this rotating mode, and its frequency, correspond
to the dominant 3/1 mode seen by the magnetics. In order to make a comparison, I ran
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the same Fourier analysis on the temporal modes from the magnetic sensors. Shown in
Figure 4.13 in black, the dominant rotating frequency is 7.35 kHz and the Fourier spectrum
appears similar to that of the fast camera data. The magnetic sensors have a higher temporal
resolution, so the temporal modes are closer to true sinusoids. The resulting mode phase
is much smoother than the phase from the fast camera, but it shows the same -180 to 180
degree sweep.
We can also compare the direction the mode is measured to be rotating in each diagnos-
tic. Looking at Video 2, it seems as though the long striations dip downward as you move
from the outboard side (on the right) to the inboard side (on the left), and that their mo-
tion is counter-clockwise. Because the images are mirror reversed, the measured mode is
actually moving clockwise. The current in HBT-EP runs counter-clockwise toroidally (as
viewed from above) and the vertical field points downward. If we combine this information
with the negative toroidal/poloidal parity shown by the magnetic sensors in Figure 4.14, it
means that the mode should move in a clockwise direction. This is consistent with what





























Figure 4.14: Magnetic sensor data from the first poloidal array (top) and toroidal array (bottom)
showing a negative toroidal/poloidal parity
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So far, the fast camera data shows that a spatial structure is rotating at the same rate and
in the same direction as the 3/1 mode seen by the magnetic diagnostics. However, further
work is needed to confirm that the fast camera spatial mode does have a 3/1 structure.
Chapter 5
Detailed Results
5.1 Experimental Influences on the Light
In Section 4.1, I showed that the plasma’s visible emissions consist primarily of Dα light,
and in Section 4.3, I began to build a picture of the structure of the plasma, but it’s still not
clear that the dominant mode we’re seeing with the camera is the m/n = 3/1 mode shown
by the magnetics. There are other factors that can contribute to a nonuniformity in the
emitted light. For example, neutral atoms are ionized as they enter the plasma from the edge
and plasma particles are recycled from the shells, limiters and the vacuum vessel wall. As a
result, the neutral atoms aren’t uniformly distributed and this may contribute to differences
in the light fluctuations seen by the camera. To understand how the experimental structures
could affect the light emissions, I retracted the shells and compared the new camera images
with those from shots with the shells inserted.
5.1.1 Comparison of Images with Shells Inserted and Retracted
When the shells are inserted during a shot, they are in closer contact with the plasma along
the entire inside surface of the torus and this likely contributes to both pressures of recycled
neutrals and the light emitted at the edge. However, after the shells have been retracted,
43
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the points of contact are reduced. Figure 5.1 shows two images. The first is generated
from Shot 77324 with the shells fully inserted, while the second is from Shot 77537 and
shows the shells retracted back 4 inches. The corresponding movies for these two shots
can be seen in Videos 1 and 3. Without any filtering, the images look quite similar. The
only indication that the shells have been moved in the second image is the gap between the
shells and there seems to be no difference in the plasma light itself.
(a) (b)
Figure 5.1: Views of the plasma with the shells inserted (a) and retracted (b)
(a) (b)
Figure 5.2: Sine component of the dominant BD mode with the shells inserted (a) and retracted (b)
After performing a BD on each of the two videos, a stronger distinction between the
two cases can be seen. The first image in Figure 5.2, corresponding to that of Shot 77324,
shows the red and blue areas both stretching most of the way across the image. The second
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image in Figure 5.2 shows the result of the decomposition of Shot 77537 with the shells
retracted and Video 4 shows the reconstructed BD mode. In contrast to the first image,
which has long horizontal striations, the second image in Figure 5.2 has most of the mode
behavior changing on the edge of the image, like the edges of a spinning pinwheel (see
Figure 5.3). This pinwheel-like behavior is more discernible in Video 4 than in the static
image.
Figure 5.3: Example of a pinwheel
So what is causing this difference? The shells are in different positions, so the prox-
imity of the shells to the plasma may be having an effect. When the shells are inserted,
there are more surfaces for neutral recycling all along the inside of the torus. The resulting
line-integrated image includes light from multiple toroidal locations and appears with long
striations. When the shells are retracted, these additional surfaces are no longer present.
Neutral recycling happens primarily with the limiters, which are only at one toroidal loca-
tion. These limiters can be seen in Figure 3.5 as the small rectangular structures between
the vacuum vessel segments. Without neutral recycling with the shells, the line-integrated
image more closely resembles that of a poloidal slice.
The position of the shells don’t tell the full story. In Figure 5.4, we can see the
summary of each of the two shots. The vertical blue lines show the time interval over
which the BD was performed. In the case of Shot 77324, the BD takes place when the
plasma is outboard-limited, which is the case when the major radius is larger than 92 cm.
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In Shot 77537, the strong modes appear later in the shot after the plasma is no longer
outboard-limited.
Shot Number 77324



































































































Figure 5.4: Summaries of Shot 77324 (a) and Shot 77537 (b) showing the plasma current, major
radius, edge q and Dα spectrometer data
If we look at a BD from earlier in Shot 77537, while it’s still outboard limited, it has
more of that long-striated appearance. This mode can be seen in Figure 5.5. What’s inter-
esting is that I didn’t really see any of the pinwheel-like behavior for shots with the shells
inserted.
Regardless of the exact mechanism for producing pinwheel-like images, the open-shell
shots do show one thing. We can see that with three peaks (in red) and three troughs (in
blue) on the edge of the image, the second image in Figure 5.2 is consistent with what we
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Figure 5.5: Sine component of the dominant BD mode with the shells retracted while the plasma
is outboard limited (Shot 77537)
would expect from a plasma with a dominant m = 3 mode at the edge. However, there are
still some unanswered questions. Because the BD images extracted from outboard-limited
plasmas don’t show clear m = 3 modes, it’s possible that the light emitted in those cases
may not be useful for kink mode analysis. Further experiments are needed.
5.1.2 Comparison of Images With and Without the Dα Filter
From Section 4.1, we know that the spectrum shows the dominant wavelength to be Dα, but
there’s no information in the spectrum as to where in the plasma that specific wavelength
of light originates. I would expect the large amount of Dα light to correspond with the
stronger intensity of light from the edge of the plasma, but to be sure, I took some shots
with a Dα filter in place for comparison. If the light at the edge is truly Dα light, then shots
with the filter should have similar videos and decompositions to those shots without the
filter.
As in the case with the shells inserted and retracted, the raw images with and without
the filter don’t provide much information. Figure 5.6 shows stills from Shot 77867 (with
the filter) and Shot 77874 (without the filter). While there are no clear structural differences
between the images, the one taken with the filter does appear dimmer. There are two possi-
bilities. The first is that most of the plasma light is due to impurities or plasma-wall inter-
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(a) (b)
Figure 5.6: Views of the plasma with the Dα filter (a) and without (b)
actions and the filter is simply cutting those out. That would mean that the Dα filter would
need to be used during each shot to ensure we’re studying light from the plasma-neutral
interactions. However, the filter also has only a 50% transmission rating. It’s possible that
the light seen without the filter is still primarily Dα and the dimness is just an artifact of the
filter and not the plasma.
To determine which of the cases applies to the experiment, I did a BD on the videos and
then compared the dominant mode pairs from each video. Figure 5.7 shows the sine and
cosine components of the dominant BD modes with the Dα filter, and Figure 5.8 shows
the same but without the Dα filter. These mode pairs look virtually identical. The only
exception is that the modes in Figure 5.7 are grainier because of the lower light level. This
rules out the possibility of impurities or other direct wall/plasma interactions being the
primary contributor to the dominant spatial modes. To prevent an unnecessary decrease in
light levels, all further fast camera measurements were taken without the Dα filter.
5.2 Resonant Magnetic Perturbations
Up to this point, all the fast camera analysis has been done with unforced plasmas. How-
ever, we can get more information out of a plasma if we perturb it with magnetic fields and
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(a) (b)
Figure 5.7: Sine (a) and cosine (b) components with a Dα filter — Shot 77867
(a) (b)
Figure 5.8: Sine (a) and cosine (b) components without the Dα filter — Shot 77874
see how it reacts. The magnetic control coils, described in Section 2.2.1, can be used to cre-
ate resonant magnetic perturbations (RMPs) which can drive static responses and modify
the plasma’s naturally rotating mode.
5.2.1 Phase Flip Description
One particular RMP commonly used on HBT-EP is the phase flip [31, 32, 45, 46]. A
static m/n = 3/1 perturbation is introduced to a naturally rotating plasma, driving a static
resonant mode that may influence the amplitude and rotation of the natural mode. After the
plasma response saturates, the polarity of the RMP is quickly reversed. After keeping the
RMP held fixed in the reversed state for a certain amount of time, the RMP is turned off
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and the plasma returns to its unforced state. During the RMP, the resonant response could
increase depending on other factors. The relationship between the plasma mode amplitude
and the amplitude of the RMP will be discussed in Section 5.4.
The specific phase flip I use with the fast camera has the 3/1 RMP turning on 2ms into
the shot, flipping at 3ms, and then releasing at 4ms, as shown in Figure 5.9. Figure 5.10
shows the colorized visual representation of the magnetic fluctuations as measured by the
first poloidal array for Shot 78029, a shot with the RMP. Due to smoothing and the plasma’s
slight delay in responding to the RMP, the plasma’s measured response won’t match up
perfectly with the RMP, but its general behavior is quite similar.











































Figure 5.10: The poloidal array magnetic fluctuations from Shot 78029 showing the phase flip
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The result of the fast camera BD for Shot 78029 is shown in Figure 5.11. The time range


























Figure 5.11: The BD for Shot 78029. The effect of the phase flip can be seen in Mode 2 where the
temporal mode resembles a step function.
considerably like the naturally rotating modes, but the temporal modes present a different
story. Mode 2, especially, appears like a step function with the inversion taking place just
after 3ms, closely mimicking the behavior of the phase flip. The reconstructed phase flip
mode for Shot 78029 can be seen in Video 5. The 3/1 mode appears to be rotating naturally
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until the RMP is activated at 2 ms, when the mode stops rotating. At 3 ms, the RMP phase
inversion is quite apparent until 4 ms when the RMP is turned off.
5.2.2 Comparing the Fast Camera Images Before and After the Flip
In addition to a BD, one of the simplest ways of analyzing a phase flip is to subtract the
average behavior after the phase inversion from the average behavior before. For this ex-
ample, I’m using Shot 77726. Along with Shot 78029, it’ll become part of the toroidal
angle study in Section 5.2.3. In the fast camera images, the “behavior” before and after the
flip consists of all the images recorded in each time frame. To average the images, I took
the mean of each pixel’s signal in time and assembled these signal means in the pixels’
original spatial orientation. In effect, I ended up with an average image for each of the two
time frames, as shown in Figure 5.12.
(a) (b)
Figure 5.12: Average images for Shot 77726 before (a) and after (b) the phase flip
If you don’t see much of a difference between those two images, that’s ok, I can’t
either. The big win comes from doing a pixel-by-pixel subtraction of the two images. The
small differences before and after the phase flip are highlighted and can be seen clearly in
Figure 5.13. The most interesting part is that the phase flip subtraction looks a lot like the
spatial part of Mode 2 from the BD, and in some cases is indistinguishable.
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Figure 5.13: Resulting image for Shot 77726 from the phase flip subtraction
5.2.3 RMP Results at Different Toroidal Angles
Another test is to see what happens to the plasma response when the toroidal phase of the
RMP is changed. The overall fast camera BD doesn’t change much; the temporal behavior
is the same in each case and the phase flip is always at Mode 2. What does change is
the spatial part and it’s even clearer to see using the phase flip subtraction. I chose to use
eight different toroidal phases spaced 45◦ apart to show the differences in plasma response.
Figure 5.14 shows the flip subtraction for each of those modes.
Starting from 0◦ and looking at each BD mode clockwise in Figure 5.14, it appears
that the mode is rotating, almost like a stop-motion version of the naturally rotating mode
shown in Video 2. From the fast camera data alone it is apparent which of the programmed
phases were used for the RMP.
5.3 Fast Camera Mode Structure
Now that we’ve seen that the measured light is predominantly composed of Dα light, and
the measured fluctuations are indicative of the plasma modes, let’s confirm that the fast
camera is indeed seeing a 3/1 mode. Because of the highly reflective nature of the shells, a
full 3-D inversion of the data isn’t really feasible. Instead, I’ve used a “forward modelling”
method for simulating the plasma mode and its corresponding fast camera image.
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Shot 77723   Phase=0° Shot 77795   Phase=45°
Shot 77726   Phase=90°
Shot 77801   Phase=135°Shot 78029   Phase=180°Shot 77802   Phase=225°
Shot 77741   Phase=270°
Shot 77816   Phase=315°
Figure 5.14: Phase flip shots with RMPs of different toroidal angles
5.3.1 Generating Modes from an Analytical Model
There are a few factors that go into creating a model of the fast camera images. First, the
plasma mode needs to be synthesized. The simplest model uses a combination of sine and
cosine functions, as shown in Equation 5.1. A more accurate model can be interpolated
from the magnetic sensors and will be described in Section 5.3.2.
mode = A cos(mθ + nφ+ phase) (5.1)
CHAPTER 5. DETAILED RESULTS 55
This only gives a 2-D version of the plasma mode, in φ and θ. Even though we’re
focusing on the edge of the plasma, a 3-D model of the mode is required for creating
a synthetic fast camera image. The plasma behavior in the third dimension, r, can be
generated from a mockup of the Abel inversion results from Section 4.2.2. To start, I
use a simple Gaussian with the maximum near the edge of the plasma, and the intensity
dropping off quickly about 3 cm toward the core. Figure 5.15 shows the mockup of the
intensity versus the major radius.



















Intensity vs Major Radius
Figure 5.15: Mockup of the light intensity vs major radius
The mockup of the mode is only part of the battle to make synthetic fast camera images.
Another part comes from synthesizing the sightlines of the fast camera. Figure 5.16 shows
a representation of the sightlines and their paths through the simulated plasma mode. I’m
only showing 25 of the sightlines in the figure, but there are actually 40,000 used in the
model.
The next step in creating a synthetic fast camera image is to sum the 3-D mode mockup
along each of the sightlines. Normally, an adjustment to the sum based on the radial spread
of the light would be required, but because the light intensity profile is hollow and the sight-
line length is relatively short, no special adjustments to the summing routine are needed.
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Figure 5.16: View of the simulated fast camera sightlines
The final step in the process is to mask out the outer edge of the simulated image.
Because the limiters block part of the camera view, it isn’t possible to see the effects of
the light in certain areas. The image mask comes from a frame of the raw video and is
placed over the simulated image. This makes it easier to make comparisons between the
simulation and an actual BD mode. Figure 5.17 shows an example of the mask used for
Shot 77726.
Figure 5.17: Example of an image mask for the simulation
Figure 5.18 shows the result of running the simulated code with a phase flip toroidal
angle of 90◦ and, for comparison, an actual BD mode for Shot 77726 whose programmed
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phase flip was 90◦. The simulation at the very edge might appear accurate, but otherwise it
doesn’t look that good. This makes sense because both the simulated mode and the radial
intensity profile mockup are ideal and are probably not close enough representations of an
actual plasma.
(a) (b)
Figure 5.18: Simulated image with angle of 90◦ (a) and an actual BD image for Shot 77726 (b)
My first attempt at adjusting the simulation was to modify the radial intensity profile.
The Abel inversions from Section 4.2.2 showed that the intensity profile wasn’t perfectly
symmetric about the plasma core. Because the plasmas are somewhat outboard-limited,
the light intensity tends to be brighter toward the outboard side. Figure 5.19 shows a new
version of the radial intensity profile intended to correct the simulation.
The results of the new simulation improve slightly on the outboard edge, but are worse
in the core and on the inboard side. It seems that modifying the radial profile isn’t the best
way to fix the simulation discrepancies.
There is another change that can be made to the simulation. Up to this point, the images
have been created assuming the torus is completely transparent, and the mask is simply
placed over the image for aesthetic purposes. In reality, the limiters and center stack com-
pletely block light from reaching the camera and will have an effect on the image. After the
mode is calculated, I can modify it using simulated limiters. Figure 5.21 shows two areas
on the torus that are whiter. The patch on the front outboard side is lighter because the
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Intensity vs Major Radius
Figure 5.19: Adjusted mockup of the light intensity vs major radius
(a) (b)
Figure 5.20: New simulated image using the adjusted intensity mockup (a) and the true BD image
for Shot 77726 (b)
shells in section 10 are removed to represent reducing plasma interaction. The white patch
in the back is due to the limiter on the center stack preventing a view of anything behind it.
Figure 5.22 shows the simulated image that results from the new limiter-modified mode.
The inner part of the image is bluer, and more representative of the actual mode. While
there is still red on the edge, there’s a little less than there probably should be. The
simulated image is getting more accurate, but there’s still more that could be done to im-
prove it.
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Figure 5.21: Limiter-modified version of the simulated fast camera mode. The intensity of the
mode has been set to zero where the limiters would block the camera’s view of the plasma.
(a) (b)
Figure 5.22: Simulated image with limiter adjustments (a) and the BD image for Shot 77726 (b)
5.3.2 Generating Modes from Magnetic Signals
Instead of using a mathematical model, the fast camera image could be simulated from
the magnetic data. The 216 sensors around the tokamak can be used to rebuild an accu-
rate representation of the poloidal and toroidal modes at the edge. Because the magnetic
probes only detect the external perturbed field, the radial intensity mockup described in
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Section 5.3.1 is still required for the third radial dimension.
There are a few steps involved in creating the mode simulation from the magnetic di-
agnostics. First, a standard BD is performed on the magnetic signals as described in Sec-
tion 4.3.2. There isn’t any information about the phase given in that breakdown, so the
phase used for the simulated image has to be specified. From the BD, a sine and cosine
pair for the dominant mode is extracted. They can’t simply be added together. Instead, I
use trigonometric identities to combine them and the specified phase.
Ccos = Tcos ∗ cos(Φ)− Tsin ∗ sin(Φ)
Csin = Tsin ∗ cos(Φ) + Tcos ∗ sin(Φ)
Mfull = Pcos ∗ Ccos + Psin ∗ Csin
Mcalc = A ∗Mfull
(5.2)
Tcos and Tsin refer to the dominant quadrature pair in the toroidal direction and Pcos
and Psin make up the dominant poloidal pair. Φ is the preprogrammed phase used during
the phase flip, Mfull refers to the full shape of the mode before the amplitude adjustment
and A is the amplitude given by the radial intensity mockup. In the third step, during the
calculation of Mfull, the individual parts of the mode are interpolated over the 3-D grid.
This is necessary because the toroidal and poloidal arrays have a limited number of sensors
which would not perfectly correspond with the artificially generated sightlines. After Mcalc
has been calculated, the synthetic image is created by summing over the length of each of
the sightlines.
Unlike in the case where the modes are algebraically combined, the radial intensity
mockup isn’t adjusted for differences between the inboard and outboard sides. The inten-
sity of the magnetic modes themselves have a small radial dependence which is retained
through the combination process. Figure 5.23 shows the output of the code that generates
the synthetic fast camera image. The simulated image is in the upper left, the poloidal view
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of the combined mode from the magnetics is shown in the upper right, the radial inten-
sity mockup is in the lower left, and an example of a poloidal slice is in the lower right.
These different views allow for a full visualization of the interpolated mode and bring trans-
parency to the adjustment process. While it is not shown in the visualization tool, all the
fast camera images were created using modes modified by the simulated limiters.
Modelled Image



















Intensity vs Major Radius
Poloidal Mode













Figure 5.23: The synthetic diagnostic visualization tool showing the modelled image (top-left), the
2-D mode generated from the magnetics (top-right), the intensity vs radius (bottom-left) and the
poloidal slice example (bottom-right)
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5.3.3 Comparison Between Simulated and Measured Modes
At this point, it’s looking more and more like the fast camera images really are gener-
ated from a plasma with a dominant 3/1 mode. However, a final comparison between the
simulated modes and the measured ones can show how accurate the simulation is. I’ve
made a compass plot of the simulated images similar to Figure 5.14 using the same shots.
Figure 5.24 includes a correlation value as well as the simulated images for each of the
shots. The value is calculated from a cross-correlation between each shot’s synthetic and
measured fast camera image. Unfortunately, the correlations are all rather low—around
50%.
77723, 0°, Corr=0.753 77795, 45°, Corr=0.691
77726, 90°, Corr=0.445
77801, 135°, Corr=0.68578029, 180°, Corr=0.72977802, 225°, Corr=0.616
77741, 270°, Corr=0.535
77816, 315°, Corr=0.690
Figure 5.24: Full-image correlation results from the synthetic diagnostic
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As with the synthetic images created using the analytical model, the outer edge is a
better match to the true BD modes than the inboard part of the image. Figure 5.25 shows
the same simulated images, but with the cross-correlation calculated only from the part of
the image to the right of the vertical black line. The correlations are significantly better and
are almost all in the high 80% range.
77723, 0°, Corr=0.879 77795, 45°, Corr=0.845
77726, 90°, Corr=0.753
77801, 135°, Corr=0.90278029, 180°, Corr=0.90577802, 225°, Corr=0.841
77741, 270°, Corr=0.833
77816, 315°, Corr=0.928
Figure 5.25: Correlation results from the synthetic diagnostic using only the edge of the image
Between the good correlations on the edge, and the fact that the rotating behavior of the
synthetic images is the quite similar to that of the calculated BD images, I am happy to say
that the fast camera does indeed see the plasma’s dominant 3/1 mode.
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5.4 Plasma Response to RMPs Under Different Conditions
Now that I’ve shown that the fast camera can see the dominant 3/1 mode and its response
to the RMP, I can use it to examine the plasma’s response under different conditions. This
builds on work that Daisuke Shiraki did using the magnetic signals to examine the plasma’s
response to the RMP [32].
5.4.1 Plasma Response Calculation
When running RMPs with different toroidal phases, I focused on the plasma’s structure to
determine behavioral differences. To see the differences based on safety factor or RMP
amplitude, I need to use a quantitative measurement of the intensity of the plasma’s re-
sponse. To do this, I extracted the fast camera mode that displayed the strongest reaction
to the phase flip, which was typically Mode 2. I calculated the root mean square of all
the points which make up the spatial mode, and then multiplied the result by the singular
value and the temporal mode. I took the averages of this signal before and after the phase
flip, and then subtracted them. Figure 5.26 is a pictorial example of this calculation with
the green arrow showing the difference calculated. This method of measuring the plasma’s
response is quite different from the one used during the magnetic analysis, but I’ll show in
Sections 5.4.2 and 5.4.3 that the results are still quite similar.
5.4.2 Plasma Response Versus Safety Factor
I expect the plasma’s response to the static RMP to change based on its edge safety factor.
As the q increases, the rational resonant surface would move from the inside of the plasma
to the outside. Trying to capture the plasma’s response to a changing q proved too difficult,
partly due to the fast camera’s limited time resolution. Instead, I ran a number of RMP
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Figure 5.26: A quantitative calculation of the plasma’s response to the RMP
plasma shots with different average q values. To prevent any additional variability in the
shots from phase differences, I kept the programmed toroidal angle at 180◦.
After cleaning up the dataset, which will be described further in Section 5.4.3, I am able
to see a stronger response to the RMP when the q is closer to 3. This is consistent with the
results using the magnetic signals [32]. Figure 5.27 displays these results. The calculation
done using the magnetic signals is in black, while the fast camera response is in red. There
is no absolute relationship between the fast camera’s pixel intensity and the magnetic field
strength, so the scale for the fast camera data is bit arbitrary. This plot is meant to show
the general behavioral trends and not make any absolute amplitude comparisons. The fast
camera results are shifted toward a higher mean q, but this could be due to variations in
calculating the q rather than a change in the plasma’s behavior.
5.4.3 Running the RMPs with Different Amplitudes
After the success of comparing the plasma response to the safety factor, I wanted to see
how the response would change if I doubled the strength of the RMP amplitude. The two
datasets can be classified by the ratio of the imposed radial magnetic field strength to the
toroidal field, B3/1r /BT : 0.001 and 0.002. Setting an RMP amplitude stronger than that
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Figure 5.27: The magnetic data (black) and fast camera data (red) showing the plasma’s response
to the RMP for shots with different edge q (safety factor) values
causes the plasma to disrupt early, but the addition of the 0.002 dataset provided more than
enough information for a full analysis. With the baseline of naturally-rotating shots for
comparison, I now have three datasets.
5.4.4 Cleaning up the Dataset
The shots of an amplitude ratio above 0.002 weren’t the only ones which disrupted early.
I had to find a way to filter out early-disruptors in the other amplitude classes as well.
I wasn’t able to find an automated way to do this that didn’t eliminate good shots, so I
went through each of the shots manually and removed the ones which crashed dramatically
before 4 ms.
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Another issue I noticed was that sometimes there was a slight shift in the major radius
during the phase flip. This creates a different set of modes, and is especially apparent in
the naturally-rotating dataset. Mode 1 is still primarily composed of the static background,
but Mode 2 actually displays the result of the left-right shift of the plasma. The quadrature
pair representing the 3/1 mode shifts to Modes 3 and 4. Figure 5.28 shows the result of the
BD for Shot 77056 where this unusual Mode 2 is shown. The spatial mode takes the form
of a half-moon, and the temporal mode is a clear ramp. With these shots, I used Mode 3




















Figure 5.28: The BD for Shot 77056 showing the shift in major radius apparent in Mode 2
Switching to Mode 3 for some of the shots still wasn’t sufficient to fully clean the
dataset. Sometimes the spatial mode, regardless of whether Mode 2 or Mode 3 was chosen,
simply didn’t represent part of the 3/1 mode. To further clean the datasets, I had to come
up with a way to test if the chosen mode “matched” the expected spatial response. I chose
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one shot’s spatial mode to be the representative of the “ideal” spatial response. Although
I was running all my RMPs at a phase of 180◦, I chose Shot 77723 as my model, even
though its programmed phase was 0◦. It was a cleaner mode than Shot 78029, which was
the cleanest of the 180◦ set. Because the shots’ phases are 180◦ apart, it was a simple matter
of inverting the sign of each pixel’s value to turn the 0◦ shot into one representative of the
180◦ shots. Using the same cross-correlation calculation I used for the comparison between
the simulated and actual modes, I was able to assign an accuracy value to the spatial modes
for the shots in the amplitude test. Any shot with a spatial correlation less than 60% was




















Figure 5.29: The BD for Shot 78033 showing the poor response to the RMP in Mode 2
I tested the temporal modes as well. While the shots with RMPs usually had clean tem-
poral modes, there were a few shots whose temporal modes weren’t strictly representative
of the phase flip. The correlation check in this case was between the temporal mode and
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a synthesized step function with the step at 3 ms. The shots eliminated in this round often
had very low safety factors but high major radii. These tiny, far-outboard-limited plasmas
didn’t react cleanly to the RMP and acted as outliers in the data set. An example of one
of these shots is shown in Figure 5.29. Mode 2’s temporal part doesn’t look anything like
the cleaner step function seen in Figure 5.11. Shots with an RMP had to have a correlation
greater than 60% to remain part of the dataset. At the end of the data scrubbing, I was







































Figure 5.30: Major radius versus edge q for each shot in the full dataset
still left with 170 points: 55 shots were in the 0.001 RMP dataset, 39 were in the 0.002
set, and 76 were part of the naturally-rotating baseline. Figure 5.30 shows a graph of the
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mean major radius versus the mean q for each of the shots. There is an even spread of
points representing different mean q values and major radii. This dataset is appropriate for
analysis.
5.4.5 RMP Comparison with Previous Magnetic Results
Figure 5.31 shows a comparison of the plasma response at two different RMP amplitudes:
B
3/1
r /BT = 0.001 and 0.002. It is expected that when the RMP amplitude increases, the
plasma’s response also increases. This is only true for shots with q lower than about 3. The
higher-q shots don’t show any increase at all and may indicate a saturated response.











































Figure 5.31: The plasma response vs q as measured by the magnetic sensors at two RMP ampli-
tudes – adapted from Daisuke Shiraki’s Thesis [42]
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Figure 5.32 shows the results with the fast camera data. The low-q shots show an
increase in response to the RMP amplitude doubling, while the response remains saturated
in the higher-q shots. I’m including the unforced, naturally-rotating shots in black to show









































Figure 5.32: The plasma response vs q as measured by the fast camera for two RMP amplitudes
(red and blue) and unforced plasmas (black)
there is a clear increase in response when the RMP is activated. The behavior measured by
the magnetics and the fast camera give the same results!
Chapter 6
Summary and Future Work
My work represents the first experiments performed using a high-speed camera on HBT-EP
and the first video observations of long wavelength kink modes in a wall-stabilized toka-
mak. What follows is a summary of my results.
• The dominant wavelength of visible light in HBT-EP is 656 nm or Dα light as mea-
sured by the USB spectrometer. This is consistent with what we’d expect given a
predominantly deuterium-fuelled plasma.
• An Abel inversion was used to calculate the radial light profile from the light recorded
by the fast camera. The profiles were determined to be hollow, which is consistent
with a plasma with a higher density of neutrals at the edge and lower neutral densities
in the core. The modes measured by the fast camera will be predominantly edge
modes as a result.
• Using Biorthogonal Decomposition, the camera modes were shown to closely corre-
spond with the m/n = 3/1 helical modes. Simple forward modelling confirms the
connection between the dominant mode registered by the magnetic sensors and the
mode measured by the fast camera.
• The fast camera can successfully determine changes to the plasma after the appli-
cation of a resonant magnetic perturbation. The toroidal angle of the applied RMP
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can be determined from the fast camera spatial mode shape. The plasma response
amplitude can also be calculated.
• The RMP amplitudes calculated from the fast camera are consistent with similar mea-
surements made from the magnetic sensors. In the case where the safety factor is
lower than 3, the amplitude of the plasma response increases with the RMP ampli-
tude. Above a safety factor of 3, the mode saturation previously measured by the
magnetic sensors is confirmed by the fast camera.
I have shown that the fast camera can provide information about the mode structure of
the plasma and its response to resonant magnetic perturbations, providing a good starting
point for future projects. The light emitted from HBT-EP’s plasmas are bright enough that
the plasma’s global behavior is apparent in the visible wavelength range without the need
for any additional gas to be puffed into the machine. The analysis techniques described
in this thesis are perfectly applicable regardless of the wavelength, and will be needed as
tokamaks get larger. In an experiment the size of ITER, the external magnetic probes won’t
be enough to determine the mode structure inside the plasma. Perhaps a set of visible
cameras could be used instead.
On HBT-EP itself, there are opportunities for future studies using more than one cam-
era. The Abel inversion technique I used is only relevant in a single dimension. Multiple
cameras angles could allow for more complete inversions, perhaps creating full 3-D pro-
files. In addition, as fast camera technology improves, the techniques I outlined in this
thesis could be used to provide measurements for feedback as well. The particular camera
I used couldn’t transfer the videos until after the shot ended, but future versions may, and
any information collected in real-time could be used for active feedback.
With so many possibilities for high-speed cameras in plasma physics, I’m excited to see
what future projects may result from my research.
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