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Abstract. Dendrites, the most conspicuous elements of neurons, exten-
sively determine a cell’s capacity to recognise synaptic inputs. Inves-
tigating its structure and morphological properties unravels the func-
tioning mechanism of neurons that cooperates the process of learning
and memory. This research systematically generates a varying topology
of dendrites in a multi-compartmental model of a neuron with passive
properties and it further explores a cell’s integration ability of complex
synaptic potentials. The neurons receive an equal number of binary in-
put patterns of synaptic activity and the performance of a cell is gauged
by calculating the signal to noise ratio between amplitudes of somatic
voltage. The objective is to analyse the types of input pattern in com-
bination with morphological properties that may strengthen or weaken
the somatic response. Finally, an evolutionary algorithm produces a fine
variety of branching structures calculating the weighted sum of synaptic
inputs, further identifying the impact of membrane and morphological
properties on neuronal performance.
Keywords: Dendritic morphology, Synaptic integration, Synaptic plas-
ticity, Hebbian learning, Pattern recognition, Evolutionary algorithm.
1 Introduction
A neuron is a nerve cell excited electrically to process and transmit information
through electrochemical signals. Many different types of neurons exist in the hu-
man brain - approximately 10
11
to 10
12
in number - with a great variety of mor-
phologies. Each neuron connects on average to 10
14
other neurons, constituting
a total of 10
15
to 10
16
connections known as synapses [14], thereby establish-
ing the broader realm of human perception, emotions, thoughts and memories.
There are four typical components of a single neuron; dendrites, soma, axon
and axon terminals. Dendrites are tree like branching structures, often extended
away from soma (cell body) for hundreds of micrometers (µm), play an impor-
tant role in propagating and integrating synaptic potentials [2], [13]. Soma is the
neuronal cell body attached to dendrites, containing nucleus and other cellular
components, and is responsible for sending and receiving electrochemical signals.
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The development of dendrites is regulated by intrinsic genetic factors and
cellular organisation of actin and microtubule cytoskeleton for the formation of
pertinent dendrite morphology [10]. Dendrites considerably vary in their anatom-
ical structure and are thought to have associated with variety of computational
tasks. Dendritic spine is a microscopic membranous protrusion on neuron’s den-
drite, containing postsynaptic compartment of excitatory synapse to serve as
a storage site for synaptic strength [10]. Transmission of electrical stimulations
from other neurons is carried out via microscopic junctions called synapses which
are located at the various points (spines) across the dendritic arbor. The pri-
mary interest of studying the human brain lies in exploring the information
processing mechanism among different types of neuronal morphologies. Neurons
show a lot of variability in their shape and structure, exhibit a wide variety of
patterns and strength of connections through which memories are stored and
habits are learned. There have been many investigations done on neurons with
different types and morphologies, yet the reason behind these varieties and func-
tional implications of different morphologies remains unclear. Few studies have
hypothesised that the variability in morphological structures is unlikely to be
accidental and that these variabilities could exist due to optimised propagation
of neuronal signals from synapses to soma [2], [13]. Synaptic integration is a
complex process that comprises a great deal of computations within dendrites,
and requires concurrent inputs from excitatory synapses to determine neuronal
firing behaviour. It is one of the possible roles of neuronal dendritic arboriza-
tion to recognise structured synaptic inputs through integrating various arriving
signals at the soma.
The present study focuses on the development of dendritic arbors using parti-
tion notations to mimic its tree-like structure and it further evaluates the impact
of different structures on a cell’s pattern recognition capacity. The developmen-
tal approach used here for dendritic growth is based on two different methods.
Firstly, a branching stochastic approach is used with partition notations [12]
to generate a possible number of dendritic branches and then, an evolutionary
algorithm (EA) is utilised to produce an optimum dendritic structure suitable
for recognising synaptic inputs. A neuron receives input signals from many other
neurons attached to it and the strength of those signals is defined by its synaptic
plasticity. To characterise a neuron based on its passive properties, a compart-
mental model [7] is utilised to simulate the postsynaptic integration of excitatory
inputs. The compartmental model of a neuron divides each complicated dendrite
into number of compartments and imitates the behaviour of a biologically real-
istic neuron. On the contrary, an artificial neural network model (ANN) of an
associative memory, implementing the Hebbian learning rule is also employed to
calculate the weighted sum of its synaptic inputs, thereby comparing its pattern
recognition performance with that of the compartmental model neuron. To op-
timise a neuron’s information processing capability, some binary patterns called
stored patterns, representing synaptic inputs are presented during a learning
phase. Once the learning phase is completed, some novel binary patterns are
presented to discriminate them from the stored patterns. A neuron’s discrim-
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inatory ability is dependent upon its dendritic structure, spatially distributed
excitatory inputs and strength of connections as measured by the signal to noise
ratio (S/N) between the somatic EPSP amplitudes / weighted sum responses
of the stored and novel patterns. The higher the S/N ratio, the better able the
cell to discriminate the two sets of input patterns. More importantly, it is also
hypothesised that the spatial distributions of synaptic inputs could affect the
postsynaptic response, as a result, it may strengthen or weaken the neuronal
performance by sending signals to the soma from shorter or longer dendritic dis-
tance. To identify whether this is correct, current study also focuses on presenting
some biased synaptic input patterns called fixed stored patterns in which input
locations on dendrite are manually determined. Additional parameters such as
axial resistivity, compartment and mean path length, temporal asynchrony of
signal arrival are also investigated to ascertain whether these parameters have
any association with the cell’s pattern recognition performance.
2 The Model
The primary aim of this study is to understand the functioning mechanism of
a neuron that cooperates the process of learning and memory by storing and
recognising synaptic inputs. To begin with, neuron models are presented with
membrane and morphological properties (Section 2.1 and 2.2), after which an
EvOL-DnDR 1 algorithm generates a population of 100 neuron models with di-
versified dendritic topologies, which are further provided with the sets of synaptic
inputs and their performances are measured by calculating the S/N ratio.
2.1 Passive membrane properties
A passive neuron model is used to understand its electrical properties without
any active conductances in the soma and dendrites, therefore it does not gener-
ate action potentials. From the study carried out by De Sousa [3], the following
passive parameters are considered for membrane capacitance, membrane resis-
tance and axial resistivity, respectively: Cm = 0.75 µF/cm
2
, Rm = 30 kΩcm
2
and Ra = 150 Ωcm.
2.2 The compartmental model of a neuron
In the compartmental model, a neuron is treated as a cell body with divided
isopotential dendritic compartments, receiving input signals in the middle of ev-
ery compartment as shown in Fig. 1 (C). The charge across each compartment
is same and can be represented by an electrical circuit. The length and diameter
of soma is based on the study carried out by De Sousa [3] where the soma is
a cylinder of 20 µm length and diameter, followed by 500 µm length and 25
µm diameter for each dendritic compartment. The conductance amplitude of a
1 http://research.kagdi.org/cns/evolving-dendritic-morphologies
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naive synapse is set to 1.5 ηS (before learning) and is subject to change once
multiplied with the weight value after synaptic learning. The resting membrane
potential of a model neuron was set to -65 mV before the transmission of any
excitatory inputs. On arrival of these input signals, an excitatory postsynaptic
potential (EPSP) amplitude, representing the depolarisation of membrane volt-
age is generated. An EPSP is the somatic excitation needed for any neuron to
fire an action potential (AP), caused by the incoming active signals.
2.3 Generation of dendritic structures
To define the growth of a multi-compartmental dendrite, partition notations are
used involving axioms and rules to constitute the branching structure [12]. In a
binary tree, a partition at the bifurcation point is defined by a pair of numbers
denoting the degree of each subtree, where the terminal nodes in each subtree are
further divided into left and right branches as tree grows. Therefore, a sequential
specification containing partition notations executes in a linear order to bifurcate
and generate branches of a tree. For instance, a tree with 4 terminal nodes and
7 compartments can be specified using the partition notations 4(2(1,1)2(1,1))
and 4(1 3(1 2(1,1)) as available in Fig. 1 (A) & (B). In the present study, a
Fig. 1. Partition notations used to define dendritic trees with 3 terminal nodes and
7 compartments in (A) & (B), and Branching of a neuron using the compartmental
model in (C).
population of 100 neurons is generated with T = 128 terminal nodes and 255
(= 2T - 1) compartments, introducing different types of dendritic topologies by
stochastically determining number of terminal points at every branch in a tree.
2.4 Synaptic plasticity and long-term potentiation
A learning process in neurons demonstrates the cells’ activity-dependent adap-
tive behaviour characterised by the Hebbian learning rule of growing synaptic
strength between the firing neuron and the neuron receiving input signals called
synaptic plasticity [6]. A change in synaptic strength occurs due to persistent
stimulations by pairs of pre and post synaptic neurons, where a persistent in-
crease in synaptic strength represents Long-term potentiation (LTP) [11]. LTP
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is an input-specific process shaped by pre-synaptic activations which as a re-
sult determines the behaviour of a postsynaptic neuron. To achieve the synaptic
strength in simulated neurons, a weight value is used that increases by 1, every
time there is an active synapse established between the pre and post synaptic
neurons, which consequently stores a history of active connections representing
neuronal activities, as shown in Fig. 2 (A).
2.5 The pattern recognition task
The ability of a neuron to discriminate between patterns of synaptic inputs is
largely dependent upon its ability to recognise number of active synapses [4].
Comparison is made between the performance of a computing unit in an ar-
tificial neural network (ANN) model of an associative memory and the com-
partmental model of a biologically realistic neuron. At the outset, two sets of
10 binary synaptic input patterns, called the stored and the novel patterns are
provided to the computing unit in ANN. Each pattern contains 255 bit series
of randomly generated binary values representing active and inactive synapses
(where 1 denotes an active synapse) presented to each unit’s 255 input layers.
There are 25 active synapses in each pattern. Under the training phase, the unit
learns 10 stored patterns, and it discriminates the 10 stored patterns from the 10
novel patterns when tested in the recall phase. On each active synapse from the
Fig. 2. LTP learning with 3 synaptic input patterns in (A), and a Recall phase with
synaptic weights to recognise patterns in (B).
stored patterns, a typical weight value is increased by 1, describing the concept
of synaptic strength, as shown in Fig. 2 (A). A response to a specific pattern is a
sum of all inputs multiplied by the associated synaptic weights (Dot product of
an input and weight value) representing the dendritic summation, as calculated
for both the pattern sets using Eq. 1 and is shown in Fig. 2 (B). The dendritic
sum of an output unit is considered as an ultimate response to each pattern
presented, and it is used to calculate the S/N ratio using Eq. 2 [3].
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In the secondary aspect of the pattern recognition task, both sets of input
patterns along with the associated synaptic weights are transferred to the NEU-
RON compartmental model [7]. In a population of 100 compartmental model
neurons with varying dendritic morphologies, the 255 binary inputs are spatially
distributed to each neuron’s 255 dendritic compartments (synapses), each active
input arrives synchronously at its associated synaptic location. The resultant
EPSP amplitudes of each compartmental model neuron for both the pattern
sets were recorded. The EPSP amplitudes represent a change in each cell’s so-
matic voltage, showing the higher and lower membrane potentials, are considered
as a response to the sets of input patterns provided. There is a strong association
between the somatic EPSP amplitudes and a cell’s possible AP [4], indicating
that the EPSP(s) play a crucial role in determining the cell’s pattern recognition
performance. The generated EPSP amplitudes were used to calculate the S/N
Fig. 3. The EPSP amplitudes of passive neuron to 10 stored and 10 novel patterns in
(A), and the frequency of the peak EPSP responses to both stored and novel patterns
(bin width = 1 mV) in (B).
ratio between the responses of stored and novel patterns, which later compared
with the performance of a computing unit in an ANN model. Various forms of
noise that degrade spatio-temporal integration of synaptic inputs are absent in
an ANN model, which are investigated in the compartmental model neurons. A
high performing neuron was thus identified as the one with maximum S/N ratio
in a population of 100 compartmental model neurons, discriminating between
the sets of synaptic inputs, as shown in Fig. 3 (A). The following equations are
used to calculate the Dendritic Sum and the S/N ratio.
Dendritic Sum =
n∑
i=1
Xi.Wi . (1)
In Eq. 1, n refers to the number of synaptic compartments / weights which is
255 for each binary pattern, Xi is the i
th input signal, Wi is the i
th weight value
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in the associated synaptic pattern, as shown in Fig. 2 (A) and (B).
S/N =
(µs − µn)2
0.5(σ2s + σ
2
n)
. (2)
In Eq. 2, µs and µn are the mean values and σ
2
s and σ
2
n are the variances of the
ultimate / peak responses of stored and novel patterns. Graham proposed a simi-
lar type of LTP learning model, calculating the S/N ratio and discriminating the
synaptic inputs in the presence and absence of noise in a multi-compartmental
model of a CA1 hippocampal pyramidal neuron. A study which concluded that
the amplitudes of voltage responses at the soma is dependent upon the spatial
distribution of synapses and that the variations in amplitudes occur due to dif-
ferent synaptic locations (which as a result cause the temporal asynchrony of
signal arrival at the soma) even with the same number of active synapses [4].
2.6 Mean path length
The mean path length is the measure of dendritic distance from soma to terminal
points, considered to analyse the performance of a neuron. Eq. 3 & 4 denote
the dendritic and synaptic mean path (DMP and SMP) length, calculating the
average sum of path lengths (mean number of compartments) from soma to
terminal points, and the average sum of path lengths from soma to number of
active synapses respectively.
Dendritic Mean Path =
1
n
n∑
k=1
Pk . (3)
Synaptic Mean Path =
1
n
n∑
k=1
Qk . (4)
Here, Pk is the length of dendritic path to the k
th terminal point, and Qk is the
length of dendritic path to the kth synaptic compartment from the soma. Fig. 4
shows the calculated DMP and SMP length for each tree available, where a red
line represents an active synapse to that particular compartment.
Fig. 4. Dendritic and synaptic mean path (DMP and SMP) lengths are calculated.
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2.7 Evolutionary algorithm and exploration of dendritic structures
An evolutionary algorithm (EA) is a heuristic optimisation technique inspired
by the Darwinian theory of survival of the fittest and natural genetics, applied to
a population of individuals for breeding high quality solutions [9]. In the present
study, an EA is implemented with a population of 100 candidate solutions (com-
partmental neurons) to produce a fine variety of branching structures and to
maximise the S/N ratio. It is the secondary approach of producing some func-
tionally desirable dendrites in each generation by only selecting high performing
neurons (with maximum S/N ratio) for reproduction. Once pairs of individuals
are selected, the genetic features of dendrites are exchanged using dual point
crossover and offspring are mutated with 4% to 20% of a mutation rate. Ad-
ditionally, the concept of elitism is also utilised, keeping about 10% to 15% of
best individuals intact in the next generation without any genetic modifications.
Elitism makes sure that the EA does not lose high performing neurons once their
genetic details are exchanged or mutated to produce future offspring. The above
steps are repeated until some most fit neurons are reproduced.
3 Results
3.1 Distortion of input signals in dendritic trees
Membrane potential plays a crucial role in determining neuronal performance,
and therefore it is essential to identify the causal relationship between the trav-
elling inputs and the attenuation of an EPSP response. On a dendritic tree,
individual synapses may differ in their distance from soma. As a result, the
amplitude of voltage response at the soma can be affected by the spatial dis-
tribution of these input signals as they travel along the lengthy dendritic tree
to the final integration site. Fig. 5 shows examples of voltage responses gener-
ated at the soma due to different distribution of synaptic inputs (blue traces)
on the dendritic tree, whereas variations in voltage amplitude occur, such as an
EPSP amplitude decreases and its time span lengthens, with the distance of an
originating synapse from the soma. An EPSP response of 22 sparsely attached
active inputs to the 22 distal dendritic compartments in Fig. 5 (A) & (B) shows
only about 0.5 mV of postsynaptic depolarisation as opposed to 8.5 mV when
inputs are clustered proximally to the soma, see Fig. 5 (C) & (D). Interestingly
enough, despite that the distributed excitatory inputs arrive synchronously at
individual synapses, the spatio-temporal integration of transient signals is still
disrupted due to asynchronous arrival of excitatory potentials at the soma, sig-
nificantly affected by the varying synaptic distances from the cell body. Fig. 5
(B) & (D) shows calculated temporal asynchrony of signal integration and the
synaptic mean path length (SMP) depicting larger value for distorted and de-
layed membrane voltage. Similarly, the higher Ra of individual compartment
increases the intracellular resistance for ions to move and disrupts the flow of
synaptic potentials. Hence, the amount of signal attenuation witnessed here is
proportional to the value of axial resistivity used (Ra = 120 Ωcm), showing
inverse association with degrading membrane potential.
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Fig. 5. 22 active synaptic inputs are attached to compartments at distal / proximal
to the soma in (A) & (C) and their voltage responses in (B) & (D) with calculated
Synaptic Mean Path (SMP) and Temporal Asynchrony of Signal Integration.
3.2 Discrimination of synaptic inputs and the signal to noise ratio
Before measuring the somatic EPSP responses of a compartmental model neu-
ron, two sets of randomly generated synaptic input patterns were provided to the
computing unit in an ANN model and their dendtric sums were calculated using
Eq. 1, see frequency distribution in Fig. 6 (A). The s/n ratio was 40.1993 gener-
ated from the dendritic sums of both the pattern sets. Although, the distinction
is quite clear, it is important to measure the somatic response in the compart-
mental model neuron. Once measured, the resultant S/N ratio was 10.130346
with some rather overlapping EPSP amplitudes (results not shown). The DMP
and SMP lengths were 9.531 and 8.448, calculated using Eq. 3 & 4 respectively.
Due to the wider distribution of input synapses, the S/N ratio was relatively
lower, showing poor discrimination of stored and novel patterns. To produce
some high performing neurons, an EA was utilised, evolving 100 individuals for
100 number of generations, which finally produced an optimised neuron (Ap-
pendix Fig. 1 A) showing discriminatory EPSP amplitudes with its improved
S/N ratio of 48.987556, as shown in Fig. 6 (C) & (E). Performance of a most
fit neuron in each generation was compared against its SMP and DMP length
which showed a negative correlation of -0.7937 and -0.4947 respectively, indicat-
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ing growing improvements in the neuronal performance (S/N ratio) with closer
synapses to the soma, see Fig. 7 (A) & (B). Whilst this is the case, it is also key
Fig. 6. Evolution of dendrites for recognising random and clustered (fixed) synaptic
inputs, showing frequency distribution of an ANN model’s weighted sums in (A) &
(B), frequency distribution of an evolved neuron’s peak responses in (C) & (D), and
their associated EPSP amplitudes in (E) & (F) respectively.
to measure the significance of clustered synapses, when input signals are manu-
ally arranged. Synaptic strengthening of a cell in forms of weight values depends
however on where, how many and how often synapses are activated. A set con-
taining 10 fixed stored patterns was designed by variably concentrating 20% to
25% of active inputs at 4 different regions across the dendritic tree. These spa-
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tial arrangements of synaptic inputs played a major role for somatic integration
by controlling the strength of combined active signals. The calculated neuronal
performance was 126.9557 in an ANN model, frequency distribution is shown
in Fig. 6 (B). On the contrary, the maximum S/N ratio of 83.5114 was found
(results not shown) in a population with 100 compartmental neurons, which fur-
ther increased to 338.8579 after 100 evolutionary iterations (the evolved neuron
is in Appendix Fig. 1 B), showing a clear distinction between the synaptic pat-
terns, as indicated in Fig. 6 (D) & (F). Again, the S/N ratio for each generation
was compared against the SMP and DMP lengths, and a negative association of
-0.4210 and -0.3258 was recorded as shown in Fig. 7 (C) & (D) respectively.
Fig. 7. The S/N ratio of a most fit neuron from each evolutionary generation was
compared against its SMP and DMP length, recognising both the random and clustered
input patterns in (A), (B) & (C), (D) respectively.
3.3 Temporal asynchrony of somatic integration
Since the random and a wide distribution of synaptic inputs show a great vari-
ety of distances from soma, there exists a temporal asynchrony of signal arrival
at the final integration site. An effect of which broadly affects the neuronal re-
sponse by making it highly inhomogeneous, as shown in Fig 5. Therefore, it is
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also likely that the variety of these EPSP responses are proportional to the tem-
poral irregularity of incoming inputs. It would be useful to ascertain whether
these temporal irregularities of signal arrival have a causal relationship with
their associated inhomogeneous somatic responses. An experiment was carried
out in which an EA recorded the temporal irregularity of signal arrival for each
most fit neuron for 100 generations. Once they were compared with the vary-
ing peak responses of stored patterns, a positive association of 0.631279039 was
found, suggesting growing variations of somatic responses with increasing tempo-
ral asynchrony of signal arrival at soma. Similarly, the temporal asynchrony was
also compared against the measure of s/n ratio which depicted a negative cor-
relation of -0.5151, showing poor neuronal performance with a growing synaptic
irregularity, see Fig. 8.
Fig. 8. Temporal irregularity of signal arrival at soma and its impact on the S/N ratio.
4 Discussion
The pattern recognition capacity of a cell was assessed in an artificial neural
network model of an associative memory, discerning between two sets of tran-
sient input patterns. To estimate the likely effect of different dendritic topologies
and the impact of spatio-temporal noise on neuronal performance, a compart-
mental model simulated the postsynaptic integration of synaptic inputs. The
performance of a neuron is directly associated with the spatial distribution of its
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synapses. Consequently, it performs sufficiently well when inputs are clustered
as opposed to when they are purely random. Persistent and clustered synaptic
inputs to a specific region of a dendrite enhances the strength and arrival timing
of these signals at soma, complying with the Hebbian learning rule for long-term
potentiation and synaptic plasticity. However, when inputs are randomly gener-
ated, a neuron receives these signals widely across its dendritic arbour, attaining
apportioned synaptic weights to exhibit its average discriminatory performance.
The EA successfully generated best possible individuals in each generations and
the evolved neurons performed sufficiently well compared to the originally gener-
ated neurons. Considering the impact of different dendritic distance on neuronal
performance, a measure of mean path length was compared with the S/N ratio
of each evolving neuron from the population. An outcome of this showed a neg-
ative association of mean path lengths with improving neuronal performance.
Furthermore, the obvious impact of temporal irregularity introduced due to dif-
ferent synaptic distances from soma, as explained in section 3.3, showed a grow-
ing association with the variability of somatic voltage amplitudes. Whilst there
is a relationship between the two variables, it is still least relevant to support
the assertion that such irregularity causes other variations to occur. It can be
argued due to the fact that attenuation or strengthening of somatic voltage does
not solely dependent upon such temporal irregularities, and that the arrival of
such irregular inputs could still perform better if they are clustered and if arrived
with strong potentials, as it was the case with fixed synaptic patterns (Section
3.2), suggesting weak relevance with the dependency of synaptic distance.
The measure of S/N is proportional to the differing responses between the
stored and novel patterns, where the reduction in variability of each of the pat-
tern set’s peak responses directly influence the cell’s pattern recognition per-
formance. Performance of a neuron with a large number of active synapses (in
stored patterns) nearer to soma depicts a least variability of somatic voltage
amplitudes, since there is a smaller variance of synaptic distances. As a result,
arriving signals get integrated at soma more or less synchronously, also enhanc-
ing the measure of signal to noise ratio.
The increasing value of compartment length and axial resistivity, Ra exhibit
a degrading and prolonged amplitude of somatic voltage. To verify these effects,
different values such as 200, 300, 400 µm for compartment length and 50, 100,
150 Ωcm for Ra were considered, which showed decreasing mean stored (µs)
responses; -57.02, -59.79, -61.20 (each affected by an increasing compartment
length) and -57.70, -59.35, -60.31 (each affected by an increasing Ra) respectively.
An appropriate value of axial resistivity is quite uncertain and it was estimated
between 50 - 400 Ωcm [4]. A relatively lower value of Ra improves the S/N ratio
by decreasing intracellular resistance for ions to move, ultimately reducing the
variability of somatic responses to stored and novel patterns.
The present study is an extension of work done by Graham [4] and De
Sousa [3] in which synaptic patterns were composed of synchronously arriv-
ing randomly generated transient inputs. A study carried out by Graham [4]
involved pattern recognition of 100 and 200 active inputs, which in the current
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study are considered as stored and novel patterns, but with equal number of ac-
tive inputs. Currently, a notion of clustered synaptic inputs is used in addition
to the randomly generated input patterns along with an EA to optimise number
of inputs that each active synapse receives. Clustered synapses aim to minimise
the distance variations of inputs to soma and grow the membrane voltage in
each cluster by controlling the strength of combined signals - which as a result
produce least variable EPSP amplitudes for an improved S/N ratio. The impli-
cation of this findings is that the spatial organisation of active inputs determines
dendritic integration of a postsynaptic neuron with a little dependency on any
specific structure of a morphology. In other words, a correlated and synchronous
arrival of inputs to soma is the best predictor for high performing neurons.
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Appendix:
Fig. 1. Dendritic morphologies evolved after 100 evolutionary iterations to recognise
random and clustered input patterns in (A) & (B) respectively.
