Optical cameras give detailed images in clear waters. However, in dark or turbid waters, information coming from electro-optical sensors is insufficient for accurate scene perception. Imaging sonars, also known as acoustic cameras, can provide enhanced target details in these scenarios. In this paper, a computationally efficient 2D high-frequency, forward-looking sonar image simulator is presented. Stages and requirements of the image formation process are explained in detail. For the postprocessing of the returned sonar signals, a novel computation engine is proposed based on the geometric structures of the simulated surfaces. By treating all the continuous surfaces separately, the simulator is able to exactly calculate bright and shadowed zones in the 2D sonar image.
Introduction
Since the range and applicability of optical imaging systems in underwater is limited, acoustic imaging systems have been the preferred solution for the observation of underwater environments. The images produced by these systems give the acoustic echo strength obtained from the observed area. Among these systems, high-frequency (900 kHz to 1.8 MHz) active 2D sonars, such as synthetic aperture and forward-looking sonar, give the best resolution, which allows for a few centimeters' resolution in range and azimuth.
Simulation is an important tool to evaluate the performance and robustness of a system for varying parameters of inputs. In terms of sonar imaging, a simulator also gives researchers the opportunity to generate an image database for developing and testing various object detection and classification algorithms for underwater environments. The studies on the simulation of 2D sonar images, begun in the late 1990s, can be summarized as follows. An application of the optical ray-tracing technique to the simulation of underwater side-scan sonar imagery was presented in [1] , where the images were generated by the use of acoustic signals represented by rays. The basic methodology of the sonar simulation model and the techniques used to circumvent the time-based display problems were illustrated. A method for the simulation of synthetic aperture sonar images was proposed in [2] , based on the frequency-domain approach. In this implementation, the sonar image was generated by expressing the Fourier transform of the received signal in terms of transmitted signal. Simplifications in the frequency domain model resulted in a basic illumination model. A volume-based approach for side-scan sonar simulation was proposed in [3] , which used acoustic tubes instead of rays. In this method, an acoustic tube was transmitted and the interaction of this tube with scene elements was considered, which allowed for the exhaustive description of the received energy. The propagation history obtained from the tube tracing allowed all the incoming contributions to be summarized in order to produce the desired image.
In this paper, a high-frequency 2D sonar image simulator is presented. Since this is a forward-looking sonar model, sound pulses are transmitted to the environment from a single point, unlike side-scan or synthetic aperture sonar models as in [1, 2] . This is the first advantage of our model over existing models, which can be exploited to obtain video-like imagery thanks to the dynamic acoustic camera position. The only drawback to using the forward-looking model is the requirement of the polar to rectangular conversion after the postprocessing of data, which adds a minimal computational cost. In the proposed model, ray tracing [1, 4] is used to calculate the acoustic pressure where the illumination model of the Sigmas simulator [2] is used in simulations for simplicity. This is the advantage of ray tracing over the tube-tracing method [3] , though at the cost of slightly reduced image resolution. The main contribution of the proposed model is the usage of raw data obtained from continuous surfaces in a computationally efficient way to produce a sonar image. The computational engine of the simulator takes into account geometrical structures of the simulated objects, such as spheres, ellipsoids, and faces of planes. Hence, it allows for the simulation of curved surfaces, which is another advantage of the proposed model over those of [1, 3] . To calculate the intensity of a pixel, first all the scene elements associated with a continuous surface are enumerated. Then a sound ray is transmitted to the observed area and its path is traced through the scene. In case of an intersection with a scene element, sound intensity and the surface number of the corresponding point are stored. After all the rays are transmitted, received signals belonging to every discrete surface are evaluated separately. As a result, the energy received from different points in the scene is summarized exactly and efficiently without the need of precise ray sampling, as long as the number of transmitted rays is high enough.
Background

Basics of 2D sonar imaging
Sonar uses the propagation of sound to detect and identify objects, mostly under the surface of water. There are two types of sonar. The first one is passive sonar, which listens for sounds radiating from the environment. The second one is active sonar, which emits sound pulses into the area to be observed and then listens for the echoes coming from objects that might be present in that area [5] . Two-dimensional imaging sonar is of the active type.
A single beam emitted from a sonar transducer is shown in Figure 1 . A 2D imaging sonar consists of an array of such transducers arranged in an order that yields the desired illumination of the scene by sound pulses. In Figure 1 , the azimuth width (θ B ) and elevation width (ϕ B ) show the horizontal and vertical beamwidth of the emitted sound pulse, respectively. Two-dimensional imaging sonars, sometimes referred to as acoustic cameras, operate at high frequencies to provide the desired resolution, such as the Blueview P900 sonar. This sonar operates at 900 kHz and utilizes 512 beams with θ B = 1
• azimuth and ϕ B = 20 A typical sonar image is obtained by plotting the intensity recorded at the receiver versus time for each beam in a particular azimuth direction. The geometry of the narrow sound pulses provides good localization accuracy in azimuth direction. However, it is considered a 2D imaging system because there is a ±(ϕ B /2)
• uncertainity in the elevation of an imaged 3D scene point. This is a trade-off, because the narrower the elevation width of the pulse is, the less uncertainty there is in elevation of the scene points, but the angle of view is narrower. 
The acoustic wave equation
Assuming the sound speed (c) is constant in the water column, the propagation of the acoustic wave can be written as [6] 
where p is the acoustic pressure, s(t) is the wave signal produced by point acoustic source located at the 3D point (x s , y s , z s ) and δ is Dirac's delta function.
If sound propagates as in Eq. (1), the acoustic pressure, which is a function of time and space, is given by [2] :
where x = [x; y; z] and r is the distance between x and acoustic source.
Eq. (2) shows that the acoustic pressure is inversely proportional to r , which is a consequence of spherical spreading law. Since 2D imaging sonar is active sonar, this attenuation in acoustical pressure applies twice because the sound travels first from sonar to object and then from object to sonar. Hence, the sonar receives shifted and reduced sound signal. On the other hand, Eq. (2) is valid only if the acoustic wave is transmitted by a monopole point source.
Sonar simulation models
In practice, several models are used frequently for simulating the sonar image [2] . Some of these methods are as follows:
Frequency domain models
This approach uses the relationship between the Fourier transform of the transmitted and received sound pulses [2] . Filtering operations, including the point spread function of sonar to image formation process, are easier in this approach.
Finite difference models
In this approach, the acoustic wave equation in Eq. (1) is solved numerically. The derivative of the acoustic pressure p(x,t) with respect to time and space can be found using finite differences. Given initial conditions, i.e. p(x,0), the acoustic pressure is calculated in space at any time. However, using finite difference methods for sonar that operates at high frequencies is impractical because of the high computational requirements.
Ray tracing
Ray tracing is a technique used in computer graphics for generating images by tracing the path of light through a scene. With this technique, high-quality sonar images can be obtained [7] . The main drawback of ray tracing is its high computational load.
SIGMAS simulator
SIGMAS is a sonar simulator developed at the NATO Underwater Research Center. It uses the frequency domain model. In sonar simulations, there is a trade-off between the time required to form the image and the quality of the image. Hence, a sonar simulator should be sufficiently fast, but at the same time should produce realistic images. To assure these conditions, some assumptions should be made.
In view of 2D forward-looking sonar imaging, since the objects of interest are in general in the range of several meters, the sound of the speed in water is assumed to be constant [8] , which simplifies tracing the paths of the sound pulses. Furthermore, to apply the Kirchhoff scattered field approximation, imaged objects are assumed to be made of discrete patches [2] .
The acoustic pressure at the sonar receiver x r is a function of frequency. Using Green's theorem, the pressure at the surface patch A can be written as [9, 10] 
where n is the surface normal and G is Green's function. For homogeneous media, G is described as [10] 
where k = 2πf /c is the wave number.
Part of the pressure of the transmitted sound pulse transfers to the surface patch. The surface reflectivity coefficient R gives a proportion of reflected pressure (P i ) to transmitted wave pressure P . P i and P are related as [2] 
where n shows the changes in the direction of the normal.
Assuming an acoustically rigid object, i.e. R = 1, further simplifies the calculations. Substituting 1 for R in Eqs. (6) and (7) and using Eq. (5) twice for two-way spherical spreading loss yields the following equation:
where x s is the location of the acoustic source.
If the surface of the object is assumed to made of small patches with an equal area of a 2 , the integral in Eq. (8) can be written as a summation [2] :
where r k is the vector to the k th surface patch, S(f ) is the Fourier transform of s(t), and ∧ indicates the unit vectors.
Model simplification
Images produced using Eq. (9) are very realistic, but this model discretizes the simulated objects' facets smaller than the wavelength of the transmitted signal, which requires high computational load.
If the acoustic rigidity of objects is ignored, Eq. (9) can be further simplified. On the other hand, if surfaces are rough considering the wavelength of the transmitted signal, complex exponentials can be omitted and the same reflectivity values can be obtained using bigger surface patches [2] . To compensate for the effects of the complex exponentials, an experimentally determined noise model should be used [7] . Reduction in the pressure level at the received signal due to transmission loss can be improved by time-varying gain, which removes the need for the inversely squared term in Eq. (9) . If all the calculations are made in image space then there is no need for the Fourier transform, which results in the intensity I of a pixel at point r:
where the sonar is at origin, K includes all scaling factors, R k is the acoustical reflectivity of the k th surface patch, and χ k is the characteristic function of the patch. Eq. (10) is fundamentally a Lambertian illumination model for diffuse reflectance [11] , which is also known as ideal diffuse reflection. In this model, the observed intensity of a scene point only depends on the direction of the illumination. Figure 2 shows the ideal diffuse reflectance model. The perceived brightness of a scene point is proportional to the cosine of the angle between incidence beam and surface normal. The assumptions made on the frequency-based model simplify the calculations of image formation process. After this point, any standard rendering software can be used to obtain the sonar image. Figure 3 shows the 3D model of the barrel sitting on the seafloor and its sonar image produced by the simplified frequency domain model. 
Image formation
The sonar image of a given 3D model of a scene is produced by optical ray tracing technique based on Eq. (10). By means of ray tracing, required distance, relative angle, and intensity information of the targets are obtained to form the image. The steps of the image formation process are given in detail in the following sections.
Scanning the scene
Given a 3D model of the scene and location and orientation of the sonar, the scene can be scanned by optical rays if the azimuth (θ B ) and elevation (ϕ B ) beam of the sonar is specified. For the Blueview P900 sonar, θ B = 1
• , ϕ = 20
• , and there are 512 beams with a total coverage of θ T = 90
• in the azimuth direction. After the rays are emitted from the acoustic source, their trajectories are traced until they intersect with an object in 3D space found at point P. For each ray, 3 values are calculated and stored. The first one is the Euclidean distance between the source and P, the second is the intensity of the returned signal, and the third is the surface number, which will be used in uniforming the nonuniformly distributed sonar signal. The information for each ray is stored in 512 × 750 matrices (for each data type), where columns of the matrices correspond to one sound beam in Figure 1 , and rows correspond to the angular sampling of the continuous beam. Figure 5 shows one of these rays transmitted from a point source. The intensity value returned from point P is calculated with Eq. (2.10), which corresponds to the Lambert illumination model. As a side product of this process, a depth map of the scene is obtained. 
Processing of data
Modeling the continuous sound wave as angularly sampled discrete rays causes some problems in displaying the received data. Hence, the stored data in matrices must be processed before displaying as an image.
Sonar forms an image using the time-of-flight of the sound pulses. After sampling and quantizing the received signal, it can be plotted directly as a function of time. Each column of the image corresponds to one continuous sound wave; rows of the image correspond to the range of the objects. However, the intensity values of the rows in a sonar image must show the uniformly incremented time instants, because the pixels of a digital image are considered equally sized and equidistant pixels. This requires that the values stored in rows of the data matrix represent the constant range increments.
The first way to obtain constant time increments is by adjusting the pulse-emitting angles so that they correspond to the spatially sampled rays; otherwise, the resulting intensity values lead to unacceptable results [1] . On the other hand, even if the exact settling of the scene is known, spatial sampling of the pulses is difficult and requires careful calculations.
The second way to produce equally spaced range samples is to conduct angular sampling of the rays and then process the intensity information, which is a function of time, without violating the sampling theory. Figure 6 shows the ray sampling techniques where the angular sampling technique is used in our simulations.
The first step in the angular sampling method is to sort the data in ascending range order. Although the rays emitted provide ascending time returns, the received signal does not necessarily ensure this condition since the scene probably does not ensure isovelocity conditions. Figure 7a shows the received raw data for one sound pulse, and Figure 7b shows sorted data in ascending range.
To complete the image formation process, multiple returns, acoustic shadows, decimation, and transformation stages should be considered. 
Acoustic shadows
In an optical image, shadow zones are areas where the light cannot illuminate or partially illuminate. Similarly, while sonar scans the scene, some part of the objects and ground cannot be ensonified by acoustic pulses. This will result in acoustic shadow zones in the sonar image, where no return can be received. This case is illustrated in Figure 8 . Shadows are one of the most important features in sonar images. Sonar produces a 2D image, including shadow zones, which provides 3D information about the scene structure. Sometimes this additional information is crucial for the accurate localization of the objects where the optical cameras cannot provide enough information due to the turbidity of water and insufficient lighting.
A shadow region might be created by an object sitting on the floor or otherwise preventing the illumination of another object with sound waves. An example of received signal for one of the transmitted pulses can be seen Figure 9 , where the intervals with zero intensity after the first nonzero interval correspond to shadow regions on the seabed. On the other hand, the transition from Figure 9a to Figure 9b is not straightforward. If the scattered data in Figure 9a are interpolated with a sinc function or linearly, the lacking intensity values are completed with unrealistic ones. To overcome this problem, a threshold (s t ) should be specified for the shadow zones, which can be determined using the detection range of sonar. If the time difference between any consecutive samples in the scattered data is greater than st, then 0 should be added between these samples at sampling instants (t s ), as is also done in the interpolation of scattered data. Furthermore, this step is required to guarantee constant time increments of the sonar data. 
Multiple returns and bright areas
Considering Eq. (2.10), the brightness of point P in a sonar image is proportional to the cosine of the angle between the normal of the surface at P and the intersecting ray. As a result, if the direction of the sound ray inclined on a surface normally, these points would produce brighter areas in sonar image. Furthermore, since sound is a continuous wave, for most of the geometrical shapes, returns that reach the receiver at the same time are inevitable. This case is basically shown in Figure 10 . Rays 1 and 2 are the angular samples of the continuous beam and have equal distance to points P1 and P2 found on the seabed, respectively. Hence, reflections from these points will reach the receiver at the same time. In a real sonar image, the pixel belonging to these points will be brighter relative to other pixels.
To evaluate multiple returns, intensity values received simultaneously must be added. This process is not straightforward because the sound waves are not sampled spatially, which creates nonuniform increments of received data in time. The proposed method for this operation is based on examining the scatter profiles of returning signals for different geometrical figures, such as planes, spheres, and ellipsoids. Intersection of transmitted rays with these geometric figures is shown in Figure 11 in cross-sections. The points where maximum Figure 11b , and P8 and P7 (or P9) in Figure 11c . Corresponding signal returns are shown in Figure 12 , where the characteristic of different types of surfaces can be seen. Among these surfaces, the profile of the sphere might be tricky. Referring to Figure 11b , P5 is the closest point of the circle to the sonar transmitter, which is, at the same time, the point where the maximum intensity value was obtained. This intensity value decreases as the sound waves intersect the furthest accessible points, P4 and P6. Since the cross-section of the sphere is symmetrical around P5 relative to the sonar, discriminating the returning signals from the surface patches P5-P4 and P5-P6 is impossible. Hence, overlapping signals should be handled carefully. To perform the summation, surface numbers stored in the matrix should be used. Considering the scatter profiles of different surface types, the nonuniform data samples in time should be transformed to uniform samples by interpolation for every surface in the matrix so that summation is achieved without distorting the data. Figure  9a shows the received intensity signal from a scene, which consists of planes and ellipsoids, and Figure 9b shows the result of summation. The flowchart up to the decimation stage is shown in Figure 13 . 
Decimation
The signal processing operations in previous sections generate more samples than the number of pixels in rows of the displayed image. Hence, it is necessary to reduce the number of samples without distorting it. This operation is achieved by decimation, which is a two-step process. First, the signal is filtered with an antialiasing filter, and then it is downsampled to the specified sample size.
Transformation
Forward-looking sonar images differ from optical images geometrically. Since the sensor from which the light is projected is rectangular, so are the optical images. On the other hand, the projection model of the sonar is different where a pixel on the image shows the relative angle with respect to the looking direction and range of corresponding area. Taking into account the ray directions emitted from sonar, it is not surprising that forward-looking sonar produces nonrectangular images. Hence, after the decimation step, the image that is directly produced from decimated data must be transformed to rectangular form using the detection interval and θ T . Otherwise, geometrical distortions in the image are inevitable. An example of polar to rectangular conversion is shown in Figure 14 . 
Results
In this section, sonar images simulated by the method mentioned in previous sections will be presented step by step. Simulated scenes consist of geometrical shapes, such as cuboids, spheres, ellipsoids, and cylinders, as shown in Figure 15 . In the simulation, the location of the sonar is L s = [0, −6, 2] T and it is directed to the origin of the coordinate system. The image directly formed after the decimation step is shown in Figure 16 . To prevent geometrical distortions, it should be transformed to the rectangular form using the specifications of the sonar. The result of the transformation is shown in Figure 17 . However, comparison of a real sonar image with a simulated image is also made and shown in Figure 18 . The regions where the sound waves (i.e. optical rays) intersect the scene at approximately perpendicular angles, or where there are multiple returns to the receiver, can be clearly identified in Figures 17 and 18 as bright areas. This result is easily interpreted on a sphere, which is also a symmetrical figure, considering the operating principle of 2D sonar.
As in the optical image, the depth information of the scene is relatively reduced in a sonar image, which increases the importance of the shadow regions in a sonar image for enhanced scene perception. The shadow regions, where the acoustic signals cannot reach, are represented with black, as shown in Figures 17 and 18 . These areas provide extra information for more reliable movement in dark and muddy waters. Among these, the relative position of the shadow with respect to the object is the most basic one. This gives information on whether the scanned object is in the water column or on the ground.
Summary and conclusion
In this paper, a 2D high-frequency forward-looking sonar simulator was developed that permits the visualization of the received acoustic data in image form. The method was based on the optical ray tracing [1] combined with the frequency domain approach [2] , but several fundamental modifications were required to produce the 2D sonar image. These modifications are generally associated with time-based display problems and solutions to these problems have been clarified in detail.
Determination of the bright and shadow areas was explained and a computationally efficient algorithm was proposed to process the multiple returns to sonar receiver. The method is based on storing the assigned number of the intersected surface and processing the returned signals for different surfaces separately considering their acoustic scatter profiles. This operation removes the need of using too many optical rays and reduces computation time. Images produced with this method are sufficiently realistic, as shown in Figure 18 .
The calculations were done on a personal computer (Core 2 Duo, 2.53 GHz). All algorithms were implemented using MATLAB running on Windows 7. The average simulation time for a scene as in Figure 15 was 2.5 min, which is a relatively short time for the simulation of high-frequency sonar. This shows the computational efficiency of the method when compared with the methods given in [1, 3] . However, this computation time can be further reduced by using a faster compiling environment, such as C, and a faster processor. Even though obtaining a real-time 2D sonar image is hard, we think that our simulator would contribute to the development of novel processing algorithms for underwater images.
