We propose an expanded end-to-end DNN architecture for speaker verification based on b-vectors as well as d-vectors. We embedded the components of a speaker verification system such as modeling frame-level features, extracting utterance-level features, dimensionality reduction of utterancelevel features, and trial-level scoring in an expanded end-toend DNN architecture. The main contribution of this paper is that, instead of using DNNs as parts of the system trained independently, we train the whole system jointly with a finetune cost after pre-training each part. The experimental results show that the proposed system outperforms the baseline dvector system and i-vector PLDA system.
Introduction
Speaker verification is performed in units of utterance, assuming only one speaker for one utterance. Therefore, most of the systems with high performance in the conventional studies on speaker verification extract utterance-level features and utilize them [2-8, 10, 11] . For example, the operation of ivector probabilistic linear discriminant analysis (PLDA) system [9, 10] , which is a state-of-the-art system in the field of speaker verification, is as follows. First, frame-level features such as mel-filterbank cepstral coefficients (MFCCs) are extracted from the input speech signal and modeled by Gaussian mixtures model (GMM). Utterance-level features such as the i-vectors are extracted by combining the information of frame-level features from each utterance. In order to increase the discrimination power of the utterancelevel features or to reduce the dimension, the feature enhancement techniques such as linear discriminant analysis (LDA) or within class covariance normalization (WCCN) are applied. The enhanced utterance-level features are modeled and scored at trial-level for speaker verification. The trial is a unit for speaker verification consisting of two utterance-level features. A simple trial-level scoring can be performed by calculating cosine similarity from two utterance-level features. PLDA technique is applied to perform trial-level modeling and more sophisticated scoring. Therefore, the processes from frame-level feature extraction to trial-level scoring of the ivector PLDA system can be considered as five stages constituting the speaker verification system. Figure 1 shows the five stages described above and components that perform each stage based on i-vector PLDA system.
In recent years, deep neural networks (DNNs) have been applied to many machine learning fields, and considerably improved the performance [1] . Based on these results, some studies have been carried out to apply DNN to some of the stages required for speaker verification. In [2, 3] , a method to calculate Baum-Welch statistics corresponding to the second and third stage with DNN is proposed. There have also been studies that performed utterance-level feature enhancement by applying DNN to the fourth stage [4] . In [5] , b-vector based system that can perform the fifth stage using DNN as a binary classifier is proposed. Although an end-to-end architecture that performs speaker verification with DNN was introduced in [6] , the proposed architecture only performs the second and fifth stages. The previous researches on end-to-end DNN architectures limits the usages to some stages of speaker verification. Therefore, we propose an expanded end-to-end DNN (EEEnet) architecture that covers from the second to fifth stage of speaker verification. We embed layers into the EEEnet that perform similar operations to all the components used in the i-vector PLDA system. In addition, we propose a joint-training technique that can effectively train all of the layers of the EEEnet simultaneously.
In section 2, we describe the conventional speaker verification systems based on DNNs. Section 3 describes the proposed system. Finally, section 4, 5, and 6 describe the experiments, conclusions, and future works respectively.
Conventional systems

D-vector based systems
D-vector based systems use the activations of the specific hidden layer of DNN as an utterance-level feature [6] [7] . In general, a DNN used for extracting d-vectors is trained as a speaker identifier. 
where ܶ is the number of frames in each utterance and is the activation vector of the hidden layer, as a result of feedforwarding the ݅-th frame.
In the d-vector system, the first step is to train the DNN as a speaker identifier (or classifier) with a development set. Next, the enrollment phase estimates a speaker model by averaging d-vectors over time. Then the evaluation phase, the cosine similarities between speaker model and the d-vector of an evaluation utterance are calculated. The key assumption underlying in the d-vector system is that the DNN can represents the frame-level features properly in the process of training the DNN as a speaker identifier. However, d-vector based system has a limitation that DNN is used only in the second and the third stage.
B-vector based system
A b-vector based system classifies a trial composed of two utterances into the two classes [5] . The two classes mean that the utterances are spoken from "a same speaker" or "different speakers", respectively. In the system, each utterance is represented by a feature such as an i-vector which is an utterance-level feature, and a b-vector is extracted by applying simple binary operations. For example, element-wise addition, subtraction, or multiplication of the two i-vectors can be used for extracting a b-vector such as the following equations.
where ଵ and ଶ are i-vectors from each utterance and ⊕, ⊗ and ⊖ are the element-wise addition, multiplication and subtraction operations, respectively. The b-vectors based on binary operations describe the relationship between the two utterances, so that a classifier such as a DNN can perform speaker verification [5] . The flow of SV using the b-vector is shown in figure 2.
Proposed system
Most of the studies for speaker verification apply DNN to only some stages of speaker verification. In this paper, we propose EEEnet, an end-to-end DNN architecture that can replace from the second to the last stage of speaker verification at once.
Architecture
The EEEnet is composed of three groups of layers as shown in figure 3 : frame-level, utterance-level, and trial-level layers. Frame-level layers perform the second and third stage shown in figure 1 , and have similar role with i-vector extraction in the conventional i-vector PLDA system. Utterance-level layers perform the fourth stage, and have similar role of LDA in ivector PLDA system which enhance the discriminability power of utterance-level features. Trial-level layers perform the fifth stage, and have the role of PLDA which is for triallevel scoring.
The structure of the frame-level layers is the same as the DNN d-vector system aforementioned in section 2.1. The frame-level layers extract the acoustic features and transform them for speaker identification or verification. Utterance-level features are extracted by averaging the last frame-level layer outputs.
The utterance-level layers enhance the utterance-level features. We apply the residual learning method by using identity mapping [12] for the effective feature enhancement. The residual learning is a technique to train DNNs that only find the residual values needed for the feature enhancement, rather than finding new feature vectors. It is known from previous studies that this technique can transform or enhance the input features effectively [12] . The enhanced vectors from the conventional DNNs and those from the DNNs with residual learning are expressed as:
where ‫ܡ‬ and ௦ denote feature vectors enhanced by conventional DNN and residual learning DNN, respectively, and ‫ܠ‬ denotes an input to the DNNs. The output of the DNN defined by weight parameter W, is denoted by function ℱ(•).
The residual learning can be implemented on the network by the identity connections shown in Figure 3 . Finally, the trial-level layers similar to the b-vector system make final decision for speaker verification. In the trial-level layers, we define the b-vector operations as:
where the function ‫݊݃ݏ‬ returns the signs of each elements in the vector. The operations are defined to compensate for the changes of the scales of the feature vectors caused by each binary operation.
Joint-training method
It is difficult and inefficient to train the entire network at a time. Therefore we insert two new output layers that are different with conventional one and propose a novel training method. The newly inserted output layers are activated by the soft-max function and perform speaker identification at the frame-level and utterance-level, respectively. We expected that it would provide additional information to the network by adding output layers that perform operations related to the original purpose (identification related to speaker verification), such as multitask learning [13] . In addition, we expected that the problem of gradient vanishing that might occur when learning the weights of layers that are far away from the conventional output layer [14] , could be solved to some extent. This structure is inspired by the colorization study related to image processing [15] . The entire architecture including newly inserted output layers is joint-trained by the novel method as follows.
We pre-train the components of the EEEnet in two steps. The first pre-training is fine-tuning the frame-level layers with fine-tune cost defined as
where ‫ܮܮܰ‬ ௦ௗ_ means a negative log likelihood (NLL) for speaker identification of each frame calculated from the output layer right next the frame-level layers in figure 3 . The second pre-training is done by fine-tuning the frame-level layers and utterance-level layers simultaneously with fine-tune cost defined as
where ‫ܮܮܰ‬ ௦ௗ_௨௧௧ means an NLL for speaker identification of each utterance calculated from the output layer next to the utterance-level layers in figure 3 and ߙ means a weight factor between the two NLLs. Finally, the entire network is finetuned with fine-tune cost defined as
where ‫ܮܮܰ‬ ௦௩ means NLL for SV of each trial calculated from the final output layer . We expect that by using the fine-tune cost defined with various NLLs, more information will be provided to the network. For example, the information about speaker identity for each frame or utterance is additionally provided to the EEEnet. Also, the gradient vanishing problems can be mitigated, because the errors calculated in the new inserted output layers are directly back-propagated to the frame-or utterance-level layers.
EEEnet is an architecture designed to perform from the second stage to the final stage of speaker verification with only DNNs. Therefore, it can be expected that each stage will be more suitable for speaker verification. For example, in the i-vector PLDA system, frame-level modeling is performed by the GMM that simply represent the distribution of frame-level features. However, frame-level layers of the EEEnet can perform more suitable frame-level modeling for speaker verification in the course of being trained with fine-tune cost defined by Eq. (12).
Experiments
To evaluate performances of the EEEnet, we designed textdependent SV experiments. D-vector based systems are proposed for text-dependent task. All the systems with the DNN is implemented in the Theano environment [17, 18] . We use Kaldi [19] which is an open-source speech and speaker recognition toolkit for i-vector PLDA system.
Database
All the experiments in this study were carried out using Korean speech database for text-dependent speaker recognition distributed by Electronics and Telecommunication Research Institute (ETRI). This database contains the speech of 250 speakers, and each speaker read 10 sentences, 20 times. The voices of 150 speakers were used as a development set, and the voices of 100 speakers was used as an evaluation set. Ten and forty utterances with length of approximately one second (and one sentence) were used for speaker enrolment and verification respectively.
I-vector PLDA system
60-dimensional feature vectors (19 MFCCs + energy + Δ + ΔΔ) were extracted using a 25-ms window with 10-ms shifts, and then cepstral mean normalization (CMN) was applied.
A gender-independent UBM, containing 128 Gaussian components, and a TVM with dimensionality 200 were trained, both with 5 iterations. LDA was applied to reduce the dimensions of the i-vectors to 100. Length normalizations were applied to the i-vector before and after applying the LDA. For the baseline system, a PLDA model was estimated using the dimensionality-reduced i-vectors.
D-vector based system
The baseline d-vector system is composed of 4 fullyconnected hidden layers, 3 having 1024 nodes and the last layer having 512 nodes. Input layer size is 48*48, a 48-dimensional feature extracted by mel-filterbank method and then concatenated with 35 previous frames and 12 upcoming frames. Output layer has 150 nodes, same with the number of speakers in development set. We used rectified linear unit (ReLU) as the activation function for the hidden layers. Most d-vector based system configurations, including context frames (35 previous and 12 upcoming frames), are described in [6] .
Proposed EEEnet
The frame-level layers of EEEnet including the output layer has the same structure as the d-vector based system. The utterance-level layers contain three hidden layers with 512 nodes, and the trial-level layers contains five hidden layers with 1024 nodes. All nodes in the hidden layers are activated by ReLU function. The frame-level layers and the utterancelevel layers were pre-trained with thirty epochs. Then the whole network was trained with learning rate of 0.1, batch size of 100, ߙ of 0.1, "drop-out" technique, and approximately 100,000 trials selected from the development set. Table 1 shows the results of the baseline and the proposed systems in terms of equal error rate (EER). "D-vector" and "EEEnet" in the table 1 mean the systems introduced in the section 2.1 and 3, respectively. "I-vector + EEEnet" means the system using the i-vectors instead of the d-vectors of the EEEnet as the front-end. This experiment was carried out to compare the performance according to the front-end of the EEEnet. The results showed that the relative error reduction (RER) of the EEEnet over that of the d-vector system was 36.6%, and the RER of the i-vector + EEEnet over that of the i-vector PLDA system was 11.3%.
Results
Analysis
The d-vector based system among baseline systems shows worse performance than i-vector PLDA system and shows the same tendency with previous studies [6] . EEEnet using dvector as the front-end shows better performance than pure dvector system, and EEEnet using i-vector ("I-vector + EEEnet") as the front-end shows higher performance than single i-vector PLDA system. The results show that the backend expanded with the EEEnet can perform desired operation properly. Therefore, it is expected that the EEEnet may perform well as back-end in LSTM-based experiments not covered in this paper.
Conclusions
In this paper, we proposed an expanded end-to-end DNN architecture which embeds the layers that can perform from the second stage to the final stage in speaker verification. In the proposed EEEnet, each layer is effectively joint-trained using the fine-tune cost defined on the basis of speaker verification. The results of the experimental evaluation showed that the RER of the EEEnet over that of the baseline system was up to 36.6%.
The contributions of this paper related to prior works are as follows. In this paper, we embed DNNs, which were partially applied in conventional speaker verification studies, into one architecture. All components of the proposed architecture are joint-trained rather than trained independently as in the conventional systems. This joint-training makes each component more suitable for speaker verification.
Future works
In our study, basic experiments were carried out by using database of small size for evaluation of the proposed systems. It is necessary to carry out further studies to expand the proposed architecture and to carry out large scale experiments in the future. The experiments should be carried again with common databases such as RSR [16] , and the EEEnet can be reconstructed by replacing the frame-level layers with recurrent layers such as LSTM [6] . Based on the DNN-related research results so far, it can be expected that the EEEnet, DNN-based system, will show excellent performance in large scale experiments by simply adjusting a few parameters. We expect that replacing the front-end of the EEEnet with LSTM will improve the performance, because our experiments show that the EEEnet works well as a back-end.
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