Abstract-We present two redesigns to robustify backstepping control laws against dynamic uncertainties at the input of the plant. In the first redesign we construct a passivating control law from a CLF obtained by backstepping. The second redesign is a simplification of the first, useful for high order systems. We also compare the stability margins of the two main versions of backstepping: cancelation and L G V -backstepping.
I. Introduction
In this paper we redesign backstepping schemes such as those in [1] , [2] to robustify them against input unmodeled dynamics. We consider systems in the forṁ X = F (X) + G(X)x 1 x 1 = f 1 (X, x 1 ) + g 1 (X, x 1 )x 2 x 2 = f 2 (X, x 1 , x 2 ) + g 2 (X, x 1 , x 2 )x 3 (1) . . . = .
. .
x n = f n (X, x) + g n (X, x)v ξ = q(ξ, u) (2) v = p(ξ, u), where |g i (X, ..., x i )| ≥ g 0 > 0, ∀(X, ..., x i ) ∈ IR r+i , i = 1, · · · , n. The ξ-subsystem (2) with input u ∈ IR and output v ∈ IR represents unmodeled dynamics, that is, (1) with v = u is the nominal system. When u = 0, the system (1), (2) has an equilibrium at zero, whose stability properties are to be analyzed.
For the X-subsystem, with x 1 viewed as a virtual control input, a control Lyapunov function (CLF) V 0 (X) and a control law Λ 0 (X), Λ 0 (0) = 0, are known such that, for all X = 0,
With the knowledge of V 0 (X) and Λ 0 (X), backstepping can be applied to guarantee global asymptotic stability (GAS) for the nominal system. However, a GAS control law for the nominal system does not guarantee GAS in the presence of unmodeled dynamics. To robustify backstepping designs, we propose two redesign methods: passivation and truncated passivation. In the first redesign we use the results of [3] and ensure GAS via the passivity properties of the closed-loop system. In the second redesign, we passivate the X-subsystem, and proceed with backstepping. For both redesigns, the unmodeled dynamics subsystem (2) is restricted to be minimum phase and relative degree zero.
In Section II, we review the two main versions of nominal backstepping: cancelation backstepping and L G Vbackstepping. In Sections III and IV, we present our two redesigns. Throughout the paper, V 0 (X), Λ 0 (X), and the system (1), (2) are assumed to be sufficiently smooth.
II. Cancelation and L G V -Backstepping
Backstepping design starts with the virtual control law Λ 0 (X) designed for the X-subsystem as in (3) . By adding −η 0 L G V 0 (X) to Λ 0 (X) we obtain the virtual control law
which, when η 0 > 0, increases the negativity of L F +GΛ V 0 (X). With the error variable y 1 := x 1 − Λ(X), the (X, x 1 )-subsystem driven by x 2 iṡ
whereΛ(X, y 1 ) is explicitly known from (4) and (5).
Step 1. To find a virtual control law α 0 1 (X, x 1 ) for the (X, x 1 )-subsystem, we introduce the CLF
where µ 1 > 0 is to be specified. Its time derivative along (5) and (6) iṡ
Our aim is to select x 2 = α 0 1 (X, x 1 ) that rendersV 1 negative definite. Using
we obtaiṅ
which suggest the virtual control law
Setting 0 < µ 1 < 4k 1 η 0 , we guarantee thatV 1 (X, x 1 ) is negative definite. We refer to this design as
In cancelation backstepping we keep the control law Λ(X) = Λ 0 (X) by setting η 0 = 0 in (4). In this case, the L G V 0 (X)y 1 term in (8) must be canceled by α 0 1 (X, x 1 ). A virtual control law incorporating both types of backstepping is
where, for cancelation backstepping, λ 1 > 0 and
T . Differentiating (7) along this vector field, the counterpart of L G V 0 (X) for the Xsubsystem is g 1 (X, x 1 )y 1 . Then, as in (4), we introduce the virtual control
which enables us to avoid a cancelation in the next step, and define the error variable y 2 := x 2 − α 1 (X, x 1 ).
Step i. (i = 2, · · · , n) We take the CLF
where µ i > 0 is to be specified. With k i > 0, calculations similar to Step 1 yield the virtual control law
where λ i > 0 in cancelation backstepping, while η i−1 > 0 and
in the first, and, 0 < µ i < 4k i η i−1 in the second case, V i (X, x 1 , ..., x i ) is rendered negative definite. For i < n, we define
This procedure results in the CLF
and the control law
which rendersV n (X, x 1 , ..., x n ) negative definite, thus achieving GAS for the nominal system.
III. Passivation Redesign
In this section we consider input strictly passive unmodeled dynamics, characterized by a constant δ > 0, and a positive definite, radially unbounded function Π(ξ) such thatΠ
For linear unmodeled dynamics v = ∆(s)u, this means
In compact notation, the system (1), (2) iṡ
T . The passivation redesign makes use of the following lemma:
Lemma 1: Consider the system (20), (21), and suppose that the ξ-subsystem satisfies (18) with δ > 0, and is GAS when u = 0. If there exists a positive definite and radially unbounded functionV (χ) such that, for all χ ∈ IR r+n −{0},
then the control law
guarantees GAS. Proof: With the control law (23), we view the closed-loop system as the feedback interconnection of the subsystems (20) and (21), and examine the passivity properties of each subsystem. For (20), we use kV (χ) as a storage function, and denote
Adding (18) and (24), we get
which establishes global stability of the closed-loop system (20),(21) with (23). It also follows from (25) that χ → 0. Since u = 0 when χ = 0, and the ξ-subsystem is GAS, we conclude from LaSalle's invariance principle that ξ → 0, and hence, the closed-loop system is GAS.
The existence of a function satisfying (22) for general nonlinear systems has been studied in [4] , [5] , [3] . In [3] , it is shown to be equivalent to the existence of a CLF V (χ) and a constant l > 0 such that
Under this local condition, a continuous, positive definite function θ : IR ≥0 → IR ≥0 exists such that
Then, it can be verified that
is a positive definite and radially unbounded function which satisfies (22). It is therefore useful to determine when a CLF V (χ) will satisfy (26).
. If 
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We now show when this will be the case for V n (χ) constructed by backstepping.
Theorem 1: Consider the system (20)-(21), and suppose that the ξ-subsystem satisfies (18) with δ > 0, and is GAS when u = 0. If
in (3) are both positive definite, then there exists a positive definite functionV (χ) such that the control law
renders the closed-loop system GAS. Proof: With the procedure of Section II applied to (20), the quadratic part of V n (χ) in (16), that is,
is a CLF for the Jacobian linearization of (20). It follows from Lemma 2 and the preceding discussion that there exists a positive definite and radially unboundedV (χ) = Vn(χ) 0 θ(s)ds which satisfies (22). Then, by Lemma 1, (31) achieves GAS.
where θ : IR ≥0 → IR ≥0 is a continuous, positive definite function that satisfies (27) and (28). It is important to note that this redesign does not require detailed information about the unmodeled dynamics, only a lower bound on δ is assumed to be known. Example 1: Consider the system with linear unmodeled dynamics ∆(s): Since Re{∆(jω)} ≥ 1, ∆(s) satisfies (18) with δ = 1. Using the virtual control Λ 0 (X) = −X −X 3 for the X-subsystem, we see that (3) is satisfied with V 0 (X) = 1 2 X 2 , U 0 (X) = X 2 , that is, P 0 = 1, Q 0 = 2 in (30). We define the error variable y = x + X + X 3 and set
In the (X, y)-coordinates the system isẊ
and, hence,
We now need to find a continuous function θ(V 2 ) such that
Using the inequality
, ∀y ∈ IR, we obtain, upon completion of squares,
Choosing θ(s) = 3 + 18s 2 , k = 1 δ = 1, and substituting in (32), we obtain the redesigned control law
which achieves GAS.

IV. Truncated Passivation Redesign
For higher order systems the task of finding the function θ(·) may be cumbersome. We now circumvent this difficulty by a 'truncated' design in which we passivate the X-subsystem only, and then apply backstepping to the redesigned virtual control law.
For the Jacobian linearization of the X-subsystem, 1 2 X T P 0 X is a CLF, provided P 0 and Q 0 defined in (30) are positive definite. Therefore, we conclude from Lemma 2 that there exists a positive definite and radially unbounded functionV 0 (X) that satisfies
Then, the virtual control law
To make the main features of the truncated passivation redesign more apparent, we present it for the special case of (1) in which the X-subsystem is augmented by a chain of n integrators, and the unmodeled dynamics are linear:
For this subclass, we analyze the stability margins achieved by backstepping the virtual control law (38), and characterize their dependence on the number of the integrators in the chain. We start with the case of a single integrator. As in Section II, the closed-loop system after one step of backstepping iṡ
Noting the feedback term −k 1 x 1 , we rewrite the x 1 -equation as
and introducing∆
we represent the closed-loop system (40) as the feedback interconnection of a nonlinear subsystem and the transformed unmodeled dynamics∆ 1 (s):
Our goal is to show that the nonlinear subsystem has a dissipativity property which guarantees robustness against ∆ 1 's with a complementary dissipativity property. As in the circle criterion of [6] , we characterize the dissipativity of∆ 1 by a disk which defines a stability margin for∆ 1 (jω) and, in turn, for ∆(jω).
The virtual control law (38) is in the L G V -form. With λ 1 = 0, we obtain the closed-loop system corresponding to L G V -backstepping, for which we can use Lemma 1 to prove the following stability margin:
Lemma 3: The closed-loop system (42) with λ 1 = 0 is GAS for all stable∆ 1 (jω) that satisfy
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For cancelation backstepping, where λ 1 > 0 in (42), the stability margin for∆ 1 is a disk in the complex plane.
Lemma 4: The closed-loop system (42) with λ 1 > 0 is GAS for all stable∆ 1 (jω) satisfying
where p := 2 k1 λ1 k 0 .
The proof is given in the Appendix. Condition (44) defines a disk in the complex plane, symmetric with respect to the real axis, with center c := 1 + p and radius r = p 2 + 2(1 −
To compare the stability margins of the control laws designed by cancelation backstepping and by L G Vbackstepping, we analyze the dependence of c and r on λ 1 . This is meaningful because the two control laws coincide in the limit as λ 1 → 0. Because both c and r increase as λ 1 > 0 decreases, this has the effect of enlarging the stability margin. Moreover,
that is, in the limit as λ 1 → 0, we recover the stability margin of L G V -backstepping given in (43). This shows that, upon the augmentation by one integrator, the stability margin (43) of the L G V -backstepping is larger than that of the cancelation backstepping. We now proceed to the backstepping of n integrators. We consider only L G V -backstepping because it yields a larger stability margin. The sequence of the virtual control laws for the system (39) is
where k i > 0, i = 1, 2, · · · , n, and Λ is as in (38). Applying the control law u = α n to the system (39), we obtaiṅ
which is the same as (42) with λ 1 = 0, except that∆ 1 (s) is replaced by∆ n (s), defined recursively as
Applying Lemma 1, it is not difficult to generalize Lemma 3 to n-integrators: Lemma 5: The closed-loop system (48) is GAS for all stable∆ n (jω) that satisfy
Our final result shows how the design parameters are to be selected to satisfy (50).
Theorem 2: Consider the system (39), with a controller designed according to (38) and (47). Suppose that ∆(s) is minimum phase and relative degree zero, with highfrequency gain
Proof: From (49),∆ n−1 (s) is minimum phase, relative degree zero and its high-frequency gain is h > 0. This implies that∆
is stable for sufficiently large k n > 0, as verified from a rootlocus argument. Next, it can be shown from (51) that, as k n is increased, the Nyquist plot of∆ n (s) converges to that of
s+h , which is a circle that intersects the real axis at 1 and h. Since 1 k0 < min{1, h}, (50) is satisfied if k n is selected sufficiently large. Thus, GAS follows from Lemma 5.
Example 2: For the system of Example 1, we now perform the passivation redesign for the X-subsystem only, and then apply backstepping. A redesigned control law for the X-subsystem is Λ(X) = −2k 0 X 3 . Then, the L G Vbackstepping control law
achieves GAS for the nominal model. To guarantee GAS with ∆(s), we note that h = 1, and choose k 0 > 1. Then, by Theorem 2, the closed-loop system (33),(52) is GAS for sufficiently large k 1 > 0.
V. Conclusion
We have presented two backstepping redesigns which achieve global asymptotic stability for a class of minimum phase unmodeled dynamics with relative degree zero. Our analysis provides insight into the robustness properties of backstepping designs. One of them is the observation that the stability margin of L G V -backstepping is larger than that of the cancelation backstepping. 
we express (44) as:
Then, by the KYP Lemma (see [7] for this version), there exists P = P T > 0 such that
Taking Π(ζ) = ζ T P ζ as a storage function for (53) and using (56), we obtaiṅ
Next, let the realization of 1 s+k1 with input λ 1 L GV0 bė
and consider
as a storage function foṙ
The derivative of (59) along (60) iṡ
Using (38) and ϑ 1 = Λ(X) − w,
Introducing q 0 (X) := [L GV0 (X)] 2 −L FV0 (X) which is positive definite from (37),
