developed in [G-HK]) F. Halter-Koch showed in [HK3] that a domain is weakly Krull if and only if it admits a weak divisor theory (i.e., a divisor homomorphism into a coproduct of primary monoids). This characterization provides the algebraic basis for the main result of the present paper (Theorem 7.3): weakly Krull domains satisfying certain natural finiteness conditions have finite catenary degree.
The property of being a weakly Krull domain is a purely multiplicative one; a domain is weakly Krull if and only if its multiplicative monoid is a weakly Krull monoid. In general, the factorization properties of a domain just depend on the structure of its multiplicative monoid. Hence all notions and most results of this paper are formulated in the context of monoids. Their relevance, however, lies in their ring-theoretic applications. Apart from technical advantages, this semigroup-theoretic procedure makes it possible to describe most clearly the combinatorial structures which are responsible for the investigated phenomena.
The paper is organized as follows. All relevant arithmetical notions are introduced in Section 3. Section 4 deals with (general) block monoids as introduced in [Ge3] , which are the crucial combinatorial tool. These technical preparations are developed to such an extent that they meet future requirements. Theorem 5.4 in Section 5 states that weakly Krull monoids satisfying certain finiteness conditions have finite catenary degree. The relevance of these finiteness conditions will become more clear in Section 6, where we give examples of monoids with infinite catenary degree. In Section 7 the semigroup-theoretic result is applied to weakly Krull domains. In particular, the result is valid for orders in holomorphy rings in global fields, and it will serve as a basis for quantitative investigations in these domains (see [Ge5] ).
Preliminaries on monoids.
Throughout this paper, a monoid is a commutative and cancellative semigroup with unit element. If not stated otherwise, we will use multiplicative notation. We review some necessary terminology.
For a family (H p ) p∈P of monoids we denote, as usual, by p∈P H p their direct product, and by p∈P H p = (a p ) p∈P ∈ p∈P H p : a p = 1 for almost all p ∈ P their coproduct. For every Q ⊆ P we view p∈Q H p as a submonoid of p∈P H p . If all H p are infinite cyclic (i.e. H p (N, +)) then p∈P H p is the free abelian monoid with basis P and will be denoted by F(P ). If P = ∅, then F(P ) = {1}. imply that a | b n for some n ∈ N + . For various equivalent conditions for being primary and some historical remarks cf. p ) p∈P ∈ D and an element a = (a p ) p∈P ∈ D, we call a a strict greatest common divisor and write a = (a (i) ) i∈I if the following two conditions are satisfied for all p ∈ P :
p | a p for at least one i ∈ I. If D is factorial, then the strict greatest common divisor coincides with the usual greatest common divisor (cf. [G-HK; Definition 4.5]).
Definition 2.1. Let H be a monoid.
for all p ∈ P , then ϕ is said to be a divisor theory.
2. H is called a (weakly) Krull monoid if it admits a (weak) divisor theory.
Weakly Krull monoids were introduced in [HK3] . The weak divisor theory of a weakly Krull monoid is uniquely determined (up to isomorphism). This uniqueness implies that the group Cl(H) = D/ϕH just depends on H. Cl(H) is called the (divisor ) class group of H (cf. [HK3; Section 2]). The main examples we cite are the multiplicative monoids of weakly Krull domains; these will be discussed in Section 7.
Let ϕ : H → D be a weak divisor theory. Since ϕ is a divisor homomorphism, ϕ(H) ⊆ D is saturated and the induced homomorphism ϕ red : H red → D red is injective (cf. [G-HK; Lemma 2.6]). Hence it means no restriction to suppose that H ⊆ D is a saturated submonoid. We shall adopt this viewpoint in the sequel. Indeed, if D is free abelian and H ⊆ D saturated, then H is a Krull monoid. However, there are monoids H saturated in a coproduct of primary monoids which are not weakly Krull (cf. [HK3; Proposition 2.13]).
Let G be an abelian group. As usual, we say that elements g 1 , . . . , g r are linearly independent if each equation r i=1 n i g i = 0 with integer coefficients n i ∈ Z implies n 1 g 1 = . . . = n r g r = 0. If G is a bounded torsion group, then exp(G) denotes the exponent of G.
3. On the arithmetic of monoids. We briefly recall some arithmetical invariants of monoids and some basic notions from the theory of non-unique factorizations. For their relevance and properties the reader is referred to the cited literature.
Let H be a monoid. We denote by U(H) the set of irreducible elements of H. The factorization monoid Z(H) of H is defined as the free abelian monoid with basis U(H red ). Thus,
and the elements z ∈ Z(H) are written in the form
Let π : Z(H) → H red be the canonical homomorphism. We say that H is atomic if π is surjective.
Suppose that H is atomic, and let a ∈ H be given. The elements of
are called factorizations of a and
An atomic monoid H is said to be (cf. [HK2] ):
1. factorial if #Z(a) = 1 for all a ∈ H, 2. half-factorial if #L(a) = 1 for all a ∈ H, 3. an FF-monoid (finite-factorization monoid) if #Z(a) < ∞ for all a ∈ H, 4. a BF-monoid (bounded-factorization monoid) if #L(a) < ∞ for all a ∈ H.
The most thoroughly studied invariants, as sets of lengths and the elasticity, consider only lengths of factorizations. However, there are even halffactorial monoids with bad factorization properties. In [A-A-Z; Example 4.1] an example of a noetherian domain is given whose multiplicative monoid is half-factorial but not even an FF-monoid. Such phenomena make it indispensable to look more closely at factorizations.
Let H be an atomic monoid. For two factorizations z, z ∈ Z(H) we call
the distance between z and z . This means that, if z = u 1 . . . u l v 1 . . . v m and z =u 1 . . . u l w 1 . . . w n with u i , v j , w k ∈ U(H red ) such that
The following lemma is trivial but throws a first light on the situation in non-factorial monoids.
Lemma 3.1. Let H be an atomic monoid. If H is not factorial , then for every n ∈ N + there exists some element a ∈ H and factorizations z, z ∈ Z(a) with d(z, z ) ≥ n. P r o o f. Suppose that H is not factorial. Then there exists some element c ∈ H having two distinct factorizations y, y ∈ Z(c). So for every n ∈ N + we have y n , y n ∈ Z(c n ) and
Hence in all non-factorial monoids there are elements having completely different factorizations. Thus the best we can expect is that these factorizations are somehow connected. This is made precise in the following definition.
Definition 3.2. Let H be an atomic monoid. 1. Let a ∈ H, z, z ∈ Z(a) and N ∈ N ∪ {∞}; we say that there is an N -chain (of factorizations) from z to z if there exist factorizations
2. The catenary degree c H (H ) = c(H ) ∈ N ∪ {∞} of a subset H ⊆ H is the minimal N ∈ N ∪ {∞} such that for every a ∈ H and any two factorizations z, z ∈ Z(a) there exists an N -chain from z to z . For simplicity, we write c(a) instead of c({a}).
The main aim of this paper is to prove that weakly Krull monoids satisfying certain natural finiteness conditions have finite catenary degree (cf. Theorem 5.4). R e m a r k s. Let H be an atomic monoid and let a ∈ H. 
We introduce a new arithmetical invariant which will be crucial for our further investigations. 1. For u ∈ D let w D (D , u) be defined as the minimum of all w ∈ N + ∪ {∞} having the following property: if a 1 , . . . , a n ∈ D\D × with
there exists a subset J ⊆ {1, . . . , n} with #J ≤ w and u | i∈J a i .
2. For a subset U ⊆ D we set
The following two situations will be of special importance:
R e m a r k s. Let D be an atomic monoid. Proposition 3.4. Let D be an atomic monoid.
For every
P r o o f. 1. By the previous remark we may assume without restriction that D is finitely generated. Let U(D) = {u 1 , . . . , u s } and let i ∈ {1, . . . , s} be given. It suffices to show that w D (D, u i ) < ∞. For this we consider the set
By [C-P; Theorem 9.18] the set M i of minimal points of A i is finite and we set
Let a 1 , . . . , a n ∈ D\D × be given with
2. Clearly,
2. Let a 1 , . . . , a n ∈ D\D × be given with
which implies the assertion.
3
Using parts 1 and 2 we infer that
4. This follows from part 3.
Corollary 3.6. Let D be an atomic monoid and H ⊆ D a saturated atomic submonoid.
Furthermore, if H → D is a divisor theory with class group G, G 0 ⊆ G the set of classes containing primes and G 0 = −G 0 , then equality holds in the above formula.
Using parts 1 and 2 of Proposition 3.5 we infer that
2. Suppose that D is free abelian. Then L D (u) = {σ(u)} for every u ∈ D and w D (D, U(D)) = 1 by Remark 4 after Definition 3.3. This implies
Suppose further that H → D is a divisor theory and that G 0 = −G 0 with G 0 as above. Let u = p 1 . . . p r ∈ U(H) be given with primes p 1 , . . . , p r ∈ D.
C a s e 1: r = 2. Since p 1 is a greatest common divisor of elements from H, there is a v ∈ H with v = p 1 a for some a ∈ D with u v. For the same reason there is some w = p 2 b ∈ H with b ∈ D and u w. Then u | vw, u v, u w, which implies w H (H, u) ≥ 2 = σ(u).
C a s e 2: r ≥ 3. By assumption we may choose primes q i ∈ D such that v i = p i q i ∈ H for 1 ≤ i ≤ r. Because u ∈ U(H) and r ≥ 3, we infer that
by Proposition 3.5. So we may argue by induction on max L(a). Obviously, the assertion is true for all a ∈ D with max L(a) ≤ w. Now let a ∈ D , z = r i=1 u i ∈ Z(a), and z = s j=1 v j ∈ Z(a) with u i , v j ∈ U(D red ). If r ≤ w and s ≤ w then d(z, z ) ≤ w. So we can suppose that r > w. After some suitable renumbering, we infer that v 1 | u 1 . . . u r−1 . Hence, there are w 1 , . . . , w t ∈ U(D red ) with u 1 . .
4. Block monoids. Let G be an abelian group, G 0 ⊆ G an arbitrary subset and T an atomic reduced monoid. A monoid homomorphism
× T is called the block monoid over G 0 with respect to ι and T . Next,
is the (ordinary) block monoid over
(n i − 1); equality holds for cyclic groups and for p-groups (cf. [G-S] for a survey).
Block monoids in the above sense were introduced in [Ge3] , where they were called T -block monoids. If H is a saturated submonoid of an atomic monoid D, there exists a corresponding block monoid B whose arithmetic reflects the arithmetic of H. The argument runs as follows.
Let H, D be reduced atomic monoids such that H ⊆ D is saturated with class group G. Let P ⊆ U(D) be the set of prime elements of D and
Lemma 2]) and we shall later identify these two monoids. We set G 0 = {g ∈ G : g ∩ P = ∅} and define a content homomorphism
is the block monoid associated with H ⊆ D and the relationship between H and B is established by the block homomorphism
Of course, the whole procedure is most powerful if D is free abelian (then B = B(G 0 )) and is completely ineffective if D has no primes (then P = ∅ and H = B).
Lemma 4.1. Let all notations be as above and set
4. We have 
Part 3 implies that for every u ∈ U(H) we have
and by 1 we infer that
The following proposition reveals the usefulness of block monoids for our purpose. 
2. Let z, z ∈ Z(a) and Z 0 , . . . , Z k ∈ Z(A) with β(z) = Z 0 and β(z ) = Z k . Then there exists a chain z = z 0 , . . . , z k ∈ Z(a) with β(z i ) = Z i and
P r o o f. 1. Since β : H → B is surjective and β(U(H)) = U(B), the assertion follows from Remark 5 after Definition 3.2.
2. It is sufficient to verify the following two assertions:
Assertion 1. For every Z, Z ∈ Z(A) and every z ∈ Z(a) with β(z) = Z there exists some z ∈ Z(a) with β(z ) = Z and d(Z, Z ) = d(z, z ).
Assertion 2. For every z, z ∈ Z(a) with β(z) = β(z ) there is a 2-chain z = z 0 , . . . , z k = z ∈ Z(a) from z to z with β(z i ) = β(z) for 1 ≤ i ≤ k. 
where p i,ν , p j,ν ∈ P and t i , t j ∈ T . Since β(z) = β(z ) ∈ Z(B)
Thus, there is some permutation
) and hence b ∈ U(H) if and only if τ (b) ∈ U(H). Thus τ has an extension τ : U(H) → U(H) and a unique extension to a monoid homomorphism τ : Z(H) = F(U(H)) → Z(H). If τ is a transposition, then clearly d(x, τ (x)) ≤ 2 for every x ∈ Z(H). If P ⊆ P is finite, τ (P ) = P and b = p∈P p · t ∈ F(P ) × T , then τ (x) ∈ Z(b) for every x ∈ Z(b).
To complete the proof of Assertion 2, we extend : Q → Q to : P → P by (p) = p for all p ∈ P \Q. Then (z) = z . We write as a product of transpositions
for all q ∈ Q and all j ∈ {1, . . . , k}. If z 0 = z and
3. The left inequality follows from 1, and the right inequality follows from 2.
Let G be an abelian group and G 0 ⊆ G a non-empty subset. We will write c(G 0 ) instead of c(B(G 0 )). The rest of this section is devoted to the study of c(G 0 ). Proposition 4.3. Let G be an abelian group and ∅ = G 0 ⊆ G.
It remains to verify that max{r + 1, exp(G)} ≤ c(G). Since #G ≥ 3 we have max{r + 1, exp(G)} ≥ 3. Suppose exp(G) = n ≥ 3 and let g ∈ G with ord(g) = n. Then
has exactly two factorizations whose distance equals n. Suppose r ≥ 2 and g 1 , . . . , g r ∈ G are linearly independent. Setting
has exactly two factorizations with distance r + 1.
The previous result shows in particular that c(G) = D(G) for cyclic groups and for elementary 2-groups G with #G > 2. However, it is possible that c(G) < D(G).
Weakly Krull monoids with finitely primary components.
Finitely primary monoids were introduced in [HK4] and further studied in [Ge4] . Their relevance lies in their appearance in ring theory, as will be seen in Section 7. For other examples see [Ge4] .
In the sequel we use all notations concerning the complete integral closure and the conductor of monoids as introduced in Section 2. Furthermore, for s ∈ N + let N s denote the additive monoid (N s , +).
Definition 5.1. A monoid D is said to be finitely primary (of rank s ∈ N + ) if one of the following two equivalent conditions is satisfied:
2. D is a submonoid of a finitely generated factorial monoid F containing s pairwise non-associated prime elements p 1 , . . . , p s such that the following holds:
there exists an α ∈ N + such that for every a = εp 
We shall frequently use the fact that for a ∈ D,
Lemma 6] for the details).
Proposition 5.2. Let D be a finitely primary monoid of rank s and exponent α. For this it suffices to verify that u divides any product consisting of λ factors. For 1 ≤ i ≤ λ, let a i = ε i p l i ∈ H be given with ε i ∈ D × and l i ≥ 2. Then Theorem 5.4. Let H ⊆ D = i∈I D i be a saturated submonoid with bounded class group G. Suppose that all D i are finitely primary of some fixed exponent α ∈ N + and that D(G 1 ) < ∞ with G 1 = {g ∈ G : g ∩ U(D) = ∅}. Then H has finite catenary degree. More precisely, we have
where β = α exp(G).
Starting with the preliminaries of the proof, we introduce some notation which will remain valid throughout this section.
Let H ⊆ D = i∈I D i be a saturated submonoid with bounded class group G, where all D i are finitely primary of some exponent α ∈ N + . Suppose that i ∈ I, each D i is finitely primary of rank s i ∈ N + , and p i,1 , . . . , p i,s i are pairwise non-associated primes of D i . For any k 1 , . . . , k s i ∈ N + we have
If a ∈ D, then a has a unique decomposition of the form a = j∈I a j with all a j ∈ D j and a j = 1 for all but finitely many j ∈ I. For all i ∈ I and all 1 ≤ ν ≤ s i we set
P r o o f. By Corollary 3.6, H is divisor closed and we have
by Proposition 3.4.
Let i ∈ I; since
Remark 3 after Definition 3.3), the assertion follows.
Lemma 5.6. Let J ⊆ I be finite and a ∈ H ∩ i∈J D i . Then there exists a factorization z ∈ Z H (a) such that
P r o o f. Let a = i∈J a i with a i ∈ D i . We set
with ε i ∈ D × i and k j = 2βl j + α + r j with l j ∈ N + and 0 ≤ r j < 2β. If By construction we have, for all i ∈ J,
Next we consider the elements
If s i ≥ 2, then set
. . . p
We infer that
By combining these results the assertion follows. 
If a ∈ H\H × is given, then there exists a finite subset J ⊆ I such that
with 1 = a i ∈ D i . For every i ∈ J we write a i in the form
Hence we obtain a = i∈J
For any two factorizations z = i∈J u κ i i · y ∈ Z and z = i∈J u κ i i · y ∈ Z, Lemma 5.5 guarantees the existence of a (D(G 1 )(α + β))-chain of factorizations from z to z .
Hence it remains to verify that for every z ∈ Z(a) there exists an
be given with i ∈ N and v k ∈ U(H). The maximality of the κ i 's implies that i ≤ κ i . We set = i∈J i and complete the proof by induction on from = i∈J κ i to = 0. If = i∈J κ i , then z ∈ Z and we are done. So suppose < i∈J κ i . Set 
C a s e 2: There exists some i ∈ J such that
Now each c i,l comes from a factorization of some v k . Thus (after some renumbering), there is a µ ≤ µ such that for
We write d in the form
Next we set
infer that e ∈ j∈J D j and hence e ∈ H. By Lemma 5.6 there is a factorization y ∈ Z(e) with
Now the assertion follows by induction hypothesis.
6. Monoids having infinite catenary degree. Let H ⊆ D = i∈I D i be a saturated submonoid with class group G. Theorem 5.4 states that if G is finite and all D i are finitely primary of some fixed exponent α ∈ N + , then c(H) < ∞. Our first aim in this section is to show that c(H) = ∞ may happen if one of these two conditions fails (cf. Corollaries 6.2 and 6.4). We do even more. We prove that (H) = ∞ and that the set
For a subset L ⊆ N we set
For an atomic monoid H we define
For the relevance of ∆(H) cf. [Ge1] and [Ge2] .
Proposition 6.1. Let H, D be reduced atomic monoids, H ⊆ D saturated and U * ⊆ U(D) a subset having the following two properties:
Then H has infinite catenary degree, infinite elasticity and ∆(H) is infinite. P r o o f. Let g 1 , . . . , g n ∈ G be pairwise distinct and u 1 , . . . , u n ∈ U * with
By assumption, a has unique factorization in D. If ∅ = I ⊆ {1, . . . , n} is a subset, then i∈I u i ∈ U(H) and i∈I u i | a in H if and only if i∈I g i ∈ U(B(G)) and
Hence, there is a bijection ψ :
Therefore it suffices to verify that there exists an element A ∈ B(G) which is squarefree in F(G), and with c B (G) (A) , B(G) (A) and sup ∆(L (A) ) arbitrarily large.
Let N ≥ 3 be given. We consider two cases:
C a s e 1: G contains some element g of infinite order. We choose natural numbers m 1 , . . . , m N −1 ∈ N + such that m j >
has just the above two factorizations. Hence we infer that
C a s e 2: G contains 2N non-zero linearly independent elements g 1 , . . . . . . , g 2N . We set g 0 = − 2N i=1 g i and define
Obviously, A ∈ B(G) and A is squarefree in F(G). The second factorization is the only one in which g 0 and −g 0 −g 2N −1 −g 2N are in the same irreducible block. If g 0 and −g 0 −g 2N −1 −g 2N are in distinct irreducible blocks appearing in a factorization z of A, then σ(z) = 2. Therefore,
Corollary 6.2. Let H and D = i∈I D i be reduced atomic monoids such that H ⊆ D is saturated with infinite class group G.
1. Suppose there is a subset U * ⊆ U(D) such that g ∩ U * = ∅ for every g ∈ G and with #(U * ∩ D i ) ≤ 1 for all i ∈ I. Then (H) = c(H) = ∞ and ∆(H) is infinite.
2. Suppose that H is a Krull monoid , H → D a divisor theory, and that g ∩ U(D) = ∅ for every g ∈ G. Then (H) = c(H) = ∞ and ∆(H) is infinite.
P r o o f. 1. Obviously, U * has properties (a) and (b) of the previous proposition.
2 is a special case of 1.
Proposition 6.3. For every s ∈ N + and every α ≥ 2 there exists a finitely primary monoid D of rank s and exponent α 2 with c(D) ≥ α.
P r o o f. Let s ∈ N + and α ≥ 2 be given. We set u = (α, . . . , α) ∈ N s , v = (α + 1, . . . , α + 1) ∈ N s and define
Then D is a finitely primary monoid of rank s and exponent α 2 (cf. Condition 2 in Definition 5.1). Next we consider factorizations of a = α(α + 1), . Proposition 6.5. 1. For every n ∈ N + there exists a finitely generated monoid D n and a saturated submonoid H n ⊆ D n with D n /H n Z/2Z, c(D n ) = 3 and c(H n ) ≥ n + 1.
2. There exists an atomic monoid D having a saturated submonoid H ⊆ D with D/H Z/2Z such that c(D) = 3 but c(H) = ∞. P r o o f. 1. Let n ∈ N + and U n = {u 0 , u 0 , u 1 , . . . , u n , v 1 , v 1 , . . . , v n , v n } an arbitrary set. We define D n as the free abelian monoid with basis U n modulo the following relations:
Then D n is finitely generated with U(D n ) = U n and c(D n ) = 3. The element a n = u 0 u 0 ∈ D n has exactly n + 1 factorizations in D n , which are the following:
We define a monoid epimorphism
For every 1 ≤ i < n the elements v i v i ∈ H n are not irreducible in H n and hence a n = u 0 u 0 = (v n v n )u n . . . u 1 are the only two factorizations of a in H n . Thus we infer that c(H n ) ≥ c(a n ) = n + 1.
2. We set D = n∈N + D n and define a monoid epimorphism ϕ : D → Z/2Z by ϕ|D n = ϕ n for all n ∈ N + . Then H = Ker(ϕ) ⊆ D is saturated with class group Cl(ϕ) Z/2Z. Since H n ⊆ H is a divisor closed submonoid, we obtain c H (a n ) = c H n (a n ) = n + 1 for every n ∈ N + , and thus c(H) = ∞.
7. Weakly Krull domains. In this section we discuss weakly Krull domains with some additional properties. Our main result will be formulated in Theorem 7.3.
Let R be an integral domain with quotient field K. Then R • = R\{0} denotes its multiplicative monoid, R × = R •× its group of units and R # = R
• /R × the reduced multiplicative monoid. For a prime p ∈ spec(R), h(p) means the height of p and d(p) the depth of p. We set X
(1) (R) = {p ∈ spec(R) : h(p) = 1}. As usual, R denotes the integral closure of R in its quotient field K and R = R
• ∪ {0} its complete integral closure. Clearly, R ⊆ R ⊆ R ⊆ K and if R is noetherian, then R = R. If I(R) denotes the multiplicative monoid of integral invertible ideals of R and H(R) ⊆ I(R) the submonoid of principal ideals, then Pic(R) = I(R)/H(R) is the Picard group of R. We denote by I t (R) the monoid of integral t-invertible t-ideals (equipped with t-multiplication) and by Cl t (R) = I t (R)/H(R) the t-class group (cf. [An] ). Clearly, R # H(R), I(R) ⊆ I t (R) and Pic(R) ⊆ Cl t (R). If R = R, then Cl(R) means the the divisor class group of R. We say that R is a local domain if it has just one maximal ideal.
If S/R is a ring extension, then the annihilator of the factor module S/R,
is just the conductor of the ring extension. Suppose that (V i ) i∈I is a family of overrings of R (i.e., R ⊆ V i ⊆ K for all i ∈ I) such that R = i∈I V i . We say the intersection is of finite character if for all 0 = x ∈ K (equivalently, all x ∈ R • ) we have x ∈ V × i for all but finitely many i ∈ I. The above lemma allows us to apply our main result from monoid theory to weakly Krull domains.
Theorem 7.3. Let R be a weakly Krull domain such that for some α ∈ N + all R # P , P ∈ X
(1) (R), are finitely primary of exponent α.
1. The monoid I t (R) of integral t-invertible t-ideals has finite catenary degree.
2. If Cl t (R) is finite, then R • has finite catenary degree.
P r o o f. By Lemma 7.2 both assertions follow from Theorem 5.4. Note that I t (R) is a weakly Krull monoid with trivial class group.
Clearly, Krull domains (hence, in particular, integrally closed noetherian domains) with finite divisor class group satisfy the assumptions of the above theorem. The following elementary ring-theoretic lemmata provide further examples of (not necessarily integrally closed) noetherian domains satisfying the assumptions of Theorem 7.3. Indeed, these "examples" were our motivation for investigating weakly Krull monoids.
Lemma 7.4. Let R be an integral domain. Then the following conditions are equivalent:
R
• is finitely primary. 2. R is a one-dimensional local domain, R is a semilocal principal ideal domain and fR /R = (0).
Lemma 7.5. Let R be a noetherian domain.
For every P ∈ X
(1) (R) the following conditions are equivalent:
(a) R P is a finitely generated R P -module.
(b) R # P is a finitely primary monoid. 2. If R is a finitely generated R-module, then all R # P , P ∈ X
(1) (R), are finitely primary of some fixed exponent α ∈ N + . P r o o f. 1. Let P ∈ X
(1) (R) be given. (a)⇒(b). We check the conditions of Lemma 7.4. Clearly, R P is a onedimensional local noetherian domain; hence R P = R P . By the Krull-Akizuki Theorem [Ma; Corollary to Theorem 11.7], R P is a semilocal Dedekind domain and thus a principal ideal domain. Finally, (a) implies that f R P /R P = (0).
(b)⇒(a). Since R # P is finitely primary, f R P /R P = f R P /R P = (0) by Lemma 7.4 and hence R P is a finitely generated R P -module (cf. [Ge4;
Lemma 4] for the detailed argument).
2. Suppose that R is a finitely generated R-module and let P ∈ X
(1) (R) be given. Then R P is a finitely generated R P -module and hence R # P is finitely primary by part 1. Furthermore, f R P /R P = Ann R P (R P /R P ) = Ann (R\P ) −1 ·R (R\P ) −1 · R/R) = (R\P ) −1 · Ann R (R/R) = (0).
Therefore we have P ⊃ fR /R if and only if fR /R ∩ (R\P ) = ∅ if and only if (1) = f R P /R P if and only if R P = R P . So, if P ⊃ fR /R , then R # P is finitely primary of exponent 1, and since there are only finitely many P ∈ X
(1) (R) containing fR /R the assertion follows.
The next lemma shows that Cohen-Macaulay domains (cf. [B-H] ) are weakly Krull.
Lemma 7.6. Let R be a noetherian domain, P ⊆ spec(R) a set of nonzero prime ideals and Q = a∈R • Ass(R/aR).
The following conditions are equivalent:
(a) R = P ∈P R P . (b) For every Q ∈ Q there is some P ∈ P with Q ⊆ P .
2. R is a weakly Krull domain if and only if every prime ideal of depth one has height one. P r o o f. 1. (a)⇒(b). Let Q ∈ Q be given; then Q = Ann R (a + bR) for some a, b ∈ R with a ∈ bR. Since a/b ∈ R, there exists some P ∈ P such that a/b ∈ R P , which implies Ann R (a + bR) ⊆ P . 2. Suppose that R is weakly Krull and take some Q ∈ spec(R) with d(Q ) = 1. Then Q ⊆ Q for some Q ∈ Q (cf. [Ka; p. 67]) and by part 1 there is some P ∈ X
(1) (R) with Q ⊆ P . Thus it follows that 1 ≤ h(Q ) ≤ h(Q) ≤ h(P ) = 1.
Conversely, suppose that every prime ideal of depth one has height one. Then Q ⊆ X (1) (R) and thus R ⊆ P ∈X (1) (R)
Since R is noetherian, every a ∈ R • is contained in only finitely many P ∈ X
(1) (R) and therefore the intersection R = P ∈X (1) (R) R P is of finite character.
Next we consider Z-rings. By definition, an integral domain R is said to be a Z-ring if it is noetherian and if every invertible ideal is a product of primary ideals. One-dimensional noetherian domains are Z-rings. If R is a Z-ring and P ∈ X
(1) (R) let Ω(P ) = {Q ∈ U(I(R)) : Q = P } denote the set of multiplicatively irreducible P -primary invertible ideals.
Lemma 7.7. Let R be a Z-ring and P ∈ X (1) (R).
1. R is a weakly Krull domain, I t (R) = I(R) and Cl t (R) = Pic(R). 2. Ω(P ) = {P } if and only if R P is a discrete valuation domain.
3. #Ω(P ) < ∞ if and only if R # P is a finitely generated monoid if and only if R # P is finitely primary of rank 1. 4. Suppose that R is a finitely generated R-module. Then I(R) has finite catenary degree. If Pic(R) is finite, then R
• has finite catenary degree. 3. Ω(P ) is a generating system of the submonoid I P (R) ⊆ I(R) consisting of P -primary invertible ideals. Since I P (R) is isomorphic to I(R P ) and since invertible ideals in a local ring are principal, we infer that
Hence Ω(P ) is finite if and only if R # P is finitely generated. The second assertion follows from [Ge4; Corollary 2].
Finally, 4 follows from Lemma 7.5 and Theorem 7.3.
R e m a r k s. 1. Let R be a one-dimensional noetherian domain such that R is a finitely generated R-module and let f denote the conductor (i.e., R is an order in the Dedekind domain R). Then we have an exact sequence (cf. [Ne; I, §12])
Hence if, for example, R has finite class group and the finite norm property, then Pic(R) is finite. 2. In [HK5; Satz 1], [Ge2; Theorem 4] and [Ge3; Theorem 3] finiteness theorems are derived for the arithmetic of a Z-ring R having finite Picard group, finite set Ω(P ) for all P ∈ X (1) (R), and with Ω(P ) = {P } for all but finitely many P ∈ X (1) (R). All these results are valid for a weakly Krull domain R with finite t-class group, with R # P finitely primary of rank one for all P ∈ X (1) (R), and with R P a discrete valuation domain for all but finitely many P ∈ X
(1) (R).
