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These Jimsphere wind p r o f i l e  d a t a  were acquired a t  t h e  
It is  concluded t h a t  the time average PSD has a simple t r a c t a b l e  proba- 
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1 .o GENERAL 
An understanding of the s t a t i s t i ca l  structure of local wind contributes 
to  both environmental science and the design, development, and  launch 
support of aerospace vehicles. The comDilation of emDirical s t a t i s t i c s  as 
well as the explanation of observed data by applied dynamic meteorolog, 
has produced many useful results.  However, the analysis of the analyt 
s t ructure  of observed s t a t i s t i c s  w i t h  a view toward obtaining a deeper 
insight i n t o  the probabilist ic structure of the wind has in some cases 
tended to  lag behind these other e f fo r t s .  
t o  aid in f i l l i n g  th i s  gap. 
The purpose of t h i s  report 
ca 1 
S 
This report concentrates on one o f  the many s t a t i s t i ca l  variables 
meteorological in te res t ;  namely, the power spectra of the scalar wind (where 
the scalar  wind  i s  viewed as a function of height instead o f  time). 
generate the s t a t i s t i c s ,  scalar w i n d  profiles obtained by use of the FPS-16 
Radar/Jimsphere balloon system were analyzed for  the i r  power spectral 
content. This prof i le  data was collected a t  Kennedy Space Center (KSC), 
Florida. A t  each frequency of in te res t ,  the PSD values from a l l  profiles 
were assembled to form a time average s t a t i s t i c .  
simple probabilist ic structure.  The wind has no preferred frequencies, 
the PSD probability distribution a t  each frequency has the same functional 
form, and the parameters o f  t h e  probability distributions a t  d i f ferent  
frequencies are related by a simple exponential function. 
of 
To 
This s t a t i s t i c  exhibits a 
1.1 GENERAL DESCRIPTION OF ANALYSIS 
The s t a t i s t i c a l  analysis of power spectra was intended t o  produce b o t h  the 
time average population s t a t i s t i c s  and the sampling distributions associated 
with random sampling from the complete s e t  of wind profiles.  I t  was assumed 
t h a t  the population was completely defined by approximately two and one-half 
years of Jimsphere observations. 
trends o r  seasonal and di urnal osci 11 a t i  ons . I t  seems p l  ausi bl e ,  however, t o  
contend tha t  the functional form of the population s t a t i s t i c s  o b t a i n e d  in th i s  
report will be correct fo r  a larger more carefully screened population. 
t h i s  proves t o  be the case, only the estimation of those parameters specified 
in the function need be recalculated from the longer data record. 
fo r  performing these calculations are given below. 
No e f fo r t  was made t o  compensate for time 
If 
Methods 
For comprehensive spectral s t a t i s t i c s ,  a multivariate PSD population 
analysis would be desirable. For example, the power spectral densit ies 
used in th i s  report were calculated a t  each of 256 wave numbers (cycles/ 
4000 meters) for  each scalar wind profile.  
density among the different wave numbers i s  necessary for  an exhaustive 
analysis.  A complete multivariate analysis would require a 256 variate 
dis t r ibut ion function. However, the labor involved in analyzing such a 
dis t r ibut ion i s  extremely prohibitive. 
dis t r ibut ions are constructed independently a t  each wave number. 
The d i s t r i b u t i o n  o f  power 





quent ly ,  a s i n g l e  sample which y i e l d s  "good s t a t i s t i c s "  (as represented 
by the popu la t i on  s t a t i s t i c s  s p e c i f i e d  below) a t  one wave number may g i v e  
poor  s t a t i s t i c s  a t  another wave number. 
I t  shou ld  a l so  be mentioned t h a t  the  e s t i m a t i o n  o f  t he  pa ren t  popu la t i on  
p r o b a b i l i t y  dens i ty  f u n c t i o n  seve re l y  a f f e c t s  each sampling dens i t y  func- 
t i o n .  
y i e l d  a good sampling d i s t r i b u t i o n  on the  mean and a b iased sampling d i s -  
t r i b u t i o n  on the median, whereas a second method f o r  e s t i m a t i n g  the  parent  
popu la t i on  dens i t y  f u n c t i o n  may do j u s t  t h e  reverse. Caution must then be 
exe rc i sed  i n  employing es t imated  parent  parameters i n  sampling d i s t r i b u t i o n s .  
Fo r  example, one method f o r  e s t i m a t i n g  the  parent  popu la t i on  may 
In t h i s  r e p o r t  e f f o r t s  a re  concentrated on the sampling d i s t r i b u t i o n  o f  
the  mean s ince  t h i s  i s  more f u l l y  developed i n  the  e x i s t i n g  l i t e r a t u r e .  
Due t o  i t s  f requent  u t i l i t y ,  a d iscuss ion  o f  sampling d i s t r i b u t i o n s  on the 
medians and o t h e r  q u a n t i l e s  i s  presented. 
Confidence i n t e r v a l s  f o r  t h e  r e s u l t i n g  sampling d i s t r i b u t i o n s  were taken 
t o  be to le rance  i n t e r v a l s  c e n t r a l l y  l o c a t e d  about the  mean value o f  the  
sampling d i s t r i b u t i o n .  
o f  a c e n t r a l  confidence i n t e r v a l  w i l l  exceed the  value o f  t he  mean. Since 
PSD i s  a s c a l a r  q u a n t i t y  and thus p o s i t i v e ,  t he  l e f t  end p o i n t  o f  a h i g h  
conf idence i n t e r v a l  centered a t  the  mean w i l l  l i e  t o  the l e f t  o f  zero.  
Consequently, t h e  l e f t  end p o i n t  w i l l  n o t  represent  an ob ta inab le  PSD 
value and c e n t r a l  conf idence i n t e r v a l s  on PSD are  n o t  def ined f o r  s u f f i -  
c i e n t l y  h i g h  conf idence. However, c e n t r a l  conf idence i n t e r v a l s  a re  easy 
t o  compare w i t h  conf idence i n t e r v a l s  used i n  connect ion w i t h  a normal 
d i s t r i b u t i o n  having the  same mean and var iance as the  sample d i s t r i b u t i o n .  
The l i m i t i n g  formulas f o r  l a r g e  samples may then be employed w i t h  a 
known e r r o r .  




D5- 1 5800 
SECTION 2 
f 
POPULATION A N D  SAMPLING STATISTICS FOR JIMSPHERE W I N D  PROFILE POWER SPECTRA 
2.0 G EN E RAL 
The purpose of t h i s  section i s  t o  describe and discuss the data and 
methods used t o  obtain probability inferences from compiled s t a t i s t i c s .  
The f i r s t  paragraph gives a brief description of the d a t a  and i t s  
condition. 
how the s t a t i s t i c s  were compiled. 
graphs discussing the methods used to  make s t a t i s t i ca l  inferences. 
The second paragraph describes how the data were processed and 
This i s  followed by several para- 
2 .1 '  DATA DESCRIPTION AND CONDITIONS 
This investigation was based upon 1,196 FPS-16 radar/Jimsphere scalar wind 
profiles covering approximately two and one-half years of data from Decem- 
ber 1964 t o  May 1967. Of the 1,196 ixof i les ,  861 had complete data records 
of wind  speed between the al t i tudes of 4 acd 16 kilometers in 25-meter 
increments. Those profiles with complete d a t a  spanned approximately the 
same time period with no obvious gaps. These 861 profiles were taken as 
the population sample and a l l  analysis was confined to  the 4 t o  16 kilo- 
meter  a?  t i t u d e  t-?!!?"P Y C '  
Scalar wind profiles were obtained from raw FPS-16 data collected every 
0.1 second by a preprocessing technique described i n  detail  i n  References 
1 and 2 .  The preprocessing essentially consisted of a tolerance f i l t e r  
t o  eliminate spurious points, an RMS interpolation t o  find the balloon 
position a t  every 25-meter height interval ,  and a f i n i t e  differencing 
technique to  obtain the velocity. 
3 )  t h a t  the processing attenuates power i n  wave numbers above 40 (where 
the unit  of measure i s  cycles/4000 meters). This effect  d i d  n o t  in ter-  
fe re  with the s t a t i s t i c a l  analysis developed below since a s t a t i s t i ca l  
analysis for  wave numbers above 30 was n o t  attempted. 
Other authors have commented (Reference 
Approximately 65 percent of the sample consisted of Jimsphere profiles 
taken a t  0100 and 1300 GMT. The daily distribution of the d a t a  over the 
two and one-half year period i s  represented in Figure 2-1. 
monthly dis t r ibut ion of the data are represented i n  Figures 2-2 and 2-3, 
respectively. 
weighted t h a n  the l a t e r  months. 
for  seasonal or diurnal bias i n  the data. 
The hourly and 
No adjustment has been made t o  compensate 
Clearly, the early months of the year were more heavily 
2 . 2  DATA PROCESSING 
The 
f a s t  Fourier transform method (References 4 and 5). 
spectral analysis,  height replaces time as the independent variable. The 
f a s t  Fourier transform method generated the spectra fo r  some 861 profiles 
in less than two hours of computer time. 
power spectra for  each of these profiles was constructed by using the 
In th i s  type of 
2-1 
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2.2 (Cont inued) 
I n  t h e  past ,  MSFC has generated power spec t ra  a f t e r  f i r s t  p rewh i ten ing  t h e  
s i g n a l  w i t h  a Scoggins f i l t e r .  
w i t h  t h e  s t a t i s t i c s  of t h e  raw spec t ra  obta ined w i t h o u t  p rewh i ten ing .  
s i g n i f i c a n t  change i n  t h e  s t a t i s t i c a l  s t r u c t u r e  could be noted. A 
41-weight M a r t i n  Graham f i l t e r  was a l s o  t e s t e d  a s  a p rewh i ten ing  f i l t e r .  
Here again,  there  was apparent ly  no s i g n i f i c a n t  change i n  s t a t i s t i c s .  
O f  course, the bas ic  purpose o f  p rewh i ten ing  i s  t o  produce a w h i t e  no ise  
spec t ra  so t h a t  a symmetric smoothing f i l t e r  may be employed t o  es t imate  
the  t r u e  spect ra.  No s p e c t r a l  smoothing was employed due t o  t h e  
d i f f i c u l t i e s  i n v o l v e d  i n  ana lyz ing  the  s t a t i s t i c a l  b ias  of  such a f i l t e r .  
A d i s c u s s i o n  o f  t h e  i n d i s c r i m i n a t e  use o f  symmet r ica l l y  weighted smoothing 
f i l t e r s  i s  g iven i n  Sec t ion  3. 
The r e s u l t i n g  s t a t i s t i c s  were compared 
No 
A f t e r  t h e  861 power spec t ra  were obtained, t h e  s p e c t r a l  d e n s i t y  values 
were grouped according t o  frequency. 
of  256 wave numbers rang ing  from 0.3125 t o  80 c y c l e s  per  4000 meters.  
A t  each wave number t h e  values were ordered accord ing t o  magnitude. 
these ordered s t a t i s t i c s  t h e  cumulat ive d i s t r i b u t i o n s  on power s p e c t r a l  
d e n s i t y  were obtained. 
assembling d e n s i t y  f u n c t i o n s .  
the  d i s t r i b u t i o n  f r e e  "goodness o f  f i t"  t e s t s  such as t h e  Kolmogorov t e s t .  
Th is  r e s u l t e d  i n  861 values a t  each 
From 
Ordered s t a t i s t i c s  were se lec ted  i n  preference t o  
These s t a t i s t i c s  a l l o w  t h e  a p p l i c a t i o n  o f  
The p o p u l a t i o n  d i s t r i b u t i o n s  were assumed t o  be d e f i n e d  by t h e o r e t i c a l  
d i s t r i b u t i o n s  f i t t i n g  t h e  ordered s t a t i s t i c s .  
the mean and q u a n t i l e s  were then c a l c u l a t e d  from these t h e o r e t i c a l  popu- 
l a t i o n  d i s t r i b u t i o n s .  
e q u i v a l e n t  numerical sampling d i s t r i b u t i o n s  ob ta ined from a machine 
o r i e n t e d  random sampling program (Reference 61, sampling on t h e  861 PSD 
values a t  a se lec ted  s e t  o f  6 f requencies.  The numerical  and t h e o r e t i c a l  
sampling d i s t r i b u t i o n s  agree r e l a t i v e l y  w e l l .  However, t h e  numerical  
sampling d i s t r i b u t i o n s  on q u a n t i l e s  a re  p o o r l y  d e f i n e d  w i t h  o n l y  861 da ta  
values . 
Sampling d i s t r i b u t i o n s  f o r  
The sampling d i s t r i b u t i o n s  were compared w i t h  
Cent ra l  sampling confidence i n t e r v a l s  f o r  t h e  mean f o r  sample s i z e s  rang ing  
from 2 t o  40 were c a l c u l a t e d .  Cent ra l  i n t e r v a l s  were chosen so t h a t  t h e  
r a t e  o f  convergence o f  t h e  sampling d i s t r i b u t i o n s  t o  a normal d i s t r i b u t i o n  
cou ld  be presented. 
2.3 PEARSON TYPE I11 DISTRIBUTIONS 
This  s e c t i o n  i s  o f f e r e d  f o r  those readers who l a c k  a f a m i l i a r i t y  w i t h  t h e  
normal ized incomplete gamma f u n c t i o n  and i t s  s t a t i s t i c a l  re levance.  Ref- 
erence 7 conta ins  most o f  t h e  arguments presented i n  t h i s  s e c t i o n .  
mat ion on t h i s  d i s t r i b u t i o n  i s  g e n e r a l l y  a v a i l a b l e  i n  t h e  l i t e r a t u r e  on 
s t a t i s t i c s .  





2 . 3  (Continued) 
The incomplete gamma function may be defined by the integral formula 
Y ( Y )  = f ,A-1 ,-z dz 
0 
where A i s  a parameter which mus t  be greater than zero. 
The normalized function may be defined as 
where 
Since lim Fly) = 1 
Y + - ”  
F(0) = 0,. and F is monotonic increasing, the function 
dis t r ibut ion function on the domain 0 < y < 00. 
the function F. 
given by 
F(y) is a cumulative 
The parameter x shapes 
The density function associated w i t h  this distribution i s  
dF 1 A-1, -y 
- =  f (y )  = m y  
dY 
( 2 . 3 )  
In f i t t i n g  such a function t o  data, one usually extends the definition of 
the function t o  include some transformation on the independent variable, 
such as a l inear  transfornation. In our case, only a scaling factor  is 
required siwe the minimal value o f  PSD is  zero and a translation on ,y fn  
the function F(y) would destroy the property F(0) = 0. Thus, we r e q u i r e  
only 
where B i s  a scaling parameter. Employing the transformation for  z on 
equation (2 .2 )  and noting t h a t  P(A) i s  a constant, the distribution function 
becomes 
w i t h  density function 




2 . 3  ( Con t i  nued) 
I t  i s  now necessary t o  f i t  two parameters t o  the d a t a :  a scaling parameter, 
E ,  and shap ing  parameter A .  
i f  x < 0 .  
To simplify further discussion, define f ( x ) = G  
The moments abou 
re1 a t i  vely easy 
denote the mean 
t the mean of th is  distribution (mean, variance, e t c . )  are 
t o  calculate by employing characterist ic functions. Let LJ 
value and l e t  
denote the characterist ic function. Notice t h a t  the n t h  derivative o f  
$(t)  i s  given by 
I f  the n t h  derivative of $( t )  i s  evaluated a t  t = 0 ,  one obtains 
m 
= i n  (x-p) ' f (x)dx  
,m 
The right-hand s 
moment a b o u t  the 
de of equation (2.8) i s  j u s t  the def 
mean times i n .  
One may o b t a i n  an exp l i c i t  form for  $(t)  as follows: 
m 
- i tp  B x (  i t-B),A-l dx = e  
Perform the variable subst.itution 
w = - ( i t  - B ) X  
i n  the integral i n  (2 .9 )  and obtain 
(2.8) 
n i t i o n  of  the n t h  
(2.9) 
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2.3 ( Con t i n ued) 
W .I 
i 
i -  
S ince e-wwA-l = 0 when w < 0 t h e  above equat ion may be w r i t t e n  as 
- e-itql - -  it ) - A  
B 
The f i r s t  d e r i v a t i v e  o f  4 evaluated a t  zero i s  
-i (p-x/$ j 
(2.10) 
(2.11) 
1 Since equat ion (2.11) i s  ( - i )  
the  mean, and s ince t h e  mean, p, i s  t h e  f i r s t  moment about t h e  mean, one obta in5 
(see eq. 2.8) t imes t h e  f i r s t  moment about 
- h/B = 0 
lJ = A / B  (2.12) 
S u b s t i t u t i n g  i n  equat ion (2.10) f o r  p, from (2.12), t h e  second d e r i v a t i v e  
eva lua ted  a t  t = 0 i s  
Thus, t h e  variance, denoted by ~ 2 ,  i s
ll2 = h/B2 (2.13) 
The h i g h e r  moments may be obtained by  a s i m i l a r  process b u t  t h e  f i r s t  two 
moments are s u f f i c i e n t  t o  determine the d i s t r i b u t i o n .  
(2.12) and (2.13) f o r  t h e  parameters h and B one ob ta ins  
Solv ing equat ions 
2-5 
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2.4 PARAMETER ESTIMATION 
I n  e s t i m a t i n g  A and B f rom data severa l  techniques were employed. 
f i r s t  technique discussed i s  c a l l e d  the  maximum l i k e l i h o o d  method. 
t h i s  method a f u n c t i o n  c a l l e d  the l i k e l i h o o d  f u n c t i o n  i s  maximized w i t h  
r e s p e c t  t o  the parameters A and 6 and the r e s u l t i n g  formulas are c a l l e d  
maximum l i k e l i h o o d  es t imators  f o r  X and A. 
The 
I n  
The l i k e l i h o o d  f u n c t i o n  L f o r  the  Pearson d i s t r i b u t i o n  i s  the f i n i t e  
p roduc t  
. 
I 
(2 .14)  
This f u n c t i o n  may be maximized w i t h  respec t  t o  I? by maximizing t h e  I n  L 
w i t h  respec t  t o  B .  
Set equat ion  (2.16) t o  zero and o b t a i n  
(2 .16)  
+ (A-1 ) / B  = x / B  (2.17) 
Since x/B 
(2.17) demonstrates t h a t  t h e  maximum l i k e l i h o o d  e s t i m a t o r  o f  the mean i s  
g iven  by the  usual formula f o r  e s t i m a t i n g  the  mean. 
B u t  t o  o b t a i n  a formula f o r  t h e  p a i r  of values o f  x and 6 which maximize 
t h e  l i k e l i h o o d  f u n c t i o n  t h e  va lue o f  
i s  the  t r u e  mean (equat ion  2.12) o f  the  d i s t r i b u t i o n ,  equat ion 
a 1nL 
a x  
must be ca lcu la ted .  Thus, d i f f e r e n t i a t i n g  equat ion  (2.15) 
2-6 





where T'(X) is  the derivative of I'. 
zero, one obtains 
Setting equation (2.18) equal t o  
(2.19) 
Now employ the constraint given by equation (2.17) t o  remove f3, and obtain 
where : i s  again given by 
Rewri ti  ng (2.20) 
(2.20) 
(2.21) 
T h i s  equation is  easy t o  solve numerically for A .  
These formulas were used to  f i t  the functions to  the data. In  Section 3 
the results will be compared w i t h  other methods o f  f i t .  Although i t  is 
not  obvious from equation (2 .21) ,  the results of Section 3 show that  the 
formula for estimating the variance of a normal distribution, namely 
is  not an adequate estimator o f  the variance. 
given by this estimator were calculated from the data for comparison purposes 
and wer'e used w i t h  the values o f  the mean, given by equation ( 2 . 1 7 ) ,  t o  calculate 
the pafameters A and 6. Using these values of A and B the gamma function had 
data f i t  errors i n  excess of 10 percent. 
The values of the variance 
The second method o f  estimation employed was a l ea s t  squares curve f i t .  
The parameters A and 8 are estimated by minimizing the sum of the squared 
deviations of the Pearson distribution from the empirical distribution. 
2-7 
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2.4 ( Con t i n  ued) 
This technique y i e l d s  an e x c e l l e n t  f i t  t o  the  emp i r i ca l  d i s t r i b u t i o n  
o f  data.  The r e s u l t i n g  parameter est imates were employed i n  b u i l d i n g  
a n a l y t i c a l  sampling d i s t r i b u t i o n s  and c e n t r a l  conf idence i n t e r v a l s .  O f  
course, these est imates are n o t  n e c e s s a r i l y  unbiased a1 though they are  
consis t e n t .  
The t h i r d  method of f i t  employed was a cons t ra ined l e a s t  squares method. 
I n  c o n s t r u c t i n g  a f i t  which would y i e l d  an unbiased sampling d i s t r i b u t i o n  
on the  mean, the r a t i o  A/B, was h e l d  constant a t  the t r u e  popu la t i on  mean 
1-1. The mean square d e v i a t i o n  was minimized under t h i s  c o n s t r a i n t .  
An a d d i t i o n a l  method o f  f i t  was a l s o  s tud ied  b u t  was n o t  used i n  t h i s  
study. Th is  method i s  much more promising f o r  f u t u r e  work because i t  
employs more i n fo rma t ion  than i s  g e n e r a l l y  a v a i l a b l e  from the  d i s t r i b -  
u t i o n  func t i ons .  An assumption i s  made t h a t  the  p e r c e n t i l e  l e v e l s  a re  
g i ven  a s  f u n c t i o n s  o f  wave number by a f u n c t i o n  of t he  form 
P = Po k-' 
where P 
Po and s a re  parameters. 
3 and 4 and the  r e s u l t s  g i ven  below. 
i s  the PSD value f o r  a g iven p e r c e n t i l e  l e v e l ,  a t  wave number k ;  
This assumption i s  w e l l  supported by References 
2-8 
Assuming t h a t  the q u a n t i l e s  are reasonably c lose  t o  normal d i s t r i b u t i o n s  
( w i t h  a s u f f i c i e n t l y  l a r g e  sample o f  wind p r o f i l e s  t h i s  i s  q u i t e  reasonable) 
a r o o t  mean square es t imate  o f  Po and s may be made by f i t t i n g  l i n e a r l y  
I n  P =  I n  P o - s  I n k .  
I f  t h i s  es t imate  i s  made a t  each wave number k ,  t h e  f u n c t i o n a l  fo rm o f  
s (  k )  and Po(  k )  may be recovered. 
I n  us ing  the  data i n  t h i s  r e p o r t ,  t h e  no ise  l e v e l  i n  t h e  h i g h  frequency 
range r e s t r i c t s  the  usable values o f  k. I n  fac t ,  t h e  approach j u s t  des- 
c r i b e d  shou ld  d e f i n i t e l y  be supported by c a r e f u l  da ta  c o n d i t i o n i n g  and 
s p e c t r a l  smoothing. See s e c t i o n  3 f o r  a f u r t h e r  d iscuss ion  on t h i s  sub- 
j e c t .  
2.5 SAMPLING DISTRIBUTIONS 
the  sampling d i s t r i b u t i o n s  on the  mean, va 
s t r u c t e d .  For  s imp le  random sampling w i t h  
d e n s i t y  f u n c t i o n  f o r  n-random samples i s  g 
A f t e r  the  d i s t r i b u t i o n  f u n c t i o n s  on the PSD p o p u l a t i o n  have been f i t t e d ,  
' i ance and q u a n t i l e s  can be con- 
replacement, the  sampling 
ven by  t h e  f i n i t e  product.  
(2.22) 
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2.5.1 Sampling D i s t r i b u t i o n s  on t h e  Mean 
I -  
. 
The sampling d i s t r i b u t i o n  on the  mean, m, i s  then g iven by 
(2.23) 
n t imes 
i n t e g r a t e d  over the  r e g i o n  s p e c i f i e d  by t h e  s e t  o f  a l l  x j ' s  such t h a t  
(2.24) 
The moments o f  the d i s t r i b u t i o n  may be found by the use o f  equat ion (2.10) 
which i n d i c a t e s  t h a t  the  c h a r a c t e r i s t i c  f u n c t i o n  o f  
about zero i s  g iven  by 
Now t he  c h a r a c t e r i s t i c  f u n c t i o n ,  @(t), o f F ( n m )  i s  g iven  by 
m m  m 
@(t) = I... .I eitm L dxl dx 2...dxn 
0 0  0 
n t imes 
(2.253 
(2.26) 
Using the  r e s u l t  of, (2.25) i n  the f i n a l  expression o f  (2.26) one ob ta ins  
@(t) = (1 - i t /B) - " '  (2.27) 
Accordi'ng t o  equat ions (2.10) and (2.25) equat ion (2.27) i s  t he  charac ter -  
i s t i c  f u n c t i o n  o f  the  d e n s i t y  funct ion 
another  gama d e n s i t y  f u n c t i o n .  Thus 
nm 





2.5.1 ( Con t i nued)  
or by the variable substi tution 
m 
x = n x  
(2.30) 
In this example, X is  replaced by nX and $ is  replaced by nB. 
equations (2.12) and (2.13), the mean and variance of the sampling dis t r i -  




where p and p2 are the mean and variance from the parent population. 
Comparison of equation (2.32) for  the variance cf the sampling distribution 
w i t h  the formula fo r  sampling from a normal distribution 
var = 1 o2 (2.33) n 
shows tha t  the true variance, equation (2.32), is  identical t o  the usual 
formula employed for sampling from a normal distribution. The rate  of 
convergence of the gama function sampling distribution to  the normal 
sampling distribution centered a t  the mean, p, w i t h  standard deviation 47 
as a function of n i s  presented i n  Section 3. 
2.5.2 Sampling Distribution on the Variance 
The sampling distribution on the variance, v ,  g iven by 
F ( v )  = f j  ...f Ldx l . . . d x n  
- i n G z -  
integrated over the values of the x i ' s  sat isfying 
1 




Once again, U denotes the population mean. 
the s t ructure  of th i s  function, Reference 7 offers  several usable techniques. 
If the mader wishes to  pursue 
2-1 0 
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2.5.3 Sampling Distribution on the Quantiles 
The sampling distributions on the quantiles (percentage levels) are of 
some u t i l i t y  due to  the fac t  tha t  the power spectra are usually presented 
i n  the form of exceedance envelopes. In order to  t r e a t  the theory easi ly  
a simplifying assumption will be made. 
those percentage levels of the form 
I f  the sample s ize  is  n ,  only 
r-1 
n T  
where r i s  a positive integer, will be discussed. 
size i s  10, the sampling distribution fo r  the 50 percent level cannot be 
obtained exactly (under the above assumption) since there i s  no integer r 
such t h a t  (r- l) /9 - 0.5. 
T h u s ,  i f  the sample 
Let F denote the population distribution ( i n  our case F i s  given by 
equation 2.4) and f the density function of the variable i n  question. 
the sampling density function on the 
Then 
r-1 percentile value is (Reference 
7) : n-T 
(2.37) 
The distribution function associated w i t h  f r ( x )  is  easi ly  obtained by 
expanding the r i g h t  hand side of (2.37) and integrating term by term. 
Confidence intervals may be easily calculated nunerically since 
n-r 1 r+ j n- r 
j =O 
n! y2 J fr(x)dx = 1 (-1)’ (r-I)!(n-r)!  - ( j H-m)(F. ( Y 2 ) -  
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RESULTS AND RECOMMENDATIONS 
I 
' I  3.0 GENERAL 
I n  t h i s  sec t i on  the  r e s u l t s  o f  app ly ing  the  f i t t i n g  techniques o f  Sec t ion  2 
and the  subsequent i m p l i c a t i o n s  are discussed. 
work on PSD are  a l s o  presented. 
Recommendations f o r  f u t u r e  
3.1 RESULTS 
The cumulat ive d i s t r i b u t i o n s  i l l u s t r a t e d  i n  F igures 3-1 through 3-6 a r e  
e a s i l y  f i t t e d  by the  gama d i s t r i b u t i o n .  
considered, l e a s t  squares, const ra ined l e a s t  squares, and maximum l i k e l i -  
hood was designed t o  meet some spec i f i c  c r i t e r i a .  
Each o f  t he  th ree  methods o f  f i t  
Consider f i r s t  t he  l e a s t  squares f i t .  
was poss ib le  t o  conclude t h a t  t h e  emp i r i ca l  d i s t r i b u t i o n s  i l l u s t r a t e d  i n  
F igures  3-1 through 3-6 were almost c e r t a i n l y  gamma d i s t r i b u t i o n s .  The 
maximum d e v i a t i o n  o f  t he  f i t t e d  f u n c t i o n  f rom the  emp i r i ca l  d i s t r i b u t i o n  was 
always l e s s  than 0.025 w i t h  an RMS d e v i a t i o n  o f  l e s s  than 0.015. 
Using t h i s  method o f  f i t  alone, i t  
Now the  Kolmogorov t e s t  (Reference 7 )  p laces conf idence i n t e r v a l s  on d i s t r i -  
b u t i o n  f u n c t i o n s  and t h i s  l e a s t  squares f i t  f a l l s  w e l l  w i t h i n  the  95 percent  
conf idence l e v e l  on a d i s t r i b u t i o n  f u n c t i o n  cons t ruc ted  from 861 values f o r  
most cases and never f a l l s  ou ts ide  the  99% l e v e l .  
able,  one cou ld  almost c e r t a i n l y  conclude t h a t  t he  t r u e  PSD d i s t r i b u t i o n  i s  
a gamma d i s t r i b u t i o n  w i t h  parameters g iven by the  l e a s t  squares f i t .  
d i f f i c u l t y  comes f rom a t tempt ing  t o  demonstrate t h a t  t he  t e s t  i s  app l i cab le .  
F i r s t ,  i t  assumes t h a t  the  ordered s t a t i s t i c a l  d i s t r i b u t i o n  i s  cons t ruc ted  
from 861 randomly se lec ted  samples which i n  t h i s  case may n o t  be t rue .  
Secondly, t he  t e s t  p laces symnetric conf idence i n t e r v a l s  about the  d i s t r i b -  
u t i o n  f u n c t i o n  o rd ina tes  which almost never occur i n  p r a c t i c e  bu t  do happen 
t o  be c l o s e l y  approximated by t h e  l e a s t  squares f i t s  obtained i n  t h i s  
r e p o r t .  
employed i n  t h i s  r e p o r t .  
I f  the  t e s t  was a p p l i c -  
The 
I n  any case, t h e  t e s t  i s  n o t  conc lus ive  f o r  t he  methods o f  f i t  
Consider secondly the  cons t ra ined l e a s t  squares f i t .  
l e a s t  squares fit, the  const ra ined l e a s t  squares f i t  mainta ins the  expected 
va lue  o f  PSD computed from the  gamma func t ions  a t  t he  mean va lue  computed 
f rom the  data.  
i n  F igures  3-1 through 3-6 i s  r e l a t i v e l y  poor. I t  rough ly  has a maximum 
e r r o r  o f  +0.06 and a minimum e r r o r  o f  -0.04. Since these dev ia t i ons  a r e  
n o t  symmetric, t h e  f i t  cannot be e a s i l y  r e j e c t e d  by us ing  the  Kolmogorov 
test.. O f  course, t h i s  type  o f  f i t  was employed t o  guarantee t h a t  t he  
sampl ing d i s t r i b u t i o n s  on the  mean would be unbiased when compared w i t h  the  
data.  The e r r o r  i n  t h e  maximum l i k e l i h o o d  method o f  f i t  i s  approx imate ly  
equal  t o  the  e r r o r  f rom the  const ra ined l e a s t  squares method of  f i t .  
I n  c o n t r a s t  t o  t h e  
The r e s u l t i n g  f i t  t o  the  emp i r i ca l  d i s t r i b u t i o n s  i l l u s t r a t e d  
These e r r o r s  i n  f i t  a r e  r e f l e c t e d  i n  the  mean value sampling dens i t y  func-  
t i o n  presented i n  F igures 3-7 through 3-15. From a cursory examinat ion o f  
these curves, i t  appears t h a t  t h e  l e a s t  squares f i t i s ,  SO t o  say, " too  
3-1 
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3.1 ( Con t i n ue d ) 
good"; i . e . ,  errors in the d a t a  values are worked into the f i t t i n g  process 
and these errors appear in the sampling distribution. On the o t h e r  h a n d ,  
the maximum likelihood f i t  re l ies  too heavily on the d a t a  distribution so 
t h a t  e r rors ,  such as an incgrrect variance, s t r o n g l y  a f f e c t  i t s  shape, 
Consequently, i t  i s  a more r e a l i s t i c  f i t  in the sense of being unbiased b u t  
i s  somewhat poorly shaped. The only solution t o  this inconsistency i s  t o  
i t e r a t e  towards the  correct answer. A re-examination of the construction 
of the s t a t i s t i c s  i s  required. 
I n  figure 3-16, selected percentile levels are plotted as a function of 
wave number. 
high frequency range i s  due to  balloon tracking noise. 
tering of those profiles containing tracking noise would  increase the 
number of wave numbers for  which distributions could be obtained. The 
functional dependence of the parameters on wave number might then be inves- 
t igated.  For example, a preliminary investigation indicates t h a t  the mean 
and square root of the variance have the same functional form as the median. 
Removal of t h e  noise will also improve the estimation of the quantile 
levels .  
quantile l ines are paral le l .  The drop in these curves around wave number 
80 i s  probably due t o  power attenuation by d a t a  preprocessing. 
be resolved by reanalyzing the raw FPS-16 d a t a  b u t  i s  probably n o t  necessary. 
The peculiar r i se  in the higher percentage levels towards the 
Elimination or f i l -  
The principle question of in te res t  here i s  whether o r  n o t  these 
This could 
A s ignif icant  refinement of the distribution shape might occur by employing 
a more accurate spectral estimate t h a n  t h a t  obtained from the raw power 
spectra.  This i s  usually a delicate operation, b u t  in the case of w i n d  
spectra,  i t  appears that  there are many saving graces. 
Most methods of spectral estimation, such as f i l t e r  smoothing, reduce the 
resolution. However, a l l  of the evidence indicates t h a t  there are no pre- 
ferred frequencies (Reference 3) in the spectra of wind prof i les .  
with nothing t o  resolve, resolution i s  n o t  too important and  a s ignif icant  
trade of resolution for  accurate estimation could be made. 
Thus, 
A second error  usually employed in power spectral smoothing could also be 
avoided. Often times a symnetrically weighted narrow band f i l t e r  i s  used 
as a smoothing f i l t e r .  
noise signal;  i .e. ,  one where the power viewed as a function of wave length 
i s  constant. 
spectra i s  necessary to  properly prewhiten the s ignal ,  application Of 
symmetrically weighted f i l t e r s  i s  often times incorrectly used. 
This i s  a correct procedure t o  apply t o  a white 
Since an a priori  knowledge of the r o u g h  s t ructure  of the 
In the case o f  wind spectra,  an  a priori  knowledge o f  the general 
shape of the spectra i s  available (Reference 3) and a properly 
whitened signal could be constructed. A 1  ternatively,  i f  the 
d i rec t  transform method i s  preferred, a more correct nonsymrnetrically 
weighted smoothing f i l t e r  can be employed. 
t o  o b t a i n  an excellent estimate of the true spectra. 
resul t  may indeed c la r i fy  the discrepancies in methods of distribution 
Thus, i t  should be possible 
The s t a t i s t i c s  which 
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function f i t  and allow one to  be much more conclusive about the probabil- 
i s t i c  s t ructure  of the wind. . 
Finally, some change in the distributions migh t  be obtained by deleting the 
more obvious biases i n  the time distribution of the data. 
of such an e f f o r t  is not a t  a l l  clear and may indeed be negligible. 
B u t  the e f fec t  
The values of the parameters h and 6 obtained by the different  methods of 
f i t  a t  six selected wave nunbers are presented and compared i n  Table 3-1. 
In sumnary, the population s t a t i s t i c s  for  PSD values a t  a l l  wave numbers 
between 5 cy/4km and 25 cy/4km are tentatively given by Pearson Type I11 
distributions w i t h  s h a p i n g  parameter, X, equal to  approximately 9/10. The 
parameter B i s  not constant bu t  the logarithm of B i s  a l inear  function of 
the logarithm of the wave number ,  k .  Since X is approximately constant, 
the log of the mean X / B ,  and the log of the square root of the variance 
JX/B2, are also l inear  functions o f  the logarithm of k.. 
The r e s u l t i n g  mean value sampling distributions together w i t h  the machine 
oriented random sampling distributions are shown i n  F igures  3-7 through 
3-15 f e r  three selected w2ve !!Urnhers %!a three selected s.mp!e s5zes. 
tables i n  the Appendix show the tolerance limits on central confidence 
intervals  together w i t h  a comparison of the normal approximation. The 
central l imit  theorem i s  well i l lus t ra ted  by the rate of convergence of 
these tolerance levels as sample s ize  increases. Clearly, good approxima- 
t ions may be obtained by using the Gaussian normal confidence intervals .  
The 
As a f inal  speculation, i t  is very a t t rac t ive  t o  consider the possibi l i ty  
t ha t  X i s  actually 1 
reduces to a $ function fo r  two degrees of freedom. 
could possibly be explained by considering the Fourier coefficients ak and 
bk i n  the Fourier expansion of the wind prof i le  as normally d i s t r i b u t e d  
variables w i t h  zero mean and equal variance. 
number k i s  given by 
instead of 9/10, since the distribution function then 
Such a s i tuat ion 
Since the power a t  wave 
normality i n  ak and bk would imply the $ w i t h  two degrees of reedom as 
the appropriate distribution for  power. 
the PSD distributions were unsuccessful. B u t ,  to this author a t  l ea s t ,  
there i s  no apparent reason why the bivariate distribution of the pairs 
(ak, bk)  should not have zero mean. 
pairing of sine and cosines i n  the expansion. Furthermore, i t  i s  not 
obvious why the variance on ak should be different  from the variance on bk 
o r  why the correlation coefficient should not be zero. 
In f a c t ,  i t  seems much more l ikely tha t  the bivariate distribution i s  not 
noma1 , e i ther  because o f  the structure o f  the wind or because of contamina- 
tion from sources not presently understood. 
the bivariate s t a t i s t i c s  of the Fourier coefficients i s  more fundamental 
3 Attempts to  f i t  the x function t o  
Otherwise there is  some preferred 
In any case, i t  i s  c lear  t h a t  
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than the PSD s t a t i s t i c s ,  
from a knowledge of the expansion coefficients where a knowledge of the PSD 
values do not  allow for  the recovery of this information. 
For obviously the wind  prof i le  may be recovered 
3.2 RECOMMENDATI UNS 
I f  the probabilist ic s t ructure  of power spectra i s  t o  be pursued fur ther ,  
the data should  be screened t o  eliminate noisy profiles.  
f i l t e r  should be developed and applied and the method of  f i t  given a t  the 
end of paragraph 2 .4  s h o u l d  be attempted. Of course, the d a t a  s e t  should 
be expanded i f  feasible and some study of the e f fec t  of daily data bias 
undertaken. 
An accurate 
As regards f i t t i n g  the gama function i n  future work, the most convenient 
method of  estimating these parameters for enlarged data se t s  i s  the maximum 
likelihood method. These formulas are convenient since they do not require 
the construction of a distribution function. Also, a continual update of 
the parameter estimates is easily obtained. 
the mean w h i c h  resul t  from the maximum likelihood method are unbiased. 
The sampling distributions on 
As mentioned a t  the end of the l a s t  subsection, the bivariate distribution 
of the Fourier  coefficients is  more closely related to the wind profile.  
Since these coefficients are available when PSD are obtained w i t h  the 
direct  transform method, t he i r  s t a t i s t i c s  should be compiled and analyzed. 
An increase i n  the data s e t  would be necessary to  obtain accurate results. 
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FIGURE 3-1. E M P I R I C A L  CUMULATIVE PSD D I S T R I B U T I O N S  AT WAVE NUMBER 5 
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F IGURE 3-2. E M P I R I C A L  CUMULATIVE PSD D I S T R I B U T I O N S  AT WAVE NUMBER 10 
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x B h/B 
LEAST SQUARES ESTIMATORS 
0.8651 79 14.741 5 O.OW69O5 
0.927396 116.492 0.00796103 
0.929622 329.636 0.00282282 
0.916526 657.703 0.001 39353 
0 .9021 29 1162.06 0.000776321 
0 .go9847 1868.19 0.000487021 
MAXIMUM L I K E L I H O O D  ESTIMATORS 
0.90364 7 15.1393 0.0596888 
0.945772 1 1 5.771 0.0081 6933 
0 .go5528 306.794 0.002951 58 
0.890628 61 1.1 72 0.00145725 
0.80071 7 880,540 0.000909348 
0.81 2664 1429.96 0.00056831 2 
CONSTRAINED L E A S T  SQUARES ESTIMATORS 













11 3.350 0.0081 6907 
31 4.224 0.00295146 
628.166 0.001 45720 
969,302 0.000909348 
1571.94 0.00056831 0 
NORMAL PARAMETER ESTIMATORS 
13.1780 0.0596860 
110.592 0.0081 6909 
276.807 0.002951 46 































TABLES OF CONFIDENCE INTERVALS ON THE-MEAN 
. 
I -  
- 
. 
In th i s  appendix the tables of confidence intervals together with the errors  
associated w i t h  assuming a normal distribution are presented. The tolerance 
intervals a r e  grouped according t o  confidence level.  
Table A-I, l i s t s  the tolerance value for  the 50 percent confidence inter-  
vals for sample sizes 2, 4 ,  e tc .  for  selected wave numbers. Referring t o  
Table A-I, and assuming the maximum likelihood method of f i t  i s  
employed, a sample of 16 wind profiles selected a t  random will give the 
true PSD mean a t  wave number 10 with an e r ror  of f 1.412 x (m2/s2)/ 
(cy/4km), 50 percent o f  the time. Referring to  the table in Figure A - V  
the PSD mean a t  wave number 10, calculated from a random sample o f  size  16, 
will be correct t o  within f 5.678 x 10-3 (m2/s2)/(cy/4km) 99 percent of 
the time. 
Thus  the f i r s t  table ,  
The difference between the several methods of f i t ,  l eas t  squares ( L . S . ) ,  
maximum likelihood (M.L.)  and constrained l eas t  squares ( C . L . S . )  i s  in 
p a r t  a measure of the relat ive accuracy of these methods. 
the higher wave nunbers, which were increasingly contaminated by balloon 
tracking error ,  the difference between the several methods of f i t  i s  
Disregarding 
nnnl i n i  h l  a .*.-y. , Y " . b .  
If confidence intervals a t  other wave numbers are desired, they may be 
quickly approximated by a graphical method. 
sample s ize ,  and type of f i t  desired. Plot the tolerance value ( table  
entry) vs. wave nunber on log-log graph paper. 
a s t ra i  gh t 1 i ne, i nterpol ation and extrapol a t i  on may be effected graphi - 
cal ly . 
For sample s izes  above 40, the normal distribution can be used t o  obtain 
confidence intervals .  To calculate confidence intervals,  refer  t o  a table 
o f  normal integrals where 
Select the confidence interval ,  
Since this  i s  essent ia l ly  
X 
-X 
P = @(x)dx  
in the table and 9 i s  a Gaussian density function with zero mean and unit 
variance (a = 1 ) .  
Locate the value of x giving t h e  probability P in the table. 
wave number desi red and obtain the variance A/@2 from Table 3-1. 
the variance by n and take the square roo t  of the resul t .  
resu l t  by x t o  obtain the tolerance value 6. 
Select the sample s ize ,  n ,  and confidence desired, P .  




Tables A-IX and A-X l i s t  the e r m r  in confidence incurred when using the 
normal approximation for  sample sizes 10. 20, etc .  
represent the percentages which must be added t o  the confidence calculated 
from the normal approximation t o  obtain the true confidence values. T h i s  
error i s  clearly negligible when the sample s ize  exceeds 41). 
The entr ies  in this  table 
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I .  
A few guidelines t o  calculation techniques are l i s t ed  below. These tech- 
niques are not necessarily e f f ic ien t  b u t  they are generally understood by 
people familiar w i t h  performing numerical s t a t i s t i c a l  calculations. Con- 
siderable l i t e r a tu re  exis ts  covering t h e i r  implementation (e.g. , Ref. 6 ) .  
Since s t a t i s t i c s  often deal w i t h  massive amounts of d a t a  and since the 
formulas sometimes involve large fac tor ia l s ,  exponentials, logarithm sums, 
e tc . ,  simple discretion must be employed to  maintain accurate calculations. 
Adequate results can usually be obtained by implementing the formulas i n  a 
way which avoids the generation of large numbers. 
Accurate numerical integrations can be accomplished by a three o r  four 
pass Runge-Kutta scheme and implementation is  relatively easy. Also some type 
of numerical isolation scheme i s  necessary. 
approximations t o  partial  derivatives is adequate. A complete recalculation 
of the par t ia l< on each pass does not necessarily resul t  in a serious loss 
of cornputatinn time and i s  often S i m p l e r  to implement than methods h a ~ d  
on an update scheme. 
One based on f i n i t e  difference 
Accurate calculations of the Pearson density function may be improved by 
rewriting equation (2.5) as follows 
T h i s  i s  especially important when calculating the integrand o f  the sampling 
dis t r ibut ion on the mean, equation (2.30). Otherwise, the argument of the 
exponenti a1 may exceed the range of the exponenti a1 subroutine. 
good routines are available for calculating the gama function I ' ( X ) .  
Reference 6 l i s t s  one such subroutine. Five place accurate integration of 
the density function over i t s  ent i re  useful range may he obtained by 
us ing  one hundred steps w i t h  a fou r  pass Runqe-Kutta integrator. 
Several 
In employing the likelihood method (Eqs. 2.17 & 2.21) to f i t  the population 
d i s t r i b u t i o n ,  i t  is necessary t o  use numerical isolation to obtain the 
value of X satisfying ( 2 . 2 1 ) .  The formula can be implemented as written. 
course, the Xi I s  represent the data values and the mean value o f  the data. 
Many formulas are available for calculating rl(X)/r(A). The following 
ser ies  may be used b u t  th i s  series converges very slowly i n  the neighbor- 




APPENDIX B (Continued) 
I n  t h i s  fo rmula  Y i s  E u l e r ' s  constant.  
sum, Sn, i s  g iven  by 
n 
No t i ce  i f  X = 1 the  n t h  p a r t i a l  
S = - (-y+l)+(n/(n+l))  
Thus, 1000 terms o f  t h e  sum are  r e q u i r e d  t o  o b t a i n  4-place accuracy. 
I n  c a l c u l a t i n g  c e n t r a l  conf idence i n t e r v a l s  on the  q u a n t i l e s ,  t he  t r u e  
va lue  o f  the  q u a n t i l e  must be assmed t o  be g iven by one o f  t he  t h e o r e t i c a l  
func t ions  f i t t i n g  the popu la t i on  d i s t r i b u t i o n .  L e t  9 denote the  va lue  
o f  t he  q u a n t i l e  t o  be s tud ied .  Then one seeks the  value o f  y s a t i s f y i n g  
the  equat ion  
This value o f  y represents the  t r u e  value o f  the  popu la t i on  q u a n t i l e .  
A f t e r  y has been obtained, conf idence i n t e r v a l s  centered  a t  y may be 
c a l c u l a t e d  numerical l y  . 
Suppose a random sample o f  n p r o f i l e s  has been se lec ted ,  t he  power 
spec t ra  has been ca l cu la ted ,  and a t  some s e l e c t e d  wave number the  r e s u l t i n g  
n values o f  PSD have been ordered according t o  magnitude. 
Suppose 6 i s  a p o s i t i v e  number such t h a t  y - 6 
t h a t  X r  i s  i n  the  i n t e r v a l  y f 61 
sents the  crue va lue  of t h e  Q t h  p e r c e n t i l e  power d e n s i t y  w i t h  a known 
e r r o r .  
the  t r u e  value i s  very smal l .  I n  paragraph 2.5.3, t he  assumption t h a t  Q 
was o f  t h e  form ( r -1  ) / (n -1  ) was made t o  assure xy  
s i b l e  t o  Q as the  sample s i z e  increases. 
Fo r  s i m p l i c i t y  we would recommend t h a t  f o r  a g i ven  sample s i ze ,  n, con f i -  
dence i n t e r v a l s  should o n l y  be developed f o r  q u a n t i l e s  of t h e  form 
( r - l ) / ( n - l ]  where r i s  a p o s i t i v e  i n t e g e r .  To proceed with th i s  c a l c u l a t i o n ,  
s e l e c t  t he  sample s ize ,  n, and the  p e r c e n t i l e  value, Q, (of t h e  form ( r - l ) /  
( n -1 ) )  and so lve  f o r  t h e  va lue  o f  y. 
P, and use equat ion (2.38) o r  (2.39) t o  s o l v e  f o r  t h a t  va lue  o f  & s a t i s f y i n q  
0. What i s  t h e  p r o b a b i l i t y  
Now i f  X r  i s  n o t  even c lose  t o  y, t h e  p r o b a b i l i t y  t h a t  i t  represents  
Th is  i s  t he  p r o b a b i l i t v  t h a t  X r  repre-  
be ing  as c lose  as pos- 




APPENDIX B (Continued). 
I n  t h i s  equation, Fr+J i s  g iven by 
0 
A l i t t l e  exper imentat ion w i t h  the implemented form o f  t h e  equat ion may be 
necessary t o  o b t a i n  accurate r e s u l t s ,  e s p e c i a l l y  f o r  l a r g e  sample s i zes  
( l a r g e  values o f  n)  . 
F i n a l l y ,  the  reader ' s  a t t e n t i o n  should be brought t o  the  d i s t r i b u t i o n  f r e e  
methods o f  c a l c u l a t i n g  confidence i n t e r v a l s  on q u a n t i l e s .  
suppose a random sample has been selected, the PSD values ordered, e t c .  
Once again, 
The d i s t r i b u t i o n  f r e e  method answers the  quest ion,  "What i s  the p r o b a b i l i t y  
t h a t  Q l i e s  between X j  and X r ? "  Th is  p r o b a b i l i t y  does n o t  depend on 
t h e  p o p u l a t i o n  d i s t r i b u t i o n .  
The formula f o r  c a l c u l a t i n g  t h i s  p r o b a b i l i t y ,  P,  i s  
Computations are thereby reduced t o  a minimum. 
r-1 - - i=J  1. & Q'(I-QF 
As an example o f  t h e  a p p l i c a t i o n  o f  t h i s  formula, suppose a random sample 
o f  s i z e  15 i s  se lected.  
va lue  o f  t h e  power l i e s  between the  7 t h  and 9 t h  values o f  t h e  sample? 
He r e  
What i s  the  p r o b a b i l i t y  t h a t  the  50 p e r c e n t i l e  
Q = 0.5 = 1/2 
r = 9  
j = 7  
1 i 1 1 5 - i  8 
i =7 
p = c m 2  15! ( ( 2
B-3 
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APPENDIX B (Continued) 
The i n t e r v a l  w i t h  end p o i n t s  x7 and xg serves as a 40 percent  conf idence 
i n t e r v a l  f o r  the 50 p e r c e n t i l e  value i n  a sample o f  s i z e  15. 
The d i s t r i b u t i o n  f r e e  teehniqires nay a l so  be .used t o  measure the  s i z e  o f  
a sample necessary t o  i n c l u d e  a g iven h igh  p e r c e n t i l e  l e v e l  o f  power. 
For the p r o b a b i l i t y ,  P, t h a t  the p e r c e n t i l e  value Q exceeds the  n t h  
value o f  a sample o f  s i z e  n i s  
Thus i f  Q i s  se lec ted  as the  99 p e r c e n t i l e  l e v e l ,  t he  p r o b a b i l i t y  t h a t  
t he  l a r g e s t  value i n  a sample o f  s i z e  3 i s  l e s s  than Q i s  
(0.99)3 2 0.97 
A sample s i z e  l a r g e  enough t o  i nc lude  a value o f  the power exceeding the  
99 p e r c e n t i l e  value 50 percent  o f  t he  t ime i s  g iven  by the  s o l u t i o n  o f  
n i n  the equat ion 
(0.99)n = 0.5 
So lv ing  f o r  n 
l o  (0.5 
n = 69 
To exceed the 95 p e r c e n t i l e  value o f  power 99 percent  o f  the t ime requ i res  
a sample s i z e  o f  86 o r  more. 
Fo r 
(0.95)" = 0.01 
n = h z a 6  l o  (0.01) 
To exceed the  99 p e r c e n t i l e  va lue 99 percent  o f  the t ime 
l o  (0.01) n = 2 455 
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APPENDIX C 
GLOSSARY OF DEFINITIONS , ABBREVIATIONS AND SYMBOLS 
DEFIN IT IONS 
B ias  - Used i n  s t a t i s t i c s  t o  i n d i c a t e  t h a t  t he  
f i r s t  moment (mean va lues)  o f  a d i s t r i b u t i o n  
does n o t  agree w i t h  the  mean va lue o f  t h e  
popul a t i o n  the  d i  s tri b u t i  on i s supposed t o  
represent.  
Cent ra l  conf idence i n t e r v a l  - A t o le rance  i n t e r v a l  centered a t  some 
prese lec ted  Val ue . 
Quan t i  1 e 
To1 erance i n t e r v a l  
- I f  a s e t  o f  n numbers has been ordered 
according t o  magnitude, the  r t h  quant i  l e  
(where r < n )  i s  t he  r t h  value i n  the  se t .  
- A t ype  o f  conf idence i n t e r v a l  used w i t h  
sampling d i s t r i b u t i o n s .  i ne  Confidence 
associated w i t h  such an i n t e r v a l  i s  t he  
p r o b a b i l i t y  t h a t  t h e  des i red  va lue w i l l  be 
obta ined w i t h i n  the  to le rances  speci  f y i  ng 
the i n t e r v a l  . 
-. 
Time average s t a t i s t i c  - Used here i n  connect ion w i t h  PSD values 
where the  t ime v a r i a t i o n  has been destroyed 
by consi  d e r i  ng data c o l l  ec ted  a t  d i f f e r e n t  
t imes as belonging t o  a s i n g l e  popu la t i on  
w i t h  no t i m e  d i f f e r e n c e .  







- Greenwich mean t ime 
- Kennedy Space Center 
- Power spec t ra l  dens i t y  
- A s c a l i n g  parameter used i n  the  Pearson 
d i s t r i b u t i o n .  
- Incomplete gamma f u n c t i o n  - a l s o  used as 
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APPENDIX C (Continued) 
- Wave number. 
- Natural logari thm. 
- A shaping parameter used i n  the Pearson 
d i  s tri b u t i  on. 
- Mean. 
- Variance. 
- The mean of a sampling d i s t r i b u t i o n .  
- The var iance  o f  a sampling d i s t r i b u t i o n .  
- Power dens i ty  - a l s o  used as  p r o b a b i l i t y .  
- Continued product.  
- C h a r a c t e r i s t i c  func t ion .  
- C h a r a c t e r i s t i c  func t ion  o f  the sampling 
d i s t r i b u t i o n  on the mean. 
. 
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