Approximations to the modified signed likelihood ratio statistic are asymptotically standard normal with error of order n −1 , where n is the sample size. Proofs of this fact generally require that the sufficient statistic of the model be written as (θ, a), whereθ is the maximum likelihood estimator of the parameter θ of the model and a is an ancillary statistic. This condition is very difficult or impossible to verify for many models. However, calculation of the statistics themselves does not require this condition. The goal of this paper is to provide conditions under which these statistics are asymptotically normally distributed to order n −1 without making any assumption about the sufficient statistic of the model.
let ℓ(θ) = log L(θ) denote the log-likelihood function. Suppose that θ = (ψ, λ), where ψ is a scalar parameter of interest and λ is a nuisance parameter. Inference about ψ can be based on the signed likelihood ratio statistic R,
Here ancillarity is taken to mean that the distribution of a does not depend on θ, although if a is used in Assumption 1.1, it must satisfy the additional requirement that (θ, a) is sufficient. Under Assumption 1.1, the log-likelihood function ℓ(θ) may be written as ℓ(θ;θ, a) to emphasize that it is a function of the sufficient statistic (θ, a) as well as the usual argument θ. Note that some distributions, such as full-rank exponential family distributions and certain transformation models, satisfy this assumption; however, for other types of models, it is often very difficult or impossible to verify Assumption 1.1.
The modified signed likelihood ratio statistic R * is given by The sign of U is taken to be the same as that of R so that U/R is never negative. In the moderate-deviation case, R * is asymptotically normally distributed with error O(n −3/2 ), while in the large-deviation case R * is asymptotically normally distributed with error O(n −1 ); see [2] . Note that the errors in both cases are uniform and relative. For models in which Assumption 1.1 cannot be verified, computation of U is difficult or impossible. [10] uses a variable T in place of U ; Assumption 3 1.1 is not needed for determination of T . However, it does require a prior density function for θ. [22] and [18] propose, respectively, an approximation R * to R * based on covariances and an approximationR * to R * based on empirical covariances.
The covariance-based approximation is based on the fact that, in the expression for U , ℓ ·;θ (θ) − ℓ ·;θ (θ) and ℓ θ;θ (θ) may be approximated bȳ ℓ ·;θ (θ) −l ·;θ (θ) = {Q(θ;θ) − Q(θ;θ)}i(θ)
andl θ;θ (θ) = I(θ;θ)i(θ) −1Ĵ respectively, where
. LetŪ denote the approximation of the statistic U based on the above approximation; then an approximation to R * is given bȳ
see [22] for further details. LetQ
, where ℓ (j) (θ) denotes the log-likelihood function based on the jth observation alone. Then ℓ ·;θ (θ) − ℓ ·;θ (θ) and ℓ θ;θ (θ) may be approximated byl
andl θ;θ (θ) =Î(θ;θ)î(θ) −1Ĵ respectively. LetÛ denote the statistic U based on these approximations; then an approximation to R * is given bŷ
see [18] for further details. The higher-order asymptotic normality ofR * andR * has been established by [22] and [18] , respectively, under Assumption 1.1. The goal of this paper is to prove that these statistics are asymptotically normal with error O(n −1 ) without requiring Assumption 1.1. 
where ψ is the scalar parameter of interest and λ is the nuisance parameter vector. Let L(θ) ≡ L(θ; Y ) denote the likelihood function for θ ∈ Θ and Y ∈ R n×d• and let ℓ(θ) = log L(θ). For each θ ∈ Θ, let
For r, s = 1, 2, . . . , k, define
Assumption 2.1. Assume that Θ is an open subset of R k .
1. ℓ(θ) is five times continuously differentiable at each θ ∈ Θ with respect to
) has joint cumulants up to third order, where i, j, κ, ℓ, m, p, q, r, s, t = 1, 2, . . . , k;
5. The maximum likelihood estimator of θ is consistent as n → ∞.
Conditions ensuring that part (5) of Assumption 2.1 holds are given, for example, by [1, 24] and [16] .
Let ℓ (i) (θ) = log p(Y i ; θ), i = 1, 2, . . . , n. Then, for r, s, t = 1, . . . , k, we have
For r = 1, . . . , k, let
where
Let d denote the rank of the covariance matrix of Z. By the spectral decomposition of the covariance matrix of Z, there exist a matrix T = (t ij ) d×(k+k 2 +k 3 ) and a random vector X with d elements such that X = T · Z, Cov(X) = I d×d and Z = (
Assumption 2.2. The following three points are assumed: I. The distribution ofỸ i has a finite cumulant generating function in a neighborhood of the origin, that is, | log(E[exp{< t,Ỹ i >}])| < +∞, where t < ε for some ε > 0. II. The characteristic function ξ ofỸ i satisfies Cramér's condition, that is, for some k > 0, sup{|ξ(t)|; t > k} < 1.
III. Some power of ξ is integrable, that is,
Condition II can be verified by applying the Riemann-Lebesgue lemma; see, for example, [7] . Condition III can be verified by applying a result such as Lemma 2.4.3 in [14] .
3. Main result. The following theorem is the main result of the paper.
Theorem 3.1. Assume that the Assumptions 2.1 and 2.2 hold. Then, uniformly for −∞ < t < ∞, we have
That is,R * andR * converge in distribution to standard normal random variables with the error of order of n −1 .
Note that the O(n −1 ) errors in the normal approximations to the distribution functions ofR * andR * are relative and uniform in t, the argument of the distribution function under consideration. The uniformity follows directly from Theorem 3.2 of [19] , while relativeness follows from the fact that the cumulative distribution function of a standard normal random variable is O(1) as n → ∞.
The proof of Theorem 3.1 is based on the following lemma.
Lemma 3.1. Assume that Assumption 2.2 is satisfied. Define X as in Section 2; then
where E{ X 4 } < +∞; B is any Borel set in
is the density function of the finite signed measure with characteristic functionP r (it : {χ v,n }) exp{− 1 2 t 2 }, t ∈ R d , r = 0, 1, 2;P r (z : {χ v,n }), r = 0, 1, 2, are Cramér-Edgeworth polynomials defined in [6] ; and χ v,n , 1 ≤ v ≤ 4 are the cumulants of X, satisfying χ 1,n = 0, χ 2,n = 1 R d . That is, equations (3.1)-(3.3) in [19] are satisfied for s = 4.
Proof. [21] gives conditions for the validity of multivariate Edgeworth expansions for a sequence of random variables. We check those conditions so that we can use [21] to prove this lemma.
Using the properties of X given in the previous section, condition I of Assumption 2.2 implies condition (i) in Corollary 4.2 of [21] and condition II of Assumption 2.2 implies condition (ii) in Corollary 4.2 of [21] . It is trivial to verify that condition (iii) in Corollary 4.2 of [21] is also satisfied. Condition III in Assumption 2.2 implies that some power of ξ is integrable. Therefore, the conditions of Theorem 3.1 in [21] for s = 4, ρ 4,n (t) = a n (t) −1 = n −1/2 , ε n = n −3/2 follow from Corollary 4.2 in [21] .
Applying Theorem 3.1 in [21] shows that equation (3.7) in Theorem 3.1 in [21] holds for s = 4, ε n = n −3/2 and, hence, that condition in Corollary (3.3) of [21] is satisfied. Therefore, equation (3.10) in Corollary (3.3) of [21] gives that
where B and ξ n (u) are the notation explained in this lemma. By Assumption 2.1, it is obvious that E{ X 4 } < ∞. Therefore, equations (3.1), (3.2) and (3.3) in [19] hold for s = 4.
Proof of Theorem 3.1. We begin by outlining the basic idea of the proof. Suppose that a sequence of distributions can be approximated to a certain order of accuracy by an Edgeworth series; then Theorem 3.2 of Skovgaard [19] shows that such an expansion may be transformed by a sequence of deterministic or stochastic smooth functions of the corresponding random vectors to yield another Edgeworth expansion of the resulting sequence of distributions. The terms in this expansion may be calculated from the moments obtained by the delta method, that is, the moments formally calculated from a Taylor series expansion omitting terms of high order. Thus, to prove the theorem, we use Lemma 3.1 to obtain an Edgeworth series approximation to the distribution of X and then, in Section 5, show thatR * has an expansion in terms of X. Theorem 3.2 of [19] then gives an Edgeworth series approximation to the distribution ofR * ; the same approach can be used forR * . As noted above, the uniformity in Theorem 3.1 follows from the uniformity in equation (3.13) of Theorem 3.2 of [19] . Lemma 3.1 shows that equations (3.1)-(3.3) in [19] hold. Note thatR * does not satisfy the first part of equation (3.4) of [19] ; thus, we begin by constructing a location adjustment ofR * . Let
Expanding the corresponding likelihood equations shows thatθ andθ ψ can be considered as stochastic functions of Z; see [20] , particularly equation (6.2). The formula ofR * containsθ andθ ψ . By its expansion,R * can be similarly considered as a stochastic function of Z and it is equal to 0 when Z = 0. Hence,R * satisfies the first part of equation (3.4) in [19] . However, R * considered as a stochastic function of Z is not equal to zero when Z = 0. Hence, Theorem 3.2 in [19] can be applied only toR * to obtain its asymptotic distribution. Note that the function f n in Theorem 3.2 in [19] can be a stochastic function; see Remark 3.8 in [19] . The asymptotic distribution of R * is obtained by reversing the location adjustment in the final part of this proof. By using Taylor series expansions and collecting terms by orders of n −1/2 , R * may be expanded,
where R(n −1 ) represents a finite number of terms of order n −1 such that the first four cumulants of nR(n −1 ) are bounded in n; see Section 5 for details of the derivation of equation (3.1). Even though we can obtain the specific form of R(n −1 ) by expandingR * to order n 3/2 , we omit its specific form since it is extremely tedious. Note that Z ψ , Z λ , . . . in equation (3.1) may be viewed as functions of X. Thus, we can writeR
represents the function corresponding to the first three terms in equation (3.1); ω denotes the sample point of the underlying experiment and accounts for the contribution of the O p term in (1) . It follows that Theorem 3.2 in [19] can be applied toR * ; see Remark 3.8 of [19] .
We know from equation (3.1) that at X = 0,R * is four times differentiable, R * (0) = 0 and DR * (0) is of rank one; it follows that equation (3.4) in [19] holds. It is shown below thatR * has asymptotic variance 1; hence,R * does not have to be normalized as in equation (3.5) of [19] . WriteR * =R + O p (n −3/2 ), whereR denotes the first three terms on the right-hand side of equation (3.1). Note thatR is a function of X. By the uniqueness of power series expansions,R agrees with the Taylor series expansion ofR * with respect to X up to a polynomial of a finite number of terms, neglecting terms of order O p (n −3/2 ). Using the expression forR given in equation (3.1), we obtain the following expression for E[R]:
Similar computations show that
Let η n be the density function with characteristic function
r (it : {χ v,n }),
and
We now verify Assumption 3.1 in [19] . For all α > 0 and all sufficiently large n, we have the following:
1.R * is four times continuously differentiable on H n (α), and
The continuous differentiability ofR * claimed in point 1 requires some clarification. Note thatR * has a singularity at points where R = 0 andŪ = 0. However, the singularity is removable. Whenever R = 0, we must have ψ =ψ, from whichŪ = 0 follows. When ψ approachesψ, equations (5.11) and (5.16) in Section 5 show that R = O((ψ − ψ)) and equations (5.7), (5.8) and (5.11) show thatŪ = O((ψ − ψ)). Hence,Ū and R approach zero at the same rate whenever R goes to zero. Furthermore, equation (5.14) shows thatŪ /R goes to 1. Therefore, the singularity is removed. Therefore, we have shown that all conditions in Theorem 3.2 in [19] are satisfied for q = p = s = 4; it follows that η n (t) = 
Finally, it follows from equation (3.13) in [19] that
Note thatχ
Therefore, we have
The proof forR * is very similar. We can expandR * to the third order and the k + k 2 + k 3 elements in the vector Z appear in its expansion as well. SinceR * =R * + O p (1/n), the differences between the expansions ofR * and R * exist only in terms of order n −1 or higher. The expansion ofR * has the first, second, third and fourth order cumulants equal to the ones of the expansion ofR * , up to the order O(n −1 ). Therefore, similar computations give
which finally concludes this proof. 4. An example. The linear-exponential model is used in the analysis of survival data. Under this model, survival times are assumed to have a distribution with density of the form
where ψ > 0 and λ > 0 are unknown parameters; note that this is not an exponential family model. The log-likelihood function, based on the independent survival times y 1 , . . . , y n , is given by
For this model, it is very difficult or impossible to verify Assumption 1.1. However, Assumptions 2.1 and 2.2 can be quite easily checked. Consider Assumption 2.1. Part 1 of this assumption is naturally satisfied. Part 2 follows from applying Corollary 2.4.1 in [8] on interchanging the order of differentiation and integration. Direct computation can be used to establish part 3; since the cumulant-generating function of the first four log-likelihood derivatives exists, part 4 of Assumption 2.1 is satisfied as well. Now consider Assumption 2.2. SinceỸ i has a cumulant-generating function for this model, part I is satisfied. Applying the Riemann-Lebesgue lemma in [7] and Lemma 2.4.3 in [14] establishes parts II and III, respectively.
Thus, it follows from Theorem 2.1 that the modified versions of the signed likelihood ratio statistic,R * andR * , are each asymptotically normally distributed with error of order o(n −1 ).
The data in Table 1 are from Example 7.2 in [15] ; the values represent remission times in weeks for 21 patients with acute leukemia. Using this data and the linear-exponential model, confidence limits for ψ based on R,R * andR * were calculated; these are presented in Table 2. Table 2 also contains the results of a small simulation study designed to estimate the coverage probabilities of confidence limits based on R,R * andR * . In the simulation study, the data were drawn independently from a linearexponential distribution with the parameter values taken to be the maximum likelihood estimates based on the data in Table 1 . A Monte Carlo sample size of 100,000 was used.
5. Asymptotic expansion ofR * . We now consider the expansionR * used in the proof of Theorem 3.1. Recall that, for θ = (θ 1 , θ 2 , . . . , θ k ), ψ = θ 1 and λ = (θ 2 , θ 3 , . . . , θ k ) . Without loss of generality, we assume that ψ and λ are orthogonal parameters; see, for example, [9, 11, 12] and [4] (Section 2.7) .
We begin by expanding (l
to ℓ θ;θ (θ ψ ) can be expanded,
so thatl λ;θ (θ ψ ) can be expanded,
Now let us turn to Taylor series expansion of the determinant of the asymmetric matrix A + X, where A = (a ij ) and X = (x ij ) are two square matrices of the same order. Then 
where |(A + X) ij | is the minor of a ij + x ij in |A + X|; |A ij | is the minor of a ij in |A|; adj(A) is the adjugate matrix of A; tr(adj(A)X) is the trace of adj(A)X. Recall thatŪ is given bȳ 
and note that A + X is asymmetric. Applying equation (5.4) once more producesŪ
which is the first term of equation (5.8) divided by R. Using the formula for the determinant of a partitioned matrix, an alternative form for B is
Hence, in order to find expansion of B, we have to find an expansion of R −1 . Note thatλ
together with equations (5.12), we obtain the following expansion of B:
Now consider expansion ofR * . Note that
Using the expansion
for R in equation (5.15) yields
In order to obtain an expansion ofR * in terms of log-likelihood derivatives, each term in equation (5.17) can be expanded. Let
Note that we have
because of orthogonal parameters. We continue to set (5.20) where V θrθsθt = 1 n E[ℓ θrθsθt (θ); θ], r, s, t = 1, 2, . . . , k. The expansion of the first term of equation (5.17) ofR * is given by
The expansion of the second term of equation (5.17) ofR * is given by
The expansion of the third term of equation (5.17) ofR * is given by
The expansion of the fourth term of equation (5.17) ofR * is given by This expansion has a remainder term of order O p (n −1 ). The same general approach can be used to obtain an expansion ofR * with a remainder of order O p (n −3/2 ). Such an expansion has the form 
where R(n −1 ) represents a finite number of terms of order n −1 . The specific form of R(n −1 ) is omitted since it is extremely repetitive and tedious; it includes log-likelihood derivatives of the form Z θrθsθt , r, s, t = 1, 2, . . . , k. Note that, since R(n −1 ) represents a finite number of terms of order n −1 , it is a polynomial of Z such that E[R(n −1 )] = O(n −1 ).
