In this work, we formulate a state estimation scheme for a nonlinear hybrid system that is subjected to stochastic state disturbances and measurement noise using an interacting Multiple-Model Algorithm (IMM). In particular, we propose the use of an IMM Extended Kalman Filter (IMM-EKF) and an IMM Unscented Kalman filter (IMM-UKF), which belongs to the class of derivative free estimators to carry out estimation of state variables of hybrid system. The efficacy of the proposed state estimation schemes is demonstrated by conducting simulation studies on a two-tank hybrid system. Analysis of the simulation results reveals that the proposed state estimation schemes are able to generate fairly accurate filtered estimate of state variables. 
INTRODUCTION
Dynamic systems that are described by an interaction between continuous and discrete dynamics are called hybrid systems. The switching events in hybrid systems can be classified into (i) Autonomous switching of dynamics, (ii) Autonomous state jumps (iii) Controlled switching of dynamics and (iv) Controlled state jumps [Lunze and Lamnabhi-Lagarrigue, 2009 ]. Many methodologies have been proposed to model hybrid systems, to analyze their behaviour, and to design model based control schemes that guarantee closed-loop stability and performance specifications [Lunze and Lamnabhi-Lagarrigue, 2009 ]. In practice, however, most of the systems are influenced by unmeasured disturbances. In addition, measurements used for feedback are corrupted with noise. Thus, state estimation of hybrid system poses a challenging problem (Prakash et al. 2010) . The non-linear Kalman filters such as the Extended Kalman Filter (EKF) and the Unscented Kalman Filter (UKF) have attracted widespread attention in the engineering community because of the recursive nature of their computational scheme and their ability to deal with non-linear processes. Also, a new class of filtering techniques, called Particle Filtering, can deal with state estimation problems arising from multimodal and non-Gaussian distributions. A Particle Filter (PF) approximates multi-dimensional integration involved in the propagation and update steps in the general Bayesian state estimation scheme using Monte Carlo sampling (Arulampalam et al., 2002) . In the context of developing state estimator for hybrid systems, these derivative free estimation schemes appear to be promising candidates (Prakash et al. 2010) . The use of moving horizon based state estimation for hybrid system has been reported in Ferrari-Trecate et al. (2000 and Bemporad et al. (1999) . Robust state estimation and fault diagnosis for uncertain hybrid systems has been reported in Wang et al. (2007) . Recently, a state estimation scheme for nonlinear autonomous hybrid systems, which are subjected to stochastic state disturbances and measurement noise, using the Ensemble Kalman filter and Unscented Kalman filter has been proposed by Prakash et al. (2010) . Simultaneous estimation of both continuum and noncontinuum states with an application to the distillation process is reported recently in Olanrewaju et al. (2012) With the exception of these few references, to the best knowledge of the authors, the problem of estimating state variables of a nonlinear hybrid system subjected to state noise and measurement noise has hardly received any attention in the process control literature. In this work, we develop a state estimation scheme for nonlinear two-tank hybrid system, which are subjected to stochastic state disturbances and measurement noise, using the IMM algorithm. The organization of the paper is as follows. Section 2 discusses the details of state estimation for hybrid system using IMM-EKF algorithm and IMM-UKF algorithm. The process considered for the illustrative simulation study is outlined in section 3. Simulation results are also presented in section 3 followed by concluding remarks in section 4.
STATE ESTIMATION OF AUTONOMOUS HYBRID SYSTEMS
Two types of discrete events can occur in a hybrid system, namely external jumps and autonomous jumps. The autonomous jumps are functions of continuous states of the systems. In this work, it is proposed to formulate the state estimation problem associated with this sub-class of hybrid systems namely autonomous switching of dynamics. These systems can be represented by the following set of differential equations:
( 1)
In the above process model, x(k) is the system state 
Extended Kalman Filter
The basic idea of the EKF is to linearize F and H using a first order Taylor series expansion, and then apply the standard Kalman Filter. We have assumed in this work that the initial state x(0) and the sequence   w(k) and   v(k) are white, Gaussian and independent of each other. The well-known Extended Kalman Filter is as follows: The predicted mean of the estimate is computed as follows:
The covariance matrix of estimation errors in the predicted state estimates is obtained as follows: 
Where C(k) is the measurement matrix of partial derivatives of H with respect tox( | 1)
The Kalman gain is computed using the following equation,
The updated state estimates are obtained using the following equation,
The covariance matrix of estimation errors in the updated state estimates is obtained as
Unscented Kalman Filter
Over the last two decades, many approaches have been proposed in the literature, which overcome some limitations of the EKF. A class of filters, called sigma point filters or derivative free filters has emerged, which relies on the fact that estimation of the moments of a nonlinear function using samples is significantly easier (computationally less demanding) than computation of the derivatives of the nonlinear function. The most popular approach in this class is the Unscented Kalman filter as developed by Julier and Uhlmann (2004) . A set of 2L+1 sigma points,
Where  is a secondary scaling parameter and  is a factor determining the spread of sigma points around ˆ( 1| 1) X k k  and is usually set between 1e-4 to 1 (Van der Merwe, 2003) . The parameter  is used to incorporate prior knowledge of distribution of x and for Gaussian distribution its optimum value is 2 (Van der Merwe, 2003) . The 2L+1 sigma points have been derived from the state ( | 1)
x  kk and covariance of the state vector P( 1 | 1)  kk, where L is the dimension of the state vector. In the prediction step, the sigma points are propagated through the nonlinear differential equations to obtain the predicted set of sigma points as
The predicted state estimates ( | 1)
x  kk is obtained from the predicted sigma points as
The error covariance matrix P( | 1)
 kk is obtained from the predicted sigma points as
Sigma points are redrawn using the predicted state estimate as given below
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Redrawn sigma points are then propagated through the nonlinear measurement equation to obtain the predicted measurement as
The covariance matrix of the innovations yy P (k) and the cross covariance matrix between the predicted state estimate errors and innovations xy P (k) are computed as
The innovation are computed as follows
The Kalman gain matrix K(k) can be determined as follows
The updated state estimates ( | )
x kkare then obtained using the linear update equation as in the Kalman filter using the equation,
The covariance matrix of error in the updated state estimates P( | ) kkis computed using the equation,
The UKF does not approximate the nonlinear functions of system and measurement models as required by the EKF. Instead, the nonlinear functions are applied to sigma points to yield transformed samples, and the propagated mean and covariance are calculated from the transformed samples. Under the assumption that the prior probability density function is Gaussian, it has been shown that the UKF formulation results in approximations that are accurate up to the third moment for all types of nonlinearities. For nonGaussian uncertainties, approximations are accurate to at least the second-moment, with the accuracy of third and higher order moments determined by the choice of tuning parameters (Julier and Uhlmann, 2004) . A major advantage of UKF is that it avoids explicit computation of the Jacobian matrices.
Interacting Multiple Model Estimator: IMM-UKF
In this subsection, we describe the steps involved in obtaining state estimates of system using the IMM approach. The IMM algorithm consists of r interacting non-linear Kalman filters operating in parallel. However, it should be noted that in the IMM approach, at time k the state estimate is computed under each possible current model using 'r' non-linear Kalman filters, with each non-linear Kalman filter using a different combination of the previous model-conditioned estimates (mixed initial condition).The conditional probability density function of the state x is decomposed according to the total probability theorem as follows:
The one cycle of the IMM algorithm consists of the following Calculation of the mixing probabilities and mixed initial condition The probability that the mode i M was in effect at instant
is mixing probability, P i, j is the assumed transition probability for the Markov chain according to which the system model switches from model i to model j, 
Mode-Matched Filtering
The estimate and the covariance are used as input to the filter matched to j M , which uses the current measurement y(k) to yield ˆ( | ) 
Pk
are the innovation and innovation covariance matrix respectively.
Mode Probability Update
The model probabilities are updated as follows:
State Estimate and Covariance Combination
Combination of model conditioned estimates and covariance matrices is carried out using the following equations
SIMULATION STUDIES
The two-tank hybrid system has four modes that depend on the relation between the water levels in both tanks. For each mode, we have a set of ordinary differential equations and the system transitions between modes are based on the state variables (h 1 and h 2 ). A schematic representation of the twotank hybrid system is given in Figure 1 . It should be noted that these transitions are autonomous since they depend on the continuous behaviour of the system as described by the threshold conditions (Refer to Table -1). The model parameters of two-tank hybrid system are reported in Table 2 . 
The governing equations of two-tank hybrid system for different modes are as follows: In this paper, we have proposed state estimation schemes for two-tank hybrid system using an IMM-EKF algorithm and an IMM-UKF algorithm. The efficacy of the proposed state estimation schemes has been demonstrated by carrying out simulation studies on the two-tank hybrid system. The simulation studies indicate that the proposed nonlinear state estimation schemes have good tracking capabilities. From the extensive simulation studies, it can be observed that the IMM-UKF is determined to be a good alternative for the IMM-EKF, because, UKF doesn't approximate the nonlinear function and computation of the Jacobian matrices at each time step is not required. 
MODE -2
1 max 1 4 1 2 1 2 4 5 1 5 3 1 3 2 max 2 4 1 2 1 2 4 6 2 6 3 1 3( sgn( ) | | | | ) sgn( ) | | | | )              v v dh A q V k h h h h V dt k h V k h h V dh A q V k h h h h V k h V dt k h h V(30)
MODE -3
1 max 1 4 1 2 1 2 4 5 1 5 3 2 3 2 max 2 4 1 2 1 2 4 6 2 6 3 2 3( sgn( ) | | | | ) ( sgn( ) | | ||               v v dh A q V k h h h h V dt k h V k h h V dh A q V k h h h h V dt k h V k h h V(31)( sgn( ) | | sgn( ) | | ) ( sgn( ) | | sgn( ) | |                 dh A q V k h h h h V dt k h V k h h h h V dh A q V k h h h h V dt k h V k h h h h V (32)
