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Abstract: The Artificial Bee Colony (ABC) algorithm is an evolutionary optimization 
algorithm based on swarm intelligence and inspired by the honey bees' food search behavior. 
Since the ABC algorithm has been developed to achieve optimal solutions by searching in the 
continuous search space, modification is required to apply this method to binary optimization 
problems. In this paper, we improve the ABC algorithm to solve binary optimization problems 
and call it the improved binary Artificial Bee Colony (ibinABC). The proposed method consists 
of an update mechanism based on fitness values and processing different number of decision 
variables. Thus, we aim to prevent the ABC algorithm from getting stuck in a local minimum 
by increasing its exploration ability. We compare the ibinABC algorithm with three variants of 
the ABC and other meta-heuristic algorithms in the literature. For comparison, we use the well-
known OR-Library dataset containing 15 problem instances prepared for the uncapacitated 
facility location problem. Computational results show that the proposed method is superior to 
other methods in terms of convergence speed and robustness. The source code of the algorithm 
will be available on GitHub after reviewing process. 
Keywords: Artificial Bee Colony, Binary Optimization, UFLP  
1. Introduction 
In recent years, several meta-heuristic optimization algorithms that are influenced by various 
phenomena of nature have been developed [1]. There are many algorithms inspired by physical, 
chemical or biological phenomena and swarms of animals. An optimization algorithm is called 
population-based if it searches the best solution using a set of solutions [2]. Population-based 
methods are divided into two parts as evolutionary algorithms and swarm intelligence 
algorithms. Genetic Algorithm (GA) [3], Evolutionary Strategy (ES) [4], Differential Evolution 
(DE)[5] are the most popular in population-based evolutionary algorithms, while Artificial Bee 
Colony (ABC)[6], Particle Swarm Optimization (PSO)[7], Grey Wolf Optimization (GWO)[8], 
Crow Search Algorithm (CSA)[9] and Whale Optimization Algorithm (WOA)[10] are the most 
popular in population-based swarm intelligence algorithms. 
 
Optimization methods work on certain types of problems when they are first proposed. These 
optimization problems can be continuous (ABC, PSO), combinatorial (GA), binary (GA) or 
  
constrained under some conditions (CSA). An optimization algorithm can be applied to other 
problem types. However, by the NFL theorem [11], the increase in success for one problem 
type has the opposite effect in other problem types. Therefore, when an algorithm is applied to 
different types of problems, some improvements are required. The literature on the variants of 
meta-heuristic algorithms developed for different problems is quite extensive [12, 13]. 
 
The ABC algorithm was first developed by applying to continuous problems. Multiobjective 
[14], Binary [15], Combinatorial [16] versions are available in the literature. Although the ABC 
algorithm can easily evolve optimization problems, it has some structural problems. 
Exploration-exploitation balance is not provided properly with existing operators and 
mechanisms. In the original ABC algorithm, the exploration phase supported by many 
mechanisms remained more dominant and the exploitation phase remained more recessive. 
Only one decision variable is updated at each iteration in the original ABC algorithm. This 
situation differs for binary versions. The discrete binary ABC (DisABC) algorithm which is a 
similarity-based binary variant proposed by Kashan et al. generates a new candidate solution 
by changing the value of more than one bit [17]. Kıran et al. proposed a new variant of the ABC 
algorithm based on XOR operations.  A candidate solution is generated by a mechanism derived 
in a similar way to the original ABC update mechanism [18]. However, Kıran et al. adjust the 
balance of exploration and exploitation with a parameter in the mechanism. But, the effect of 
this parameter has not been revealed in their study. 
 
This paper aims to obtain better results in solving binary optimization problems using the ABC 
algorithm. With this purpose, we propose an improved update mechanism. The proposed 
mechanism consists of two parts. The proposed mechanism includes two parts. The first is the 
determination of the number of decision variables to be changed in each iteration as non-linear 
and stochastic, which strengthens the exploration at the early phase and the exploitation in the 
middle and the last phase. The second is the use of an improved update operator to transfer 
better solutions to the next generations. 
 
2. Artificial Bee Colony Algorithm 
The artificial bee colony algorithm was developed by Karaboğa inspired by the honey bees' 
food search behavior. The algorithm was first applied to continuous optimization problems [6]. 
The ABC algorithm models the swarm intelligence formed by bees interacting with each other 
in the honey hive. According to the model, there are three types of bees in the hive; employed 
  
bees, onlooker bees and scout bees. These bee types are modeled in a way that each of them 
performs a phase. In the first phase, the so-called employed bee phase, each employed bee tries 
to improve its own food source. In the onlooker bee phase, each onlooker works on its own 
food source in proportion to the quality of its food source. In the scout bee phase, if the onlooker 
bees fail to provide an improvement in the food source, the scout bees start the search for a new 
food source. 
 
A food source represents a feasible solution in the model. The fitness function, which depends 
on the cost function of this solution, expresses nectar information and is calculated by Equation 
(1). Depending on the probability value calculated by Equation (2) according to this fitness 
value, the neighborhood operator is applied to the current food source as in Equation (3). The 
limit value determined for the implementation of the scout bee phase is controlled by a variable 
called trial and if this value exceeds the limit value, a new solution is generated by Equation 
(3). 
 
𝑓𝑖𝑡𝑖 = {
1
1 + 𝑓(𝑥𝑖)
, 𝑓(𝑥𝑖) ≥ 0
1 + 𝑎𝑏𝑠(𝑓(𝑥𝑖)), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
(1) 
𝑝𝑟𝑜𝑏𝑖 =
𝑓𝑖𝑡𝑖
∑ 𝑓𝑖𝑡𝑗
𝑁
𝑗=1
 
(2) 
𝑉𝑖,𝑗 = 𝑋𝑖,𝑗 + ∅𝑖,𝑗(𝑋𝑖,𝑗 − 𝑋𝑛,𝑗) (3) 
𝑋𝑖,𝑗 = 𝐿𝐵𝑗 + 𝑟𝑎𝑛𝑑(0,1) × (𝑈𝐵𝑗 − 𝐿𝐵𝑗), (4) 
 
 
where 𝑋𝑖, 𝑋𝑛, 𝑉𝑖 are the selected solution, neighbor solution, candidate solution, respectively. 
𝑖 = 1,2 … , 𝑁 represents the index of the food source, where 𝑁 is the number of  food sources.  
𝑗 = 1,2, . . , 𝐷  is the decision variable index in the D-dimensional solution set. 𝐿𝐵, 𝑈𝐵 
represent the lower and upper bound values for a decision variable, respectively. There are 
many studies on a detailed analysis of the method and its applications [19].  
 
  
3. Binary Artificial Bee Colony 
Since the ABC algorithm is developed for the continuous decision variables, it is not possible 
to apply it to binary optimization problems without making an arrangement. Therefore, the 
binary ABC variants have been proposed to solve this problem. Researchers improved new 
variants by making some arrangements on Equations (3) and (4).  In what follows, we review 
three current studies. The methods generate new random solutions using  Equation (5) instead 
of Equation (3) by a Bernoulli process.  
 
𝑋𝑖,𝑗 = {
0, 𝑟𝑎𝑛𝑑 < 0.5
1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5) 
 
3.1.binABC 
Kıran et al. updated Equation (4) with Equation (6) that uses the XOR operator to produce a 
candidate solution in their binary variant [18]. Here, parameter 𝜗 is used as a logic NOT gate. 
If it is less than the threshold value (0.5), then the output is complemented. 
 
𝑉𝑖,𝑗 = 𝑋𝑖,𝑗 ⊕ 𝜗(𝑋𝑖,𝑗 ⊕ 𝑋𝑛,𝑗) (6) 
 
To determine the corresponding bit of the candidate solution, the corresponding bit of the 
selected solution and the corresponding bit of the neighbor solution are taken to a logical 
process. Possible candidate bit values that can be obtained using the neighborhood operator are 
given in Table 1. As can be seen in Table 1, for State 1 (𝜗 < 0.5), if the input bits are the same, 
then the output is inverted, otherwise it follows the input. For  State 2 (𝜗 ≥ 0.5), if the input bits 
are the same, then the output takes the same value of the input, if it is different, then it takes the 
value of the neighbor bit. 
 
Table 1. XOR-based Neighborhood Operation 
   State 1 State 2 For State 1 For State 2 
𝑋𝑖,𝑗 𝑋𝑛,𝑗 (𝑋𝑖,𝑗 ⊕ 𝑋𝑛,𝑗) 𝜗 < 0.5 𝜗 ≥ 0.5 𝑉𝑖,𝑗 𝑉𝑖,𝑗 
0 0 0 1 0 1 0 
0 1 1 0 1 0 1 
1 0 1 0 1 1 0 
  
1 1 0 1 0 0 1 
 
 
3.2.disABC 
Kashan et al. proposed a dissimilarity based ABC (disABC) variant for binary optimization 
problems [17]. The disABC method uses a new solution generator by transforming Equation 
(4) into the binary search space. The new solution generator calculates dissimilarity between 
the selected solution and the neighbor solution using equations (7) and (8). In Equation (8), 
Jaccard similarity coefficient is calculated. 
 
𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑖𝑎𝑟𝑖𝑡𝑦(𝑋𝑖, 𝑋𝑛) = 1 − 𝑠𝑖𝑚𝑖𝑙𝑖𝑎𝑟𝑖𝑡𝑦(𝑋𝑖, 𝑋𝑛) (7) 
𝑆𝑖𝑚𝑖𝑙𝑖𝑎𝑟𝑖𝑡𝑦(𝑋𝑖, 𝑋𝑛) =
𝑀11
𝑀01 + 𝑀10 + 𝑀11
, (8) 
 
where 𝑀11  is the number of bits where both 𝑋𝑖  and 𝑋𝑛  have a value 1. 𝑀01  and 𝑀10  are 
determined similarly according to the bits of 𝑋𝑖  and 𝑋𝑛.  The new candidate solution is 
generated by Equation (9) and integer nonlinear programming model (10). 
 
𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑖𝑎𝑟𝑖𝑡𝑦(𝑉𝑖, 𝑋𝑖) ≈ ∅ × 𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑖𝑎𝑟𝑖𝑡𝑦(𝑋𝑖, 𝑋𝑛) (9) 
𝑚𝑖𝑛 |1 −
𝑀11
𝑀01 + 𝑀10 + 𝑀11
− ∅ × 𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑖𝑎𝑟𝑖𝑡𝑦(𝑋𝑖, 𝑋𝑛)| 
subject to  
𝑀11 + 𝑀01 = 𝑛1 
𝑀10 ≤ 𝑛0 
𝑀11, 𝑀10, 𝑀01 ≥ 0 and integer 
(10) 
∅ is the random positive scaling factor. The minimum possible value is determined according 
to the difference between the candidate solution and the selected solution. Since it is not 
possible to provide equality in all conditions, there is the approximately equal expression ‘≈’.  
To solve Equation (9), it is necessary to solve Equation (10) first by using integer programming 
techniques. In the constraints, 𝑛1 and 𝑛0 represent the number of 1 bit and 0 bit in the selected 
solution, respectively. A new candidate solution is generated by using the bits of 𝑀11, 𝑀01 and 
  
𝑀10 obtained by solving model (10).  For more information and examples, the reader can refer 
to [17]. 
 
3.3. ABCbin 
In this ABC variant proposed by Kıran, continuous decision variables are converted into binary 
vector by Equation (11). In the ABCbin algorithm, Equality (4) is used as the neighborhood 
operator. Since it is not possible to apply decision variables in continuous space to the problem, 
the binary vector (𝑧𝑖) obtained by Equation (11) is used. 
 
𝑧𝑖 = 𝑟𝑜𝑢𝑛𝑑(|𝑋𝑖𝒎𝒐𝒅2|)𝒎𝒐𝒅2 (11) 
 
The original ABC algorithm can be easily adapted to binary problems by this variant. The 
ABCbin algorithm was implemented for different population numbers and competitive results 
against the binABC and disABC algorithms were obtained [20]. 
 
4. Enhanced Binary Artificial Bee Colony (e-binABC) 
 
The ABC algorithm includes updating the value of only one decision variable over D decision 
variables in each update process. However, new generation swarm intelligence methods such 
as WOA and GWO update all decision variables in each iteration. While updating a single 
decision variable strengthens the exploitation phase, it weakens the exploration phase and raises 
the problem of getting stuck in a local minimum [21].  
 
Two basic arrangements have been conducted in the proposed binary variant of the ABC 
algorithm. The first is to increase the convergence rate and strengthen the exploration phase by 
considering a variable number of bits for the neighborhood operator. Instead of using a fixed 
value in each iteration, this value is determined by Equation (12) based on the iteration. 
 
𝑑𝑡 = 𝑟𝑎𝑛𝑑(0, 𝛼) + 𝑒
−(
𝑡
𝑡𝑚𝑎𝑥
)×0.1×𝑃𝐷
+ 1 (12) 
 
𝛼  is the perturbation number and it is a random integer variable used to prevent exponential 
decrease. 𝑃𝐷 refers to the problem dimension, 𝑡 and 𝑡𝑚𝑎𝑥  are the current iteration number and 
  
the number of maximum iterations, respectively. 𝑑𝑡  tends to decrease in each iteration. 
Therefore, in the first iterations, the exploration phase is strengthened by updating more bits of 
more selected solutions while a candidate solution is generated. The exploitation phase is 
strengthened by reducing the number of bits processed when approaching the value of 𝑡𝑚𝑎𝑥. At 
this stage, it is aimed to make changes in more than one bit by using a perturbation number and 
to prevent the problem of getting stuck in a local minimum.  
 
The proposed method employs the updated version of Equation (6) proposed by Kıran et al. as 
a neighborhood operator. It utilizes a neighbor solution or selected solution randomly when 𝜗  
parameter in Equation (6) is selected as 0.5. It does not make any difference if the neighbor 
solution is better or worse than the selected solution. This approach weakens the exploitation 
phase because it involves a more random process. 
 
In our proposed variant, parameter 𝜗 is adaptively determined by Equation (13). If the neighbor 
solution is better than the selected solution, then State 2 occurs by setting the value of  𝜗 to 0. 
Otherwise, the value of  𝜗 is determined depending on the iterations. In the method, the value 
of  𝜗 decreases linearly with the iterations. Thus, a worse solution at the beginning of the search 
is also allowed.  
 
𝜗 = {
𝑄𝑠𝑡𝑎𝑟𝑡 − (
𝑄𝑠𝑡𝑎𝑟𝑡 − 𝑄𝑒𝑛𝑑
𝑡𝑚𝑎𝑥
) × 𝑡, 𝑓𝑖𝑡𝑛 < 𝑓𝑖𝑡𝑖
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,
 (13) 
 
where 𝑄𝑠𝑡𝑎𝑟𝑡 and 𝑄𝑒𝑛𝑑 are the upper and lower bound of a particular range, respectively. The 
pseudocode of the proposed method is given in Algorithm 1. 
 
  
 
 
5. Uncapacitated Facility Location Problem 
In this section, we introduce a binary optimization problem named the Uncapacitated Facility 
Location Problem (UFLP) used to show the effectiveness of the proposed variant. The UFLP 
aims to find the locations of customers whose demands are previously determined and the 
locations where potential facilities can be built. Each facility has a set-up cost and the 
transportation cost between the customer and the facility. The main purpose of the problem is 
to locate the facilities to be built with a minimum total cost and to determine the location of the 
facilities used by the customers. The problem is called uncapacited because the facilities are 
assumed to have the service capacity to meet all the customers' demands. 
 
  
 
To define the UFLP mathematically, let 𝑚 and 𝑛 be the number of potential facilities to be built 
and the number of customers, respectively. Let 𝑆 be the shipment cost matrix and  𝑆𝑖𝑗 be the 
transportation cost between facilitiy 𝑖  and customer 𝑗 . Let 𝐹  be the set-up cost vector. 𝐹𝑖 
represents the initial installation cost of facility 𝑖 . 𝑦𝑖𝑗  and 𝑥𝑖  are binary decision variables 
defined as follows: 
𝑦𝑖𝑗 = {
 1         𝑖𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑗 𝑖𝑠 𝑠𝑒𝑟𝑣𝑒𝑑 𝑏𝑦 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑖,
 0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.                                                    
 
and 
𝑥𝑖 = {
 1         𝑖𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑖 𝑖𝑠 𝑏𝑢𝑖𝑙𝑡,
 0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.                    
 
 
The objective function is defined in Equation (14). 
𝑚𝑖𝑛 𝑓 = ∑ ∑ 𝑆𝑖𝑗 × 𝑦𝑖𝑗
𝑚
𝑗=1
+ ∑ 𝐹𝑖 × 𝑥𝑖
𝑛
𝑖=1
𝑛
𝑖=1
 
subject to 
∑ 𝑦𝑖𝑗
𝑛
𝑖=1
= 1, 𝑗 = 1,2, … , 𝑚 
𝑦𝑖𝑗 ≤ 𝑥𝑖, 𝑖 = 1,2, … , 𝑛, 𝑗 = 1,2, … , 𝑚 
𝑦𝑖𝑗, 𝑥𝑖 ∈ {0,1} 
(14) 
(15) 
 
The vector x used as the decision variable in the UFLP determines whether the facilities are 
built or not.  If a potential facility is built at its location, then the corresponding decision variable 
takes the value 1, otherwise, it takes the value 0. Since all decision variables of the problem are 
binary, the UFLP belongs to the class of binary integer programming problems. 
 
OR-Library is a collection of problem instances for a variety of combinatorial optimization 
problems. Some problem instances including the number of facility locations and the number 
of customers in OR-Library are given in Table 2 [23]. 
 
 
 
 
  
Table 2. OR-Library UFLP dataset description 
Problem instance Problem size Optimal cost value 
Cap71 16 × 50 932,615.75 
Cap72 16 × 50 977,799.40 
Cap73 16 × 50 1,010,641.45 
Cap74 16 × 50 1,034,976.98 
Cap101 25 × 50 796,648.44 
Cap102 25 × 50 854,704.20 
Cap103 25 × 50 893,782.11 
Cap104 25 × 50 928,941.75 
Cap131 50 × 50 793,439.56 
Cap132 50 × 50 851,495.33 
Cap133 50 × 50 893,076.71 
Cap134 50 × 50 928,941.75 
CapA 100 × 1000 17,156,454.48 
CapB 100 × 1000 12,979,071.58 
CapC 100 × 1000 11,505,594.33 
 
  
6. Experimental Results 
In this section, we discuss the success of the proposed binary ABC algorithm for solving the 
UFLP and give an extensive comparison with the other methods existing in the literature for 
the same problem. 
 
6.1.Parameter Tuning 
We first conducted a parameter tuning process for the experimental study. To determine the 
best algorithm parameters, we tested several values of 𝑄𝑠𝑡𝑎𝑟𝑡, 𝑄𝑒𝑛𝑑, 𝑙𝑖𝑚𝑖𝑡 and the number of 
individuals in the population (𝑁). Accordingly, we created 24 implementations consisting of 
  
three permutations of 𝑄𝑠𝑡𝑎𝑟𝑡  and 𝑄𝑒𝑛𝑑  (𝑄𝑠𝑡𝑎𝑟𝑡 = 0.5; 𝑄𝑒𝑛𝑑 = 0.3  and 𝑄𝑠𝑡𝑎𝑟𝑡 = 0.5; 𝑄𝑒𝑛𝑑 =
0.1and 𝑄𝑠𝑡𝑎𝑟𝑡 = 0.3; 𝑄𝑒𝑛𝑑 = 0.1), four different values of 𝑙𝑖𝑚𝑖𝑡  (𝑁𝑥𝐷𝑥0.5, 𝑁𝑥𝐷, 𝑁𝑥𝐷𝑥2 and 
𝑁𝑥𝐷𝑥4) and two values of 𝑁 (20, 40).   We tested these 24 implementations on problem 
instances CapA, CapB and CapC  for 80000 function evaluations by running 30 times. Other 
problem instances have not been taken into the test environment because they are easier to solve 
and the results are not distinctive. 
 
Table 3 shows a summary of the computational results of 24 implementations tested on CapA 
problem instance. The summary of the results over 30 runs consists of the average minimum 
cost value,  the worst minimum cost value, the best minimum cost value, the standard deviation 
of the cost values, and the number of hits with optimal values over 30 runs. Gap represents the 
average gap between the optimal value and obtained mean value for 30 different runs and is 
calculated using Equation (16). 
 
𝐺𝑎𝑝 =
𝑀𝑒𝑎𝑛 − 𝑂𝑝𝑡𝑖𝑚𝑢𝑚
𝑂𝑝𝑡𝑖𝑚𝑢𝑚
× 100 
(16) 
As can be seen in Table 3, the optimal value for 10 implementations was achieved in 30 runs, 
that is, in each run. These optimal values were obtained  four times for 𝑁 = 20  and six times 
for 𝑁 = 40. However, the optimal value was achieved 2,1,3,4 times, respectively, for different 
limit values in Table 3. The optimal value was reached 2, 2, 6 times, respectively, for different 
Q values in Table 3. 
 
Table 3. Parameter tuning on problem instance CapA.  
    𝑁 = 20 𝑁 = 40 
    𝑄 = {0.5, 0.3} 𝑄 = {0.5, 0.1} 𝑄 = {0.3, 0.1} 𝑄 = {0.5, 0.3} 𝑄 = {0.5, 0.1} 𝑄 = {0.3, 0.1} 
L
im
it
: 
N
x
D
x
0
.5
 
Mean 17211513.98 17211416.95 17202659.73 17156454.48 17157257.31 17156454.48 
Worst 17580326.65 17535907.42 17665889.11 17156454.48 17180539.56 17156454.48 
Best 17156454.48 17156454.48 17156454.48 17156454.48 17156454.48 17156454.48 
Std 118060.0849 121645.084 124472.709 0.00E+00 4397.314858 0.00E+00 
Gap 0.320925901 0.320360295 0.269316992 0.00E+00 0.004679499 0.00E+00 
Hit 23 22 23 30 29 30 
L
im
it
: 
N
x
D
 Mean 17158862.99 17177089.92 17162797.73 17157257.31 17163600.57 17156454.48 
Worst 17180539.56 17346752.16 17346752.16 17180539.56 17346752.16 17156454.48 
Best 17156454.48 17156454.48 17156454.48 17156454.48 17156454.48 17156454.48 
Std 7349.047826 57841.98421 34743.44349 4397.314858 34869.85574 0.00E+00 
  
Gap 0.014038498 0.120277999 0.036973 0.004679499 0.041652499 0.00E+00 
Hit 27 25 29 29 28 30 
L
im
it
: 
N
x
D
x
2
 
Mean 17157257.31 17156454.48 17156454.48 17157257.31 17157257.31 17156454.48 
Worst 17180539.56 17156454.48 17156454.48 17180539.56 17180539.56 17156454.48 
Best 17156454.48 17156454.48 17156454.48 17156454.48 17156454.48 17156454.48 
Std 4397.314858 0.00E+00 0.00E+00 4397.314858 4397.314858 0.00E+00 
Gap 0.004679499 0.00E+00 0.00E+00 0.004679499 0.004679499 0.00E+00 
Hit 29 30 30 29 29 30 
L
im
it
: 
N
x
D
x
4
 
Mean 17158862.99 17156454.48 17156454.48 17156454.48 17162797.73 17156454.48 
Worst 17180539.56 17156454.48 17156454.48 17156454.48 17346752.16 17156454.48 
Best 17156454.48 17156454.48 17156454.48 17156454.48 17156454.48 17156454.48 
Std 7349.047826 0.00E+00 0.00E+00 0.00E+00 34743.44349 0.00E+00 
Gap 0.014038498 0.00E+00 0.00E+00 0.00E+00 0.036973 0.00E+00 
Hit 27 30 30 30 29 30 
 
Table 4. Parameter tuning on problem instance CapB.  
    𝑁 = 20 𝑁 = 40 
    𝑄 = {0.5, 0.3} 𝑄 = {0.5, 0.1} 𝑄 = {0.3, 0.1} 𝑄 = {0.5, 0.3} 𝑄 = {0.5, 0.1} 𝑄 = {0.3, 0.1} 
L
im
it
: 
N
x
D
x
0
.5
 
Mean 13040252.87 13026593.82 13015214.76 13000993.81 12997280.3 12985106.11 
Worst 13181172.09 13151458.88 13118685.21 13070745.09 13084984.12 13057343.82 
Best 12979071.58 12979071.58 12979071.58 12979071.58 12979071.58 12979071.58 
Std 54956.31472 61875.43486 45090.86405 3.39E+04 31331.3561 1.53E+04 
Gap 0.471384156 0.366145161 0.278472747 1.69E-01 0.14029289 4.65E-02 
Hit 9 14 12 18 17 22 
L
im
it
: 
N
x
D
 
Mean 13017483 13014189.49 12995042.72 12993104.83 13000429.62 12986432.62 
Worst 13143585.11 13098385.38 13157996.89 13084984.12 13060291.1 13057343.82 
Best 12979071.58 12979071.58 12979071.58 12979071.58 12979071.58 12979071.58 
Std 47236.15265 43546.89459 38948.363 32061.69513 33164.36934 2.07E+04 
Gap 0.295948926 0.270573329 0.123052992 0.108122094 0.16455756 5.67E-02 
Hit 15 15 22 23 18 25 
L
im
it
: 
N
x
D
x
2
 
Mean 12996226.12 12992661.06 12988144.53 12993190.01 12992449.05 12988220.02 
Worst 13087893.45 13081049.25 13057343.82 13057343.82 13084984.12 13057343.82 
Best 12979071.58 12979071.58 12979071.58 12979071.58 12979071.58 12979071.58 
Std 31866.50865 2.88E+04 2.38E+04 26057.15154 28303.10353 2.10E+04 
Gap 0.13217075 1.05E-01 6.99E-02 0.108778431 0.103069552 7.05E-02 
Hit 20 20 24 20 21 22 
L
im
it
: 
N
x
D
x
4
 Mean 12989864.89 12997800.6 12998207.46 12992871.59 13001931.86 12987621.8 
Worst 13070745.09 13105531.85 13060291.1 13070745.09 13084984.12 13060291.1 
Best 12979071.58 12979071.58 12979071.58 12979071.58 12979071.58 12979071.58 
  
Std 24533.1946 3.37E+04 3.26E+04 2.72E+04 34542.24279 2.35E+04 
Gap 0.08315932 1.44E-01 1.47E-01 1.06E-01 0.176131854 6.59E-02 
Hit 22 17 21 21 16 25 
 
The results for problem instance CapB after 30 runs are presented in Table 4.  According to the 
table, the best solutions are obtained for  N=40 and 𝑄𝑠𝑡𝑎𝑟𝑡 = 0.3; 𝑄𝑒𝑛𝑑 = 0.1. When the limit 
parameter is analyzed, the best results are obtained when 𝐿𝑖𝑚𝑖𝑡 = 𝑁 × 𝐷 and 𝐿𝑖𝑚𝑖𝑡 = 𝑁 ×
𝐷 × 4.  24 hits, i.e., the number of runs with the optimal value, are achieved for N=20, 𝑄𝑠𝑡𝑎𝑟𝑡 =
0.3; 𝑄𝑒𝑛𝑑 = 0.1 and 𝐿𝑖𝑚𝑖𝑡 = 𝑁 × 𝐷𝑥2.  
 
The results for problem instance CapC after 30 runs are given in Table 5.  As can be seen in the 
table, the optimal value is achieved in 9 runs among 30 runs when N=40, 𝑄𝑠𝑡𝑎𝑟𝑡 = 0.3; 𝑄𝑒𝑛𝑑 =
0.1 and  𝐿𝑖𝑚𝑖𝑡 = 𝑁 × 𝐷 × 0.5.  13 hits are achieved  for N=20, 𝑄𝑠𝑡𝑎𝑟𝑡 = 0.3; 𝑄𝑒𝑛𝑑 = 0.1 and 
𝐿𝑖𝑚𝑖𝑡 = 𝑁 × 𝐷𝑥2.  
 
As can be seen in Tables 1 to 3, the best parameter values were determined as 𝑁 = 20, 𝑄𝑠𝑡𝑎𝑟𝑡 =
0.3, 𝑄𝑒𝑛𝑑 = 0.1 and 𝐿𝑖𝑚𝑖𝑡 = 𝑁 × 𝐷 × 2. We used the computational results obtained using 
these parameters for comparison with the other algorithms. 
 
Table 5. Parameter tuning on problem instance CapA.  
    𝑁 = 20 𝑁 = 40 
    𝑄 = {0.5, 0.3} 𝑄 = {0.5, 0.1} 𝑄 = {0.3, 0.1} 𝑄 = {0.5, 0.3} 𝑄 = {0.5, 0.1} 𝑄 = {0.3, 0.1} 
L
im
it
: 
N
x
D
x
0
.5
 
Mean 11537949.08 11531590.6 11526389.19 11519621.62 11524032.61 11512198.34 
Worst 11672488.05 11620456.04 11629650.91 11579568.52 11609406.52 11537545.59 
Best 11505594.33 11505594.33 11505594.33 11505594.33 11505594.33 11505594.33 
Std 36722.89925 27329.10297 29639.45488 1.64E+04 22406.62722 9.80E+03 
Gap 0.281208838 0.225944643 0.180736957 1.22E-01 0.160254899 5.74E-02 
Hit 1 4 7 4 6 9 
L
im
it
: 
N
x
D
 
Mean 11524585.71 11522732.29 11515450.4 11515816.97 11521586.29 11515181.83 
Worst 11609406.52 11556720.46 11535255.51 11539375.97 11569716.52 11539375.97 
Best 11505594.33 11505594.33 11505594.33 11505594.33 11505594.33 11505594.33 
Std 24926.34139 16770.0795 10456.5676 12328.59203 17861.70741 1.09E+04 
Gap 0.165062171 0.14895326 0.085663263 0.088849309 0.138992904 8.33E-02 
Hit 2 4 6 9 5 4 
L
im
i
t:
 
N
x
D
x
2
 Mean 11514048.28 11516527.21 11512756.39 11519689.91 11521590.87 11514458.39 
Worst 11537545.59 11539375.97 11537545.59 11543992.43 11556545.99 11554255.91 
  
Best 11505594.33 11505594.33 11505594.33 11505594.33 11505594.33 11505594.33 
Std 10001.89574 1.18E+04 1.13E+04 13314.5919 14937.16029 1.17E+04 
Gap 0.073476874 9.50E-02 6.22E-02 0.122510702 0.139032747 7.70E-02 
Hit 4 7 13 6 4 7 
L
im
it
: 
N
x
D
x
4
 
Mean 11516659.14 11520120.18 11514276.73 11523715.66 11520523.78 11513374.05 
Worst 11554255.91 11577886.16 11537545.59 11602008 11563695.86 11554255.91 
Best 11505594.33 11505594.33 11505594.33 11505594.33 11505594.33 11505594.33 
Std 13096.58283 1.59E+04 1.03E+04 2.06E+04 15529.48748 1.21E+04 
Gap 0.096168938 1.26E-01 7.55E-02 1.58E-01 0.129758232 6.76E-02 
Hit 6 6 6 3 3 8 
 
 
 
Fig. 1 shows convergence graphs of the results obtained after 30 runs of different 
implementations for problem instance CapA. Each sub-figure was obtained for different values 
of  Q, limit and population. The first four and the next four figures were obtained for N=20 and 
N=40, respectively. For  N=20, if the limit value is not selected properly, then there is a problem 
of late local convergence and falling into a local minimum (Limit= 𝑁 × 𝐷 × 0.5  and 
Limit=𝑁 × 𝐷). It is seen that 𝑄𝑠𝑡𝑎𝑟𝑡 = 0.3 and 𝑄𝑒𝑛𝑑 = 0.1 with the other limit values have 
faster convergence and optimal values are achieved. We can observe that there is a decrease in 
convergence rate for the other values of Q.  Moreover, as can easily be seen that 𝑄𝑠𝑡𝑎𝑟𝑡 = 0.3 
and 𝑄𝑒𝑛𝑑 = 0.1 has faster convergence speed for N=40 and all values of limit compared to the 
other values of Q. 
 
  
  
 
Fig 1. Parameter tuning on problem instance CapA. 
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Fig 2. Parameter tuning on CapC problem instances. 
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6.2. Comparison of methods 
In this section, we compared the methods in the literature that are applied to the UFLP with a 
certain success with the proposed method. The methods and results to be used for comparison 
are taken from [18] and [22]. Genetic Algorithm with SIn the proposed method and other 
methods for making a fair comparison, the size of the population is set to 40 and the maximum 
number of iterations is set to 2000.  The parameters used in the methods are presented in Table 
6. The proposed method is implemented in C programming language and other methods are 
implemented in different platforms. Since the method we propose is faster than the methods in 
the literature, it will not provide a fair comparison. Therefore, we do not present the CPU time. 
 
Tablo 6. Control parameters of algorithms. 
 binABC DisABC ABCbin ABCbinQ 
Population Size 40 40 D 20 
Max number of iteration 2000 2000 1000 4000 
Limit N x D/4 2.5 x N xD N x D/2 N x D x 2 
 
 
We present the comparison of the proposed ibinABC algorithm with the other ABC variants in 
Table 7. According to the table, the proposed method is superior to the other methods for some 
problem instances.  Our method did not obtain the optimal values among 30 runs only for 
problem instances CapB and CapC. However, it has a very low GAP value compared to other 
methods. The method produces very successful results not only for small-size problem 
instances but also for large-size instances. As can be clearly seen in the table, the proposed 
method is the best among the other methods we compared. 
 
Table 7. Comparison of the ABC variants with ibinABC. 
  binABC DisABC ABCbin ibinABC 
  Gap Std Gap Std Gap Std Gap Std 
Cap71 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Cap72 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Cap73 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Cap74 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Cap101 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Cap102 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Cap103 0.00 0.00 0.00 0.00 0.01 85.67 0.00 0.00 
  
Cap104 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Cap131 0.00 0.00 0.62 2,337.64 0.20 1,065.73 0.00 0.00 
Cap132 0.00 0.00 0.09 813.37 0.02 213.28 0.00 0.00 
Cap133 1,215.00 200.24 0.03 359.03 0.07 561.34 0.00 0.00 
Cap134 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CapA 2.96 236,833.50 0.15 74,782.61 3.17 268,685.20 0.00 0.00 
CapB 2.51 9,143.13 3.30 109,738.50 2.82 88,452.80 0.07 23,762.93 
CapC 2.58 82,312.70 4.70 95,778.78 2.04 78,162.20 0.06 11,326.02 
 
 
We also compared the proposed ibinABC algorithm with some meta-heuristic algorithms (GA, 
binary Artificial Algae Algorithm (binAAA) and binary PSO) and presented the results in Table 
8. As can be seen in the table, the results for problem instances CapA, CapB and CapC are 
distinctive. The BinAAA and ibinABC algorithms can compete on these three problem 
instances. The ibinABC achieved more hits for CapB and CapC than the binAAA algorithm 
and yielded results closer to the optimal value.   
 
Table 8. Comparison of the proposed method with some meta-heuristic algorithms. 
  GA-SP BPSO binAAA ibinABC 
  Gap Std. Dev. Hit Gap Std. Dev. Hit Gap Std. Dev. Hit Gap Std. Dev. Hit 
Cap71 0.00 0.00 30 0.000 0.000 30 0.000 0.000 30 0.000 0.000 30 
Cap72 0.000 0.000 30 0.000 0.000 30 0.000 0.000 30 0.000 0.000 30 
Cap73 0.067 899.650 19 0.024 634.625 26 0.000 0.000 30 0.000 0.000 30 
Cap74 0.000 0.000 30 0.009 500.272 29 0.000 0.000 30 0.000 0.000 30 
Cap101 0.068 421.655 11 0.043 428.658 18 0.000 0.000 30 0.000 0.000 30 
Cap102 0.000 0.000 30 0.010 321.588 28 0.000 0.000 30 0.000 0.000 30 
Cap103 0.064 505.036 6 0.049 521.237 14 0.000 0.000 30 0.000 0.000 30 
Cap104 0.000 0.000 30 0.041 1,432.239 28 0.000 0.000 30 0.000 0.000 30 
Cap131 0.068 720.877 16 0.171 1,505.749 10 0.000 0.000 30 0.000 0.000 30 
Cap132 0.000 0.000 30 0.058 1,055.238 21 0.000 0.000 30 0.000 0.000 30 
Cap133 0.091 685.076 10 0.083 690.192 10 0.000 0.000 30 0.000 0.000 30 
Cap134 0.000 0.000 30 0.195 2,594.211 18 0.000 0.000 30 0.000 0.000 30 
CapA 0.046 22,451.206 24 1.691 319,855.431 8 0.000 0.000 30 0.000 0.000 30 
CapB 0.584 66,658.649 9 1.403 135,326.728 5 0.248 39,224.744 15 0.070 23,762.929 24 
CapC 0.705 51,848.280 2 1.622 115,156.444 1 0.295 29,766.311 1 0.062 11,326.015 13 
 
 
7. Conclusion and Future work 
 
  
In this paper, we proposed a binary variant of the ABC algorithm in order to successfully apply 
the ABC algorithm to binary optimization problems. The proposed method aims to increase the 
convergence rate by updating some decision variables in each iteration and to prevent the 
problem of getting stuck in a local minimum. Another improvement is the use of adaptive 
parameters in XOR-based logical operators. We conducted a separate study to determine these 
parameters experimentally and found the best configuration.  We discussed the success of the 
proposed binary ABC algorithm for solving the UFLP and presented an extensive comparison 
with the other methods existing in the literature. According to the computational tests, the 
proposed method is superior to the other methods. The ibinABC showed the best performance 
among all problem instances of the UFLP taken from OR-Library. 
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