ABSTRACT In this paper, we study the optimum estimation of a band-unlimited continuous-time random process using discrete-time samples taken by a sensor powered by energy harvesting devices. In order to accurately represent a band-unlimited random process, a large sampling rate is needed, and this may yield a huge amount of data to be collected and transmitted. In the mean time, the energy required for sensing and transmitting the data must satisfy the constraints imposed by stochastic energy harvesting sources. To cope with these challenges, we propose a family of the best-effort random sensing policies. The best-effort random sensing schemes define a set of randomly chosen candidate sensing instants, and the sensor performs sensing at a given candidate sensing instant only if there is sufficient energy available. Otherwise an energy outage is declared and the sensor remains silent. It is shown through asymptotic analysis that the probability of energy outage during sensing is determined by the ratio between the energy harvesting rate and the energy consumption rate. For a given average energy harvesting rate, less samples per-unit time means a weaker temporal correlation between two adjacent samples, but a smaller energy outage probability, less data, and more energy per sample. Such a tradeoff relationship is captured by developing a closed-form expression of the estimation mean squared error (MSE), which analytically identifies the interactions among the various system parameters. The estimation MSE is minimized by optimizing the tradeoff among system parameters. The proposed optimum sensing scheme can asymptotically achieve the same performance as a system with the conventional energy sources, and significantly reduce the amount of data to be collected and transmitted.
I. INTRODUCTION
The optimum sampling of a random field is a classical problem that has been studied extensively in the literature [7] . It is shown that uniform sampling can achieve the optimum performance for random fields with various covariance kernel functions [4] . Existing works focus mainly on the mathematical aspects of the problem without considering practical constraints, such as the limited energy in wireless sensing systems, or the large amount of data to be collected and transmitted in the system.
Many practical random fields can be modeled by covariance kernel functions with unlimited bandwidth, such as the squared exponential covariance function, the Matérn covariance function, and the Ornstein-Uhlenbeck covariance function [6] , [7] . The accurate reconstruction of a band-unlimited random process usually demands a large sampling rate, which may yield a large amount of data to be collected and transmitted. However, in a wireless sensing system, energy is consumed during the operations of both sensing and information transmission, and the large amount of data will significantly increase the energy demands. The tradeoff between data and energy is studied in [8] and [11] for wireless sensing systems with conventional power sources. Many wireless sensors are expected to operate autonomously over an extended period of time under extremely stringent energy constraints, and this necessitates the design of sensors powered by devices that can harvest energy from the ambient environment. The optimum sampling designs outlined in [4] , [7] , [8] , and [11] are in general infeasible in energy harvesting systems, because there might not be sufficient energy to perform the required sampling operations at a scheduled sampling location. Consequently, there is a big gap between energy demands and the amount of energy supplied by stochastic energy harvesting sources. Such a gap imposes formidable challenges on the designs of energy efficient systems with a large amount of data.
The designs of energy harvesting sensing and communication systems have attracted considerable interests. Many existing works employ off-line scheduling methods, which identify the optimum transmission scheduling based on full knowledge of current and future energy arrivals [1] , [14] . The off-line scheduling methods are non-causal and thus cannot be applied to practical systems. On-line scheduling methods, on the other hand, use only the statistics of energy arrivals, and they can be formulated as stochastic dynamic programming problem with high complexity [5] . Low complexity sub-optimum on-line algorithms are presented in [5] and [9] . In both works, the performance of all on-line scheduling policies is strictly worse than their off-line counterparts.
Recently it has been shown that there is an asymptotic equivalence between systems with stochastic and deterministic energy sources, if and only if the average energy harvesting rate is no less than the average energy consumption rate in systems with infinite battery capacity [12] , [13] , [15] , [17] . The asymptotic equivalence is achieved with an on-line best-effort uniform sensing policy, where a sensing is performed at equally-spaced candidate sensing instants whenever there is sufficient energy to do so, and the sensor will remain silent otherwise. Best-effort uniform sensing with finite battery is studied in [16] . The above works are only applicable to the best-effort uniform sensing policies, and they do not consider the energy required for sensing operations. In addition, they only consider the case when the ratio between the average energy harvesting rate and consumption rate is one. The performance of systems with arbitrary values of energy harvesting-consumption ratio remains an open problem.
In this paper, we study the optimum designs of energy harvesting sensing system with an arbitrary energy harvesting-consumption ratio. The system tries to reconstruct a band-unlimited random event by using discrete-time samples. To study the stochastic behaviors of the energy harvesting source, we propose a family of best-effort random sensing policies, which includes the best-effort uniform sensing in [12] as a special case. The besteffort random sensing policies define a set of randomly chosen candidate sensing instants, and a sensing is performed at a candidate sensing instant only if there is sufficient energy. Otherwise an energy outage is declared and the sensor remains silent. When the energy harvesting-consumption rate is less than one, it is shown through asymptotic analysis that there is a non-negligible probability of energy outage at candidate sensing instants, and the energy outage will significantly degrade system performance. Intuitively, for a given average energy harvesting rate, we can reduce the energy outage probability by either increasing the sampling period or reducing the energy allocated for each sample. However, a larger sampling period means weaker correlation among samples; lower energy per sample results in a lower signal-to-noise ratio (SNR). Thus it is critical to strike a balance among energy outage, sample correlation, and SNR to achieve the optimum performance. We capture the tradeoff relationship by developing a closed-form expression of the estimation mean squared error (MSE), which analytically identifies the interactions and impacts of various system parameters, such as the energy harvestingconsumption ratio, the sampling period, and the ratio between energy allocated to sensing and transmission. It is shown analytically that the optimum performance is achieved when the energy harvesting-consumption ratio is one, and this can be achieved by adjusting the sampling period and energy per sample under a given energy harvesting rate. The proposed sensing scheme can effectively bridge the gap between energy demands and stochastic energy supplies, and reduce the amount of data to be collected and transmitted.
The remainder of the paper is organized as follows. The system model and problem formulation are given in Section II. The statistical properties of the energy harvesting source are analyzed in Section III with a new best-effort random sensing policy. The design and performance of energy efficient optimum sensing are studied in Section IV. Numerical results are presented in Section V, and Section VI concludes the paper.
II. SYSTEM MODEL
Consider a sensor used to monitor a wide-sense stationary (WSS) time-varying random event. The sensor is powered by an energy harvesting device. The harvested energy can be modeled as a random process. We have two assumptions regarding the stochastic energy model.
Assumption 1: If we divide the time axis into arbitrary small intervals with length > 0, then the energy collected in each interval can be modeled as independently and identically distributed (i.i.d.) random variables, E , with mean P , where P is the average harvesting power.
Assumption 2:
Pr(E > n ) < ∞ for any > 0 and > 0. Such a model is general enough to incorporate many other existing stochastic energy models, such as Poisson energy source [5] and Bernoulli energy source [2] , as special cases.
The harvested energy is stored in an energy storage device, such as rechargeable batteries or super capacitors. Since the harvested energy is usually very small compared to the capacity of the energy storage device, it is assumed that the energy queue has unlimited capacity [12] , [15] , [17] . Denote the amount of energy available in the energy storage device at time t as Q(t) ≥ 0. The energy consumption must follow the energy causality constraint, that is, at any time instant, the total amount of harvested energy must be no less than the total amount of consumed energy.
The time-varying event being monitored is modeled as a WSS random process s(t), where t is the time variable. It is assumed that s(t) is zero mean with a covariance function R ss (t 2 − t 1 ) = E[s(t 1 )s(t 2 )] = ρ |t 2 −t 1 | , where ρ ∈ [0, 1] is the power-law scaling coefficient, and E is the mathematical expectation operator. The power law covariance function is an alternative representation of the Ornstein-Uhlenbeck covariance kernel [7] , and it has an unlimited bandwidth.
The sensor attempts to reconstruct the continuous-time random event by using noise-distorted discrete-time observations of the random process. A sensing policy is defined as a sequence of time instants {t n } n , where t n is the time instant at which the sensor collects a sample of the random process.
At a given time instant, the sensor collects a sample, and then transmits it to a fusion center (FC), which tries to reconstruct the continuous-time random event by using the collection of discrete-time samples. Assume the sensing and transmission of one sample consumes E 0 joules of energy, where αE 0 is used for sensing and (1−α)E 0 for transmission, with α ∈ (0, 1) being the energy allocation factor.
The sample collected by the sensor at time t n is
where w(t n ) is the sensing noise with a zero-mean and the auto-covariance function E [w(t 1 )w(t 2 )] = σ 2 w δ(t 1 − t 2 ), and δ(t) is the Dirac delta function. The sample x(t n ) is first normalized to unit energy by multiplying with
The sample is then transmitted to the FC with energy (1 − α)E 0 , and the signal observed at the FC is
where v(t) is the channel noise with a zero-mean and variance σ 2 v . It should be noted that the sensing and channel noise components are not necessarily Gaussian distributed.
The sensing system attempts to reconstruct the time-varying random field, s(t), by using the sequence of the discrete-time samples, {y(t n )} n .
III. STATISTICAL PROPERTIES OF ENERGY SOURCE
In this section, we study the asymptotic behaviors of the energy source as time goes to infinity.
The analysis is performed with a best effort random sensing policy, where the sensor attempts to sample the random process at random time instants if there is sufficient energy. The best effort random sensing policy is described as follows.
Definition 1 (Best-Effort Random Sensing): Define a set of candidate sensing instants as
K = {t 1 , t 2 , · · · , t n , · · · }.
If we divide the time axis into intervals with length T > 0, then the number of sampling attempts in each interval can be modeled as i.i.d. random variables with mean L. A sensor performs one sensing operation with energy E 0 at time t if and only if: 1) t ∈ K, and 2) Q(t) ≥ E 0 .
In the Best-effort random sensing policy, the sensor attempts to sample the random process at some candidate sensing instants, which are chosen randomly by following a certain distribution. Due to the randomness of the energy source and the sampling process, there might not be sufficient energy for the sampling operation at some of the candidate sensing instants. At a candidate sensing instant t n , the sensor will keep silent if Q(t n ) < E 0 , and collects a sample if Q(t n ) ≥ E 0 . Denote the information collected at each candidate sensing instant as a sensing symbol, which could be either a silent symbol when Q(t n ) < E 0 or an active symbol when Q(t n ) ≥ E 0 . With such a random sensing mechanism and the stochastic energy source, there might be K silent symbols in the first N ≥ K sensing instants. The number of silent symbols are random variables. The existence of silent symbols might degrade the sensing performance. Intuitively, the percentage of the silent sensing symbols depend on the statistical distribution of the candidate sensing instants, the energy per sample E 0 , and average energy harvesting power. We have the following theorem regarding the asymptotic percentage of silent sensing symbols. 
where η = With the best-effort random sensing policy, the number of silent symbols in the M -th frame must satisfy
because the energy available at the end of the (M −1)-th frame can be used for the sensing of up to
Next we will first show that lim N →∞
Divide both sides of (5) 
Based on the strong law of large numbers,
Since K and N are positive, we have
2) Index the frames with at least one silent symbol as
We consider three separate cases: η < 1, η > 1, and η = 1. When η < 1, from (9), M i must be unbounded, that is,
where the last inequality is based on (11). Dividing both sides of (12) 
Based on the assumption that ∞ n=1 P[E > n ] < ∞ for any > 0, and Borel-Cantelli lemma [3] , we have
Combining (7), (8), and (13) yields
When η > 1, M i must be bounded. This can be proved by contradiction. If M i is unbounded when η > 1, then from (14) , lim N →∞ Therefore, for all η, we have
Combining (10) with (15) completes the proof.
The results in Theorem 1 indicate that, as time goes to infinity, the probability of silent sensing symbol due to energy outage is equal to one minus the energy harvestingconsumption ratio η. Therefore, if η < 1, there is a non-diminishing number of silent symbols, and they might significantly degrade the system performance. On the other hand, if η ≥ 1, the percentage of silent symbols asymptotically goes to 0, thus the performance of systems with energy harvesting sources can asymptotically approach that of systems with conventional energy source. The results hold for a quite general category of energy harvesting processes and sampling processes.
IV. ASYMPTOTICALLY OPTIMUM SENSING
This section studies the optimum design and performance analysis of sensing systems employing the best-effort random sensing policy. Specifically, we propose a new uniform Bernoulli sensing policy. It will be shown through theoretical analysis that the performance of a system with uniform Bernoulli sensing and energy harvesting can asymptotically approach that of a system with conventional energy source and uniform sensing.
A. UNIFORM BERNOULLI SENSING POLICY
The uniform Bernoulli sensing policy is a special case of best-effort random sensing, and it is defined as follows. The uniform Bernoulli sensing policy attempts to sample the random process at uniform intervals with a certain probability. A sample at a candidate sensing instant will be collected if an independent Bernoulli trial is successful and there is sufficient energy for sensing and transmission. The uniform Bernoulli sensing policy is a special case of the best-effort random sensing. The average number of candidate sensing instants in T s is L = p. Thus the average energy harvesting-consumption ratio with the uniform Bernoulli sensing policy is
Definition 2 (Uniform Bernoulli Sensing): Define a set of uniform candidate sensing instants as
K T s = {T s , 2T s , · · · , nT s , · · · }.η = PT s E 0 p(16)
Corollary 1: With the uniform Bernoulli sensing policy defined in Definition 2, when time goes to infinity, the probability that a sample is collected at nT s is
Proof: For a given candidate sensing instant nT s , the probability that the Bernoulli trial is successful is p. Conditioned on a successful Bernoulli trial, based on Theorem 1, the conditional probability that the sample is active is min{ PT s E 0 p , 1}. Thus the probability that a sample is collected at nT s is the product of the two probabilities.
We can use a sequence of indicator variables, λ n , to indicate whether a sample is collected at nT s . That is, λ n = 1 if a sample is collected and transmitted at nT s , and λ n = 0 otherwise. Based on the results in Corollary 1, as n becomes large enough, λ n can be modeled as i.i.d. RVs with Pr(λ n = 1) = q and Pr(λ n = 0) = 1 − q. The following analysis is based on the assumption that n is large enough such that the system enters steady state.
With the uniform Bernoulli sensing policy, the sensing sample at time instant nT s can be represented as λ n s n , where s n = s(nT s ). From (1) and (2), the signal observed by the FC at nT s is
where
E 0 , and
Since the FC does not know which symbol is silent or active, it will still observe the noise z n during a silent symbol. The variance of z n is
(20)
B. OPTIMUM RECEIVER
The FC tries to reconstruct s(t) by using {y n } n . Here we consider the worst case scenario by estimating {d n s(nT s + 1 2 T s )} n , the sequence of points located in the middle between two candidate sensing instants. It should be noted that s(nT s + 1 2 T s ) will be estimated even if λ n = 0 and/or λ n+1 = 0.
The linear minimum mean squared error (MMSE) estimation of d n based on {y n } n iŝ
where {h k } k is the impulse response of the MMSE filter. Based on the orthogonal principle,
From (19), we have
Converting (22)-(24) into the frequency domain with discrete-time Fourier transform (DTFT), we have
where R ds (f ) and R ss (f ) are the DTFTs of r ds (n) and r ss (n), respectively.
Based on (25), the filter coefficients {h k } k can be obtained as the inverse DTFT of H (f ).
We have the following results regarding the MSE, 
, and q is the sensing probability defined in Corollary 1.
Proof: Based on the orthogonality principle, the MSE can be written as
Based on (23)-(25), we can represent the above equation in the frequency domain as
A 2 q 2 and it can be expanded to (27). The DTFT R ss (f ) and R ds (f ) are
Substituting (30) and (31) into (29) and simplifying yields (26).
In Theorem 2, the MSE is expressed as a function of four parameters: the energy allocation factor α, the energy per sample E 0 , the sensing probability q, and the sampling period T s . These parameters feature the tradeoff among energy harvesting and consumption, and they can be optimized to minimize the MSE.
The MSE given in (26) depends on both C and g(T s ), and they play two opposite roles on the MSE. The MSE depends on q, E 0 , and α solely through C.
Corollary 2: Given α and T s , the MSE given in (26) can be minimized by setting p = 1 and E 0 = PT s . VOLUME 3, 2015 Proof: The first derivative of σ 4 e with respect to C is
Thus σ 4 e increases in C, so does σ 2 e . From (27), C decreases in q and E 0 , thus σ 2 e can be minimized by setting q = 1 and increasing E 0 .
From Corollary 1, the sensing probability q = 1 if and only if the Bernoulli RV parameter is p = 1, and E 0 ≤ PT s . Therefore the maximum value of E 0 is PT s .
With the conditions in Corollary 2, the parameter C in (27) can be expressed as
The result in Corollary 2 indicates that given T s and α, the MSE can be minimized by setting p = 1 and E 0 = PT s , such that the probability of energy outage is 0. The condition E 0 = PT s corresponds to the case that the energy harvestingconsumption ratio is η = 1. This can be achieved either by increasing the sampling period T s , or reducing the energy per sample E 0 , such that the average energy harvesting rate is no less than the average energy consumption rate in the uniform Bernoulli sensing. It should be noted that increasing T s or reducing E 0 might degrade system performance. Thus it is important to find the best trade-off among the various parameters.
On the other hand, when q < 1, the result in Theorem 2 quantifies the performance loss due to non-negligible energy outage caused by energy harvesting sources.
Corollary 3: Given T s , the energy allocation factor that minimizes the MSE given in Theorem 2 is
Proof: Since σ 2 e increases in C and σ 2 e depends on α solely through C, minimizing σ 2 e is equivalent to minimizing C. From (33), it can be shown that C is convex in α, because 
Setting the above equation to 0 and solving for α yield (34). From Corollaries 2 and 3, given T s , the MSE can be minimized by setting p = 1, E 0 = PT s , and α = α * (T s ) as in (34). Thus the optimum system can be achieved by setting those values in (26), and then minimizing the equation with respect to T s .
Setting p = 1, E 0 = PT s , and α = α * (T s ) in (26) yields
The function f (T s ) can be interpreted as the inverse of the effective SNR. Given P, a larger T s means a higher E 0 , thus a higher SNR, which will decrease the MSE. The function g(T s ) is determined by the correlation among samples. A larger T s means a weaker sample correlation, which negatively contributes to the MSE performance.
Corollary 4: The optimum T s that minimizes the MSE is in the set T * s ∈ {0} ∪ {x|u(x) = 0}, where 
The numerator of Our numerical results indicate that there is only one solution to u(x) = 0 for all configurations considered in this paper.
V. NUMERICAL RESULTS
Numerical results are presented in this section to demonstrate the performance of the optimum sensing system with energy harvesting sources. Fig. 2 shows the sampling probability q as a function of the total number of candidate sensing instants N , under various system configurations. All systems employ the uniform Bernoulli sensing policy. Similar to the previous example, the simulation results are obtained by averaging over 100 independent runs for each configuration. For all system configurations, the value of q converges to min{
, p} as predicted by Corollary 1. Specifically, when
PT s E 0 = p = 1, the sampling probability converges to 1, which approaches the behavior of a system with uniform sampling and conventional deterministic energy source. When
PT s E 0 = p = 0.7, even though the percentage of silent symbols among all sensing attempts approaches 0 as shown in Fig. 1 , there is still approximately 30% candidate sensing instants without a sensing attempt due to the negative results of the Bernoulli trials. In this case, the sampling probability is upper bounded at 0.7.
The impact of sampling probability, q, on the MSE is shown in Fig. 3 . The energy per symbol is E 0 = PT s , thus the value of q equals to the Bernoulli parameter p in this case. The values of γ w and γ v are 10 dB. The power-law scaling coefficient is ρ = 0.9. As shown in Corollary 2, the MSE decreases monotonically with q, but with different slopes. 4 shows the MSE as a function of the energy allocation factor with q = 1 and E 0 = PT s . In all subsequent simulations, we have γ w = 3 dB and γ v = 10 dB. From the results, the MSE is convex in α. The optimum α * (T s ) from Corollary 3 are marked as 'x' on the curves, and they match the values of α that minimize σ 2 e . The optimum value of α depends on T s , but it is independent of the power-law scaling coefficient ρ.
In addition, it is apparent that the sampling period T s has significant impact on the MSE performance. It should be noted that the results are also applicable to systems with deterministic energy source and uniform sampling, because the sampling probability is q = 1. quasi-convex in T s with a single zero-slope point. The optimum T s that minimizes the MSE is thus the unique solution of u(x) = 0 as shown in Corollary 4. A larger ρ means a stronger correlation between two samples with the same distance. Consequently, the optimum T * s becomes larger as ρ increases.
VI. CONCLUSIONS
This paper has studied the energy efficient optimum sensing of a time-varying random event with energy harvesting power sources. It has been shown that the energy harvesting-consumption ratio plays a critical role on system performance. When the energy harvesting-consumption ratio is strictly less than one, there is always a non-negligible probability of energy outage during the sensing process. The optimum performance is achieved when the energy harvesting-consumption ratio is one, and it can asymptotically approach the performance of a system with uniform sampling and deterministic energy sources. Based on the theoretical results, we proposed a uniform Bernoulli sensing policy to balance the tradeoff between sampling rates and energy availability. With the new sensing policy, the estimation MSE has been expressed as a closed-form expression of the sampling probability, the energy allocation factor, and the sampling rate. The MSE is minimized by optimizing the tradeoff among these design parameters. The proposed energy efficient optimum sensing scheme can significantly reduce the amount of data to be collected, and operate under the stringent energy constraint imposed by energy harvesting sources. 
