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Chapter 1 
Preliminaries 
The project which is reported on in this book was motivated by an inter-
est in syntactic development in language acquisition. Until some ten years 
ago, research on syntactic development in language acquisition had shown 
a tendency to study a rather limited set of syntactic constructions. Only a 
few structures, particularly negation and relative clause formation had been 
studied extensively (see for an overview of this type of research for instance 
Hatch, 1983, 89 ff.). In these studies not much attention was paid to overall 
syntactic development: subdomains of syntax were often characteristically 
studied in isolation. Since the early eighties, however, a growing interest 
in the developmental interrelationships of various syntactic structures can 
be observed. Much work has been done in this respect, for example, by 
researchers studying language acquisition within the framework of Univer-
sal Grammar (for a description of the framework of Universal Grammar see 
e.g. Chomsky, 1981; Cook, 1988). Within this paradigm it is assumed that 
first language (LI) learners are equipped with innate language knowledge, 
called Universal Grammar (UG), in the form of a set of universal principles. 
Associated with many of these principles are parameters, which indicate pos-
sibilities of variation across languages. Each parameter is associated with 
a cluster of linguistic properties. It is assumed that when a parameter is 
acquired, all the properties associated with the parameter are acquired. The 
paradigm makes it possible to investigate interrelationships between vari-
ous syntactic structures. With respect to second language (L2) acquisition, 
researchers working within the UG framework have different ideas about 
the availability of the principles and parameters of UG to second language 
learners. Some argue that principles and/or parameters of UG are available, 
3 
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others argue that this is not the case. For a summary of various positions 
see Cook (1988, 182-183) and White (1989, 48 ff.). 
The UG framework has made it possible to relate previously unrelated 
data to each other. However, although the studies within this framework 
yield a variety of insights, they do not yield an overall picture of syntactic 
development in language acquisition. Interrelationships of linguistic prop-
erties associated with one particular parameter are investigated, but as yet 
interrelationships between different parameters have hardly been looked at. 
It can be argued, then, that although, over the last two decades, an 
evolution can be observed in research on syntactic development from the 
study of isolated constructions towards the study of interrelationships of 
various syntactic structures, hardly any research has been carried out within 
which overall syntactic development is the central focus of interest. 
The research which is the subject of this book was intended as a first 
step towards filling this gap in research on syntactic development. It aimed 
at developing a method with which it should be possible to obtain an overall 
picture of syntactic development over time in L2 acquisition. The research 
thus focussed on the grammatical systems of L2 learners as a whole. It 
aimed at providing a. formal, integrated description of the interlanguage of L2 
learners. Such a description should meet at least the following requirements: 
firstly, the two meanings of interlanguage should be captured in it: it should 
reflect both the learner's system at a single point in time, and it should 
reflect the development over time in the learner's system. And secondly, the 
description should not force us to adopt a particular interpretation of the 
development described. In other words, it should not necessitate an a priori 
choice of a particular theory concerning the interpretation of the description. 
The project's primary aim was to chart syntactic development in lan-
guage acquisition, not to arrive at an interpretation of the development 
described in the light of a particular theory of syntactic development. In the 
project syntactic development is described using a formal grammar which 
fits the terminology of generative grammar. This does not mean, however, 
that the development described should be interpreted in terms of Universal 
Grammar. The terminology which is used within this framework is used in 
order to describe, not to explain syntactic development. 
As indicated above, the aim of the project was to arrive at a formal, in-
tegrated description of syntactic development in language acquisition. The 
type of research that has to be carried out in order to arrive at such a de-
scription necessitates the analysis of large sets of interlanguage data. The 
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decision, taken at the start of the project, to use the computer for the analy-
sis of learner data was, therefore, an obvious one. 
The computer has shown itself to be a useful instrument for linguists. 
Large amounts of language data in computer readable form have been stored 
at several places. Take, for example, the huge corpus of Dutch L2 data 
collected by the Dutch participants in the project entitled "Second Language 
Acquisition by Adult Immigrants" and stored at the Max Planck Institute 
for Psycholinguistics in Nijmegen, the Netherlands. Such language data in 
computer readable form can be used by linguists for various purposes. 
Firstly, computer systems have been developed which can retrieve infor-
mation from corpora. They can be used to obtain statistical information 
on linguistic data. With the aid of such systems it is possible, for example, 
to determine the percentage of subjectless sentences in L2 learners' produc-
tion data over time. However, such systems generally do not simply accept 
language production data as input, but often presuppose a corpus of la-
belled bracketings instead of sentences. An example of such a system is the 
Linguistic Database (Aarts and Van den Heuvel, 1984; Van Halteren and 
Van den Heuvel, 1990). The input for the Linguistic Database is a corpus 
of tree structures rather than a corpus of sentences. The user of the system 
can retrieve information from a corpus of tree structures by means of search 
commands based on syntactic patterns. For example, all the sentences in the 
corpus having both a subject and a direct object can be selected, provided 
that this syntactic information has been included in the corpus. 
Secondly, corpora of sentences can be used to test the adequacy of gram-
matical rules and rule systems. Corpus data are then used as a tool for 
testing hypotheses on linguistic rule systems. A consistent linguistic rule 
system can be converted into a computer program which can be applied to 
a corpus in order to test whether or not all the sentences in the corpus that 
were assumed to be covered by the rule system are indeed covered by it, and 
in order to find out whether, and to what extent, the rule system also applies 
to sentences that were not expected to fall within its range. The larger the 
range covered by the rule systems is, the more difficult it is to determine 
their consistency or adequacy. The computer can help to check linguistic 
rule systems in this respect. For it to be implemented as a computer pro-
gram a linguistic rule system has to be consistent, otherwise the computer 
will not accept it. In most cases linguistic rule systems in the form of a 
formal grammar will be converted into a parser, i.e. a computer program 
which recognizes utterances covered by the rule system and which provides 
structural analyses of these utterances in accordance with that system. The 
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adequacy of the rule system can be determined by confronting the parser 
with utterances that are expected to fall within its range. The parser should 
recognize all sentences the rule system expects it to recognize and no other 
sentences. 
Research on syntactic development in language acquisition could also 
benefit considerably from this kind of computer implementation. However, 
while various computer systems have been developed for the analysis of na-
tive varieties (e.g. the TOSCA system for the analysis of British English 
(Aarts and Van den Heuvel, 1985; Oostdijk, 1991)), such systems cannot 
be easily applied to the analysis of interlanguage varieties for a number of 
reasons. First of all, unlike native varieties, interlanguages are transitional 
systems which are in a constant state of flux. With increasing experience 
with the target language, L2 learners keep revising their hypotheses con-
cerning its structure. This is reflected by changes in their interlanguages: 
over time, old rules are adapted - or may be dropped altogether - and new 
rules are added. Secondly, interlanguages should be viewed as language sys-
tems in their own right, which are distinct from the systems of LI and L2, 
although, depending on the current stage of L2 development, they will con-
tain more or fewer linguistic features of either language. Yet, they should 
not be viewed as representing a combination of features from the source and 
target languages, as they contain many rules which are neither part of the 
LI nor of the L2. Thirdly, interlanguages can vary considerably with the LI 
backgrounds of the learners. 
Computational systems for the analysis of interlanguage varieties should 
be designed in such a way that they can do full justice to the transitional 
and variable nature of such learner languages. This implies that a computer 
system for the analysis of interlanguage data should meet the following cri-
teria: 
1. The analysis should be based on a lexicon and a grammar which have 
both been directly derived from the learners' interlanguages, not from 
the target language. 
2. The system should yield detailed information on: 
(a) General trends in development over time in L2-learners' rule sys-
tems. 
(b) Variation in development related to the LI backgrounds of the L2 
learners. 
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(с) Variation in L2 development between subjects with the same LI 
background. 
3. The system should be able to present quantitative information on var­
ious aspects of the data to allow for statistical analyses to be carried 
out on them. 
In addition, it should meet criteria which all systems for linguistic analysis 
should meet, such as: 
4. It should yield consistent analyses, which means that there should be 
a system-internal check which guards the integrity of the analyses. 
5. It should be user-friendly. 
In the last decade, two research projects were initiated which were con­
cerned with the development of computer systems designed specifically for 
the analysis of L2 learner data. One of these systems is the COALA system 
(an acronym of computer-Aided Linguistic Analysis), which was developed 
at the Language Acquisition Research Centre of the University of Sydney, 
Australia. A description of COALA is to be found in Pienemann (1992) and 
Pienemann and Jansen (1992). The other system is the COMOLA system (an 
acronym of computer Model for Language Acquisition), which was developed 
almost simultaneously, and independently, at the Department of Language 
and Speech of the University of Nijmegen, the Netherlands. This system is 
the main outcome of the project reported on in this book x . 
Like many computer systems which have been designed for linguists, the 
COMOLA system makes use of a formal grammar which can be converted 
into a parser in order to provide structural analyses of language acquisition 
data. This formal grammar was built using L2 production data from nine 
subjects. It was decided to incorporate the data of all subjects into one 
grammar, which has been named an overall grammar, as this would facili­
tate the discovery of correspondences in the linguistic rule systems of various 
subjects. The data on which the grammar was based were available at the 
start of the project. They originate from two longitudinal studies of the 
acquisition of L2 Dutch. The first is a study by Van Helvert (Van Helvert, 
1985) on The Acquisition of Dutch by Turkish Children in Verbal Interac­
tion with Native Peers, which will henceforth be referred to as Van Helvert's 
' in chapter 11 the COALA system will be described briefly and COALA will be compared 
with COMOLA in the light of the criteria suggested above. 
8 CHAPTER 1. PRELIMINARIES 
project. The other is the Dutch contribution to a project entitled Second 
Language Acquisition by Adult Immigrants, an international research project 
financed by the European Science Foundation, which will henceforth be re-
ferred to as the ESF-project. 
In a pilot study, Huiskens (Huiskens, 1985a; Huiskens, 1985b) explored the 
possibilities of presenting a formal integrated description of the developing 
rule system of one subject from Van Helvert's project (Hagan). Progress 
over time was sketched using techniques from the affix grammar formalism2. 
Huiskens concluded that the method used in the pilot study had yielded 
encouraging results. It appeared to be possible to describe a developing 
rule system by means of an affix grammar (which is essentially a variant 
of a phrase structure grammar). In this grammar, the variable 'time' was 
expressed by means of an affix. The grammar showed the order in which 
syntactic rules had been acquired. It also appeared to be possible to com-
pare both rate and order of acquisition of various learners. Huiskens (1985b) 
also observed that no more than a simple extension had to be made in or-
der to include other variables in the grammar, for example, age, sex or LI 
background. 
Next, the possibilities of providing a more principled description of vari-
ables in a developing grammar were explored by Huiskens (from January 
1987 until October 1987) and by Jagtman (from February 1988 until Janu-
ary 1992) during the project reported on in this book. 
In this chapter I have defined the problem and presented the aim of the 
project, which I hoped would yield: 
• a method for the description of overall syntactic development in L2 ac-
quisition. This method should be reflected in the tools which had to be 
developed for the computer-aided syntactic analysis of L2 production 
data 
• one L2 Dutch grammar based on production data from nine subjects 
• an analysed corpus of L2 Dutch. 
The development of the method was the main objective of the project. 
Methodological considerations are to be found in chapter 3 and in part 2 
of this book, which describes the COMOLA system, i.e. the tool which has 
2For a brief introduction to the affix grammar formalism see chapter 6. 
been developed for the description of language development. The L2 Dutch 
overall grammar resulting from the project will be described in part 3, as 
well as the analyses yielded by it. The data on which this grammar has been 
based will be described in the next chapter. 
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Chapter 2 
The data 
In chapter 1 it was mentioned briefly that the L2 Dutch grammar result-
ing from the project was based on speech data collected in two longitudinal 
studies of the acquisition of L2 Dutch, i.e. a project entitled The Acquisi-
tion of Dutch by Turkish Children in Verbal Interaction with Native Peers 
(Van Helvert, 1985) and the Dutch contribution to a project entitled Second 
Language Aquisition by Adult Immigrants, an international research project 
financed by the European Science Foundation. In this chapter information 
will be given on the design, the subjects and the data collection procedures 
used in both projects. 
2.1 Van Hel vert 's project 
2.1.1 . Introduction 
"The Acquisition of Dutch by Turkish Children in Verbal Interaction with 
Native Peers " was a three-year project, which started in 1980 and was carried 
out by K. van Helvert at the University of Nijmegen. It was a longitudinal 
multiple case study of the process of initial second language acquisition by 
five young children. A detailed description of the project can be found in 
Van Helvert (1985). 
2.1.2 Aim of the project 
The project had a psycholinguistic orientation and aimed at the collection 
and analysis of longitudinal data on L2 development in the form of a multiple 
11 
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case study. This general aim was specified by means of the following four 
groups of research questions: 
1. Questions concerning the order of acquisition of various syntactic struc-
tures in oral L2 production. 
2. Questions concerning the development of L2 vocabulary in oral pro-
duction. 
3. Questions concerning the results of formal language tests and the re-
lationship of these results with the development of L2 proficiency over 
time. 
4. Questions concerning the language used by the Dutch children in in-
teraction with their Turkish peers. 
In addition, due attention was given to three aspects in all analyses. 
These aspects were: individual differences in L2 acquisition, situation bound-
edness of the results and universal processes in L2 acquisition. 
2.1.3 Subjects 
Five Turkish children and seven Dutch children participated in Van Helvert's 
project. The Turkish children had been in the Netherlands for a period of 
between one and four months at the start of the project. Neither of them 
had attended a Dutch school prior to the start of the school year 1980-1981. 
Their age range was 7.5 - 8.7 years. Class observation had shown them to 
be sociable and willing to interact with their peers. None of the subjects 
suffered from speech or hearing disorders. This was established by tests 
submitted to prospective subjects prior to the start of the project. 
The following five Turkish children participated in this study: 
Name 
Nesrin 
Belgin 
Sefer 
Mehmet 
Hagan1 
Age 
7.9 
7.5 
7.6 
8.7 
7.9 
Sex 
female 
female 
male 
male 
male 
Length of stay 
3 months 
1 month 
3 months 
4 months 
1 month 
Table 2.1: Information about the Turkish children. 
'Hagan had been in Holland before for a period of about 8 months. At that time he 
was 4 years old. 
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During the project the five children attended a special class for non-Dutch-
speaking pupils. For four days a week they were taught by a Dutch teacher, 
who could not speak Turkish. For half a day per week the children received 
instruction on Turkish language and culture, given by a Turkish teacher. 
This teacher asserted that the children's mastery of their mother tongue 
could be considered normal. 
In order to obtain information about the amount and the kind of L2 
input outside the school environment, the children's parents were asked to 
fill in a questionnaire. 
The Dutch children participating in this study were in their first year 
at primary school. Their classrooms were situated in the same building as 
the classrooms of the Turkish children, so the Dutch and the Turkish chil-
dren met several times every day. Table 2.2, in which the column 'Period' 
indicates the months during which the children participated in the project, 
gives some information with respect to the Dutch children: 
Name 
Sjan 
Fanny 
Jan 
Wim* 
Rob 
Bas3 
Eddie 
Age 
6.6 
7.0 
6.8 
6.4 
7.7 
7.0 
7.6 
Sex 
female 
female 
male 
male 
male 
male 
male 
Partner 
Nesrin 
Belgin 
Sefer 
Mehmet 
Mehmet 
Hagan 
Hagan 
Period 
Oct/July 
Oct/July 
Oct/July 
Oct/Febr 
Febr/July 
Oct/Dec 
Jan/July 
Table 2.2: Information about the Dutch children. 
2.1.4 D a t a collection 
Data from the five Turkish children were collected longitudinally over a pe-
riod of about nine months in three different ways: 
2
 Wim moved to another town in February; he was replaced by Rob. 
3Bas was replaced by Eddie in January 1981, because Bas and Hagan did not get on 
very well together, as a result of which no verbal interaction took place between them. 
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1. Child-child interaction. 
Weekly verbal interactions during play sessions between a Turkish child 
and a Dutch native peer were recorded. The Turkish subjects played 
with the same Dutch children every week. Every pair was given the 
same set of toys. The researcher was present, but she only participated 
in the conversation when the children asked her to or when she had 
to keep the verbal interaction between the children going. Every week 
about 25 minutes of such interactions were recorded. 
2. Child-adult interaction. 
Data were collected during sessions in which a Turkish child and the 
Dutch experimenter interacted. They played a game, read a book 
together, or the researcher tried to converse with the child. About 15 
to 20 minutes of such interactions were recorded every week. 
3. Formal tests of vocabulary, morphology and syntax. 
All data were stored in a corpus, in which nouns and verbs were coded. 
Besides, contextual information was added at various places. 
2.2 The ESF-project 
2.2.1 Introduction 
1982 marked the beginning of a five-year project on the spontaneous ac-
quisition of a second language by adult immigrants which was carried out 
under the auspices of the European Science Foundation (hence the term 
ESF-project). The research was done in five European countries, viz. Great 
Britain, the Federal Republic of Germany, the Netherlands, France and Swe-
den. A detailed description of the aims of the project, its design, the topics 
of linguistic analysis, the data collection procedures, and the criteria for 
subject selection can be found in Perdue (1984). 
The project focussed mainly on spontaneous second language acquisi-
tion. The subjects acquired their second language in daily interaction with 
target language speakers. The data collection was geared to several topics of 
linguistic analysis. Final research reports on the following topics have been 
published: 
1. Ways of achieving understanding: communicating to learn in a second 
language (Bremer et al., 1988) 
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2. Feedback in adult language acquisition (Allwood, 1988) 
3. Processes in the developing lexicon (Broeder et al, 1988) 
4. Reference to space (Becker et ai, 1988) 
5. Temporality (Bhardwaj et al.y 1988) 
6. Utterance structure (Klein and Perdue, 1988; Klein and Perdue, 1992) 
The design of the project had both a crosslinguistic and a longitudinal di-
mension. With respect to the first dimension, two groups of subjects with 
different LI backgrounds were recruited in each country participating in the 
project. When choosing source and target languages, the number of speakers 
of the source language in the country of immigration was taken into account 
as well as interesting linguistic differences between the source and target 
languages. These criteria resulted in the following combination of source 
languages (LI) and target languages (L2): 
English German Dutch French Swedish 
(LI) Punjabi Italian Turkish Arabic Spanish Finnish 
As mentioned before, the ESF-project also had a longitudinal dimen-
sion: in each country data were collected longitudinally over a period of 
approximately two and a half years at monthly intervals. 
2.2.2 Aims of the project 
The project had three interrelated aims (Perdue, 1984, 5-7): 
1. To determine the psychological and social factors that determine the 
structure and rate of language acquisition in adult language learners 
and to determine the interaction between these factors. 
2. To obtain insight into the structure of the acquisition process itself and 
into the factors that regulate the overall acquisition rate. 
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3. To obtain insight into characteristics of the language used by second 
language learners. 
2.2.3 Subjects 
There were four different groups of informants participating in the project: 
1. A longitudinal group: this group consisted of 40 subjects, 8 per target 
language, 4 per source-target-language pair. In the Netherlands this 
group consisted of 4 Moroccan-Arabic and 4 Turkish subjects. Data 
from these subjects were collected in 27 monthly sessions. 
2. A control group: this group consisted of 36 subjects, 12 per target 
language (Dutch, French, Swedish), 6 per source-target-language pair. 
These subjects had the same background as those in the longitudi-
nal group. The control subjects were interviewed four times during 
the longitudinal study. It was decided to do this in order to trace ef-
fects which might be due to the fact that the longitudinal group was 
interviewed every month. 
3. A long residence group: this group consisted of 36 subjects, 12 per tar-
get language (English, German, Swedish), 6 per source-target-language 
pair. These subjects had been resident in the country of immigration 
for at least five years. Data were collected from these subjects on six 
occasions. 
4. A native speaker group: this group consisted of native speakers of the 
target languages, at least two subjects per target language. With these 
subjects one session was held during which a play scene was played and 
film sequences were shown which the informants had to retell. These 
two elicitation techniques were also used with the longitudinal group 
(see 2.2.4). The native speaker group was included in order to be able 
to compare the language behaviour of native and non-native speakers. 
It can be deduced from the enumeration above that not all groups of subjects 
were incorporated into the design in each country. In the Netherlands only 
the first, the second and the fourth groups participated. 
As I have restricted myself to using data from the longitudinal group, I 
will only give information about the subjects constituting this group. The 
'ideal' or 'prototypical' longitudinal informant was characterized as follows: 
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he/she 
• is between 18 and 30 years old 
• has no or almost no knowledge of the target language 
• has had little formal education in the source language 
• is monolingual 
• has been resident in the target country for less than a year 
• is not receiving tuition in the target language 
• has no L2 speaking spouse 
• is willing and able to participate for two and a half years in the project 
(paid) 
In the Netherlands four Turkish and four Moroccan subjects participated in 
the longitudinal study. As it would be too time-consuming to consider all 
the data of the ESF-corpus, I decided to analyse data from two Turkish and 
two Moroccan subjects. Some information about them is presented in the 
following table: 
Name 
Ergiin 
Mahmut 
Fatima 
Mohamed 
LI 
Turkish 
Turkish 
Moro ccan- Arabic 
Moroccan-Arabic 
Sex 
male 
male 
female 
male 
Age 
19 
18 
26 
21 
Table 2.3: Information about the ESF-subjects. 
2.2.4 D a t a collection 
Data were collected from the longitudinal subjects during 27 monthly ses-
sions. These 27 sessions were divided into three comparable cycles of nine 
sessions each. A variety of elicitation techniques was used: 
• Free conversations between an informant and a native speaker of Dutch 
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• Formal language tests 
• Play scenes played by the informant and a member of the research 
team or a native speaker of Dutch external to the project. For exam-
ple, one of the role plays required the subjects to apply for housing 
accommodation. The person, who played the role of a civil servant 
from the housing department, was a native speaker external to the 
project. In another role play, the subjects had to apply for a job. In 
this case the role of the interviewer was played by a member of the 
research team. 
• Film retellings. The informant watched a videoclip taken from a silent 
movie. Afterwards he/she was asked to retell the contents of the video-
clip in Dutch to a member of the research team. 
• Confrontation techniques. The informant was shown either a film clip 
of "typical" L2 life or audio- or video-recordings of himself and was 
asked to comment on the contents. 
All the data were audio- or videotaped and all the conversational data were 
available in computer readable form at the beginning of the present project. 
2.3 The data serving as input to COMOLA 
For reasons of time, it was impossible to analyse all the material collected in 
Van Helvert's project and in the ESF-project. Therefore, several choices had 
to be made with respect to the data to be used. It was decided to use only 
the child-child interaction data from Van Helvert's project, as these yielded 
the most extensive and most productive data (Van Helvert, 1985, 23). In 
order to maximize comparability between the data from Van Helvert's cor-
pus and those from the ESF-corpus, it was decided to analyse only the data 
from the free conversation sessions in the ESF-corpus. Although both data 
sets can be characterized as spontaneous interactions between native and 
non-native speakers of Dutch, there are, nevertheless, some important dif-
ferences between them. The ESF conversational data consist of spontaneous 
conversations between adults. The L2 learners often wanted to talk about 
their native country or about what they did during the month preceding the 
interview. A consequence of this was that the speakers often used locative 
and temporal adjuncts. The Turkish children participating in Van Helvert's 
project were playing with Dutch peers when they were recorded. They talked 
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almost exclusively about the current situation. Therefore, in Van Helvert's 
data references to place and time are less varied: they almost exclusively 
refer to the here and now. 
As mentioned in the previous section, it was decided to analyse the data 
from only two Turkish and two Moroccan subjects participating in the ESF-
project, because of the sheer bulk of the ESF conversational data. The size 
of the corpus forced me to make one further restriction: only 50 utterances 
per subject per session were analysed. 
The availability of both corpora made it possible to include data col-
lected over different periods of time (8 vs. 27 months), from subjects who 
varied with respect to age (child vs. adult) and LI background (Turkish vs. 
Moroccan-Arabic). 
CHAPTER 2. THE DATA 
Chapter 3 
Methodological 
considerations 
Prior to data analysis, several methodological decisions were made with re-
spect to the actual data to be used in this analysis. These decisions are 
motivated in section 3.1. In addition, a methodology was developed for 
building the L2 Dutch grammar. Methodological considerations of this kind 
are gone into in section 3.21. 
3.1 Decisions with respect to the data 
In section 2.3 it was described which data were used to build the L2 Dutch 
grammar. The data were available in computer readable form at the start of 
the project. The transcripts contained conversations between Dutch native 
speakers and learners of L2 Dutch. They also contained additional informa-
tion, such as contextual information and notes about the meaning of some 
L2 utterances. The project aimed at analysing L2 Dutch utterances with 
the aid of a computer system. The data had to be prepared in various ways 
in order to make them suitable for analysis by means of the system that was 
developed, which was termed COMOLA. For example, the L2 utterances had 
to be selected from the data set. However, not all L2 Dutch utterances were 
analysed. The methodological decision made in the selection of the data can 
be characterized as a decision to use only interpretable, complete utterances. 
This choice will be explained in the next sections. 
'This chapter has been published before in slightly different versions (see Jagtman et 
al. 1991,1993). 
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3.1.1 Meaning as part of t h e data 
The most important choice made with respect to the data was the decision 
to use only those L2 Dutch utterances whose intended meaning could be 
determined with a fair degree of certainty. In this section it will be explained 
why I am convinced that building an L2 grammar necessitates this decision. 
The grammar is intended to describe not only the constituent structure 
of the L2 utterances, but also the grammatical functions of the constituents. 
This means that the intended meaning has to be taken into account as part of 
the data. If the intended meaning of a given utterance is not considered, the 
grammar will have to account for all "possible" interpretations. Consider, 
for example, the following utterance from Hagan, one of the Turkish children 
in Van Helvert's project: 
dees melk 
this milk 
It is very easy to come up with a large number of possible interpretations 
for this utterance: 
• this is milk 
• this (i.e. person) drinks milk 
• I want this milk 
• this milk is bad 
• the milk is on this (i.e. table) 
etcetera... 
If one chooses to generate all conceivable interpretations of an utterance, the 
number of interpretations produced by the grammar will be almost infinite. 
On the other hand, if an approach is adopted in which no attempt is made at 
determining the meaning of the utterances and, consequently, no functions 
are assigned to the various constituents of the utterance, the grammar will 
produce no more than constituent trees, and this would be clearly insuffi-
cient as a description of syntactic development. For example, consider the 
following analyses of the sentence 'dees melk': 
NP VP 
DEM NP 
NOUN 
dees melk 
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Y 
NP 
DEM NOUN 
dees melk 
These are two of the "possible" constituent trees of the sentence 'dees melk'. 
They are not the only conceivable trees; other possibilities are, for example, 
an analysis of an S consisting of a VP followed by an NP, or an S consisting of 
a VP which contains two NPs etc. 
The only information that is given in the tree structures above is that 
the sentence 'dees melk' either consists of an NP VP combination or that it 
is a subjectless sentence consisting of a VP only. Such tree structures are 
indicative of a form-only approach to data analysis. Long and Sato criti-
cize form-only analysis, because, as the term indicates, it only focusses on 
forms in language acquisition (cf. Long and Sato, 1984). Form-only analysis 
is concerned with target-like production of particular forms, without con-
sidering functional variation of these forms, and without considering other 
forms in learners' interlanguages which may be used to express the same 
function as the forms actually analysed. If one considers the tree structures 
presented above, one can observe that the only information about (gram-
matical) functions which can be derived from them is that in the first one 
the NP 'dees' functions as a subject, whereas in the second one no subject 
is present. From neither of the two tree structures, however, information 
can be derived about the function of the NP which is the daughter of the VP. 
This is clearly unsatisfactory, if one wants to study the routes learners follow 
when acquiring L2 syntax. 
In reaction to the exclusive attention to form in language acquisition in 
form-only analysis, two alternative approaches were developed in which both 
form and function are considered: form-to-function analysis and function-
to-form analysis. Within both frameworks it is assumed that exclusive at-
tention to form yields a very incomplete picture of the process of language 
acquisition. In both frameworks attention is paid to both form and function 
in language acquisition. The approaches differ, however, in their starting 
points: form-to-function analysis starts with forms, and is concerned with 
the functional distribution of these forms, whereas function-to-form analy-
sis starts with a particular functional domain (for example directionality) 
and studies the development of the linguistic means used for encoding that 
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domain. 
A good example of a study within a form-to-function framework is Hueb-
ner (1983). Huebner did a one-year longitudinal study of the acquisition of 
English by a Hmong-speaking adult, called Ge, who acquired English with-
out formal instruction. Huebner describes changes in Ge's use of a topic-
comment boundary marker is(a), the article da (the), and anaphoric devices. 
As an illustration of form-to-function analysis, Long and Sato's summary of 
Huebner's 'da' analysis (Huebner, 1983, chapter 5) will be cited here (Long 
and Sato, 1984, 267): 
Included in the analysis are not only all instances of 'da', target-
like and non-target-like, but all pre-noun phrase positions as well. 
All 'da' contexts are defined along semantico-pragmatic dimen-
sions expressed as 'the two binary features [ -[-Information As-
sumed Known to the Hearer] and [ +Specific Referent]' (...). Ex-
amination of the frequency distribution of 'da' in these contexts 
over time ultimately reveals that the learner's 'use of the article 
da shift[s] from an almost SE (Standard English, MJ) one, but 
one which is dominated by the notion of topic, to one in which 
the form marks virtually all noun phrases. From that point, 
Ge's use of da is first phased out of environments which share no 
common feature values with SE definite noun phrases, followed 
by those environments that share one of the two feature values 
with SE definite noun phrases' (...). Huebner concludes that the 
learner's use of 'da' manifested non-random variation prior to its 
appearance in more target-like contexts. 
By not restricting his analysis to target-like production of 'da' and by consid-
ering the functional distribution of this form, Huebner was able to discover 
the underlying systemacity in the use of 'da' in Ge's interlanguage. A form-
only analysis of 'da' would never have yielded these results. 
Now that the shortcomings of form-only analysis have been pointed out 
and an alternative analysis has been presented, I will return to the present 
study. It was stated before that a form-only approach to analysing the L2 
utterances in my corpus yielded descriptions which are no more than con-
stituent trees (see the tree structures on pages 22 and 23). In the conviction 
that such an approach would be clearly insufficient, I decided to express 
both the form and the function of the constituents in the analyses. This 
was achieved by assigning feaUires indicating grammatical functions to the 
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major constituents2. For example, an NP<"direct_object"> is an NP func-
tioning as a direct object, a PP<"goal"> is a PP expressing a goal etc. In this 
way form-to-function analysis and form-only analysis were combined in one 
system. 
However, if all the possible functions of the constituents are specified, 
there will be an enormous increase in the number of analyses. Take, for ex-
ample, an analysis of the example sentence 'dees melk' in which the sentence 
consists of a VP, which in turn consists of two NPs: 
VP 
NP NP 
DEH NOUN 
deee melk 
If the NPs are specified for different functions, many analyses will result, be-
cause presumably both NPs can be used in a variety of functions (for instance, 
locative, instrument, object, goal). Remember that this tree structure con-
stitutes only one possible analysis tree, and that there are more "conceivable" 
analyses of the example sentence. Moreover, the sentence consists of only 
two words. Imagine what will happen if all the different functions for, for 
instance, the following five-word sentence from Mahmut are specified: 
die mijn vader broer zoon 
that my father brother son 
In other words: if the meanings of the utterances are not taken into account 
when generating an interpretation, we will either get a limited number of 
analyses in which no functions are specified at all, or a huge number of 
analyses in which all the "possible" functions of the various constituents are 
considered. Neither of these approaches will help us to gain insight into the 
routes learners follow in their acquisition of L2 syntax. 
In my view, the only workable option is to use all the knowledge one 
has about a given utterance and its meaning to generate an interpretation. 
In this way it is possible to generate a limited set of meaningful analyses. 
As mentioned before, the data in my study consisted of transcripts of taped 
conversations. To determine the meaning of the utterances in context, the 
following sources of information were used: 
2In fact the affix grammar formalism was used to describe these functions. This for-
malism will be described in chapter 6. 
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• The transcripts (which contained marginal notes on the meaning of 
some utterances) 
• The tapes on which the transcripts were based (sometimes the in-
tended meaning of an utterance can be determined by listening to the 
intonational pattern of the utterance) 
• The Dutch adult who was present at the conversations 
• Two senior researchers who participated in the COMOLA project 
Of course, the approach sketched above raises the question of subjectivity. 
However, by relying on contextual information and the pooled intuitions of 
various persons who know the data sets well, I believe I have, at least in 
part, overcome the problem of subjectivity in determining the meaning of 
the utterances. I will not claim that complete objectivity has been reached. 
In my opinion, it is impossible to achieve complete objectivity in analysing 
the data, unless either the analysis is restricted to the forms of the utterances 
- and I have argued that such an approach is not very helpful if one wants 
to understand the process of syntactic development in L2 learners - or all 
the "conceivable" functions of an utterance are considered, and this will 
burden us with a completely unmanageable set of analyses. My decision to 
consider the intended meaning of the utterances as part of the data yields 
a manageable set of analyses in which the functions of the constituents are 
specified. Furthermore, I believe I have reached at least a fair measure of 
intersubjectivity by using the approach described above. 
3.1.2 Illustration of the method used 
To illustrate the method described in the previous section, and to show that 
it is both a workable and legitimate one, let us again consider the example 
given above: 
dees melk 
th i s milk 
Suppose that there is a grammar of L2 Dutch which is based on data from 
Hagan which have already been analysed3, and that the grammar has to 
produce an analysis for the utterance 'dees melk', taking into consideration 
that this utterance was used in a play session by Hagan who was playing 
3How the grammar has actually been constructed will be explained in section 3.2.3. 
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with a toy goat and wanted to inform his playmate that "this one gives milk" 
(Van Helvert, 1985, 53). This means that the grammar should be able to 
generate a subject predicate combination in which the subject is an NP which 
only consists of a demonstrative pronoun, and in which the predicate is a 
direct object. 
If we present the utterance 'dees melk' for analysis, there are three pos-
sible outcomes: 
1. The grammar does not produce an analysis for this utterance. This 
means that the grammar has to be adapted. The grammar should be 
adjusted in such a way that it will yield an analysis which is compati-
ble with the intended meaning of the utterance. As we saw above, this 
means that the grammar should be able to generate a subject predi-
cate combination in which the subject is an NP which only consists of 
a demonstrative pronoun, and in which the predicate is a direct ob-
ject. No more adjustments are called for. For example, there is no 
reason why the grammar should be expanded with a rule that rewrites 
an NP as a demonstrative pronoun plus noun, even though this may 
seem a perfectly conceivable analysis to an adult native speaker of the 
language who has no knowledge of the context in which this utterance 
was produced, and even though this may have been a perfectly cor-
rect analysis for a similar utterance produced by the same subject in 
a different context. 
2. The grammar produces one or more analyses for the utterance, but 
none of the analyses reflects the meaning intended by Hagan. In this 
case the grammar has to be adapted as well, along the lines which were 
sketched above. The result of this operation will be that the grammar 
produces an additional analysis; the analyses produced so far will be 
retained. 
3. The grammar produces the desired subject predicate combination. In 
this case no adjustments are called for and the next utterance can be 
analysed. 
In this manner the L2 Dutch grammar was developed using L2 production 
data and their intended meanings. Of course, there are cases in which the 
meaning of an utterance cannot be determined at all or with any certainty. 
With respect to such utterances, it was decided that they should never be 
used as a basis for adaptations in the grammar. It is conceivable that they 
28 CHAPTER 3. METHODOLOGICAL CONSIDERATIONS 
may be analysed on the basis of rules already present in the grammar, but 
if they are not, the grammar will not be adjusted. 
It should be noted that the parser which is generated from the grammar 
analyses each utterance as such, without consulting any further information. 
The input to the system is the utterance preceded by an indication of the 
session of data collection. Parsing and tagging of the utterance is entirely 
automatic. Only in those cases in which an utterance is not covered by 
the grammar, will additional contextual information be consulted in order 
to be able to determine adequately in what ways the grammar will have 
to be adapted. This contextual information is not explicitly added to the 
utterance in a formal sense, but it is regarded as part of the implicit meaning 
of the utterance. In two cases, however, I have decided to code the input in 
order to clarify the meaning of the utterances: 
1. words used in an autonym function have been put between single 
quotes. 
2. direct speech has been put between angled brackets. 
This coding has been added for practical reasons. In principle, each word can 
be used in an autonym function, and each sentence can be an instantiation of 
direct speech. If the two codings above had not been added to the input, the 
analysis of each utterance would have yielded a lot of unnecessary ambiguity. 
3.1.3 Further decisions concerning utterance selection 
In the previous section the decision to use only interpretable utterances was 
explained. I also decided to analyse only complete utterances (i.e. utter-
ances which had actually been finished by the subjects) in order to be able 
to determine the meaning of the utterances with maximum certainty. The 
consequence of this approach is that the following groups of L2 Dutch utter-
ances were not analysed: 
• Utterances whose meaning could not be determined. 
There are two types of such utterances in the data: 
1. Utterances which are complete, but whose intended meaning we 
could not determine. An utterance from session 10 with Mahmut 
will serve as an example: 
en energiebedrijven ik niet nog een keer betalen geven halen/ 
niet halen 
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and power-companies I not another time pay give get / 
4 
not get 
2. Utterances which contain an unintelligible part. This has been 
marked in the transcripts. Such utterances were not analysed 
either, as the meaning of the unintelligible parts could not be 
determined. Consider the following example from Sefer, which 
was recorded in session 25: 
dit eentje heb ik niet (xxx) 
this one have I not (unintelligible) 
• Utterances which were interrupted by verbal or non-verbal comments. 
Take, for example, this fragment from session 23, in which Ergiin (E) 
is interrupted by the Dutch native speaker (NS): 
E: dan gisteren of vandaag veel () 
then yesterday or today much (interruption) 
NS: in Groningen bedoel je? 
in G (Dutch town) mean you? 
• Utterances which subjects were not able to complete. Occasionally, 
subjects did not finish utterances, because, perceiving they would not 
be able to express their intended meaning in the target language, they 
gave up. Take, for example, the following utterance which was pro-
duced by Mohamed in session 4: 
alles met uh/ alleen met uh of uh/ voorbroek of uh/ overbroek of 
uh 
everything with eh/ only with eh or eh/ forpants or eh / 
overpants or eh 
In addition to these utterances, various other groups of utterances were 
excluded: 
1. Utterances which occur more than once in the same session were only 
analysed once. 
4The following transcription conventions are used in this book: 
- a ' / ' indicates a self-interruption; 
- a ' + ' indicates a pause; 
- comments have been put between angled brackets ('<>'). 
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2. One-word utterances were not examined either, because it is impossible 
to indicate syntactic relationships between elements in this type of 
utterance. 
3. Two-word utterances consisting of a name (for example: Opel Kadet 
(the name of a car)) were removed for the same reason. 
4. Non-Dutch utterances were not analysed. If a sentence contained only 
one foreign word, the utterance was analysed with the foreign word 
marked as Turkish-noun, Moroccan-adjective etc. in order to be able 
to investigate distributional patterns of these lexical categories. 
5. Imitations of the native speaker were removed, as they cannot be con-
sidered to reflect productive behaviour on the part of the subjects. 
Such behaviour can be observed in the following conversation between 
the source language researcher (S) and Mohamed (M) in session 2: 
M uh om uh + twaalf uur hi j komt met mij uh 
eh at eh + twelve hour he comes with me eh 
M <to S. asks in LI for t r ans l a t ion 
# 
S ja hi j komt naar ons toe 
yes he comes to us 
# 
M ik/ik komt <naar/naar ons toe> uh voor uh + middag.eet 
<imitates> 
I / I comes <to/to us> eh for eh + lunch 
# 
S ja 
yes 
Considering the above list, one might be inclined to think that a large number 
of utterances were removed from the original data set. Many L2 Dutch 
utterances, however, could be analysed, although occasionally some internal 
adjustments proved to be necessary. Such adjustments were of the following 
kind: 
• adjustments were made in utterances which contained false starts and 
self-corrections. Although false starts and self-corrections constitute 
topics of interest in L2 acquisition research, they fell outside the scope 
of the project. In order to give an impression of the adjustments which 
were made a number of examples will be given: 
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1. The following utterance occurred in Mahmut's eighth session: 
nieuwe/au/uh ouwe auto he 
new/ ca / eh old car interjection 
The false start was removed and only the correction was retained, 
resulting in the utterance: 
ouwe auto 
2. This is an utterance from session 1 with Mahmut: 
vijf uh + zes maand + /zes maand werken 
five eh + six month +/ six month work 
In this utterance 'vijf' is corrected by Mahmut to 'zes' in 'zes 
maand', after which this NP is repeated and the utterance is fin-
ished. Only the last part containing the self-correction was re-
tained, yielding the following utterance to be analysed: 
zes maand werken 
3. If the subjects corrected themselves in the middle of an utterance, 
only the self-correction was used and the corrected part was re-
moved. The rest of the utterance was of course retained. To give 
an example, here is another utterance, which Mahmut produced 
in session 10: 
ik deze week/deze jaar niet vakantie 
I th i s week/ this year not holidays 
In this case the following utterance was analysed: 
ik deze jaar niet vakantie 
• Pauses and pause fillers like 'uh' and 'hè' were removed, as were other 
interjections, as these are not considered to constitute part of the syn-
tactic structure of the utterance. Such adjustments were also made 
in the utterances presented above: for example, after the pauses (in-
dicated by the plus sign) and the interjection 'uh' were removed, the 
utterance 'zes maand werken' remained. 
• the words ja ('yes') and nee ('no') were only retained when they were 
used as affirmative or negative adjuncts. They were removed when 
they functioned as answers to a preceding question, and were not part 
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of the syntactic structure of the utterance. In session 16 with Sefer, 
we find both 'ja' and 'nee' used as adjuncts: 
dokter nee 
doctor no 
This is not a doctor 
zuster ja 
nurse yes 
This is a nurse 
• Words used in an autonym function have been put between single 
quotes. 
• Direct speech has been put between angled brackets. 
It should be emphasized that there is an important difference between de-
cisions with respect to the utterance-internal adjustments described above 
and the decision to use only interpretable, complete utterances. Language 
phenomena like corrections and pauses fell outside the scope of the project 
from the onset. My reasons to exclude such phenomena from the data set 
were of a practical rather than of a methodological nature. They could 
have been analysed if there had been enough time to do so. As was men-
tioned in section 3.1.2, the decision to code direct speech and words used 
in an autonym function has also been made for practical reasons. The de-
cision to use only interpretable utterances, on the other hand, was based 
on methodological considerations. As stated before, both form and function 
of the elements constituting an utterance should be considered when study-
ing syntactic development in language acquisition. A specification of all the 
possible functions of all the constituents in each sentence, however, would 
yield an unmanageable set of analyses, which would not help us to chart 
the syntactic development of L2 learners. Therefore, it was decided that 
the grammar would only have to generate an interpretation in accordance 
with the meaning intended by the subject, in order to obtain a limited set 
of analyses in which the functions of the various constituents are specified. 
Such a set can help us to gain insight into developmental patterns in the 
acquisition of L2 syntax. 
The selection described in this section resulted in a list of the utterances 
which could be subjected to analysis. However, the sheer size of the ESF 
conversational corpus forced me to make one more reduction in the ESF-data 
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to be analysed: I decided to restrict my analysis to fifty consecutive utter-
ances per session per subject. The first fifty L2 utterances of each session 
were skipped and the next fifty L2 utterances were analysed. If a session 
contained fewer than a hundred L2 utterances, the last fifty utterances were 
selected. 
In this section and in chapter 2 decisions concerning the data to be 
used for analysis were explained and justified. The entire procedure of data 
collection is summarized in figure 3.1 on the next page. 
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Figure 3.1: Data used in the study. 
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3.2 Decisions with respect to the grammar 
In chapter 1 it was pointed out that one of the aims of the project was to 
develop an L2 Dutch grammar based on L2 production data from nine sub­
jects. In this section the form of the grammar will be gone into briefly. A 
special form is needed in order to make the grammar suitable for describ­
ing the developing rule systems of various subjects. After the form of the 
grammar has been discussed, some information will be given on the way in 
which the grammar was developed. In section 3.1 it was explained that the 
intended meanings of the L2 Dutch utterances were considered as part of 
the data. In the last part of this section it will be described how an overall 
grammar was constructed on the basis of the L2 production data and their 
meanings. 
3.2.1 The form of the grammar 
One of the objectives of the project was to develop an L2 Dutch grammar 
based on L2 production data from nine subjects. I called this grammar 
an overall grammar, because the grammar contains rules not only for each 
individual subject, but also for the various developmental stages of each indi­
vidual subject. The grammar, therefore, should not be regarded as a "static 
individual rule system", representing a particular stage of L2 acquisition of 
a particular subject, but as a "dynamic supra-individual rule system", rep­
resenting the various stages of L2 acquisition of the subjects in my study. 
The rule system for subject X will be different from that for subject Y, the 
rule system for subject X underlying the data produced at time A will also 
be different from that for subject X underlying the data collected at time B. 
In the grammars of L2 learners, new rules appear and old rules disappear 
or change over time. Rule changes in a formal grammar will be described 
using the notion of "activeness". This term is defined as follows: 
A rule σ is active in a period r, if data from period τ are gener­
ated, or analysed, by application of σ 
The notion of activeness was used when constructing the grammar. How 
this notion was actually formalized will be described in considerable detail 
in chapter 6. At this point I will briefly introduce the form of the grammar, 
without going into much detail and without using any formal machinery. 
The overall grammar describing syntactic development has to contain all 
instances of all rules needed to analyse any data from any period from any 
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subject. Of course, not all the rules are used by all the subjects and it may 
be the case that the rules which are used by more than one subject are not 
used in the same period. Therefore, it was decided to develop a mechanism 
which makes it possible to mark each production rule as active for a particu-
lar subject at a particular time. To give an example, imagine that a number 
of subjects use PPs, which may contain either an NP plus a postposition or 
a preposition plus an NP. This can be expressed by means of the following 
rewrite rule5: 
PP : NP , PREP; 
PREP , NP.6 
Such a rule, however, cannot handle variation in rate and order of acquisi-
tion between subjects. I therefore added a variable to each production rule 
(or rule alternative), indicating for which user and for which period the rule 
is active: 
PP : vari , NP , PREP; 
var2 , PREP , NP. 
This rule is part of the overall grammar. In order to generate a grammar for 
an individual subject, the variables in the rule are replaced by rewrite sym-
bols indicating the period during which the rule is active for this particular 
subject7. For example, by replacing the variables, the following rules for a 
given subject can be generated: 
PP : (until session 5) , NP , PREP; 
(from session 5 onwards) , PREP , NP. 
For other subjects the variables may have different values, and for them 
other individual grammars can be extracted from the overall grammar. 
5For clarity's sake all rules in sections 3.2.1, 3.2.2 and 3.2.3 have been simplified. 
6In the rules, the following notational conventions are used: rewrite rules are marked 
by a colon, commas indicate concatenation of elements, a semi-colon separates different 
rule alternatives, and a period closes the rule. 
7The actual form of the extra rewrite symbol will be decribed in chapter 6. For the 
moment a description in simple terms will have to suffice. 
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In the above example the form of the overall grammar has been sketched: in 
this grammar each production rule has been extended with a variable which 
can express for which subject and for which period the rule is active. In 
this way it is possible to describe variation between learners and between 
developmental stages within one learner. 
3.2.2 A closer look at the notion of activeness 
It has already been indicated that the rules in the overall grammar can be 
either active or inactive in a given session for a given subject. Now let us 
consider how the period during which a rule is active can be described. If a 
production rule is used by a given subject (say: Y) in session X, the variable 
added to the production rule will be given the value active in session X for 
subject Y. There are two different approaches one could adopt regarding the 
activeness of this rule with respect to the period after X: 
• 1. the rule remains active 
2. the rule is switched off until it manifests itself again in the data (i.e. 
until there is an utterance which is (partly) generated by means of this 
rule). 
Now let us consider the effect of these two approaches on the grammar of 
an individual subject, using the utterance 'dees melk' (this milk) which was 
produced by Hagan in session 8, as an example. In section 3.1.2 it was 
argued that the sentence 'dees melk' had been intended to mean "this one 
gives milk". In order to generate this sentence the overall grammar has to 
contain, inter alia, a rule in which an NP<"direct_object"> is rewritten as a 
NOUN: 
NP<"direct_object"> : агЗ , NOUN. 
Let us suppose that the utterance 'dees melk' is the first utterance produced 
by Hagan for which this rule is needed. If the first approach is adopted, 
the rule will remain active from the moment it manifested itself in the data. 
Therefore, агЗ will get the value from session 8 onwards for Hagan, and 
Hagan's individual grammar will contain the rule: 
NP<"direct_object"> : (from session 8 onwards) , NOUN. 
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If the second approach is adopted, according to which the rules will only be 
activated if they manifest themselves in the data, var3 will get the value in 
session 8, and Hagan's individual grammar will contain the rule: 
NP<"direct.object"> : (in session 8) , NOUN. 
In this case the rule is not active in the sessions following session 8. Only if 
the rule manifests itself again in the data, will the value of агЗ have to be 
adapted for Hagan. For example, if there is another occurrence of this rule 
in session 11, then the value of var3 will have to be adapted and the rule for 
Hagan will look as follows: 
NP<"direct_object"> : (in session 8 and session 11) , NOUN. 
Note that the decision to use one of these approaches has consequences for 
the activeness of rules in the grammars of individual subjects only. These 
grammars can be extracted from the overall grammar, which will contain 
the rule: 
NP<Hdirect.object"> : var3 , NOUN. 
irrespective of the approach adopted. 
The two approaches reflect different views on activeness. If one adopts 
the first approach, a rule will remain switched on once it has manifested 
itself in the data. In this case activeness could be regarded as a perpetuum 
mobile: once a rule has been activated it will remain active all the time. 
If a rule occurs for the first time in session X it will remain active during 
the period following X. In the second approach a rule is only activated in 
sessions in which an utterance is produced which is generated by this rule. 
During all the other sessions the rule is switched off. In this case activeness 
could be regarded as a watch which runs for a certain period of time, after 
which it stops and has to be wound up (activated) again. 
The two approaches will be discussed in more detail in the next two 
subsections. 
3.2.2.1 Activeness as a perpetuum mobile 
As the approach by which rules remain active once they have manifested 
themselves in the data is the most practical one for building a grammar, it 
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was considered first. In order to prevent exceptions from being treated as 
rules, the following approach was adopted: if a rule is active for the first 
time in session X, the rule will be marked as active in session X. If the same 
rule is active again at a subsequent time, the code will be changed into: the 
rule is active from session X onwards. 
However, this approach does not suffice if one wants to describe the 
developing rule systems of language learners. First of all, rules may be 
replaced by other rules. For instance, to return to the example given in 
section 3.2.1, a rule describing a PP consisting of an NP and a postposition 
may be replaced by a rule in which a PP consists of a preposition and an 
NP. If one adopts the approach described above, the first rule will never be 
switched off. Rules can only be added to the grammar, they cannot be 
removed (i.e. made inactive), because they are marked as active from a 
given session onwards. This problem can be solved through an alternative 
approach, which makes it possible to mark rules as active from period X 
until period Y. However, this approach does not enable us to describe the 
acquisition phenomena mentioned below either. 
Secondly, the approaches discussed in this subsection cannot handle pat-
ters of acquisition which do not show linear progress. Consider, for example, 
the phenomenon of U-shaped behaviour. Such behaviour has been found to 
occur in both LI and L2 acquisition. The term U-shaped behaviour refers to 
the following process. During the early stages of acquisition learners seem to 
have acquired a particular form or rule. They use it in conformity with the 
target language norm. In later stages the learners use forms which deviate 
from the target language norm and finally the correct forms which were used 
in the initial stages return. A frequently cited example of U-shaped behav-
iour in LI acquisition is past tense inflection in LI English (Ervin, 1964). 
Ervin found that children start out with correct realizations of a limited 
number of highly frequent irregular past tense verb forms, whereas subse-
quently, on discovering that the past tense is generally formed by adding 
-ed to the verb stem, they use incorrect, overgeneralized, regular forms like 
corned, goed and breaked, alongside the correct irregular forms. Finally, 
the incorrect forms disappear again. This process should not been seen as 
process of attrition in language acquisition, but rather as a process of acquir-
ing knowledge about verb inflection rules in LI English. In the first stage, 
children have a list of irregular past tense verb forms at their disposal which 
are stored separately from their present tense counterparts. Using this list 
results in adult-like performance. In the second stage, the children start to 
work out the system of past tense formation. This means that the use of the 
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incorrect regular forms should be seen as a step forward. In the third stage, 
the children have acquired both the system and a list of exceptions. They 
now have mastered adult knowledge. 
U-shaped behaviour can also be related to the use of formulaic expres-
sions (Kellerman, 1987, 218): 
Also clearly relevant to U-shaped phenomena are those studies 
which deal with chunk learning, where the learners correctly and 
appropriately produce a number of utterances, which, from the 
observer's point of view, exhibit a level of grammatical complex-
ity that is clearly beyond the learner's proficiency as evidenced by 
his output in toto. Such chunks represent the outcome of holistic 
learning, as is indicated by the appearance at later stages of less 
complex related structures that are more productive. 
In this case we can observe the same process as above: at first the learners 
use unanalysed chunks, afterwards these chunks are analysed and used more 
productively, which may result in the use of simpler, often non-target forms. 
This seems to point to regression, but is, in fact, a process of rule formation 
and progress. 
Now let us suppose that the data from the present study contain patterns 
which exhibit U-shaped behaviour. Adopting the methodology for coding 
the activeness of rules described above, such behaviour cannot be identified. 
Consider, for example, a rule which is used in sessions 2, 3, and 5 and again in 
sessions 24, 25 and 26. According to the methodology described above, this 
rule will be given the value from session 2 onwards. Thus it would appear as 
if the rule is active all the time. There is no difference between rules which 
are used all the time and rules like this one. In this way phenomena pointing 
to U-shaped behaviour can never be identified. 
From the discussion above it can be concluded that the approach de-
scribed in this subsection is not suitable for describing the developing rule 
systems of language learners. 
3.2.2.2 Activeness as a wind-up watch 
To overcome the problems sketched in the previous section, another method 
for describing the activeness of rules was adopted: each rule was marked as 
active for a given subject every time it manifested itself in the data. This 
means that one rule may be coded, for instance, as active in sessions 2, 3, 
5, 8, 10, 13, 17, 20, 23, 25 and 26, and another rule may be coded as active 
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during period 2, 3, 5 and 26. Notice that both rules would be coded as 
active from session 2 onwards (or between session 2 and 26) in the approach 
described in the previous section. 
The new method allows one to check whether a rule is used during con-
secutive periods or whether there is a gap between the periods during which 
a rule applies. If the latter is the case, this may point to U-shaped behav-
iour. In studying the learners' utterances, however, it has to be kept in mind 
that we are dealing with spontaneous data. There may be a performance 
reason for a gap. The use of rules may partly depend on the topics which are 
discussed. In this connection, it should be pointed out that the data used in 
this study were taken from the free conversation sessions in the ESF-project 
and from the play sessions in Van Helvert's study, during which subjects 
were relatively free to determine the topics they wanted to talk about. The 
researchers did not intend to elicit specific kinds of syntactic constructions 
during these sessions. Therefore, a particular construction may not have 
been used by a particular subject, because of the particular topics that were 
discussed. It is, for example, a plausible assumption that many locative and 
directional expressions will be used during a conversation about travelling in 
Turkey, and that such expressions are less likely to be used in a conversation 
about topics like the weather. 
Furthermore, when trying to spot U-shaped behaviour it has to be taken 
into account that per session only 50 utterances from the subjects partici-
pating in the ESF-project were analysed. A gap between instantiations of a 
rule may be due to the fact that not all utterances were analysed. Therefore, 
in order to be absolutely sure that a subject exhibits U-shaped behaviour, 
one would have to consider all the relevant data. 
It must be concluded, then, that a gap between instantiations of a rule 
will not always be due to U-shaped behaviour. But the claim still stands 
that, by using the approach described in this section, possible occurrences of 
U-shaped behaviour can be identified, whereas with the approach described 
in the previous section phenomena pointing to such behaviour can never be 
traced. 
An additional advantage of the approach described in this section is that 
it allows one to examine whether there is an overlap between manifestations 
of different rules. Consider once more the example of the PP rule given be-
fore: there can be a period of overlap during which both postpositions and 
prepositions are used (see figure 3.2): 
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Rule Activeness 
PP : PREP ,NP. + + + + + - + 
PP : NP , PREP. - + + + - + + 
Figure 3.2: Activeness of PP rules. 
In figure 3.2 each plus sign ('+') or minus sign ('-') corresponds with a 
specific session. A plus sign indicates that the rule is used in that particular 
session, a minus sign means that this is not the case. If rules are marked in 
this way, periods of overlap between rules can be made visible. From figure 
3.2 it can be deduced that in sessions 2 and 3 only the rule PP : NP , PREP 
is used. From session 4 onwards, however, a new rule emerges, namely PP 
: PREP , NP. In sessions 4, 6, and 7 the postposition rule is active as well. 
From session 8 onwards it disappears to make way for the preposition rule. 
In the approach I adopted rules are assigned for each session. One could 
even go a step further and assign rules for each individual sentence. In that 
case, it is indicated for each sentence whether a rule is active or not for a 
given subject. Such an approach, however, would not only be very time-
consuming, but it is also very doubtful whether it would yield important 
extra information with respect to the developmental routes taken by the L2 
learners. 
3.2.3 Building the grammar 
Now that the form of the overall grammar and the activeness of rules have 
been sketched, the construction of the overall grammar will be explained. 
The overall grammar was built by consecutively analysing the data from all 
subjects. The data of the first session with subject 1 were the starting point. 
After completing the analysis, the data of the second session with subject 1 
were examined. After all data of all sessions of subject 1 had been analysed, 
the data of the first session with subject 2 were subjected to analysis. After 
all sessions with subject 2 were analysed, the data of subject 3 were tackled, 
etc. Finally, one overall grammar was built, which was based on all the data 
from all nine subjects. 
The construction of the overall grammar proceeded incrementally. The 
starting point was an empty overall grammar. A grammar was made for 
the first subject by analysing the subject's L2 utterances one by one. As we 
saw in section 3.1.1, the intended meanings of the L2 Dutch utterances were 
taken into account when analysing them. If the grammar did not generate 
an analysis in accordance with the subject's intended meaning, rules were 
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added to the grammar which were marked as active for the subject in that 
particular session. For each new session, all rules were treated as inactive. 
This is a consequence of the approach which was adopted: all grammatical 
rules are considered to be inactive for a given subject, unless they manifest 
themselves in the data. 
The starting point for the syntactic analysis of the data of a new subject 
was the grammar which had been developed on the basis of data already 
analysed. At first all rules were treated as inactive. When utterances from a 
new subject were fed into the system, I checked first whether they contained 
sentences which the current grammar could analyse correctly. The overall 
grammar might contain rules generating some of the subject's sentences, 
but they might not have been active so far for this particular subject. If the 
rules were already present in the grammar, it was sufficient to make the rules 
active for this subject. Of course, often there were new sentences which were 
not analysed. This means that the grammar did not contain (enough) rules 
to generate the sentence. The grammar then had to be adjusted accordingly. 
For each new session the same procedure was adopted: all rules were treated 
as inactive, unless they manifested themselves in the data. 
In order to illustrate the incremental process of grammar construction, 
an extensive example will be given. The process will be illustrated by for-
mulating a much simplified rule for an NP<"subject">, that is, a noun-phrase 
with the grammatical function of subject. Suppose that Hagan 's data are the 
first data to be analysed and that the by now familiar sentence 'dees melk' 
(this milk) from session 8 is Hagan's first utterance with an NP<"subject">. 
As Hagan is the first subject, and as the demonstrative pronoun 'dees' is 
the first grammatical subject in his data, the overall grammar will contain 
no rule for an NP<"subject">. Therefore, such a rule has to be added to the 
overall grammar: 
NP<"subject"> : vari , DEM. 
We also have to assign the value active in session 8 to vari for Hagan. In 
order to generate an individual rule for Hagan, the variable in the rule is re-
placed by the value for Hagan. Therefore, the individual NP-rule for Hagan, 
which can be extracted from the overall grammar, is: 
NP<"subject"> : (in session 8) , DEM. 
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In session 8 one more utterance containing a grammatical subject was pro-
duced: 'die ook?' (that too?), meaning "does that one give milk too?". The 
NP-rule does not have to be adjusted in order to generate the intended mean-
ing of this utterance, since the rule which rewrites an NP<"subject"> as a 
demonstrative pronoun is already active for Hagan in session 8. When the 
analysis of the data from the next session is started, the NP-rule is treated 
as inactive. Only if it manifests itself in the data, will it be coded as active 
in session 9 as well. 
In session 9 various utterances occur which contain a grammatical sub-
ject. For example: 
Eddie zes jaar? 
Eddie six year 
Is Eddie six years old? 
ikke acht jaar. 
I eight year 
I am eight years old. 
The overall grammar which was developed on the basis of data from earlier 
sessions does not contain enough rules for these sentences to be analysed. 
The rule for an NP<"subject"> has to be extended. In order to analyse the 
first sentence, the alternative NAME has to be added to the rule, and for the 
second sentence the alternative PRON (personal pronoun). Therefore, the NP-
rule in. the overall grammar has to be adapted as follows: 
NP<"subject"> : vari , DEM; 
var2 , NAME; 
var3 , PRON. 
In addition, the values of var2 and var3 have to be registered as active 
in session 9 for Hagan. As there are no utterances in session 9 with a 
grammatical subject consisting of a DEM(onstrative pronoun), the value of 
vari is active in session 8 for Hagan, but not in session 9. 
Session 11 is the next session in which Hagan uses utterances containing 
a grammatical subject. Besides utterances in which the subject is a DEM or 
a PRON, we find a new type of subject, namely NGUN: 
lepeltje schoon. 
spoon clean 
The spoon is clean. 
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This gives rise to another adaptation of the overall grammar: 
NP<"subject"> : vari , DEM; 
varS , NAME; 
агЗ , PRON; 
var4 , NOUN. 
The value of var4 for Hagan will be registered as active in session 11. In 
session 11 sentences like 
dat vis. 
that fish 
That is a fish. 
ikke rekenen. 
I count 
I am counting. 
can also be found. Therefore, it will have to be registered that vari and атЗ 
are active for Hagan in session 11 as well. The active NP-rule for Hagan in 
session 11 will thus be: 
NP<"subject"> : (in session 11) , DEM; 
(in session 11) , PRON; 
(in session 11) , NOUN. 
In this manner all data from all sessions are analysed, and the overall gram­
mar or the values of the variables are adapted when necessary. The result 
is an NP<"subj8ct">-rule in the overall grammar which can be rewritten 
in many different ways. As Hagan was the first subject whose data were 
analysed, the overall grammar contains only rules for Hagan at this stage. 
Each alternative is active at least once for Hagan, otherwise it would not 
have been incorporated into the overall grammar. 
For the sake of simplicity, let us assume for the moment that the analysis 
of all the data from Hagan results in the overall rule, given above, for an 
NP<"subject">: 
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NP<"subject"> : vari , DEM; 
var2 , NAME; 
атЗ , PRON; 
var4 , NOUN. 
The starting point for the analysis of data from a new subject is the overall 
grammar which has been developed so far. Now, suppose that Nesrin is the 
second subject whose data are analysed. The rule given above will then 
serve as the starting point for the analysis of grammatical subjects in her 
data. Nesrin's first utterance with an NP<"subject"> is found in session 2: 
mama eten. 
mama eat 
Mama is eating 
The NP-rule in the overall grammar does not have to be adapted, because 
the alternative NOUN is already present8. Only the value of var4 has to be 
extended with active in session 2 for Nesrin. No other grammatical subjects 
occur in session 2. In session 3 we find the sentence: 
jij kijken? 
you look 
Do you look? 
Again the overall grammar does not have to be adapted, only the value of 
атЗ has to be extended with active in session 3 for Nesrin. The overall 
grammar will only have to be extended if Nesrin uses a rule which is not 
present in Hagan's data. 
After Nesrin's data have all been analysed, the data from another subject 
can be analysed, and so on and so forth. 
In general, then, there are three possibilities with respect to the adapta­
tions to be made when a new utterance is offered to the system: 
1. No adaptations are necessary. 
In this case the grammar contains enough rules to generate an analysis 
in accordance with the subject's intended meaning, and all the rules 
needed are currently active for the subject in question. 
8 In the utterance 'mama eten', the word 'mama' refers to a doll, the 'mama'-doll. 
Therefore, 'mama' is considered to be a NOUN. If 'mama' had been a name, we would have 
had to assign the value active in session 2 to vare instead of assigning it to аг^. 
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2. The value of a variable has to be adapted. 
This is the case when the overall grammar already contains the rules 
needed, but these rules are not (all of them) active for a given subject 
in a particular session. 
3. One or more rules have to be added to the overall grammar and the 
variables in the rules have to be registered. 
This is the case when the current overall grammar does not generate 
an analysis which fits the meaning intended by the subject. 
In addition, it is also possible that adjustments of both type 2 and type 3 
have to be made in order to generate an analysis for a given utterance. 
The analysis of all the data from all the subjects in the present study results 
in an overall grammar which contains production rules which are accompa­
nied by variables which can express variation within and between learners. 
In addition, there is a set of values for the variables for each subject.· In the 
example given above an NP-rule was formulated which is repeated here: 
NP<"subject"> : vari , DEM; 
var2 , NAME; 
агЗ , PRON; 
var4 , NOUN. 
This rule is part of the overall grammar. In addition, the following values 
were assigned to the variables: 
vari 
var2 
агЗ 
var4 
HAGAN 
1 2 3 4 5 6 7 8 9 10 11 ... 
+ - - + 
- - - - - - - - + - + 
+ 
NESRIN 
1 2 3 ... 
- - - etc. 
- - + 
- + -
The resulting overall grammar contains rules which can analyse all the data 
from all the subjects. If the variables in the overall grammar are replaced by 
the values for subject X in session Y, an actual grammar can be extracted 
from the overall grammar reflecting the current developmental stage of this 
subject. In this way it is possible not only to describe learner systems at 
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any given point in time, but also to chart developments in rule systems over 
time, as the example of the PP-rule in this chapter has shown. 
Part II 
The COMOLA system 
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Chapter 4 
A brief outline 
In chapter 1 it was stated that one of the objectives of the project reported 
on in this book was to develop a tool for the description of language develop-
ment. In the following chapters, the tool resulting from the project will be 
presented1. This tool has been named COMOLA (an acronym of computer 
Model for Language Acquisition). In this chapter an outline of the structure 
of the COMOLA system will be given. Figure 4.1 on the next page displays 
the structure of the system. 
The COMOLA system was designed to describe syntactic development. 
The input to COMOLA is an utterance produced by a language learner. This 
utterance can be part of a file, or it can be typed in interactively. The output 
of the COMOLA system is one or more syntactic analyses. 
COMOLA consists of three components, each of which has a different func-
tion. The core of the system is the component in which the ANALYSIS of 
the input utterances takes place. This component consists of two modules: 
a module called LEXANAL, in which the lexical analysis takes place, and 
a module called SYNTANAL, which is responsible for the syntactic analysis. 
These two modules make use of stored linguistic information on the vocab-
ularies and the grammatical rule systems of various learners. This kind of 
information has to be stored in the EDIT component by the user of COMOLA. 
The third part of the system is a LAYOUT component which enables the user 
to inspect the analyses yielded by COMOLA, or to prepare them for further 
uses. 
'Parts of these chapters have been published in Linguistics (see Huiskens et al. 1991). 
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UTTERANCE 
linguistic 
information 
EDIT 
LEXANAL 
' 
1 
SYNTANAL 
ANALYSIS 
syntactic 
analyses 
LAYOUT 
Figure 4.1: The COMOLA system. 
In order to give a first impression of the working of the COMOLA system I will 
show what happens when the sentence 'dees melk' (this milk) is presented 
to the system. 
The input to the system is an utterance preceded by an integer between 
parentheses which indicates the session of data collection. In this example 
the input is: 
(8) dees melk. 
In the first module, LEXANAL, one or more lexical categories are added to 
each word in the sentence. The result of the lexical analysis of our example 
sentence is: 
(8)*DEMI(dees)*N0UNI(melk). 
The lexical category Demonstrative pronoun) has been assigned to the word 
'dees' and the category NOUN has been assigned to the word 'melk'. 
This analysis constitutes the input to the second module, SYNTANAL, 
in which the syntactic analysis takes place. The core of SYNTANAL is a 
grammar of the kind sketched in section 3.2.1. In the present project, an L2 
Dutch overall grammar was developed, whose form was presented in chapter 
3. As we saw there, the output of SYNTANAL - the syntactic analysis of our 
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example sentence - reflects the intended meaning "this one gives milk". The 
output of SYNTANAL is the following labelled bracketing: 
(S-(Session-8)(S<declarative>-(C0ND<!>=8>-)(S<verb 
al_declarative.+subj>-(C0ND<!>=8>-)(NP<subject>-(C 
0ND<!>=8>-)(DEM-dees))(VP<verbal>-(C0ND<!>=8>-)(OB 
JECT<direct>-(C0ND<!>=8>-)(NP<direct_object>-(COND 
<!>=8>-)(NOUN-melk))))))) 
5 analyses rejected 
The overall grammar contains rules for all data from all subjects. Not all 
rules are active for Ilagan in session 8. The number of analyses which are 
rejected because of the inactiveness of rules, is indicated in the output. In 
this particular case five analyses were rejected. This means that the overall 
grammar incorporates a total of six possible analyses for an utterance con-
sisting of a DEM followed by a NOUN. Only one of these analyses is generated 
for Hagan for session 8. 
The labelled bracketing, which is the output of SYNTANAL, can be in-
spected in the layout component. Since labelled bracketings are not very 
easy to read, COMOLA also provides the option of converting labelled brack-
etings into tree structures. These structures can also be inspected in the 
layout component. The labelled bracketing given above will be converted 
into the following tree structure: 
Session S<declarative_!>=8> 
S<verbal_declaratÍYe-+Bubj_!>=8> 
NP<subject-!>*8> VP<verbal.!>=8> 
DÇM 0BJECT<direct.!>=8> 
NP<direct_object_!>=8> 
NOUN I dees melk 
In this tree structure the developmental history of the sentence is displayed: 
from session 8 onwards, Hagan produces verbal declarative sentences with a 
subject. A subject may consist of a demonstrative pronoun only from session 
8 onwards and a VP may consist of a direct object only from session 8 on-
wards, which itself may consist of a bare NOUN from session 8 onwards. That 
we find only rules which are active from session 8 onwards in this example is 
a consequence of the fact that Hagan produced very few utterances during 
the first 7 sessions, due to the fact that he and his Dutch playmate, Bas, 
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did not get on very well and, as a consequence, hardly talked to each other. 
Hagan produced only one (!) two-word utterance during his play sessions 
with Bas, and also a few one-word utterances, but one-word utterances are 
not considered in the present study. In session 8, Bas' place was taken by 
another Dutch boy, Eddie, and in the first session with Eddie Hagan pro-
duced more utterances than in the seven sessions with Bas. 
In this chapter a global description has been presented of the COMOLA sys-
tem as a whole. The analysis component will be described in more detail in 
the next two chapters, LEXANAL is the subject of chapter 5 and SYNTANAL 
will be dealt with in chapter 6. In chapter 7 some observations on the output 
of COMOLA will be presented. Chapter 8 contains a brief summary of the 
contents of COMOLA. The chapters in which LEXANAL and SYNTANAL are 
described have been divided into four sections. In the first three sections 
the module in question will be presented more or less informally. In the last 
sections (5.4 and 6.4) the implementation of LEXANAL and SYNTANAL will 
be described. Non-technical linguists who want to skip the last sections of 
these chapters are free to do so. The remaining chapters of the book can be 
read without consultation of these sections. 
Chapter 5 
LEXANAL 
5.1 Justification 
In chapter 4 it was demonstrated that the COMOLA system contains a sep-
arate lexical module, which can be used and adapted independently of the 
syntactic module. It is not necessary, however, to work with a separate lexi-
cal module. For example, Huiskens' 1985 grammar (Huiskens, 1985a), which 
was based on her pilot study mentioned in chapter 1, contained lexical items 
as terminal symbols. In such a design there is no need for a separate lexical 
module, because the lexicon is part of the grammar. If one wants to make 
lexical adaptations, one will have to adapt the grammar. 
In the present project, however, it was decided to use a separate lexical 
module. This approach has several advantages. Firstly, a separate lexicon 
makes the grammar more transparent and more independent of differences in 
vocabulary. If all lexical information is stored in the grammar, a large part of 
the grammar will consist of lexical information, since all lexical entries have 
to be included in the grammar. This can be exemplified by the following NP 
rule: 
NP : DET , ADJ , NOUN. 
DET : "the" ; "a" ; "some" ; . . . 
ADJ : "white" ; "black" ; "large" ; "beautiful" ; . . . 
NOUN : "horse" ; " let ter" ; "subject" ; . . . 
On the other hand, if lexical information is stored in a separate lexicon, the 
grammar will contain lexical categories as terminal symbols and no lexical 
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items. The grammar will then be a real grammar rather than a reservoir 
filled with both syntactic and lexical information. 
Secondly, if the lexical information is part of the grammar, each lexical 
adaptation implies an adaptation of the grammar. In chapter 1 it was in-
dicated briefly that, for automatic analyses to be carried out, a grammar 
has to be converted into a parser. Every time the grammar is adapted this 
conversion has to be carried out. This means that the grammar will have 
to be converted into a parser every time a lexical item is added, removed 
or changed. If a separate lexicon is used, the grammar will not have to be 
adapted whenever lexical items are added, removed or changed and, conse-
quently, there is no need to generate a new parser. 
A third advantage of a separate lexical module is that morphological 
rules can be added to the lexical module in order to reduce the number of 
items to be included in the lexicon. Although it is possible to include some 
rules which pertain to morphological regularities in a grammar, this is by no 
means possible for all kinds of regularities. In Dutch, for example, the stems 
of lemmata change in a regular fashion, when the plural suffix 'en' is added: 
baan ban-en 
job (stem) job-plural suffix 
koor kor-en 
chorus (stem) chorus-plural suffix 
Such regularities cannot be properly accounted for in a phrase structure 
grammar (cf. Coppen, 1991, section 3.2.3). 
Fourthly, a separate lexical module reduces parsing time, as the parser 
does not have to handle sentences which cannot be analysed because one 
or more words have not yet been incorporated into the grammar. Within 
COMOLA, unknown words are discovered during lexical analysis in LEXANAL 
and not during parsing in SYNTANAL. 
5.2 The formalism 
In section 5.1 the decision to have a separate lexical module for the lexical 
analysis of the L2 production data was motivated. The input to this module, 
termed LEXANAL, is an utterance produced by an L2 learner. LEXANAL tags 
all the words the sentence contains. This means that one or more lexical 
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categories are added to all the words in the sentence. LEXANAL does not 
only search through a lexicon, but it also carries out some morphological 
analysis. In what follows both the lexicon and the morphological analysis 
will be gone into. 
5.2.1 The lexicon 
LEXANAL makes use of a lexicon during lexical analysis. This lexicon has to 
be constructed by the user of COMOLA on the basis of L2 production data. 
I decided to construct only one lexicon for all the subjects, because there 
will always be a fair degree of overlap between the individual lexicons of L2 
learners - and it is not very economical to store the same information several 
times - , and because this design makes it easier to compare the individual 
lexicons of various subjects. The lexicon which is used in the project has been 
termed an overall lexicon. In the rest of this section some issues concerning 
the overall lexicon will be gone into. Firstly, it will be discussed what kind 
of information this lexicon has to contain. Secondly, the lexical categories 
used in the lexicon will be considered. 
5.2.1.1 The contents of the overall lexicon 
The fact that the COMOLA system has to handle longitudinal L2 acquisition 
data from various subjects called for a special form of the overall lexicon. 
As the vocabularies of learners change over time, some provisions had to be 
made. Suppose the lexicon contains the following information: 
niât: ADVERB 
DET<negative> 
hand: NOUN 
A lexical item in such a lexicon consists of a lemma and one or more lexical 
categories. The first lexical item, for example, consists of the lemma 'niet', 
which can belong to two lexical categories: ADVERB and DET<negative>. How-
ever, such a lexicon would be inadequate for the description of language 
acquisition data. Take, for example, the item 'niet', which is an adverb in 
Dutch meaning 'not'. In my L2 Dutch data, however, the word 'niet' func-
tions not only as an adverb but also as a determiner, in which case it means 
'no'. In the data, utterances like the following can be found: 
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niet handen, 
no hands 
geen handen, 
no hands 
'Niet handen' does not conform to the native speaker norm, which requires 
'geen handen'. However, some of the subjects use 'niet' as a determiner, so it 
has to be treated as a determiner. Remember that there is only one lexicon 
for all subjects. With a lexicon of this kind, variation between learners 
and between developmental stages within one learner cannot be dealt with. 
Therefore, this lexicon would be ill-equipped to describe language acquisition 
phenomena. 
In order to solve this problem, it was decided to add variables to the 
overall lexicon which indicate variation within and between learners. This 
changes the lexicon a bit: 
n i e t : Ivarl ADVERB 
lvar2 DET<negative> 
hand: І агЗ NOUN 
To each category of a lemma a variable was added. These variables indicate 
for which user and for which period of time a particular category is active. 
Suppose that replacing the variables by values for a given subject (say: X) 
results' in the following lexicon for this subject: 
n i e t : (from session 1 onwards) ADVERB 
(from session 3 until session 16) DET<negative> 
hand: (from session 5 onwards) NOUN 
In this way it is expressed t h a t the word 'niet ' is used by subject X as an 
adverb from session 1 onwards and as a determiner between session 3 and 
session 16, after which 'niet ' as a determiner is replaced by 'geen'. 
With an overall lexicon of this kind, it is possible to describe lexical develop­
ment over t ime. In the present project the following changes in the lexicons 
of the L2 learners were traced. Firstly, the learners used lexical items which 
they had not used before. Secondly, the lexical category of an item some­
times changed during the acquisition process. Thirdly, unanalysed chunks 
which the learners at first considered to constitute one lexical category were 
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sometimes analysed at later stages. In what follows, these changes will be 
considered one by one in some detail. 
1. New lexical items 
When the learners used lexical items which they had not used before, the 
items were registered for the subjects in question with one exception: imita­
tions of items used by a Dutch native speaker in the immediately preceding 
discourse were excluded. If a learner used a new word, there were two pos­
sibilities: 
1. The word had already been incorporated into the overall lexicon, be­
cause it had been used by one or more of the subjects whose data had 
been analysed. 
2. The word was absent from the overall lexicon, because it had not been 
used by any of the subjects whose data had been analysed so far. In 
this case, the word was added to the overall lexicon. In both cases, 
the corresponding variable(s) had to be registered as active for that 
particular subject in that particular session. 
All the words which were used for the first time by a given subject were 
treated in this way. For example, Fatima used the noun 'schoondochter' 
(daughter in law) for the first time in session 1. This noun had not been 
used by the subjects whose data had been analysed so far, so it had to be 
added to the overall lexicon: 
schoondochter: Ινατ4 NOUN 
In addition, the value active in session 1 had to be assigned to lvar4 for Fa­
tima. With respect to the activeness of variables in the lexicon, the following 
approach was adopted: if an item was used for the first time in session X, 
the value active in session X was assigned to the corresponding variable. 
With respect to the period after X, there were two possibilities: 
1. If the lexical category was identical to the target language category, the 
value from session X onwards was assigned to the variable, provided 
that the item occurred at least once more in the data. 
2. If the lexical category of an item did not conform to the target language 
norm, the value from session X until session Y was assigned to the 
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variable, provided that the item occurred again in the data in session 
Y. 
Two observations need to be made here. Firstly, if this approach is compared 
with the one adopted for the overall grammar (see section 3.2.2), it will 
be clear that it is less stringent. However, I do not consider this to be a 
major problem. The COMOLA project had a strong syntactic orientation. 
Its primary goal was to develop a well-founded computer system for the 
syntactic analysis of language development data. As a consequence, the 
approach with respect to the activeness of rules in the grammar had to be 
one which would make it possible to follow developments in the linguistic 
rule systems of L2 learners over time from session to session. The lexical 
analysis, on the other hand, should, within the present project, be looked 
upon as a necessary step to be taken before actually subjecting the data 
to syntactic analysis, rather than as a goal in itself. This means that there 
was no need to develop an overall lexicon which was suitable for extensive 
analyses of changes in the size and contents of the L2 learners' lexicons over 
time. It is my conviction, therefore, that it was justified to adopt a less 
stringent approach with respect to the activeness of categories in the overall 
lexicon. 
The second observation to be made concerns the fact that lexical cat-
egories that are identical with target language categories have been coded 
differently from lexical categories that are not identical with target language 
categories. Suppose that both 'geen' and 'niet' are used as determiners by 
one of the subjects from session 3 until the end of data collection (session 
27). In that case, 'geen' will be registered as a determiner from session 3 
onwards, because this category is in conformity with the target language 
category. On the other hand, 'niet', which does not function as a determiner 
in Dutch, will be registered as determiner from session 3 until session 27, 
because it is not in agreement with the target language category. In this 
particular case, there are two different codes covering exactly the same pe-
riod. I believe this approach to be perfectly legitimate, however, for the 
following reason. When a learner does not categorize items in the same way 
as native speakers, as was the case with 'niet' in the example 'niet hand', it 
can be assumed that the learner, given enough time and opportunity, might 
conceivably categorize them in conformity with the native speaker norm. 
For that reason, whenever learners' categorizations deviate from the target 
language norm, they have been registered as active until the last session in 
which they occur. As a consequence of this approach, they have also been 
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registered as active until session 27, if their last occurrence is in session 27, 
in spite of the fact that the corpora used in the present study do not contain 
data beyond session 27. With such an approach, the fact that no more data 
were gathered after session 27 is irrelevant: it would have been perfectly pos-
sible to extend the analyses, had the data collection sessions been continued 
beyond session 27. The approach also has an additional practical advantage: 
since all deviant categories have been registered as active until a particular 
session, they can be traced very easily, if the lexicon and the values of the 
variables are taken into consideration. 
2. Category changes 
A second change in the lexicons of the L2 learners in the present study 
concerns cases like the example of 'niet' given above, in which the lexical 
category of a word changes as time proceeds. This is by no means the only 
example in the data. Some other examples are the word 'betalen' ('to pay') 
which is used initially as a noun by Mahmut (cf. Klein and Perdue, 1988, 
188), and the word 'heb' ('have'), which both Hagan and Nesrin treat as a 
copula in the initial stages of their L2 development. Category changes can 
also be observed in the learners' use of prepositions. The Moroccan sub-
jects Fatima and Mohamed, for example, use many prepositions throughout 
the period of data collection, but, initially, they often assign meanings to 
them which do not conform to the target language norm (see, for example, 
Broeder et al., 1985 on the use of spatial prepositions by the ESF-subjects). 
Fatima, for example, used the preposition 'van' (of) to express the meaning 
'in' in session 1: 
zitten van kamer. 
s i t of living room 
(They) are sitting in the living room. 
And Mohamed used the preposition 'met' (with), with a directional meaning, 
although it does not have such a meaning in Dutch: 
ik ga met Amsterdam. 
I go with Amsterdam 
I'm going to Amsterdam. 
(session 1) 
veel mens komt met Casablanca, 
many person comes with Casablanca 
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Many people come from Casablanca. 
(session 5) 
After session 5, Mohamed no longer uses the preposition 'met' as an indi-
cator of direction. Therefore, in his lexicon 'met' functions as a directional 
preposition until session 5. He also uses 'met' as, amongst other things, 
an instrumental preposition from session 1 onwards, which is in accordance 
with the target language norm. 
3. Analysis of unanalysed chunks 
A third class of changes concerns those cases in which the L2 learners start 
to analyse chunks which, in earlier sessions, they treated as wholes. Un-
analysed chunks (or: formulaic expressions) have been found to occur in 
both LI and L2 acquisition (cf., for example, Peters, 1983 for LI acquisition 
and Wong-Fillmore, 1979 for L2 acquisition). Wong-Fillmore, who did a one-
year longitudinal study of 5 children acquiring English as a second language 
(LI = Spanish), reports that formulaic expressions occurred very frequently 
in her L2 data. The children in her study started with unanalysed chunks, 
which they gradually decomposed at later stages of their L2 development. 
They managed to figure out gradually which parts of the formulas in their 
speech repertoire could be varied. These parts were freed from the chunk 
and became units in more productive constructions. 
Although none of the subjects in the present study made an equally 
extensive use of formulaic expressions, they used them nevertheless and the 
process of analysing chunks can be observed in their data as well. Unanalysed 
chunks can be viewed as fixed combinations of two or more words which 
constitute one lexical category. Of course, such combinations are not specific 
to learner language, as is exemplified by such combinations as 'with respect 
to', which function as prepositions in English. The subjects in the present 
study, however, sometimes also appeared to treat a sequence of words as a 
fixed combination constituting one lexical category, in spite of the fact that 
these words are not so strongly related in the target language. One such 
example is the chunk 'weet ik niet' produced by Mahmut: 
ik weet ik niet. 
I know-I-not 
I don't know. 
In this project, the chunk 'weet ik niet' is treated as one word, and it is 
prefixed with the category label FORMULA. The lexical information is stored 
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in the overall lexicon as follows: 
«eet ik n ie t : Ivar5 FORMULA'/.'/. 
The '¿-signs indicate that the word 'weet' and the next two words in the sen-
tence form a FORMULA. Every time it comes across the word 'weet', LEXANAL 
checks whether the next two words in the utterance are 'ik' and 'niet'. If this 
is the case, the category FORMULA'/,'/, will be assigned to 'weet'. The precise 
form of this kind of output of LEXANAL will be described in section 5.3.2. In 
the next chapter it will be shown how the syntactic component can handle 
this code. 
Mahmut often uses the chunk 'weet ik niet' during the 27 monthly ses-
sions of data collection. From session 9 onwards, however, the word 'niet' 
is sometimes freed from the chunk and the affirmative chunk 'weet ik' is 
retained. This can be extended with 'niet' (not) or 'wel' (a word which em-
phasizes an affirmative function). Here are some examples illustrating the 
use of these chunks: 
andere mensen weet ik niet niet verstaan ik. 
other people know-I-not not understand I 
Other people don't know that I don't understand them. 
(session 8) 
ook jij weet ik he? 
also you know-I (interjection) 
You also know it, don't you? 
(session 10) 
wel weet ik. 
affirmative know-I 
(I) do know (it). 
(session 10) 
ik niet weet ik. 
I not know-I 
I don't know. 
(session 13) 
hij ook niet weet ik. 
he also not know-I 
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He doesn't know either. 
(session 25) 
Mahmut uses the chunk 'weet ik' until the end of the period of data collec-
tion. He even uses it with other subjects than first person singular, as can 
be observed in three of the above examples. 
Now, let us consider how this information has been incorporated into the 
overall lexicon. Only that part of the overall lexicon which is relevant to the 
analysis is given here: 
niet : ¡vari ADVERB 
weet ik n i e t : lvar5 FORMULA'/.'/, 
weet i k : І агб FORMULA'/, 
ik: lvar7 PRON 
weet: lvar8 VERB<+fin> 
lvar9 VERB<tr_+fin> 
In a separate file, the following values have been registered for the variables 
for Mahmut: 
Ivarl: (from session 1 onwards) 
lvar5: (until session 27) 
І агб: (from session 9 until session 27) 
lvar7: (from session 1 onwards) 
lvar8: (from session 8 onwards) 
lvar9: (from session 13 onwards) 
If we combine the overall lexicon with the values for the variables for Mah­
mut, we will have Mahmut's individual lexicon, which looks as follows: 
niet : (from session 1 onwards) ADVERB 
weet ik niet : (until session 27) FORMULA'/,'/, 
weet ik : (from session 9 until session 27) FORMULA'/, 
ik: (from session 1 onwards) PRON 
weet: (from session 8 onwards) VERB<+fin> 
(from session 13 onwards) VERB<tr_+f in> 
In the preceding discussion, unanalysed chunks were characterized as a fixed 
combination of words constituting one lexical category. With respect to their 
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form, chunks like 'weet ik niet' can indeed be regarded as a fixed combination 
of words. With respect to their function in learners' utterances, however, 
they cannot be viewed as a member of a specific lexical category. The po-
sition of such chunks in the utterances of the learners does not resemble 
the position of any particular lexical category. They can also constitute an 
utterance in themselves. Here are some more examples of such chunks: 
- hoe laat is 't? (what time is it?) 
- maakt niks uit (doesn't matter) 
- niks mee te maken (none of your business) 
The category FORMULA has been reserved for these unanalysed chunks. 
In addition to these chunks, there are chunks which behave like spe-
cific lexical categories. Take, for example, the noun 'vader moeder' (father 
mother = parents) used in the early sessions by Ergiin. The position which 
this chunk takes in the sentence clearly resembles that of nouns. Sometimes, 
the words constituting the chunk enter into a strong relationship in the tar-
get language as well (for example, "n klein beetje', a little bit). On other 
occasions, however, learners assume that there is a strong relationship be-
tween two words, whereas such a relationship does not exist in the target 
language. Ergiin's use of 'gaan naar' (go to) is a good example: he assumes 
that these two words always appear in adjacent positions in Dutch sentences. 
This results in sentences like: 
en dan discotheek gaan naar. 
and then disco go to 
(session 2) 
ik ga naar nou Leiden. 
I go to now Leiden 
(session 26) 
In what follows, it will be argued that Ergiin conceives of 'gaan naar' as 
constituting an inseparable unit. Firstly, the verb 'gaan' and the preposition 
'naar' are practically always placed next to each other by Ergiin. His data 
set contains 149 utterances in which both 'gaan' and 'naar' appear. In only 
four utterances these words are separated from each other by other words. 
Two of these utterances, however, were produced when Ergiin was trying to 
put them into the correct order, after the native Dutch speaker had pointed 
out to him that his use of 'gaan' and 'naar' deviated from the target language 
norm. Secondly, there are many cases in which elements are placed between 
66 CHAPTER 5. LEXANAL 
the preposition 'naar' and its complement (see, for instance, the second 
example given above), whereas PPs containing other prepositions than 'naar' 
are not discontinuous: no elements are placed between the prepositions and 
their complements. Thirdly, Ergiin sometimes uses 'gaan naar' without a 
complement (until session 19). Here is an example from session 4: 
en dan ik een dag beetje gaan naar. 
and then I one day bi t go to 
en dan woensdag gaan naar. 
and then Wednesday go to 
Prom the argumentation given above it can be concluded that Ergiin treats 
'gaan' and 'naar' as an adjacent pair in Dutch. I believe that he views the 
combination 'gaan naar' as a verb. Since he mainly realizes an OV-order in 
the early sessions (cf. Coenen, 1988; Jagtman and Bongaerts, 1991; Klein 
and Perdue, 1992), one would expect him to produce sentences like 'naar 
discotheek gaan' (to disco go). Such sentences, however, never occur in his 
data. Instead, Ergiin realizes sentences like 'en dan discotheek gaan naar' 
in which the complement precedes 'gaan naar', which is placed at the end of 
the utterance, the position of verbs in his variety at that time. 
The strong relationship between 'gaan' and 'naar' has been expressed in 
the lexicon as follows: 
gaan naar: І агб VERB<goal>'/, 
As none of the other subjects treat 'gaan' and 'naar' as an unseparable pair, 
І агб only has a value for Ergiin and the other eight subjects do not have 
the lemma 'gaan naar' in their individual lexicons. 
5.2.1.2 Lexical categories 
In addition to the categories FORMULA, ONOMAT and OP(erator), familiar lexi­
cal categories are used such as NOUN, VERB, COPULA, PRON(omen), ADJ(ective), 
NUM(eral), DEM(onstrative), conjunction), PREP(osition), DET(erminer) and AD­
VERB. These categories can be made more specific by means of features (in 
the form of affixes). Nouns, for example, have been extended with affixes 
indicating their function, e.g. 'loc' or 'temp'. This makes it easier to ex­
amine the linguistic means used in encoding a particular functional domain. 
For example, initially the learner of L2 Dutch only knows a few verbs and 
prepositions: he may not yet have acquired locative and directional verbs 
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or prepositions. However, in order to communicate successfully, a learner 
will at least have to be able to refer to the domains of person, space and 
time. In the initial stages, therefore, the learner will often have to refer to 
the domain of space without having enough spatial verbs and prepositions 
in his L2 repertoire. It can be observed that, at this stage, many locative 
and directional expressions consist of plain nouns. To such nouns the affix 
"loc" has been added. 
At some point in time the learner will begin to acquire some linguistic 
means of expressing spatial relationships (i.e. spatial verbs and preposi-
tions). From then on other category names are introduced, because the 
spatial meaning is no longer expressed by nouns, but by verbs and/or prepo-
sitions. The learner will, of course, prefer to express spatial relationships in 
this way, because in this way ambiguity can be avoided. Take, for example, 
the utterance: 
hij dokter, 
he doctor 
If this utterance is intended to mean "he is going to the doctor", the inter-
locutor will have to draw on contextual information to infer the intended 
meaning. If, on the other hand, the learner uses a spatial marker, things will 
be made much easier for the listener. Take, for example, utterances like: 
hij naar dokter, 
he to doctor 
he gaat dokter, 
he goes doctor 
In the utterance 'hij dokter', 'dokter' was labelled N0UN<loc>, because the 
locative meaning is contained in the noun 'dokter' itself. If the utterance 
contains a spatial marker in the form of a preposition (e.g. 'naar') or a verb 
(e.g. 'gaan'), the noun which indicates the location has been categorized as 
NOUN. The creation of the category N0UN<loc> makes it possible to identify 
all the utterances which contain references to location, because the analy-
ses of these utterances will contain affixes with a value 'loc'. These affixes 
can be attached to nouns, verbs, prepositions or adverbs. Chapter 3 con-
tains an elaborate motivation why both the form and function of learners' 
utterances should play an important role in research on language acquisi-
tion. The creation of the category N0UN<loc> is, in fact, a consequence of 
the considerations presented in that chapter. The meaning of the learners' 
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utterances is determined and if plain nouns are used as locative markers, 
they are included in the lexicon, together with the affix 'loc'. The grammar 
contains a rule which rewrites an NP<loc> as a N0UN<loc>. This rule relates 
to both formal and functional aspects of the learner variety in question. 
Note that, as a result of this procedure, some nouns are, in fact, lexically 
ambiguous. By using the time conditions in the lexicon, one can select the 
form which is active in a particular period: 
cafe: IvarlO N0UN<loc> 
Ivarl 1 NOUN 
As language development proceeds, the category N0UN<loc> will be active 
less often, because learners begin to acquire other means of encoding spatial 
relationships. 
One would expect that, in order to avoid ambiguity as much as possible, 
subjects would restrict their use of nouns without specific spatial markers 
mainly to those nouns which themselves clearly have a spatial meaning. 
Inspection of the list of all the words in the overall lexicon with the lexical 
category NGUN<loc> showed that this was indeed the case. 
5.2.2 Special provisions 
In order to make the lexical component user-friendly, some provisions were 
built into the system. 
Firstly, the lexicon in the COMOLA system is a dynamic lexicon, which 
means that, whenever this is necessary, the user can add new words together 
with their possible category labels to the lexicon in an interactive way. If a 
word in a specific utterance is not known to the system, it will ask whether 
this word should be added to the lexicon, and if so, which lexical categories 
should be appended to the new entry, and at which point in time or during 
which period these categories are active for the subject in question. 
Secondly, special provisions were made to keep the size of the lexicon 
within limits: two categories which are not amenable to morphological analy-
sis were coded in the input, viz., onomatopoeias and names. These categories 
have no specific morphological features. They have been coded in the input 
as follows: 
• onomatopoeias are indicated by double quotes 
• names start with a capital 
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If LEXANAL is confronted with, for example, a word like 'Sefer', which begins 
with a capital, this word will be prefixed with the category NAME. Note that it 
is not obligatory to code the above categories in the input. If the user wants 
to add words belonging to these categories to the lexicon, he can do so. The 
only thing he should do in order to prevent automatic coding of these words, 
is put the automatic coding procedure out of action and add the words to 
the lexicon. In chapter 3 it was shown that two more categories were coded 
in the input: words used in an autonym function and direct speech. This 
was done in order to clarify the meaning of the utterances. These categories, 
therefore, were coded in the input for different reasons than onomatopoeias 
and names. 
Thirdly, a pattern was constructed to describe the numerals from 1 to 
100. If LEXANAL recognizes one of these numerals, it will automatically 
prefix the numeral with the category NUM<def inite>. If one wants to forestall 
automatic coding, the only thing one has to do is switch off one function in 
the lexical analysis program. 
5.3 Analysis 
5.3.1 Morphological analysis 
LEXANAL does some morphological analysis in order to keep the size of the 
lexicon within limits. Provisions have been made within LEXANAL for the 
following categories: 
• infinitives 
• verbs ending in 't ' (= third person singular in Dutch) 
• inflections ending in 'e' 
• plural nouns 
• diminutives 
These categories are processed by the morphological analyser which is part 
of LEXANAL. This analyser decides whether a word can be derived from a 
lemma (a stem) in the lexicon. If the word can be derived from two or more 
lemmata, it will be prefixed with all the relevant categories. If, for example, 
a word like 'fietsen' - meaning 'bicycles' as a plural noun or 'to cycle' as an 
infinitive -, which can be derived from either the noun stem or the verb stem 
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'fiets', is recognized by LEXANAL, it will be prefixed with both the category 
NOUN and the category VERB<-f in:»1. If a word is not recognized by LEXANAL, 
but the user thinks it could be derived, then its stem must be appended to 
the lexicon; otherwise the word itself has to be put in. 
5.3.2 Lexical analysis 
LEXANAL uses the information in the lexicon for the lexical analysis. Here is 
an example using the lexicon for subject X which was presented in section 
5.2.1.1 and which is repeated here: 
n i e t : (from session 1 onwards) ADVERB 
(from session 3 until session 16) DET<negative> 
hand: (from session 5 onwards) NOUN 
Suppose tha t the following utterance from subject X is the input to LEX-
ANAL: 
(14) niet handen. 
Every input sentence to LEXANAL is preceded by an integer which indicates 
the session of da ta collection. Therefore, the utterance 'niet handen' from 
subject X was elicited in session 14. 
LEXANAL uses this integer (14), together with the time information in the 
lexicon for the subject in question, to select active categories. Therefore, the 
category ADVERB will be selected for the word 'niet ' , because this category 
is active for subject X from session 1 onwards. LEXANAL will also select 
the category DET<negative>, because this category is active for subject X in 
session 14 as well. The morphological analyser which is part of LEXANAL 
will recognize 'handen' as a plural noun derived from the stem 'hand' , so for 
'handen' the category NOUN will be selected. Two examples of the input and 
output of LEXANAL for subject X will be given as an illustration: 
input: (14) n i e t handen. 
output: (14) ADVERB|DET<negative>|(niet) NOUN|(handen). 
input: (18) n i e t handen. 
output: (18) ADVERB I ( n i e t ) NOUN I(handen). 
1Provided that both categories are active for the given subject at the given time. 
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Note that 'niet' is only prefixed with the category ADVERB in session 18, as 
the category DET<negative> is no longer active at this time for subject X. 
In order to show once more how the lexical analysis works, an utter-
ance containing a formulaic expression will be presented. Suppose that the 
following utterance from Mahmut serves as input to LEXANAL: 
(8) ik weet ik niet. 
I know I not 
The part of the lexicon which is relevant for the analysis was presented in 
section 5.2.1.1 and will be repeated here: 
niet : (from session 1 onwards) ADVERB 
weet ik niet : (until session 27) FORMULA'/,'/, 
weet i k : (from session 9 until session 27) FORMULA"/, 
ik: (from session 1 onwards) PRON 
weet: (from session 8 onwards) VERB<+fin> 
(from session 13 onwards) VERB<tr_+f in> 
LEXANAL will give the following analysis of the utterance '(8) ik weet ik niet': 
(8) +PR0NI (ik) *VERB<+f in> I FORMULA'/,'/. | (weet) *PR0N I (ik) +ADVERBI 
(niet) . 
The '/.-signs indicate how many words belong to the chunk. So, if a particular 
word is prefixed with a category extended with one or more '¿-signs, the 
number of '/.-signs indicates how many words after the prefixed word belong 
to the chunk. Therefore, in the lexical analysis presented above, the chunk 
consists of 'weet ik niet'. This particular lexical analysis is, in fact, a brief 
notation for the following two strings: 
1. (8)*PR0N|(ik)*VERB<+fin>|(weet)*PR0N|(ik)*ADVERB|(niet). 
2. (8)*PR0N|(ik)*F0RMULA'/.'/,|(weet ik n i e t ) . 
The word 'ik' is used as a pronoun by Mahmut from session 1 onwards (cf. 
the lexicon presented above). The word 'weet' can be either a verb (from 
session 8 onwards) or it can be the first member of the unanalysed chunk 
'weet ik niet'. The first analysis is presented under 1 and the second one 
under 2. 
To close this section, the reader is invited to confirm that the output of 
Mahmut's utterance 
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(13) ik niet weet ik. 
is the following string: 
(13)+PR0N| (ik)+ADVERBI (niet)*VERB<tr_+fin>|VERB<+fin>|FORMULA'/.I 
(weet)+PR0NI(ik). 
5.4 Implementation 
LEXANAL, the lexical component, is a computer program written in the pro-
gramming language SPITBOL. The input to this program is an L2 Dutch 
utterance in the form of an integer between parentheses followed by a series 
of words concluded by a period, a question mark or an exclamation mark. 
Here are some examples of input to LEXANAL: 
(12) Eddie schrijft. 
Eddie writes 
Eddie is writing. 
(21) 'n 'twee'. 
a two 
I've got a two. 
(21) wie heeft bril? 
who has glasses 
Does he have glasses? 
The input sentence can be part of a file, or it can be typed in interactively. 
First, the integer, which refers to the session of data collection, is stored 
by LEXANAL. Next, each word is examined separately, according to the 
following algorithm: 
1. Can the word be found in the lexicon? 
2. Is it the first member of a string of words which form one lemma? 
3. Is it a numeral? 
4. Can it be derived morphologically from a lemma in the lexicon? 
5. Does it start and end with single quotes? 
6. Does it start with a capital? 
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7. Does it start and end with double quotes? 
8. Is the number of the session compatible with the values of the condi-
tions of the lexical categories for the subject in question? 
As a first step, all the possible lexical categories for each word are added to 
a category string. Finally, in step 8, only the categories which are active for 
the subject in the session in which he produced the utterance are retained. 
Let us now consider this algorithm step by step. 
Step 1: Check whether the lexicon contains the word in question. If so, take 
all lexical categories and conditions which are stored with the lemma and go 
to step 2. If not, go to step 2. 
Step 2: Check whether the word is the first member of a lemma which con-
sists of more than one word. If not, go to step 3. If so, check whether the 
next word(s) in the utterance also belong(s) to that lemma. If so, add the 
lexical categories and conditions of the composite lemma to the category 
string and go to step 3. If not, go to step 3. 
Step 3: Check whether the word can be derived with the aid of the numeral 
pattern for numerals from 1 to 100. If the pattern succeeds, add the category 
NUM<def inite> to the category string and go to step 4. If not, go to step 4. 
Step 4'· Check whether the word can be derived from a stem form in the lex-
icon. During this step, the morphological analyser which is part of LEXANAL 
is active. The step consists of 5 procedures: 
1. It is checked whether the word can be a verb ending in 't ' (the third 
person singular form of the verb). If so, the categories of the VERB-type2 
(and their conditions) which are stored with the lemma are added to 
the category string. 
2. It is checked whether the word can be a verb ending in 'en' (the in-
finitive). If so, the categories of the VERB-type (and their conditions) 
which are stored with the lemma are added to the category string. 
3. It is checked whether the word can be an adjective ending in 'e'. If so, 
the category ADJ (and its condition) is added to the category string. 
2Like nouns, verbs are also made more specific through affixes. A VERB<"tr_-f in">, 
for example, is a transitive non-finite verb, and a VERB<"aux_+f in"> is a finite auxiliary 
etc. A given verb may belong to more than one class of verbs. 
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4. It is checked whether the word can be a diminutive. If so, the categories 
of the NOUN-type (and their conditions) which are stored with the lemma 
are added to the category string. 
5. It is checked whether the word can be a plural noun. If so, the cat-
egories of the NOUN-type (and their conditions) which are stored with 
the lemma are added to the category string. 
Step 5: Check whether the word has been put between single quotes3. If so, 
add the category NOUN to the category string and go to step 6. If not, go to 
step 6. 
Step 6: Check whether the word starts with a capital. If so, add the category 
NAME to the category string and go to step 7. If not, go to step 7. 
Step 7: Check whether the word has been put between double quotes. If so, 
add the category GNOMAT to the category string and go to step 8. If not, go 
to step 8. 
Step 8: Check whether each lexical category of the string is in fact active for 
the subject and session in question. Remove categories which are inactive. 
If the first seven questions receive a negative answer, the string of lexical 
categories will be empty. In this case, COMOLA will refer the word back to 
the user. He can now do two things: 
• he can add it to the lexicon 
• he can stop the lexical analysis of the sentence 
The user might decide to do the latter if the word contains a typing error, 
or if he thinks there is no point in adding the word to the lexicon because of 
a shortcoming in LEXANAL. He might then decide to adjust LEXANAL before 
offering the sentence again to LEXANAL for analysis. 
To conclude the description of LEXANAL I will show how this module handles 
the 3 sentences given at the beginning of this section. Suppose that these 3 
sentences (from Hagan) have been typed in a file which is offered to LEXANAL. 
The input file reads: 
3
 Recall that words which are used in autonym function have been put between single 
quotes in the input. Furthermore, names start with a capital and onomatopoeias have been 
put between double quotes. In steps 5, 6 and 7 of the algorithm, it is checked whether the 
word belongs to one of these three categories. 
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(12) Eddie schrijft. 
(21) 'η 'twee'. 
(21) wie heeft bril? 
Below, the algorithm presented on pages 72 and 73 will be followed step by 
step. Both the answer(s) to the question(s) formulated in each step and the 
outcome of each step will be presented. 
SENTENCE 1: (12) Eddie schrijft. 
The session number 12 is stored by LEXANAL and each word of the sentence 
is examined separately. 
WORD 1: E d d i e 
Step 
1 
2 
3 
4 
5 
6 
7 
8 
Strint 
Answer 
No 
No 
No 
No 
No 
Yes 
No 
Yes 
j : NAMEKE 
Result 
NAMEl 
NAMEl 
ddie) 
Comment on step 8: category not subject to condition; retain category 
WORD 2: schrijft 
Step 
1 
2 
3 
4 
5 
6 
7 
8 
Strim 
Answer 
No 
No 
No 
Yes 
No 
No 
No 
Yes 
γ. VERB<+f 
Result 
L14, VERB<+f in> IL15, VERB<tr_+f in> | 
VERB<+f in> I VERB<tr_+f in> 1 
in>|VERB<tr_+fin>|(schrijft) 
Comment on steps 4 and 8: the actual form of the conditions is presented 
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here. Each condition consists of an L followed by an integer. In step 8, 
the values of the conditions are checked. As L14 and L15 are both active 
from session 12 onwards for Hagan, both the category VERB<+fin> and the 
category VERB<tr_+f in> are retained. 
WORD 3: . 
As soon as the next 'word' in the utterance is one of the characters which 
have been used to indicate the end of an utterance (a period, a question mark 
or an exclamation mark), LEXANAL writes the result of the lexical analysis 
of the utterance to a file. 
FINAL RESULT = (12)*NAME| (Eddie) *VERB<+f in> | VERB<tr_+f in> I ( schr i j f t ) . 
SENTENCE 2: (21) 'n 'twee'. 
The session number 21 is stored by LEXANAL and each word of the sentence 
is examined separately. 
WORD 1: 'n 
Step 
1 
2 
3 
4 
5 
6 
7 
8 
Stnm 
Answer 
Yes 
No 
No 
No 
No 
No 
No 
Yes 
γ. DET<ind 
Result 
L72,DET<indefinite>1 
DET<indefinite>| 
e f i n i t e > | ( ' n ) 
WORD 2: 'twee' 
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Step 
1 
2 
3 
4 
5 
6 
7 
8 
Strini 
Answer 
No 
No 
No 
No 
Yes 
No 
No 
Yes 
γ. NOUNIC 
Result 
NOUN 
NOUN I 
twee') 
Comment on step 8: category not subject to condition; retain category 
WORD 3: . 
FINAL RESULT = (21)*DET<indef inite>| ('ii)*N0UN| ('twee') . 
SENTENCE 3: (21) wie heeft bril? 
The session number 21 is stored by LEXANAL and each word of the sentence 
is examined separately. 
WORD 1: wie 
Step 
1 
2 
3 
4 
5 
6 
7 
8 
Answer 
Yes 
Yes 
No 
No 
No 
No 
No 
No,Yes 
Result 
L311,PRON<interrogative>1 
L2042, FORMULA*/. | 
FORMULA*/. 1 
String: FORMULA'/.>|(wie) 
Comment on step 8: L2042 is active for Hagan in session 21; L311 is active 
from session 24 onwards. Consequence: remove PRON<interrogative>. 
WORD 2: heeft 
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Step 
1 
2 
3 
4 
5 
6 
7 
8 
Strine 
Answer 
Yes 
No 
No 
No 
No 
No 
No 
Yes, Yes, No 
Result 
L18,VERB<tr_+fin>IL98,VERB<aux 
VERB<tr_+fin>IVERB<aux_+f in>1 
/: VERB<tr_+fin>|VERB<aux_+fin>| (heeft) 
-+f in>IL29,VERB<+f in>1 
Comment on step 8: L18 active from session 12 onwards; L98 from session 
11 onwards; L29 not active. Consequence: remove VERB<+f in>. 
WORD 3: bril 
Step 
1 
2 
3 
4 
5 
6 
7 
8 
Answer 
Yes 
No 
No 
No 
No 
No 
No 
Yes 
Result 
L240.N0UNI 
NDUNl 
String: NOUN | (bril) 
WORD 4: ? 
FINAL RESULT = (2D+F0RMULA'/. | (wie)*VERB<tr_+f in> |VERB<aux_+f in> | 
(heeft)*N0UNI(bril) 
The final result of each sentence is written to a file. This file contains, in 
this case, three strings, each consisting of an integer between parentheses 
followed by a number of words which are prefixed with all their possible 
category labels. This ambiguous lexical code forms the input to SYNTANAL. 
In the next chapter it will be described how this module can handle the 
ambiguous code. 
Chapter 6 
SYNTANAL 
6.1 Justification 
The present project was motivated by an interest in syntactic development in 
language acquisition. It aimed at developing a method which makes it possi­
ble to arrive at a formal, integrated description of syntactic development in 
language acquisition (see chapter 1). A first step towards achieving this goal 
was the development of the computer system COMOLA, whose syntactic com­
ponent, called SYNTANAL, is the subject of this chapter. A number of both 
theoretical and practical considerations have led to the decision to choose 
the affix grammar formalism as a starting point in the syntactic analysis. In 
this section the decision to use such a formalism will be motivated. 
Two important considerations are related to the fact that the project deals 
with language acquisition data. Firstly, the aim of the project was to provide 
a description of the developing grammatical rule systems of various subjects. 
It is to be expected that the rule system applied by subject A at time X will 
be different from the system applied by the same subject at time Y. Rules 
become apparent or change over time. Similarly, the rule system used by 
subject A at time X will be different from the rule system applied by subject 
В at time X. As language development proceeds, the linguistic rule systems 
of the subjects will change, but their systems will probably not change in 
a similar way and at the same time. A system for the description of lan­
guage development data from various subjects, then, should have formalisms 
to describe grammatical changes over time in grammars of various learners. 
This is, in fact, the first condition which the formalism to be adopted has to 
satisfy: 
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The formalism should enable us to describe changes in linguistic 
rule systems of various subjects. 
Secondly, two different approaches can be distinguished in research on lan-
guage acquisition: a product-oriented approach, which is primarily con-
cerned with the form of learners' utterances, and a process-oriented ap-
proach, which is primarily concerned with the form-function system in learn-
ers' utterances (McLaughlin, 1987, 59-81). As I argued in chapter 3, I am 
convinced (as most researchers are nowadays) that both formal and func-
tional aspects of language play an important role in language acquisition. 
As a consequence, a system for the syntactic analysis of language develop-
ment data should contain a formalism which can handle both formal and 
functional aspects of the data. Therefore, the second condition can be for-
mulated as follows: 
The formalism should enable us to describe both formal and func-
tional aspects of the data. 
Thirdly, the aim of the project was to provide a formal, integrated description 
of syntactic development. If one opts for such a description, it seems obvious 
that one should use a computer for the analysis of acquisition data. There 
are two different approaches one could take to perform such an analysis: one 
could either write a computer program or a formal grammar. In my opinion, 
the second option is preferable. In the first approach, linguistic knowledge 
which is necessary for assigning structures to input utterances is embedded 
in a computer program. Such a program, however, contains much more than 
the linguistic rules which are necessary for the analysis, because it is, in fact, 
a set of instructions to a machine. It will, therefore, contain a lot of infor-
mation which is irrelevant from a linguistic point of view. The linguistic rule 
system will also be rather inaccessible to other linguists, in view of the fact 
that it is embedded in a computer program. A formal grammar, on the other 
hand, only contains a linguistic rule system. It can be written by a linguist 
who does not know any programming languages and other linguists will find 
it more accessible than a computer program, provided that they are familiar 
with the formalism that is used. A formal grammar, however, cannot carry 
out a syntactic analysis by itself. In order to make it suitable for automatic 
syntactic analysis, the grammar has to be converted into a parser, that is, a 
computer program which recognizes utterances covered by the rule system 
described in that grammar and which provides structural analyses of these 
utterances in accordance with that rule system. A grammar can be auto-
matically converted into a parser by a computer program which is called a 
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parser generator (see figure 6.1). 
grammar 
• ' 
parser generator 
• 
parser 
Figure 6.1: Relation between formal grammar and parser. 
Using a parser generator has great advantages for the linguist: all he has to 
consider is the grammar; he does not need to have any technical knowledge of 
computer programming and parsing algorithms. If a formal grammar is used 
as a tool for the analysis, the linguist will be able to work at a higher level of 
abstraction: he will only have to worry about linguistic rules and not about 
machine instructions. The third condition, therefore, can be formulated as 
follows: 
The syntactic analysis has to be based on a formal grammar which 
can be converted into a parser. 
Finally, there are considerations with respect to the power of the formalism. 
The COMOLA system has been developed for the analysis of natural language 
data. Ever since the question was raised whether or not natural languages 
are context-free languages, there has been a debate concerning the type of 
grammar to be used for the description of natural languages. This debate has 
resulted in the widely accepted view that such grammars should be richer 
than context-free (cf. Pullum and Gazdar, 1982). However, Pullum and 
Gazdar (1982) offer a compelling refutation of the arguments that had been 
marshalled against the context-freeness of natural languages. Their article 
generated a new discussion on the subject (see, for example, Higginbotham, 
1984; Postal and Langendoen, 1984; Pullum, 1984; Langendoen and Postal, 
1984). In this discussion, the (non-)context-freeness of the Dutch language 
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also played a role. With respect to Dutch, it can be argued that a context-
free grammar (CFG) is sufficient for the description of a very large part of the 
language. However, there are some constructions, most notably the Dutch 
verbal end cluster (cf. Huybregts, 1976; Bresnan et al., 1982; Manaster-
Ramer, 1987), that cannot be handled accurately by a CFG. 
Taking into account this state of affairs, the last condition can be formu-
lated in somewhat less strict terms: 
Preferably, the type of grammar used should be richer than context-
free. 
So far, I have presented four requirements which the formalism used in SYN-
TANAL should meet. In what follows, it will be shown that the affix grammar 
formalism adopted in the project fulfils these conditions. 
Firstly, the affix grammar formalism can be used to describe changes in lin-
guistic rule systems. Affix grammars belong to the class of two-level gram-
mars. The first level contains phrase structure rules which can be extended 
with features, called affixes. The values of these affixes are determined by 
the second level. An affix can be used to impose conditions on the rules of 
the grammar. In the COMOLA system, affixes have, amongst other things, 
been used for temporal aspects of the grammar, and as such they function as 
a means to describe changes in the linguistic rules systems of the L2 learners. 
In the next section I will describe exactly how the affixes are used for this 
purpose. 
Secondly, as shown in chapter 3, the affix grammar formalism makes 
it possible to combine both formal and functional aspects of linguistic rule 
systems in one and the same grammar. The phrase structure rules of an 
affix grammar refer to the constituent structures of the utterances; these 
rules relate to the formal aspects of the utterances. Non-terminal symbols 
in these rules can be extended with affixes indicating the function of the 
symbol they are attached to; as such the affixes are used to express functional 
aspects of the utterances. 
Thirdly, an affix grammar is, as its name indicates, a grammar and not a 
computer program. This means that the hypotheses underlying the descrip-
tion of the linguistic rule system should be accessible to other linguists. 
Finally, the affix level ensures that the affix grammar formalism is richer 
than context-free. This will be illustrated in section 6.2.1, where an affix 
grammar will be presented which defines the well-known anbncn language, 
which is known to be richer than context-free. Although, in principle, affix 
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grammars have context-sensitive power, only a context-free subset of the 
affix grammars is used in the GOMÓLA system. The only motivation for this, 
however, is the type of parser generator that was available at the Department 
of Computer Science of the University of Nijmegen at the start of the project. 
The parser generator used in the COMOLA system was developed by Hans 
Meijer of the University of Nijmegen (see Meijer, 1986, chapter 4). This 
parser requires a context-free subset of the affix grammars. However, as 
the parser generator constitutes an autonomous part of COMOLA, it can be 
replaced at any moment. Therefore, a full affix grammar parser can be used 
at any time one becomes available. 
SYNTANAL carries out syntactic analyses of L2 production data. For reasons 
which have been given above, these analyses are based on an affix grammar. 
This means that grammars which are developed within COMOLA have to be 
written in the affix grammar formalism. Such grammars can be constructed 
by the user of the COMOLA system on the basis of language development data. 
Within the present project, an L2 Dutch overall grammar was developed with 
the aid of COMOLA. This grammar, which will be described in chapter 9, is, 
therefore, an affix grammar. 
Since the remainder of this book cannot be understood without some 
knowledge of the affix grammar formalism, this formalism will be briefly in-
troduced in the first part of the next section. The second part of that section 
deals with additional formalisms which were developed within COMOLA. 
6.2 The formalism 
6.2.1 The affix grammar formalism 
A major reason for the use of context-free phrase structure grammars by 
linguists is that they can be converted into highly efficient parsers. There are, 
however, also some disadvantages connected with the use of such grammars. 
For example, they have a weaker generative capacity and are somewhat 
clumsy when it comes to describing agreement phenomena. For instance, if 
one wants to make a distinction between plural and singular verbs agreeing 
with the grammatical subject, one has to account for that by means of phrase 
structure rules like the following: 
S : PLURAL SUBJECT , PLURAL VERB PHRASE; 
SINGULAR SUBJECT , SINGULAR VERB PHRASE. 
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Agreement has to be specified by using different category names for plural 
and singular phrases and by making sure that only either singular or plural 
phrases co-occur. 
In order to overcome such difficulties affix grammars, or extended affix 
grammars were developed (see Aarts and Van den Heuvel, 1985). This type 
of grammar was constructed by computer scientists with a view to defining 
artificial languages (cf. Van Wijngaarden et al., 1969). However, it also ap­
peared to be suitable for describing natural languages. As was pointed out in 
the previous section, an affix grammar is a two-level grammar. The first level 
contains context-free phrase structure rules. Grammatical rewrite symbols 
in these rules can be extended with features (the affixes). One affix can have 
various values. These values are described in the second level context-free 
phrase structure grammar. For example, a rewrite symbol SUBJECT could be 
extended with a feature number, and the possible values of number would 
have to be specified in a second level context-free rewrite rule: 
(first level) 
S SUBJECT<number> , VP<number>. 
Р<пшпЪ г> : VERB<number>. 
(second level) 
number :: " s ingular" ; " p l u r a l " . 
In this grammar fragment, as in all other fragments, the following notational 
conventions are used: first level rewrite rules are characterized by the use of 
a colon, second level rules by the use of a double colon, commas indicate con­
catenation of elements, semi-colons are used to separate rule alternatives and 
a period closes the rule. Furthermore, affixes are put between angular brack­
ets and terminal values are put between double quotes. The fragment above 
describes an intransitive sentence consisting of a subject and a verb phrase, 
both indexed with an affix number, whose value can be either "singular" 
or "plural". The actual value of the affixes is determined not only by the 
second level rules, but also by the following heuristic: 
Identical affix names within one rewrite rule get the same value. 
Therefore, in the above example, SUBJECT and VP in the first rule both get 
either the value "plural" or the value "singular". The co-occurrence of a 
singular subject and a plural verb phrase, or a plural subject and a singular 
verb phrase is ruled out by the above heuristic. Similarly, VP and VERB in the 
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second rule also get the same number. 
Note that the heuristic refers to affix names, not affix values. The frag-
ment above , for example, could be extended as follows: 
S 
number 
other number 
SUBJECT<number> , VP<other number> 
"singular" ; "plural" . 
"singular" ; "plural" . 
In this case, all four co-occurrences of subjects and verb phrases will be 
generated. No heuristic applies to the determination of affix values, because 
their names are different, although the values they generate can be the same. 
Affixes can be specified as names or values. 
S : NP<"singular"> , VP<"singular"> ; 
NP<"plural"> , VP<"plural"> . 
In this example, all affixes are specified as values (note that they have been 
put between double quotes), not names (like number). 
So far, all non-terminals presented in this section have been extended 
with only one affix position which contained either an affix name or an 
affix value. A non-terminal can also be extended with more than one affix 
position. In this case, the affix positions are separated by commas. Consider 
the following example: 
S<pred> 
number : 
pred 
SUBJECT<number> , VP<pred,number>. 
"plural" ; "singular", 
"nominal" ; "verbal". 
The VP is extended with two affix positions: the first position contains the 
affix pred whose value can be either "nominal" or "verbal" and the second one 
contains the affix number whose value can be either "singular" or "plural". 
So far, each affix position contained one affix name or one affix value. In 
addition, an affix position may contain a so-called affix expression. An affix 
expression consists of a concatenation of affix names and/or affix values 
separated by plus signs1. The value of an affix expression consists of the 
combined values of its parts. Here is an example with a noun phrase: 
NP<number,count+"person"> 
1Plus signs are only available for extended affix grammars. 
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number : : "plural" ; "singular" . 
count : : "1st " ; "2nd " ; "3rd " . 
The NP is extended with two affix positions: the first position contains an 
affix number and the second one contains an affix expression consisting of 
the combination of the affix name count and the affix value "person". So, 
the fragment defines the following six non-terminal symbols: 
NP<"plural","lst person"> 
NP<"plural","2nd person"> 
NP<"plural","3rd person"> 
NP<"singular","lst person"> 
NP<"singular","2nd person"> 
NP<"singular","3rd person"> 
The following example taken from the L2 Dutch overall grammar illustrates 
how the aspects of the affix grammar formalism which have been discussed 
so far work: 
NP<NPTYPE,"сошр1ех"> 
NPROW<NPTYPE,"+"+C0N> 
NPROVKNPTYPE,"-"+C0N> 
NPRGW<NPTYPE,""> 
NPTYPE 
CON 
NPROVKNPTYPE,"-">; 
NPROVKNPTYPE,"+">; 
NPROW<NPTYPE,"—">; 
NPROW<NPTYPE,"+-">; 
NPROW<NPTYPE,"-+">; 
NPROVKNPTYPE,"++">; 
NPROW<NPTYPE,"—">; 
NPROVKNPTYPE,"-++">; 
NPROW<NPTYPE,"+++">; 
NPROVKNPTYPE," "> .2 
NP<NPTYPE>, C0N<"coord">, NPROVKNPTYPE,C0N>. 
NP<NPTYPE>, NPROVKNPTYPE,C0N>. 
NP<NPTYPE>. 
"temp" ; "loc". 
IUI . M4.II . I I _ H . II tl · •'+ + " • и . . — 1* 
These rules rewrite complex NPs as a sequence of NPs which either can be 
2The reader might wonder why the plus- and minus-signs in the second affix positions 
have not been replaced with an affix name. The reason for this is the fact that, in addition 
to the information presented here, each production rule has been extended with a variable 
which relates to temporal aspects of the rule in question (cf. chapter 3). The actual form 
of the variable will be presented in section 6.2.2.1. 
6.2. THE FORMALISM 87 
connected by means of a coordinator (C0N<"coord">) or can be placed next 
to each other without a coordinator. The complex NP is extended with an 
affix NPTYPE which relates to the function of the various NPs and whose value 
can be "temp" or "loc". The affix NPTYPE has, in fact, 9 values in the overall 
grammar, but for clarity's sake this set has been restricted here. 
An NP<NPTYPE,"complex"> can be rewritten as an NPROW which has two 
affixes: the affix NPTYPE and an affix CON whose value is specified as one or 
more plus and/or minus signs. The affix heuristic determines that a complex 
NP of a particular NPTYPE (for example, "loc") is rewritten as an NPROW of the 
same type. By means of the second affix (CON) which is attached to the 
non-terminal NPROW, it is indicated whether or not the NPs which form the 
NPROW are connected with a coordinator. For example, an NPROW<NPTYPE, "-"> 
consists of two NPs which are not connected by a coordinator: 
een maand twee maand, 
one month two month 
(Ergiin, session 10) 
An NPR0W<NPTYPE,"+">, on the other hand, contains two NPs which are con-
nected by a coordinator, like: 
vijf weken of zes week, 
f ive weeks or s ix week 
(Fatima, session 19) 
An NPR0W<NPTYPE, "-++">, to give one more example, consists of four NPs of 
which only the first pair is not connected by a coordinator. This is exem-
plified in the following utterance which was produced by Mahmut in session 
20: 
die allemaal Iran Irak of Turkije of Frankrijk, 
that a l l Iran Iraq or Turkey or France 
They all go to Iran, Iraq, Turkey or France. 
By now, the meaning of the other values of CON will be clear. 
The rewriting of an NPROW as a particular configuration of NPs and coor-
dinators is taken care of by means of the three first level NPROW rules and the 
two second level rules which were given above and are repeated here: 
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NPRQW<NPTYPE,"+"+CON> 
NPROW<NPTYPE,"-"+CON> 
NPROW<NPTYPE,""> 
NPTYPE 
CON 
NP<NPTYPE>, C0N<"coord">, NPROW<NPTYPE,C0N>. 
NP<NPTYPE>, NPROW<NPTYPE,CON>. 
NP<NPTYPE>. 
"temp" ; "loc". 
IUI . Il + ll · It f· . II II . tl.f-.fll · II H 
It can be verified that these rules are equivalent to the following context-free 
phrase structure rules: 
NPROW<"temp 
NPROW<"temp 
NPROW<"temp 
NPROW<"temp 
NPROW<"temp 
NPROW<"temp 
NPROW<"temp 
NPROW<"temp 
NPROW<"temp 
NPROW<"temp 
NPROW<"temp 
NPROW<"temp 
NPROW<"temp 
NPR0W<"loc" 
NPR0W<"loc" 
NPR0W<"loc" 
NPR0W<"loc" 
NPR0W<"loc" 
NPR0W<"loc" 
NPR0W<"loc" 
NPR0W<"loc" 
NPR0W<"loc" 
NPR0W<"loc" 
NPR0W<"loc" 
NPR0W<"loc" 
NPROW<"loc" 
'+--"> 
'+++'•> 
'+ "> 
'- + "> 
' "> 
' — " > 
'-++"> 
I ··> 
> 
+"> 
+ — " > 
+++"> 
+ — " > 
-"> 
-+"> 
— " > 
— » > 
-++"> 
II > 
"> 
NP<"temp"> 
NP<"temp"> 
NP<"temp"> 
NP<"temp"> 
NP<"temp"> 
NP<"temp"> 
NP<"temp"> 
NP<"temp"> 
NP<"temp"> 
NP<"temp"> 
NP<"temp"> 
NP<"temp"> 
NP<"temp"> 
,CON<"coord">,NPROW<"temp",,H,>. 
,C0N<"coord">,NPROW<"temp","+">. 
,CON<"coord">,NPRDW<"temp","-">. 
)CON<"coord">,NPROW<
,,temp", "--">. 
,CON<"coord">,NPROW<,,tempM, "++">. 
,CON<Mcoord,,>,NPROW<"tempM," — " > . 
,NPRaW<"temp",",l>. 
,NPROW<"temp","+">. 
,NPROW<"temp","-">. 
,NPROW<"temp","—">. 
,NPROW<"temp","++»>. 
,NPROW<"temp","—">. 
NP<"loc"> 
NP<"loc"> 
NP<"loc"> 
NP<"loc"> 
NP<"locM> 
NP<"loc"> 
NP<"loc"> 
NP<Mloc"> 
NP<"loc"> 
NP<"loc"> 
NP<"loc"> 
NP<"loc"> 
NP<"loc"> 
,C0N<"coordM> 
,C0N<"coord"> 
,СиН<"соога"> 
,C0N<"coord"> 
,CGN<"coord"> 
,0"0Ν<"<:οοΓά"> 
,NPR0W<"loc", 
,NPRDW<"loc", 
,NPRQW<"loc", 
,NPR0W<,,loc,,
> 
,NPR0W<"loc", 
,NPR0W<"loc", 
NPR0W<"loc", 
NPR0W<"loc", 
NPR0W<"loc", 
NPR0W<"loc\ 
NPR0W<"loc", 
NPR0W<"loc", 
•+">. 
' — " > . 
il H > . 
— " > . 
In the first two rules of the three NPRGW rules at the top of this page, two 
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affix values are combined into one, namely: 
• "+" and CON in the first rule: 
NPROVKNPTYPE,"+"+C0N>: NP<NPTYPE>,C0N<"coord">,NPROW<NPTYPE,C0N>. 
• "-" and CON in the second rule: 
NPROW<NPTYPE,"-"+C0N>: NP<NPTYPE>,NPRDW<NPTYPE,C0N>. 
In the right hand side of these rules, only the value CON is retained. In fact, 
the first plus or minus sign is taken from the affix value and is related to the 
presence of a coordinator (in the first rule) or to the absence of a coordinator 
(in the second rule). Application of the rules results in another NPROW, whose 
second affix starts with a plus sign, a minus sign, or whose affix is empty. 
These two rules will be applied until the empty affix is left. Then, the third 
rule will be applied. 
The following example serves to clarify the explication given above. Sup-
pose we want to derive the complex temporal NP 
maandag dinsdag of woendag 
Monday Tuesday or Wednesday 
which contains three NPs and a coordinator between the last pair of them. 
The derivation of this complex NP can be read from the following tree struc-
ture: 
NP<temp.cpmplei> 
NPROW<tepip.-+> 
NP<tpmp> NPROW<temp_+> 
NP<temp> C0N<cpord> NPROV<temp_> 
NP<temp> 
maandag dinedag of woensdag 
This example NP belongs to the type NPROW<"temp" ,"-+">. This is one of 
the values which the left-side non-terminal NPROW<NPTYPE, "-"+C0N> can have. 
The original value of the combined coordination affix, namely "-+" is split 
into the values "-" and "+". The "-" sign leads to the alternative in which 
the coordinator is absent. An NPROW<NPTYPE,"-+"> is thus rewritten as: 
NP<NPTYPE> , NPROW<NPTYPE,"+»> 
The actual value of the affix CON (the value which is preserved in the right 
hand side) is "+". The NPROW<NPTYPE,"+"> in turn is rewritten as: 
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NP<NPTYPE> , C0N<"coord"> , NPR0W<NPTYPE,""> 
The "+" sign is related to the alternative with a coordinator and the actual 
value of CON becomes empty (""). This brings us to the last rule: 
NPROW<NPTYPE,""> : NP<NPTYPE>. 
Note that the structure which is generated by means of these rules is a right 
branching structure. In the next section I will discuss a procedure by which 
a 'flat' structure can be generated with the aid of the rules given above. 
In order to conclude the description of the affix grammar formalism, the 
power of the formalism will be briefly returned to. It can easily be observed 
that the extension of a context-free PSG with affixes increases the genera-
tive power of the grammar. The following grammar defines the well-known 
a
nbncn language which is known to be richer than context-free: 
S 
A<"l"+count> 
A<> 
B<"l"+count> 
B<> 
C<"l"+count> 
C<> 
count : 
A<count> 
A<count> 
Mtl 
B<count> 
IUI 
C<count> 
Il M 
II II * 11-1 II 
1 A 
B<count> 
I I « II 
"b". 
II - M 
count . 
C<count> 
However, as long as the second level grammar remains finite, or non-recursive, 
an affix grammar is equivalent to a context-free grammar. 
In this project context-free affix grammars are used, i.e. the second level 
grammar is kept finite. The affix grammar defined here is merely a shorter 
notation of a context-free grammar. However, this choice was prompted by 
practical rather than theoretical considerations. So far, parsers generated 
from context-free grammars have turned out to be more efficient than parsers 
generated from context-sensitive grammars. 
6.2.2 Addit ional formalisms used within C O M O L A 
6.2.2.1 Formalisms for the description of language development 
As one of the objectives of the project was to develop one overall grammar 
for the L2 oral production data of 9 subjects, it was necessary to construct a 
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grammar that can handle both between- and within-subject variation in syn­
tactic development. In other words, the grammar should be able to account 
for the fact that the data of different subjects will show up different rule 
systems and that the rule system of one particular subject will change from 
period A to period B. In a formal grammar, rule changes can be described 
by means of the notion of "activeness". This term was defined in chapter 3 
as follows: 
A rule σ is active in a period r, if data from period τ are gener­
ated, or analysed, by application of σ 
As the L2 Dutch overall grammar is intended to be a "dynamic supra-
individual rule system" (see page 35) representing all the stages of L2 ac­
quisition of all the subjects in the study, this grammar has to contain all 
instances of all rules needed to analyse any data from any period from any 
subject. Therefore, the grammar does not only contain rules describing data 
from early periods (for example, rules describing two-word sentences), but 
also rules describing data from late periods (for example, rules describing 
complex agreement phenomena). For each production rule, it has to be de­
termined in which period the rule is active, so that changes in the syntactic 
rule can be registered. For example, if one wants to describe how a particu­
lar noun phrase develops, this can be done as follows: 
NP<"count"> : (until session Ц) , NOUN<number> ; 
(from session 15 onwards) , N0UN< " p l u r a l "> ; 
(from session 6 onwards) , DET , NOUN<number>. 
number "singular" ; "plural". 
This is an informal description of the development of a noun phrase rule, 
in which at first all nouns, both singular and plural, are realized without 
determiners. From session 6 onwards the learner begins to use nouns with 
determiners, but he also still uses nouns without determiners. After session 
14 singular nouns are no longer realized without determiners. So, the overlap 
(singular nouns are realized with and without determiners) is also described. 
The rule given above is subject-specific. However, an overall grammar 
has to contain rules for more than one subject. The rule given above will 
be active during different periods for different subjects. As a consequence, 
the rules in the overall grammar cannot, unlike those in a subject-specific 
grammar, be given a specific time value, as this value will vary from subject 
to subject. For this reason, it was decided to add a variable to each rule 
92 CHAPTER 6. SYNTANAL 
indicating for which user and for which sessions the rule is active. This 
procedure has already been described informally in chapter 3. In fact, the 
procedure is similar to the one adopted in LEXANAL, where each lexical 
category of a lemma is accompanied by a variable indicating for which user 
and which sessions the category in question is active. 
More specifically, the fragment given above has been incorporated into 
the overall grammar as follows: 
NP<"count"> : vari , NOUN<number> ; 
varS , N0UN<"plural"> ; 
агЗ , DET , NOUN<number>. 
number :: "singular" ; "plural". 
In order to generate a grammar for an individual subject, the variables are 
replaced by rewrite symbols indicating the period during which the rule is 
active for that subject. As I have already indicated in informal terms in the 
first part of this section, this results in an individual grammar in which each 
rule alternative is tied to a specific time condition. The actual form of the 
extra rewrite symbols will be described now. 
In order to express temporal aspects of rule alternatives, the following 
mechanism has been devised within the affix grammar formalism: alter­
natives within rules can be extended with an extra rewrite symbol COND, 
accompanied by an affix expressing a time condition for the period in which 
the alternative should be active. The affixes in the COND symbol can take the 
following forms: 
• an exclamation mark ( ! ) 
• an operator (=, >, <, <=, >=) 
• an integer. 
Each sentence to be analysed has to be preceded by an integer between 
parentheses, indicating the session in which the sentence was realized. This 
session number has to be parsed by the following grammar fragment: 
Session : " ( " , number , " ) " . 
number digit ; digit , number . 
digit : " 1 " ; "2";"3";"4";"5";"6";"7";"8";"9";"0" . 
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The rewrite symbol Session has to precede the normal start symbol (e.g. 
Sentence), as in: 
Start : Session , Sentence . 
In the syntactic analysis, the time conditions expressed in the COND-node are 
applied with respect to the indication of the session at the beginning of the 
sentence under analysis. 
The subject-specific fragment informally characterized above can be for-
mulated as follows: 
NP<"count"> : C0ND<"!<=14"> , NÜUN<number> ; 
C0ND<"!>=15"> , NDUN<"plural"> ; 
C0ND<"!>=6"> , DET , NOUN<number>. 
number :: "singular" ; "plural". 
The first condition (C0ND<" !<=14">) indicates that the alternative is active 
before or in session 14 only. This means, that even if a sentence from 
session 15 can be analysed with this alternative, this analysis will not be 
taken into consideration. The second condition (C0ND<" !>=15">) indicates 
that the alternative is active from session 15 onwards. The last condition 
(C0ND<"!>=6">) indicates that this alternative is only active in or after ses-
sion 6. So even if in session 5 a sequence determiner-noun occurs, the system 
will reject the noun phrase analysis for this phrase. 
It will be remembered that the overall grammar contains rules for all the 
subjects. Of course, not all the rules will be used by all the subjects. If a 
particular subject does not use a particular rule, no value will be registered 
for this subject for the variable with which the rule in question has been 
extended. In the subject-specific grammars which are generated from the 
overall grammar, the variables in such rules are replaced by the condition 
C0ND<" !=0">. This guarantees that the rule will never be applied, since there 
is no session 0. 
If a given alternative is only active, for example, from session 5 until 
session 9, two conditions will have to be specified: 
rule : C0ND<"!>=5"> , C0ND<"!<=9"> , alternative. 
These two conditions ensure that the alternative is only active between and 
in the two sessions specified. 
It was demonstrated in section 6.2.1 that the affix grammar formalism 
makes it possible to combine more rules into one rule with the aid of an affix 
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which can have various values. Take, for example, the following PP-rule: 
PP<PPTYPE> : PREP<PPTYPE> , NP. 
PPTYPE :: "poss" ; " ind i r .ob j" ; "d i r . ob j " . 
This fragment defines three PPs, whose functions are possessive, indirect 
object and direct object, respectively. Each PP consists of a head PREP which 
has the same function as the PP itself (as determined by the affix heuristic) 
and an NP. Suppose that the rule given above is part of the overall grammar: 
PP<PPTYPE> : var4 , PREP<PPTYPE> , NP. 
PPTYPE :: "poss" ; " ind i r .ob j" ; "d i r -ob j " . 
If this rule is included in the overall grammar in this way, the variable will 
be active for all three PP rules, because this fragment is equivalent to the 
following phrase structure rules: 
PP<"poss"> : var4 , PREP<"poss"> , NP. 
PP<"indir_obj"> : var4 , PREP<"indir.obj"> , NP. 
PP<"dir_obj"> : var4 , PREP<"dir_obj"> , NP. 
Such a representation is not very desirable, however, because these three 
PPs do not have the same status in Dutch. The PP<"possessive"> and the 
PP<"indirect_object"> are in conformity with the target language norm. 
Here are some examples from learners of L2 Dutch: 
• PP<"possessive">: 
die man ook buurman van mijn oom. 
tha t man also neighbour of my uncle 
(Mohamed, session 1) 
naam van oma. 
name of grandmother 
(Fatima, session 11) 
• PP<"indirect.object">: 
die aan mij geven, 
tha t t o me give 
(Hagan, session 20) 
6.2. THE FORMALISM 95 
toen ik hand geven voor opa van Petra. 
then I hand give for grandfather of Petra 
(Mohamed, session 14) 
The PP<"direct_object">, on the other hand, is not in conformity with the 
target language norm: in Dutch, direct objects are realized as NPs. Some 
learners of L2 Dutch, however, use PPs in contexts in which Dutch requires 
an NP. This phenomenon has been observed before by other researchers, for 
example by Jansen et al. (1981), who report on the acquisition of Dutch 
word order by 16 Turkish and Moroccan learners of L2 Dutch. One of the 
error types that were found to occur in the learners' L2 Dutch data was the 
use of a preposition before a subject or an object. Jansen et al. only give 
one example, from one of the Moroccan subjects, who produced a sentence 
containing a subject with a preposition as its first element: 
voor haar moet zelf weten 
for her must herself know 
She should know it herself, i.e., It's her own business 
(Jansen et ai, p. 323) 
14.9% of all the preposition errors produced by the Moroccan learners belong 
to this error type (preposition before subject or object). The percentage is 
16.7% for the Turkish learners. 
In my demonstation of the use of affixes in the overall grammar, I will, 
henceforth, restrict myself to PPs which are used as direct objects. Here is 
an example from Hagan, a Turkish subject: 
Mehmet van mij niet slaan. 
Mehmet of me not beat 
Mehmet doesn't beat me. 
(Hagan, session 19) 
If the overall grammar contains the rule 
PP<PPTYPE> : var4 , PREP<PPTYPE> , NP. 
PPTYPE "poss" ; "indir.obj" ; "dir.obj". 
relevant information will be lost, as no distinction can be made with respect 
to the activeness of the three individual PPs, accompanied as they are by 
the same variable in the overall grammar. If this rule is used, it will be 
impossible to trace when the PP functioning as a direct object disappears, 
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because var4 will remain active for PPs which function as an indirect object 
or a possessive adjunct. 
An elegant solution to this problem is to extend the affixation procedure 
and to append the affix PPTYPE not only to PP and PREP, but also to the 
variable var4- This will result in the following rule which has to be included 
in the overall grammar: 
PP<PPTYPE> : υατ^ <PPTYPE> , PREP<PPTYPE> , NP. 
PPTYPE "poss" ; " i n d i r . o b j " ; " d i r . o b j " . 
In this way three related variables are created which can have the following 
values: 
PP<"poss"> 
PP<"indir.obj"> 
PP<"dir_obj"> 
var4<"posB"> , PREP<"poss"> , NP. 
var4<"indir.obj"> , PREP<"indir.obj"> , NP. 
im7\¿<"dir_obj"> , PREP<"dir.obj"> , NP. 
The values of these variables have to be specified for each subject3. The 
specification for Mohamed, for example, reads as follows: 
var^<"poss"> 
var4 <" indir .obj "> 
var4 <"dir.obj"> 
C0ND<"!>=1"> 
C0ND<"!>=2"> 
C0ND<"!<=4"> 
and the one for Hagan as follows: 
tiar^<"poss"> 
var4<" indi r .obj "> 
var^<"dir_obj"> 
CDND<"!>=13"> 
C0ND<"!=20"> 
CuND<"!=19"> 
Of course, the problem sketched above can also be solved by splitting up the 
PP-rule into three different rules (each with its own variable), but then the 
generalization about the structure of PPs with different functions would be 
lost and the possibilities of the affix grammar formalism would not be fully 
exploited. 
3Prom the information given on page 86, the reader will be able to conclude that the 
rule for NP<NPTYPE,"complei"> presented on that page could also have been formulated 
as follows: 
NP<NPTYPE,"complex"> : var5<NPTYPE,C0Nl> , NPR0W<NPTYPE,CQN1>. 
CONI "-" ; "+" ; "--" ; "-+" ; "+-" ; "++" ; " " ; 
"-++" ; "+++" ; " ". 
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It should be noted that the addition of COND-nodes to rule alternatives in an 
ordinary affix grammar does not - of course - lead by itself to the application 
of time values to rules. However, within COMOLA the COND-nodes have a 
special meaning. 
All the conditions used in the grammar have to be mentioned at the end 
of the grammar in rules producing the empty alternative: 
C0ND<"!>=5"> : . 
C0ND<"!<=9"> : . 
C0ND<"!=16"> : . 
The result of this is that the grammar is used in the parser as if there were 
no conditions at all. In principle, all possible analyses can be found. There 
are two possibilities for the selection of the correct analyses (that is to say, 
with respect to the time parameter). Firstly, the incorrect analyses can be 
filtered out after the parsing process. This is how the mainframe version 
(VM/CMS) of COMOLA works. The parser yields all possible analyses and the 
incorrect one(s) is (are) filtered out afterwards, taking into consideration 
the data collection session and the values of the COND-nodes. Secondly, the 
incorrect analyses can be filtered out during the parsing process. That is 
to say, as soon as a condition is parsed which does not correspond with the 
session number of the utterance, the analysis is rejected. This approach has 
been adopted in a test version of the pc parser (IBM-compatible) of COMOLA. 
Note that the adoption of a particular approach has important conse-
quences for the programming work to be done: if one wishes the incorrect 
analyses to be discarded during the parsing process, a parser generator will 
have to be written, but if an approach is adopted in which the incorrect 
analyses are filtered out after the parsing process, 'only' a time condition 
filter will have to be implemented. 
The user of COMOLA, however, does not have to worry about parsing 
processes. He only has to concern himself with a grammar which contains 
temporal variables, and he has to deal with files for various subjects in which 
the values of these variables are registered in the form of COND-nodes. 
The combination of the formal properties of affix grammars and the COND-
extension can result in a very powerful tool for describing syntactic develop-
ment. Consider, for example, the following agreement phenomenon. It has 
been observed in the literature that in the early stages of syntactic devel-
opment plural and singular forms of words are sometimes used irrespective 
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of whether they refer to plural or to singular entities: children tend to use 
singular forms referring to plural entities, and vice versa. Yet, there is some 
reason to believe that the children have some knowledge of the abstract no-
tion of plurality. What they do not know is how to express this notion in 
the language they are acquiring by means of agreement rules; they do not 
(yet) know the concrete linguistic forms. We can account for this by means 
of the following grammar: 
NP<reference> 
VP<reference> 
V<reference,"unmarked"> 
V<"sg","sg"> 
V<"pl,,,"pl"> 
N<reference,"unmarked"> 
N<"sg","sg*'> 
N<"pl","pl"> 
reference 
form : 
NP<reference> , VP<reference> 
DET , Preference,"unmarked"> 
V<reference,"unmarked"> . 
"sleep" .. 
"sleeps" 
"sleep" . 
"mouse" . 
"mouse" . 
"mice" .. 
"pi" ; "sg" . 
"pi" ; "sg" ; "unmarked". 
The abstract notion of plurality, described in the first rule, is a phenom-
enon for which the affix reference is used. Lexical entries (like N and V) 
are characterized by two affixes, reference (the abstract notion of plurality) 
and form (the concrete form of plurality). At first, there is no agreement 
between these two affixes, i.e. the learner tends to use unmarked verbal 
and nominal forms (the plural "sleep" and the singular "mouse" are used 
throughout). In later stages of syntactic development, the rules introducing 
the lexical entries can be replaced by rules introducing only those entries in 
which these two affixes agree. For example: 
NP<reference> 
VP<reference> 
C0ND<"!<X"> , DET , Preference,"unmarked"> 
C0ND<"!>Y"> , DET , Preference , reference:» . 
C0ND<"!<X"> , V<reference,"unmarked">; 
C0ND<"!>Y"> , P r e f e r e n c e , r e f e r e n c e d 
Prior to a given phase Y there is no awareness whatsoever of the connection 
between form and reference, and after a given phase X, there is full aware-
ness of this connection. Between Y and X, the data should be considered to 
be generated sometimes with and sometimes without such awareness. 
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This can also be covered by the following grammar: 
NP<reference> 
VP<reference> 
V<ref г пс ,"unmarked"> 
V<reference,reference> 
N<ref г пс ,"unmarked"> 
Preference ,reference> 
V<"unmarked"> 
V<"pl"> 
V<"sg"> 
N<"unmarked"> 
N<"pl"> 
N<"sg"> 
reference 
form 
NP<reference> , VP<reference> 
DET , N<reference,form> . 
V<reference,form> . 
C0ND<"!<X"> , V<"unmarked">. 
C0ND<"!>Y">, V<reference>. 
C0ND<"!<X"> , N<"unmarked">. 
C0ND<"!>Y"> , N<reference>. 
"sleep" ; "walk" .. 
"sleep" ; "walk" .. 
"sleeps" ; "walks" 
"mouse" ; "house" . 
"mice" ; "houses" . 
"mouse" ; "house" . 
"pi" ; "sg" . 
"pi" ; "sg" ; "unmarked". 
In this grammar, grammatical change is described near the lexical level, not 
on the level of VP. The agreement, occurring after time Y, is now expressed 
in the lexical rules (V<reference,reference> and N<reference,reference>). 
The awareness the learner develops is thus described as his awareness that 
plural reference (a phenomenon of which he was aware throughout) implies 
the use of particular word forms. 
6.2.2.2 Primary and secondary nodes 
In this section I will briefly describe yet another formalism used in the CO-
MOLA system. The idea adopted here has been described by Coppen (see 
Coppen, 1991, 298-312). The remainder of this section will be largely based 
on the proposals put forward by Coppen. 
The parser used within COMOLA can be viewed as a computer program 
which recognizes sentences which are described by the linguistic rule system 
on which the parser is based, and which assigns structures to these sentences 
in accordance with that rule system. These structures reflect the derivational 
history of the sentence. For example, the structure: 
(S (NP COMOLA) (VP (V is) (NP (DET a) (ADJ useful) (N tool)))) 
reflects the application of rules like: 
100 CHAPTER 6. SYNTANAL 
S 
VP 
NP 
V 
DET 
ADJ 
N 
NP , VP. 
V , NP. 
"COMOLA" 
"is". 
"a". 
"useful". 
"tool". 
;DET ADJ N 
The entire derivational history of the sentence is displayed in this structure. 
In this section a technique will be described which makes it possible to 
display only part of the derivational history of sentences. For this purpose, 
the phrase structure rules are divided into rules for primary nodes and sec-
ondary nodes4. Primary nodes are the normal nodes which have been dealt 
with so far. Secondary nodes are marked in the grammar by putting a zero 
('0') after them. The parser recognizes utterances on the basis of the to-
tal set of rules in the grammar, i.e. rules for both primary and secondary 
nodes. Tree structures are assigned, however, on the basis of only part of the 
derivation of sentences, i.e. the rules for primary nodes. This means that 
not all the rules which are used by the parser in the recognition process will 
be reflected in the final structure. 
Secondary nodes can be used, for example, to produce 'flat' tree struc-
tures on the basis of recursive rules. This technique was referred to before 
on page 90 in the example of the complex NPs. A simplified version of the 
rule for complex NPs could look as follows: 
NP<"complex"> 
NPROWO 
NP 
NPROWO. 
NP ; NP , NPRGWO. 
"een dagen" ; "twee dagen" ; " d r i e dagen" , 
Parsing the NP 'drie dagen twee dagen een dagen' (three days two days one 
days), taken from session 7 with Ergiin, will yield the 'flat' structure: 
(NP<"complex"> (NP d r i e dagen) (NP twee dagen) (NP een dagen ) ) 
instead of the right branching structure: 
(NP<"complex"> (NPROWO (NP d r i e dagen) (NPROWO (NP twee dagen) 
(NPROWO (NP een d a g e n ) ) ) ) ) 
4
 Note that the mechanism of primary and secondary nodes has nothing to do with the 
two levels of an affix grammar. Both primary and secondary nodes are used in first level 
rules. 
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The formalism of primary and secondary nodes has also been used to handle 
the ambiguous lexical analyses which serve as input to SYNTANAL. Recall 
that the output of LEXANAL is a string like: 
(5)*PREP<coagens>|PREP<loc>IPREP<instr>|PREP<temp>I(met)+VERB 
<+fin>|N0UN|(fiets). 
in which the words 'met' (with) and 'fiets' (bicycle) are prefixed with all 
their possible lexical categories, in arbitrary order. In order to speed up the 
parsing process, each lexical category of the string is replaced with a code 
consisting of three integers. Therefore, the string which is actually presented 
to SYNTANAL for analysis looks like this: 
(5)062068067073(met)098041(fiets). 
This string is, in fact, a short notation for 8 possible strings of lexical cate-
gories (4 possible lexical categories for 'met ' combined with 2 possible lexical 
categories for 'nets ' ) . The strings which constitute the output of LEXANAL 
are often highly ambiguous. Suppose, for example, that the utterance 'met 
fiets', whose lexical analysis was presented above, is extended with one word 
which can belong to two lexical categories. In that case, LEXANAL will yield 
a string of lexical categories which is, in fact, a short notation for 16 pos-
sible strings. It will be clear, therefore, tha t longer sentences will yield an 
exponentially growing number of possible strings. 
By using the secondary nodes heuristics, the parser in COMOLA can han-
dle the ambiguous lexical code which constitutes the output of LEXANAL 
without having to handle an exponentially growing number of category 
strings tha t have to be parsed. The basic idea is to solve ambiguity by 
using a kind of 'wild card' technique. The grammar contains the three digit 
codes which represent the lexical categories as terminal symbols and not the 
actual words. The grammar rules parsing the lexical categories look like 
this: 
NOUN 
PREP<"coagens"> 
PREP<"instr"> 
PREP<"loc"> 
PREP<"temp"> 
VERB<"+finM> 
etcetera . . . 
precatO , "041" , postcatO. 
precatO , "062" , postcatO. 
precatO , "067" , postcatO. 
precatO , "068" , postcatO. 
precatO , "073" , postcatO. 
precatO , "098" , postcatO. 
The rewrite symbols precatO and postcatO are rewritten in such a way that, 
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for example, the lexical rules for PREP<"coagens">, PREP<"loc">, PREP<*'instr"> 
and PREP<"temp"> can all match the whole string: 
062068067073(met). 
If the parser recognizes this string as, for example, a PREP<"instr">, the 
non-terminal precatO will match the substring "062068" and postcatO will 
match the substring "073(met)M. 
The part of the parser which assigns tree structures to utterances that 
have been recognized ensures that only primary nodes are printed in the tree 
structure. In fact, of the complete terminal string only the words (and not 
the lexical code in the form of integers) remain as terminal nodes in the tree. 
Coppen (1991) has this to say on the advantages of the approach de-
scribed in the present section: 
"First of all, we get rid of the possibly exponential behavior: 
every sentence to be analyzed produces only one string to be 
parsed after the Lexicalization Component (i.e. LEXANAL in CO-
MOLA, MJ). This string contains all ambiguities found in the first 
stage in a straightforward notation. The parser considers ambi-
guity only where this is syntactically necessary." 
(Coppen, 1991, 305) 
By means of the formalism of primary and secondary nodes, lexical disam-
biguation is carried out automatically within the syntactic component. The 
parser only checks whether a given lexical category of a word can be used, 
if the grammar defines this category at this particular place. This means 
that lexical categories which are not expected by the grammar are not taken 
into consideration by the parser. Lexical categories which are not prompted 
within the structure of the syntax are not considered and, consequently, they 
do not burden the syntactic analysis. For example, suppose that the lexi-
cal analysis of 'met fiets' presented above serves as input to SYNTANAL and 
suppose that the grammar does not contain a rule which combines a prepo-
sition with a verb. In that case, the parser generated from the grammar will 
not consider the lexical category VERB<+f in> for 'fiets', since the syntax does 
not prompt the search for a verb after a prepostion. See Coppen (1991) for 
details. 
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6.3 Syntactic analysis 
The syntactic analysis carried out in COMOLA is based on one grammar for 
all subjects. This grammar has to be constructed by the user of COMOLA 
on the basis of language production data. In the present project, data from 
learners acquiring Dutch as a second language were used. This does not 
mean, however, that COMOLA can only be used to describe L2 Dutch data. 
The structure of the system makes it possible to describe data from L2 learn-
ers of other target languages, or data from LI learners for that matter. In 
the present project, an L2 Dutch grammar was constructed - the so-called 
overall grammar - based on production data from the five Turkish subjects 
in Van Helvert's project and two Turkish and two Moroccan subjects in the 
ESF-project. Each production rule in the overall grammar has been ex-
tended with a variable which indicates for which subject(s) and for which 
session(s) the rule is active. Both the overall grammar and the actual values 
of its variables for the subject whose data are scrutinized constitute the lin-
guistic material on which the syntactic analysis is based. A subject-specific 
grammar can be generated from the overall grammar by replacing the vari-
ables with their values for the subject in question. The values are expressed 
by means of COND-nodes extended with affix values indicating the period dur-
ing which the rules are active. When performing a syntactic analysis of the 
data, the CDND-nodes are used, so that only those analyses are generated 
which are applicable in the data collection session in which the utterance 
under analysis was elicited. In the resulting analyses, it is specified which 
rules have been used, and for which sessions they are active. 
Consider, for example, the utterance: 
mij moeder is baas, 
me mother is boss 
My mother is the boss. 
which was produced by Mohamed in session 7. LEXANAL yields the following 
analysis of this utterance: 
(7)*PR0N<obl.obj> |PR0N<obl_poss> I (mij)*N0UNI (moeder)«COPULA 
<+f in>|VERB<+fin>|VERB<aux_+fin>| (is)*N0UN| (baas) . 
This string constitutes the input to SYNTANAL, which yields the following 
analysis: 
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(S-(Session-7)(S<declarative>-(C0ND<l-26>-)(S<nominal_ 
+subj>-(C0ND<l-19_22-25>-)(NP<subject>-(C0ND<7_14.17-19 
>-)(PRON<obl.poss>-mij )(NOUN-moeder ))(VP<nominal>-( 
C0ND<2-26>-)(C0PULA<+fin>-is )(OBJECT<nominal>-(C0ND< 
l-8.11-26>-) (NP<nominal>-(C0ND<l_4-8_11.14.25>-) (N0UN-
baas ))))))) 
4 analyses rejected 
Note that the CGND-nodes presented in this analysis differ from the C0ND-
nodes which were presented in the description of the formalism in section 
6.2.2.1. The application used to generate this analysis extends each C0ND-
node with an affix in which all occurrences of the rule to which the COND-node 
in question applies have been registered. For example, the node C0ND<2-26> 
indicates that a rule has been used in all sessions between 2 and 26, 2 and 
26 inclusive. The node C0ND<1_4-8_11.14_25>, to give one more example, 
indicates that a rule has been used in sessions 1, 4, 5, 6, 7, 8, 11, 14 and 
25. In chapter 3 it was argued that the best way to determine the period 
during which a rule applies is to register all the sessions in which the rule in 
question occurs. This is exactly the information which is represented in the 
analyses which are generated by means of the application referred to above. 
Since this application provides the most valuable information, I will present 
the analyses yielded by it throughout the remainder of this book. 
In section 6.2.2.1 it was shown that, in the mainframe version of CO-
MOLA, the parsing process yields all "possible" analyses. Next, the incorrect 
analyses are filtered out and only those analyses are retained which are actu-
ally active in the session in which the utterance was elicited for the subject 
whose data are under analysis. These analyses constitute the actual output 
of SYNTANAL. For each utterance it is indicated how many analyses have 
been rejected on the basis of the values of the temporal variables. The out-
put of SYNTANAL is a syntactic analysis in the form of a labelled bracketing. 
COMOLA contains a module, called TREEANAL, which can convert labelled 
bracketings into tree structures (see chapter 7). Here is the tree structure of 
the analysis presented above: 
6.3. SYNTACTIC ANALYSIS 105 
Session S<declaxative> 
<l-26> 
S<nominal_+3ubj> 
<l-19J?2-25> 
NP<subject> 
<7.14-17-19> 
PRON<obl.poss> 
VP<nominal> 
<2-26> 
NOUN COPULA<+fin> 
míj moeder 
OBJECT<nominal> 
<l-8.11-26> 
NP<nominal> 
<l-4-8_ll_14_25> 
NOUN 
baas 
At this point, the reader should have a fairly good idea of what SYNTANAL 
looks like. It should be clear by now that COMOLA is, indeed, a tool with 
which a formal integrated description of the developing rule systems of L2 
learners over time can be presented. Analysing all data from all subjects 
yields an overall grammar which represents all the stages of acquisition of 
all subjects. The grammar contains the combined rule systems of all the 
subjects whose data have been analysed. By setting the temporal variables 
in the overall grammar, rules can be selected in order to chart the devel-
opment over time of all subjects. It is also possible to extract information 
which pertains to a specific stage in the development of a given learner's 
system. 
The design of the overall grammar makes it possible to study the interre-
lationships between syntactic structures. One area in which such interrela-
tionships play a major role is research on the status of so-called unanalysed 
chunks within the linguistic rule systems of language learners. A criterion 
which is often used in order to determine whether a certain fixed combina-
tion of words can be regarded as an unanalysed chunk is whether or not that 
combination of words is related to productive patterns in the linguistic rule 
system of a subject (see, for example, Peters, 1983 for Ll acquisition and 
Wong-Fillmore, 1979 for L2 acquisition). If a construction is not related to 
any productive pattern in the subject's current linguistic system, it can be 
regarded as an unanalysed chunk. 
From the description of COMOLA it will be clear that COMOLA can be 
used to check whether or not chunks are related to other constructions. If 
an utterance is presented to COMOLA which contains a chunk produced by 
a given learner in a given data collection session, the system can tell us, 
from the subject-specific and time-specific information already present in 
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the L2 lexicon and the L2 grammar, whether a chunk should, indeed, be 
regarded as an unanalysed unit or whether there is evidence of either partial 
or complete analysis of the chunk by the learner. On pages 62-65, I briefly 
touched upon the lexical analysis of utterances containing a (supposedly) 
unanalysed chunk and I illustrated how COMOLA can yield lexical evidence 
for the analysis of unanalysed chunks, using utterances containing the word 
'weet' (know) from the adult Turkish subject Mahmut. In this section these 
observations will be slightly extended, but most attention will be paid to the 
syntactic evidence COMOLA can yield for the analysis of Mahmut's utterances 
containing 'weet'. 
Table 6.1 on the next page shows Mahmut's constructions which contain 
a form of the Dutch verb 'weten' (to know). First, some comments on the 
figures in this table have to be made here. It will be remembered that the 
ESF-data used in the COMOLA project consisted of 50 interpretable utter-
ances of more than one word per subject per session and that utterances 
which occurred more than once in the same session were not considered (cf. 
figure 3.1). However, a large part of the utterances occurring more than once 
in the same session is accounted for by utterances like 'weet ik niet' (know 
I not, "I don't know") and 'weet ik' (know I, "I know"). As a consequence, 
I considered it not very insightful to present figures which were only based 
on the data analysed in the present project. I therefore decided to compute 
all the occurrences of the forms of 'weten' (to know) in the entire data set 
(i.e. 27 two-hour sessions), irrespective of whether a particular utterance 
occurred once or more frequently in the same session. For clarity's sake, 
only those constructions which occurred at least three times in the entire 
data set have been included in table 6.1. 
The items in table 6.1 will be discussed in the order of regular occurrence 
in Mahmut's data. Mahmut starts off with the chunk 'weet ik niet', which 
he uses throughout the entire two-and-a-half-year period of data collection. 
Here are some examples illustrating the way in which he uses this chunk: 
(8) jij weet ik niet ik niet verstaan. 
you know-I-not I not understand 
You don't know that I don't understand you. 
(19) ik welke vliegtuig weet ik niet. 
I which airplane know-I-not 
I don't know which air company it is. 
The chunk 'weet ik niet' often occurs with an overt subject in the form 
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of the first person personal pronoun 'ik' (I) (cf. the second example), but, as 
in the first example, the chunk can also occur with other subjects during the 
first eight sessions of data collection. With respect to the initial stages of 
Mahmut's acquisition of L2 Dutch, COMOLA presents both lexical and syn­
tactic evidence that 'weet ik niet' is, indeed, an unanalysed chunk. Firstly, 
Mahmut never uses a form of the Dutch verb 'know' outside the chunk 'weet 
ik niet', and, secondly, his grammar does not contain rules with verbs in ini­
tial position and the subject in second position, and this holds for the entire 
period of data collection. If we present the chunk 'weet ik niet' to COMOLA, 
prefixed with various session numbers, it will never yield an analysis in which 
the chunk is taken apart. A careful study of the values of the variables of 
the relevant rules in Mahmut's grammar shows that he only puts adverbs 
and temporal or locative adjuncts, and occasionally a direct object, before 
the subject. 
The first item to occur regularly alongside the chunk 'weet ik niet' is the 
infinitive 'weten' (to know), which Mahmut uses from session 8 onwards. At 
first, Mahmut mainly uses this infinitive in order to check whether the inter­
locutor understands his utterances: he often asks the question 'jij weten?' 
(you to know?). I assume that there is no relationship between this infinitive 
'weten' and the verb form 'weet' in 'weet ik niet'. Mahmut does not distin­
guish between finite and non-finite verbs. In fact, he only uses non-finite 
verbs, with very few exceptions. The infinitive 'weten' is, therefore, the nor­
mal form in Mahmut's interlanguage variety and it occurs in the position in 
which his verbs normally occur (i.e. in final position). Mahmut's rule system 
contains rules to analyse the utterance 'jij weten?' from its first occurrence 
in session 8 onwards. This is the analysis which COMOLA yields: 
S e s s i o n S < i n t e r r o e a t i v e > ogat i 
<l-27> 
I 
S<verЪа1
т
+8иЪj> 
<l-27> 
NP<subject> VP<verbal> 
<2-27> <1.4-10.13-16.19-20.26> 
PR0N<nom.subj> VERB<-fin> 
j ij veten 
This tree structure displays the developmental history of the utterance 'jij 
weten'. It can be observed that Mahmut's rule system does not contain 
rules to analyse questions consisting of a personal pronoun and a non-finite 
6.3. SYNTACTIC ANALYSIS 109 
transitive verb until session 4. That this analysis cannot be generated in 
session 1 is due to the fact that the rule which rewrites an NP<"subject"> as 
a pronoun is not yet active in that session. In sessions 2 and 3 this analysis 
cannot be generated because the rule which rewrites a VP<"verbal"> as a 
non-finite transitive verb is not active in those sessions. 
Table 6.1 shows that Mahmut uses the affirmative chunk 'weet ik' (know 
I) from session 9 onwards besides the negative chunk 'weet ik niet' (know I 
not). An example of the chunk 'weet ik' is presented below: 
(22) ik alles weet ik. 
I everything know-I 
I know everything. 
Mahmut seems to have discovered that taking 'niet' from the chunk 'weet 
ik niet' results in the positive counterpart of this chunk. His lexicon and 
grammar provide evidence for this hypothesis. From session 1 onwards, 
'niet' (not) is included in his lexicon as an adverb. 'Niet' occurs frequently 
in Mahmut's data. At first, it occurs in fixed combinations with modal verbs, 
such as 'kan niet' (cannot) and as a device to negate adjectives and nouns. 
From session 7 onwards, however, Mahmut often uses the combination 'niet' 
plus main verb. It is probably this development that makes it possible for 
him to free 'niet' from the chunk 'weet ik niet'. 
The rule which places the negative element before the verb also enables 
Mahmut to construct the negative counterpart of the infinitive 'weten' (to 
know), namely 'niet weten' (not to know), which he produces from session 
12 onwards. Furthermore, he regularly constructs 'niet weet ik' (not know 
I) from session 13 onwards, as a negative counterpart of 'weet ik' (know I). 
Here are some examples: 
(12) ik niet weten. 
I not know<inf> 
I don't know. 
(13) ik niet weet ik. 
I not know-I 
I don't know. 
(25) hij ook niet weet ik. 
he also not know-I 
He doesn't know either. 
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In addition, Mahmut uses the negative construction 'weet niet' (know not), 
between session 8 and 25. 'Weet niet' always occurs directly after the subject 
or sentence-initial position in subjectless sentences, whereas other construc-
tions containing 'weet' can also occur in other positions. An example of the 
construction 'weet niet' is presented below: 
(19) weet niet die kant. 
know-not that side 
(I) don't know (which country is) on that side. 
The construction 'weet niet' has the status of an unanalysed chunk. Firstly, 
Mahmut does not use the finite verb 'weet' in isolation. Secondly, his gram-
mar does not contain rules in which the finite verb occurs in second position 
and is followed by a negating device. I assume that the chunk 'weet niet' is 
an imitation of a construction which frequently occurred in the input. 
To sum up, by session 19, Mahmut has four competing forms to express 
the concept of 'not knowing': 
possible subject not knowing 
ik (I) weet ik niet (know-I-not) 
ik (I) niet weet ik (not know-I) 
ik (I) / jij (you)5 weet niet (know-not) 
ik (I) / other niet weten (not to know) 
However, Mahmut's development does not stop here. The form 'niet weten' 
(not to know) and the form 'ik weet niet' (I know not) disappear. In addition 
to 'weet ik niet' (know I not), Mahmut uses its positive counterpart 'weet 
ik wel', in which the affirmative 'wel' emphasizes the affirmative function, 
from session 22 onwards. The form 'niet weet ik' (not know I) reappears in 
session 23, but from now on its subject is not 'ik' (I), but another person. 
So, at the end of the two-and-a-half-year period, Mahmut distinguishes be-
tween 'weet ik niet' for the first person singular and 'niet weet ik' for other 
subjects. Furthermore, the affirmative chunk 'weet ik', which was at first 
used alongside the infinitive 'weten', is now preferred (cf. table 6.1). 
A bird's-eye view of Mahmut's development over 27 months with respect 
to the chunk 'weet ik niet', shows that, although he is able to analyse a 
part of this chunk and to free the negative word 'niet', his grammatical rule 
system does not enable him to separate 'weet' and 'ik', because it does not 
contain the relevant rules. 
5 lJ i j ' (you) occurs only once as a subject in this construction. 
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If we consider an example from the second Turkish subject Ergiin, who 
also uses 'weet ik niet' as a chunk, we can observe that at a given moment 
his rule system contains the relevant rules for analysis. If the chunk 'weet ik 
niet', produced by Ergün in session 18, is presented to COMOLA for analysis, 
COMOLA yields two analyses, which are presented below. 
Session 
18 
S<declarative> 
<l-26> 
S<verbal-> 
<l-26> 
VP<verbal> 
<1-4-7-10-16Л8-19_23-25> 
FORMULA 
weet ik niet 
Session 
18 
C0MP<yerb> 
<8.16-18_22-26> 
VERB<+fin> 
weet 
S<declarative> 
<1.4-13.16-26> 
SBAR<verbal.+subj > 
<8-16.18-22-23-26> 
S<verbal.tracefof-verb> 
<8_16-18.22-26> 
NP<subject> 
<l-26> 
PRON<nom_subj> 
ik 
VP<verbal-trace_of _verb> 
<8Л8-22-23> 
ADVERB 
níet 
The first tree structure displays an analysis in which 'weet ik niet' is re-
garded as an unanalysed chunk: the utterance consists of the FORMULA 'weet 
ik niet'. The second tree structure, however, shows that Ergiin's rule system 
in session 18 contains enough rules to analyse the chunk: it contains rules 
which place the verb in initial position and the subject in second position. 
Thus, Ergiin's rule system is potentially rich enough for him to be able to 
analyse the chunk further. 
This chapter contained an extensive description of COMOLA's syntactic com-
ponent SYNTANAL. In the present section I considered the syntactic analysis 
carried out by COMOLA in some detail, using an extensive example illustrat-
ing the analysis of unanalysed chunks. Finally, to conclude this chapter, I 
112 CHAPTER 6. SYNTANAL 
will make some observations on the implementation of SYNTANAL in the next 
section. 
6.4 Implementation 
Figure 6.2 on the next page displays the syntactic component of COMOLA in 
some detail. Using COMOLA, one might get the impression that its syntactic 
module SYNTANAL runs with the aid of no more than the overall grammar 
and the condition files for the various subjects. However, some additional 
formal machinery is needed in order to enable SYNTANAL to do its work. It 
has been noted before that, for a syntactic analysis to be carried out, a gram-
mar has to be converted into a parser. Figure 6.2 shows the process by which 
the overall grammar which constitutes the core of SYNTANAL is converted 
into a subject-specific parser. The following steps can be distinguished in 
this process: 
1. The overall grammar, which is an affix grammar, is transformed into an 
equivalent context-free phrase structure grammar. This step is taken 
care of by a computer program called BLOWUP which has been written 
in SPITBOL by Peter-Arno Coppen from the Department of Language 
and Speech of the University of Nijmegen. 
2. The context-free overall grammar which results from BLOWUP func-
tions as input to another SPITBOL program called PREPARE, PREPARE 
generates a subject-specific grammar on the basis of the overall gram-
mar and the set of grammatical conditions for a given subject. In PRE-
PARE, the variables in the overall grammar are replaced by their actual 
values for the subject in question. This process yields a subject-specific 
grammar in which each production rule is extended with a COND-node 
indicating in which period the rule is active. 
3. The subject-specific grammar which is the outcome of step 2 is con-
verted into a parser by the parser generator developed by Meijer (1986). 
The current version of the COMOLA system has been implemented on a 
VM/CMS mainframe. The parser which is currently used in COMOLA can per-
form efficient analyses on the basis of context-free phrase structure gram-
mars. It returns analyses in the form of a parse tree reflecting the derivational 
history of the sentence. The parse tree is returned as a two-dimensional ar-
ray containing all left and right calls of non-terminals and all terminal calls. 
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Figure 6.2: SYNTANAL. 
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Labelled bracketing, for example, is produced by scanning the array and 
providing the appropriate output for each element of the array. This is done 
in an autonomous component of the parser, called the analyser. The analyser 
is called each time a parse tree is completed. 
Obviously, using different kinds of analysers can add to the descriptive 
power of the parser as a whole. For example, if the analyser is used as a 
mechanism to filter the analyses made by the context-free parser, context-
sensitive subsets of the context-free language can be selected. It is this 
technique that has been implemented in the COMOLA system. 
It will be remembered that all the conditions must be mentioned in a rule 
producing only the empty alternative. The result of this is that the grammar 
is used in the parser as if there were no conditions at all. All analyses are 
produced and consequently result in a call to the analyser. In the subsequent 
scanning of the array, the integer parsed by the node Session is stored in 
memory, and when the analyser comes across a condition, this condition is 
evaluated with this integer as a first term. If the conditon fails, the scanning 
procedure will be aborted and the analyser will produce no output for this 
analysis. The analyser keeps track of the number of analyses filtered out, 
and reports this number at the end of the entire parsing process (cf. chapter 
4)· 
Chapter 7 
The output of COMOLA 
In this chapter some attention will be paid to the layout component of CO-
MOLA. After reading the previous chapters, it should be clear what happens 
when an utterance is presented to COMOLA for analysis: firstly, it is lex-
icalized in LEXANAL; next, it is analysed syntactically in SYNTANAL. The 
output of SYNTANAL consists of one or more syntactic analyses in the form of 
labelled bracketings. However, the user of the system might have reasons to 
prefer output in a different format. For example, the user of COMOLA might 
find the labelled bracketings very hard to read. For this reason, COMOLA 
provides the option of converting labelled bracketings into tree structures. 
Note that this entails no more than translating one output format into an-
other. The labelled bracketings and the tree structures contain exactly the 
same linguistic information. Of course, the labelled bracketings could also 
be converted into other output formats than tree structures. In this chapter, 
I will not only describe the conversion of labelled bracketings into tree struc-
tures, but also consider the possibility of converting them into an output 
format which is accepted as input by the Linguistic Database mentioned in 
chapter 1. 
7.1 TREE AN AL 
The COMOLA module TREEANAL accepts a labelled bracketing as input and 
has as output a tree structure which is easier to read. TREEANAL consists of 
a computer program written in SPITBOL, which has been developed by Peter-
Arno Coppen at the Computational Linguistics Section of the Department 
of Language and Speech at the University of Nijmegen. 
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Suppose that the following labelled bracketing serves as input to TREE-
ANAL: 
(S-(Session-2)(S<declarative>-(C0ND<l-27>-)(S<verbal_ 
+subj>-(C0ND<l-27>-)(NP<subject>-(C0ND<2-27>-)(PR0N< 
nom_subj>-ik))(VP<verbal>-(C0ND<2-4_7-8_ll-13_16-17-22 
_25_27>-) (NP<direct_object>-(C0ND<l-27>-) (NDUN-auto) ) ( 
VERB<tr_-fіп>-кор п))))) 
In TREEANAL, the COND-symbols are removed, but the values registered in 
the affixes are, of course, retained. For layout reasons the sister(s) of the 
CGND-nodes are printed as daughters of these nodes in the tree structures. 
TREEANAL yields the following tree structure for the labelled bracketing 
given above: 
Session 
NP<subject> 
<2-27> 
PRON<nom-subj> 
ik 
S<declaxative> 
<l-27> 
S<verbal +subj> 
<l-27> 
VP<verbal> 
<2-4_7-8_ll-13_16-17_22_25_27> 
OBJECT<direet> 
<l-27> 
VERB<tr -fin> 
NP<direct1object> 
<l-27> 
NOUN 
auto kopen 
In this figure, the syntactic structure of Mahmut's utterance 'ik auto kopen' 
is displayed in a clear fashion. Remember that I have analysed 50 consec­
utive utterances per subject per session (see chapter 3). This means that 
I have assigned a value to the variable of each rule which was used in a 
particular session. All this information is represented in the tree structure. 
As a consequence, the developmental history of each rule which is used in 
this utterance is easy to follow. The utterance consists of a verbal declar­
ative sentence with a subject. Mahmut used such sentences from session 1 
to session 27, that is, in all sessions. The utterance consists of a subject 
and a VP. The subject can be rewritten as a pronoun from session 2 to ses­
sion 27, a VP can consist of an NP<direct.object> followed by a non-finite 
transitive verb in sessions 2-4, 7-8, 11-13, 16-17, 22, 25 and 27. Finally, the 
NP<direct_object> can be rewritten as a NOUN from session 1 to 27. 
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Thus, although the conversion of labelled bracketings into tree structures 
is merely a layout question, it is a very convenient instrument for checking 
the analyses yielded by SYNTANAL. 
7.2 LDBANAL 
In the present project, COMOLA was applied to the analysis of two L2 Dutch 
corpora: Van Helvert's corpus and the Dutch ESF-corpus (see chapter 2). 
As a consequence, the project has yielded two analysed corpora of L2 Dutch. 
'Analysed' in this context means that there is at least one analysis for each 
utterance selected as input to COMOLA (cf. chapter 3) and that this analysis 
contains the following information: 
• the utterance and the session number 
• the constituent structure of the utterance 
• the functions of the major constituents in the utterance 
• information concerning the developmental history of the utterance 
In addition, the project has yielded an overall grammar from which informa-
tion can be extracted which pertains to the syntactic rules used by a given 
learner at a given stage of L2 development as well as information regarding 
the syntactic development over time of various subjects. However, although 
it is very easy to examine whether a particular rule is used in a particular 
session by the subjects, it is not possible to check how often a rule is used 
in each session. Of course, information about the frequency with which the 
various rules were used during the acquisition process is by no means trivial: 
a rule which is used only once in a session does not have the same status 
within the linguistic rule system as a whole as a rule which is used twenty 
times per session. However, the fact that COMOLA cannot handle frequen-
cies should not be regarded as constituting a shortcoming of the system, 
because other tools are available which have been designed specifically for 
this purpose. 
Such a tool is, in fact, available at the Corpus Linguistics Section of the 
Department of Language and Speech at the University of Nijmegen. This 
tool, the Linguistic Database (LDB), has been described extensively by Van 
Halteren and Van den Heuvel (1990). The LDB was designed with a view to 
exploring syntactically analysed corpora. Thus, the input to the LDB is a 
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corpus of analyses rather than a corpus of sentences. The LDB, then, can be 
used to examine the analyses stored. One can put questions to the LDB in 
syntactic terms and by formulating such questions analyses can be selected, 
provided that the relevant syntactic information has been included in the 
analyses. For example, the user can ask for all the sentences containing a 
non-finite transitive verb in final position. 
The output of COMOLA is a syntactic analysis. This analysis is in prin-
ciple suitable as input to the LDB1: only the format has to be adapted. 
For reasons of time, this adjustment was not carried out within the present 
project. In order to make COMOLA's output suitable as input to the LDB, 
only that particular analysis of each utterance which reflects the meaning 
intended by the subject has to be converted into LDB format and stored. 
In this way information can be obtained about the frequencies with which 
rules are used by the subjects in our corpora. If the analysed corpora yielded 
by COMOLA are stored in the LDB, questions can be asked about their con-
tents in terms of structural and/or functional relationships. For example: 
• How many times in session 14 does subject X use an NP in which the 
adjective occurs after the noun? 
• How many utterances from subject Y does the corpus contain in which 
a constituent with a locative function precedes a constituent with a 
temporal function, and how many times does the reverse occur? 
• How many utterances with a PP consisting of a preposition followed 
by its complement occur in the data of the Moroccan and the Turkish 
subjects respectively? 
• Which subject(s) produced utterances containing topicalized direct ob-
jects without inverting subject and finite verb? 
The relevance of such questions for further explorations of the analysed cor-
pora will be clear. 
As was pointed out above, a tool like the LDB accepts a corpus of analy-
ses as input. COMOLA yields syntactic analyses of language development 
data within a reasonably short period of time. We have seen that a tool like 
the LDB could be very useful for a further exploitation of corpora which have 
been analysed with the aid of COMOLA. In fact, the combination of COMOLA 
and the LDB would constitute a very powerful instrument in research on 
1Hans van Halteren, personal communication. 
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syntactic development. For this reason, it was decided to extent the layout 
component of COMOLA with the prototype of a computer program called 
LDBANAL. LDBANAL can be used to convert the labelled bracketings which 
constitute the output of SYNTANAL into a format which can be handled by 
the LDB. 
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Chapter 8 
A brief summary 
The second part of this book dealt with the COMOLA system, which was 
designed for the syntactic analysis of L2 production data. In chapter 4 
a brief outline of COMOLA was presented. The various components of the 
system were described in chapters 5, 6 and 7. On the basis of the information 
presented in these chapters, we can now expand figure 4.1, which displayed 
the various components of COMOLA, and present a more detailed picture of 
the system; for which see figure 8.1 on the next page. Since the contents of 
the individual components were described extensively in the previous three 
chapters, I will here limit myself to making a few brief observations. 
The two modules LEXANAL and SYNTANAL form the core of the COMOLA 
system. They carry out a lexical and a syntactic analysis, respectively. The 
reader will have noticed that, in order to be able to work with COMOLA, 
the L2 researcher does not have to have any (detailed) knowledge of the 
computer programs on which these modules run. It is assumed that the 
user of COMOLA is interested in the developmental patterns in the language 
production data under investigation rather than in the technicalities of the 
tool he uses for his research. 
With the aid of COMOLA, an integrated description of the linguistic rule 
systems of various subjects over time can be developed. First of all, the user 
of COMOLA has to construct a lexicon and a set of lexical conditions repre-
senting development over time in the vocabularies of language learners. LEX-
ANAL uses this information in the lexical analysis of the data. Next, the user 
of COMOLA has to construct a grammar and a set of grammatical conditions 
representing the development over time in the learners' linguistic rule sys-
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Figure 8.1: The COMOLA system. 
terns. The syntactic analysis, which is carried out by SYNTANAL, is based on 
this grammar and the temporal conditions for the subject whose data are 
under analysis. The temporal conditions are used in the analysis, so that 
only those analyses are generated which apply in the data collection session 
in question. 
In the layout component, the analyses yielded by COMOLA can be in-
spected and prepared for further use. Whenever the user leaves the CO-
MOLA system, a diary is presented in which all the changes made in the 
overall grammar during the most recent analysis have been registered. The 
user can add comments to these changes, so that he can later retrieve infor-
mation on his reasons for adapting the grammar. 
123 
These brief observations with respect to figure 8.1 conclude the descrip-
tion of the COMOLA system. I hope to have shown in this part of the book 
that the methodological considerations presented in chapter 3 and the con-
siderations with respect to the contents of the COMOLA system presented 
in chapters 4-7 have resulted in a well-founded system for the description 
and analysis of language development data, which can be usefully applied 
in research on language acquisition. In order to substantiate the last claim, 
COMOLA was applied to the analysis of data from the ESF-corpus and Van 
Helvert's corpus. Some results of these analyses will be presented in the next 
part of this book. 
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Part III 
L2 Dutch syntax 
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Chapter 9 
The overall grammar 
This chapter contains an overview of the L2 Dutch grammar which was 
developed within the present project. Some observations with respect to the 
overall grammar have already been made in previous chapters. In chapter 
3 it was argued that a grammar for the description of language acquisition 
data should consider both the form and the function of the constituents 
in learners' utterances. Furthermore, such a grammar should be able to 
describe developments over time in learners' rule systems. In chapter 6 it 
was shown that the affix grammar formalism is a very suitable one for the 
construction of such a grammar. 
Within the present project, an L2 Dutch overall grammar based on pro-
duction data from nine subjects was developed. For reasons of space and 
clarity, I have decided to refrain from presenting the overall grammar in its 
entirety. The grammar contains more than 600 production rules and some 
50 to 60 pages of text would be needed to present it in full. It is also highly 
doubtful whether such a presentation would be very profitable, as it would 
require a considerable investment of time for the reader to familiarize himself 
with such an extensive grammar. Instead, I will give an overview in the form 
of a description of the major constituents of the grammar and the types of 
structures accounted for in each of these constituents. 
The organization of this chapter is as follows. Sections 9.1-9.5 discuss 
the S-rules, VP-rules, NP-rules, AP-rules and PP-rules, respectively. Each group 
of rules will be illustrated extensively with data from the adult Moroccan 
subject Mohamed. Of the linguistic rule systems of the nine subjects consid-
ered in this study, Mohamed's is the most eleborate one. It can, therefore, 
be used to illustrate most of the rules in the grammar. Occasionally, exam-
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pies from other subjects will also be given. It should be noted that sections 
9.1-9.5 contain a static description of the overall grammar. That is to say: 
the content of the grammar is described without paying attention to the 
developmental aspects of the rules manifested in the subjects' data. The de-
scription is just a blueprint of the entire grammar. The observant reader will 
notice that the production rules presented in these sections do not contain 
variables which relate to temporal aspects of the rules in question. These 
variables have been left out for reasons of clarity. They are, of course, part 
of the actual overall grammar. Section 9.6, finally, presents a more dynamic 
perspective: it illustrates parameterization of the grammar for the NP-rules. 
The first part of this section concentrates on intrasubject development: it 
contains an overview of the development of NP-rules for one of the children 
in Van Helvert's project. In the second part of the section, some attention 
will be paid to intersubject variation: the development of a few NP-rules will 
be compared, using data from the five children in Van Helvert's project. 
9.1 S-rules 
The overall grammar contains all the rules needed to analyse all the data 
from all the subjects. The data which are subjected to analysis have the fol-
lowing format: each L2 utterance is preceded by an integer between paren-
theses indicating the session of data collection and is closed by a period, a 
question mark or an exclamation mark. Here is an example from Mohamed: 
(26) hij heeft twee vriendin. 
he has two girlfriend 
The base rule of the overall grammar describes all the utterances: 
S : Session , S<STYPE> , INTERP<STYPE>. 
The bare S without any affixes is the root symbol of the overall grammar. 
The Session symbol is rewritten in the fragment presented in chapter 6 on 
page 92. The affix STYPE which has been added to S and INTERP in the 
base rule indicates the communicative function of the utterance. Its values 
are "declarative", "interrogative" or "imperative". The actual value of 
the affix STYPE is determined by the input: the punctuation mark, which is 
referred to in the non-terminal INTERP<STYPE>, indicates the communicative 
function by means of the following three rewrite rules: 
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INTERP<"declarative"> 
INTERP<"int errogat ive"> 
INTERP<"imperative'^ : "!". 
As a result of the affix heuristics, a sentence which ends in a period will 
only activate an S<"declarative">, and sentences which end in a question 
mark or an exclamation mark will only activate an S<"interrogative"> and 
an S<"imperative">, respectively. 
For reasons of time, I have not paid special attention to imperative utter-
ances in the learners' data. Each imperative utterance has been analysed as 
an S<"imperative"> and, consequently, such utterances can easily be traced 
in the corpus of analyses, and are, therefore, available for future study. 
The remainder of this section, then, will be confined to the description 
of declarative and interrogative sentences. An S<"declarative"> and an 
S<"interrogative"> can have various expansions. The most elementary con-
struction consists of another S which has been extended with the affix PRED 
whose values are "nominal" or "verbal". The affix value "nominal" refers 
to predicative constructions, the affix value "verbal" refers to all other con-
structions. An S<PRED> is rewritten as follows: 
S<PRED> : NP<"subject"> , VP<PRED> ; 
VP<PRED> , NP<"subject"> ; 
VP<PRED>. 
The first and third alternatives of this rule occur frequently in the learners' 
data, the second alternative (VP, NP) occurs only occasionally. 
The S<PRED>-rule is activated if there is no explicit evidence of verb second 
and/or topicalization in a subject's utterances. Consider, for example, the 
following utterance produced by Mohamed in session 1: 
(1) hij blijf in school. 
he stay<stem> in school 
In the early sessions, most of Mohamed's utterances exhibit the word order 
pattern SVX, in which X can be anything. It can also be empty. However, 
this word order pattern cannot be regarded as constituting an instantiation 
of a verb second pattern, in which the finite verb occurs in second position. 
First of all, Mohamed does not use finite verbs at all in the early sessions; 
most of the time he uses a verb form which resembles the stem of Dutch verbs. 
The finite form in the example given above, for instance, would have been 
'blijft' in standard Dutch. Instead, Mohamed uses the stem 'blijf'. Secondly, 
a careful analysis of Mohamed's data shows that, initially, he assumes that 
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Dutch is a language in which the verb is placed immediately after the subject. 
This means that he adopts the pattern which was referred to as an SVX 
pattern before. From session 1 onwards, a topicalized constituent (T) can 
precede this pattern. At first, however, topicalization does not affect the 
order of the constituents in the rest of the sentence; they occur in the basic 
order SVX, thus yielding the pattern TSVX in sentences with topicalized 
constituents. As a consequence, sentences like 'hij blijf in school' should 
not be interpreted as constituting evidence for a finite main verb in verb 
second position and topicalization of the subject. Hence, the elementary 
S<PRED>-rule consisting of an NP<"subject"> and a VP<PRED> is activated in 
this case. 
The second expansion ofS<"declarative"> and S<"interrogative"> is an 
SBAR. An SBAR always contains one topicalized constituent. Furthermore, it 
has to contain a subject directly after the topicalized element. The frame of 
the SBAR-rule is therefore: 
SBAR<PRED> : COMP , S<PRED,"+subj">. 
AD alternatives of S<PRED,"+subj"> start with a subject. The topicalized 
element in an SBAR is always analysed as a daughter of COMP, irrespective of 
its function. COMP may contain three kinds of constituents. This is expressed 
by means of the following affixes: 
• C0MP<VERB> contains all kinds of verbs. 
• C0MP<ARG> has been designed as the landing site for arguments. In the 
overall grammar, the argument can be a direct object or a predicate 
nominal. 
• C0MP<N0NVERBARG> indicates that COMP contains neither verbs nor argu-
ments, but other elements, such as temporal or locative adjuncts. 
By way of example, let us again consider Mohamed's early topicalizations 
in some detail. Mohamed first topicalizes temporal constituents (adverbs, 
NPs and PPs). He does this, because he has not yet acquired any other 
means of expressing temporal relations (for example, past tense verb forms or 
subordinate temporal clauses). Take, for example, the following utterances 
which were elicited in session 10: 
(10) twee dagen ik slaap bij mijn vriend, 
two days I sleep with my friend 
For two days I slept at my friend's place. 
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(10) en gisteren ik slaap bij mij oom. 
and yesterday I sleep with me uncle 
And yesterday I slept at my uncle's place. 
In the early sessions, Mohamed also topicalizes locative adjuncts. In all the 
analyses of instantiations of topicalization such as the ones referred to above, 
COMP contains an element which has been placed in the category indicated 
with the affix NONVERBARG. Hence, both the temporal NP and the adverb are 
analysed as daughters of COMP in the examples presented above. This kind 
of topicalization is the most frequent one in the learners' utterances. 
Mohamed also places other elements before the subject, namely the 
modal verbs 'moet' (must) and 'kan' (can). Dutch has inversion of sub­
ject and finite verb in interrogative sentences. Mohamed, however, always 
places 'moet' before the subject, not only in interrogative sentences, but also 
in declarative ones. Klein and Perdue (1992) also noticed cases of preposing 
of modal verbs by Mohamed, elicited in session 18 in a film retelling task. 
Their observations are cited here: 
"This preposing of V/ seems somewhat bizarre at first. But 
such constructions are not uncommon in everyday spoken Dutch 
where they (are, MJ) probably best analysed as topic deletion: 
In all such cases, the utterance could be preceded by an adverbial 
like nou "now" or dan "then". Such an introductory adverbial 
would make them perfectly target-like (...). Remarkably enough, 
Mohamed uses this construction only in "quoted speech". So, he 
seems sensitive to peculiarities of spoken language at this point." 
(Klein and Perdue, 1992, 219) 
Jansen (1981) reports on syntactic constructions in spoken Dutch. In chapter 
5 he discusses the deletion of the first part of sentences. His findings show 
that deletion of the constituent which occurs in sentence-initial position is, 
indeed, not uncommon in spoken Dutch. Temporal adverbs, for example, 
were deleted in 10% of the possible cases in his data. Here is an example: 
daar deed ik eindeksamen HBS / В 1 / he / (toen) ben ik in dienst 
gegaan. 
there did I exam HBS / В / interjection / (then) have I in 
military.service gone 
There I took my finals (and then) I joined the Forces. 
(Jansen, 1981, 115). 
^ B S - B is a former Dutch high school type. 
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Note that deletion of the first element ('toen') in the second sentence leads 
to a verb-initial structure. As Dutch has an obligatory verb second rule in 
main clauses, deletion of the first constituent in declarative main clauses 
will always yield a structure with a verb in sentence-initial position. Fur-
thermore, Dutch yes/no questions exhibit inversion of subject and verb and 
they also contain a verb in sentence-initial position. Consider, for example, 
the following utterance: 
Eet jij vaak aardappelen? 
Eat you often potatoes 
Do you often eat potatoes? 
Thus, Dutch has more utterances with verbs in first position than one would 
expect at first glance. Therefore, Klein and Perdue's suggestion that Mo-
hamed may have noticed the verb first structure in the input seems clearly 
justified. However, their observation that Mohamed's use of the construc-
tion with a modal verb in initial position is restricted to quoted speech is not 
confirmed by the data. It holds for the greater part of the film retelling Klein 
and Perdue refer to, but it certainly does not hold for the rest of the data. 
Mohamed's free conversations contain many examples of preposed 'moet' 
and 'kan' (can) outside the domain of quoted speech. Take, for example, the 
following utterances in which Mohamed tells the interlocutor what he has 
to do in order to arrive at work in time: 
(13) moet ik ieder dag om negen uur naar bed toe. (..) 
must I every day at nine hour to bed 
(13) moet ik om vijf uur staan. (..) 
must I at five hour stand 
(13) moet ik eerst kwartier auto wassen (..) 
must I f i r s t quarter.of.an.hour car wash 
(13) moet ik eerst mijn eten maken. (..) 
must I f i r s t my food prepare 
Klein and Perdue's observation can be accounted for by the fact that they 
only analysed film retellings. In these retellings, the learners often use quoted 
speech in order to render dialogues between participants in the film. Mo-
hamed, too, uses a lot of quoted speech in order to retell the contents of 
the film. The verb 'moet' occurs frequently in these quotations, because the 
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participants in the film give orders to each other. However, session 18 - from 
which the retelling is taken - also contains a play scene. In this play scene, 
preposing of 'moet' is also found in declarative sentences without quota-
tions. It has to be concluded, therefore, that Klein and Perdue's statement 
that "Remarkably enough, Mohamed uses this construction only in "quoted 
speech" " (cf. the quote on page 131) is not supported by the evidence when 
the data on 'moet' from other tasks are taken into consideration. 
Now, let us return to the overall grammar and consider the analysis it 
yields of Mohamed's utterance 'moet ik eerst mijn eten maken' (cf. figure 
9.1 on. the next page)2. This tree structure reflects the application of, inter 
alia, a rule like: 
SBAR<Hverbal",,,+subj"> : 
C0HP<"Vmod"> , S<"verbal","trace_ofl,)"Vmod">. 
In this analysis, COMP contains the modal 'moet', which has been placed in 
the category indicated with the affix VERB: "Vmod" is one of the values of 
VERB. The S contains a trace of the VERB. Verbs are only topicalized by the 
more advanced subjects, but these subjects still produce topicalized nonver-
bal constituents, although their percentage decreases over time. Topicalized 
arguments occur only occasionally under COMP. If direct objects are topi-
calized, they mostly occur with a topicalized verb. This phenomenon has 
been observed in other L2 Dutch data as well. Lalleman (1983) reports on 
a cross-sectional study of eight Moroccan and eight Turkish foreign workers 
acquiring L2 Dutch. Each informant was interviewed for 30 to 45 minutes. 
Lalleman reports the following results with respect to topicalized direct ob-
jects: she found 47 instances of the word order pattern OBJ V S X, whereas 
she found only one utterance with the incorrect order OBJ S V X: 
"In sentences with preposed adverbs the verb is regularly placed 
in the third (incorrect) position, whereas the preposing of objects 
nearly categorically results in correct word order. There is only 
one exception: 
dat andere mensen wel zeggen 
that other people do say" 
(Lalleman, 1983, 49) 
2Since the present section and the next four sections are not primarily concerned with 
developmental aspects of the constituents in the learners' utterances, the temporal infor-
mation has been left out of the tree structures in these sections. 
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To sum up, the overall grammar contains three production rules for an SBAR, 
depending on the nature of the topicalized constituent: 
SBAR<PRED> : COMP<NONVERBARG> , S<PRED> ; 
C0MP<VERB> , S<PRED,"trace_of",VERB> ; 
C0MP<ARG> , S<PRED,"trace_of",ARG>. 
Both arguments and verbs leave a trace in S, which is inherited by VP (cf., for 
example, the tree structure on page 134). I have opted for this description, 
because I wanted to indicate that what we are concerned with here is a 
real topicalization and not just a sentence-initial adjunct which indicates 
the temporal or locative setting of the utterance. 
So far, two expansions of S<"declarative"> and S<"interrogative"> have 
been presented: an S<PRED> which does not contain a topicalized constituent 
and an SBAR<PRED> which contains one topicalized constituent. The last 
structure to be described in the grammar is a structure with two constituents 
occurring before the subject. For this reason, an extra S-level has been added 
to the grammar: 
S2BAR : TOP , SBAR. 
The first topicalized element is placed in TOP and the second one in COMP. 
TOP may contain a wh-word, a non-argument, a direct object or a predicate 
nominal. The contents of TOP are described by means of two affixes, which 
were introduced before in our discussion of COMP, namely the affixes ARG and 
NONVERBARG. Of course, the affix PRED also plays a role in the S2BAR-rule. 
Thus, the overall grammar contains the following rule: 
S2BAR<PRED> : T0P<N0NVERBARG> , SBAR<PRED>; 
T0P<ARG> , SBAR<PRED,"trace_of",ARG>. 
If the first rule is applied (and, consequently, TOP does not contain an ar-
gument), the SBAR<PRED>-rule is called. In this rule, COMP may contain an 
argument. On the other hand, if TOP contains an argument (cf. the second 
alternative above), SBAR<PRED,"trace_of",ARG> is called. The COMP in this 
rule cannot contain an argument. Hence, if TOP contains an argument, COMP 
cannot contain an argument (see also the survey of S-rules on page 138). 
To illustrate the structures described by the S2BAR-ruIe, Mohamed's data 
will be used once more. When Mohamed topicalizes two constituents during 
the first nine months of the study, both are non-arguments as a rule. In 
addition, there are a few utterances which contain a topicalized wh-word and 
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a verb, but they are utterances like 'wat zegt u?' (what do you say?) which 
he has probably acquired as unanalysed chunks. From session 16 onwards, 
many utterances containing a topicalized constituent exhibit inversion of 
subject and verb. For example: 
(26) die heb ik niet gekocht. 
that.one have I not bought 
In this example, the direct object 'die' will be placed under T0P<ARG> and the 
auxiliary 'heb' under C0MP<VERB>. Incidentally, topicalization of direct ob-
jects is limited in Mohamed's L2 Dutch; it is restricted to the demonstrative 
pronouns 'die' and 'dat': 
(22) die heb ik gespaard van dees jaar. 
that have I saved of this year 
When he topicalizes a full NP, he places this NP before the 'die' construction. 
For example: 
(26) die Toyota die heb ik naar de sloop gebrengd. 
that Toyota that have I to the scrapyard taken 
Interestingly, the only time that Mohamed topicalizes a full NP functioning 
as a direct object without the extra 'die' during the period in which he uses 
this 'NP die' construction, inversion does not occur: 
(22) die kleren wij hebben ook daar. 
those clothes we have also there 
It should be noted that the topicalization of 'die Toyota' and 'die' in the ex-
ample above from session 26 is the only structure we have seen so far which 
could be described in terms of topicalization of two arguments. However, 
this construction is a special one: the second NP 'die' is coreferential with the 
Toyota introduced by means of the first NP. This construction is comparable 
with a construction functioning as a subject in Mohamed's data which con-
sists of a left-dislocated NP followed by the subject pronoun 'hij' (he). For 
example: 
(26) mij vader hij rookt bij mij. 
me father he smokes with me 
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This construction has also been noticed by Broeder and by Klein and Perdue 
(Broeder, 1991, 144-145; Klein and Perdue, 1992, 219). They note that the 
construction occurs rarely (Klein and Perdue) or not at all (Broeder) in cycle 
3 (session 19-27). I found, however, at least ten instances of it in cycle 3 (e.g. 
the example given above). With respect to the function of this construction, 
Klein and Perdue note that it is mainly used in the case of reintroduction 
with topic shift. With respect to its form, Broeder (1991, 149-150) argues 
that this construction may result from LI influence. In Moroccan Arabic 
fronting of NPs in focus occurs quite frequently. Such NPs are followed by a 
pause and they are coreferential with a pronoun occurring later in the same 
utterance (cf. Harrell, 1962, 161). 
However, it must be noted that such constructions are also used in Dutch 
(cf., for example Geerts et ai, 1984, 920). The only difference with Mo-
hamed's subject construction is that the second NP always consists of a 
demonstrative pronoun in Dutch. For example: 
Mijn vader die heeft altijd hard gewerkt, 
my father that has always hard worked 
My father he always worked hard. 
It is reasonable to assume that Mohamed has noticed such constructions in 
the input. He uses 'hij' for coreference with human subjects and, only very 
occasionally, demonstrative pronouns for coreference with other subjects. 
For example: 
(19) die schuld dat is niet voor mij. 
that fault that is not for me 
It's not my fault. 
He also uses demonstrative pronouns for coreference with direct objects, as 
was shown in (26) in the Toyota example. 
It should be concluded, then, that this construction seems to result from 
source and target language influences working in tandem. Such combined 
influence has been observed before in other constructions in L2 Dutch data 
(cf., for example, Jansen et ai, 1981; Coenen and Van Hout, 1987). 
Since the cases of topicalization referred to before constitute a special 
case in the sense that the two topicalized NPs are used to refer to the same 
referent, I decided to refrain from adapting the grammar, to stick to the 
current design in which topicalization of two arguments is ruled out and 
to introduce two additional rules. The first one rewrites a subject as two 
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NPs, the latter of which has to be filled with either a subject pronoun or a 
demonstrative pronoun. The second one rewrites a topicalized direct object 
as two NPs, the latter of which has to be a demonstrative pronoun. 
These observations conclude the description of S-rules in the overall gram-
mar. To sum up, the grammar contains three kinds of S-rules: 
1. S2BAR<PRED> : 
T0P<ARG> , SBAR<PRED,"trace_of",ARG>; 
T0P<N0NVERBARG> , SBAR<PRED>. 
2. SBAR<PRED,"trace_of",ARG> : 
C0MP<VERB> , S<PRED,"trace.ofM,ARGI"and",VERB>; 
COMP<NONVERBARG> , S<PRED,"trace_of » ,ARG>. 
SBAR<PRED> : 
CDMP<VERB> , S<PRED,"trace_of",VERB>; 
C0HP<ARG> , S<PRED,"trace-of",ARG>; 
COMP<NONVERBARG> , S<PRED>. 
3. S<PRED,"trace_of",ARG,"and",VERB> : 
NP<"subject"> , VP<PRED,"trace-of",ARG,"and",VERB>. 
S<PRED,"trace_of",ARG> : 
NP<"subject"> , VP<PRED,"trace_of",ARG>. 
S<PRED,"trace.of",VERB> : 
NP<"subject"> , VP<PRED,"trace.of",VERB>. 
S<PRED> : 
NP<"subject"> , VP<PRED>. 
9.2 VP-rules 
Like the sentences, the verb phrases (VPs) in the overall grammar have 
been extended with the affix PRED, whose value can be either "nominal" or 
"verbal". VPs inherit their actual values from the S which they are part of. 
Nominal VPs are VPs containing a predicate nominal, the other VPs are ver-
bal. The distinction between nominal and verbal VPs was incorporated into 
the grammar from the outset. As data analysis proceeded, this distinction 
turned out to be valid, since nominal VPs indeed appeared to be structurally 
different from verbal VPs in the learners' grammars. In verbal VPs lexical 
verbs may occur in final position. Particularly in the data from the Turkish 
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subjects, these verbs often have the form of an infinitive. In nominal VPs 
the verb (copula) hardly ever occurs in final position. Moreover, the cop­
ula is nearly always finite, even in the data from the Turkish subjects, who 
otherwise have a strong preference for the infinitival form of Dutch verbs. 
In the previous section, two types of VP-rules have already been presented 
with minimal detail, namely VPs which are part of the expansion of S<PRED> 
and which do not contain a trace, and VPs which are part of the expansion of 
S<PRED,"trace.of",X> or S<PRED,"trace_of",Х,"«ш<і",У> and which contain 
one or more traces of topicalized elements (here: X/Y), which the VP inherits 
from S (cf. page 138). The value of the affix PHED and the presence or absence 
of traces result in 6 different types of VP: 
VP<"nominal"> 
VP<"verbal"> 
VP<"nominal", "trace.of " ,X> 
VP<"verbal", "trace.of",X> 
VP<"nominal", "trace.of" ,X, "and" ,Y> 
VP<" verbal", "trace.of " ,X, "and" ,Y> 
As noted before, I have opted for this description, because I wanted to 
express that what we are concerned with here is a real topicalization and 
not just a sentence-initial adjunct which indicates the temporal or locative 
setting of the utterance. This description seems justified, since the structure 
of VPs which are part of an utterance with a topicalized verb or argument 
(indicated in the VP-trace) appears to differ from the structure of VPs in 
sentences with preposed adjuncts. In almost all Mohamed's VPs with a trace, 
for example, the verb occurs in final position and has a non-finite form. 
Preposing of temporal or locative adjuncts, on the other hand, does not 
seem to affect the basic structure of Mohamed's VPs: the constituents occur 
in the basic order VX. 
In the preceding exposition, that part of the description was presented 
which the VPs inherit from the external S-levels. In addition, some observa­
tions can be made on the internal description of VPs. VPs have been described 
in linear terms. No VP-internal hierarchical distinctions have been made. In 
my opinion, such a description is sufficient in order to fulfil the main purpose 
of the project, that is: to give a formal, integrated description of L2 devel­
opment over time. Remember, furthermore, that the description was not 
intended to reflect a particular grammatical theory. An additional advan­
tage of a linear description is that it does not yield the kind of ambiguities 
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that may arise in a hierarchical analysis because of the transparency of sep-
arate levels. Incidentally, it should be noted that COMOLA does not contain 
predefined categories. So, if a user wants to introduce new categories in 
order to make hierarchical distinctions, this is perfectly possible. If, for ex-
ample, a user working within the UG framework wishes to write a grammar 
which reflects the current XBAR-theory, he can introduce categories into 
the grammar like CP, IP, CBAR, IBAR, and so forth. 
If a VP in the overall grammar contains a main verb, the expansion of VP 
will partly depend on the subcategorization features of this verb. Recall that 
a particular verb in a learner variety can belong to several verb classes at a 
given time (cf. chapter 5). All the active lexical categories are selected during 
lexical analysis in LEXANAL. The category selection in the syntactic analysis 
depends on the actual utterance produced by the learner at a given time. 
Take, for example, the verb 'geven' (to give) which can subcategorize one or 
two arguments (to give something / to give someone something). In the first 
case, the category VERB<Mtr"> (verb transitive) will be assigned to 'geven' 
and in the second case, the category VERB<"ditr"> (verb ditransitive). Both 
categories are active for Mohamed in session 14. If we present the utterance 
(14) ik hand geven. 
I hand give 
I shake hands (with him). 
to COMOLA, the result of the lexical analysis of this utterance will be: 
(14)*PR0N<nom_subj>|(ik)*NDUN|(hand)+VERB<tr_-fin>| VERB<ditr_ 
- f in> | (geven) . 
This string constitutes the input to SYNTANAL. In principle, the utterance 
could contain two possible arguments: 'ik' and 'hand', because it could have 
constituted a subjectless sentence meaning '(someone) shakes hands with 
me'. However, Mohamed's actual grammar in session 14 does not contain 
this analysis and COMOLA yields a tree structure for this utterance in which 
the VP consists of a direct object and a verb: 
Sea: S<declarative> 
S<verbal-,+Bubj > 
NP<3ubject> VP<verbal> 
PRON<noq-Subj> OBJECT<direct> VERB<trT~fin> 
NP<direct object> 
NOUN 
14 ik hand geven 
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The sub categorization features have an effect on the internal make-up of VPs 
because the various verb categories have a fixed number of arguments with 
them. Therefore, if a VP contains, for example, a VERB<"tr">, it will also 
contain a direct object, or a direct object trace, for that matter. Now, let 
us consider some verb categories and their arguments: 
Verb Argument(s) 
COPULA predicate nominal 
VERB none 
VERB<"tr"> direct object 
VERB<"ditr"> direct object and indirect object 
VERB<"io"> indirect object 
VERB<"dir_speech"> direct object and/or indirect object 
VERB<"goal"> direct object or goal object 
The first five categories are self-evident. The last two require some expla-
nation. The lexical category VERB<"dir_speech"> has been introduced for 
quoted speech. Some verbs can be used to introduce quoted speech, for ex-
ample the verbs 'zeggen' (to say) and 'vragen' (to ask). Suppose that the 
following utterance is found in the data set: 
ik zeg « ik kom. » 3 . 
I say " I come " 
Initially, I viewed 'zeg' as a transitive verb selecting a direct object sentence 
which had the form of a main clause in quoted speech. However, as data 
analysis proceeded, I became more and more convinced that the utterances 
containing quoted speech differed from the rest of the utterances. The dif-
ference can be observed quite clearly in the data from the Turkish subject 
Mahmut. First of all, except for quotations, he hardly produces sentential 
complements at all. Secondly, as will be shown in chapter 10, at the start 
of data collection Mahmut assumes that in Dutch sentences the verb oc-
curs in final position and has a form which resembles Dutch infinitives or 
participles. With very few exceptions, he sticks to this assumption during 
the entire two-and-a-half years of the study. In sentences containing quoted 
speech, however, he uses the verb 'zeggen' (to say) or 'zegt' (a finite form, 
used from session 20 onwards) both before and after the quote. Consider, 
for example, the following utterances: 
3Recall that the angled brackets are used to mark direct speech in the learners' 
utterances. 
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(19) Ilhan mij zeggen « jij wanneer school gaan? » . 
Ilhan me say « you when school go? » 
(22) « ik niet zes dagen werk. » zegt. 
« I not six days work. » says 
(25) ik zegt « drie cent bij. » zegt. 
1 says « three cents more » says 
This particular distributional pattern of verbs only occurs in utterances con-
taining quoted speech. For an explanation of this deviant pattern we have 
to turn to pragmatics. As stated above, the basic pattern of Mahmut's ut-
terances is an SXV pattern. This pattern can also be found in utterances 
containing quoted speech: 
(16) ik « maakt niet uit. » zeggen. 
I « doesn't matter » say 
In this example, however, the quoted speech does not contain a complex 
message, and this is not a coincidence. In fact, Mahmut places quoted speech 
which contains more complex information in utterance-initial or utterance-
final position. See, for example, the utterances from sessions 19 and 22 
presented above. I only found six possible exceptions to this, e.g.: 
(22) hij « ik nooit overwerk. » zegt. 
he « I never work overtime » says 
Thus, Mahmut seems to refrain from using his basic pattern SXV in most 
of his utterances containing quoted speech for pragmatic reasons and seems 
to apply a rule stipulating that complex information is best relegated to 
utterance-initial or utterance-final position. The fact that his utterances 
containing quoted speech do not really affect his basic pattern SXV can be 
observed from utterances of this type which contain an indirect object (the 
addressee of the quotation). Consider, for example, the following utterance: 
(19) dokter mij zeggen « jij moet ziekenhuis gaan. » . 
doctor me say « you must hospital go » 
It will be observed that, while the quotation occurs in utterance-final po-
sition, the indirect object 'mij' has been placed before the verb. Most of 
these utterances follow this pattern (90%, namely 35 out of 39). It can be 
concluded, therefore, that utterances with quoted speech do not (yet) seem 
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to function as a trigger for Mahmut to reconsider his basic SXV pattern. 
Rather, the quoted speech should be regarded as an extraposition. 
A final observation with respect to these utterrances concerns the verb 
'say' occurring both before and after the quote in one and the same utter-
ance. I would suggest that in this type of utterance the second occurrence 
of this verb should be viewed as a kind of repetition. I found 11 instances 
of this pattern in Mahmut's conversational data. In all 11 cases, the two 
occurrences of 'say' have identical forms. In other words: 'zeggen' and 'zegt' 
do not appear in one and the same utterance. This special pattern might be 
attributed to influence from spoken Dutch. Double 'say' constructions such 
as 
ik zeg « ik heb een mooie trui gezien » zeg ik. 
I say « I have a nice jumper seen » say I 
can be observed quite frequently in spoken Dutch (personal observation). 
Comparable observations on utterances containing quoted speech can be 
made with respect to Ergün's data. 'Zeg(t)' is among the first finite verb 
forms used by Ergiin and this form often occurs before the quotation, even 
at the time when most of Ergün's utterances contain a verb in final posi-
tion. He mainly puts the quote in final position (SV quote), and when he 
puts the verb in final position, his utterance often does not have a subject, 
as a result of which the quote is in initial position (quote V). Thus, addi-
tional principles seem to be at work in utterances containing quoted speech, 
which make their structure different from that of other utterances, at least 
in the initial stages of L2 acquisition. This made me decide to reanalyse 
the utterances containing quoted speech, to take the verbs 'zeggen' (to say), 
'vragen' (to ask) and 'denken' (to think) apart and to assign the category 
VERB<"dir_speech"> to them, amongst other possible categories. 
The second observation on the verb categories listed above concerns the 
arguments of the category VERB<"goal">. In the list, it can be observed that 
a VERB<"goal"> has one argument which is either a direct object or a so-
called goal object. Let us consider the following example: 
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Session S<declarative> 
S<verbal,.-*-aubj> 
NP<subject> 
PRON<nom.subj> 
VP<verbal> 
19 ik 
OBJECT<direct> 
NP<direct obj ect> 
NOUN 
I 
dokter 
VERB<goal_-fin> 
gaan 
This is an analysis of Mahmut's utterance 'ik dokter gaan', which can be 
literally translated as 'I doctor go'. The Dutch directional verb 'gaan' (to 
go) requires a complement in the form of a PP with the preposition 'naar' 
(to). In the tree structure it can be seen that the complement of 'gaan' is 
an NP in Mahmut's utterance; the word 'dokter' has been analysed as an 
NP<"direct_object">. I assume that initially the learner uses transitive and 
directional verbs with direct object complements. The learner conceives of 
them as constituting one broad class. It should be observed that the verb 
'gaan' has directional meaning in itself. Therefore, the utterance 'I doctor 
go' will be interpreted correctly in spite of the absence of the directional 
preposition 'naar'. In order to make himself understood, the learner does 
not need to use this preposition, which is redundant given the fact that 
directionality is also expressed by the verb 'gaan'. 
In order to produce 'correct' sentences with the directional verb 'gaan', 
the L2 learner will have to learn that 'gaan' requires a PP complement. In 
other words, restructuring must take place: the broad category of verbs 
which require a direct object complement has to be split up. Here is an 
example in which this split has been realized: 
Session S<declarat ive> 
S<verbalT+sub j > 
NP<subject>
 i 
PRON<nom_eubj> VERB<goal.+f in> 
VP<verbal> 
14 ik 
OBJECT<goal> 
PP<gpal> 
PREP<goal> 
8» 
NP<inppp> 
NOUN 
disco 
This is an analysis of a sentence produced by Mohamed in which the verb 
'gaan' is realized with a PP complement. In this sentence, Mohamed uses 
the verb 'gaan' together with the PP 'naar disco' (to disco). It appears 
that he has figured out that the verb 'gaan' requires a complement in the 
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form of a PP. This is expressed in the overall grammar in the following way: 
the VP<"verbal"> consists of a VERB<"goal"> and an OBJECT<"goal">. The 
OBJECT<"goal"> is always a PP. 
So far, I have presented data from Mahmut, who uses 'gaan' with an NP-
complement, and from Mohamed, who uses 'gaan' with a PP-complement. 
Mohamed appears to have split up the category of directional and transitive 
verbs from the very beginning, whereas Mahmut hardly ever distinguishes 
between these two categories during the entire period of data collection. 
Furthermore, there are subjects who produce both structures. Of course, 
it is hardly ever possible to mark a particular session in their data (say: 
X), such that they only use directional verbs without PP-complements before 
session X and directional verbs with PP-complements from session X onwards. 
When they start using directional verbs with PP-complements, they will often 
continue to use such verbs without PP-complementation for a certain period 
of time. It has been shown before, however, that the overall grammar can 
handle this overlap. The number of directional verbs with NP complements 
will decrease over time. The learner will gradually restructure his current 
system through contact with target language input. Finally, only the rule 
which rewrites a VP as a VERB<"goal"> and an OBJECT<"goal"> will be active. 
The examples with respect to the directional verb 'gaan' and its com-
plements have been taken from the data from the Turkish subject Mahmut 
and the Moroccan subject Mohamed. In general, the Turkish subjects in the 
study seemed to have more (or rather other) problems with the use of PPs 
than the Moroccan subjects. For example, although Mohamed's data show 
that he knows that 'gaan' requires a PP-complement, he has - in the first 
sessions - some problems with the selection of the right preposition. I will 
return to this issue in the section on PPs (section 9.5). 
The reader may have noticed in the tree structures presented above that 
VPs often contain a non-terminal named OBJECT which has been extended 
with an affix value in order to indicate its function. The internal description 
of VPs is mainly directed at the function of the various constituents in the 
VP. At VP-level various objects have been distinguished. Besides constituents 
which are subcategorized by the various verbs, there are adjuncts which are 
not subcategorized (for example, temporal or locative adjuncts). Examples 
of OBJECTS are 0BJECT<"nominal">4, OBJECT<"direct">, OBJECT<"indirect">, 
4Note that the term OBJECT has been used in a broad sense. The category 
OBJECT<"nominal">, for example, functions as predicate nominal. This term should 
not be taken to reflect an idea according to which copula constructions contain objects. 
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OBJECT<"loc"> and OBJECT<"temp">. These OBJECTS are thus part of the ex-
pansion of VPs. For example: 
VP<"nominal"> C0PULA<"+fin"> , OBJECT<"nominal">; 
OBJECT<"nominal">. 
VP<"verbal"> OBJECT<"direct"> , VERB<"tr_-fin">; 
OBJECT<"temp">; 
ADVERB , 0BJECT<"loc">. 
This means that generalizations have been made at VP level involving the 
functional status of constituents at the expense of those involving their cat-
egoria] similarity. The categoria! aspect is dealt with at a lower level, where 
the OBJECTS are rewritten as categories such as NP, PP. Take, for example, the 
following rule which rewrites the constituent with the function of predicate 
nominal as three different categories: 
OBJECT<"nominal"> : NP<"nominal">; 
AP<"nominal">; 
PP<"nominal">. 
This description does not only make it possible to generalize about functional 
aspects of learners' utterances, it also has the advantage that it reduces the 
number of VP expansions. Many VP-rules contain more than one OBJECT. Here 
are a few examples of VP<"verbal">: 
VP<"verbal"> : VERB<"ditr_+fin">, OBJECT<"indirect">, 
OBJECT<"direct">; 
OBJECT<"direct">, VERB<"tr_-fin">, 0BJECT<"loc">; 
OBJECT<"temp">, OBJECT<"goal">. 
If a VP rule contains two objects which can each be rewritten as an NP or a 
PP, the VP rule would have to be quadrupled if the categorial aspects were 
incorporated at VP level in addition to the functional ones. At present, the 
VP<"verbal"> rule consists of approximately 500 alternatives. Presenting 
both the categorial and the functional aspects of the constituents at one 
level would make this rule totally inaccessible. Therefore, the current in-
ternal make-up of VP in the overall grammar seems the best compromise 
between functional and categorial aspects of the daughters of VP. 
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9.3 NP-rules 
It will be remembered that the main purpose of the present project was 
the development and implementation of a tool for the description of overall 
syntactic development over time. With this goal in mind, much attention 
has been paid to the development of S-rules and VP-rules, because these 
rules describe the overall organization of the learners' utterances. On the 
other hand, it was decided to refrain from making detailed analyses of the 
internal make-up of NPs, APs and PPs, due to lack of time. It should be noted, 
however, that a more extensive analysis can easily be included, and that the 
rules for the overall make-up of the utterances (S-rules and VP-rules) can be 
maintained in that case. Furthermore, COMOLA offers the user the option to 
write a separate grammar for NPs (or APs or PPs, for that matter). 
In the present project, much attention has been paid to the function of 
the various constituents in learners' utterances. Consequently, the function 
of NPs has also been scrutinized carefully. For reasons of expository conve-
nience only a few NP-types have been introduced so far. However, in fact, the 
overall grammar contains 12 different NP-types. Each NP in the overall gram-
mar has been extended with an affix value indicating its function. In what 
follows, an exhaustive enumeration of the NPs in the grammar will be given. 
Each NP-type will be illustrated with an example in which the relevant NP 
has been underlined. The examples have been taken from Mohamed's data, 
unless stated otherwise: 
1. NP<"3ubjectM>: the NP which functions as a grammatical subject in the 
utterance. 
(4) hier veel mensen komt. 
here many people comes 
2. NP<"nominal">: the NP which functions as a predicate nominal in the 
utterance. 
(19) ik ben jouw opa. 
I am your grandfather 
3. NP<"direct_object">: the NP which functions as a direct object in the 
utterance. 
(16) ik zie alles. 
I see everything 
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4. NP<"indirect_object">: the NP which functions as an indirect object 
in the utterance. 
(11) geef mij 'η kusje, 
give me a kiss 
5. NP<"coagens">: an NP indicating someone who performs the act de­
scribed in the utterance together with the grammatical subject of the 
sentence. Consider the following example from Fatima: 
(2) ikke werk Aicha Fatima Fatima. 
I work Aicha Fatima Fatima 
I work (together with) Aicha, Fatima (and) Fatima. 
6. NP<"in_pp">: an NP which is part of the expansion of a PP. 
(16) en toen ik was op de grond. 
and then I was on the ground 
7. NP<"loc">: an NP indicating a location. Consider, for example, the 
following utterance from Mahmut: 
(5) en dan mijn thuis, 
and then my house 
8. NP<"temp">: an NP functioning as a temporal expression. 
(1) ik kijk half uur. 
I watch half hour 
9. NP<"instrument">: the 'tool' with which a particular operation is car­
ried out ('instrumental'). Here is an example from Fatima: 
(8) met vliegtweg naar met Marokko of auto? 
with airplane to with Morocco or car 
10. NP<"topic">: this NP has been added in order to be able to describe 
utterances consisting of only one NP which serves either as an answer 
to a question asked by the interlocutor or as an introduction to a new 
discourse topic. Consider, for example, the following conversation in 
session 2 in which Mahmut (M) produces the NP 'die turks mensen' 
(that Turkish people) when answering a question asked by the Dutch 
native speaker (NS): 
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NS: maar waar koop je tweedehands autoos? 
NS: where do you buy second-hand cars? 
M: auto? 
M: car? 
NS: ja waar koop je die? 
NS: yes, where do you buy i t? 
M: waar koop 
M: where buy 
M: die turks mensen 
M: that Turkish people 
11. NP<"amount">: an KP indicating a certain size, distance or sum of money. 
Consider the following utterance from Mahmut: 
(2) bijna zes meter, tv-kamer zes meter. 
almost six metre, television room six metre 
12. NP<"adjunct">: an NP serving as a modifier of another NP. Consider, for 
example, the following utterance from Ergiin: 
(7) heel veel mensen mijn broer vriend. 
very many people my brother friend 
My brother has a lot of friends. 
Most of the NPs obtain their function depending on their place in the utter-
ances of the learners and the rules of the grammar which are active for the 
learner whose data are analysed. An NP<"subject">, for example, is often ei-
ther the first NP in the utterance or the first NP after the COMP-node, provided 
that this node can be filled. The function of four of the NPs, however, is 
related to features of their head nouns. This link can be found in NP<"loc">, 
NP<"temp">, NP<"instrument"> and NP<"amount">. The function of these NPs 
is thus related to features in the lexicon. This was demonstrated in chapter 
5 for locative nouns (cf. section 5.2.1.2). There it was argued that, in the 
initial stages of language acquisition, many locative expressions consist of 
no more than a noun. Such nouns have been included in the overall lexicon 
as NOUN<"loc">. The grammar contains a rule which rewrites an NP<"loc"> 
as a constituent containing a N0UN<"loc">. This is the only rule into which 
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the lexical category N0UN<"loc"> has been incorporated. Therefore, if an ut-
terance contains a noun which is marked as N0UN<"loc"> only, the resulting 
analysis will necessarily contain an NP<"loc">. 
So far, I have focussed on the function of NPs. In addition, many ob-
servations could be made on the form of the NPs in the learners' utterances. 
However, I have confined myself to presenting only one formal aspect, namely 
the position of the head noun in the NPs. The analysis below is based on the 
four subjects from the ESF-project. 
Mohamed (LI: Moroccan-Arabic) 
In Mohamed's NPs, the following pattern can be observed from the beginning 
of data collection onwards. Mohamed places all specifiers before the head 
noun of an NP. Complements, on the other hand, are always put after the 
head noun. Complements are mainly expressed by means of a PP with the 
preposition 'van' (of). For example: 
(11) is broer van vrouw van mij oom. 
is brother of wife of me uncle 
Occasionally, complements take the form of relative clauses, which are also 
placed after the head noun. There are no instances of complementation by 
means of an NP in the data analysed in the present project. 
It can be concluded that from the beginning of data collection the overall 
structure of Mohamed's NPs is very similar to that of the target language. 
Only some NP-internal aspects, such as the use of (correct) determiners and 
adjective inflection, have to be added to his NPs for them to be in conformity 
with Dutch structure. 
Fatima (LL· Moroccan-Arabic) 
Fatima also places specifiers before the head nouns of NPs, although there 
are a few exceptions. For example: 
(10) andere broers kleint schoen. 
other brothers little shoe 
(I brought my) other brother(s), the little one(s), a pair of shoes. 
Fatima uses this utterance when telling the interlocutor what presents she 
had taken with her to Morocco for her family. In the preceding conversation, 
she specified the present for her 'grote' (= big, i.e. older) brother. In the 
utterance cited above, she wants to contrast this brother with her other 
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brother (or brothers). Initially, she uses the words 'andere broers' (other 
brothers). However, she immediately adds the specification 'kleint' (little, 
i.e. younger). This results in a specifier-head-specifier construction. 
Unlike specifiers, complements are placed after the head of an NP by 
Fatima. Her complements mainly consist of PPs with the preposition 'van' 
(of), but she also uses some NP-complements. In only one utterance, such an 
NP-complement is realized in the form of a head-final construction: 
(25) die balkon altijd vies met die hond poes5. 
the balcony always dirty with that dog d i r t 
The balcony is always dirty because of dog dirt. 
However she immediately adjusts the head-final construction in her next 
utterance, which reads as follows: 
(25) die poep van hond. 
that d i r t of dog 
Apparently, the latter construction is preferred by her. 
Finally, Fatima does not use relative clauses as NP-complements. 
Mahmut (Ll: Turkish) 
Like the Moroccan subjects, Mahmut places specifiers before the head nouns 
of NPs. Only one exception to this rule has been found in the utterances 
analysed: 
(8) ik geld veel, zat. 
I money a lo t , plenty 
Unlike the Moroccan subjects, Mahmut also puts complements before the 
nouns they belong with. These complements can take the form of NPs and 
PPs. Subordinate clauses do not occur as complements. In the case of comple-
mentation through NPs, there are a few utterances in which the complement 
follows the head noun. Only four such instances occur in the data which 
were analysed in the present project. Two of them are presented here: 
(2) ik monteur auto. 
I mechanic car 
I am a car mechanic. 
5lPoes' (cat) is a speech error for 'poep' (dirt). 
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(16) jij kennen die man Jansen? 
you know that man Jansen 
Do you know that man named Jansen? 
In the first example, a kind of object relationship seems to obtain between 
'monteur' and 'auto'. In the second example, an identity relationship is ex­
pressed ('die man' = 'Jansen'). On the other hand, all complements express­
ing possessive relationships are placed before the head noun. For example: 
(8) mij moeder zus dochter. 
me mother sister daughter 
Although it is hazardous to draw firm conclusions from Mahmut's data, as 
they contain only a few instances of complements expressing non-possessive 
relationships, it looks as if the following pattern emerges: Mahmut uses 
structures with head-final nouns in possessive constructions. If a non-possess­
ive relationship obtains between the various nouns, a head-initial construc­
tion seems to be preferred by him. 
Only two instances of complementation with PPs can be found in the data 
analysed in the present project. In both utterances, the PP occurs after the 
noun it belongs with. Subordinate clauses do not occur as complements. 
Етдііп (LI: Turkish) 
Like the other subjects, Ergiin places specifiers before the head noun. Only 
one exception was found in his data: 
(19) daar ook een discotheek mooi. 
here also a discotheque beautiful 
There is also a beautiful discotheque. 
Complements are realized as NPs or as PPs. Subordinate clauses do not 
occur as complements. Complements are nearly always placed before the 
head noun, although there are a few exceptions. Consider, for example, the 
following two NPs with a complement in final position: 
(3) die feest familie. 
the party family 
the family party. 
(5) grote vader van me. 
great father of me 
my grandfather. 
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However, most complements in Ergiin's data occur before the head noun. 
Among them is a remarkable construction consisting of a possessive PP fol-
lowed by a NOUN. For example: 
(5) die van mijn oma dood. 
that of my grandmother dead 
My grandmother is dead. 
There are quite a few instances of this construction in Ergiin's data (cf. 
Broeder, 1991). 
The following conclusions can be drawn from this brief overview of the po-
sition of head nouns in the data from the ESF-subjects. Firstly, specifiers 
occur before head nouns in the data from both the Turkish and the Mo-
roccan subjects. Secondly, the Moroccan and the Turkish subjects appear 
to have different preferences with respect to the position of complements in 
their NPs. The Turkish subjects have a strong preference for complements 
which are placed before the head noun, whereas the Moroccan subjects pre-
fer PP-complements which are realized after the head noun. This observation 
is in line with observations on word-formation processes made by the Dutch 
ESF-group (cf., for example, Broeder and Extra, 1988; Broeder et al., 1989; 
Broeder and Extra, 1991). 
It is striking that all learners place specifiers before nouns, irrespective 
of their Lis, whereas they differ in their preferences regarding the position 
of complements. How can such preferences be explained? I would like to 
suggest as a plausible explanation that the input the learners receive is an 
important determining factor in these preferences. In Dutch, all specifiers 
are placed before the nouns they belong with. So, whereas Turkish and 
Moroccan subjects may have different expectations with respect to the spec-
ifier position, depending on their LI background, in the input they receive 
specifiers always precede nouns. With respect to complements, on the other 
hand, the Dutch language provides two options. On the one hand, it has 
head-final NPs, such as compound nouns with a head in final position, as 
in 'keukenkast' (kitchen cupboard) and NP-complements with the head noun 
in final position, as in 'mijn vaders computer' (my father's computer). On 
the other hand, we have constructions consisting of a noun followed by a PP 
with the preposition 'van' (of), such as 'de computer van mijn vader' (the 
computer of my father). In the case of complementation, the learners' pref-
erences appear to reflect word order conventions in their native languages. 
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They appear to prefer the construction which is closest to their native lan-
guage. Putting all things together one cannot but conclude that the above 
data on placement of noun specifiers and noun complements constitute an 
illustrative example of the combined influences of source language and target 
language input on the acquisition of L2 Dutch. 
9.4 AP-rules 
Most of the learners frequently use APs, but most of the time their APs have 
a very simple structure: they consist of an adjective. In Dutch, APs can 
be used both predicatively and attributively. The learners also use both 
types. Here are some examples from Mohamed, who uses both predicative 
and attributive APs from the beginning of data collection onwards: 
1. Predicative use: 
(5) hij sterk, 
he strong 
(16) ik was klein. 
I was young 
2. Attributive use: 
(8) hij was sterk man. 
he was strong man 
(22) ik breng jullie dan naar chinees restaurant. 
I take you<pl> then to Chinese restaurant 
Like Mohamed, the other eight subjects use both predicative and attributive 
APs. All adults use both types during the entire period of data collection. The 
children can be divided into two groups: like the adult subjects, Nesrin and 
Belgin begin to use both predicative and attributive APs at roughly the same 
time. Nesrin uses attributive APs from session 3 onwards and predicative APs 
from session 5 onwards. Belgin uses predicative APs from session 10 onwards 
and only one session later she realizes an attributive AP for the first time. 
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The other three children first realize predicative APs, whereas attributive APs 
appear in their data seven or more weeks later6. 
Predicative APs consist of an adjective, which can be specified by means 
of an adverb, often an adverb of degree. Furthermore, adjectives can be 
specified by means of the interrogative adverb 'hoe' (how). Consider, for 
example, the following utterances with predicative APs from Mohamed: 
(2) hij beetje oud. 
he l i t t l e old 
(22) hoe oud? 
how old 
Furthermore, Mohamed is the only subject who produces comparative con­
structions, such as: 
(8) maar Casablanca is beter als Rabat. 
but Casablanca is better than Rabat 
The structure of APs which are used attributively is also very simple. They 
consist of one or, very occasionally, of two adjectives, which can be specified 
by means of an adverb of degree. Furthermore, such APs can consist of an 
adjective from another language than Dutch. Here are some examples, which 
have been taken from Mohamed's data, except for the last one, which was 
produced by Ergiin: 
(4) italienne tent. 
italian<french> tent 
(8) maar Casablanca ook mooi modern stad. 
but Casablanca also beautiful modern city 
(20) volgend dag hij gaat ie naar heel groot gat. 
next day he goes he to very large hole 
(10) heel mooi goed spel. 
very beautiful good game 
6Note that one-word utterances have not been considered in the present project. Con­
sequently, the children may have realized one-word utterances consisting of an AP before 
the fir6t occurrence registered here. 
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In standard Dutch, adjectives used attributively are inflected with the in-
flectional ending -e, with one exception: in indefinite singular NPs with a 
noun requiring the article 'het' (the, neuter), the adjective is not inflected. 
Compare: 
de hond het paard 
the dog the horse 
de leuke hond het leuke paard 
the nice dog the nice horse 
een leuke hond een leuk paard 
a nice dog a nice horse 
However, as a first look at the data gave me the impression that none of the 
L2 Dutch learners showed any progress in the acquisition of adjectival inflec-
tion, I decided to refrain from including an affix INFLECTION with the values 
"+infl" or "-inf 1" in the AP-rules. Of course, I am are aware that, when 
one wants to chart syntactic development in language acquisition, one's main 
purpose is not 
"to describe the point in time during the process of language 
development when a structure is mastered (in terms of correct 
use of target norms), because this is only to pinpoint the end of 
the acquisition of a certain structure." 
(Pienemann, 1984, 191) 
However, taking into account the overall perspective of the project, which 
has resulted in a very large grammar, the pros and cons of introducing an 
extra affix have to be considered very carefully. In this case, the addition of 
an extra affix seems unjustified to me, since the grammar would be extended 
with a feature which is, indeed, relevant in the target language, but which 
does not seem to have any relevance in the learners' grammars. Incidentally, 
the grammar can easily be extended with such an affix, if someone wants to 
test my hunch, which was based on a cursory inspection of the data, that 
adjectival inflection does not (yet) play a role in the learners' L2 Dutch. 
9.5 PP-rules 
The final group of rules to be described is that of PP-rules. The base PP-rule 
reads as follows: 
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PP<PPTYPE> : PREP<PPTYPE> , NP<"in-pp">. 
PPTYPE "subject" ; "direct-object" ; "possessive" ; 
"iiidirect.object" ; "adverbial" ; "coagens" ; 
"temp" ; "instr" ; "source". 
This rule is a short notation for nine PP-rules. For each PP, the type is de-
termined by the preposition introducing the PP in question. AD the prepo-
sitions have been included in the lexicon with a feature indicating their 
function in the learners' data. In chapter 5 some examples were given of 
functional changes of prepositions during the language acquisition process. 
It was explained that, when a particular learner uses, for example, a certain 
preposition as a marker of location, it will be included in the lexicon as a 
PREP<"loc">, irrespective of its function in Dutch. 
In the rule presented above, the function of the PPs is indicated by the 
affix PPTYPE. Since most of the values of this affix speak for themselves, I will 
only comment on a few PP-types. 
Firstly, with the exception of subject and direct object PPs, the PPs listed 
above all occur in standard Dutch. Subject PPs only occur in Fatima's data, 
direct object PPs are occasionally used by both the Moroccan and the Turkish 
subjects. 
Secondly, like an NP<"coagens">, a PP<"coagens"> serves to indicate a 
person who performs the act described in the utterance together with the 
grammatical subject of the utterance. Consider, for example, the following 
utterance from Mohamed: 
(5) ik ga met die vriend naar El-jadida voor vin blanc kopen. 
I go with that friend to El-jadida for white wine buy 
Finally, the nonterminal PP<"adverbial"> serves as a kind of rest category. 
As was argued before on several occasions, it makes sense to distinguish 
such a rest category. Firstly, the incorporation of this PP-type into the 
grammar enables one to study at least the formal aspects of all the PPs in the 
learners' utterances. Secondly, the PPs in question can easily be extracted 
from the corpus and, therefore, they are readily available for future analysis 
of their semantic aspects, which deserve further attention, certainly where 
the Moroccan subjects are concerned. 
In addition to the PPs described by the rule given above, the overall 
grammar contains locative and directional PPs. Such PPs are characterized 
by the fact that prepositions can occur both before and after the NP which 
is part of the PP in question. Consider the following two rules: 
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PREP<"loc"> , NP<"in_pp">; 
NP<"in_pp"> , PREP<"loc">. 
PREP<"goal"> , ADVERB; 
PREP<"goal"> , NP<"in_pp">; 
NP<"in_pp"> , PREP<"goal">; 
NP<"in.pp"> , POSTP<"goal">; 
PREP<"goal"> , NP<"in_pp"> , POSTP<"goal">; 
PREP<"goal"> , PP<"loc">. 
In standard Dutch, locative PPs consist of a preposition and a noun which 
occur in this fixed order. As can be observed from the rule presented above, 
there is at least one subject who realizes locative PPs in which the NP is 
followed by a preposition (otherwise the rule would not have been included 
in the overall grammar!). This particular rule is only used by the Turkish 
subjects. Consider the following example, taken from session 2 with Ergün: 
(2) Tilburg buiten. 
Tilburg (Dutch town) outside 
The Moroccan subjects never put locative prepositions after an NP. This does 
not mean, however, that they only produce locative PPs in accordance with 
the norms of standard Dutch. Although the structure of their PPs is similar 
to that of standard Dutch, they often select the wrong preposition. I have 
shown in section 5.2.1.1, for example, that Fatima uses the preposition 'van' 
with a locative meaning, which it does not have in standard Dutch. 
Dutch directional PPs have a somewhat more complicated structure than 
locative ones. Dutch has directional PPs consisting of a directional preposi-
tion followed by an NP. For example: 
Ik ga naar de Franse Alpen. 
I go to the French Alps 
Such PPs can be extended with the postposition 'toe', which occurs after the 
NP: 
Ik ga naar de Franse Alpen toe. 
I go to the French Alps to 
In such cases, the preposition 'naar' is obligatory: it cannot be left out: 
* Ik ga de Franse Alpen toe. 
I go the French Alps to 
PP<"loc"> : 
PP<"goal"> : 
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In addition, when certain locative prepositions are placed after an NP, they 
have a directional meaning. Compare, for example, the following two utter-
ances: 
ik zit in de klas. 
I sit in the classroom 
I am in the classroom. 
ik ga de klas in. 
I go the classroom in 
I go into the classroom. 
Now, let us consider how the learners handle the complicated input they 
receive with respect to directional PPs. As with locative PPs, there is a clear 
difference between the Turkish and the Moroccan subjects. The Moroccan 
subjects Fatima and Mohamed often realize directional PPs from the begin-
ning of data collection onwards. Their PPs consist of a directional preposition 
followed by either an NP or an adverb. In addition, Mohamed uses directional 
PPs which are extended with the postposition 'toe'. Mohamed's PPs with 'toe' 
always contain a preposition, as in: 
(14) moet ik morgen naar de dokter toe. 
must I tomorrow to the doctor to 
The Moroccan subjects' treatment of directional PPs is highly similar to their 
treatment of locative PPs: although the structure of their directional PPs is in 
conformity with the structure of such PPs in standard Dutch, they sometimes 
use the wrong preposition. 
The data of the Turkish subjects Mahmut and Ergiin, on the other hand, 
show a different picture. Mahmut hardly ever uses directional PPs. Only 
seven instances of the directional preposition 'naar' can be found in his 
data; the first one occurs in session 17. Furthermore, he sometimes uses the 
postposition 'toe' from session 14 onwards (nine occurrences). He does not 
use 'naar' and 'toe' in one and the same utterance. Ergiin uses directional 
prepositions more often than Mahmut does, but he does not use them as 
often and as early as the Moroccan subjects do. Many of these cases, how-
ever, concern the directional preposition 'naar' (to), used in combination 
with the verb 'gaan' (to go). In section 5.2.1.1 I argued that Ergiin treats 
the verb 'gaan' and the preposition 'naar' as one lexical item. Therefore, I 
will here restrict myself to those cases of 'naar' which are not adjacent to 
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'gaan'. Ergün uses 'naar' in isolation (i.e. without 'gaan') once in session 
2, and more regularly from session 8 onwards. Initially, he uses 'naar' both 
before NPs (often in 'naar Turkije' - to Turkey) and after NPs. Note that 
the latter construction does not occur in standard Dutch. From session 11 
onwards, he uses 'toe' as a postposition and from session 13 onwards he uses 
'naar' only before NPs. The combination of 'naar' and 'toe' is only used by 
him in one type of utterance, his 'gaan naar' sentences. For example: 
(23) ik ga naar volgend jaar vakantie toe. 
I go to next year holidays to 
I will go on holiday next year. 
He also often uses 'toe' as a postposition without '(gaan) naar'. For example: 
(23) hij heeft een jaar drie keer Turkije toe. 
he has one year three times Turkey to 
He went to Turkey three times in one year. 
The fact that the Moroccan subjects do not use postpositions (with the ex-
ception of Mohamed who uses 'toe' correctly in combination with 'naar'), 
whereas they occur more regularly in the data from the Turkish subjects, is 
probably related to the subjects' different LI backgrounds. Where Moroccan-
Arabic has prepositions (Harrell, 1962), Turkish has postpositions (Under-
bill, 1985). However, it should also be noted that, whereas Turkish has post-
positions in all types of PPs, the Turkish subjects use Dutch postpositions 
only in locative/directional PPs (cf. the two grammar fragments presented 
above). That means that equivalents of sentences such as 'my father with' 
do not occur. I would like to suggest that this fact can be related to the 
structure of the target language: in Dutch, directional PPs are the only PPs 
which can contain postpositions. Here we seem to have another example of 
the combined influence of source and target languages: because of their Ll, 
the Turkish subjects are fixed on postpositions and the only evidence for 
postposition in the target language is provided by directional PPs. 
These observations underline the findings of the study by Jansen et al. 
(1981) which was mentioned before in section 6.2.2.1. The overall picture 
that emerges from the acquisition of PPs is that the Moroccan subjects use 
many PPs, which conform to the structure of standard Dutch, but which may 
nevertheless differ from standard Dutch PPs, in that sometimes the wrong 
preposition is selected. The Turkish subjects, on the other hand, use fewer 
PPs and the PPs they use are not always in conformity with Dutch structure. 
However, when they use a preposition, they often select the correct one. 
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9.6 Parameterizing the grammar; an illustration 
In the preceding five sections, the contents of the overall grammar were 
described. The various groups of rules in the grammar were presented and 
the rules were illustrated using L2 Dutch data, with a view to giving the 
reader an idea of both the grammar and the data which served as its basis. 
However, so far, I have hardly got round to demonstrating how the overall 
grammar can be used to trace developments over time in the grammars 
of individual learners. The present section serves to fill this gap. As an 
illustration, one major constituent (the NP) will be considered and some 
aspects will be described of the acquisition of NPs by the five children who 
participated in Van Helvert's project. The description will focus on the form 
of the NPs. Therefore, all the NPs have been taken together, irrespective of 
their function in the learners' utterances. This makes the results of the 
analyses comparable with Van Helvert's results, reported on in Van Helvert 
(1985, 59-69). 
As has been explained throughout this book, each production rule in 
the overall grammar has been extended with a temporal variable with which 
both variation within and variation between learners can be expressed. Both 
kinds of variation will be considered in the next sections. The first section 
(9.6.1) will concentrate on intrasubject variation: the NP-rules for Hagan 
which can be extracted from the overall grammar will be considered and 
they will be commented on briefly. Next, variation between learners, or 
intersubject variation, will be the subject of section 9.6.2. 
9.6.1 Intrasubject variation 
In this section, the structure of Hagan's NPs will be described. I have decided 
to present Hagan's NPs because his rule system is the most elaborate one of 
those of the children in Van Helvert's project. It is, therefore, the best base 
for illustrating developments over time in the subjects' rule systems. In table 
9.1 on the next page the NPs used by Hagan are presented in the order of 
first appearance in the data. Since each occurrence of a particular NP has 
been registered in the files containing grammatical variables (cf. chapter 3), 
surveys such as the one in table 9.1 can be extracted quite easily from the 
overall grammar and the files referred to above. 
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Structure Sessions 
DET<"indefinite"> , NOUN 
DEM 
NOUN 
PRON<"nom_subj"> 
NAME 
NUM<"definite"> , NOUN 
NUM<"nom_use"> 
DET<"definiteM> , NOUN 
PRON<"indefinite"> 
PRON<"poss.obj"> 
DET<"negative"> , NOUN 
PRON<"obl_obj"> 
ADVERB<"adjunct"> , ADJ, NOUN 
ADVERB<"adjunct"> , ADJ<"nom_use"> 
PRON<"nom_obj"> 
PRON<"indefinite"> , NOUN 
DEM<"adjunct"> , PRON<"poss.poss"> 
ADJ , NOUN 
NOUN<"turkish"> 
Fq<"nom.U3e"> 
PRON<"poss_poss"> , NOUN 
PRON<"nom_poss"> , NOUN 
NAME , NOUN 
ADJ<"nom_use"> 
DEM<"adjunct"> , NOUN 
NUM<"indefinite"> , NOUN 
DEM<"adjunct"> , ADJ , NOUN 
DET<"negative"> , ADJ , NOUN 
РР<"роззеззі е"> , NOUN 
6,11-12,15-17,20,23 
8-9,11-25 
8,11-24 
9,11-25 
9-16,18-19,21,23 
9,11-13,15-19,23-24 
11-16,18-20,23-25 
11-13,15-16,18,23-24 
11,13,16-17,20-23 
13,21 
13,15,23 
14,19-21,23-24 
15,20 
15,16 
15,18 
15 
16 
16-17,20-21,23 
16,18 
16,18,21,23-24 
18-19,23 
18 
18,23 
20 
20-22 
20 
21 
23 
23 
Table 9.1: The structure of Hagan's NPs. 
A few observations should be made on the contents of table 9.1. Firstly, it 
should be remembered that, whereas the ESF-data were collected in monthly 
sessions, Van Helvert's data were gathered in weekly sessions. Therefore, the 
numbers in the right-hand column of table 9.1 refer to weeks, not months. 
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Secondly, it can be observed in table 9.1 that there are three categories 
which can be extended with the affix value "nom_use", namely adjectives 
(ADJ), numerals (mm) and floating quantifiers (Fq). If an adjective, a numeral 
or a floating quantifier is used as the head of an NP, the lexical category in 
question is assigned to it and extended with the value "nom_use". Consider 
the following example: 
(20) vijf op maken, 
five on make 
(I want to) put five (blocks) on (it). 
Hagan produces this utterance while being engaged in a game of building 
blocks with his playmate. In the utterance the numeral 'vijf' is used as an 
NP. Therefore, the category NUM<"nom_use"> is a possible lexical category for 
'vijf' in session 20 for Hagan and LEXANAL will assign this category to it 
(amongst other categories). 
Thirdly, it can be observed in table 9.1 that Hagan realizes what I have 
termed a N0UN<"turkish"> in sessions 16 and 18. All subjects occasionally 
used non-Dutch words in Dutch utterances. Therefore, the overall gram-
mar contains an affix NODUTCH for describing words in another language than 
Dutch. The values of this affix are "moroccan", " turkish" or "frenen" 
(since Mohamed speaks some French). Three lexical categories can be ex-
tended with this affix: nouns, adjectives and prepositions. The category 
N0UN<Mturkish">, for example, has been assigned to Turkish nouns in the L2 
Dutch utterances. By extracting the rules which contain the affix NODUTCH 
from the grammar, one can investigate distributional patterns of words from 
other languages in the subjects' utterances and developments over time in 
these patterns. 
Fourthly, some explanation should be given at this point concerning the 
treatment of personal and possessive pronouns in COMOLA. For reasons of 
expository convenience, I will first present a brief overview of this part of 
the Dutch pronominal system in table 9.2. 
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number 
sg 
sg 
sg 
sg 
sg 
pl 
pl 
pl 
gender 
mase 
fem 
neuter 
subject 
ik(ke) 
JU 
hij 
zij 
het 
wij 
jullie 
zij 
object 
mij 
JOU 
hem 
haar 
het 
ons 
jullie 
hen/hun 
possessive 
mijn 
JOUW 
zijn 
haar 
zijn 
ons / onze 
jullie 
hun 
Table 9.2: Dutch pronominal system (full forms). 
It should be noted that table 9.2 does not contain an exhaustive survey 
of the Dutch personal and possessive pronouns. In addition to the set of 
full forms presented above, Dutch has a set of reduced pronouns, which are 
phonetically less salient than the full forms. However, since the L2 learners 
hardly used these reduced forms (probably due to their lack of perceptual 
salience), they have not been included in table 9.2. 
In the process of mastering the pronominal system, learners have to 
acquire both the form and the function of the target language pronouns. 
That form and function of pronouns are not acquired simultaneously can be 
observed from mismatches between the intended meanings of the forms in 
the learners' interlanguages and the meanings of these forms in the target 
language. Such mismatches have been found to occur in both LI and L2 
acquisition (cf. Broeder et al., 1988; Broeder, 1991). The data in the present 
study contain many examples of this phenomenon. In Mohamed's data, for 
example, many utterances can be found in which a functional overextension 
of the use of the Dutch oblique personal pronoun 'mij' (me) can be observed. 
For example: 
(5) deze mij vriend, 
th is me friend 
This is my fnend. 
'Mij vriend' is not in conformity with the native speaker norm, which re-
quires the possessive pronoun 'mijn' ('mijn vriend' - my friend). However, 
Mohamed uses the personal pronoun 'mij' with a possessive function, so it 
has to be treated like that in the grammar. A system which is designed 
for the description of language acquisition should be able to describe such 
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phenomena. Therefore, in order to handle pronominal reference through 
personal and possessive pronouns, two affixes have been added to these pro-
nouns, namely the affixes FORM and FUNCTION. The affix FORM refers to the 
target language form of the pronoun, whereas the affix FUNCTION indicates 
the function the learner assigns to this pronoun. The combination of the 
affixes FORM, whose value can be nominative, oblique, or possessive, and 
FUNCTION, whose value can be subject, object or possessive, leads to nine 
'possible' pronouns: 
PRON<nom_subj> PR0N<nom_ob j > PRON<nom_poss> 
PR0N<obl.obj> PRON<obl.subj> PRDN<obl.poss> 
PRON<poss_poss> PRON<poss_subj> PRDN<poss_obj> 
The pronouns in the left column show the combinations of form and func-
tion that occur in Dutch. Pronouns with a subject function have a nom-
inative form (case) and pronouns with an object function have an oblique 
form7. These pronouns are realized as separate constituents. Pronouns with 
a possessive function, on the other hand, are used attributively. Possible 
functional overextensions of the various forms are presented in the two other 
columns. A PRON<"nom_poss">, for example, indicates that a pronoun with a 
nominative form (the pronoun with subject function in the target language) 
has been used with a possessive function by the learner, as in the following 
utterance taken from session 5 with Mohamed: 
(5) hij haar is beetje nat. 
he hair is bi t wet 
His hair is a bit wet. 
In table 9.1 it can be observed that Hagan, too, overgeneralizes the function 
of personal pronouns. Like Mohamed, he overgeneralizes the pronoun which 
is used to express the subject function in Dutch. In addition to using the 
nominative form (e.g. 'ik', I or 'jij', you) as a pronoun with subject function, 
he uses it with a possessive function (PRON<"nom_poss">) in session 18, and 
with an object function (PR0N<"nom_obj">) in sessions 15 and 18. Consider 
the following example from session 15 for the last type of overextension: 
(15) ikke jij tekenen. 
I you<nom> draw 
rLike English pronouns, Dutch pronouns with an oblique form are used in both direct 
and indirect object function, as in 'ik bewonder hem' (I admire him) or in 'ik stuur hem 
een brief' (I send him a letter), and in PPs, as in 'bij hem' (with him). The value " o b j " 
of the affix FUNCTION is intended to cover all these construction types. 
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Furthermore, Hagan uses a possessive pronoun in a PP (PRON<"poss_obj">) 
in sessions 13 and 21. For example: 
(13) van mijn ook. 
of my too 
(That's) mine too. 
Standard Dutch requires a personal pronoun with an oblique form in such 
cases ('van mij'). 
The fifth observation with respect to table 9.1 concerns the construction 
PP<"possessive"> followed by a NOUN, which Hagan uses in session 23. The 
following utterance contains this construction: 
(23) die van mij koffie. 
that of me coffee 
That is my coffee. 
COMOLA yields the following tree structure for this utterance: 
Session 
NP<eubject> 
<8-9.11-24> 
DEM 
23 
S<declarative> 
<6_9_ll-25> 
S<nominal.+subj > 
<9-ll,-25> 
VP<nominal> 
<6.9-ll-21J23-25> 
OB JECKnominal > 
<6_9_ll-13-15-21_23-24> 
NP<nominal> 
<23> 
PP<possessive> 
<13.21ДЗ-24> 
PREP<possessive> 
die 
NP<in pp> 
<19-21_23-24> 
PR0N<obl.obj> 
mij 
NOUN 
koffie 
As was shown in section 9.3, this construction can also be observed quite 
frequently in Ergün's data. Moreover, it is also realized by Nesrin, namely 
in sessions 13, 17, 18, 20, 24 and 26. It should be noted that this is a 
construction with the head noun in final position. As was argued in section 
9.3, the Turkish subjects have a preference for such constructions. This 
preference can be observed in almost all the NPs in Hagan's data, for example, 
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in NPs consisting of a NAME followed by a NOUN, such as 'Eddie broer' (Eddie 
brother, i.e. Eddie's brother). 
Finally, it would be interesting to compare the structures presented in ta-
ble 9.1 with the description of Hagan's NPs by Van Helvert (cf. Van Helvert, 
1985, 64-65). Of course, the results reported here should be consistent with 
those reported by Van Helvert. This expectation is, indeed, borne out and 
only minor differences can be found. These differences can be ascribed to 
two facts. Firstly, one-word utterances were not considered in the present 
project. Therefore, one-word NPs constituting an utterance on their own 
(i.e. bare nouns) have not been taken into account, whereas Van Helvert 
included such NPs in her calculations. Secondly, Van Helvert made complete 
transcriptions of the first 20 minutes of each child-child interaction. The 
remaining interactions, occurring after the first 20 minutes, were not tran-
scribed in full: Van Helvert only transcribed the utterances produced by the 
Turkish children (cf. Van Helvert, 1985, 186). Since the meaning of the lat-
ter utterances cannot be established unequivocally, due to lack of contextual 
information, they were not considered in the present project. Van Helvert's 
report, on the other hand, is based on these utterances as well. 
A comparison of the analyses of the other children's data yielded by COMOLA 
and those presented by Van Helvert likewise showed up only minor differ-
ences between the two analyses. I have, therefore, decided against presenting 
a sketch of their NP development here. 
9.6.2 Intersubject variation 
Table 9.1 contains information pertaining to intrasubject development. With 
the aid of a few computer programs such information can be extracted au-
tomatically from the overall grammar and the files containing grammatical 
conditions. It is also very easy to extract information concerning variation 
between subjects from these sources. Suppose, for example, that one wants 
to examine NPs consisting of an adjective followed by a noun. The follow-
ing information can be selected with respect to this structure for the five 
children in Van Helvert's project: 
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Subject 
Nesrin 
Belgin 
Sefer 
Mehmet 
Hagan 
Sessions 
3-6,8,11,13-14,17-26 
11,14,20,24-26 
26-27 
19,22,24 
16-17,20-21,23 
Table 9.3: Occurrences of the structure NP : ADJ . NOUN. 
It appears that the children start using adjectives as noun modifiers at dif-
ferent periods of data collection. Whereas Nesrin uses such adjectives from 
session 3 onwards, Sefer does not use them until session 26. Of course, gen-
erating a survey like this one in isolation is not particularly interesting and it 
does not fully illustrate the advantages of a tool like COMOLA. The strength 
of COMOLA is that it is a tool for describing overall syntactic development. 
Recall that the overall grammar contains all the information with respect 
to all the utterances produced by all the subjects. So, if one wants to have 
additional information on the development of NPs, it can be selected at once. 
Suppose, for example, that one would like to examine the expansion of NPs 
containing an adjective and a noun towards three-component NPs. By ex-
tracting the relevant rules from the grammar one can see at a glance that 
Hagan and Belgin use such NPs from session 15 and 16 respectively onwards, 
whereas Nesrin, who uses adjectives attributively in NPs as early as session 
3, does not use three-component NPs until session 20. Furthermore, Sefer 
uses a three-component NP containing an adjective as a noun modifier for 
the first time in session 27, which is the first session after which the corre-
sponding two-component NP was first realized. Finally, Mehmet does not use 
any three-component NPs at all during the entire period of data collection. 
This picture of NP development could be extended easily, for example, with 
information about other complex NPs, and so on and so forth. 
At least two of the findings presented above deserve some further atten-
tion. Firstly, a large gap can be observed between the appearance of two-
component NPs with a modifying adjective (session 3) and three-component 
ones (session 20) in Nesrin's data. She uses the two-component NPs eight 
weeks before any of the other children start producing them. However, a 
closer look at her data shows that before week 11 the occurrence of these NPs 
is restricted to the NP 'little baby' (six occurrences) and to the NP 'lovely baby' 
(one occurrence only). Thus, the structure in question is hardly productive 
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at this time. From session 11 onwards, she gradually extends the number 
of modifying adjectives and modified nouns. Therefore, the gap which was 
signalled above is not really as large as it seemed at first glance. Secondly, 
as I pointed out above, Hagan's rule system includes a three-component NP 
(session 15) before it contains the corresponding two-component one (which 
he used for the first time in session 16, cf. table 9.3). This is not as strange 
as it may seem at first glance. As Van Helvert pointed out, when Hagan uses 
an adjective as a noun modifier for the first time, he is in a very enthousias-
me mood and adds the degree element 'erg' (very) to the description. This 
leads Van Helvert to conclude that Hagan must have been able to produce 
a two-component NP, too, at the time, which in fact he does only one session 
later (cf. Van Helvert, 1985, 65). In addition, it can be concluded that, 
like Nesrin's early two-component NPs, these three-component NPs are hardly 
productive. They always consist of the adverb of degree 'very' followed by 
an adjective and a noun. Therefore, it might be better to view such NPs as 
two-component NPs which are prefixed with 'very'. 
As a second example of the possibilities COMOLA offers for examining 
variation between learners, consider the following information with respect 
to the acquisition of personal and possessive pronouns by the subjects in 
Van Helvert's project. 
PRON<"nom_subjl,> 
PR0N<"nom_obj"> 
PRON<"nom-poss"> 
PR0N<"obl_obj"> 
PR0N<"pos3_poss"> 
PRON<"poss_obj"> 
Nesnn 
3,5-21 
23-26 
8,15,17 
17 
14-15 
17-21 
23-26 
21,24 
18 
Belgin 
5,8-27 
12,21 
13,16,26 
Sefer 
11,14-20 
22-27 
17,21 
Mehmet 
8,11-14,18 
19,22-25 
14,24 
24 
8,24 
Hagan 
9,11-25 
15,18 
18 
14,19-21 
23-24 
16,18 
19,23 
13,21 
Table 9.4: Temporal information on the use of personal and possessive pro-
nouns by Van Helvert's subjects. 
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It can be observed that only six out of nine 'possible' pronouns are actually 
used by the children. Three of them reflect correct form-function combina-
tions in Dutch. Incidentally, the three form-function combinations which are 
not instantiated in the children's data do occur in the ESF-corpus, but two of 
them are very infrequent (namely, PRON<"obl_subj"> and PR0N<"poss_subj">). 
All the children start off with personal pronouns in a subject function. 
This, of course, reflects the situation in which the data were collected: the 
children participated in child-child interactions in which they had to re-
fer to themselves and to their playmates. In order to express the subject 
function in Dutch, they consistently use the Dutch subject pronouns, i.e. 
pronouns with a nominative form. Note that no other forms are used to 
express the subject function: PR0N<"obl_subj"> and PR0N<"poss_subj"> do 
not occur. The subject form, on the other hand, is used to perform a variety 
of functions, namely subject, object and possessive. Similar observations on 
generalizations for case have been made by Broeder (1991) with respect to 
the ESF-data (see his tables 5.20 and 6.15). 
It can be observed in table 9.4 that pronouns with an object function 
are realized through three different forms, namely the (target-like) oblique 
form, and the (overgeneralized) nominative and possessive forms. The overall 
grammar yields the following information on the distribution of these forms. 
Pronouns with a nominative form and an object function (PR0N<"nom_obj">) 
occur as objects in the children's utterances, as in this utterance from Belgin: 
(12) ik jij bellen. 
I you<nom> call 
In standard Dutch, the oblique forms of personal pronouns have to be used 
in such cases. Incidentally, this form has to be used in PPs as well (see 
footnote 7). It is not unreasonable to expect that the overgeneralization of 
nominative forms will also occur in PPs. However, this expectation does not 
appear to be borne out by the data: the children never use pronouns with 
a nominative form in PPs. In PPs, the oblique forms of the pronouns are 
used and, occasionally, the possessive forms as well. Consider the follow-
ing example from Hagan in which he uses the standard oblique form 'mij' 
(PR0N<"obl.obj">) in a PP: 
(20) die aan mij geven, 
that to me give 
Next, consider this utterance from Nesrin in which the possessive pronoun 
'mijn' is used in a PP (PRON<"poss_obj">): 
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(18) dit is van mijn pop. 
th is i s of me doll 
This is my doll. 
Constructions like Nesrin's head-final construction 'van mijn pop' are ana-
lysed in the present project as an NP consisting of a PP<"possessive"> fol-
lowed by a NOUN. Similar head-final constructions such as 'van mij koffie' (see 
page 166) have before been observed to occur in both Hagan and Ergiin's 
data. In the tree structure on page 166, this construction, too, is analysed as 
an NP consisting of a PP<"possessive"> followed by a NOUN. At NP-level, there-
fore, the constructions 'van mijn pop' (of my doll) and 'van mij koffie' (of 
me coffee) receive similar descriptions. In the internal make-up of the pos-
sessive PPs, on the other hand, a difference can be observed: whereas 'mijn' 
is described as a PRON<"poss.obj"> (a possessive pronoun which is used in a 
PP), 'mij' is described as a PR0N<"obl_obj"> (in other words, in this case the 
internal make-up of the PP is in conformity with target language norms). 
Finally, table 9.4 shows that Sefer is the only child who never realizes 
an incorrect form-function combination. I would like to suggest that there 
may be a link between this and his behaviour during the child-child inter-
actions. Sefer was not very forthcoming during these sessions. He refrained 
from making the first move (cf. Van Helvert, 1985, 34). Such a reserved 
attitude enables one to avoid using constructions which one has not yet fully 
acquired. There is indeed some evidence that Sefer may have avoided the use 
of pronouns: he used a very restricted set of pronouns, almost exclusively 
as subjects of utterances. Pronouns with other functions than the subject 
function are found in data from two sessions only. 
This chapter contained an overview of the overall grammar. The construc-
tion of the grammar was geared towards describing overall syntactic devel-
opment, but, as was illustrated briefly in the present section, the information 
contained in it can also be used to investigate specific aspects of L2 acqui-
sition. In the next chapter, I will elaborate on one such aspect, namely 
the acquisition of verb second and topicalization, and I hope to show there 
how COMOLA can help the researcher in tracing the developmental routes L2 
learners follow in the acquisition of this central aspect of Dutch syntax. 
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Chapter 10 
Verb placement 
This chapter deals with the acquisition of verb placement in Dutch. Verbs 
can occur in a number of different positions in Dutch sentences (cf. section 
10.1.1). L2 learners of Dutch face the task of having to find out the rules 
underlying these positions. At least two sources of information are relevant 
here: 
1. the Dutch input they receive; 
2. the rules governing verb placement in their Lis. 
The organization of this chapter is as follows. Section 10.1 contains some 
observations on verb placement in Dutch, Turkish and Moroccan-Arabic. In 
section 10.2 two previous studies on the acquisition of verb placement in 
L2 Dutch and L2 German respectively are described. The German study is 
relevant in view of the similarities between German and Dutch word orders. 
Both studies are relevant with respect to the results of the present study. 
Section 10.3 deals with the routes which the four subjects participating in the 
ESF-project followed in their acquisition of verb placement, and discusses 
the usefulness of COMOLA for determining these routes. In section 10.4 the 
findings of the present study are compared with those of the two studies 
reviewed in section 10.2. Finally, some conclusions are presented in section 
10.5. 
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10.1 Some observations on verb placement 
10.1.1 D u t c h 
It is generally assumed that Dutch is a language with an underlying SOV 
word order and a verb second rule which is obligatory in main clauses1. 
This rule places the finite verb immediately after the first constituent in 
main clauses. The verb second rule does not operate in subordinate clauses, 
where the underlying SOV word order is reflected in the surface structure. 
In subordinate clauses, verbs, both finite and non-finite, occur at the end. 
For example: 
(ik zie) dat Paul een brief schrijft. 
(I see) that Paul a letter writes 
(ik weet) dat Paul een brief wil schrijven. 
(I know) that Paul a le t te r wants to write 
However, due to extraposition some constituents can occur after the verbs, 
as in: 
(ik weet) dat Paul een brief heeft geschreven aan zijn vriend 
(I know) that Paul a l e t t e r has written to his friend 
In declarative main clauses, the finite verb always has to be placed in second 
position, after the first constituent: 
Paul schrijft vandaag een brief. 
Paul writes today a l e t t e r 
If another constituent than the subject is topicalized, the verb will precede 
the subject, with the topicalized constituent preceding the verb, so that the 
verb second position can be maintained. For example: 
Vandaag schrijft Paul een brief, 
today writes Paul a le t te r 
Unlike finite verbs, infinitives, participles and verb particles occur at the end 
(provided that no constituent occurs after them due to extraposition): 
'However, in some recent publications, the SOV word order in Dutch is accounted for 
by different mechanisms than underlying SOV word order (see e.g. Chomsky, 1992; Kaan, 
1992). 
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Paul moet morgen een brief schrijven. 
Paul must tomorrow a l e t t e r write<inf> 
Paul heeft gisteren een brief geschreven. 
Paul has yesterday a l e t t e r written 
Paul stuurt een student weg. 
Paul sends a student away 
Finally, in interrogative main clauses inversion of subject and finite verb 
occurs: 
Schrijft Paul vandaag een brief? 
writes Paul today a l e t t e r 
Heeft Paul gisteren een brief geschreven! 
has Paul yesterday a l e t t e r written 
Therefore, if we leave the cases of extraposition aside, L2 learners of Dutch 
are confronted with three different verb positions in the input: verbs oc-
cur in first position (in questions), in second position (finite verbs in main 
clauses) and in final position (all infinitives and participles, and all verbs in 
subordinate clauses). L2 Dutch learners have the difficult task to find out 
that the underlying structure of Dutch is SOV and that Dutch has a verb 
second rule which only operates in main clauses. They also have to find out 
that this rule is obligatory in main clauses, so that, if another constituent 
than the subject is topicalized, the verb second position will be maintained 
and the subject will occur after the verb. 
10.1.2 Turkish 
In this section some brief observations on Turkish word order will be made. 
These observations are based on the following sources: Lewis (1967), Kornfilt 
(1987) and Underbill (1985). 
Turkish is an agglutinative language. Verbs can be modified by a whole 
range of suffixes which are used to express, for example, negation, mood 
(desiderative, necessitative and optative), voice and tense. Basically, Turk-
ish has an SOV word order: verbs mainly occur in sentence-final position. 
Consider, for example, the following sentence, which has been taken from 
Underhill (Underbill, 1985, 47): 
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Halil kiz-i gör-dü. 
Halil girl<acc> see<past> 
Halil saw the girl. 
However, non-verb-final constructions may also occur, namely when some-
thing is added as an afterthought or when the speaker assumes that the 
hearer is in the know. Kornfilt (Kornfilt, 1987, 636) gives the following 
example: 
Hasan çocug-a ver-di elma-yi. 
Hasan child<dat> give<past> apple<acc> 
Hasan gave the apple to the child. 
and explains in which context this particular sentence could be used: "it 
must be clear within the discourse that something happened to the apple or 
even that Hasan gave the apple to somebody" (Kornfilt, 1987, 636). 
The unmarked word order, however, is SOV: 
Hasan çocug-a elma-yi ver-di. 
Hasan child<dat> арр1 <асс> give<past> 
10.1.3 Moroccan-Arabic 
The language situation in Morocco is very complex (cf. De Ruiter, 1989, 
3-14). As their first language, Moroccans acquire either a Moroccan-Arabic 
dialect or a Berber language. These dialects and languages are essentially 
spoken languages. At primary school, Moroccans have to learn Modern Stan­
dard Arabic, which is the language of instruction. It is used both in writing 
and in speaking, but its use in speaking is restricted to formal situations. 
Modern Standard Arabic is not a mother tongue. So, at an early age, Mo­
roccans are confronted with two languages: their native language at home 
and Modern Standard Arabic at school. In addition, they receive instruction 
in French from the third year of primary education. 
The language situation of the two Moroccans participating in the present 
project is as follows. Both Fatima and Mohamed speak a Moroccan-Arabic 
dialect as their first language. On the basis of the information I had from 
the ESF-project I was unable to establish exactly which dialect they spoke. 
However, I do not consider this to be a major problem, since, to my knowl­
edge, the Moroccan-Arabic dialects never have been considered separately as 
different source languages in research on second language acquisition. Even 
De Ruiter, who carefully considered the language situation of his Moroccan 
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learners of Dutch, did not judge it necessary to distinguish different groups 
of Moroccan-Arabic subjects based on their different Moroccan-Arabic di-
alects (cf. De Ruiter, 1989, 6-7). Therefore, I feel justified in using the term 
Moroccan-Arabic for the first language of Fatima and Mohamed. Fatima 
attended primary school for two years, where she was taught Modern Stan-
dard Arabic. Mohamed finished primary school and two years of secondary 
school. Consequently, he was taught Modern Standard Arabic and French. 
In fact, Dutch is, therefore, not a second language for these subjects, but a 
third (Fatima) or even a fourth (Mohamed). For ease of reference, however, 
I will continue to use the term L2 Dutch in this book. 
Now, let us consider the structure of Moroccan-Arabic. Sentences ex-
hibiting a VSO word order are frequent in Moroccan-Arabic. Consider, for 
example, the following sentence from De Ruiter (De Ruiter, 1989, 175): 
za-t t-tumubil. 
came<3sg,fem> car 
A car came. 
However, NPs are also often fronted in Moroccan-Arabic. The construction 
resulting from fronting was described before in section 9.1, where it was 
pointed out that it contains a fronted NP followed by a pause. The MP is 
preferential with a resumptive pronoun occurring later in the sentence (cf. 
Harrell, 1962, 161). However, the pause is not always present. This has 
resulted in disagreement among linguists with respect to the word order of 
such sentences: if there is no pause after the subject NP in sentence-initial 
position, why should such sentences still be regarded as having VSO word 
order and not SVO? Harrell (1965) gives many examples of sentences in 
which the subject occurs before the verb, including the following one on 
page 97: 
le-fqiha za-t. 
the-teacher<fem> came<3sg,fem> 
The teacher came. 
Recently, De Ruiter (1989) concluded that research has not established un-
equivocally which of the two word orders VSO or SVO is the unmarked one in 
Moroccan-Arabic, but it is clear that both word orders occur. Consequently, 
I will take both orders into account in the rest of this chapter. 
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10.2 Previous studies 
10.2.1 T h e ESF-project 
The linguistic analyses resulting from the ESF-project cover a variety of 
topics. One of them is the structure of utterances in learner varieties (cf. 
section 2.2.1). Several publications have been devoted to the structure of 
the utterances produced by learners of L2 Dutch (Coenen and Van Hout, 
1987; Klein and Perdue, 1988; Klein and Perdue, 1992). These papers are 
related to each other: Klein and Perdue (1992) is based on Klein and Perdue 
(1988), which in turn contains the observations made by Coenen and Van 
Hout (1987). Therefore, I will restrict myself here to describing the results 
presented by Klein and Perdue (1992). 
Klein and Perdue (1992) deals with the structure of the utterances in the 
learner varieties of four target languages in the ESF-project, namely English, 
German, Dutch and French. The analysis is based on recordings of subjects' 
retellings of a montage of Charlie Chaplin's Modern Times, which lasts about 
twenty minutes and is divided into two main episodes. The data collection 
procedure was as follows: the researcher and the L2 learner watched the first 
episode together; then the researcher left the room and the learner watched 
the second episode alone. After this, the researcher returned and asked the 
subject to retell the story of the episode he had just watched. The retellings 
of Modern Times were recorded in each cycle of data collection (in sessions 9, 
18 and 27). Unfortunately, no L2 Dutch retellings are available for the first 
cycle. A personal narrative of the L2 Dutch learners was chosen instead. The 
L2 Dutch narratives had an average length of about 45 utterances, whereas 
the L2 Dutch film retellings of cycles 2 and 3 had an average length of about 
120 utterances. 
Klein and Perdue argue that the structure of the learners' utterances is 
determined by a limited set of organizational principles which are present 
in all learner varieties and which operate on a given repertoire of linguistic 
devices. They distinguish three sets of principles (cf. Klein and Perdue, 1992, 
45-56): phrasal conditions, which have to do with the order of constituents, 
semantic constraints, such as the fact that the NP with highest control of 
the other referents comes first, and pragmatic factors, such as the fact that 
focus information comes last in the utterance. Klein and Perdue argue that 
the interaction of these principles, which changes over time, determines the 
actual structure of an utterance in a given learner variety. They distinguish 
three stages of utterance organization in their analysis of the L2 learners' 
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data: 
1. Nominal utterance organization (NUO). 
In this stage, the utterances contain hardly any verbs. There are two 
basic structures: either a topic NP is followed by the focus, or an adverb 
is followed by an NP in order to introduce new referents. Consider, 
for example, the following two utterances from Fatima and Ergiin, 
respectively: 
de boot weg. 
the boat off/away 
(Klein and Perdue, 1992, 313) 
daar ook de man. 
there also the man 
(Klein and Perdue, 1992, 314) 
2. Infinite utterance organization (IUO). 
In this stage, the utterances contain verbs, but the verbs show hardly 
any traces of inflection. That is to say, the learners produce only one 
form for each verb. The infinite verb has a structuring effect. The two 
patterns of the first stage (NUO) are extended with verbs, which gives 
rise to the following basic patterns: 
NP Verb X or NP X Verb 
NP Copula X 
Verb NP 
All patterns can be preceded or followed by adverbials of time and 
space. Furthermore, the learners strictly adhere to the principles of 
controller first and focus last. 
The learner variety which is organized along these lines is referred to 
by Klein and Perdue as the basic variety. 
3. Finite utterance organization (FUO). 
In this stage, the learners organize their utterances according to the 
distinction between 'finite component' and 'infinite component' of the 
verb. For learners of Dutch, this means that they can distinguish 
between different verb forms and that they can figure out the position 
in the sentence of the finite and non-finite verb forms. 
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It should be noted that several types of utterance organization can co-occur 
in a learner variety and that the transition from one stage to another is slow 
and gradual. 
In what follows, a brief summary of Klein and Perdue's observations with 
respect to the structure of the utterances from the four L2 Dutch learners in 
the present study will be given, insofar as these observations are relevant to 
the topic of verb placement. The stages of utterance organization reached 
by the four subjects are given in table 10.1. 
NUO 
IUO 
FUO 
Fatima 
X 
X 
-
Mahmut 
X 
X 
-
Ergiin 
X 
X 
X 
Mohamed 
X 
X 
X 
Table 10.1: L2 Dutch learners' utterance organization. 
Klein and Perdue conclude that Fatima, a Moroccan-Arabic woman, did not 
get very far in her acquisition of Dutch. In the first cycle of data collection 
(sessions 1-9), the organization of her utterances is almost purely nominal. 
In the second cycle, she still uses nominal constructions, but there are also 
utterances with verbs. These verbs show up in only one form and they occur 
in second position. In the third cycle, this infinite utterance organization is 
maintained. Only some lexical development could be observed. 
Klein and Perdue make the following observations with respect to the 
organization of the utterances from the Turkish subject Mahmut. In the 
narrative from the first cycle, most of Mahmut's utterances reveal a nominal 
organization. When a verb is used, it only has one form and it occurs in 
final position. No copulas are used. In the second cycle, most utterances 
contain a verb which occurs in final position. In the third cycle, verbs are 
occasionally split up into finite and non-finite ones and some SVX structures 
occur. 
The second Turkish subject, Ergiin, also starts with a largely nominal 
utterance organization. When a verb occurs, it is always non-finite and in 
final position. In the retelling from the second cycle (session 18), Ergiin is on 
the verge of moving from IUO to FUO. He distinguishes between finite and 
non-finite verb forms, but he has not yet captured their morphosyntactic 
distribution. Finite and non-finite verb forms occur in various positions. 
In the third cycle, his utterance organization is largely finite. The finite 
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verb does not show up in wrong positions. However, this organization is 
still not in accordance with the target language norm, since he does not 
systematically apply the rule for particle separation and still puts more than 
one constituent before the finite verb. 
In the first cycle, the second Moroccan subject, Mohamed, is in the 
transitional stage from NUO to IUO. Verbs occur in second or in first position 
and have one form only. In the second cycle, Mohamed has different forms 
for one and the same verb and a word order pattern in which finite and 
non-finite verbs are distinguished and given their correct positions in the 
sentence. Further tuning of this finite utterance organization takes place in 
the third cycle. 
Klein and Perdue summarize their findings with respect to the learners 
of L2 Dutch as follows (see Klein and Perdue, 1992, 223-224). Initially, all 
learners go through a stage in which their utterance organization is largely 
nominal. Then, they start to use lexical verbs, at first without distinguishing 
systematically between finite and non-finite forms (i.e. infinite utterance or­
ganization). The Moroccans mainly put their verbs after the first NP, whereas 
the Turkish subjects put it in final position. Fatima and Mahmut do not 
proceed beyond this stage. Mohamed and Ergiin, on the other hand, reach 
the stage of finite utterance organization, in which utterances are organized 
according to the distinction between finite and non-finite verbs. 
10.2.2 The ZISA-project 
The ZISA2 research group studied the acquisition of L2 German by Spanish, 
Italian and Portuguese adult subjects. First, a cross-sectional study was car­
ried out in which 45 Spanish, Italian and Portuguese subjects participated. 
Data were elicited through informal interviews. Occasionally, additional 
elicitation techniques and language proficiency tests were used. This was 
followed up by a two-year longitudinal study in which mainly the same tech­
niques and methods were used. Twelve subjects participated in this study. 
They had the same LI backgrounds as the subjects in the cross-sectional 
study. 
The development of word order in L2 German was one of the main re­
search topics of the ZISA project, which has been reported on in a large 
number of publications (see, for example, Clahsen, 1980; Meisel et α/., 1981; 
Clahsen et al., 1983; Clahsen, 1984). The researchers concluded that the 
2ZISA is an acronym of 'Zweitspracherwerb italienischer und spanischer Arbeiter (sec­
ond language acquisition by Italian and Spanish migrant workers). 
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following stages could be distinguished in the acquisition of German word 
order rules by speakers of Romance languages: 
1. Canonical word order: the learners assume that German sentences 
exhibit a strict subject-verb-object (henceforth SVO) order. For ex-
ample: 
die kinder spielen mim ball 
the children play with the bal l 
(Pienemann, 1989, 53) 
2. Adverb preposing (ADV-PREP): adverbials are moved to sentence-
initial position. For example: 
da kinder spielen 
there children play 
(Pienemann, 1989, 53) 
3. Particle shift (PARTICLE)3: particles and non-finite parts of verbal 
elements are moved to sentence-final position. For example: 
alle kinder muss die pause machen 
a l l children must the break have 
(Pienemann, 1989, 54) 
4. Inversion of subject and finite verb (INVERSION). As in Dutch, this 
is obligatory in German after preposed elements. For example: 
dann hat sie wieder die knoch gebringt 
then has she again the bone bringed 
(Pienemann, 1989, 54) 
5. Adverbials can be placed optionally between the finite verb and the 
object (ADV-VP). For example: 
die bringen jedes jähr ein wunderbares zeugnis 
they bring every year a wonderful report 
(Clahsen, 1980, 65) 
6. The finite verb occurs in final position in subordinate clauses (V-END). 
For example: 
3In some ZISA papers, this rule is referred to as 'verb separation'. 
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wenn ich kein arbeit mit dem LKW hab dann arbeit ich an der 
maschin 
when I no work with the lorry have, then I work at the 
machine 
(Clahsen, 1980, 78) 
The ZISA group claimed that these rules constituted an implicational scale: 
SVO < ADV-PREP < PARTICLE < INVERSION < ADV-VP < V-END 
If a learner has acquired a particular rule on this scale, he will also have 
acquired all the rules to the left of the rule in question, but none of the rules 
to the right. For example, a learner who has acquired PARTICLE, will also 
have acquired ADV-PREP and SVO, but not INVERSION, ADV-VP and V-
END. Pienemann (1980) found corroborative evidence for this implicational 
scale in the data of three eight-year-old Italian children acquiring L2 German 
(cf. also the re-examination of Pienemann's data by Clahsen, 1984, 230-231). 
These data covered a period of more than one year. 
The developmental sequence should not be taken to reflect a view that 
second language acquisition is a linear and uniform process. On the contrary, 
the ZISA group has argued strongly against this view. Instead, they have 
proposed a multi-dimensional model of second language acquisition, in which 
the first dimension is constituted by a sequence of ordered developmental 
stages, whereas the second dimension makes it possible to allow for variation 
within each stage. In their view, this variation is due to socio-psychological 
differences between learners. 
The ZISA researchers did not only describe the observed developmental 
sequences, they also ventured an explanation (see, for example, Meisel, 1983). 
Basing themselves on psycholinguistic studies of language acquisition such as 
Slobin (1973), they attempted to account for these sequences in terms of the 
operation of three different strategies of language processing (cf. Clahsen, 
1984): 
1. Canonical Order Stategy (COS): deep structure relations are mapped 
directly onto surface strings, with movement into or out of the fixed 
sequence being blocked. 
2. Initialization/Finalization Strategy (IFS): movement of elements to 
sentence-initial and sentence-final positions may occur, but movement 
to sentence-internal positions is blocked, so that in [XYZ] X cannot be 
put between Y and Ζ and/or Ζ cannot be put between X and Y. 
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3. Subordinate Clause Strategy (SCS): rearrangement of elements in sub­
ordinate clauses is avoided. 
The ZISA group argues that each stage on the word order scale results 
from the learner's use of a particular combination of these strategies. The 
relationship between the use of these three strategies of language processing 
and the resulting developmental stages can be expressed as follows: 
Stage Strategies 
1. SVO +COS.+SCS 
2. ADV-PREP +COS.+IFS.+SCS 
3. PARTICLE -COS,+IFS,+SCS 
4. INVERSION -COS-IFS.+SCS 
5. ADV-VP -COS,-IFS,+SCS 
6. V-END -COS-IFS.-SCS 
In the first stage, the learner uses a strict SVO word order (+COS,+SCS). 
In the second stage, the learner can move elements into a salient position 
(+IFS), while leaving the canonical word order intact (+COS,+SCS). In 
stage 3, particles etc. are moved from a sentence-internal position4, thereby 
violating the canonical order (-COS), to sentence-final position (+IFS). In 
stages 4 and 5, elements can be moved into a sentence-internal position 
(-COS,-IFS). In stage 6, finally, the subordinate clause strategy is given 
up, and learners start to distinguish between main clauses and subordinate 
clauses. 
The view that the developmental sequence illustrated above results from 
the order in which the learners acquire the prerequisites for processing L2 
German has some interesting implications. According to this view, struc­
tures from, for example, stage 4 cannot be processed by learners at stage 1 or 
2, since they do not yet have the necessary processing strategies. The strate­
gies available to the learner at a given time determine what he is capable of 
processing. In other words: they act as constraints on his L2 development. 
This would also imply that structures belonging to, let us say, stage 4 can­
not be succesfully taught to learners at stage 2, as they lack the necessary 
prerequisites for tackling stage 4 structures. This claim was investigated 
by Pienemann in his studies on the teachability of languages (Pienemann 
1984; 1989). In one experiment, INVERSION was taught to ten Italian chil­
dren (aged 7 to 9) who were all at earlier stages than INVERSION. The 
Remember that the starting point is ал SVO word order. 
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result showed that instruction in INVERSION did not lead to acquisition 
of this rule, unless the learners had already acquired PARTICLE shift, the 
rule immediately preceding it in the developmental sequence. Learners at 
earlier stages of development did not benefit from instruction. According to 
Pienemann such a result could be predicted on theoretical grounds 
"because the structures involved are based on specific processing 
prerequisites, each of which requires a processing device devel-
oped at the preceding stage, with the result that there is no other 
way for the learner to gradually develop the processing devices 
than in the order observed." 
(Pienemann, 1989, 72) 
The fact that the ZISA researchers focussed on the process of language ac-
quisition, and were not content with merely studying the product can be 
considered an important improvement on much of the work that had been 
done at the time. Furthermore, it is a great advantage that the stages 
proposed by the ZISA group can be put to empirical tests and that this 
framework is falsifiable. Perhaps the major accomplishment of the work by 
the ZISA researchers, however, is that they have suggested an explanation 
for the observed sequence (in terms of speech-processing constraints) which 
was based on psycholinguistic insights. Such attempts at explaining lan-
guage development on the basis of psycholinguistic insights were relatively 
rare at the time (cf. Larsen-Freeman and Long (1991, 283-287) for further 
discussion of the work carried out by the ZISA group). 
10.3 The present study 
Using the information yielded by COMOLA, I studied the route which the four 
learners in the ESF-project followed in the acquisition of verb placement in 
Dutch. From section 10.1.1 it can be deduced that the form of the verbs 
(finite or non-finite) in Dutch sentences is related to their position in the 
sentence. Therefore, I took into account both the position and the form of 
the verbs in the learners' utterances. It will be remembered that the overall 
grammar contains the following information on the position of verbs: verbs 
occur as daughters of COMP, which is part of SBAR or S2BAR, or as a part of 
VPs. So, the information on the position of verbs is stored in two different 
sections of the grammar: in the S-rules and in the VP-rules. When verbs 
are placed in COMP, the SBAR or S2BAR contains a trace which is inherited by 
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VP (cf. sections 9.1 and 9.2). When two verbs occur in one utterance, the 
relationship between them can be extracted from the grammar, since the 
verbs either occur in one and the same VP-rule or the relationship between a 
verb under COMP and a verb under VP can be established since the VP contains 
an affix indicating a trace of the first verb (cf. the tree structure on page 
134). Information on the form of verbs is included in the overall grammar 
by means of an affix FIN whose values are "-fin" or "+fin". The value 
"-fin" indicates that the verb has the form of a participle or an infinitive; 
the affix "+f in" indicates that it has another form. It should be noted that 
the difference between verbs which have been assigned the lexical category 
VERB with either the affix value "-fin" or the value "+fin" coincides to a 
large extent with the difference between verbs with a 'long' form and verbs 
with a 'short' form. Only monosyllabic infinitives such as 'zien' (to see) do 
not fit into this picture: such infinitives have a short form, but, since they 
are infinitives, the lexical category VERB<"-f in"> has been assigned to them. 
This information with respect to the forms and positions of verbs in the 
overall grammar served as a basis for the analysis of verb placement to be 
presented in this section. In what follows, I will show how the informa-
tion can be used to obtain a picture of the development over time of verb 
placement in the learners' utterances. 
10.3.1 Data analysis 
10.3.1.1 The initial stage 
The four learners whose data are presented here start off with different as-
sumptions about the position and the form of verbs in Dutch utterances. 
It can be read from the grammar that Mohamed, whose LI is Moroccan-
Arabic, initially puts his verbs mainly in VP-initial position (i.e. directly after 
the subject, or in the first position of subjectless sentences). The following 
positions occur, for example, in his VP-rules for session 1: 
VERB<"+fin"> 
VERB<"+fin"> , X 
VERB<"-fin"> , X 
X , VERB<"+fin"> 
X , VERB<"+fin"> 
X , VERB<"-fin"> 
The X and the Y 
, Y 
, Y 
can 
(12 rules) 
(2 rules) 
(1 rule) 
(1 rule) 
(2 rules) 
be anything. The grammar contains, for example, 
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12 different rules starting with a finite verb followed by one or more con-
stituents. With respect to verb forms, the survey above shows that there 
are only four rules in which a VERB<"-f in"> occurs. On closer inspection of 
Mohamed's data it appears that in these cases he has used the monosyllabic 
infinitive 'gaan' (to go), the verb 'neergezet' (put down), for which he asked 
a translation, and the verb 'verven' (to paint). His data from other early 
sessions show clearly that, initially, he has a general preference for 'short' 
verb forms, i.e. verb stems or monosyllabic infinitives such as 'gaan'. As was 
explained before, these forms are represented in the current overall grammar 
by two different categories: a verb stem such as 'loop' (walk) has the lexical 
category VERB<"+fin">, whereas the monosyllabic infinitive 'gaan' has the 
category VERB<"-f in">. Note, however, that the forms Mohamed prefers can 
be characterized as 'short' compared to the 'longer' infinitives of polysyllabic 
verbs and participles. 
With respect to the position of verbs, the following observations can 
be made. Mohamed's grammar for session 1 contains 14 VP-rules with a 
verb in initial position and four rules in which the verb occurs in another 
position. It should be noted that these figures reflect the number of VP-rules 
in Mohamed's grammar and not the frequency with which these rules were 
actually used. However, a close inspection of Mohamed's data reveals that, 
whereas the VP-rules with the verb in initial position are used freqiiently by 
him, Mohamed only rarely applies the four rules in which the verb does not 
occur in initial position. It can be concluded, then, that Mohamed starts 
off with utterances with an (S)VX structure in which the verb has a short 
form. 
Now, let us have a brief look at the grammar from the second Moroccan-
Arabic subject, Fatima. In the early sessions, about half of the VP-rules in 
Fatima's grammar do not contain any verbs. Fatima, then, realizes many 
utterances without a verb. However, when she uses a verb, she has a pref-
erence for its short form (i.e. the verb stem, the third person singular or 
monosyllabic infinitives), irrespective of the grammatical subject of the ut-
terance. Unlike Mohamed, Fatima does not have a very strong preference 
for an SVX word order in the initial sessions. Her data contain a consider-
able number of utterances with other word orders, most notably one with 
the verb in final position. Some utterances with verb-final word order have 
preverbal negation, e.g.: 
(8) ik niet zien. 
I not see<inf> 
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It should be noted that such utterances do not necessarily have to be viewed 
as evidence for an SXV structure, as they could also be interpreted as SV 
structures with a negated verb in second position. However, Fatima also 
uses SXV utterances in which other elements than 'niet' precede the verb. 
For example: 
(5) ik veel kleren haal. 
I many clothes get<stem> 
(8) ik alles koopt. 
I everything buys 
Because of such utterances, I do not consider it legitimate to draw the con-
clusion that Fatima has the same strong preference for an SVX word order 
in the initial sessions as the other Moroccan subject Mohamed. 
To sum up, Fatima has a slight preference for utterances with an SVX 
word order in the initial sessions, but there are also quite a few SXV utter-
ances. Nearly all her verbs have short forms, irrespective of their position in 
the sentence. The few long forms she uses can also occur in all positions. 
Compared with the Moroccans, the Turkish subjects start off with very 
different assumptions with respect to the position and the form of verbs in 
Dutch utterances. Mahmut's grammar shows that many of his VP-rules do 
not contain any verbs in the initial stage. When a rule contains a verb, 
it occurs in final position and is nearly always marked with the feature 
"-fin". So, Mahmut produces many utterances without verbs in the early 
sessions, and when he uses a verb, he very frequently puts it in utterance-
final position. When the verb is not placed in final position, it is often 
part of an unanalysed chunk, such as 'weet ik niet' (know I not, i.e. I don't 
know) or 'geeft niks' (doesn't matter). The verbs in his repertoire are mainly 
infinitives or participles, which have a long form. Some typical examples are 
listed below: 
(7) ik kleintje cadeautje halen. 
I l i t t e gift get<inf> 
(8) hollandse mensen daar kijken. 
Dutch people there look<inf> 
It can be concluded, then, that Mahmut's utterances reflect an SXV struc-
ture in which the verb has a long form. 
10.3. THE PRESENT STUDY 189 
The grammar from the second Turkish subject, Ergün, shows the same 
pattern with respect to verb placement as the one found in Mahmut's gram-
mar of the early sessions. Ergiin's grammar initially contains many VP-rules 
without verbs. In VP-rules with verbs, verbs occur in final position and are 
marked with the affix "-fin". So, initially, Ergiin's data contain many ut-
terances without a verb. When an utterance contains a verb, it often has a 
long form and is placed in final position. For example: 
(1) en dan twee misschien drie jaar Duitsland blijven. 
and then two maybe three year Germany stay<inf> 
To sum up, the following picture emerges with respect to the inital stage of 
verb placement in the L2 Dutch data of the learners: 
Subject Ll L2 verb form L2 word order 
Mohamed Moroccan-Arabic short SVO 
Fatima Moroccan-Arabic short SVO/SOV 
Mahmut Turkish long SOV 
Ergün Turkish long SOV 
Table 10.2: Verb placement in the initial stage. 
10.3.1.2 Beyond the initial stage 
As was pointed out in the preceding section, most learners start off with 
rather firm assumptions with respect to the form and the position of verbs 
in Dutch sentences. It is to be expected that, given enough time and op-
portunity, the learners will reconsider their initial hypotheses with respect 
to verb placement in Dutch, since they will continue to receive input which 
contains verbs with other forms and in other positions. In this section, de-
velopments beyond the initial stage will be described. Since Mohamed is the 
most advanced learner, his data will be considered first. 
From session 1 onwards, Mohamed puts topicalized constituents before 
his SVX word order pattern, which results in utterances with a TOP S V X 
structure. For example: 
(1) kwartier ik zegt « ik probeer. » . 
quarter.of.an.hour I says « I try<stem>. » 
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Note that this phenomenon has been referred to as the stage of adverb 
preposing in the ZISA project. In the present study, the same term will be 
used for this stage. 
Soon after the start of data collection two new phenomena with respect 
to verb placement can be observed in Mohamed's grammar. Firstly, from 
session 4 onwards, verbs can occur under COMP. This means that the verb is 
placed before the subject (VSX). At first, Mohamed uses this construction 
mainly for the introduction of new persons and objects in his narratives. 
The sentence-initial position mostly contains a locative adjunct and the set 
of verbs that occur in this position is very limited (e.g. verbs like "to be" or 
"to come"). For example: 
(5) hier is veel tenten. 
here is many tents 
Later on, he uses this verb position for other purposes as well: it becomes 
the position of the modal verbs 'moet' and 'kan' in both declarative and 
interrogative sentences (cf. section 9.1) and the position of other verbs in 
interrogative sentences. 
Secondly, Mohamed uses more than one verb in one utterance from ses-
sion 2 onwards. This phenomenon is reflected in the grammar in two ways: 
1. a VP-rule contains more than one verb; 
2. a VP-rule which is marked as having a trace of some verb contains a 
verb itself. 
The rules 
VP<"verbal">: 
VERB<"aux.+f in">, ADVERB, VERB<"+f in">, 0BJECT<"temp">. 
and 
VP<"verbal", "trace.of _Vaux">: 
ADVERB , VERB<"-fin">. 
describe, for example, the following utterances from Mohamed: 
(7) ik was hier kom vier keer of vijf keer. 
I was here come four time or five time 
I came here four or five times. 
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(16) heb jij daar niet gezien? 
have you there not seen 
Haven't you seen (that) over there? 
There are reasons for assuming that the use of more than one verb in an ut-
terance will lead to a different treatment of these verbs in order to distinguish 
them from each other. As was mentioned before, Mohamed produces utter-
ances containing two verbs from session 2 onwards. In session 2, he places 
the auxiliaries directly after the subject (the normal position of verbs in his 
data), while putting the second verb in sentence-final position. Like the first 
verb, the second verb has a short form. There is only one long form ('kopen', 
to buy), but he has picked this form up from one of the interviewers. So, 
initially, when two verbs occur in one utterance, they differ from each other 
in place, but not in form. From session 4 onwards, however, the second verb 
nearly always has a long form, although it should be noted that Mohamed 
initially uses many verbs, e.g. 'verstaan' (to hear), of which he only knows 
one form. The second verb nearly always occurs in sentence-final position, 
although it is sometimes followed by a PP or a temporal adjunct. However, 
when Mohamed uses the modal verb 'wil' (want), he frequently places the 
second verb directly after 'wil'. Compare the following two utterances: 
(5) in de krant een mensen wil verkopen auto of anders. 
in the newspaper a people wants sell<inf> car or else 
(4) op de school kan niet die ander arabisch praten. 
at the school can not the other Arabic talk<inf> 
As pointed out before, in utterances with more than one verb, the first 
verb position is occupied by auxiliaries, particularly modal auxiliaries and 
auxiliaries of tense. Following the pilot analyses of the ESF data by Coenen 
(1988), I initially considered the modal auxiliaries in the learner varieties to 
constitute a class of their own (termed 'operator' by Coenen). Coenen argued 
that the position of modals resembled the position of adverbs like 'misschien' 
(maybe) and 'niet' (not), rather than the position of verbs. She gave the 
following examples from Mahmut in order to underline this observation (cf. 
Coenen, 1988, 185): 
(18) jij moet hapis gaan. 
you must jail<turkish> go<inf> 
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(18) ik niet hapis gaan. 
I not jail<turkish> go<inf> 
In these utterances, the position of the modal 'moet' resembles the position 
of the negation 'niet'. 
However, I am now convinced that, in fact, things are a bit more compli-
cated. The conclusion that modal verbs behave like adverbs seems to hold 
for Mahmut and Fatima, and more or less for Ergiin, but there is some strong 
evidence that Mohamed 's modals behave like verbs rather than adverbs. The 
argumentation for this has to do with the observation that topicalization of 
modals appears to affect the word order in the rest of the utterance, whereas 
the topicalization of adverbs does not have such an effect. In sentences with 
preposed adverbials, the rest of the sentence has the basic word order pat-
tern SVX. In sentences with topicalized modals, however, main verbs occur 
in final position instead of directly after the subject and they have a non-
finite form. Compare, for example, the form and the position of the main 
verb in the following utterances from Mohamed: 
(10) en gisteren ik slaap bij mij oom. 
and yesterday I sleep<stem> with my uncle 
And yesterday I slept at my uncle's place. 
(13) moet ik twee man meenemen. 
must I two men take<inf> along 
(13) en dan ik neem mee twee man. 
and then I take<stem> along two men 
Preposing the modal results in a verb final word order, whereas the unmarked 
order is verb second. If modals were adverbial operators, this behaviour 
would be inexplicable. Rather, modals seem to behave like other auxiliaries. 
Remember that Mohamed places main verbs in sentence-final position in 
sentences with two verbs. For example: 
(14) ik heb gisteren niet veel geslapen. 
I have yesterday not much slept 
In such utterances the verb final word order can also be observed. Further 
evidence for the hypothesis that modals are verbs comes from the fact that 
Mohamed (and Ergiin to some extent) begins to inflect modals at a given 
stage in his L2 development. Consider, for example, the following utterances 
from Mohamed: 
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(14) marokkanen willen marokkaans muziek. 
Moroccans want<pl> Moroccan music 
(26) moeten we nog een keer zeggen. 
must<pl> we another time say<inf> 
We have to say it again. 
It should be pointed out here that GOMÓLA could be usefully applied as an 
arbiter by the researcher who seeks to determine whether modals, as far as 
their position in the sentence is concerned, behave like adverbs or like (other) 
auxiliaries. If he changes the lexicon a little and, instead of assigning the 
lexical category operator to the modals - as I have done -, assigns the lexical 
categories adverb and auxiliary to them, he can check whether a subject's 
grammar contains rules for the analyses in which the modals are treated as 
adverbs or as auxiliaries, and, if so, during which period of time. In this way 
it can be determined quite easily whether the position of modals resembles 
that of adverbs or auxiliaries. A reanalysis of all the subjects' modal verbs 
was beyond the scope of the present project. Instead, I decided to take a 
sample from Mohamed's data, and to run it with the lexicon adjusted as 
described above. This provisionary test revealed that Mohamed's grammar 
contains rules for the analyses in which modals are treated as auxiliaries 
rather than adverbs. 
To sum up, three stages can be distinguished in Mohamed's developmental 
route described so far: 
1. The initial stage. 
Mohamed starts off with verbs with a short form. These verbs are 
often placed directly after the subject. 
2. Adverb preposing. 
Adverbials are placed before the word order patterns of stage 1. Such 
preposings, therefore, do not affect the basic structure of the sentence. 
3. Differentiation of verb form. 
When Mohamed realizes two verbs in one utterance, he soon differ-
entiates between them with respect to their position: the first one is 
placed in his 'normal' V-position, the second one is placed in sentence-
final position. Prom session 4 onwards the second verb generally has a 
long form. However, initially, Mohamed often knows only one form of 
a verb, and, consequently, cannot but use this form in both positions. 
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In addition, Mohamed produces 'presentational' utterances and utterances 
with modal verbs in which the verb occurs before the subject. 
It is to be expected that, at a given moment, the differences in form and 
position between the two verbs in one sentence will have an effect on verb 
placement in sentences with one verb. One can indeed observe this effect 
around session 10 or 11. At this point, Mohamed seems to have grasped the 
notion that there is a relationship between a verb's position in the sentence 
and its form. This leads him to discover that, while verbs in sentence-
final position have a long form, verbs in the position immediately after the 
subject can either take a long form or a short one. Now that Mohamed 
has grasped that there is a relationship between form and position, he has 
the prerequisite for discovering that there is agreement between the subject 
and the first verb in sentences with two verbs, or in sentences with one verb 
- in which the verb is placed immediately after the subject - between the 
subject and the only verb in the sentence. Indeed, from this point onwards, 
Mohamed starts to use an increasing number of long (i.e. plural) forms with 
plural subjects, although he still uses some short forms with plural subjects. 
Furthermore, in sentences with one verb and a singular subject, he still puts 
some infinitives and participles in the position of the finite verb. They belong 
to the following categories: 
1. Monosyllabic verbs. It was mentioned before that Mohamed initially 
does not have a stem form for most monosyllabic verbs. He acquires 
the conjugation of some of these verbs (for example, 'gaan', to go), but 
not of all of them. 
2. Verbs of which he has acquired only the infinitive or the participle. 
This is a very small group. 
3. Verbs which are placed directly after the subject and which, at the 
same time, occupy the sentence-final position. In such cases, a conflict 
arises: the position after the subject requires a finite verb form and the 
sentence-final position requires a non-finite verb form. Hence, some-
times we find long verbs and sometimes short ones in this position. 
Compare, for example, the following two utterances: 
(16) toen ik vallen. 
then I fall<inf> 
(16) en toen ik valt met motor. 
and then I fa l l s with motor 
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From session 11 onwards, this is the main reason for the appearance 
of infinitives in the position immediately after the subject. 
Furthermore, short forms sometimes occur in final position. The occurrence 
of such verbs appears to be restricted to the following categories of utter-
ances: 
1. Utterances with the pattern subject, negation, verb. For example: 
(10) ik niet lieg. 
I not lie<stem> 
Mohamed uses such preverbal negations until session 16. The reason 
for this may be that he views the verb plus negation as constituting 
one unit occupying the position directly after the subject and, hence, 
gives the verb a short form. 
2. Utterances in which the position of the verb is both immediately after 
the subject and sentence-final. Here the conflict described under 3 
above arises. 
From session 13 onwards, another change can be observed. Mohamed be-
gins to use an increasing number of SXV utterances. In such utterances, 
the verb has a long form. It seems to me that Mohamed, at this stage, 
starts to restructure his SVX structures towards SXV structures. In this 
period, Mohamed's data contain SXV utterances with non-finite verbs and 
SVX utterances in which there is agreement between subject and verb. For 
example: 
(16) ik twee kopen. 
I two buy<inf> 
(16) wij hebben geen kerst. 
we have<pl> no Christmas 
(16) en toen wij willen terug. 
and then we want<pl> back 
Note, however, that the last example cannot be derived on the basis of an 
underlying SXV structure and inversion. So, at this stage, Mohamed still 
seems to have his basic SVX structure as well. 
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Of course, not all verbs in second position immediately show agreement 
with the subject. However, the number of SVX structures with agreement 
increases, and the number of SXV utterances decreases, but the SXV utter-
ances occur until the end of the study. 
An interesting fact can be observed from session 17 onwards, when Mo-
hamed begins to use the Dutch clitic pronoun 'ie' (he) after verbs (there is 
only one earlier occurrence, in session 11). He regularly uses this pronoun 
in utterances which have another subject as well. For example: 
(20) toen hij gaat ie naar hem. 
then he goes he<clitic> to him 
(20) maar die boer hij was ie te laat. 
but that farmer he was he<clitic> too late 
Note that in this clitic pronoun interpretation of 'ie' the subject (i.e. the 
farmer) is mentioned three times in the last sentence, namely 'die boer', 'hij' 
and 'ie'. 
I would like to suggest another interpretation of Mohamed's use of 'ie', 
however. My hypothesis is that Mohamed, who is in the course of acquiring 
Dutch agreement rules, assumes that 'ie' is a grammatical suffix which in-
dicates the third person singular and does not conceive of it as a pronoun. 
The following evidence can be adduced in support of this hypothesis. Firstly, 
Mohamed always uses 'ie' after verbs (there is only one exception in approx-
imately 100 cases). Doubling of pronouns sometimes also occurs after an 
adjunct. However, in such cases he uses the pronoun 'hij' (he). For example: 
(26) hij soms keer hij doet boodschap, 
he some time he does purchase 
Sometimes he goes shopping. 
Secondly, 'ie' is the only reduced pronoun which regularly occurs in Mo-
hamed's utterances. Thirdly, Mohamed's regular conjugation of irregular 
verbs shows that he is trying to work out Dutch verb forms. Consider, for 
example, the following utterance in which Mohamed adds the regular plural 
suffix 'en' to the monosyllabic infinitive 'zien': 
(20) hun zien-en groot tent. 
them see<inf>-<pl> large tent 
They see a large tent. 
10.3. THE PRESENT STUDY 197 
Incidentally, note that this observation supports the hypothesis advanced 
earlier that 'zien' is, in fact, to be regarded as a short form. 
For the reasons presented above, I believe that it is reasonable to assume 
that Mohamed thinks that 'ie' is a verb suffix. 
To sum up, I have argued that Mohamed proceeds through four stages in 
his acquisition of verb placement in L2 Dutch. These stages are listed below 
and some typical examples of each stage are presented. 
1. The initial stage. 
(1) ik ga naar Amsterdam vrijdag om zeven uur. 
I go<stem> to Amsterdam Friday at seven hour 
(4) ik zien veel duitse mens en franse mensen. 
I see<inf> many German people and French people 
2. Adverb preposing. 
(2) donderdag ik ga met hij help om negen uur tot elf uur. 
Thursday I go<stem> with he help<stem> at nine hour 
to eleven hour 
(4) ander keer ik ga met bus erf. 
other time I go<stem> witfo Ъив eleven 
3. Differentiation of verb form. 
(4) misschien volgende keer ik kan die foto halen. 
maybe next time I can that photo get<inf> 
(11) als ik heb beetje geld sparen, kan ik hotel of kamer zoeken. 
if I have l i t t l e money save<inf>, can I hotel or room 
find<inf> 
If I have saved a little money, I can find a hotel or a room. 
4. Differentiation of verb function. 
(17) maar daar wij leven anders. 
but there we live<pl> differently 
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(22) wij krijgen per jaar meer als honderd uur van fabriek. 
we get<pl> per year more as hundred hour from factory 
It should be noted that there is some overlap between the stages. Consider, 
for example, stage 3 and stage 4. In stage 3 Mohamed develops the hypoth-
esis that the first verb in Dutch sentences has a short form and that the 
second verb has a long form. In stage 4 he has figured out that the first 
verb has a specific function, namely agreement with the subject. In order to 
grasp the idea of agreement, however, he has to partly revise his hypothesis 
with respect to verb forms: the second verb indeed has a long form, but the 
first verb can have either a short or a long form depending on the subject of 
the utterance. So, some differentiation of verb forms takes place in stage 4 
as well. However, the terms differentation of verb form (stage 3) and differ-
entiation of verb function (stage 4) refer to the main event taking place at 
the time. 
It was argued above that, by stage 4, Mohamed has grasped the idea that 
there is agreement between the subject and the finite verb in Dutch utter-
ances. The observant reader may have wondered how it is possible to extract 
information with respect to agreement from an overall grammar which only 
contains the affix FIN for describing the form of verbs. The current version 
of the grammar does, indeed, not contain any information about agreement. 
Of course, such information can be incorporated into the grammar, but I 
refrained from doing so, since, in my opinion, there is a better way to tackle 
agreement phenomena. The solution I prefer is far-reaching indeed: it en-
tails a drastic change in the structure of the COMOLA system. I will give 
extensive information on my suggestions for adapting the system in section 
10.3.2 and in chapter 11. Lack of time has prevented me from implement-
ing my ideas and that is why I had to analyse Mohamed's data partly by 
hand in order to obtain the information given above on the acquisition of 
agreement. Of course, I could not analyse the data from all the subjects by 
hand, and this effort would not have been worthwhile, for that matter, since 
hypotheses with respect to agreement can be tested automatically after the 
adjustments to COMOLA have been implemented. Therefore, I will present 
only a brief description of the development beyond the initial stage of the 
other three ESF-subjects. This description will have to be checked in future 
research projects using more data. 
Firstly, I will briefly compare the data from Fatima, the second Moroccan 
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subject, with the data from Mohamed. Compared with Mohamed, Fatima 
is at a very early stage of L2 development. She continued to struggle with 
Dutch word order throughout the (three-year) period of data collection. Dur­
ing this time she produced utterances exhibiting both SVX and SXV word 
orders. Developments with respect to the placement of verbs could hardly 
be observed in her data. There are few differences between utterances from 
later stages and those in the initial stage: after the initial stage constituents 
are occasionally topicalized (without inversion) and the number of lexical 
verbs increases, as a result of which Fatima's utterances become less opaque 
in the course of the study. She continues to use short verb forms (i.e. the 
verb stem, the third person singular of verbs and some monosyllabic infini­
tives (in particular 'doen', to do)). She hardly ever uses auxiliaries. She uses 
modals, but they hardly ever occur with a long main verb. Some typical ex­
amples are listed below. Note that all verbs have short forms, irrespective 
of their grammatical function or the grammatical number of the subject: 
(22) jullie zeg diploma. 
you<pl> say<stem> certificate 
(22) kinderen heb nieuwe kleren. 
children have<stem> пен clothes 
(26) Josee vandaag twee bloemen haal. 
Josee today two flowers get<stem> 
(26) ik wil nog spreek nederland. 
I want still speak<stem> Dutch 
An examination of Fatima's grammar and data reveals that she has not 
acquired the distinction between finite and non-finite verbs, not even after a 
period of more than three years in the Netherlands. As this distinction is a 
prerequisite for the positioning of both categories, she could not acquire the 
verb second rule according to which, in Dutch main clauses, finite verbs are 
placed in second position and non-finite verbs (if present) in final position. 
The Turkish subject Mahmut, too, is at an early stage of L2 development, 
although the structure of his utterances differs in important ways from that 
of Fatima's. As pointed out before, in the initial stage, Mahmut has a strong 
preference for utterances with the verb in final position. This preference is 
maintained throughout the study. The verbs in his repertoire are mainly 
infinitives and participles, although he uses some finite forms as well (for 
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example, 'zegt', says). When he topicalizes constituents, this does not affect 
the basic SXV structure. For example: 
(22) daar turkse jongen werken, 
there Turkish boy work<inf> 
(23) waarom jij altijd foto kijken? 
why you always photo look<inf> 
(27) ik een keer alcohol drinken. 
I one time alcohol drink<inf> 
Note that these utterances, which are all from late sessions, contain an in­
finitive in final position. 
Ergiin, the second Turkish learner, is a more advanced learner than Mah-
mut and Fatima, although he is not as advanced as Mohamed. Ergiin starts 
off with utterances which are clearly verb final and in which the verb has the 
form of an infinitive and, occasionally, a participle (cf. table 10.2). Like Mo­
hamed, Ergiin begins to produce utterances containing more than one verb 
soon after the start of data collection. From session 4 onwards, he begins to 
use S AUX Χ V structures, in addition to his basic SXV structure. From 
session 8 onwards, the former structure occurs very frequently, particularly 
in utterances with the subject 'ik' (I) and the auxiliary 'heb' (short form 
of 'hebben' (have)). Such utterances co-occur with SXV utterances with 
another subject than 'ik'. For example: 
(14) hij Dongen glasfabriek werken. 
he Dongen glass.factory work<inf> 
(14) ik heb daar 9oms ook werken. 
I have there sometimes also work<inf> 
In addition, the S AUX Χ V structure sometimes contains forms of the verb 
'zijn' (to be), with various grammatical subjects. For example: 
(13) hij is praten. 
he is talk<inf> 
(19) jij bent niet hier geweest, 
you are not here been 
You haven't been here. 
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(22) maar wij zijn hier woont nu. 
but we аг <р1> here lives now 
From session 22 onwards, Ergiin regularly uses the S AUX Χ V pattern 
with other forms of the verb 'hebben' (to have) than 'heb' and with other 
grammatical subjects than 'ik' (I). However, this does not seem to affect 
the position of the verb in the sentence. This can be observed in utter­
ances in which topicalization occurs: topicalization does not affect the basic 
structure. For example: 
(19) halfeen ik heb operatiekamer geweest. 
12:30 I have<lsg> operation.room been 
(26) of zeven of acht uur wij hebben wakker worden. 
or seven or eight hour we have<pl> awake become<inf> 
At seven от eight o'clock we woke up. 
It should be noted that the forms of the auxiliary and the lexical verb are 
different: the auxiliary always shows concord of number with the grammat­
ical subject, whereas the lexical verb generally has a long form. In addition, 
there are some lexical verbs of which Ergiin has picked up the short form 
(for example, 'woont', lives). 
Compared with the SXV and S AUX Χ V patterns, an SVX pattern is 
rare in Ergün's data. During the first two-and-a-half years of the study, only 
a very restricted set of verbs is used in the SVX pattern, for example, 'ga' 
(go), 'zeg(t)' (say(s)), 'begrijp' (understand). Thus, in almost all utterances 
lexical verbs occur in final position. At the end of the study, however, 
a slight increase in the number of SVX utterances and in the number of 
different lexical verbs in this pattern can be observed. For example: 
(25) ik betaal niet belasting. 
I pay not tax 
(25) hij spreekt goed nederlands. 
he talks excellent Dutch 
It seems reasonable to assume that the large number of utterances in his data 
in which different auxiliaries correspond with different grammatical subjects 
works as a trigger for Ergiin. As soon as he is aware that the auxiliaries are 
also verbs, he is able to figure out that different verb positions correspond 
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with different verb forms, and that the short forms of lexical verbs can also be 
used in the position of auxiliaries. He now has the prerequisite for acquiring 
the notion that the short verb form has a specific function. 
It should be concluded, then, that Ergiin has begun to acquire the verb 
second rule, but that he has not completely succeeded in acquiring it, in 
spite of the frequent S AUX Χ V pattern in his data, in which the finite and 
the non-finite verb are separated. He is on his way towards mastery of the 
rules of verb placement in standard Dutch. 
In the preceding discussion, I only considered the auxiliaries 'have' and 
'be'. However, Ergiin uses modal auxiliaries as well, from session 4 onwards. 
Their role in Ergiin's interlanguage is not entirely clear at the moment. In 
the first few stages, there seem to be major differences between the auxiliaries 
'have' and 'be' and the modals. For example, whereas Ergiin uses different 
forms of 'have' and 'be' with different grammatical subjects, he uses only 
one form of the modals. Furthermore, their position in the sentence seems to 
differ from that of 'have' and 'be'. For reasons explained before, the account 
of Ergiin's L2 development presented here is based on a partial analysis of 
his data. His acquisition of Dutch modals is clearly an area which calls for 
a more extensive examination of the data. 
10.3.1.3 Summary 
Table 10.3 gives a survey of the routes the L2 learners follow in the acquisition 
of verb placement. 
Fatima Mahmut Ergiin Mohamed 
1. The initial stage χ χ χ χ 
2. Adverb preposing χ χ χ χ 
3. Differentiation of verb form χ χ 
4. Differentiation of verb function - (χ) χ 
Table 10.3: Verb placement in L2 Dutch. 
It appears that, initially, the learners' utterances have a relatively fixed word 
order. Depending on the position of the verb, they prefer either the long or 
the short form of Dutch verbs (cf. table 10.2). 
At a given moment, the learners begin to place constituents before these 
structures. Such topicalizations do not affect the initial word orders. Al­
though there is much variation between the learners with respect to the 
point in time of their first topicalization and the number of topicalizations 
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realized, they all reach the stage of adverb preposing. Neither Fatima nor 
Mahmut proceed beyond this stage, however. They seem to maintain their 
initial verb placement patterns (cf. table 10.2) during the entire period of 
data collection. They only add the rule of adverb preposing to their reper-
toire at some later stage in their development. Note that the grammars 
which were developed for these two subjects in the present study are suffi-
ciently equipped to describe their patterns of verb placement, since they did 
not acquire the Dutch agreement rules in the course of the study. 
Mohamed and Ergün, on the other hand, make more progress in the 
acquisition of verb placement, although they follow different routes, as a 
result of differences with respect to their initial assumptions about Dutch 
word order. Mohamed starts off with utterances with an SVX structure in 
which the verb has a short form. His rule system changes somewhat when 
he starts to produce utterances with two verbs. He places the two verbs in 
two different positions: the first one after the subject and the second one in 
sentence-final position, with both verbs having short forms. Next, he starts 
to distinguish between the two verbs by giving them different forms: the 
second verb is given a long form, while the short form is reserved for the first 
verb. This affects Mohamed's utterances with one verb: verbs with a short 
form are placed after the subject and verbs with a long form in sentence-
final position. This also appears to lead him to revise his assumptions with 
respect to the underlying word order in Dutch: he starts to use more SXV 
utterances. Finally, he begins to assign a new function to the first position, 
namely agreement with the subject. At the end of the study, he is close 
to consistently applying the Dutch verb second rule. However, there is one 
complicating factor. Apparently independently of the structures described 
above, he also uses VSX structures in 'presentational' utterances and in 
sentences with modal auxiliaries. 
Ergün starts off with sentences containing verbs with a long form in final 
position. From session 4 onwards, he produces sentences with auxiliaries. 
The auxiliary is placed directly after the subject, and the main verb occurs 
in final position and has a long form. One could say that Ergün incorporates 
an auxiliary into his initial SXV pattern. Both structures can be preceded 
by adverbials (adverb preposing). While initially the AUX position is almost 
exclusively occupied by the short form 'heb' of the auxiliary 'hebben', Ergün 
subsequently adds more forms of 'hebben' as well as other auxiliaries, notably 
'zijn' (to be), to his repertoire. It seems that, at the end of the study, he has 
started to infer from this that the position and the form of verbs in Dutch 
utterances are related to each other and that the position of the auxiliary has 
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a specific function, namely agreement with the subject. This results in an 
increasing number of utterances with finite lexical verbs in second position. 
However, this increase is rather slight. For this reason, the 'x' at stage 4 in 
table 10.3 has been put between brackets. 
Although the routes Mohamed and Ergiin follow in the acquisition of 
verb placement differ, the moment at which they start to produce utterances 
with two verbs plays a crucial role in the development of both subjects. This 
enables them to gradually work out the différences in form and position of 
both verbs, which is a prerequisite for the acquisition of the categories of 
finite and non-finite verb forms, and, hence, for the acquisition of Dutch 
verb placement rules. 
10.3.2 T h e usefulness of COMOLA 
In section 10.3.1 it was shown what information COMOLA can provide with 
respect to the positions and the forms of verbs in the learners' utterances. 
The information on the positions of verbs appeared to be very useful. Ini-
tially, all verbs in the learners' grammars occur as daughters of VP. From this 
fact it could be deduced that no verbs are topicalized during this period. The 
learners' grammars contain rules for topicalization of other elements in the 
initial stages, but it must be concluded that such topicalizations do not affect 
verb placement. 
When the learners begin to produce utterances with more than one verb, 
the overall grammar is still well equipped to provide information on the 
position of verbs. Such verbs either occur in one and the same rule or they 
are related to each other by means of rules which contain a trace of the first 
verb (cf. page 190). So, all the information concerning the positions of verbs 
can be extracted from the overall grammar in a straightforward manner. 
It could be objected that the current design of COMOLA does not allow the 
user to study the frequency of the rules in the data. However, as was pointed 
out in section 7.2, this problem could be overcome by connecting COMOLA to 
a tool like the Linguistic Database. Incidentally, the overall picture emerging 
from the learners' grammars is clear anyhow (cf. for example, the verb 
positions in Mohamed's VP-rules for session 1 on page 186). 
It should be concluded, then, that COMOLA, in its current form, is an 
adequate tool for the examination of developments in the position of verbs 
in L2 learners' utterances. 
On the other hand, the analyses presented in this chapter revealed that 
improvement is called for with respect to the information that COMOLA yields 
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on verb forms in the overall grammar. The current overall grammar contains 
only one affix which relates to verb forms, namely the affix FIN, whose values 
are "-fin" (infinitive or participle) or "+fin" (another form). 
However, such a description of verb forms in L2 varieties is insufficient, 
since it reflects the target language system rather than the learners' inter-
language rule systems: it only captures whether the form is finite or not, in 
accordance with the rules of standard Dutch. It is, of course, entirely legiti-
mate to incorporate information about the verb forms in the target language 
into the overall grammar. However, if one wants to study developments in 
interlanguage rule systems, it is as, if not more, important to be informed 
about what exactly it is that an L2 learner uses a particular form for. Con-
sider, for example, the fact that the subjects in the ESF-project start off 
with a strong preference for only one of the Dutch verb forms: the Turkish 
subjects use long forms - infinitives and, occasionally, participles - and the 
Moroccan subjects use short forms - verb stems or monosyllabic infinitives. 
At this stage, it would be unrealistic to speak in terms of finiteness from 
the learners' point of view: they have acquired only one form, either a long 
one (the Turkish subjects) or a short one (the Moroccan subjects). The 
description in the overall grammar could be improved through the addition 
of a second affix (say: L2FGRM). The analyses reveal that, initially, this affix 
should have the values "short" and "long". A verb form like 'blijf' (stay -
stem) should be described as follows at this stage: VERB<"+fin","short">. 
The first affix value ("+f in") would describe the actual verb form in stan-
dard Dutch, the second one ("short") would indicate that the learner does 
not (yet) regard this form as finite; he always uses the same short form, 
irrespective of the grammatical subject of the sentence. It was shown that, 
as language development proceeds, some learners will discover that Dutch 
has various verb forms and that specific forms are used in combination with 
specific grammatical subjects. In order to be able to express this agreement, 
the affix L2F0RM will have to have six additional values: first, second and 
third person singular and plural. Of course, the learner will not apply the 
Dutch agreement rules correctly from the outset. Consequently, the overall 
grammar will also have to be extended with rules for intermediate stages in 
which the form used by the learner does not correspond with the form in 
standard Dutch. Take, for example, a form such as 'zit' (sit, singular), which 
Mohamed uses with plural subjects, even at a stage at which his utterances 
often exhibit subject-verb agreement. If this form is coded as, for example, 
VERB<"+fin","3pl">, it is impossible to distinguish between the forms 'zit' 
(sit - singular) and 'zitten' (sit - plural) when used with a plural subject, 
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since both forms have the code "+f in" and "3pl". Therefore, the values of 
the first affix (FIN) will also have to be extended, if one wants the description 
of the interlanguage verb form to contain information that goes beyond the 
simple distinction between finite and non-finite. It should be noted that a 
description in which all these aspects of the acquisition of verb forms are 
included will give rise to a huge expansion of the rules containing a verb 
in the overall grammar. The VP-rule in the current version of the overall 
grammar contains many alternatives in which a verb occurs. Each verb is 
extended with the affix FIN, whose values are "+fin" or "-fin". Thus, each 
VP-alternative containing a verb is duplicated because of this affix: there is a 
finite and a non-finite version of the verb. If one incorporates the description 
of verb forms as presented above, this will result in an enormous expansion 
of the - already huge (cf. secion 9.2) - VP-rule, since each verb will have two 
affixes and each affix will have a whole range of values. For reasons to be 
presented in the next chapter, I do not consider this to be the best alterna-
tive. Therefore, I have not incorporated this solution into the grammar. As 
I suggested before, there is another solution, which requires that COMOLA 
be adjusted. I will present this solution in the next chapter, as a suggestion 
for further research. 
10.4 Comparison with previous research 
10.4.1 The ESF-project 
Let us first compare the results of the initial stage (cf. table 10.2) with 
those found in previous publications on the ESF-project. Analyses of word 
order phemonena in the initial stage of the acquisition of Dutch by the ESF-
subjects have been presented in Coenen (1988) and Klein and Perdue (1992). 
The findings of these studies are comparable to those of the present study, 
except for Fatima. This is probably due to the fact that the analysis of 
Fatima's early data was based on only one narrative from the first cycle of 
data collection in the studies cited above. The narrative in question consists 
of 16 utterances, only eight of which contain a verb (cf. Coenen, 1988, 216). 
It is quite possible that the paucity of data analysed has biased the results. 
In Coenen and Van Hout (1987), Coenen (1988) and Perdue (1990) it 
is suggested that the combined influence of source and target language may 
play an important role in the initial stage of the acquisition of verb placement 
in Dutch. The findings of the present study underline this observation. It 
appeared that the Turkish learners start with SXV structures in which the 
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verb has a long form (an infinitive or a participle). On the other hand, 
the Moroccan learners mainly use SVX structures, and they with short verb 
forms (stems of verbs consisting of more than one syllable and monosyllabic 
verbs). The structure of the learners' initial utterances seems to reflect 
source language structure: Turkish is an SOV language and the SVO word 
order is one of the basic orders in Moroccan-Arabic (cf. sections 10.1.2 and 
10.1.3). The Turks start with verb final utterances and the Moroccans with 
a structure in which the verb occurs after the subject (although this picture 
is much clearer for Mohamed than for Fatima). Note that the L2 learners 
were confronted with these different verb positions in the input (cf. section 
10.1.1). The verb form, too, appears to result from the interaction between 
source and target languages. The verb forms the Moroccan subjects use 
resemble the finite forms which occur in the second position in Dutch main 
clauses. This is often the position following the subject and that is exactly 
the place on which the Moroccans will be focussed because of their Ll. The 
Turkish subjects, on the other hand, use the non-finite verb forms which 
occur in final position in Dutch sentences. They will expect verbs to occur 
in final position, because of their Ll. It can be concluded, therefore, that the 
form and the position of verbs in the early stages of L2 development seem 
to be largely determined by the combined influences of source and target 
language structures. Incidentally, the analyses presented in this book show 
that such influences can also be traced in some other constructions (cf., for 
example, section 9.3 on complementation of NPs). 
It should be noted that Fatima's data do not entirely fit into this pic-
ture. It would, therefore, be worthwhile to investigate the data from the two 
Moroccan-Arabic subjects and the two Turkish subjects in the ESF-project 
whose data have not yet been analysed in order to find out whether the 
hypothesis presented above can be maintained or has to be revised or even 
rejected. 
What is called the initial stage in this book corresponds to Klein and 
Perdue's (1992) stage of infinite utterance organization (IUO): the subjects 
use only one of the verb forms that are distinguished in the Dutch language. 
Klein and Perdue concluded that only Mohamed and Ergiin proceeded be-
yond this stage. This observation is confirmed in the present study. Klein 
and Perdue distinguish only one stage after IUO, namely FUO (finite ut-
terance organization). This stage is characterized by a distinction between 
finite and non-finite verb forms (Klein and Perdue, 1992, 182): 
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"Depending on whether an utterance uses the categories V/ and 
Vj, or whether it only uses V, we will speak of "finite utterance 
organisation" (FUO) and of "infinite utterance organisation". 
This definition only contains information on the form of the verbs in Dutch 
sentences, not on their position. The position of verbs in the stage of FUO 
(and IUO, for that matter) has to be derived from the word order patterns 
which Klein and Perdue present. The results of the present study are in line 
with these observations. However, there is a difference between the descrip-
tion of the data in the two studies: in the present study, the stages of differ-
entiation of verb form and differentiation of verb function are distinguished, 
instead of a single stage of FUO. It can be argued that this distinction is a 
relevant one: by distinguishing only one indivisible stage of FUO, one cannot 
account for the observation that a learner may acquire the distinction be-
tween finite and non-finite verb forms without acquiring the rule governing 
the position of the finite form. I would argue that the distinction between 
finite and non-finite verbs should be viewed only as a prerequisite for the 
acquisition of the verb second rule and not as the immediate cause of ac-
quisition (cf. Jordens, 1988, 169). This is shown by Ergün's data: although 
he uses main clauses with finite auxiliaries and non-finite lexical verbs, he 
simultaneously realizes sentences with preposed adverbs without inverting 
subject and finite verb. 
After globally comparing the accounts of the development of word order 
in L2 Dutch presented in this study and in the previous ESF-studies, I 
would now like to focus the comparison on two specific points. Firstly, I 
suggested in section 10.3.1.2 that the standard Dutch reduced pronoun 'ie' 
is used by Mohamed as a marker of the third person singular. This does 
not agree with the conclusion drawn by Broeder (1991, 99-100) and Klein 
and Perdue (1992, 220), who consider 'ie' as a clitic pronoun which does 
not have a specific function. In addition, Klein and Perdue observe that the 
construction consisting of a subject, a verb and the pronoun 'ie' occurring 
directly after the verb (see the examples on page 196) 
"(...) is a construction which is quite common in the local ver-
nacular of Tilburg, and he (Mohamed, MJ) simply has adopted 
it." 
(Klein and Perdue, 1992, 220) 
As a native speaker of Dutch who was born only 15 miles from Tilburg, I 
feel confident enough to claim that this construction is not common in the 
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local vernacular of Tilburg or, indeed, of any other Dutch town. The clitic 
pronoun 'ie' is, it is true, very common in spoken Dutch and it occurs after 
the verb (or after the complementizer), but this construction never has a 
preverbal subject. 
I believe that the analysis presented here does more justice to the data. 
An additional advantage of this analysis is that it underlines the observation 
that there are hardly any reduced pronouns in the subjects' data. Broeder 
(1991) viewed Mohamed's 'reduced pronoun' 'ie' as an exception. 
Secondly, the results with respect to Ergiin's S AUX Χ V pattern may 
be used to put Klein and Perdue's observations on this subject's 'is-V' con­
struction into a broader perspective. Klein and Perdue note that Ergün very 
often uses the word 'is' (is) in the film retellings of the second and third cycle 
of data collection (Klein and Perdue, 1992, 205-208). In standard Dutch, 
'is' functions as the present tense copula (third person singular) and as an 
auxiliary for some verbs. Klein and Perdue note that many occurrences of 
'is' do not fit in with this analysis. Consider, for example, the following 
utterance from the film retelling in the second cycle 
(18) jij is hier weglopen. 
you i s here away-run 
and their comment on this utterance 
At first glance, (it) looks like a morphologically somewhat de-
viant but otherwise correct Dutch perfect tense construction (jij 
bent hier weggelopen). But the utterance relates to the scene in 
which Charlie asks the girl to run away from here; so, (it) means 
something like "you must (from) here run away". 
(Klein and Perdue, 1992, 205). 
Klein and Perdue present two alternative explanations for the use of 'is': 
a structural one and a functional one. The structural explanation is as 
follows: in his transition from IUO to FUO, Ergün puts the semantically 
empty element 'is', which only marks finiteness in his utterances, in the 
position of the finite verb. He knows that a distinction should be made 
between finite and non-finite verb forms and he knows the position of finite 
verbs in a sentence, but he has not yet worked out the morphosyntactic 
details. The functional explanation they venture reads as follows: 'is' marks 
the end of the topic component of the utterance. Klein and Perdue conclude 
that all occurrences of 'is' are compatible with both analyses, although they 
210 CHAPTER 10. VERB PLACEMENT 
seem to have a slight preference for the functional explanation, at least with 
respect to the last cycle (Klein and Perdue, 1992, 210). 
The present study shows that Ergiin does not only use the form 'is' of 
the auxiliary 'zijn' (to be) in second position, but also quite a few other 
forms of both the auxiliary 'zijn' and of the auxiliary 'hebben' (to have), 
particularly the form 'heb' (cf. pages 200 and 201). It would not seem 
very plausible to assume that all these auxiliary forms mark the boundary 
between the topic and focus components of utterances. Furthermore, there 
are cases of topicalization in which a topicalized element is placed directly 
before an S AUX Χ V structure, yielding TOP S AUX Χ V. In the latter 
structure the AUX position cannot mark the border between topic and focus. 
In my opinion, these observations run counter to the idea of 'is' as a topic 
boundary marker. On the other hand, they are compatible with a view 
according to which Ergiin first tries to express finiteness by incorporating 
an auxiliary into the sentence. Further corroborative evidence for such an 
hypothesis may be found when the analyses yielded by COMOLA will be 
subjected to statistical analyses. On page 201 I mentioned that, at the end 
of data collection, a slight increase in the number of SVX utterances could 
be observed in Ergiin's data. If this increase turns out to be significant, and 
if it is accompanied by a decrease in S AUX Χ V structures, this would be 
further evidence supporting an explanation in terms of finiteness. 
10.4.2 T h e ZISA-project 
It is a great advantage that the stages proposed by the ZISA group can be 
put to empirical tests. An attempt to describe the data from the present 
study in terms of these stages yields the following results. 
The data from the initial stage cannot be fitted in with the notion of one 
canonical word order for all subjects. Two of the subjects start off with the 
assumption that the word order in Dutch is SVO (and one of them realizes 
SOV utterances in addition). The other two clearly start off with an SOV 
order. Hence, the initial data of the present study show a lot more variation 
than the data collected in the ZISA project, in which, initially, only SVO 
utterances were found. In my opinion, this difference must be due to the fact 
that all the learners in the ZISA project have Romance SVO languages as 
their native languages, whereas the Turkish and Moroccan-Arabic learners 
in the present project have very different Lis. In the previous section it 
was suggested that the word order patterns found in the initial stage can 
be explained, if the combined influences of source and target languages are 
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taken into account. It should be noted that the ZISA data can also be 
explained, if one assumes that, initially, Romance learners of German are 
focussed on only one of the different word order patterns found in German, 
because of their LI SVO bias. 
The ZISA team describes the first change in the utterances of their sub-
jects using the notion of adverb preposing. In the present study, exactly 
the same phenomenon can be observed. At a given moment, the learners 
start to place elements (mostly locative and temporal adjuncts) before their 
initial word order patterns. This does not affect the word order in the rest of 
the utterance. As pointed out before, Mahmut and Fatima do not proceed 
beyond this stage, so in the rest of this section I will concentrate on the data 
from Mohamed and Ergün. 
After the stage of adverb preposing, the ZISA researchers distinguish the 
stage of particle shift. This stage is characterized by the movement of parti-
cles and non-finite verbs to sentence-final position. Verbs occur in different 
forms and in different positions in the sentence, i.e. utterances contain both 
an auxiliary directly after the subject and a lexical verb in sentence-final 
position. In the ZISA project, this stage is explained as follows. First, the 
learners realize SVX structures and, later on, they use complex verbal el-
ements in this pattern, which gives rise to S AUX V X structures. Then, 
the IFS stategy is applied and the lexical verb is moved to sentence-final 
position, thus yielding an S AUX Χ V structtire. Both Mohamed and Ergün 
produce utterances which are characteristic of this stage. Mohamed starts 
off with an SVX structure. However, there is a difference with the subjects 
in the ZISA project: as soon as Mohamed starts to use two verbs in an utter-
ance, the second verb nearly always occurs in sentence-final position, i.e. he 
hardly realizes S AUX V X structures. The latter structure is only found in 
utterances with the modal auxiliary 'wil' (want, cf. page 191). Incidentally, 
other studies have also shown that Moroccan learners of Dutch hardly use 
any structures in which the finite and non-finite part of the predicate are 
not split up (cf. Jordens, 1988, 169). From this I drew the conclusion, which 
contrasts with the ZISA interpretation of this stage, that Mohamed starts 
to restructure his rule system towards an SOV structure for Dutch at this 
stage. 
Ergiin's route of acquisition presents more serious problems to the ZISA 
framework. Ergün starts off with the assumption that Dutch has an SXV 
word order. At some stage in his development, he incorporates auxiliaries 
into this structure, thus yielding S AUX Χ V, the structure which is charac­
teristic of particle shift. However, Ergün's S AUX Χ V structure cannot be 
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explained in terms of the processing constraints which have been proposed by 
the ZIS A team. The stage of particle shift is characterized by two strategies: 
-COS and +IFS. However, in order to be able to produce S AUX Χ V struc­
tures, after his initial SXV structures, Ergiin has to violate the IFS strategy, 
since producing S AUX Χ V structures involves, in his case, incorporation 
of an element into the sentence, not movement from a sentence-internal to 
a sentence-final position. Hence, Ergün's route of acquisition cannot be ex-
plained within the ZISA framework, nor can that of any other subject who 
initially assumes that the underlying word order is SXV (cf. also White, 
1991 for further observations on the framework of processing strategies used 
by the ZISA group). 
The stage following particle shift is termed inversion by the ZISA group. 
In the previous sections, not much attention was paid to the phenomenon 
of inversion. It should be remembered that, in Dutch, inversion is obliga-
tory in interrogative sentences and if another constituent than the subject 
is topicalized (cf. section 10.1.1). Both Mohamed and Ergiin produce sen-
tences with inversion of subject and verb. Initially, inversion only occurs 
in fixed questions, such as 'snap je?' (do you understand?) and 'wat zeg 
je?' (what do you say?). Gradually, the number of wh questions with in-
version increases. Later on, inversion in yes/no questions increases as well, 
although interrogative sentences without inversion are used until the end of 
data collection. In addition, Mohamed produces structures with inversion 
(VSX structures) for the introduction of new persons and objects and in 
sentences with modal verbs, which results in him producing sentences with 
topicalized elements which exhibit the correct Dutch word order. Consider, 
for example, the following utterance, which he produces as early as session 
4: 
(4) misschien kan jij prater met duits mensen? 
maybe can you talk with German people 
Mohamed starts to produce these constructions at roughly the same time as 
the S AUX Χ V structures. At first glance, this seems to be evidence against 
the ZISA stages, since Mohamed seems to acquire the particle rule and the 
inversion rule at the same time. However, I do not believe that this is a 
correct interpretation of the data. Initially, the VSX pattern does not seem 
to be related to the SVX pattern. Rather, Mohamed adds another pattern 
to his repertoire, which he uses in specific utterances. He may have observed 
this pattern in the input, and, furthermore, the VSO word order is one of 
the basic word orders in Moroccan-Arabic. Mohamed applies the rule of 
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adverb preposing to both the SVX and the VSX pattern. The latter yields 
the TOP V S X pattern, which is reflected in the utterance presented above. 
Note that Mohamed will only be able to relate both patterns to each other, 
if one assumes, contrary to the assumptions made in the ZISA project, that 
he restructures his rule system towards an underlying SOV order at some 
later stage in his development. 
10.5 Conclusion 
This chapter contained an analysis of the acquisition of verb placement in L2 
Dutch by two Moroccan-Arabic and two Turkish subjects who participated 
in the ESF-project. The analysis of the data was carried out with the aid of 
COMOLA, which has proved to be a useful tool, although some improvements 
are certainly called for. It should be noted that a computational tool like 
COMOLA is not a universal remedy for the huge amount of work which is 
involved in the analysis of large sets of interlanguage data. The construction 
of the overall grammar has taken quite some time. However, the approach 
sketched in this book is undoubtedly superior to a paper and pencil analysis. 
The overall grammar reflects the researcher's ideas with respect to the learn-
ers' interlanguages at different periods of time. When these ideas change, 
the grammar will have to be changed. A clear advantage of this approach 
is that hypotheses with respect to the data set can be immediately incorpo-
rated into the grammar and can then be tested automatically. This saves 
a lot of time. Furthermore, the grammar can be applied to data from new 
subjects (for example, the other four subjects in the Dutch ESF-project) 
and the hypotheses contained in it can be directly tested against these data. 
The results of the present study were compared to the results of two 
previous studies of verb placement in learners' interlanguages. The first 
study, Klein and Perdue (1992), reports on the same four subjects who 
participated in the present study, but their analysis is based on data from 
three sessions only. As was to be expected, the results of the two studies 
are largely similar. However, there are some interesting differences as well, 
for example, in the analysis of Fatima's data and in the interpretation of 
Ergün's 'is V' construction. In my opinion, the differences are mainly due to 
the type and amount of data analysed in the two studies: the present study is 
based on more than twenty conversation sessions with each subject, whereas 
the analysis in Klein and Perdue (1992) was based on one narrative and 
two film retellings from each subject. With respect to the description of the 
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data, it was concluded that Klein and Perdue's distinction of a single stage 
of finite utterance organization is too global for an adequate description of 
the positioning of verbs in L2 Dutch sentences. 
The second study with which the results of the present investigation were 
compared was the research carried out by the ZISA group on the acquisition 
of L2 German by learners with Romance LI backgrounds. It was concluded 
that the present study did not yield corroborative evidence for the impli-
cational scale proposed by the ZISA group, nor for the explanation of its 
existence in terms of processing strategies. In my opinion, there are two 
important problems with the ZISA scale. Firstly, it is entirely based on data 
from speakers of SVO languages. These learners started off with the assump-
tion that German is an SVO language, and this is the starting point of the 
ZISA scale. I have shown that the explanation in terms of processing strate-
gies runs into problems, if learners start with the assumption that Dutch (or 
German, for that matter) is an SOV language. Secondly, the ZISA group 
analysed all stages in terms of an SVO word order. Other researchers, e.g. 
Jordens (1988) and DuPlessis et al. (1987), have argued that the learners re-
structure their interlanguages towards an underlying SOV structure at some 
stage in their development. The present study has shown that Mohamed's 
data provide positive evidence for a restructuring hypothesis. 
To conclude this chapter, some observations on the rate and order of the 
acquisition of verb placement by Mohamed, Fatima, Mahmut and Ergiin will 
be given. With respect to the rate of acquisition, there is a clear difference 
between Mohamed and Ergiin on the one hand and Mahmut and Fatima on 
the other. The first two subjects appeared to make more progress in the 
acquisition of the Dutch verb placement rules than the other two. This dif-
ference could perhaps be related to their personal circumstances. The nature 
and frequency of contacts with native speakers of the target language are 
frequently cited as important factors in L2 acquisition. Mohamed and Ergiin 
were youngsters who went out frequently and who had regular contacts with 
native speakers of Dutch. Moreover, at the end of the study, Mohamed lived 
together with his Dutch girlfriend. Fatima and Mahmut, on the other hand, 
were married to spouses who shared their LI backgrounds. Their contacts 
with native speakers of Dutch were infrequent. 
With respect to the order of acquisition, it was concluded that the Turk-
ish and the Moroccan subjects' initial assumptions with respect to Dutch 
word order were different. The order of acquisition was essentially the same 
for the two Turkish subjects, whereas the Moroccan learners exhibited orders 
which were somewhat different both from each other and from the Turkish 
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subjects' orders. Mohamed started off with SVX structures and, soon after, 
also used VSX structures for specific types of utterances. Fatima began with 
SVX structures, but she also realized quite a few SXV utterances. There 
did not seem to be any clear principles governing the distribution of the two 
structures in her utterances. The data from the Moroccan subjects clearly 
show more variation with respect to verb placement than the data from the 
Turkish subjects. This might be due to the fact that Turkish is very con-
sistent with respect to the positioning of verbs, whereas Moroccan-Arabic 
has two basic word orders, namely VSO and SVO. Consequently, Moroccan 
learners may be more sensitive to the various word order patterns that occur 
in the input. 
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Part IV 
Epilogue 

Chapter 11 
Discussion and outlook 
This book reported on a research project on the syntactic analysis of L2 
development data with the aid of a computer system. Part I contained a 
description of the project. Part II concentrated on the COMOLA system, 
which was designed for the analysis of interlanguage data and part III dealt 
with the analysis of L2 Dutch with the aid of COMOLA. In this concluding 
part of the book, some theoretical reflections on COMOLA will be presented 
and some suggestions for further research within this framework will be 
worked out. Furthermore, COMOLA will be compared with another system 
for interlanguage analysis, called COALA. 
11.1 Discussion 
11.1.1 Theoretical reflections on COMOLA 
In my opinion, one of the most notable aspects of the research reported on 
in this book is its interdisciplinary nature. In its focus on computational 
syntactic analysis of language development data, the research necessarily 
adopts an interdisciplinary perspective. On the one hand, it draws upon 
insights concerning the use of formal grammars and parser generators which 
have been developed within computational linguistics. On the other hand, in 
its focus on developmental aspects of L2 acquisition it makes use of insights 
from applied linguistics. Insights from the latter discipline in particular . 
have determined some important decisions made within the project. Recall, 
for example, the discussion in chapter 3, where it was stated that two dif-
ferent approaches can be distinguished in research on language acquisition: 
a product-oriented approach which is primarily concerned with the form 
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of learners' utterances, and a process-oriented one which is primarily con-
cerned with developing form-function systems in learners' utterances. Over 
the years it has become increasingly clear that of these two approaches the 
latter yields the most fruitful insights into the complexities of the L2 ac-
quisition process (see e.g. Huebner, 1983; Klein, 1986; McLaughlin, 1987). 
This has had consequences for the methodology adopted in the analysis of 
the data (see chapter 3). 
Because of the interdisciplinary nature of the project the research re-
ported on here will, it may be assumed, contribute to two fields of science. 
Research on syntactic development could benefit from the COMOLA system, 
as it yields a large amount of analysed data within a reasonably short pe-
riod of time. Grammars developed within COMOLA contain rules for various 
stages of language acquisition, which makes it easy to compare data from 
various subjects with respect to rate and order of acquisition of L2 syntax. 
The present project concentrated on overall syntactic development, but as 
was shown in chapter 10, the grammar resulting from the project can also 
be used to analyse specific aspects of L2 acquisition. Furthermore, I believe 
that the present study is a contribution to the field of computational lin-
guistics, as new techniques were developed which make it possible to include 
variables in linguistic rule systems. In the present project, only the time 
factor has been parameterized, but in future research projects additional 
factors, such as source language, could be looked at using the technique de-
scribed in this book. Recently, there has been a revival of interest in the 
role of the LI in L2 acquisition (see e.g. Kellerman, 1984; Kellerman and 
Sharwood Smith, 1986; Odlin, 1989; Gass and Selinker, 1992; and the special 
issue on crosslinguistic influence of Second Language Research (vol. 8, nr. 
3, October 1992)). It would be worthwhile to investigate differences in the 
interlanguage rule systems of L2 learners from different LI backgrounds by 
means of a grammar in which this factor has been implemented as the con-
ditional parameter together with the time parameter. Such research could 
also be very beneficial to the study of universals in language acquisition. 
In the present project, an attempt was made to establish a link between 
the fields of computational linguistics and applied linguistics through the 
development of a computer system for the syntactic analysis of L2 develop-
ment data. As was pointed out in chapter 1, the project aimed at developing 
a tool which makes it possible to arrive at a formal, integrated description of 
the interlanguage of L2 learners over time, without necessitating an a priori 
choice of a particular theory concerning the interpretation of that descrip-
tion. I hope to have shown in this book that COMOLA is a methodologically 
11.1. DISCUSSION 221 
well-founded tool which meets the above criteria. In parts II and III it was 
shown that COMOLA enables its user to work out a formal, integrated descrip­
tion of L2 acquisition over time and that this tool makes it possible to study 
correspondences between linguistic rule systems. In the present project, a 
grammar was constructed which contains rules for the data of nine subjects 
acquiring Dutch as a second language, following the procedure described in 
chapter 3. This so-called overall grammar contains parameterized conditions 
on the period of activeness of rule alternatives. It was demonstrated that 
both L2 development within subjects and variation in development between 
subjects can be described in the grammar (cf., for example, chapters 9 and 
10). However, one could go one step further in the parameterization of the 
rule systems. It is quite possible that there will be significant correlations 
between conditions in different rule alternatives. For instance, it may be the 
case that within a given period of time some rules change and new ones are 
acquired more or less simultaneously. If the correlations in the grammars 
for all the subjects tend to occur sufficiently generally, a grammar согіИ be 
designed in which changes in blocks of rules are parameterized. For example: 
rule : 
C0ND<"!<MAJ0RSTAGE1"> , alternative; 
C0ND<M!>=MAJQRSTAGE1"> , alternative. 
rule2 : 
C0ND<"!=MAJDRSTAGE1"> , alternative. 
Instead of different variables in rule alternatives referring to periods of time 
(vari, var2 etc.), identical variables can be inserted into different alterna­
tives, with names indicating the major event taking place at the time. For 
each subject, all "majorstages" will have to be specified. Grammars for 
individual subjects can thus be generated by setting the parameters in the 
overall grammar. For example, if for one of the subjects MAJ0RSTAGE1 is equal 
to session 5 the following grammar will be generated for this subject: 
rule : 
C0ND<"!<5"> , alternative; 
C0ND<"!>=5"> , alternative. 
rule2 : 
C0ND<"!=5"> , alternative. 
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In this fashion, theories can be developed about syntactic development in 
the form of parameterized rule systems. 
With respect to the second part of the aim of the project, I believe to have 
succeeded in designing COMOLA in such a way that its user is not forced to 
adopt a particular theory concerning the interpretation of the data to be 
analysed by the system. It was intended that COMOLA yield a consistent 
description of the data. However, the system was not intended to reflect a 
particular theory of language acquisition. The fact that I have leaned heav-
ily on the terminology used in Government and Binding theory does not 
imply that, as a consequence, my description has to be interpreted within 
the framework of Universal Grammar. Of course, I have tried to come up 
with explanations for the developmental phenomena observed in the data, 
but I have not adopted an a priori theoretical position in this. Incidentally, 
it should be noted that the choice of the Extended Affix Grammar formalism 
does not entail a choice of a specific linguistic theory like Generalized Phrase 
Structure Grammar or Government and Binding theory. An Extended Af-
fix Grammar is a formalism rather than a linguistic theory. It may be the 
case that some linguistic theories (particularly a GPSG theory) are easier to 
express in the affix grammar formalism than others, but that is an entirely 
different matter. 
It will be remembered that the project's primary aim was to develop a 
tool for the description of language acquisition data. As we had anticipated, 
the process of system construction and testing turned out to be very time-
consuming. Therefore, the project has yielded no more and no less than the 
outcomes envisaged (cf. chapter 1), namely a methodologically well-founded 
computer system for the analysis of interlanguage data, an L2 Dutch gram-
mar describing data from various subjects and an analysed corpus of L2 
Dutch. For reasons of time, the wealth of information on the subjects' L2 
acquisition processes which is contained in the overall grammar and the 
analysed corpus could not be further exploited in the present project. How-
ever, I hope to have shown that COMOLA yields a finely grained picture of the 
routes L2 learners follow in their acquisition of L2 syntax. One clear example 
of this was presented in session 6.3, where I demonstrated how COMOLA can 
be used in order to obtain information on the status of unanalysed chunks 
in relation to the current linguistic rule system of a particular subject. 
Another positive feature of COMOLA is that it is relatively easy to use, 
since the linguistic and the technical aspects of the system have been kept 
strictly separate. Consequently, the user of the system can concentrate on 
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the linguistic aspects of the data. Of course, for a system which has been 
designed specifically for linguists this is a great advantage. In my opinion, 
however, the greatest advantage of a tool like COMOLA lies in the fact that 
all the relevant linguistic information extracted from the subjects' data is 
stored in the subject-specific lexicons and grammars. Consequently, if a 
particular hypothesis with respect to the data turns out to be incorrect and 
has to be revised, it is not necessary to reanalyse all the data in the light 
of the new hypothesis, as relevant information can be accessed quite easily 
through the lexical and grammatical variables. In section 7.2 it was argued 
that the usefulness of COMOLA could even be added to by combining it with 
a tool like the Linguistic Database. 
However, the above observations on COMOLA should not be interpreted 
as implying that the system is perfect. In what follows, I will suggest two 
improvements. The most important one concerns the syntactic component 
of COMOLA. 
The current system contains a one-step syntactic analysis. The analysis 
is based on one grammar, the overall grammar, written in the Extended 
Affix Grammar (EAG) formalism. This formalism was chosen for reasons 
presented in section 6.1. The current overall grammar of L2 Dutch contains 
approximately 600 production rules. However, it should be noted that this 
grammar does not constitute a "final" grammar, as data from new subjects 
and/or the addition of new linguistic features will cause it to be extended 
with new rules. 
Data from new subjects will certainly contain constructions that are not 
covered by the present grammar, since this grammar was constructed using 
a corpus that contains only a subset of all the possible syntactic structures 
of L2 Dutch. For example, the corpus analysed so far does not contain any 
passive constructions and, consequently, such constructions have not been 
incorporated into the overall grammar. If data are analysed from a new 
subject who uses such constructions, the grammar will have to be extended 
with new rules. Furthermore, the current grammar is exclusively based on 
data from Turkish and Moroccan subjects. If data from subjects with other 
LI backgrounds are added to the corpus to be analysed, this will almost 
certainly cause new rules to be added to the grammar. Finally, some L2 
learners use what one could call "subject-specific" constructions. If the data 
from a new subject contain such constructions, the grammar will, of course, 
also have to be adapted. 
One could also consider extending the grammar with new linguistic fea-
tures. Such extensions will lead to the addition of one or more affixes to 
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the grammar. Adding new affixes can be a very effective way of obtaining 
adequate descriptions of particular linguistic phenomena, but it also tends 
to expand the grammar enormously, even to the point of it becoming rather 
inaccessible to other linguists, possibly even to the writer of the grammar 
himself. If, for example, a nonterminal is extended with an affix which has 
four values, all rules containing this nonterminal will be quadrupled. If an-
other affix with two values is added, the number of rules is duplicated again 
and so on and so forth1. 
In the construction of the overall grammar, I tried to be very sparing 
with respect to the introduction of new affixes. However, as data analysis 
proceeded, this working principle turned out to be untenable: in a number of 
cases extensions of the overall grammar appeared to be very desirable from 
a linguistic point of view. One such case was presented in section 10.3.2, 
namely the description of verb forms in the overall grammar. It was shown 
that in order to obtain a good picture of the acquisition of verb forms by 
L2 Dutch learners at least two affixes are necessary. The first one should 
relate to the form in the target language and should have six values. The 
second one should relate to the function the learner assigns to the form in 
question in his interlanguage and should have eight values. It will be clear 
by now that a description incorporating all these aspects of the acquisition 
of verb forms, will necessitate a drastic extension of the VP-rule. Although 
the Extended Affix Grammar formalism is in principle suitable for describing 
such phenomena, the resulting grammar will tend to become more and more 
opaque as more linguistic features are incorporated. 
Another example of an extension of the overall grammar which is de-
sirable from a linguistic point of view concerns the description of pronouns 
in the learners' L2 varieties. The treatment in the grammar of pronom-
inal reference through personal and possessive pronouns was described in 
section 9.6.1. Each pronoun was extended with two affixes. The first one 
(FORM) refers to the form of the pronoun in Dutch (nominative, oblique or 
possessive), and the second one (FUNCTION) refers to the function the learner 
assigns to it in his interlanguage (subject, object or possessive). Although 
1The current version of COMOLA makes use of a parser generator for context-free gram-
mars described in Meijer (1986). In order to make the overall grammar (an affix grammar) 
suitable as input for Meijer's parser generator, it has to be transformed into an equivalent 
context-free phrase structure grammar through the expansion of all affixes (cf. section 
6.4). From a technical point of view, the expansion problem will be solved when an affix 
grammar parser becomes available. However, a large affix grammar will still remain rather 
inaccessible to the human analyst. 
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this description reveals a less exclusive orientation on standard Dutch than 
the description of verb forms, it could also be improved. The affix FORM 
refers to the case dimension of the pronouns. However, there are other as-
pects which are relevant to the acquisition of pronouns, gender for example. 
The current overall grammar contains no information on gender. Note that 
such information would have to be handled by two affixes: one indicating 
the way in which gender is expressed in the target language and one indi-
cating how the learner assigns gender in his L2 Dutch. This is necessary in 
order to be able to describe overgeneralizations, which tend to occur quite 
regularly in L2 production data. In the ESF-corpus, for example, masculine 
forms are often used to refer to female referents and feminine forms to refer 
to male referents (cf. Broeder, 1991, 123). In addition, the current grammar 
lacks information about number. Such information has to be incorporated 
in order to be able to study the acquisition of agreement. 
It has to be concluded, then, that it is not only desirable, but, in fact, 
even necessary to adjust the overall grammar. It should be noted that ad-
justments are in principle possible within the current COMOLA model, but 
that the overall grammar will gradually expand and become more inaccessi-
ble, as data from new subjects are incorporated and new linguistic features 
are added. Therefore, the prospect of extending the grammar with data from 
other subjects and/or linguistic features becomes less and less attractive. 
The current COMOLA system has another disadvantage, which is, how-
ever, of an entirely different nature. The current version of the system runs 
on a VM-CMS mainframe. Consequently, the system is not widely avail-
able for use by other researchers. This problem will be overcome, however, 
through the development of a pc version of the system. A test version (IBM-
compatible) is already available. 
Now that the pros and cons of COMOLA have been discussed, let us 
consider some further possible uses of the system. In the present project, 
COMOLA was used for the analysis of L2 Dutch data. However, with mi-
nor adjustments, the system could also be used for the analysis of other 
L2s. For this purpose, only LEXANAL will have to be adjusted, since this 
module contains language-specific morphological rules. For the analysis of 
other data than L2 Dutch, other morphological rules will have to be devel-
oped, COMOLA'S syntactic component, SYNTANAL, can be applied to other 
languages, because the user of the system develops his own grammar. There 
is no reason, therefore, to fear that SYNTANAL cannot handle L2 French or 
L2 English data, for example. 
COMOLA can also be applied to the analysis of LI development data. 
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The present system is well-equipped to analyse LI Dutch data. For reasons 
described in the previous paragraph, the analysis of additional Lis requires 
only minor adjustments in LEXANAL. Since COMOLA does not contain prede-
fined syntactic categories, the researcher who is interested in LI acquisition 
does not necessesarily have to rely on grammatical notions like subject and 
direct object. It is also possible to design a grammar which contains semantic 
and/or pragmatic categories, such as goal, agent and focus. 
The technique described in this book could also be applied by researchers 
interested in the study of diachronic variation in natural languages. One 
could, for instance, examine text samples (which are comparable with respect 
to genre, dialect etc.) with an interval of ten years. In ways similar to 
those described above, an overall grammar could be written in which a time 
parameter shows linguistic development: certain rules remain active for some 
time, become inactive, and are replaced by other rules, just as in language 
acquisition. Such an integrated description of historical change goes beyond 
a simple collection of data. Furthermore, if one wants to examine texts which 
differ with respect to genre, dialect etc., rule systems can be developed in 
which these factors are parameterized, in addition to or instead of the time 
factor. 
11.1.2 C O M O L A and COALA 
Although one can observe a definite increase in the use of the computer for 
the storage of interlanguage data, computer-aided analysis of language ac-
quisition data is a relatively rare phenomenon. This is mainly due to the fact 
that, until fairly recently, no systems for the analysis of interlanguage data 
had been developed. In fact, during the research reported on here, I came 
accross only one such system, namely the COALA system (an acronym of 
COmputer-Aided Linguistic Analysis) which was being developed at the Lan-
guage Acquisition Research Centre of the University of Sydney, Australia. 
In this section I will, after giving a brief outline of COALA, compare COMOLA 
and COALA in the light of the criteria for computer systems for interlanguage 
analysis suggested in chapter l2 . 
2A comparison of COMOLA and COALA has also been published in Second Language 
Research (cf. Jagt m an and Bongaerts, 1994). 
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11.1.2.1 A brief outline of COALA 
Like COMOLA, COALA is a computer system for the linguistic analysis of lan­
guage acquisition data. COALA contains facilities for lexical and syntactic 
analysis and database facilities which enable the user to search for sentences 
that meet user-defined linguistic criteria (provided that this information has 
been included in the corpus). COALA displays those sentences in their orig­
inal discourse context. Additionally, it can perform statistical analyses in 
response to linguistic queries. 
The core of COALA is a relational database in which the linguistic contents 
of the system and the actual interlanguage data are stored. The database 
management system makes it possible to relate all the information stored 
in COALA to each other. As COALA has been described in some detail in 
Pienemann (1992) and Pienemann and Jansen (1992), I will confine myself 
to giving some brief information on the lexical and syntactic analysis carried 
out with the aid of COALA and its facilities for generating information on 
analysed L2 corpora. 
I will first describe how the analysis of sentences takes place, using the 
following conversation in which В is an L2 English learner (cf. Pienemann, 
1992) as an illustration: 
A: what does your brother do? 
B: work in restaurant, she do the cooking for the peoples. 
A: does he like the work? 
The user selects a sentence from the data, for example, the sentence un­
derlined above. During the entire analysis, this sentence is displayed in its 
original discourse context. COALA checks whether the words in this sentence 
are all listed in its lexicon. COALA's lexicon contains lexical entries together 
with their lexical categories, their lexical features, and subcategorization 
information. The lexical annotations reflect the structure of the target lan­
guage. When a word in the sentence is not yet stored in COALA's lexicon, the 
user can add it through clicking on its category and features such as person, 
number, gender and case. COALA contains a list of predefined features, which 
may be adapted by the user. A total of 99 features is possible. It is also 
possible to write a subcategorization frame for the new entry. In this case, 
COALA accepts any alphanumerical value, leaving it up to the researcher to 
use any notation for subcategorization he may prefer. 
The syntactic analysis of utterances in COALA is carried out in two steps. 
First, the researcher has to highlight the individual constituents of the L2 
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utterance - for example, 'in restaurant' - as well as assign grammatical func-
tions to the constituents through clicking on buttons, COALA contains a 
predefined set of analytical categories which are similar to annotated phrase 
structures in Lexical Functional Grammar (for example HPSubj)· In addition, 
the user may create 20 user-defined categories. Next, the parser which is 
part of COALA takes up the analysis from the point where these pieces of 
information have been coded manually by the researcher and analyses the 
internal make-up of the constituents marked by the user automatically. The 
parser annotates and stores the example phrase as follows: 
[PP. [P. in][NP_ [N. restaurant]]]. 
(Pienemann, 1992, 73) 
COALA 's parser is a lexically driven ATN parser, which operates at the 
phrasal level: it analyses the internal structure of NPs, PPs and copula com-
plements. The parser is based on the target language, although it is more 
constrained, i.e. it does not accept some structures which are possible in the 
target language. The desired side-effect of this is that it will also reject most 
structures which are not acceptable in the target language. 
In addition to the facilities for analysing L2 corpora, COALA contains a 
so-called report generator, which enables the user to obtain information on 
the analysed corpus. The report generator plays a very important role in 
the system, since it monitors the interplay between COALA's components. It 
enables the user of COALA to connect all pieces of information created during 
the analysis of a given data set, and the information contained in the lexicon, 
such that the user has easy access to all the linguistic information created 
and stored in the system. The report generator allows the researcher full 
control in the forming and testing of hypotheses about the linguistic struc-
ture or function of any previously annotated sample. Examples of exactly 
how hypotheses can be formulated and tested in COALA are given in Piene-
mann (1992) and Pienemann and Jansen (1992). Briefly, the idea is that the 
researcher starts with general hypotheses, tests these against the data and 
gradually refines them until the best fit for the sample is achieved. For this 
purpose, the report generator can list or count structures which are defined 
by the user. The user can, for example, ask for all sentences containing a wh 
word followed by an auxiliary followed by an NP with subject function. The 
numerical results of the analyses can be entered into statistics and graphics 
programs to create charts, tables and other types of figures. The report gen-
erator can also be used in order to obtain a systematic comparison between 
the target language structures annotated in the lexicon and the structures 
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contained in the actual interlanguage data. For example, it can be checked 
whether the learners always use direct objects in sentences with transitive 
verbs by comparing the sub categorization frames in the target language lex-
icon with the constituents that are realized in the interlanguage data. 
A future extension of COALA concerns the inclusion of CD control. At the 
moment, a prototype CD with 70 minutes of ESL learner data is available. 
Through a computer program, it is possible to associate the transcript with 
the corresponding sound on CD. 
11.1.2.2 COMOLA and COALA compared 
In this section I will compare COMOLA and COALA in the light of the crite-
ria for computer systems for the analysis of interlanguage data suggested in 
chapter 1, and point out some major similarities as well as some major dif-
ferences between the two systems. For ease of reference, the criteria referred 
to above are repeated here: 
1. The analysis should be based on a lexicon and a grammar which have 
both been directly derived from the learners' interlanguages, not from 
the target language. 
2. The system should yield detailed information on: 
(a) General trends in development over time in L2-learners' rule sys-
tems. 
(b) Variation in development related to the LI backgrounds of the L2 
learners. 
(c) Variation in L2 development between subjects with the same LI 
background. 
3. The system should be able to present quantitative information on var-
ious aspects of the data to allow for statistical analyses to be carried 
out on them. 
In addition, it should meet criteria which all systems for linguistic analysis 
should meet, such as: 
4. It should yield consistent analyses, which means that there should be 
a system-internal check which guards the integrity of the analyses. 
5. It should be user-friendly. 
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The development of COALA and COMOLA was motivated by similar consid-
erations. As most L2 researchers will have experienced, the exploitation of 
L2 corpora is a very time-consuming affair. It often involves many repetitive 
operations: identical items and structures have to be marked each time they 
occur in the data. Moreover, whenever the researcher, on inspecting the 
analysed data, discovers that a certain initial hypothesis has to be modified, 
he will have to analyse the same data again to test the modified hypothesis. 
Therefore, it would be extremely helpful if L2 corpora could be analysed 
and further exploited with the aid of computational tools. As pointed out in 
chapter 1, such tools have been developed for the analysis of native varieties, 
but the problem is that they cannot be readily applied to the analysis of in-
terlanguage data. On the basis of these considerations the COALA team and 
our team independently concluded that it would be useful to develop a com-
puter system specifically designed for the analysis of language acquisition 
data. 
The two systems are comparable in that they both yield detailed infor-
mation on (variation in) L2 development over time, which can be related 
to the LI backgrounds of the subjects; in other words, both systems sat-
isfy criterion 2. It should be noted, however, that the desired information 
is accessed rather differently in the two systems. In COMOLA, rules can be 
selected from the overall grammar in order to chart developments over time 
within subjects and variation between subjects. In addition, temporal infor-
mation on the history of the acquisition of grammatical rules is represented 
in the tree structures yielded by COMOLA. In COALA, information on de-
velopmental trends in the analysed corpus has to be generated by creating 
queries and running the report generator. 
Another major point of similarity is that the design of both COALA and 
COMOLA is such that the linguistic and technical aspects of the systems are 
kept strictly separate. Users can concentrate exclusively on the linguistic 
aspects of their data. They can use the systems without having any special 
technical expertise. In this respect, both systems satisfy the criterion of 
user-friendliness (criterion 5). 
However, although COALA and COMOLA have a lot in common in some 
respects, in other respects they are quite different. One of the main dif-
ferences between the two systems relates to the first criterion formulated 
above, according to which the lexical and syntactic components of a system 
for the analysis of interlanguage data should be based on information from 
the learners' interlanguages themselves rather than on information from the 
target language. Prom the descriptions of COMOLA and COALA it will have 
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become clear that, whereas in COMOLA these components are entirely inter-
language based, they are largely based on the target language in COALA. 
As pointed out before, the analysis in COMOLA is based on a lexicon and 
a grammar which are constructed by the researcher on the basis of actual 
L2 production data. The resulting grammar is automatically converted into 
a parser by the system and can then be applied to the syntactic analysis 
of the utterances. Each time the grammar is changed, a new parser can 
be generated; this process only takes a few moments. COALA's lexicon and 
parser, on the other hand, were observed to reflect the structure of the target 
language. Its parser is built into the system, it cannot be changed by the 
user3. 
Using COALA, the researcher has to mark the boundaries of the con-
stituents in an L2 utterance, as well as assign grammatical functions to the 
constituents. The parser which is part of COALA takes up the analysis from 
the point where these pieces of information have been coded manually and 
analyses the internal make-up of the constituents marked by the user. The 
authors of COALA have adopted this approach, because they are convinced 
that it is impossible to build a parser for interlanguage data: 
It appeared inappropriate to us to attempt to write a single 
parser for the analysis of such data, as can be done for the analy-
sis of a native language (...), because the construction of a parser 
presupposes the knowledge of the rule system of language to be 
parsed. A parser for non-native - and structurally unknown -
varieties would have to be fundamentally different in its archi-
tecture from parsers for native languages. The "parser" for un-
known varieties would primarily have to discover the rule system 
expressing the form-function relationships in a given set of data 
in a way similar to a language learner, rather than recognize the 
instantiations of a given rule system. 
(Pienemann, 1992, 61) 
I partly agree with Pienemann. In my opinion, it is indeed inappropriate to 
write a single parser for the analysis of L2 data, because the rule systems of 
3However, I have been informed by Manfred Pienemann and Ian Thornton (personal 
communication, May 31, 1993) that they are presently working on an adaptive parsing 
mechanism such that when the user of COALA overrides a parse supplied by the system 
and suggests a new analysis, the parser will remember the new rule and present it as 
an alternative in the future. This presumably implies that in future extensions more 
interlanguage based information will be incorporated into the system. 
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L2 learners will change as time proceeds. With the techniques described in 
chapter 6, however, one can write a grammar which reflects the developments 
in learners' rule systems over time. Within COMOLA, such a grammar can 
be converted into a parser in which the rules are applied taking into account 
the learners' actual rule systems for the session in which the data to be 
analysed were collected. This process yields an 'incremental' L2 parser 
which is suitable for analysing L2 data from different developmental stages. 
Now, let us consider Pienemann's argumentation in some detail. As 
Pienemann rightly observes, one cannot construct a parser for a given lan-
guage if one has no knowledge of the rule system of the language to be 
parsed. Linguists try to obtain such knowledge by studying two kinds of 
linguistic facts: 
• intuitions on language 
• actual language data 
Intuitions play a major role in some branches of linguistic research, e.g. 
research carried out within the framework of Universal Grammar, in which 
judgments about the grammaticality of sentences constitute the main source 
of evidence. Other branches of linguistic research, such as corpus linguistics 
or historical linguistics, regard actual language data as the most important 
source of evidence on the system of the language studied. Most L2 acquisi-
tion research likewise mainly concerns itself with (written or oral) production 
data. Corpus linguists have developed extensive grammars which are con-
vertible into parsers on the basis of actual data from adult native speakers of 
a language (see, for example, Oostdijk, 1991 for LI English). I am convinced 
that it is equally possible for a corpus linguist to develop an L2 grammar 
based on actual interlanguage data. In this case, interlanguage data are taken 
to reflect interlanguage rule systems, in the same way as native language data 
are considered to reflect LI rule systems. 
In the fragment cited above, Pienemann also states that an L2 parser 
would primarily have to discover the rule system expressing the form-function 
relationships in a given set of data, rather than recognize the instantiations 
of a given rule system. Current parsers, indeed, cannot discover rule sys-
tems. However, this holds not only for L2 parsers but also for Ll parsers. 
We do not expect Ll parsers to discover rule systems; it is the linguist's 
task to do this on the basis of actual language data and/or intuitions. After 
knowledge about a particular rule system has been obtained in this way, it 
can be incorporated into a grammar or a parser, and the parser can then be 
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used to test whether other data from comparable data sets are also covered 
by the grammar. Again, this holds for L2 parsers as well. 
With the aid of COMOLA, L2 researchers can describe L2 rule systems 
in the form of an affix grammar which can be converted into a parser and 
applied to (new) utterances. Grammars developed within COMOLA contain 
information on the constituent structure of utterances and on the functions 
that can be assigned to these constituents, which is precisely the kind of 
information that researchers using COALA always have to supply themselves 
before utterances can be analysed by COALA 's parser. As I have shown in 
chapter 3, the user of COMOLA adds information on the constituent structure 
of utterances and on the functions of constituents to the grammar after hav-
ing considered the intended meaning of the utterances. The user of COALA, 
too, will want to determine the intended meaning of a given utterance, be-
fore assigning structural and functional properties to it. In other words, the 
knowledge on which COMOLA's L2 grammar (and thus, COMOLA'S parser) is 
based is not different in nature from the knowledge on which the coding of 
an utterance in COALA is based. In fact, a grammar under COMOLA contains 
even more rules based on L2 data, namely the rules describing the internal 
structure of constituents. In COALA, the constituent-internal analysis takes 
place automatically with the aid of a parser which is based on the target 
language. Pienemann considers it legitimate to apply a parser in this way 
to the analysis of interlanguage data: 
A word about the parser: it should be remembered that COALA 
is an aid for the analysis of undescribed linguistic systems. (...) 
full sentence-based parsers do not exist for those linguistic sys-
tems, since designing a parser presupposes a thorough knowledge 
of the linguistic system it is supposed to simulate. To overcome 
this problem the COALA parser operates at the phrasal level, 
since we found a great deal of overlap at this level between the 
structure of learner languages and of the target languages (...). 
The parser is, however, more constrained than the target lan-
guages and therefore rejects more structures - these can then be 
annotated by hand. This, together with other similar safeguards, 
is intended to guarantee the integrity of the analysis. 
(Pienemann, 1992, 74) 
In my opinion, however, an L2 grammar which is entirely based on L2 pro-
duction data and their intended meanings is a better guarantee that the 
L2 learners' rule systems are correctly represented than an analytic system 
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which is based on a combination of information on L2 data and on a descrip-
tion of the target language system. 
Prom the above argumentation and the actual design of COMOLA, it can 
be concluded that it is possible to use an L2 parser (based on an L2 grammar 
which is based on L2 data) for the analysis of L2 acquisition data. In other 
words, I hope to have shown that it is both possible and practicable to 
design a computer system that satisfies criterion 1. In fact, I am convinced 
that the approach adopted within COMOLA is to be preferred to the one 
taken by the developers of COALA for two reasons. The first reason is a 
practical one. When using COMOLA, the researcher does not have to code 
every individual utterance. When data from a given subject are presented to 
the system, some utterances will immediately yield an analysis on the basis 
of the subject-specific and time-specific information already present in the 
grammar. Of course, there will be utterances which will get more than one 
analysis; the user of the system will then have to select the correct analysis 
(i.e. the one reflecting the meaning intended by the subject). However, this 
also has the advantage that analyses can be considered which the linguist at 
first did not think of. 
My second and most important reason for preferring the grammatical 
approach adopted in COMOLA to the one opted for by the designers of COALA 
is that the former satisfies the criterion of consistency (i.e. criterion 4) 
much better than the latter. The design of COALA does not guard against 
inconsistencies in the manual coding carried out by the user of the system, 
because within COALA it is not possible for the user to check the consistency 
of his analyses. Presumably, a tool like COALA will be used for the analysis 
of large corpora. This makes the danger of inconsistencies in coding a real 
one, which may have important consequences. For example, if a researcher 
wants to reconsider an earlier analysis of the data, he will have to inspect 
all the relevant data again. However, if he overlooks some data, COALA 
cannot help him out. Moreover, large corpora are often analysed by more 
than one researcher, which increases the need of a consistency check even 
more. Since the grammatical component of COALA does not provide such a 
check, there is no guarantee that COALA's analyses are entirely consistent, 
in spite of the fact that other safeguards were built into the system in order 
to guard this integrity. The entire syntactic component of the COMOLA 
system, on the other hand, is based on a grammar. Such a grammar has 
to be consistent, otherwise it cannot be converted into a parser. If it is not 
consistent, the computer will not accept it. If the researcher of COMOLA 
wants to reanalyse the data, he will have to adapt the production rules in 
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the grammar. These adaptations affect all the data which are analysed with 
the rules in question, provided that the data are fed into COMOLA again, of 
course, but this reanalysis is carried out by the computer which can work 24 
hours a day. The design of COMOLA, therefore, guarantees that the analyses 
yielded by the system are consistent. 
So far, I have discussed the extent to which COMOLA and COALA meet 
three of the criteria suggested in the introduction (namely 1, 2, and 4). To 
conclude this section, I will briefly compare the systems with respect to 
the other two criteria. COALA contains facilities which enable its user to 
perform statistical analyses on the sentences in the analysed data set and 
thus satisfies criterion 3. The current version of COMOLA is not equipped 
to provide such quantitative information. However, as was pointed out in 
chapter 7, this disadvantage can be overcome by linking COMOLA to a tool 
like the Linguistic Database. 
Finally, soms observations should be made concerning the user-friendli-
ness of the two systems (criterion 5). There is no doubt that the overall 
design of COALA is more user-friendly than that of the present version of 
COMOLA: COALA contains several provisions which facilitate the process 
of analysis; for example, the original discourse context of an utterance is 
displayed during the analysis. Furthermore, COALA makes it easier for its 
user to assign categories to words or to select phrases from utterances and 
to assign grammatical functions to them: the user of COALA can perform 
such analyses by clicking on buttons, whereas the user of COMOLA has to 
construct a lexicon and a grammar. When data have to be reanalysed, 
however, the user of COMOLA has an advantage. As shown above, all he 
has to do is change some grammar rule(s), generate a new parser and run 
the data set again, whereas the user of COALA has to mark all the relevant 
utterances again by hand. There is another major disadvantage connected 
with the procedure adopted within COALA for the syntactic analysis of the 
data: its user has to carry out many repetitive operations. To give one 
example: since the user of COALA has to analyse the constituent structure of 
all the utterances in the data set by hand, he will probably have to assign the 
function of subject to the first NP in by far the greater part of the utterances 
to be analysed. The user of COMOLA has to incorporate such information 
only once into COMOLA's grammar. 
The final conclusion, then, is that both COMOLA and COALA have their 
strengths and weaknesses. On the one hand, I would like to argue that the 
design of the COMOLA system is to be preferred to COALA's design for two 
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reasons. Firstly, COMOLA's lexical and syntactic modules are entirely based 
on information derived from data produced by L2 learners. Secondly, the 
design guards against inconsistencies in the analyses. On the other hand, it 
should be pointed out that COALA clearly outstrips COMOLA in its present 
version in other respects. Firstly, COALA has a more user-friendly design than 
COMOLA. Secondly, the user of COALA can obtain quantitative information 
on the structures represented in the data analysed and perform statistical 
analyses on them. It will be clear that much thought has to be given to these 
two aspects in the pc version of COMOLA which is currently being developed. 
11.2 Outlook 
From the present project suggestions can be derived for follow-up research 
in two different areas. Firstly, the COMOLA system could be improved on 
several points. Secondly, the project has left some interesting linguistic issues 
unexplored. In what follows, suggestions for follow-up research in both areas 
will be presented. 
11.2.1 Suggestions for adapting COMOLA 
In the preceding discussion, it was argued that there are some problems with 
respect to the extension of the overall grammar developed within COMOLA. 
These problems arise mainly because the syntactic analysis in COMOLA takes 
place in one step. Consequently, the grammar has to contain a huge amount 
of information. Furthermore, this one-step analysis gives rise to a lot of 
ambiguity, since all relevant distinctions have to be spelled out at the outset. 
In order to overcome such problems I would like to suggest follow-up 
research of the following kind4. Recent research in computational linguistics 
has shown that an analysis in successive, less complex, steps has impor-
tant advantages over an analysis in one complex step (see Van Bakel, 1984; 
Coppen, 1991; Van Bakel, 1992). Following this line of research, I propose 
to split COMOLA's syntactic component up into two steps in order to make 
a further extension of the grammar feasible. The design of this two-step 
syntactic analysis would be as follows: 
1. An EAG module containing rewrite rules. 
4The remainder of this section is an elaboration of the ideas developed in Jagtman 
(1993). 
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2. A TG module containing transformational rules. 
In my opinion, the amount of linguistic information in the description can be 
expanded enormously in a model consisting of an EAG and a TG. Further-
more, within such a model it is possible to do full justice to the fact that the 
acquisition of a second language entails the acquisition of the form-function 
relationships obtaining in that language. In what follows, I will briefly touch 
upon both modules. 
The first syntactic module, the EAG module, will have to contain rules 
which only concern the form of the L2 utterances. The module only gives in-
formation about utterance structure, not about the function of constituents. 
The mechanism for parameterizing temporal aspects which was developed 
in the present project can be retained in this module. The core of the 
EAG module, therefore, consists of one parameterized overall grammar, from 
which grammars for individual subjects can be extracted through assigning 
specific values to the variables in the grammar: 
EAG 
variables 
overall 
EAG 
individual 
EAG 
Figure 11.1: The design of the EAG module. 
As in SYNTANAL, the individual grammar will be converted into a parser 
which yields surface structures of the utterances to be analysed. 
Following Coppen (1991, 35), the following principle will have to be ad-
hered to as strictly as possible: ambiguities will have to be resolved at as late 
a stage as possible in the analysis. Preferably, the grammar will yield only 
one analysis for each utterance. This analysis may contain ambiguities. If 
necessary, such ambiguities can be resolved in the transformational module. 
The second syntactic module, the TG module, has to add traces, indexes 
and all the information which is relevant with respect to the form-function 
relationships of the various elements in the L2 utterances, to the surface 
structures yielded by the EAG module. The output of the TG module 
will have to consist of enriched surface structures. It should not yield deep 
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structures, since information on the order of elements in the L2 utterances 
is very important, if one wants to examine how messages are conveyed by 
L2 learners and what changes occur as language development proceeds. 
A computer program for the extension of COMOLA with a transforma-
tional module is already available at the Department of Language and Speech 
of the University of Nijmegen in the form of the TG interpreter GRAMTSY 
(see Coppen, 1989). GRAMTSY (an acronym of GRAMmatical Transformatio-
nal SYstem) works with an external transformational grammar, which is 
interpreted and run automatically. This grammar, which has to be con-
structed by the linguist using the system, consists of a set of instructions to 
translate structures into other structures. The order of the instructions is 
recorded in the control program of the analysis, the so-called 'grammar file'. 
From this program the transformational rules are called. These rules, too, 
will have to be written by the user of the system. They are stored in the 
so-called 'rules file'. Each rule in GRAMTSY consists of a structural descrip-
tion (SD) in which the structure is described to which the transformation has 
to be applied, a condition (COND) in which further restrictions with respect 
to this structure may be formulated and a structural change (SC) in which 
the result of the transformation is described. In order to get an idea of the 
possible contents of these rules in the new COMOLA system, consider the 
following example. Remember that the new overall EAG which is used in 
the first step is supposed to yield information on formal aspects of the learn-
ers' utterances only. This means that it should yield structures consisting 
of VPs, NPs, PPs etc. without any additional, functional information. As a 
consequence, the new EAG can do with fewer rules than the current overall 
grammar. Consider, for example, the 12 NP-types which were described in 
section 9.3. These NPs were distinguished in the overall grammar on the basis 
of their functions in the learners' utterances. They can be divided into two 
groups: eight of them get their function from their position in an utterance 
and the rules of the grammar which are currently active, whereas the func-
tion of the remaining four NP-types is related to features of their head nouns. 
In the new design, the overall EAG would contain only one NP-rule. In this 
rule, the internal make-up of all NPs is described. The function of the NPs 
is assigned at the second level. The four NPs whose function is lexically de-
termined, for example, can be assigned their functions through a GRAMTSY 
rule, which can be described informally as follows: 
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Rule : Pop functional information 
SD : VP immediately dominating NP 
CONO : head noun has feature "loc", "temp", "instrument" 
or "amount" 
SC : attach the feature in question to the NP in question 
This rule copies functional information contained in the head noun of an 
NP to the NP in question. The structural description precludes the applica-
tion of this rule to NPs which are embedded in PPs. In this design, a small 
overall EAG will suffice to describe the VP-level and the NP-level. In the 
second step, the functions of the constituents distinguished in the first step 
can be assigned to them, through rules such as the one described informally 
above. I am convinced that this two-step analysis will yield a more accessible 
grammar than the current one-step analysis. 
COMOLA's TG module could be designed along similar lines. The core 
would consist of one parameterized control program, the overall grammar 
file. Individual transformational grammars can be extracted from this file 
for individual subjects. Through such an individual TG, the relevant rules 
in the rules file can be called. For each subject, a different network of 
transformational rules can be generated in this fashion. Figure 11.2 shows 
the design of the TG module: 
TG 
variables 
overall 
grammar file 
individual 
{ grammar nl< 1 rules file 
Figure 11.2: The design of the TG module. 
The TG variables indicate in which session a particular set of instructions 
from the overall grammar file has to be carried out for a given subject. 
Through this mechanism, individual control programs can change as time 
proceeds. 
In the TG module, the surface structure will be enriched, but only if this 
is necessary according to the control program for the subject in question. 
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Suppose, for example, that verbs are marked as VERB without any specifying 
features in the output of the new EAG module. The distinction between 
finite and non-finite verb forms in the learners' L2 varieties can then be added 
where relevant, through a rule for feature insertion in the TG module. Until 
then, a verb will never be ambiguous, and there will be no changes in the 
output of the EAG with respect to this point. In order to limit the dangers 
of combinatorial explosion, the ambiguities have to be resolved at as late a 
moment as possible in the TG module. In addition, 'impossible' analyses 
have to be filtered out as early as possible. These two working principles 
serve to restrict the number of analyses. This is necessary, because, whenever 
COMOLA yields more than one analysis of an utterance, the user will have to 
select the analysis which fits the meaning intended by the L2 learner. 
The current COMOLA model with one EAG does not allow for feature 
manipulations such as the one described in the previous paragraph. In an 
EAG, a given verb either does or does not contain features. If both cases 
have to be described, the verb will have to be included in the lexicon twice 
and the EAG will have to contain rules for both types of verbs. In a model 
containing two modules, however, neither the EAG nor the TG will become 
cluttered with information, which increases the possibilities for extensions. 
Furthermore, even after the proposed adjustments have been made, COMOLA 
does not require technical knowledge on the part of its user, because in 
the new system, too, the linguistic and technical aspects are kept strictly 
separate. The linguist who wants to use COMOLA only has to construct a 
lexicon, a context-free affix grammar and a transformational grammar in 
order to analyse a given corpus. 
From a linguistic point of view, the suggested changes in the COMOLA 
system are not a trivial matter at all. A careful selection will have to be 
made with respect to the information to be added to the analyses, since an 
approach in which all information is included in the description is not prac-
ticable. At least three sources of information can be used in the selection 
process: the L2 utterances themselves, results of research on syntactic de-
velopment in L2 acquisition and syntactic descriptions of Dutch. Of course, 
special care should be taken when using the latter type of information, as 
syntactic descriptions of standard Dutch do not necessarily apply to the 
interlanguages of learners of L2 Dutch. 
From a technical point of view, the proposed adaptations of COMOLA 
constitute a less vast task: relevant computer programs are available at the 
moment, such as a program for lexical analysis (LEXANAL), a parser gener-
ator containing a mechanism for the parameterization of EAGs and a TG 
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interpreter. The adaptation of COMOLA will consist of the implementation 
of a mechanism for the parameterization of the overall TG and the incorpo-
ration of the new TG module into the current COMOLA system, or into the 
pc version of the system, for that matter. 
11.2.2 Suggest ions for further research on L2 syntactic de-
ve lopment 
The most obvious suggestion for further research concerns the analysis of 
ESF-data which have not yet been analysed with the aid of COMOLA. Data 
from new subjects who are in the process of acquiring Dutch as a second 
language are available for analysis, since the Dutch ESF-corpus contains 
additional, unanalysed data from two Moroccan-Arabic and two Turkish 
subjects. When the two-stage version of COMOLA has been completed, it 
would be interesting to analyse data from the more advanced subjects, since 
their data will call for extensions of the EAG and TG to be developed. In 
addition, data from subjects with other source-target language combinations 
could be analysed with COMOLA. It would be interesting, for example, to 
compare Moroccan subjects learning French with Fatima and Mohamed, 
and Turkish subjects learning German with Mahmut and Ergün. It will be 
remembered that the design of the ESF-project enables one to make such 
comparisons (cf. section 2.2.1). 
I believe that the present project also offers a number of possibilities 
for further research on specific linguistic topics, some of which I will briefly 
mention here. Some suggestions have already been made in the course of 
this book. To mention a few: firstly, in section 9.5 it was argued that the 
function of the PPs in the utterances of the Moroccan subjects in particu-
lar deserves further attention. Secondly, in section 9.1 it was pointed out 
that no special attention was paid to imperative utterances in the learners' 
utterances, due to lack of time. Incidentally, the same holds for utterances 
containing interrogative words. The analyses of such utterances contain the 
affix value "imperative" or the value "interrogative" and can, therefore, be 
selected very easily from the analysed corpus and, thus, be used for further 
investigations. Thirdly, in chapter 10 it was argued that the role of modal 
verbs in the acquisition of verb placement constitutes an interesting topic 
for further research. 
When one evaluates the analyses presented in this book, one cannot but 
conclude that COMOLA is a very promising tool in research on the status of 
so-called unanalysed chunks within the linguistic rule system of a language 
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learner as a whole. Since the overall lexicon and the overall grammar con-
tain blueprints of the vocabulary and the linguistic rule system of a specific 
subject at any given point in time, it can be examined quite easily whether 
or not there is lexical or syntactic evidence for (partial) analysis of a suppos-
edly unanalysed chunk in the learner's data at various points in time. An 
example of this was given in chapters 5 and 6, where it was demonstrated 
how COMOLA was used in the analysis of Mahmut's utterances containing 
forms of the verb 'weten' (to know). In my opinion, it would be very fruit-
ful to carry out additional research on the status of supposedly unanalysed 
chunks in the data from the ESF-subjects. Firstly, it could be investigated 
whether the lexical and syntactic information which is available in COMOLA 
does, indeed, yield evidence for the unanalysed status of chunks which have 
been marked as such in the ESF-transcripts. Secondly, it would be inter-
esting to check some of the observations with respect to such chunks which 
were made by researchers who know the ESF-corpus very well. For ex-
ample, Broeder (1991) did a study on the acquisition of pronouns by the 
Dutch ESF-subjects. He reports that the subjects predominantly used the 
full forms of Dutch pronouns. Furthermore, he states at various points that, 
when the subjects used the reduced forms of these pronouns, these forms 
often occurred in unanalysed chunks. Consider, for example, the following 
quotation which bears on Ergiin's data: 
In early sessions the reduced form je ('you') is most commonly 
used in formulaic expressions such as weet je ('you know'), weet 
je wel ('you know'), or dankjewel ('thank you'). In later sessions 
a more productive use of the reduced form can be noted. 
(Broeder, 1991, 60) 
COMOLA can be used in order to examine to what extent the phrases con-
taining reduced pronouns can be considered to be unanalysed. The subjects 
frequently use these phrases. Therefore, by feeding the same phrase into 
COMOLA with different session numbers it can be checked whether there is 
evidence for (partial) analysis of a chunk at various points in time. In ad-
dition, the order in which the constituting elements are freed from a chunk 
can be studied. 
Now, let us consider another area for further linguistic research within 
the framework developed in the present project. It has been argued by both 
first and second language acquisition researchers that a theory of UG pro-
vides a sound theoretical framework for an explanatory theory of language 
acquisition. The validity of the claims made by reseachers working within 
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such a framework could be put to the test by the application of the parame-
terized rule systems such as the ones described above to a corpus or a set of 
corpora of longitudinal acquisition data. In this way, one could investigate, 
for example, whether all the properties which are assumed to be related to 
a particular parameter show simultaneous development in the data from a 
particular subject. Furthermore, it could be established for each subject at 
what time these developments occur. 
So far, studies of language development within the UG tradition have 
generally been cross-sectional in character. Moreover, such studies have 
tended to be oriented towards a "form-only" analysis of the data (cf. Long 
and Sato, 1984). It was shown before that this drawback could be overcome 
by using the affix techniques described in this book. These techniques can 
be used to express the function of a particular constituent. Examples have 
been given throughout this book. Recall, for example, the PPs in section 9.5, 
which were extended with affixes indicating their function in the learners' 
utterances. In this way, form-to-function analysis and form-only analysis 
could be combined in one system. 
It should be noted, however, that many of the claims made by researchers 
working within a UG framework cannot be tested using spontaneous, pro-
ductive language acquisition data, since the constructions on which these 
claims bear hardly ever occur in such data. The ESF-corpus, for example, 
which contains longitudinal data covering a period of approximately three 
years, contains hardly any data which can be used as evidence with respect 
to the principle of subjacency. However, there is at least one area in which 
further research will probably yield interesting results. The area referred to 
here is the positioning of heads and their complements. In the UG frame-
work this phenomenon is covered by the head-position parameter which has 
two values: head initial or head final (Chomsky, 1986). However, it should 
be borne in mind that the head-position parameter affects deep-structure 
orders, not surface structure. 
Nevertheless, I believe that COMOLA can be a very fruitful tool in the in-
vestigation of surface structure phenomena regarding head position, since it 
is a phenomenon which holds across phrasal categories. The overall grammar 
offers an overall picture of the linguistic rule systems of the learners, which 
is very helpful if one wants to investigate phenomena in different areas of 
the subjects' rule systems. In this book, it was shown that the subjects have 
different preferences with respect to the position of the heads of constituents 
in a variety of constructions: 
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1. The Turkish subjects start off with utterances with a verb in final 
position, whereas the Moroccan-Arabic subjects initially mainly use 
utterances with the verb occurring directly after the subject (cf. chap-
ter 10). 
2. The following picture emerges with respect to complementation in NPs: 
whereas the Turkish subjects prefer complements in the form of NPs 
before head NOUNs, the Moroccan subjects prefer complements in the 
form of PPs after the head NOUN of an NP (cf. section 9.3). 
3. The Moroccan subjects only use PPs which contain prepositions, whereas 
the Turkish subjects use PPs with directional or locative postpositions 
in addition to PPs with prepositions (cf. section 9.5). 
It would be interesting to investigate whether developments in these con-
structions occur at roughly the same moment. It may be the case, for ex-
ample, that a decrease in the use of postpositions by the Turkish subjects 
takes place at roughly the same time as a decrease in the number of of NPs 
containing complements followed by a NOUN. If such changes in the position 
of heads of constituents can be traced, a parameterized grammar could be 
developed such as the one described in section 11.1, in which a change in a 
block of rules can be established. It would seem that, of the data analysed 
in the present project, Ergiin's data are the best candidate for such a study, 
since they show the greatest development in this area. 
Finally, let us consider one more research topic, which is related to the 
three observations presented above. In the analysis of all these cases, I sug-
gested that the learners' preferences might be attributable to the combined 
influences of source and target languages. Previous research has pointed to 
a similar interaction between source and target language systems (cf., for 
example, Jansen et ai, 1981; Coenen and Van Hout, 1987; Broeder et al., 
1988; Broeder, 1991). It would be interesting to look for other phenomena in 
the data which are indicative of this combined influence. Furthermore, such 
research could be extended to other source-target language combinations. A 
first attempt in this direction was made by Broeder (1991), who presented a 
small-scale study of the linguistic means used by learners with different LI 
backgrounds to refer to a baker and a police car in different L2s. If tools like 
COMOLA were widely adopted by L2 acquisition researchers, the range and 
number of such investigations could be increased enormously. The reader is 
invited to try and imagine what a wealth of longitudinal and cross-linguistic 
information would become available, should the entire ESF-corpus as it was 
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collected in five European countries be stored in analysed form. I am con-
vinced that the research which is carried out within the interdisciplinary field 
of computational and applied linguistics can contribute in important ways 
to the realization of such dreams about the future. Hopefully, the research 
reported on in this book will serve to take us a little step further towards the 
linguist's Garden of Eden, which houses an abundance of analysed corpora 
which can be used to check hypotheses with respect to L2 development. 
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Samenvatting 
Dit boek is gewijd aan de syntactische analyse van tweede-taalverwervings-
data met behulp van een computersysteem. De aandacht voor computatio-
nele analyse van taalontwikkelingsdata geeft het hier beschreven onderzoek 
een interdisciplinair karakter. Aan de ene kant is het gebaseerd op inzichten 
uit de Computerlinguïstiek, zoals het gebruik van formele grammatica's en 
parser generatoren, aan de andere kant wordt gebruik gemaakt van inzichten 
uit de Toegepaste Taalwetenschap met betrekking tot de verwerving van een 
tweede taal (T2). 
Het onderzoek richtte zich in eerste instantie op het totaalbeeld van de 
syntactische ontwikkeling bij T2-verwerving. Het doel was het leveren van 
een formele, geïntegreerde beschrijving van de zich in de loop van de tijd 
ontwikkelende grammaticale regelsystemen van T2-leerders. Aangezien een 
dergelijke beschrijving de analyse van grote databestanden vergt, lag het 
voor de hand de computer als hulpmiddel te gebruiken. Bij aanvang van het 
project waren echter geen computersystemen beschikbaar voor de analyse 
van taalontwikkelingsdata, waardoor de noodzaak ontstond zelf een derge-
lijk systeem te ontwikkelen. Dit boek bevat een beschrijving van het ont-
wikkelde systeem, COMOLA genaamd (een acroniem van computer MOdel 
for Language Acquisition), en van de analyses van Nederlandse T2-data die 
met COMOLA verricht zijn. 
Het eerste deel van het boek beschrijft de achtergronden van het project. 
In het eerste hoofdstuk komen eerst het hierboven geformuleerde doel van 
het onderzoek en de noodzaak om de computer in te zetten bij dergelijk on-
derzoek aan de orde. Vervolgens wordt uiteengezet waarom reeds bestaande 
computersystemen voor de analyse van taaldata niet geschikt zijn voor de 
analyse van t-dalontwikkelingsd&ts. en worden enige criteria gegeven waar-
aan een computersysteem voor de analyse van taalontwikkelingsdata moet 
voldoen. 
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De ontwikkeling van COMOLA ging gepaard met het uitgebreid testen van 
het systeem door het analyseren van data uit twee eerder verrichte longitu-
dinale onderzoeksprojecten die betrekking hadden op de verwerving van het 
Nederlands als T2. Hoofdstuk 2 bevat een korte beschrijving van deze twee 
projecten, te weten het project 'Nederlands van en tegen Turkse kinderen', 
dat door K. van Helvert werd uitgevoerd aan de Katholieke Universiteit Nij-
megen en de Nederlandse bijdrage aan het internationale onderzoeksproject 
getiteld 'Second Language Acquisition by Adult Immigrants', dat gefinan-
cierd werd door de European Science Foundation (verder: het ESF-project). 
In het hier beschreven onderzoek is gebruik gemaakt van data van in totaal 
negen informanten: de vijf Turkse kinderen uit van Helverts project en twee 
Turkse en twee Marokkaanse volwassenen uit het ESF-project. 
Het derde hoofdstuk, dat het eerste deel van het boek besluit, is ge-
wijd aan methodologische overwegingen aangaande de computationele ana-
lyse van taalontwikkelingsdata. In de eerste plaats wordt beargumenteerd 
welke data als basis voor de beschrijving van taalontwikkeling zouden moeten 
dienen. Het belangrijkste besluit in dit kader is alleen die data te gebruiken 
waarvan de door de leerder bedoelde betekenis kan worden afgeleid uit de 
beschikbare bronnen. Een tweede complex van overwegingen heeft betrek-
king op de manier waarop op duidelijke wijze de veranderingen in de zich 
ontwikkelende regelsystemen van verschillende informanten naar voren ge-
bracht kunnen worden. 
Het tweede deel van het boek bevat een beschrijving van COMOLA, het in het 
kader van dit onderzoek ontwikkelde computersysteem voor de syntactische 
analyse van taalverwervingsdata. Hoofdstuk 4 bevat een korte inleiding op 
het systeem. De invoer van COMOLA wordt gevormd door uitingen van T2-
leerders, de uitvoer door lexicale en syntactische analyses van deze uitingen. 
De analyses vinden plaats op basis van een lexicon en een grammatica die 
door de gebruiker van COMOLA opgesteld dienen te worden aan de hand van 
data van T2-leerders. Het belangrijkste kenmerk van COMOLA is hiermee 
gegeven: de door het systeem opgeleverde analyses zijn geheel gebaseerd op 
een linguïstische beschrijving van de tussentaal van T2-leerders. 
Hoofdstuk 5 behandelt LEXANAL, de lexicale component van COMOLA. 
Na een korte motivatie voor de keuze van een aparte lexicale module binnen 
het systeem, volgt een beschrijving van het door de gebruiker van COMOLA 
op te stellen lexicon. Het feit dat COMOLA dient voor de analyse van taal-
ontwikkelingsdata stelt speciale eisen aan de vorm van het lexicon. Niet alle 
leerders zullen immers dezelfde woorden op hetzelfde moment verwerven. 
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Het lexicon moet dus middelen bevatten om zowel de ontwikkelingen in de 
woordenschat van afzonderlijke personen als variatie in deze ontwikkeling 
tussen personen uit te drukken. In het hier beschreven project is een lexi-
con ontwikkeld voor het Nederlands als T2 dat voldoet aan bovenstaande 
eisen. Dit zogenaamde 'overall lexicon' is gebaseerd op data van de negen 
hierboven genoemde informanten. Ter illustratie van de in COMOLA opgeno-
men mechanismen om lexicale ontwikkeling te beschrijven, wordt aandacht 
besteed aan drie specifieke aspecten: het gebruik van een nieuw woord door 
een leerder, veranderingen in de lexicale categorie van een woord gedurende 
het verwervingsproces en de analyse van formules (zoals bijvoorbeeld 'weet 
ik niet'), die de leerders in eerste instantie als één ongeanalyseerd geheel had-
den verworven, in hun afzonderlijke delen. Ter afsluiting van hoofdstuk 5 
wordt tenslotte enige aandacht besteed aan de implementatie van de lexicale 
component. 
De syntactische component van COMOLA, SYNTANAL genaamd, is het on-
derwerp van hoofdstuk 6. Allereerst wordt de keuze voor de Extended Affix 
Grammar als basis voor de syntactische analyse van taalverwervingsdata ge-
motiveerd. Na een beschrijving van dit formalisme wordt een uitbreiding 
ervan geïntroduceerd, die het mogelijk maakt de door de tijd heen verande-
rende grammaticale regelsystemen van verschillende T2-leerders te beschrij-
ven. Met behulp van deze in COMOLA geïmplementeerde formalismen kan 
de gebruiker van het systeem een grammatica ontwikkelen op basis van een 
T2-corpus. In het in dit boek beschreven onderzoek is een grammatica voor 
het Nederlands als T2 ontwikkeld die regels bevat voor de conversationele 
data in alle stadia van taalontwikkeling van alle negen informanten. Uit deze 
zogenaamde 'overall grammatica' kunnen regels geselecteerd worden om ont-
wikkelingen van een bepaalde informant of verschillen in ontwikkeling tussen 
informanten weer te geven. Om te illustreren dat het ontwerp van de over-
all grammatica het mogelijk maakt relaties tusen verschillende syntactische 
structuren te bestuderen wordt een analyse gepresenteerd van de status van 
de formule 'weet ik niet' in het regelsysteem als geheel van twee informanten 
uit het ESF-project. Getoond wordt dat uit de overall grammatica blijkt dat 
het systeem van de ene informant op een bepaald moment regels bevat om 
de formule te analyseren in afzonderlijke delen, terwijl dat niet het geval is 
bij het regelsysteem van de andere informant. Evenals in het voorafgaande 
hoofdstuk wordt besloten met een korte verhandeling over de implementatie 
van de besproken module. 
Hoofdstuk 7 behandelt de uitvoer van COMOLA. Deze uitvoer bestaat uit 
syntactische analyses van de invoeruitingen in de vorm van haakjesstructuren 
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of boomstructuren. Tevens wordt het prototype geschetst van een uitvoer 
die geschikt is voor statistische analyses. 
In hoofdstuk 8 wordt de beschrijving van COMOLA besloten met een korte 
samenvatting. 
In het derde deel van het boek wordt aandacht besteed aan de syntaxis van 
het Nederlands als T2. Hoofdstuk 9 bevat een overzicht van de verschil-
lende regelgroepen uit de met behulp van COMOLA geconstrueerde overall 
grammatica voor het Nederlands als T2. In de eerste vijf paragrafen komen 
respectievelijk de S-regels, VP-regels, NP-regels, AP-regels en PP-regels aan de 
orde. De verschillende regels worden uitgebreid geïllustreerd aan de hand 
van de geanalyseerde data. Er worden voorbeelden gegeven ter verduidelij-
king van de wijze waarop in een binnen COMOLA ontwikkelde grammatica 
zowel formele als functionele aspecten van T2-uitingen beschreven kunnen 
worden. In deze paragrafen wordt een statisch beeld van de overall gram-
matica gegeven: de inhoud ervan wordt beschreven zonder aandacht voor 
ontwikkelingsaspecten van de regels die zich in de data van de leerders voor-
doen. De beschrijving is bedoeld als blauwdruk van de gehele grammatica. 
In de laatste paragraaf van hoofdstuk 9 wordt een meer dynamisch per-
spectief gekozen: deze paragraaf dient ter illustratie van de wijze waarop 
informatie met betrekking tot variatie binnen en tussen proefpersonen uit 
de grammatica kan worden afgelezen. Hiertoe worden ontwikkelingen in de 
NP-regels van de informanten uit Van Helverts project beschreven. 
Hoofdstuk 10 bevat een uitgebreide analyse van een specifiek aspect van 
de verwerving van het Nederlands als T2, namelijk de verwerving van de cor-
recte plaats- en vormsystematiek van werkwoorden in zinnen. Met behulp 
van de informatie die de overall grammatica op dit gebied levert worden de 
ontwikkelingsroutes van de twee Turkse en de twee Marokkaanse informan-
ten uit het ESF-project geschetst. De informatie uit de overall grammatica 
blijkt niet geheel toereikend te zijn: hoewel de gegevens met betrekking tot 
de plaats van de werkwoorden voldoen, is de informatie met betrekking tot 
de vorm van de werkwoorden te beknopt. Aangezien de beste oplossing voor 
dit probleem (die in hoofdstuk 11 nader wordt uitgewerkt) vergaande con-
sequenties heeft voor de structuur van COMOLA is er binnen het tijdsbestek 
van het huidige onderzoek voor gekozen de informatie met betrekking tot de 
vorm van de werkwoorden handmatig uit te breiden. De aldus verkregen re-
sultaten op het gebied van werkwoordplaatsing worden vergeleken met twee 
andere studies op het gebied van de verwerving van woordvolgorde. De eerste 
studie, Klein en Perdue (1992), beschrijft data van dezelfde informanten als 
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in de huidige studie. Zoals te verwachten valt, zijn de resultaten van b e i d e 
studies grotendeels gelijk. De geconstateerde verschillen lijken vooral t oe t e 
schrijven aan het gegeven dat in de twee studies niet dezelfde hoeveelheid 
data en ook niet dezelfde typen data werden geanalyseerd. De resultaten 
worden ook vergeleken met die van het door de ZISA-groep uitgevoerde on-
derzoek op het gebied van de verwerving van woordvolgorde in het Duits als 
T2 door leerders met een Romaanse TI-achtergrond (zie voor een beschrij-
ving van dit onderzoek bijvoorbeeld dansen et al., 1983). Er wordt noch 
evidentie gevonden voor de door de ZISA-groep voorgestelde stadia in de ver-
werving van woordvolgorde, noch voor de achterliggende psycholinguïstische 
verklaring. Geconcludeerd wordt dat een verklaring in termen van de in-
teractie tussen TI-achtergrond en T2-aanbod meer perspectief biedt. Een 
interessant fenomeen is bovendien dat uit de overall grammatica naar voren 
komt dat deze interactie ook in andere constructies een rol speelt. 
Het laatste deel van het boek bevat een evaluatie van het coMOLA-systeem 
in zijn huidige vorm. Wanneer men de in het boek gepresenteerde analyses 
nagaat, kan men concluderen dat de analyse van taalontwikkelingsdata met 
COMOLA duidelijk voordelen heeft ten opzichte van een handmatige analyse. 
COMOLA beantwoordt aan het doel van het project: met behulp van het sys-
teem kan een geïntegreerde beschrijving van taalontwikkeling gegeven wor-
den. Dit wil niet zeggen dat COMOLA niet voor verbetering vatbaar is. Met 
name op het terrein van de uitbreiding van de grammatica worden problemen 
gesignaleerd: het toevoegen van nieuwe regels en affixen leidt tot een steeds 
omvangrijkere en ondoorzichtigere grammatica. Verder wordt COMOLA ver-
geleken met COALA (een acroniem van computer Aided Linguistic Analysis) 
een ander computersysteem voor de analyse van taalontwikkelingsdata, dat 
tijdens de loop van het project onafhankelijk is onwikkeld door een groep on-
derzoekers in Australië. Beide systemen blijken hun sterke en zwakke kanten 
te hebben. Aan de ene kant valt de opzet van COMOLA te verkiezen boven die 
van COALA. Ten eerste zijn de lexicale en syntactische modules van COMOLA 
volledig gebaseerd op uit T2-data afgeleide informatie, terwijl de analyse 
in COALA voor een aanzienlijk gedeelte gebaseerd is op doeltaalinformatie. 
Ten tweede wordt betoogd dat de opzet van COMOLA in tegenstelling tot die 
van COALA een waarborg levert voor consistente analyses. Aan de andere 
kant is COALA in staat om kwantitatieve informatie te leveren en statistische 
analyses uit te voeren en is dit systeem gebruikersvriendelijker dan COMOLA. 
Tenslotte worden suggesties gedaan voor nader onderzoek op twee terrei-
nen. In de eerste plaats wordt een voorstel gedaan voor een verbetering van 
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het huidige COMOLA systeem door het splitsen van de syntactische analyse 
in twee opeenvolgende stappen. In de eerste stap zou gebruik gemaakt moe-
ten worden van een affixgrammatica, waarin alleen informatie is opgenomen 
over de structuur van de uitingen, niet over de functie van de constituen-
ten. De in het huidige project ontwikkelde formalismen kunnen hierin ge-
handhaafd blijven. De tweede module zou transformationele regels moeten 
bevatten. Deze module moet de in de eerste stap opgeleverde oppervlakte-
structuren verrijken met alle informatie die relevant is met betrekking tot 
de vorm-functie systematiek van de verschillende elementen in de uitingen. 
Het wordt aanschouwelijk gemaakt dat een dergelijke tweetrapsanalyse meer 
perspectief biedt op het gebied van een verdere uitbreiding van de gramma-
tica met data van andere informanten dan het huidige eentrapsmodel. Het 
moge duidelijk zijn dat ook de eerder genoemde deficiënties van COMOLA 
op het kwantitatieve vlak en op het gebied van gebruikersvriendelijkheid 
nauwlettend in het oog gehouden zullen moeten worden bij de verdere ont-
wikkeling van het systeem. In de tweede plaats wordt een aantal suggesties 
gedaan voor nader onderzoek op het gebied van de syntactische ontwikkeling 
bij T2-verwerving. Een sterk punt van COMOLA is dat het een zeer geschikt 
instrument is om samenhang in de verwerving van verschillende structuren 
te onderzoeken. De perspectieven voor onderzoekingen op het gebied van de 
analyse van formules in hun afzonderlijke delen lijken dan ook groot. Een 
ander veelbelovend terrein van onderzoek betreft het verschijnsel 'head po-
sition'. De informanten blijken een sterke voorkeur te hebben op dit gebied. 
De Marokkanen hebben de voorkeur voor head-initial constructies, terwijl 
de Turken head-final constructies prefereren. COMOLA is bij uitstek geschikt 
om te onderzoeken of ontwikkelingen met betrekking tot head-position op 
dezelfde tijd voorkomen in verschillende constructietypen. 
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STELLINGEN 
behorend bij: 
Computer-Aided Syntactic Analysis of Interlanguage Data 
1. Bij het ontwikkelen van een computersysteem voor de analyse van taal-
verwervingsdata moet in de eerste plaats rekening worden gehouden 
met methodologische overwegingen en mogen geen concessies op dit 
terrein worden gedaan ter wille van gebruikersvriendelijkheid. 
2. Wanneer in projectaanvragen voor promotieonderzoek geen tijd wordt 
gereserveerd voor softwaredocumentatie wordt het idee versterkt dat 
computersystemen die in een wetenschappelijk kader zijn ontwikkeld 
weliswaar mogelijk interessant zijn, maar niet toepasbaar in een breder 
verband. 
3. De inzet van een computer bij de analyse van taalverwervingsdata zal 
uitlopen op een teleurstelling wanneer men de verwachting heeft dat op 
deze wijze het menselijk verstand kan worden ontlast. 
4. Het grootste nadeel van zich steeds verder specialiserend onderzoek is 
dat het leidt tot discussiemogelijkheden met een steeds kleiner aantal 
specialisten. 
5. De wetenschappelijke wenselijkheid om enerzijds een onderzoek in een 
zo breed mogelijke kring uit te dragen door het regelmatig publiceren 
van wetenschappelijke artikelen en anderzijds een dissertatie te schrij-
ven die meer is dan een bundeling daarvan leidt tot een dilemma dat 
in een vierjarig project niet kan worden opgelost. 
6. Een proefschrift zonder stellingen is te vergelijken met een vaas zonder 
bloemen. 
7. Gelet op het gewicht van het apparaat en de schade bij een defect, is 
het een raadsel waarom in nieuwbouwwoningen het aansluitpunt voor 
een wasmachine zich meestal op de bovenste etage bevindt. 
8. Het toppunt van milieubelasting is het per auto ophalen van kerstboom 
en vuurwerkpakket. 
9. Het aantal verkeersdrempels in woonwijken is omgekeerd evenredig met 
de mate van oplettendheid van kinderen in het verkeer. 


