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Abstract
In this paper, we present a new method for mapping a static set of n keys, each an integer
between 0 and N−1, into a hash table of size n without any collision. Our data structure requires
only an additional array of n integers, each less than n, and achieves a worst-case lookup time
of O(1). This method is based on a randomized compression scheme, and it 1nds a minimal
perfect hash function in average time O(n). Our concept can be easily adapted for dynamic
key sets. Then, the hash table has no longer minimal size but the storage location remains very
small. Because of its simplicity our approach is particularly interesting for practical purposes.
? 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
A function h from a universe U = {0; : : : ; N − 1} to a given range {0; : : : ; m − 1}
is called a hash function. The integers 0; : : : ; m − 1 build the indices of an array T
noted as hash table. With respect to a given set K ⊆U , the hash function h is called
perfect if x = y implies h(x) = h(y) for all x and y, and, additionally, it is minimal
if m= |K | def= n. An element x of K is usually interpreted as a key with an associated
information %eld, but this aspect will be ignored in the rest of the paper since it does
not a6ect the algorithmic properties.
Finding e8cient hash functions is a classic topic in computer science and it has a
vast literature, see [7] for a survey. An important subset of hashing techniques is formed
by perfect hashing. This problem was 1rst discussed by Sprugnoli [9]. Later, Fredman
et al. [5] showed that for m¿3 · n simple perfect hash functions exist which can be
determined deterministically in time 1 O(nN ) or probabilistically in time O(n). The
evaluation of h takes time O(1) in the worst case. The concept of Fredman, Komlos,
and Szemeredi was extended by Dietzfelbinger et al. [4] to dynamic perfect hashing,
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1 Throughout this paper we use RAM-machines [1] (uniform cost assumption). Therefore, storage cells
can hold arbitrary numbers and basic arithmetic and pointer operations take constant time.
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i.e. the key set K can be updated by insertions or deletions. Their algorithm achieves
constant amortized expected time for update operations and constant worst-case time
for look-up operations. The required memory is still linear, but considerably increased.
If we consider the universe U to be indices of a one-dimensional 1eld with nonempty
entries K , then hash functions can be interpreted as algorithms for table compression.
Of course, this holds also in the opposite direction. From this point of view, the scheme
proposed by Tarjan and Yao [10] to compress a large static a× a matrix represents a
special perfect hash function for the universe U ={0; 1; : : : ; a2−1}. They compress the
matrix with n=O(a) nonempty entries by a system of arrays, each of size O(n), where
the access time of O(1) (in the uniform cost measure) remains still valid. Their main
result is a worst-case strategy for 1nding a collision free overlapping of bit strings.
The solution of Tarjan and Yao has two handicaps. On the one hand, the authors
self-confess that their method is “a little complicated to use in practice” [10, p. 606].
On the other hand, their deterministic construction in time O(n2 + a) is expensive in
contrast to the probabilistic version of Fredman et al. [5] with construction time O(n).
The 1rst aim of this paper is to propose a simple randomized version of the Tarjan–
Yao compression scheme. The new algorithm reaches an optimal compression rate
almost surely and has linear expected running time. Then, we extend this technique to
a perfect hashing method with K ⊆U = {0; 1; : : : ; N − 1}. For a static key set K , our
solution needs only a minimal table size m=n and one additional array of size n, each
entry less than n. All other properties remain as in [5]. Finally, we present a dynamic
version of our hashing technique following the idea of Dietzfelbinger et al. [4]. The
expected size of the hash table can be maintained close to n, and only four additional
arrays of size m, each entry less than m, are needed. Note that a balanced search tree
with n keys requires 2n pointers and n weights (integers).
In Section 2 we review the hashing technique of Fredman, Komlos, and Szemeredi
and the compression scheme of Tarjan and Yao. In Section 3 we present the basic idea
of our compression scheme and we analyze its behavior experimentally. Mathematical
arguments are integrated to explain the observed phenomena. Section 4 introduces our
hashing technique which is extended to the dynamic case in Section 5.
2. Perfect hashing and table compression
We start this section by reviewing the variant of hashing proposed by Fredman
et al. [5] which maps the keys into a table of size m = 6n. They use the following
class of hash functions:
hk(x)
def=(k xmodp)mod q; 16k6p− 1; (1)
where p is a prime greater than N . The parameter k is chosen uniformly at ran-
dom between 1 and p − 1. Then, the function hk distributes a value hk(x), x∈K ,
pseudo-randomly over the range {0; : : : ; q − 1}. For any k, the function hk is usually
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not perfect, i.e. there are elements x and y of K such that hk(x)= hk(y): For q=O(n)
the probability that such collisions exist is very high, but their number is small. Let
Wj
def={x∈K |hk(x) = j}; j = 0; : : : ; q− 1;
then it follows for a random selection of k ∈{1; : : : ; p− 1} 2
E

 ∑
06j¡q
|Wj|2

¡n+ 2n2
q
(2)
and further
Pr

 ∑
06j¡q
|Wj|2¡n+ 4n
2
q

¿1
2
: (3)
Choosing q= 2n, at least half-values k in U lead to∑
06j¡q
|Wj|2¡ 3n: (4)
Such a function, say hk′ , is used to partition K into blocks Wj; 06j¡q. This builds
the 1rst step for constructing the perfect hash function h. The 1nal step arises again
from (3), now applied to every Wj. With q= 2|Wj|2, at least half-values of k lead to
an injective function hk when restricted to Wj. Let kj be such a value. Then the perfect
hash function h is given by
h(x) def=
( j−1∑
‘=0
2|W‘|2
)
+ ((kjx)modp)mod 2|Wj|2; (5)
where
j def=((k ′x)modp)mod 2n:
Since 06h(x)¡ 6n, the hash table has size m= 6n. Further, the values kj and
cj
def= 2|W0|2 + · · ·+ 2|Wj|2
are stored in separate 1elds to allow the evaluation of h(x) in time O(1). The expected
time to 1nd h is linear in n.
Improvements of the storage complexity are possible. For instance, Fredman, Komlos,
and Szemeredi reduced the memory requirements to a table of size n and o(n) additional
storage. However, they achieved this only deterministically in time O(nN ). Mehlhorn
[8] presents a probabilistic variant with m= 4n.
Now, we describe the Tarjan–Yao compression scheme [10]. Let A be an a × a
matrix with s = O(a) nonempty entries. For simplicity, we represent an empty entry
by 0 and a nonempty one by 1, i.e. we suppose that A is a boolean matrix. We put
the rows of A, one after the other, into a one-dimensional array C such that no two
2 E(X ) means the expected value of the random variable X and Pr(A) stands for the probability of
event A.
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nonzeros of A are mapped into the same position in C. The start position r(i) of the
row i is called the displacement of row i. If A[i; j] is a nonzero, then it is mapped
into C[r(i) + j]. The problem is to 1nd the displacements r(i) for 16i6a.
The solution of Tarjan–Yao is rather complex. First, they showed that a row dis-
placement satisfying 06r(i)6a for every row i can be computed easily if A has the
following harmonic decay property
a(‘)6
a
‘ + 1
for any ‘¿0;
where a(‘) stands for the total number of nonzeros in rows with more than ‘ nonzeros.
If A does not satisfy the harmonic decay, it is transformed into a new matrix B by
column displacements, mapping each position A[i; j] into B[i+ c(j); j]. Finding values
c(j) such that B satis1es the harmonic decay property is actually the central part
of the Tarjan–Yao method (and also the most complex). They showed that column
displacements can be determined such that 06c(j)64s log log s+ 9:5s.
With this method the access time is O(1), the storage is a for the column displace-
ment, 4s log log s+ a+9:5s for the row displacement, and s+ a for C. The worst-case
time required to construct this storage scheme is O(s2 + a), i.e. quadratic. Using an
additional optimization step the storage for the column displacement can be reduced
to O(s) without loss of the O(1) access time.
3. Table compression with random entries
In this section we study a simple approach for table compression on the assumption
that the n nonzero entries in the matrix A are uniformly distributed at random. 3 For
simpli1cation, we suppose that A is an n× n matrix. On these conditions, we look for
a suitable row displacement in order to compress A into an array T [0; : : : ; n − 1]. In
contrast to Tarjan–Yao, we store a row i of A in a circular way, i.e.
A[i; j] corresponds to T [(rd(i) + j)mod n];
where the displacement rd(i) marks the start position of row i, cf. Fig. 1. Note that
no column displacements are used. Therefore, the main problem is how to deter-
mine the values rd(i). To do this, we divide the rows of A into two groups R¿2
and R61. The 1rst group R¿2 contains all rows with two or more nonzero entries
and R61 contains the other ones. The displacements rd(i) are 1rst computed for all
i∈R¿2 (in arbitrary order). Let u1; u2; : : : ; un be a random permutation of {0; : : : ;
n − 1} (uniformly distributed). Then the value rd(i) is given by the 1rst number
of the sequence u1; u2; : : : ; un allowing a placement of row i without any collision with
earlier placed rows from R¿2. On condition that all the rows of R¿2 are placed, the
rows in R61 are simply placed in the remaining gaps of T . Hence, if we have %nished
3 This assumption will be dropped in the next section.
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Fig. 1. Compression example. The rows of the input matrix (left) are shifted circularly according to the
row displacement rd, such that every column contains at most one nonzero entry (i.e. the rows are not
overlapping). Then, the entry in column j is stored in T [j].
Fig. 2. Probability of success. Experimental results (upper curve) compared with 1−n−3=4, for n=20; : : : ; 200.
We executed 1 000 000 experiments for each point.
successfully, then
A[i; j] = 0 ⇒ T [(rd(i) + j)mod n] = A[i; j]:
Similarly to Tarjan and Yao, we have to store the indices – or the keys like Fredman,
Komlos, and Szemeredi – together with A[i; j] in order to identify the given entry.
Apparently, the worst-case access time is O(1) and the additional storage requirement
is given by the values rd(i), 06i¡n.
Now, the central question is whether we 1nd indeed a collision free row displace-
ment. The empirical answer is given in Fig. 2. The diagram shows that the probability
to 1nd such a placement tends to 1 for n→∞. In the following we will motivate this
experimental result.
At 1rst, we have to consider the nonzero entries in T . Of course, the algorithmic
construction produces a special distribution of these entries which inPuences the proba-
bility Sn that a collision-free displacement exists for all rows in R¿2. However, Sn does
not di6er signi1cantly from Sˆn, where Sˆn denotes the analogue probability assuming
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Fig. 3. Comparison between the real failure probability 1− Sn and the corresponding approximation 1− Sˆn.
Fig. 4. Di6erence between real and approximated success probability Sˆn − Sn.
that the nonzeros in T are uniformly distributed at random whenever a new row is
placed.
We examined this by an experimental estimation of Sn and Sˆn, for n=20; 30; : : : ; 90.
Each value was determined by 2 000 000 trials. The results are plotted in Figs. 3 and 4.
We observe that Sˆn is mostly a lower bound (Fig. 4), and in general it is a good
approximation (in Fig. 3, the di6erence is nearly undetectable). Therefore, in the fol-
lowing we will analyze Sˆn instead of Sn.
We consider the probability Qk("; n; ‘) that a given row i with k nonzero entries
cannot be placed at any of " pairwise disjoint choices for rd(i) in a uniformly dis-
tributed table T of size n containing ‘ nonzeros. Two possible positions d1 and d2 for
the row i of A are called disjoint if and only if
∀j∈{0; : : : ; n− 1}: A[i; (j + d1)mod n] = 0 ∨ A[i; (j + d2)mod n] = 0;
i.e. the row shifted by d1 does not overlap with the row shifted by d2. Let us now
consider the subset J ⊆{0; 1; : : : ; n − 1} containing pairwise disjoint elements. Each
nonzero in a row shifted by j, j∈ J , can overlap with at most k − 1 other shifts of
that row. Since every set J ⊆{0; 1; : : : ; n− 1} of disjoint positions is associated to |J |k
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nonempty entries, there are at most |J |k2 positions overlapping with elements of J . It
follows that any subset I ⊆{0; 1; : : : ; n− 1} contains at least⌊ |I |
k2
⌋
(6)
pairwise disjoint positions. Therefore, Qk(n=k2; n; ‘) is an upper bound for the prob-
ability that a row with k nonzero entries cannot be placed in a table with ‘ nonzeros.
The probability Qk("; n; ‘) can be determined by
Qk("; n; ‘) =
k∑
j=1
H (n; k; ‘; j)Qk("− 1; n− k; ‘ − j); (7)
where
H (B;W; b; w) def=
( Ww )(
B−W
b−w )
( Bb )
; w =max{0; b+W − B}; : : : ;min{W; b} (8)
is the hypergeometric distribution corresponding to the following urn model. There are
B balls in the urn, W of which are white and B−W are black. If we choose b balls at
random (without replacements), then (8) expresses the probability that we observe w
white balls. In our case, the white balls corresponds to the nonzero entries in the row
and the black ones to its zeros. Each picked ball corresponds to a (random) position
of a nonzero entry in T . Therefore, j corresponds to the number of collisions. Note
that
Qk(1; n; ‘) =
k∑
j=1
( kj )(
n−k
‘−j )
( n‘ )
Qk(0; n− k; ‘ − j)︸ ︷︷ ︸
=1
=1−
( n−k‘ )
( n‘ )
is the probability that the row cannot be placed at the 1rst tested position. On condition
that the 1rst position is unsuccessful, we test a second disjoint position. This time we
know that some of the ‘ nonzero entries in T are not among the k newly tested entries
(since the positions are disjoint). Therefore, the conditional probability that the row
cannot be placed at the second position is smaller than 1− ( n−k‘ )=( n‘ ). Hence,
Qk(2; n; ‘)6

1− ( n−k‘ )
( n‘ )


2
:
This argument iterated " times gives
Qk("; n; ‘)6

1− ( n−k‘ )
( n‘ )


"
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which implies
Qk("; n; ‘)6
(
1−
(
1− ‘
n− k
)k)"
: (9)
In order to apply (9), we need some facts about the relevant values of k and ‘. First,
note that the number of zeros in T is greater than the number ( of rows containing
exactly one nonzero. This number is again given by a hypergeometric distribution,
which implies 4
E(() = n
n
(
n(n− 1)
n− 1
)
(
n2
n
) ¿n(1− 1
n+ 1
)n−1
¿
n
e
:
Next, we have
Pr
(
‘6n− n
e
+ n7=8
) ‘6n−(
¿ Pr
(
n− (6n− n
e
+ n7=8
)
E(()¿n=e
¿ Pr(n− (6n− E(() + n7=8):
Cantelli’s inequality, together with Var(() =*(n), cf. [6], implies
Pr((− E(()¡− n7=8) = O(n1−2·7=8) = O(n−3=4):
Hence,
Pr

‘6 n− ne + n7=8︸ ︷︷ ︸
def
= ‘ˆ

¿1− Pr((− E(()¡− n7=8) = 1− O(n−3=4): (10)
Next, the expected number of rows containing more than k nonzero entries is
∑
j¿k
n
(
n
j
)(
n(n− 1)
n− j
)
(
n2
n
) =∑
j¿k
nO
(
1
j!
)
6
n
k!
∑
j¿0
O
(
1
j!
)
=O
( n
k!
)
which approaches 0 if
k¿,
ln n
ln ln n
; ,¿ 1:
It follows that the maximal number of nonzero entries in a row is bounded by
O(ln n=ln ln n) with high probability, cf. [2,8]. Thus, it is su8cient to consider
k6 13 ln n
def= kˆ
4 The letter e denotes the Euler-constant.
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which holds also with probability 1−O(n−3=4). Then, k6kˆ applied to (6) implies the
existence of at least
"ˆ=
n
kˆ
2 = 9
n
(ln n)2
pairwise disjoint positions for a possible row displacement.
For that reasons, the probability that a row cannot be placed, on conditions ‘6‘ˆ
and k6kˆ, is asymptotically bounded by
Qkˆ("ˆ; n; ‘ˆ)6

1−
(
1
e
(1 + o(1))
)(1=3)log n
︸ ︷︷ ︸
=n−1=3(1+o(1))


9 n(log n)2
= O
(
1
n2
)
and, consequently, the whole compression fails with probability less than
nQkˆ("ˆ; n; ‘ˆ) + O
(
1
n3=4
)
=O
(
1
n3=4
)
:
Now, we turn to the running time of our algorithm. 5 A row i of the input matrix
A is stored as a linear list L[i] where j is added to L[i] if and only if A[i; j] = 0.
This representation is relevant for 1nding rd(i); i∈R¿2. In order to test if a choice
rd(i)=u does not overlap with nonzero entries in T , we have to access T [(u+j)mod n]
at most for every j∈L[i]. Hence, one position is tested in time O(|L[i]|). Next, let
Xk; k = |L[i]|, be the number of positions which are checked for 1nding rd(i). We
already know from (6) that among Xk positions there exist at least Xk=k2 which are
disjoint. Therefore, from (9) we infer
Pr(Xk ¿ t)6Qk( tk2 ; n; ‘ˆ)6(1− e−k)t=k
2
and further
E(Xk) =
∑
06t¡n
Pr(Xk ¿ t)6
∑
06t¡n
(1− e−k)t=k26
∑
j6n=k2
k2(1− e−k)j =O(k2ek):
The probability that a row contains k nonzero entries satis1es
Pr(|L[i]|= k) = O
(
1
k!
)
;
cf. [6]. The expected number of access operations needed to place the ith row in R¿2,
or to verify that this is impossible, is bounded by
∑
k¿1
kE(Xk)Pr(|L[i]|= k) = O
(∑
k¿1
k3ek
1
k!
)
=O(1):
At the end, we can place all noncritical rows in R61 simply by 1lling the remaining
gaps in T . Then, the lists L[i]; i=0; : : : ; n− 1, representing the table A can be deleted.
5 To simplify the analysis, we assume that ‘6‘ˆ (which can be tested in linear time). If ‘¿ ‘ˆ, then we
consider the algorithm as unsuccessful.
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Fig. 5. Average time (number of cells comparisons) required by a compression-step compared to 5n (upper
curve). For each point we compressed 1000 random matrices.
Thus, the compression is successful with high probability and can be executed in
linear expected time. In contrast to other algorithms with nice asymptotic properties,
the performance of our method is excellent over the whole range of n. Experimentally,
the compression needs on average less than 5n access operations on T , cf. Fig. 5.
Remark. This analysis explains also why other simple greedy compression schemes
work well in practice – e.g. the ones of Ziegler [11], and Chang et al. [3].
4. Tetris–hashing
The preceding compression scheme can be used to design a hashing concept which
we call Tetris–hashing. Because of the ambivalence between hashing and table com-
pression, this new concept corresponds also to a randomized version of our compression
algorithm.
We now describe Tetris–hashing. Recall that the keys K , with |K | = n, are de1ned
as a subset of the universe U = {0; : : : ; N − 1}. In a 1rst step, we use the class of
functions
hk(x) = (kxmodp)mod n2; 16k6p− 1;
where p is a prime greater than N , in order to distribute K over the range {0; 1; : : : ;
n2−1} pseudo-randomly. This corresponds to the functions used by Fredman, Komlos,
and Szemeredi with q=n2. Then, hk is injective when restricted to K for about one-half
of the possible values of k. To determine such a k we compute the values hk(x) for
each x∈K . We interpret {0; 1; : : : ; n2−1} as indices of the n×n matrix A where hk(K)
stands for the nonempty entries. The position (i; j) in A corresponds to the s satisfying
i =
⌊ s
n
⌋
and j = (smod n):
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The matrix A is represented by a set of lists L[i]; i=0; : : : ; n− 1, which are computed
in time O(n). Then, by using bucket sort (relative to the column number) we can test
in time O(n) whether hk is injective or not. After we have determined a suitable k (by
random selection), the second step begins, namely we apply our compression technique
on A.
We repeat these two steps until the compression is successful. The whole construction
leads to a perfect hash function h with
∀x∈{0; : : : ; N − 1} : h(x) def=(rd(i) + j)mod n;
where
i =
⌊
hk(x)
n
⌋
and j = hk(x)mod n
and x∈K if and only if T [h(x)] contains x. Apparently, we have a worst-case access
time of O(1), and we need an array of size n to store the values of rd(i). Since the
keys correspond basically to the indices, we do not need to store the row number – in
contrast to the compression scheme. The expected construction time is linear in |K |.
As we mentioned at the beginning of this section, Tetris–hashing can be understood
as a randomized compression algorithm. In order to compress an arbitrary s× t matrix
U into a an array of minimal size
• we map U into a one dimensional 1eld U ′ (e.g. U [i; j] = U ′[i ∗ t + j])
• we interpret the nonempty entries in U ′ as a key set K , and
• we apply Tetris–hashing to K .
Tetris–hashing reaches the well-known advantages of randomized algorithms. In par-
ticular, the probability that the compression fails is reduced signi1cantly. We executed
400 000 experiments 6 and the algorithm was always successful. However, if after a
1xed number of compression steps the algorithm is not yet successful, other (time
expensive) compression schemes can be used. Furthermore, the performance of our
algorithm does not depend signi1cantly on the input characteristic. Although hk is far
from being a perfect random generator, its quality is su8cient for practical purposes.
In our experiments, we need in general less than 2 choices for k (assuming that hk is
injective) to compress the matrix successfully, see Figs. 6–9.Similar observations can
be made for the expected construction time. The compression of hk(K) need less than
9|K | access operations on T (for random keys even less), see Fig. 10. The number
of k tried until hk is injective when restricted to K is generally less than 3, see Figs.
11–14.
5. Dynamic Tetris–hashing
In this section, we consider the dynamic variant of our algorithm, i.e. we allow
additionally insertion and deletions of keys. 7 This is not a great challenge since update
6 See p. 15 for an exact description of the experiments.
7 Therefore, m is used again to denote the table size.
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Fig. 6. Avg. number of compressions for random keys.
Fig. 7. Avg. number of compressions for random blocks of size s = 13.
Fig. 8. Avg. number of compressions for random blocks of size s = 25.
operations can be realized with a small modi1cation of the compression algorithm. The
access operation remains unchanged relative to the static case.
We maintain the linear lists L[i] containing the positions of the nonzero entries in
row i during the whole execution time. The storage needed for L[i]; 06i6m− 1, can
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Fig. 9. Avg. number of compressions for a random block of size s = n.
Fig. 10. Average running time (cell comparisons) required for a compression step for the di6erent input
distributions.
Fig. 11. Avg. number of choices of k until hk is injective for random keys.
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Fig. 12. Avg. number of choices of k until hk is injective for random blocks of size s = 13.
Fig. 13. Avg. number of choices of k until hk is injective for random blocks of size s = 25.
Fig. 14. Avg. number of choices of k until hk is injective for a random block of size s = n.
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be reduced by an old-fashioned implementation with two arrays head and next. Let
the key x be stored in T [s] with
s= (rd(hk(x)=m︸ ︷︷ ︸
=i
) + hk(x)modm︸ ︷︷ ︸
=j
)modm;
then T [next[s]] contains the successor of j in L[i]. The index position of the 1rst
element of L[i] is stored in head[i]. Finally, the empty entries of T are also stored in
a linear list zeros (which can also be implemented with a single array of size m+ 1).
In the following, the (actual) value of the table size m is determined in the proce-
dure 8 RehashAll(m;K) which basically solves the static problem for size m, i.e. the
keys are mapped into an m× m matrix which is successively compressed into a table
of size m. Between two calls of RehashAll the table size m remains 1xed (like in [4]).
On these conditions, the deletion of x∈K can be realized in a straightforward man-
ner. The entries for x in T; head, and next are removed. Additionally, the released in-
dex position in T is added to the list zeros. Since the mean value of |L[i]|; 06i6m−1,
is less than 1, this can be executed in expected time O(1). Further, if the number of
keys becomes too small (i.e. |K |¡,m) then a RehashAll(2|K |; K) is executed, where
, and 2 are 1xed and satisfy 0¡,¡ 1=2¡ 1. This happens after at least (1=2− ,)n
keys are removed. Therefore, the amortized expected time for delete operations remains
constant.
Next, we consider the insert operation. To simplify the algorithm, in Section 3 the
distinction between R61 and R¿2 was made oTine. Now this has to be done online:
whenever we try to place a row in R¿2, we ignore collisions with nonzero entries in
T belonging to rows in R61. Note that each nonempty entry T [s] contains its key x
and belong to a row in R61 if and only if
|L[ hk(x)modm︸ ︷︷ ︸
=i
]|= 1:
This can be tested in time O(1). The ignored nonzero entries – if they exist – are
simply moved to some other gaps in the table. For this purpose, we maintain the linear
list zeros containing the free positions in T . In order to avoid unnecessary execution
time for insert operations, a zero entry in T 1lled during a placement of a row in R¿2
is not removed immediately from zeros. This removal will be caught up during the
search for free positions in the list and can be done in amortized time O(1). Hence,
the insertion of a row in T becomes completely incremental without changing the
asymptotic execution time.
So far, we have seen how to (re)place a row in a given position. But when a new key
is added, we 1rst test if |hk(K)|= |K |, i.e. h remains injective, then we try to (re)place
the corresponding row. If h is not injective or the row cannot be (re)placed, then the
insert operation is realized as a RehashAll(2|K |; K). The amortized expected time is
constant, as shown in Figs. 15 and 16. Additionally, there is a trade-o6 between memory
8 To avoid degenerated cases, we choose always m¿m0 (e.g. m0 = 10).
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Fig. 15. Average running time (cell comparisons) required to increment the number of keys from 10 to
20; 30; : : : ; 210 for several values of 2 = 4=3; 5=3; 6=3 (random keys).
and time complexity: If 2 is small, then less memory is used but more accesses on T
are required for update operations. These results depend on the number of RehashAll.
Figs. 17 and 18 show that the RehashAll calls are mostly executed because the table
is nearly full. The calls due to the noninjectivity of hk are signi1cantly smaller (in Fig.
18 they are almost 1 for every 2= 4=3; 5=3; 6=3).
6. Conclusion
We have presented a simple Monte Carlo algorithm for optimal table compression
and its randomized version. The latter represents a new strategy for perfect hashing,
Tetris–hashing. It reaches (nearly) minimal table size, a worst case look-up time of
O(1), and a linear expected (amortized) construction time. The experimental behavior
is excellent even for small inputs.
The algorithm can be improved in various ways. For instance, the success probability
in the static case can be increased by sorting the rows by the number of nonzero
entries. Several questions remain open in the theoretical analysis, especially the exact
distribution of the table during the compression.
Appendix Experiments
Figs. 6–14 show the behavior of the static variant of Tetris–hashing. We executed
a simulation for several sizes of the key set n = |K | = 50; 60; : : : ; 250 and p = 62501
(we have chosen p prime and greater than n2). For every point we executed 5000
experiments. We considered di6erent input distributions:
• random keys, uniformly distributed in {0; 1; : : : ; N − 1}, where N = p,
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Fig. 16. Average running time (cell comparisons) required to increment the number of keys from 10 to
20; 30; : : : ; 210 for several values of 2 = 4=3; 5=3; 6=3 (block keys).
Fig. 17. Average number of RehashAll calls compared with the Average number of RehashAll calls executed
because hk (K) was no longer injective (random keys).
• one block of size n, i.e. K = {i; i + 1 (modN ); : : : ; i + n− 1(modN )}, where i is a
random number, and
• random blocks of size s (s= 13 and 25).
Note that the presence of blocks mostly has a negative inPuence on the probability of
success.
Figs. 15–18 show the average time (accesses on T ) and the average number of
RehashAll calls, respectively, required to increment the number of keys from 10 to
20; 30; : : : ; 210 for several values of 2=4=3; 5=3; 6=3. For each point, 1000 experiments
have been executed. We considered di6erent input distributions:
• random keys, uniformly distributed in {0; 1; : : : ; N − 1}, where N = p and
• one block of size n, i.e. K = {i; i + 1 (modN ); : : : ; i + n− 1 (modN )}, where i is a
random number.
Note that the negative inPuence of blocks observed in the static case is less pronounced
in the dynamic case.
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Fig. 18. Average number of RehashAll calls compared with the Average number of RehashAll calls executed
because hk (K) was no longer injective (block keys).
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