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Abstract
Generalized inverses of tensors play increasingly important roles in computational
mathematics and numerical analysis. It is appropriate to develop the theory of gen-
eralized inverses of tensors within the algebraic structure of a ring. In this paper,
we study different generalized inverses of tensors over a commutative ring and a
non-commutative ring. Several numerical examples are provided in support of the
theoretical results. We also propose algorithms for computing the inner inverses, the
Moore-Penrose inverse, and weighted Moore-Penrose inverse of tensors over a non-
commutative ring. The prowess of some of the results is demonstrated by applying
these ideas to solve an image deblurring problem.
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1 INTRODUCTION
One of the basic operations in linear algebra is matrix multiplication, and it expresses the product of two matrices to form a
new matrix uniquely. A tensor is a higher-dimensional generalization of a matrix, but there are more than one way to multi-
ply two tensors1,2. Even some basic matrix multiplication concepts cannot be generalized to tensor multiplication in a unique
manner3,4. This leads to the study of different types of tensor products5,6, which have recently attracted a great deal of inter-
est (see7,8,9,10,11,12). In this connection, the inverses and generalized inverses over different product of tensors13,14,15,16 have
generated a tremendous amount of interest in mathematics, physics, computer science, and engineering.
In mathematics, a ring is an algebraic structure with two binary operations (addition and multiplication) over a set satisfying
certain requirements. This structure facilitates the fundamental physical laws, such as those underlying special relativity and
symmetry phenomena inmolecular chemistry. In the literature, many different approaches have been proposed for the generalized
inverse of a ring17,18,8, where elements of the ring are scalar-, vector-, or matrix- variables. However, it is impractical to analyze
quantities whose elements are addressed by more than two indices in a ring. This inconvenience can be easily overcomed, thanks
to tensors5,9. In connection with binary operations of the algebraic structure, we consider + for addition and use two different
binary operations, i.e., ∗ and⊙, for multiplication. In this paper, we study the generalized inverses of tensors over a commutative
ring with the binary operations (+, ⊙) and a non-commutative ring with involution using (+, ∗) as a binary operations.
A summary of the main facets of this discussion are given below by the following bullet points.
∙ Introduction of different generalized inverse of tensors over a commutative ring and a non-commutative ring
∙ Determination of necessary and sufficient conditions for reverse order law for the Moore-Penrose inverse and {푖, 푗, 푘}
-inverses of tensors over non-commutative rings
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∙ Discussion of a few algorithms for computing generalized inverses, Moore-Penrose inverses and weightedMoore-Penrose
inverse of tensors over a non-commutative ring
∙ Application of generalized inverses to colour image deblurring.
Let 푉 and푊 be vector spaces (both real or both complex). Let 퐴 be a linear transformation from 푉 into푊 . Denote the null
space of 퐴 and the range of 퐴 by (퐴) and (퐴), respectively. Let푀 be an algebraic complement of (퐴) in 푉 and 푆 be
an algebraic complement of (퐴) in 푊 , so 푉 =  (퐴) ⊕푀 and 푊 = (퐴) ⊕ 푆. Let 푃 be the algebraic projector (linear
idempotent transformation) of 푉 onto푀 , and let 푄 be the algebraic projector of푊 onto 푆. Then there exists a unique linear
transformation 푋 on푊 into 푉 that satisfies the following equations:
퐴푋퐴 = 퐴, 푋퐴푋 = 푋, 푋퐴 = 푃 and 퐴푋 = 푄.
The transformation 푋 is called the (algebraic) generalized inverse of 퐴 relative to the projectors 푃 and 푄, and is denoted by
퐴♯푃 ,푄. In the case when 퐴 is a bounded linear operator on a Hilbert space 푉 into Hilbert space 푊 , the choice of orthogonalprojector 푃 and 푄 gives the Moore-Penrose inverse. “Inverses” that satisfy a subset of the above four equations are of interest
in many applications. A linear operator 푋 is called an inner inverse if it satisfies 퐴푋퐴 = 퐴 and an outer inverse if it satisfies
푋퐴푋 = 푋. Other “inverses" are defined to satisfy one of the four equations coupled with additional equations, such as the
Drazin inverse. Various generalized inverses serve different purposes. For detailed expositions of generalized inverses ofmatrices
including computational aspects and applications, we refer to the following books: Ben-Israel and Greville19, Rao and Mitra20,
Campbell andMeyer21. Wei et al.22, and Nashed23,24,25. A comprehensive annotated bibliography of 1876 references is included
in Nashed26. For the theory of generalized inverses on (not necessarily finite dimensional) vector spaces and on Banach and
Hilbert spaces, see Nashed27. For various equivalent definitions of the Moore-Penrose of matrices and linear operators, see
Nashed28
The purpose of this paper is twofold. Firstly, we discuss generalized inverses over commutative ring. This part is motivated
by the work of Drazin29,30,31 and Zhu32,33 and Rakić17 in rings with involution. Here we relate the concept of a well-supported
element in a ring with involution and study the group inverse of tensors along with the class of (b, c)-inverses in a commutative
ring. Secondly, we discuss the generalized inverse of tensors over non-commutative ring, which is an extension of a matrix over
a ring (see34,35,8, also see the recent papers on tensor1,36,37,13). Specifically, we focus on investigations of {푖, 푗, 푘}-inverses, the
Moore-Penrose inverse and the weightedMoore-Penrose inverse of tensors along with several characterizations of these inverses
in a non-commutative ring with involution. Our aim is to focus on generalized inverses of tensors with a specific multiplication
concept over a ring. We offer a few algorithms for computing different generalized inverses in a non-commutative ring. This
algorithms may open to the door to other types of tensor related problems. As an application, we use the tensor representation
algorithm in image deblurring.
The outline of the paper is as follows. Section 2 introduces different generalized inverses of tensors over a commutative ring.
In Section 3, we introduce different generalized inverses of tensors over a non-commutative ring with involution. Further, we
discuss a few necessary and sufficient conditions for existence of such inverses in this section. In addition to these, we produce a
few effective algorithms for computing generalized inverses over a non-commutative ring. The application of theMoore-Penrose
inverse on image reconstruction is discussed in Section 4. Section 5 devoted to a brief conclusion.
2 TENSORS OVER COMMUTATIVE RING
It is well-known that the tensors are a multi-dimensional array of numbers, sometimes it is called a multi-way or a multi-mode
array. For example, matrix is a second order tensor or a two way tensor. Likewise, a vector is a first order tensor. This section
is focused on first-order tensors, which we treat as tensors over ℝ푝. The circulant of an element a = (푎1, 푎2,⋯ 푎푝)푇 ∈ ℝ푝 is
defined as
푐푖푟푐(퐚) =
⎡⎢⎢⎢⎢⎣
푎1 푎푝 ⋯ 푎2
푎2 푎1 ⋯ 푎3
⋮ ⋮ ⋮ ⋮
푎푝 푎푝−1 ⋯ 푎1
⎤⎥⎥⎥⎥⎦
.
In view of circulant, we have the following known result.
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Lemma 1. (Theorem 3.2, 36) (ℝ푝,+, ⊙) is a commutative ring with unity, where the addition ‘+’, multiplication ‘⊙’ and the
unity respectively defined by
퐚 + 퐛 = (푎1, 푎2,⋯ 푎푝)푇 + (푏1, 푏2,⋯ , 푏푝)푇 = (푎1 + 푏1, 푎2 + 푏2,⋯ , 푎푝 + 푏푝)푇 ,
퐚⊙ 퐛 = 푐푖푟푐(퐚)퐛 =
⎡⎢⎢⎢⎢⎣
푎1 푎푝 ⋯ 푎2
푎2 푎1 ⋯ 푎3
⋮ ⋮ ⋮ ⋮
푎푝 푎푝−1 ⋯ 푎1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
푏1
푏2
⋮
푏푝
⎤⎥⎥⎥⎥⎦
, and 퐢 = (ퟏ, ퟎ,⋯ , ퟎ)퐓 is the unity of ℝ퐩.
Definition 1. Let ℝ푝 be a commutative ring. An element 퐚(≠ ퟎ) ∈ ℝ푝 is said to be a zero-divisor if there exists an element
퐛(≠ ퟎ) ∈ ℝ푝, such that 퐚⊙ 퐛 = ퟎ.
Remark 1. (ℝ푝,+, ⊙) is not an integral domain as shown in the next example.
Example 1. Let 퐚 = (푎 푎 푎)푇 with 푎 ≠ 0. Consider 퐛 = (1 − 1 0)푇 ∈ ℝ3. Then
퐚⊙ 퐛 = 푐푖푟푐(퐚)퐛 =
⎡⎢⎢⎣
푎 푎 푎
푎 푎 푎
푎 푎 푎
⎤⎥⎥⎦
⎡⎢⎢⎣
1
−1
0
⎤⎥⎥⎦ =
⎡⎢⎢⎣
0
0
0
⎤⎥⎥⎦ = ퟎ.
Thus 퐚 is zero-divisor in ℝ푝
2.1 Generalized inverses
In this section we discus different type of generalized inverses on (ℝ푝,+, ⊙). For convenience we use the known notationℝ푝 for
the ring (ℝ푝,+, ⊙).
Definition 2. Let a ∈ ℝ푝. The left and right ideals generated by a are denoted by ℝ푝⊙a and a⊙ℝ푝 which are respectively
defined as
ℝ푝⊙a = {x⊙a ∶ x ∈ ℝ푝} and a⊙ℝ푝 = {a⊙x ∶ x ∈ ℝ푝}.
We also denote 퐚⊙ℝ푝⊙퐛 = {퐚⊙퐱⊙퐛 ∶ 퐱 ∈ ℝ푝}. The left and right annihilator of an element is defined as follows.
Definition 3. The left and right annihilator of 퐚 ∈ ℝ푝, are respectively denoted by lann(a) and rann(a) and defined as
lann(a) = {y ∈ ℝ푝 ∶ y⊙a = 0} and rann(a) = {y ∈ ℝ푝 ∶ a⊙y = 0}.
Definition 4. Let 퐚,퐛, 퐜 ∈ ℝ푝. An element 퐲 ∈ ℝ푝 is called the (퐛, 퐜)-inverse of 퐚 if it satisfies
(a) 퐲 ∈ 퐛⊙ℝ푝⊙퐲 ∩ 퐲⊙ℝ푝⊙퐜,
(b) 퐲⊙퐚⊙퐛 = 퐛 and 퐜⊙퐚⊙퐲 = 퐜.
Example 2. Let 퐚 = (0, 1)푡 = 퐜,퐛 = (1, 0)푡 ∈ ℝ2. Consider an element 퐲 = (0, 1)푡 ∈ ℝ2. We can verify that
퐚⊙퐛 = 푐푖푟푐(퐚)퐛 =
[
0 1
1 0
] [
1
0
]
=
[
0
1
]
and 퐜⊙퐚 = 푐푖푟푐(퐜)퐛 =
[
0 1
1 0
] [
0
1
]
=
[
1
0
]
,
퐲⊙(퐚⊙퐛) =
[
0 1
1 0
] [
0
1
]
=
[
1
0
]
= 퐛 and (퐜⊙퐚)⊙퐲 =
[
1 0
0 1
] [
0
1
]
=
[
0
1
]
= 퐜.
Further, 퐛⊙퐮⊙퐲 = 퐲 and 퐲⊙퐯⊙퐜 = 퐲 for an 퐮 = (ퟏ, ퟎ)퐭 and a 퐯 = (ퟎ, ퟏ)퐭 . Thus 퐲 is the (퐛, 퐜)-inverse of 퐚.
If 퐲 is the (퐛, 퐜) inverse of 퐚 ∈ ℝ푝, then we have
퐛 = 퐲⊙퐚⊙퐛 = 퐛⊙퐬⊙퐲⊙퐚⊙퐛 = 퐛⊙퐱⊙퐛, where 퐬 ∈ ℝ퐩 and 퐱 = 퐬⊙퐲⊙퐚 ∈ ℝ퐩.
Similarly, 퐜 = 퐜⊙퐳⊙퐜 for some 퐳 ∈ ℝ푝. This leads to the following result.
Proposition 1. Let 퐚, 퐛, 퐜 ∈ ℝ푝. If the (퐛, 퐜) inverse of an element 퐚 exists, then 퐛 and 퐜 are both regular.
Next, we discuss the existence of (b, c) -inverse.
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Theorem 1. Let 퐚,퐛, 퐜 ∈ ℝ푝. Then the (퐛, 퐜)-inverse of 퐚 exists if and only if 퐛, 퐜 ∈ ℝ푝⊙퐜⊙퐚⊙퐛 = 퐜⊙퐚⊙퐛⊙ℝ푝.
Proof. Let 퐱 be the (퐛, 퐜)-inverse of 퐚. Then 퐛 = 퐱⊙퐚⊙퐛, 퐜⊙퐚⊙퐱 = 퐜 and 퐱 = 퐱⊙퐮⊙퐜 = 퐛⊙퐯⊙퐱 for some 퐮 and 퐯 ∈ ℝ퐩. Now
퐛 = 퐱⊙퐮⊙퐜⊙퐚⊙퐛 ∈ ℝ퐩⊙퐜⊙퐚⊙퐛. Similarly, 퐜 = 퐜⊙퐚⊙퐱 = 퐜⊙퐚⊙퐛⊙퐯⊙퐱 ∈ 퐜⊙퐚⊙퐛⊙ℝ퐩. Conversely, let 퐛 ∈ ℝ푝⊙퐜⊙퐚⊙퐛
and 퐜 ∈ 퐜⊙퐚⊙퐛⊙ℝ푝. Then 퐛 = 퐮⊙퐜⊙퐚⊙퐛 and 퐜 = 퐜⊙퐚⊙퐛⊙퐯 for some 퐮, 퐯 ∈ ℝ퐩. Further, 퐮⊙퐜 = 퐛⊙퐯. Let 퐱 = 퐮⊙퐜 = 퐛⊙퐯.
Now
퐛 = 퐮⊙퐜⊙퐚⊙퐛 = 퐮⊙(퐜⊙퐚⊙퐛⊙퐯)⊙퐚⊙퐛 = 퐛⊙퐯⊙퐚⊙퐛 = 퐱⊙퐚⊙퐛,
퐜 = 퐜⊙퐚⊙퐛⊙퐯 = 퐜⊙퐚⊙(퐮⊙퐜⊙퐚⊙퐛)⊙퐯 = 퐜⊙퐚⊙퐮⊙퐜 = 퐜⊙퐚⊙퐱,
퐱 = 퐛⊙퐯 = 퐛⊙퐯⊙퐚⊙퐛⊙퐯 = 퐛⊙퐯⊙퐚⊙퐱 ∈ 퐛⊙ℝ퐩⊙퐱, and
퐱 = 퐮⊙퐜 = 퐮⊙퐜⊙퐚⊙퐮⊙퐜 = 퐱⊙퐚⊙퐮⊙퐜 ∈ 퐱⊙ℝ퐩⊙퐜.
Thus 퐱 is the (퐛, 퐜)-inverse of 퐚.
We now establish the uniqueness of the (퐛, 퐜)-inverse.
Theorem 2. Let 퐚,퐛, 퐜 ∈ ℝ푝. Then the (퐛, 퐜)-inverse of 퐚 is unique and satisfies 퐱⊙퐚⊙퐱 = 퐱.
Proof. Suppose there exist two (퐛, 퐜)-inverses of 퐚, say 퐱 and 퐲. From Definition 4, we obtain 퐱⊙퐚⊙퐛 = 퐛, 퐜⊙퐚⊙퐲 = 퐜, 퐱 =
퐱⊙퐮⊙퐜, 퐲 = 퐛⊙퐯⊙퐲, 퐱 = 퐛⊙퐯⊙퐱 for some 퐮 and 퐯 ∈ ℝ퐩. Now
퐱 = 퐱⊙퐮⊙퐜 = 퐱⊙퐮⊙퐜⊙퐚⊙퐲 = 퐱⊙퐚⊙퐲 = 퐱⊙퐚⊙퐛⊙퐯⊙퐲 = 퐛⊙퐯⊙퐲 = 퐲.
Moreover, 퐱 = 퐛⊙퐯⊙퐱 = 퐱⊙퐚⊙퐛⊙퐯⊙퐱 = 퐱⊙퐚⊙퐱.
Theorem 3. Let 퐚,퐛, 퐜 ∈ ℝ푝. Then the following statements are equivalent:
(i) (퐛, 퐜)-inverse of 퐚 exists;
(ii) ℝ푝 = 퐚⊙퐛⊙ℝ푝⨁ rann(퐜) = ℝ푝⊙퐜⊙퐚⨁ lann(퐛);
(iii) ℝ푝 = 퐚⊙퐛⊙ℝ푝 + rann(퐜) = ℝ푝⊙퐜⊙퐚 + lann(퐛).
Proof. It is enough to show (푖)⇒ (푖푖) and (푖푖푖)⇒ (푖) since (푖푖)⇒ (푖푖푖) is trivial.
(푖)⇒ (푖푖) Let the (퐛, 퐜) inverse of 퐚 exists. Then
퐛 = 퐮⊙퐜⊙퐚⊙퐛 and 퐜 = 퐜⊙퐚⊙퐛⊙퐯 for some 퐮, 퐯 ∈ ℝ퐩.
Let 퐱 ∈ ℝ푝 be any arbitrary vector and consider 퐳 = 퐱− 퐚⊙퐛⊙퐯⊙퐱. Then 퐜⊙퐳 = (퐜− 퐜⊙퐚⊙퐛⊙퐯)⊙퐱 = 0. Thus 퐳 ∈ rann(푐).
In addition, 퐱 = 퐚⊙퐛⊙퐯⊙퐱 + 퐳 ∈ 퐚⊙퐛⊙ℝ퐩 + rann(퐜). This lead
ℝ푝 = 퐚⊙퐛⊙ℝ푝 + rann(퐜).
Further, if 퐲 ∈ 퐚⊙퐛⊙ℝ푝 ∩ rann(퐜), then 퐲 = 퐚⊙퐛⊙퐭 and 퐜⊙퐲 = 0 for some 퐭 ∈ ℝ퐩. However, 퐛⊙퐭 = 퐮⊙퐜⊙퐚⊙퐛⊙퐭 =
퐮⊙퐜⊙(퐚⊙퐛⊙퐭) = 퐮⊙퐜⊙퐲 = 0. Therefore, 퐲 = 0, which implies 퐚⊙퐛⊙ℝ푝+rann(퐜) = {0} and henceℝ푝 = 퐚⊙퐛⊙ℝ푝⨁ rann(퐜).
Similarly, we can show the other equality ℝ푝 = ℝ푝⊙퐜⊙퐚⨁ lann(퐛).
(푖푖푖) ⇒ (푖) Let ℝ푝 = 퐚⊙퐛⊙ℝ푝 + rann(퐜). Then 퐜 = 퐜⊙퐢 = 퐜⊙(퐚⊙퐛⊙퐮 + 퐯), where 퐮 ∈ ℝ푝 and 퐯 ∈ rann(퐜). From 퐯 ∈ rann(퐜),
we get 퐜⊙퐯 = ퟎ. This yields 퐜 = 퐜⊙퐚⊙퐛⊙퐮 ∈ 퐜⊙퐚⊙퐛⊙ℝ푝. Using ℝ푝⊙퐜⊙퐚+ lann(퐛), we can show 퐛 ∈ ℝ푝⊙퐜⊙퐚⊙퐛. Thus by
Theorem 1, the (퐛, 퐜) inverse of 퐚 exists.
We next define the annihilator inverses:
Definition 5. Let 퐚,퐛, 퐱 ∈ ℝ푝. An element 퐱 is called a left annihilator 퐛-inverse of 퐚 if it satisfies
퐱⊙퐚⊙퐱 = 퐱, lann(퐱) = lann(퐛).
Definition 6. Let 퐚, 퐜, 퐱 ∈ ℝ푝. An element 퐱 is called a right annihilator 퐜-inverse of 퐚 if it satisfies
퐱⊙퐚⊙퐱 = 퐱, rann(퐱) = rann(퐜).
The uniqueness of the annihilator inverse is discussed in the following result.
Theorem 4. Let 퐚,퐛, 퐜 ∈ ℝ푝. If a left annihilator 퐛-inverse (or right annihilator 퐜-inverse) of 퐚 is exists then it is unique.
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Proof. Assume to the contrary, let 퐱 and 퐲 be left annihilator 퐛-inverse of 퐚. Then
퐱⊙퐚⊙퐱 = 퐱, 퐲⊙퐚⊙퐲 = 퐲, lann(퐱) = lann(퐛) = lann(퐲).
From 퐢 − 퐱⊙퐚 ∈ lann(퐱) = lann(퐲), we get 퐲 = 퐱⊙퐚⊙퐲. Similarly, we can show 퐱 = 퐲⊙퐚⊙퐱. This further implies 퐱 = 퐱⊙퐚⊙퐲
due to the fact that ℝ푝 is commutative. Hence 퐱 = 퐲. Further, if 퐱 and 퐲 are two right annihilator 퐜-inverse of 퐚. Then
퐱⊙퐚⊙퐱 = 퐱, 퐲⊙퐚⊙퐲 = 퐲, rann(퐱) = rann(퐜) = rann(퐲).
From 퐢 − 퐚⊙퐱 ∈ rann(퐱) = rann(퐲), we get 퐲 = 퐲⊙퐚⊙퐱. Similarly, we can show 퐱 = 퐱⊙퐚⊙퐲 = 퐲⊙퐚⊙퐱. Therefore, 퐱 = 퐲.
We now present an equivalent characterization of left annihilator 퐛-inverse.
Lemma 2. Let 퐚,퐛, 퐱 ∈ ℝ푝. Then the following are equivalent:
(i) 퐱⊙퐚⊙퐱 = 퐱, lann(퐱) = lann(퐛).
(ii) 퐱⊙퐚⊙퐛 = 퐛, lann(퐛) ⊆ lann(퐱).
Proof. (푖) ⇒ (푖푖) It is enough to show only 퐱⊙퐚⊙퐛 = 퐛. Let 퐱⊙퐚⊙퐱 = 퐱. Then 퐢 − 퐱⊙퐚 ∈ lann(퐱) = lann(퐛). This leads
퐛 = 퐱⊙퐚⊙퐛.
(푖푖) ⇒ (푖) Let 퐛 = 퐱⊙퐚⊙퐛. Then 퐢 − 퐱⊙퐚 ∈ lann(퐛) ⊆ lann(퐱). Thus 퐱⊙퐚⊙퐱 = 퐱. Next we will claim that lann(퐱) ⊆ lann(퐛).
Let 퐯 ∈ lann(퐱). Then 퐯⊙퐱 = ퟎ and 퐯⊙퐛 = 퐯⊙퐱⊙퐚⊙퐛 = ퟎ. Therefore, 퐯 ∈ lann(퐛) and hence lann(퐱) ⊆ lann(퐛).
The next result can be proved in a similar way for right annihilator 퐜-inverse.
Lemma 3. Let 퐚, 퐜, 퐱 ∈ ℝ푝. Then the following are equivalent:
(i) 퐱⊙퐚⊙퐱 = 퐱, rann(퐱) = lann(퐜).
(ii) 퐜⊙퐚⊙퐱 = 퐜, rann(퐜) ⊆ rann(퐱).
Since ℝ푝 is a associative ring, we define the annihilator (퐛, 퐜)-inverse as follows.
Definition 7. Let 퐚,퐛, 퐜, 퐱 ∈ ℝ푝. An element 퐱 ∈ ℝ푝 is called an annihilator (퐛, 퐜)-inverse of 퐚 if it satisfies
퐱⊙퐚⊙퐱 = 퐱, lann(퐱) = lann(퐛), rann(퐱) = rann(퐜).
We now give an example of the annihilator (퐛, 퐜)-inverse.
Example 3. Let 퐚 = ( 2
3
, 1
3
, 0)푇 ∈ ℝ3 and 퐛 = 퐜 = (1,−1, 0)푇 ∈ ℝ3. Consider 퐱 = (1,−1, 0)푇 ∈ ℝ3. Then we can verify that
퐱⊙퐚 = 푐푖푟푐(퐱)퐚 =
⎡⎢⎢⎣
1 0 −1
−1 1 0
0 −1 1
⎤⎥⎥⎦
⎡⎢⎢⎢⎣
2
3
1
3
0
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
2
3
− 1
3
− 1
3
⎤⎥⎥⎥⎦, and 퐱⊙퐚⊙퐱 = 푐푖푟푐(퐱⊙퐚)퐱 =
⎡⎢⎢⎢⎣
2
3
− 1
3
− 1
3
− 1
3
2
3
− 1
3
− 1
3
− 1
3
2
3
⎤⎥⎥⎥⎦
⎡⎢⎢⎣
1
−1
0
⎤⎥⎥⎦ =
⎡⎢⎢⎣
1
−1
0
⎤⎥⎥⎦ = 퐱.
Hence 퐱 is the annihilator (퐛, 퐜)-inverse of 퐚.
The uniqueness of annihilator (퐛, 퐜)-inverse easily follows from left or right annihilator inverses. Using Lemma 2 and Lemma
3, we state the next result concerning for annihilator (퐛, 퐜)-inverse.
Theorem 5. Let 퐚,퐛, 퐜, 퐱 ∈ ℝ푝. Then the following statements are are equivalent:
(i) 퐱⊙퐚⊙퐱 = 퐱, lann(퐱) = lann(퐛), rann(퐱) = lann(퐜).
(ii) 퐱⊙퐚⊙퐛 = 퐛, 퐜⊙퐚⊙퐱 = 퐜, lann(퐛) ⊆ lann(퐱), rann(퐜) ⊆ rann(퐱).
The group inverses on ℝ푝 is defined as follows.
Definition 8. Let 퐚 ∈ ℝ푝. An element 퐱 ∈ ℝ푝 is called a group inverse of 퐚 if it satisfies
퐚⊙퐱⊙퐚 = 퐚, 퐱⊙퐚⊙퐱 = 퐱, 퐚⊙퐱 = 퐱⊙퐚.
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Note that the condition 퐚⊙퐱 = 퐱⊙퐚 is always satisfied, since ℝ푝 is a commutative ring. The group inverse of an element 퐚 is
unique if exists. We denote the group inverse of an element 퐚 ∈ ℝ푝 by 퐚#. An element 퐚 is called group invertible if 퐚# exists.
We next give an example of the group inverse of a ∈ ℝ푝.
Example 4. Let 퐚 = (1, 0,−1)푇 ∈ ℝ3 and consider 퐱 = (1∕3,−1∕3, 0)푇 ∈ ℝ3. Then we can verify that
퐱⊙퐚 = 퐚⊙퐱 = 푐푖푟푐(퐚)퐱 =
⎡⎢⎢⎣
1 −1 0
0 1 −1
−1 0 1
⎤⎥⎥⎦
⎡⎢⎢⎢⎣
1
3
− 1
3
0
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
2
3
− 1
3
− 1
3
⎤⎥⎥⎥⎦,
퐱⊙퐚⊙퐱 = 푐푖푟푐(퐱⊙퐚)퐱 =
⎡⎢⎢⎢⎣
2
3
− 1
3
− 1
3
− 1
3
2
3
− 1
3
− 1
3
− 1
3
2
3
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
3
− 1
3
0
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
1
3
− 1
3
0
⎤⎥⎥⎥⎦ = 퐱, and 퐚⊙퐱⊙퐚 = 푐푖푟푐(퐱⊙퐚)퐱 =
⎡⎢⎢⎢⎣
2
3
− 1
3
− 1
3
− 1
3
2
3
− 1
3
− 1
3
− 1
3
2
3
⎤⎥⎥⎥⎦
⎡⎢⎢⎣
1
0
−1
⎤⎥⎥⎦ =
⎡⎢⎢⎣
1
0
−1
⎤⎥⎥⎦ = 퐚.
Hence 퐱 is the group inverse of 퐚.
The existence of group inverse is discussed in the theorem below:
Theorem 6. Let 퐚 ∈ ℝ푝. Then 퐚 is group invertible if and only if 퐚 ∈ 퐚2⊙ℝ푝. Moreover, if 퐚 = 퐱⊙퐚2 = 퐚2⊙퐲, for some
퐱, 퐲 ∈ ℝ푝, then 퐚# = 퐱⊙퐚⊙퐲 = 퐱2⊙퐚 = 퐚⊙퐲2.
Proof. Let 퐚 be group invertible. Then 퐚 = 퐚⊙퐱⊙퐚 = 퐚2⊙퐱 = 퐱⊙퐚2 ∈ 퐚2⊙ℝ푝. Conversely, let 퐚 = 퐱⊙퐚2 = 퐚2⊙퐲, for some
퐱, 퐲 ∈ ℝ푝. Then 퐱⊙퐚⊙퐲 = 퐱⊙퐚2⊙퐲⊙퐲 = 퐚⊙퐲2 and 퐱⊙퐚⊙퐲 = 퐚⊙퐱⊙퐚2⊙퐲 = 퐱2⊙퐚. Next we shall prove 퐱⊙퐚⊙퐲 is the group
inverse of 퐚. Now 퐚⊙(퐱⊙퐚⊙퐲)⊙퐚 = 퐱⊙퐚2⊙퐚⊙퐲 = 퐚2⊙퐲 = 퐚, 퐱⊙퐚⊙퐲⊙(퐚)⊙퐱⊙퐚⊙퐲 = 퐱⊙퐚3⊙퐲⊙퐱⊙퐲 = 퐚2⊙퐲⊙퐱⊙퐲 =
퐚⊙퐱⊙퐲 = 퐱⊙퐚⊙퐲, and the commutative property holds trivially. Thus 퐚# = 퐱⊙퐚⊙퐲.
Remark 2. If 푅 is any commutative ring with unity, then the group inverse of an element 퐚 ∈ 푅 exists if and only if 퐚 ∈ 퐚2푅.
3 TENSOR OVER A NON-COMMUTATIVE RING
3.1 Notation and definition
Letℝ푛1×푛2×푛3⋯×푛푝 be the set of order 푝 and dimension 푛1×⋯×푛푝 tensors over the real fieldℝ. Let = (푎푖1...푖푝) ∈ ℝ푛1×⋯×푛푝 , 푝 > 1.For 푖 = 1, ..., 푛푝, denote by 푖 ∈ ℝ푛1×⋯×푛푝−1 , the tensor whose order is (푝 − 1) and is created by holding the 푝th index of 
fixed at 푖, which we called the frontal slices of the tensor . The generalization of matrix rows and columns are called fibers.
Specifically, fixing all the indexes of a tensor  except one index. Now, define 푢푛푓표푙푑(.) to take an 푛1 × 푛2 ×⋯ × 푛푝 tensor1
and return an 푛1푛푝 × 푛2 ×⋯ × 푛푝−1 block tensor in the following way:
푢푛푓표푙푑() =
⎡⎢⎢⎢⎢⎣
12
⋮푛푝
⎤⎥⎥⎥⎥⎦
,
and 푓표푙푑(.) is the inverse operation1, which takes an 푛1푛푝 × 푛2 ×⋯ × 푛푝−1 block tensor and returns an 푛1 × 푛2 ×⋯ × 푛푝 tensor.
Then, 푓표푙푑(푢푛푓표푙푑()) = . Now, one can easily see that,
푐푖푟푐(푢푛푓표푙푑()) =
⎡⎢⎢⎢⎢⎣
1 푛푝 ⋯ 22 1 ⋯ 3
⋮ ⋮ ⋮ ⋮푛푝 푛푝−1 ⋯ 1
⎤⎥⎥⎥⎥⎦
.
Definition 9. Let  ∈ ℝ푛×푛×푛3×⋯×푛푝 . Then the transpose of  is denoted by 푇 ∈ ℝ푛×푛×푛3×⋯×푛푝 and is defined by the tensor
transposing each푖, for 푖 = 1, 2,⋯ , 푛 along with reversing the order of the푖 from 2 through 푛푝.
We collect some useful definitions from38 as follows. A tensor ∈ ℝ푛×푛×푛3×⋯×푛푝 is called a 푓 -diagonal tensor if each frontal
slice is diagonal. Similarly, a tensor is a 푓 -upper triangular or 푓 -lower triangular if each frontal slice is upper or lower triangular,
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respectively. Likewise, a tensor is called the identity tensor if each frontal slice is the identity matrix and all other frontal slices
are zeros. However,  denotes the zero tensor in the case that all the entries are zero.
Now we construct a ring over the tensor space ℝ푛×푛×푛3×⋯×푛푝 .
Theorem 7. Let ℝ푛×푛×푛3⋯×푛푝 be a 푝-th order tensor over a field ℝ with binary operations (+, ∗) for addition and multiplication.
(+, ∗) defined as
 ∗  = 푓표푙푑(푐푖푟푐(푢푛푓표푙푑()) ∗ 푢푛푓표푙푑()), and +  = 푖1...푖푝 + 푖1...푖푝 , ∀, ∈ ℝ푛×푛×푛3×⋯×푛푝 .
Then ℝ푛×푛×푛3×⋯×푛푝 is a ring with unity.
Proof. It is easy to show that (ℝ푛×푛×푛3×⋯×푛푝 ,+) is an group and it is straightforward. Using the definition of ∗ and its associative
properties, we can show that:
 ∗ ( + ) = 푓표푙푑(푐푖푟푐(푢푛푓표푙푑()) ∗ 푢푛푓표푙푑( + ))
= 푓표푙푑(푐푖푟푐(푢푛푓표푙푑()) ∗ [푢푛푓표푙푑() + 푢푛푓표푙푑()])
= 푓표푙푑(푐푖푟푐(푢푛푓표푙푑()) ∗ 푢푛푓표푙푑()) + 푓표푙푑(푐푖푟푐(푢푛푓표푙푑()) ∗ 푢푛푓표푙푑())
=  ∗  + ∗ .
Similarly, we can prove that, ( + ) ∗  =  ∗  +  ∗ .
For simplicity, we use the notation 핋푝 for ℝ푛×푛×푛3×⋯×푛푝 to increase the efficiency of the presentation. We use the algorithm
described by Martin et al. in38 for the computation of the product of two tensors.
Remark 3. One can easily see that (핋푝, ∗,+) is a non-commutative ring.
We next give an example of the non-commutative ring of tensors.
Example 5. Let, ∈ ℝ3×3×2 with frontal slices
(1) =
⎛⎜⎜⎝
1 2 3
0 0 0
0 0 0
⎞⎟⎟⎠ , (2) =
⎛⎜⎜⎝
1 2 1
0 2 0
3 1 0
⎞⎟⎟⎠ , (1) =
⎛⎜⎜⎝
1 1 0
0 3 0
0 1 0
⎞⎟⎟⎠ , (2) =
⎛⎜⎜⎝
0 1 0
0 5 0
1 1 0
⎞⎟⎟⎠ .
Then we can see that
푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎣
2 22 0
0 10 0
0 8 0
4 22 0
0 6 0
3 6 0
⎤⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎠
=  ∗  ≠  ∗  = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎣
1 4 3
0 10 0
1 4 1
1 4 1
0 6 0
1 4 3
⎤⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎠
.
3.2 Generalized Inverses
For the generalized inverses of tensors over 핋푝, we introduce the definition of {푖}-inverses (푖 = 1, 2, 3, 4) and the Moore-Penrose
inverse of tensors as the following:
Definition 10. For any tensor ∈ 핋푝, consider the following equations in  ∈ 핋푝 ∶
(1) ∗  ∗  = , (3) ( ∗ )푇 =  ∗ ,
(2)  ∗  ∗  = , (4) ( ∗ )푇 =  ∗ .
Then  is called
(a) an inner inverse of if it satisfies (1) and is denoted by(1)
(b) an outer inverse of if it satisfies (1) and (2), which is denoted by(1,2)
(c) a {1, 3} inverse of if it satisfies (1) and (3), which is denoted by(1,3)
(d) a {1, 4} inverse of if it satisfies (1) and (4), which is denoted by(1,4)
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(e) the Moore-Penrose inverse of if it satisfies all four conditions [(1) − (4)], which is denoted by†.
It is well known that circulant matrices can be diagonalized by the Discrete Fourier Transform (DFT) and the block-circulant
matrices can be block diagonalized. For more details see39,38. We mention an algorithm for computing the transpose of a tensor
keeping in mind that multiplication operation is based on the circulant tensor and using the fast Fourier transform (FFT).
Algorithm 1 Computation of transpose of a tensor
1: procedure TRANSPOSE()
2: Input 푝, 푛, 푛3,… , 푛푝 and the tensor ∈ 핋푝.
3: for 푖← 1 to 푝 do
4:  = fft(, [ ], 푖);
5: end for
6: 푁 = 푛3푛4⋯ 푛푝
7: for 푖← 1 to푁 do
8: (∶, ∶, 푖) = Transpose((∶, ∶, 푖));
9: end for
10: for 푖← 푝 to 1 do
11: ← ifft(, [ ], 푖);
12: end for
13: return  ⊳  is the transpose of
14: end procedure
Hence, the fast Fourier transform is utilize in Algorithm-1 and Algorithm-2 for computing transpose of a tensor and inner
inverses of tensors. Here, our purpose is not to compare our tensor-based approach to other methods, but rather to contribute to
the class of algorithms used for this purpose.
Now we define left and right ideals of 핋푝 is as follows:
Definition 11. Let ∈ 핋푝. The left and right ideals generated by are respectively defined by
핋푝 ∗  = { ∗  ∶  ∈ 핋푝} and  ∗ 핋푝 = { ∗  ∶  ∈ 핋푝}. (1)
We next define right and left annihilators of ∈ 핋푝 by the following:
Definition 12. The right annihilator of  denoted by rann() and left annihilator of  denoted by lann() are defined
respectively by
rann() = { ∈ 핋푝 ∶  ∗  = } and lann() = { ∈ 핋푝 ∶  ∗  = }.
The annihilators of ∈ 핋푝 satisfy the following properties.
Proposition 2. Let,  ∈ 핋푝. Then ∗ 핋푝 ⊆  ∗ 핋푝 if and only if lann() ⊆ lann().
Proof. Let  ∈ lann(). Then  ∗  = 0 for some  ∈ 핋푝. From  ∗ 핋푝 ⊆  ∗ 핋푝, we get  =  ∗  for some  ∈ 핋푝.
Now  ∗  =  ∗  ∗  = . Thus  ∈ lann() and hence lann() ⊆ lann().
Conversely from ( −  ∗ (1)) ∗  =  −  ∗ (1) ∗  =  and lann() ⊆ lann(), we have ( −  ∗ (1)) ∗  = . Thus =  ∗ (1) ∗ . Now let  ∈  ∗ 핋푝. Then  =  ∗  =  ∗ (1) ∗  ∗  =  ∗  for some  = (1) ∗  ∗  ∈ 핋푝.
Hence ∗ 핋푝 ⊆  ∗ 핋푝.
Using similar arguments, we can show the following result for the right anniihilator.
Proposition 3. Let , ∈ 핋푝. Then 핋푝 ∗  ⊆ 핋푝 ∗  if and only if rann() ⊆ rann().
The existence of solution of tensor equation through one-inverse is discussed in the following theorem, which can be proved
very easily.
Theorem 8. Let 핋푝 be an associative ring with identity . Let ∈ 핋푝 and  ∈ 핋푝. Then the following are equivalent:
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Algorithm 2 Computation of inner inverse of a tensor
1: procedure IINV()
2: Input 푝, 푛, 푛3,… , 푛푝 and the tensor ∈ 핋푝.
3: for 푖← 1 to 푝 do
4:  = fft(, [ ], 푖);
5: end for
6: 푁 = 푛3푛4⋯ 푛푝
7: for 푖← 1 to푁 do
8: 푟← rank((∶, ∶, 푖)).
9: ← rref([퐴(∶, ∶, 푖), 퐼푟(∶, ∶, 푖)]).
10: ← last 푟 columns of 퐵(∶, ∶, 푖).
11: Find a permutation matrix (∶, ∶, 푖) such that (∶, ∶, 푖)(∶, ∶, 푖)(∶, ∶, 푖) =
[I¸푟(∶, ∶, 푖) (∶, ∶, 푖)(∶, ∶, 푖) (∶, ∶, 푖)
]
.
12: Define an arbitrary (∶, ∶, 푖) such that (∶, ∶, 푖) =
[I¸푟(∶, ∶, 푖) (∶, ∶, 푖)(∶, ∶, 푖) (∶, ∶, 푖)
]
.
13: (∶, ∶, 푖) = (∶, ∶, 푖)(∶, ∶, 푖)(∶, ∶, 푖).
14: end for
15: for 푖← 푝 to 1 do
16:  = ifft(, [ ], 푖);
17: end for
18: return  ⊳  is the inner inverse of
19: end procedure
(i)  ∗  is a solution of the multilinear system ∗  =  whenever  ∈  ∗ 핋푝.
(ii)  ∗  ∗  = .
However, if 핋푝 is an associative ring without identity then the above theorem need not hold in general, as shown by the next
example.
Example 6. Consider an associative ring of all 3 × 3 × 3 real tensor. The first, second and third frontal slices are
⎛⎜⎜⎝
푎 푎 푎
0 0 0
0 0 0
⎞⎟⎟⎠ ,
⎛⎜⎜⎝
0 0 0
0 0 0
0 0 0
⎞⎟⎟⎠ ,
⎛⎜⎜⎝
0 0 0
0 0 0
0 0 0
⎞⎟⎟⎠ .
Consider in the above set of frontal slice. But† is not in the above sets, i.e., The first, second and third frontal slices of†
are: ⎛⎜⎜⎜⎝
1
3푎
0 0
1
3푎
0 0
1
3푎
0 0
⎞⎟⎟⎟⎠ ,
⎛⎜⎜⎝
0 0 0
0 0 0
0 0 0
⎞⎟⎟⎠ ,
⎛⎜⎜⎝
0 0 0
0 0 0
0 0 0
⎞⎟⎟⎠ .
We now discuss the reverse order of(1) and(2) inverses.
Proposition 4. Let, ∈ 핋푝. Then the following are true.
(i) If(1) ∗  ∗  =  ∗ (1) ∗ , then ( ∗ )(1) = (1) ∗ (1)
(ii) If  ∗ (2) ∗ (2) = (2) ∗  ∗ (2), then ( ∗ )(2) = (2) ∗ (2).
Proof. (푖) Let ∗ (1) ∗  =  ∗  ∗ (1). Then the result is follows from
 ∗  ∗ (1) ∗ (1) ∗  ∗  =  ∗  ∗ (1) ∗  ∗ (1) ∗  =  ∗  ∗ (1) ∗  =  ∗ (1) ∗  ∗  =  ∗ .
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(푖푖) Let  ∗ (2) ∗ (2) = (2) ∗  ∗ (2). Then
(2) ∗ (2) ∗  ∗  ∗ (2) ∗ (2) = (2) ∗ (2) ∗  ∗ (2) ∗  ∗ (2) = (2) ∗ (2) ∗  ∗ (2)
= (2) ∗  ∗ (2) ∗ (2) = (2) ∗ (2).
The next result is for reflexive generalized inverse of a tensor ∈ 핋푝, which can be easily proved.
Lemma 4. Let, ∈ 핋푝 If  , ∈ {1} and  =  ∗  ∗ , then  ∈ {1, 2}.
The next results are discussed for {1, 3} and {1, 4} inverses of a tensor ∈ 핋푝, which can be proved easily.
Lemma 5. Let ∈ 핋푝. Then the following are holds.
(i) If =  ∗ 푇 ∗  for some  ∈ 핋푝, then 푇 is a {1, 3}-inverse of.
(ii) If =  ∗ 푇 ∗  for some  ∈ 푅, then 푇 is a {1, 4}-inverse of.
Theorem 9. Let, ∈ 핋푝. Then the following statements are equivalent:
(i)  ∈ {1, 3}.
(ii) 푇 ∗  ∗  = 푇 .
(iii)  ∗  =  ∗ (푇 ∗ )(1) ∗ 푇 .
Proof. (푖)⇒ (푖푖) Let  ∈ {1, 3}. Then ∗  ∗  =  and ( ∗ )푇 =  ∗ . Now
푇 = ( ∗  ∗ )푇 = 푇 ∗ ( ∗ )푇 = 푇 ∗  ∗ .
(푖푖)⇒ (푖푖푖) Let푇 ∗  ∗  = 푇 . Pre-multiplying by ∗ (푇 ∗ )(1), we obtain
 ∗ (푇 ∗ )(1) ∗ 푇 =  ∗ (푇 ∗ )(1) ∗ 푇 ∗  ∗  = 푇 ∗ 푇 ∗  ∗  =  ∗ .
(푖푖푖)⇒ (푖) First we will show that 핋푝 ∗ 푇 ⊆ 핋푝 ∗ 푇 ∗ . Let  ∈ 핋푝 ∗ 푇 . Then  = 푇 ∗  for some  ∈ 핋푝. Now
 = 푇 ∗  = ( ∗ (1,3) ∗ )푇 ∗  = 푇 ∗  ∗  where  = (1,3) ∗  ∈ 핋푝.
Thus 핋푝 ∗ 푇 ⊆ 핋푝 ∗ 푇 ∗ . From this condition we can show that  ∗ (푇 ∗ )(1) ∗ 푇 ∗  = , so we have ∗  ∗  = . Next ( ∗ )푇 =  ∗ ( ∗ 푇 )(1) ∗ 푇 =  ∗ .
Similarly, for {1, 4}-inverse, we state the following result without proof.
Theorem 10. The following three conditions are equivalent:
(i)  ∈ {1, 4}.
(ii)  ∗  ∗ 푇 = 푇 .
(iii)  ∗  = 푇 ∗ ( ∗ 푇 )(1) ∗ .
A sufficient condition for the reverse order law of {1, 4}-inverses and {1, 3}-inverses of tensors is given in the next result.
Theorem 11. The following conditions are true for any, ∈ 핋푝,
(i) If(1,4) ∗  ∗  ∗ 푇 is symmetric, then ( ∗ )(1,4) = (1,4) ∗ (1,4).
(ii) If ∗ (1,3) ∗ 푇 ∗  is symmetric, then ( ∗ )(1,3) = (1,3) ∗ (1,3).
Proof. (i) Let ((1,4) ∗  ∗  ∗ 푇 )푇 = (1,4) ∗  ∗  ∗ 푇 . Then
(1,4) ∗  ∗  ∗ 푇 = ((1,4) ∗  ∗  ∗ 푇 )푇 =  ∗ 푇 ∗ (1,4) ∗ . (2)
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Using (2), we obtain
 ∗  ∗ (1,4) ∗ (1,4) ∗  ∗  =  ∗  ∗ (1,4) ∗ (1,4) ∗  ∗  ∗ ((1,4) ∗ )푇
=  ∗  ∗ (1,4) ∗ (1,4) ∗  ∗  ∗ 푇 ∗ ((1,4))푇
=  ∗  ∗ 푇 ∗ (1,4) ∗  ∗ ((1,4))푇 =  ∗  ∗ 푇 ∗ ((1,4))푇
=  ∗ , and
((1,4) ∗ (1,4) ∗  ∗ )푇 = 푇 ∗ (1,4) ∗  ∗ ((1,4))푇 = (1,4) ∗  ∗ 푇 ∗ (1,4) ∗  ∗ ((1,4))푇
= (1,4) ∗ (1,4) ∗  ∗  ∗ 푇 ∗ ((1,4))푇 = (1,4) ∗ (1,4) ∗  ∗ .
Hence (1,4) ∗ (1,4) is an {1, 4}-inverse of ∗ . Similarly, one can prove the part (푖푖).
The conditions of the above theorem are sufficient but not necessary for the reverse order law.
Example 7. Let, ∈ ℝ2×2×3 with frontal slices
(1) =
(
1 3
0 0
)
, (2) =
(
2 4
0 0
)
, (3) =
(
5 1
0 0
)
, (1) =
(
1 0
0 1
)
, (2) =
(
0 0
0 0
)
, (3) =
(
0 0
0 0
)
.
We can verify that
(1,4) = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
3∕80 0
0 −1∕16
−1∕16 0
0 11∕80
7∕80 0
0 −1∕80
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (1,4) = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0
0 1
0 0
0 0
0 0
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (1,4) ∗ (1,4) = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
3∕80 0
0 −1∕16
−1∕16 0
0 11∕80
7∕80 0
0 −1∕80
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
= ( ∗ )(1,4),
and
푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
−1∕10 2∕5
0 0
9∕20 1∕20
0 0
3∕20 1∕20
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
= (1,4) ∗  ∗  ∗ 푇 ≠ ((1,4) ∗  ∗  ∗ 푇 )푇 = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
−1∕10 0
2∕5 0
3∕20 0
1∕20 0
9∕20 0
1∕20 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
Example 8. Let, ∈ ℝ2×2×3 with frontal slices
(1) =
(
2 0
0 0
)
, (2) =
(
3 0
0 0
)
, (3) =
(
1 0
0 0
)
, (1) =
(
1 2
3 0
)
, (2) =
(
3 4
5 0
)
, (3) =
(
5 6
6 0
)
.
We can verify that
(1,3) = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1∕18 0
0 0
−5∕18 0
0 0
7∕18 0
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (1,3) = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 −3∕14
−5∕36 37∕168
0 3∕14
7∕36 −5∕24
0 1∕14
1∕36 −11∕168
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
,(1,3) ∗ (1,3) = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0
13∕216 0
0 0
13∕216 0
0 0
−23∕216 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
= ( ∗ )(1,3),
and
푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
105 44
0 0
86 32
0 0
86 32
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
=  ∗ (1,3) ∗ 푇 ∗  ≠ ( ∗ (1,3) ∗ 푇 ∗ )푇 = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
105 0
44 0
86 0
32 0
86 0
32 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
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3.3 Results on Moore-Penrose Inverse
To discuss a characterizations of Moore-Penrose inverse, we first prove the following auxiliary results which will be used for
proving our main result of the section.
Lemma 6. Let  , ∈ 핋푝 be idempotent tensors. If 핋푝 ∗  ⊆ 핋푝 ∗  and  ∗ 핋푝 ⊆  ∗ 핋푝, then  = .
Proof. Let 핋푝 ∗  ⊆ 핋푝 ∗ . Then  =  ∗  ∗  for some  ∈ 핋푝. Further,  =  ∗  =  ∗ 2 =  ∗ .
From the condition  ∗ 핋푝 ⊆  ∗ 핋푝, we have  =  ∗  = 2 ∗  =  ∗  for some  ∈ 핋푝. Thus  = .
Lemma 7. Let  , ∈ 핋푝 be symmetric and idempotent tensors. If 핋푝 ∗  = 핋푝 ∗  or  ∗ 핋푝 =  ∗ 핋푝, then  = .
Proof. If 핋푝 ∗  = 핋푝 ∗ . Then  =  ∗  ∗  and  =  ∗  for some  , ∈ 핋푝. This yields
 =  ∗ 2 =  ∗  and  =  ∗ 2 =  ∗  .
Now  = 푇 = ( ∗ )푇 = 푇 ∗ 푇 =  ∗  =  .
Theorem 12. Let ∈ 핋푝. If  = †, then there exist symmetric idempotents  ,  ∈ 핋푝 such that
(i)  ∗ 핋푝 =  ∗ 핋푝 and 핋푝 ∗  = 핋푝 ∗ .
(ii) lann() = lann() and rann() = rann().
Proof. (i) Let  = † and define  =  ∗  and  =  ∗ . It is trivial that  and  are symmetric and idempotents.
Further  ∗ 핋푝 ⊆  ∗ 핋푝 and 핋푝 ∗  ⊆ 핋푝 ∗ . From  =  ∗  ∗  =  ∗  =  ∗ , we obtain  ∗ 핋푝 ⊆  ∗ 핋푝 and
핋푝 ∗  ⊆ 핋푝 ∗ . Hence  ∗ 핋푝 =  ∗ 핋푝 and 핋푝 ∗  = 핋푝 ∗ .
(ii) lann() = lann() and rann() = rann() follow from Proposition 2 and Proposition 3.
Corollary 1. Let ∈ 핋푝. If there exist symmetric idempotents  , ∈ 핋푝 such that lann() = lann() and rann() = rann()
then
(i) † =  ∗ (1) ∗  ;
(ii)  and  are unique.
Proof. (i) Let lann() = lann() and rann() = rann(). Then by Proposition 2 and Proposition 3, we obtain ∗ 핋푝 =  ∗ 핋푝
and 핋푝 ∗  = 핋푝 ∗ . Using these conditions, we obtain
 =  ∗  =  ∗ ,  =  ∗ (1) ∗  and  =  ∗ (1) ∗ .
Let  =  ∗ (1) ∗  . Then ∗  ∗  =  ∗  ∗ (1) ∗  ∗  =  =  ∗ (1) ∗  = ,
 ∗  ∗  =  ∗ (1) ∗  ∗  ∗  ∗ (1) ∗  =  ∗ (1) ∗  =  , ∗  =  ∗  ∗ (1) ∗  =  ∗ (1) ∗  =  = 푇 = ( ∗ )푇 , and ∗  =  ∗ (1) ∗  ∗  =  ∗ (1) ∗  =  = 푇 = ( ∗ )푇 .
Hence  =  ∗ (1) ∗  is the Moore-Penrose inverse of.
(ii) The uniqueness of  and  are follow Lemma 6 and 7.
The following result follows from the definition of Moore-Penrose inverse.
Theorem 13. Let 핋푝 be an associative ring with . Let ∈ 핋푝. Then the following statements are true.
(i) If is symmetric and idempotent, then† = .
(ii)  ∗ †,† ∗ ,  − ∗ † and  −† ∗  are all idempotent.
(iii) † = 푇 if and only if ∗ 푇 ∗  = .
A characterization of the Moore-Penrose inverse is given by the following:
Theorem 14. Let, ∈ 핋푝. The following are equivalent:
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(i)  is Moore-Penrose invertiable and  = †.
(ii)  ∗  ∗  = , ∗ 핋푝 = 푇 ∗ 핋푝 and 핋푝 ∗  = 핋푝 ∗ 푇 .
(ii)  ∗  ∗  = , lann() = lann(푇 ) and rann() = rann(푇 ).
(iv)  ∗  ∗  = ,  ∗ 핋푝 = 푇 ∗ 핋푝 and 핋푝 ∗  = 핋푝 ∗ 푇 .
(v)  ∗  ∗  = , lann(푇 ) ⊆ lann() and rann(푇 ) ⊆ rann().
Proof. (푖)⇒ (푖푖). Using the definition of Moore-Penrose inverse we can write
푇 =  ∗  ∗ 푇 = 푇 ∗  ∗  and  = 푇 ∗ 푇 ∗  =  ∗ 푇 ∗ .
Thus  ∗ 핋푝 = 푇 ∗ 핋푝 and 핋푝 ∗  = 핋푝 ∗ 푇 .
(푖푖)⇒ (푖푖푖)⇒ (푖푣)⇒ (푣). It follows from proposition 2 and proposition 3.
(푣)⇒ (푖). From푇 ∗ 푇 ∗ 푇 = 푇 , we obtain
( − 푇 ∗ 푇 ) ∈ rann(푇 ) ⊆ rann(푋) and ( −푇 ∗ 푇 ) ∈ lann(푇 ) ⊆ lann().
Thus  =  ∗ 푇 ∗ 푇 and  =  ∗ 푇 ∗  . This yields  ∗  =  ∗  ∗ ( ∗ )푇 and  ∗  = ( ∗ )푇 ∗  ∗ .
Therefore,  ∗  and  ∗  are symmetric. Further,  ∗  ∗  =  ∗ ( ∗ )푇 =  ∗ 푇 ∗ 푇 =  . Hence † =  .
This completes the proof.
Proposition 5. Let ∈ 핋푝 and ∗ † = † ∗ . Then
(i) there exists a  ∈ 핋푝 such that ∗  = 푇 ;
(ii) there exists a  ∈ 핋푝 such that푇 ∗  = .
Proof. Let  ∗ † = † ∗ . Then 푇 = ( ∗ † ∗ )푇 = ( ∗  ∗ †)푇 =  ∗ † ∗ 푇 =  ∗  , where = † ∗ 푇 ∈ 핋푝. Similarly, the second part follows from =  ∗ † ∗  = † ∗  ∗  = 푇 ∗ (†)푇 ∗  = 푇 ∗  ,
where  = (†)푇 ∗ .
It is worth mentioning that Liang and Zheng explored in40 some identities for Moore-Penrose inverse of a tensor. Our next
result discusses identities over a ring.
Theorem 15. Let ∈ 핋푝. Then the following statements are true.
(i) (푇 ∗ )† = † ∗ (푇 )† and ( ∗ 푇 )† = (푇 )† ∗ †.
(ii) † = (푇 ∗ )† ∗ 푇 = 푇 ∗ ( ∗ 푇 )†.
In the case of theMoore-Penrose inverse of tensors over a ringwith involution, the reverse order law, i.e., ( ∗ )† = † ∗ †,
is not true in general. This can be seen from the Example 9 mentioned after our remark.
Remark 4. Theorem 15 (i) is not true if we replace 푇 by any other tensor , i.e., ( ∗ )† ≠ † ∗ †, where  and ∈ ℝ푛×푛×푛3×푛4×⋯×푛푝 .
Example 9. Let, ∈ ℝ2×2×2 with frontal slices
(1) =
(
1 1
1 0
)
, (2) =
(
0 1
1 0
)
, (1) =
(
1 0
0 1
)
, (2) =
(
0 2
0 0
)
.
Now
 ∗  = 푓표푙푑(푐푖푟푐(푢푛푓표푙푑()) ∗ 푢푛푓표푙푑())
= 푓표푙푑
([1 22 1
]
∗
[12
])
= 푓표푙푑
([1 ∗ 1 +2 ∗ 22 ∗ 1 +1 ∗ 2
])
= 푓표푙푑
⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎣
1 1
1 2
0 3
1 2
⎤⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎠
,
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† = 푓표푙푑
⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎣
1∕2 1∕4
1∕4 −1∕8
−1∕2 1∕4
1∕4 −1∕8
⎤⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎠
and † = 푓표푙푑
⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎣
1 0
0 1
0 −2
0 0
⎤⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎠
.
We can verify that
푓표푙푑
⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎣
−2∕5 1∕2
1∕20 −1∕8
−3∕5 1∕2
9∕20 −1∕8
⎤⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎠
= ( ∗ )† ≠ † ∗ † = 푓표푙푑
⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎣
0 1∕2
1∕4 −1∕8
−1 1∕2
1∕4 −1∕8
⎤⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎠
.
Our next result deals with the commutative property of and†.
Theorem 16. Let ∈ 핋푝. If ∗ 푇 = 푇 ∗ , then ∗ † = † ∗ .
Proof. By using the definition of the Moore-Penrose inverse, we obtain  ∗ † = (†)푇 ∗ † ∗  ∗ 푇 . Using  ∗ 푇 =푇 ∗ , and Theorem 15, we get
 ∗ † = (푇 )† ∗ † ∗  ∗ 푇 = ( ∗ 푇 )† ∗ 푇 ∗  = (푇 ∗ )† ∗ 푇 ∗  = † ∗ 퐴.
The converse of the above result is not true in general as shown by the next example.
Example 10. Let ∈ ℝ2×2×3, where
(1) =
(
1 2
0 3
)
, (2) =
(
1 4
−2 −1
)
, and(3) =
(
0 2
1 3
)
.
Let  be the transpose of. Then
(1) =
(
1 0
2 3
)
, (2) =
(
0 1
2 3
)
, (3) =
(
1 −2
4 −1
)
.
We can verify that† ∗  =  ∗ †,
푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
7 11
11 43
−1 3
−3 23
−1 −3
3 23
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
= 푇 ∗  ≠  ∗ 푇 = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
26 6
6 24
21 17
15 1
21 15
17 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
We next discuss how to compute the Moore-Penrose inverse through lower triangular tensors.
Theorem 17. Let  ∈ 핋푝. Suppose there exist a lower triangular tensor  ∈ 핋푝 such that  ∗ 푇 =  ∗ 푇 and 퐿 ∗  is
invertible, then † = 푇 ∗  ∗ (푇 ∗ )−2 ∗ 푇 . (3)
Proof. By Theorem 15, it is enough that show only ( ∗ 푇 )† =  ∗ (푇 ∗ )−2 ∗ 푇 . Let  =  ∗ (푇 ∗ )−2 ∗ 푇 and =  ∗ 푇 . Then
∙  ∗  ∗  =  ∗ 푇 ∗  ∗ (푇 ∗ )−2 ∗ 푇 ∗  ∗ 푇 =  ∗ 푇 = ,
∙  ∗  ∗  =  ∗ (푇 ∗ )−2 ∗ 푇 ∗  ∗ 푇 ∗  ∗ (푇 ∗ )−2 ∗ 푇 =  ∗ (푇 ∗ )−2 ∗ 푇 =  ,
∙ ( ∗ )푇 = ( ∗ (푇 ∗ )−1 ∗ 푇 )푇 =  ∗ (푇 ∗ )−1 ∗ 푇 =  ∗  , and
∙ ( ∗ )푇 = ( ∗ (푇 ∗ )−1 ∗ 푇 )푇 =  ∗ (푇 ∗ )−1 ∗ 푇 =  ∗  .
Hence ( ∗ 푇 )† =  ∗ (푇 ∗ )−2 ∗ 푇 .
In connection with the above theorem we present Algorithm- 3 for computing the Moore-Penrose inverse of a tensor ∈ 핋푝.
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Algorithm 3 Computation of Moore-Penrose inverse of a tensor
1: procedureMPI()
2: Input 푝, 푛, 푛3,… , 푛푝 and the tensor ∈ 핋푝.
3: for 푖← 1 to 푝 do
4:  = fft(, [ ], 푖);
5: end for
6: 퐶 = 푛3푛4⋯ 푛푝.
7: for 푖← 1 to 퐶 do
8: 푟 = 0;  = zeros(푠푖푧푒((∶, ∶, 푖)));
9: for 퐾 ← 1 to 푛 do
10: 푟 = 푟 + 1;
11: (푘 ∶ 푛, 푟, 푖) = 퐴(푘 ∶ 푛, 푘, 푖) − (푘 ∶ 푛, 1 ∶ (푟 − 1), 푖) ∗ (푘, 1 ∶ (푟 − 1), 푖)′;
12: if then 퐿(푘, 푟, 푖) > 휖
13: (푘, 푟, 푖) = sqrt((푘, 푟, 푖));
14: if then 푘 < 푛
15: ((푘 + 1) ∶ 푛, 푟, 푖) = ((푘 + 1) ∶ 푛, 푟, 푖)∕(푘, 푟, 푖);
16: end if
17: else
18: 푟 = 푟 − 1;
19: end if
20: end for
21: (∶, ∶, 푖) = (∶, 1 ∶ 푟, 푖);
22: end for
23: Compute = 푇 ∗  ∗ (푇 ∗ )−2 ∗ 푇 .
24: for 푖← 푝 to 1 do
25:  ← ifft( , [ ], 푖);
26: end for
27: return 
28: end procedure
3.4 Weighted Moore-Penrose inverse
We introduce generalized weighted Moore-Penrose inverse an element over a ring 핋푝 as follows:
Definition 13. Let,, ∈ 핋푝, where, both are invertible and hermitian tensors. If a tensor  ∈ 퐴{1, 2} satisfies
(3) ( ∗  ∗ )푇 = ∗  ∗  ; (4) ( ∗  ∗ )푇 = ∗  ∗ ,
then  is called the generalized weighted Moore-Penrose inverse of and denoted by†, .
The uniqueness of the generalized weighted Moore-Penrose inverse is proved in the next result.
Proposition 6. Let  ∈ 핋푝, and a pair of invertible and Hermitian tensors ∈ 핋푝 and ∈ 핋푝 be given. If the generalized
weighted Moore-Penrose inverse exists then it is unique.
Proof. Suppose there exist 1 and 2 both satisfying the condition (1) − (4). Then
1 = 1 ∗  ∗ 1 = −1 ∗ 푇 ∗ 1푇 ∗ ∗ 1 = −1 ∗ 푇 ∗ 2푇 ∗ 푇 ∗ 1푇 ∗ ∗ 1
=  −1 ∗ 푇 ∗ 2푇 ∗ ∗ 1 ∗  ∗ 1 = −1 ∗ 푇 ∗ 2푇 ∗ ∗ 1 = 2 ∗  ∗ 1,
2 = 2 ∗  ∗ 2 = 2 ∗−1 ∗ 2푇 ∗ 푇 ∗ = 2 ∗−1 ∗ 2푇 ∗ 푇 ∗ 1푇 ∗ 푇 ∗
= 2 ∗−1 ∗ 2푇 ∗ 푇 ∗ ∗  ∗ 1 = 2 ∗  ∗ 2 ∗  ∗ 1 = 2 ∗  ∗ 1.
Hence 1 = 2 ∗  ∗ 1 = 2.
The existence and computation of the generalized weighted Moore-Penrose inverse via inner inverse is discussed below.
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Theorem 18. Let ∈ 핋푝 and,  ∈ 핋푝 be invetible Hermitian tensors. Then the following statements are equivalent:
(i) †, exists.
(ii) There exist unique idempotent tensors  ,  ∈ 핋푝 such that
 ∗  = ( ∗ )푇 , ∗  = ( ∗ )푇 ,  ∗ 핋푝 =  ∗ 핋푝, and 핋푝 ∗  = 핋푝 ∗ .
If any one of the statements (푖) through (푖푖) holds, then†푀,푁 =  ∗ (1) ∗  and thus is invariant for any choice of(1).
Proof. (푖) ⇒ (푖푖). Let  = 퐴†푀,푁 . If we define  =  ∗  and  =  ∗ , then  ∗ 핋푝 =  ∗ 핋푝 and 핋푝 ∗  = 핋푝 ∗ can be shown easily. Further  =  ∗  =  ∗  ∗  ∗  = 2,  =  ∗  =  ∗  ∗  ∗  = 2, ∗  =  ∗  ∗  = ( ∗  ∗ )푇 = ( ∗ )푇 , and ∗  =  ∗  ∗  = ( ∗  ∗ )푇 = ( ∗ )푇 . To
show the uniqueness of  and , suppose there exists two idempotent pairs ( ,) and (푃1,1) which satisfies (푏). Now from
핋푝 ∗  = 핋푝 ∗ 1, we have  =  ∗ 1 and 1 = 1 ∗ . From  =  ∗ 1 and 1 = 1 ∗ , we get
 ∗  = ( ∗ )∗ = ( ∗  ∗ −1 ∗ ∗ 1)푇 = ∗ 1 ∗ −1 ∗ ∗  = ∗ 1 ∗  = ∗ 1 (4)
Pre-multiplying (4) by푁−1, we obtain  = 1. Using the similar lines, we can prove the uniqueness of  .
(푖푖)⇒ (푖). Let and be the unique idempotent tensors such that ∗  = ( ∗ )푇 , ∗  = ( ∗ )푇 , ∗ 핋푝 =  ∗ 핋푝
and 핋푝 ∗  = 핋푝 ∗ . Then  =  ∗  =  ∗ ,  =  ∗  , and  =  ∗  for some  ,  ∈ 핋푝. In addition,  =  ∗(1) ∗  ∗  =  ∗ (1) ∗  and  =  ∗ (1) ∗ . Now, consider  =  ∗ (1) ∗  . Then 퐴†푀,푁 =  =  ∗ (1) ∗  isfollows from the following identities:
•  ∗  ∗  =  ∗  ∗ (1) ∗  ∗  = ,
•  ∗  ∗  =  ∗ (1) ∗  ∗  ∗  ∗ (1) ∗  =  ;
•  ∗  ∗  = ∗  ∗  ∗ (1) ∗  = ∗  = ( ∗  ∗ )푇 ,
•  ∗  ∗  = ∗  ∗ (1) ∗  ∗  = ∗  = ( ∗  ∗ )푇 .
Let 1 and 2 be two elements of{1}. From  ∗ 핋푝 =  ∗ 핋푝 and 핋푝 ∗  = 핋푝 ∗ , we obtain
 =  ∗  and  =  ∗  for some  , ∈ 핋푝. (5)
Using (5), we have
퐴†푀,푁 =  ∗ 1 ∗  =  ∗  ∗ 1 ∗  ∗  =  ∗  ∗  =  ∗  ∗ 2 ∗  ∗  =  ∗ 2 ∗  .
Thus 퐴†푀,푁 is an invariant for any choice of(1).
Now we present an algorithm (see the Algorithm-4) for computing square root of a tensor, which will be used for computation
of the weighted Moore-Penrose inverse by using the Moore-Penrose inverse.
An equivalent characterization for existence of the generalized weightedMoore-Penrose inverse is presented in the next result.
Theorem 19. Let, ∈ 핋푝 be an invertible and hermitian tensors and  ∈ 핋푝 . If1∕2 and −1∕2 (the square root of
and −1 respectively) are exists, then the generalized weighted Moore-Penrose inverse of exists. Moreover
†, = −1∕2 ∗ (1∕2 ∗  ∗ −1∕2)† ∗1∕2.
Proof. Let  = (1∕2 ∗  ∗ −1∕2)† and  = −1∕2 ∗  ∗1∕2. From the conditions1∕2 ∗  ∗ −1∕2 ∗  ∗1∕2 ∗ ∗  −1∕2 =1∕2 ∗  ∗  −1∕2 and  ∗1∕2 ∗  ∗  −1∕2 ∗  =  , we obtain  ∗  ∗  =  and  ∗  ∗  =  .
Further
( ∗  ∗ )푇 = ( ∗  ∗ −1∕2 ∗  ∗1∕2)푇 = (1∕2 ∗1∕2 ∗  ∗ −1∕2 ∗  ∗1∕2)푇
=  ∗  ∗ −1∕2 ∗  ∗1∕2 = ∗  ∗  ,
( ∗  ∗ )푇 = ( 1∕2 ∗  ∗1∕2 ∗ )푇 = ( 1∕2 ∗  ∗1∕2 ∗  ∗ −1∕2 ∗ 1∕2)푇
=  1∕2 ∗  ∗1∕2 ∗  = ∗  ∗ .
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Algorithm 4 Computation of square root of an invertible symmetric tensor
1: procedure SQRT()
2: Input 푝, 푛, 푛3,… , 푛푝 and the tensor ∈ 핋푝.
3: for 푖← 1 to 푝 do
4:  = fft(, [ ], 푖);
5: end for
6: 퐶 = 푛3푛4⋯ 푛푝
7: for 푖← 1 to 퐶 do
8: [(∶, ∶, 푖), (∶, ∶, 푖)] = eig((∶, ∶, 푖));,
9: end for
10: for 푖← 1 to 퐶 do
11: (∶, ∶, 푖) = 푉 (∶, ∶, 푖)sqrt((∶, ∶, 푖)inv((∶, ∶, 푖);
12: end for
13: for 푖← 푝 to 1 do
14:  ← ifft( , [ ], 푖);
15: end for
16: return  ⊳  is the equal to1∕2
17: end procedure
We employ the following algorithm for computing the weighted Moore-Penrose inverse.
Algorithm 5 Computation of Weighted Moore-Penrose inverse of a tensor
1: procedureWMPI()
2: Input 푝, 푛, 푛3,… , 푛푝 and the tensor,, ∈ 핋푝.
3: for 푖← 1 to 푝 do
4:  = fft(, [ ], 푖);  = fft(, [ ], 푖);  = fft( , [ ], 푖);
5: end for
6: Compute  ∶=1∕2,  ∶= −1∕2 by using Algorithm 4.
7: 퐶 = 푛3푛4⋯ 푛푝.
8: for 푖← 1 to 퐶 do
9: (∶, ∶, 푖) = pinv(( ∗  ∗  )(∶, ∶, 푖));
10: end for
11: for 푖← 1 to 퐶 do
12: (∶, ∶, 푖) = ( ∗  ∗ )(∶, ∶, 푖));
13: end for
14: for 푖← 푝 to 1 do
15:  ← ifft( , [ ], 푖);
16: end for
17: return 
18: end procedure
The Algorithm 5 is validated in the following example.
Example 11. Let, ∈ 핋푝 with
(1) =
(
1 0
0 1
)
, (2) =
(
4 2
−1 1
)
, (3) =
(
1 1
1 2
)
,
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(1) =
(
3 1
1 6
)
, (2) =
(
1 1
2 5
)
, (3) =
(
1 2
1 5
)
, (1) =
(
2 0
0 2
)
, (2) =
(
1 0
0 1
)
, (3) =
(
1 0
0 1
)
.
Using the Algorithm-4 we obtain,
1∕2 = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
895∕557 77∕1098
77∕1098 583∕305
131∕494 77∕1098
179∕346 1372∕1349
131∕494 179∕346
77∕1098 1372∕1349
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
and  −1∕2 = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1∕6 7∕24
−1∕3 −7∕12
−1∕6 −1∕24
1∕3 5∕12
1∕6 −3∕8
0 5∕12
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
By applying Algorithm-5, we get
†, = 푓표푙푑
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
3∕26 −11∕26
−4∕13 6∕13
9∕26 −7∕26
1∕13 5∕13
1∕26 −21∕26
3∕13 2∕13
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
4 APPLICATION
4.1 Ring structure via images
Signal and image processing are still a major challenge and has stayed as a preoccupation for the scientific community. The
inclusion of ring theory to the spatial analysis of digital images and computer vision tasks has been carried out in41. Consider
an image like a tensor in which the elements belong to a finite cyclic ring ℤ푛. The neutral element for the sum is the image
where all pixels have zero value. Let it be denoted by . Note that the image with all pixel values equal to one () is the neutral
element with respect to the multiplication operation. Since the pixels of the image are in ℤ푛, they satisfy the ring axioms. The
operation between two images was defined pixel by pixel. then it is easy to show that 핋푝(ℤ푛) under the operations (+, ∗) of the
ring ℤ푛 inherits the ring structure. This is stated in the next result.
Theorem 20. The set 푛×푛×푛3(ℤ푛)(+, ∗), where (+) and (∗) are respectively the pixel-by-pixel sum and multiplication inℤ푛, hasa ring structure.
Working on the coefficients inℤ푛 will have a better way to analyze images, and the cyclical effect opens a new way that largely
reflects the resemblance of a RGB level of a pixel.
4.2 Image deblurring
In this section, we apply theMoore-Penrose inverse in image reconstruction problem. The discretemodel for the two-dimensional
(2D) image blurring (see42) is represented as
퐴푥 = 푏, (6)
where 퐴 is the blurring matrix and has some special structure like a banded matrix, Toeplitz or block-Toeplitz matrix (see43,39).
Here 푥 is the true image and 푏 is the blurred image. In practice, 푏 is corrupted with noise and the blurred matrix 퐴 is ill-
conditioned. Such type of ill-posed problems are also observed in the discretization of Fredholm integral equations of the first
kind, noisy image restoration, computer tomography, and inverse problems within electromagnetic flow. Ill-posed problems were
extensively studied in the context of an inverse problem and image restorations. One can find more details on image restoration
and deblurring in44,45.
The three-dimensional (3D) color image blurring problem, often occurs in medical or geographic imaging, it can be written
as a tensor equation
 ∗  = , (7)
RATIKANTA BEHERA ET AL 19
where  is the known blurring tensor,  and  are tensors representing the true image, and the blurred image, often corrupt
with noise. In image restoration, the main objective is to establish a blurred free image that requires the approximate solution of
a multilinear system given by the equation (7). To find the approximate solution of the ill-posed system viz. system (7), several
iterative methods such as preconditioned LSQR (see39), conjugate gradient (CG), 푡-singular value decomposition (푡-SVD),
GolubâĂŞKahan iterative bidiagonalizatios (G-K-Bi-diag), for details see46. In our test examples, we have reconstructed the
true image by the least square solution of† ∗  directly, where the Moore-Penrose inverse is computed using the Algorithm 3.
(a) (b) (c)
(d) (e) (f)
FIGURE 1 (a) and (d) True image, (b) and (e) Blurred noisy image, (c) and (f) Reconstruction image.
For numerical experiment, we consider two 512 × 512 × 3 colour images. We construct a blurring tensor 퐴 by computing ∗  , then we add a random Gaussian noise with a noise level of 0.1 percent.
The frontal slices of the blurring tensor is taken as the matrix퐷−1∕2푇퐷−1∕2⊗퐷−1∕2푇퐷−1∕2, where 푇 = (푡푖푗) is a symmetric
banded Toeplitz matrix with entries
푡푖푗 =
{
1
2
√
휋
푒−
(푗−푘)2
32 if |푗 − 푘| ≤ 48,
0 otherwise .
The diagonal matrix 퐷 is defined by 퐷 = diag(푑1, 푑2,… , 푑512), where 푑푘 is the sum of the elements in the 푘-th row of 푇 . The
blurred noisy image is shown in the Figure 1 (b) and (d). The resulting reconstruction is given in the Figure 1 (c) and (e).
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5 CONCLUSION
We have introduced the notion of generalized inverse of tensors over a ring. Our intention is to generalize some known results
on generalized inverse of matrices to tensors over the algebraic structure of a ring. Since this tensor product is not a simple
extension of the matrix product, we explore effective algorithms for computing generalized inverses, Moore-Penrose inverse and
weighted Moore-Penrose inverse of tensors together with a few supporting algorithms for these inverses, including transpose
of a tensor and square root of symmetric invertible tensor. Finally, the algorithm is used to restore the deblurring image via the
Moore-Penrose inverse.
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