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On Fluctuations for Random Band Toeplitz Matrices
Yiting Li1 and Xin Sun2
Abstract
In this paper we study two one-parameter families of random band Toeplitz matrices:
An(t) =
1√
bn
(
ai−jδ|i−j|≤[bnt]
)n
i,j=1
and Bn(t) =
1√
bn
(
ai−j(t)δ|i−j|≤bn
)n
i,j=1
where
1. a0 = 0, {a1, a2, . . .} in An(t) are independent random variables and a−i = ai;
2. a0(t) = 0, {a1(t), a2(t), . . .} in Bn(t) are independent copies of the standard Brownian
motion at time t and a−i(t) = ai(t).
As t varies, the empirical measures µ(An(t)) and µ(Bn(t)) are measure valued stochastic pro-
cesses. The purpose of this paper is to study the fluctuations of µ(An(t)) and µ(Bn(t)) as n
goes to ∞. Given a monomial f(x) = xp with p ≥ 2, the corresponding rescaled fluctuations
of µ(An(t)) and µ(Bn(t)) are
√
bn
(∫
f(x)dµ(An(t))− E[
∫
f(x)dµ(An(t))]
)
=
√
bn
n
(
tr(An(t)
p)− E[tr(An(t)p)]
)
, (1)
√
bn
(∫
f(x)dµ(Bn(t))− E[
∫
f(x)dµ(Bn(t))]
)
=
√
bn
n
(
tr(Bn(t)
p)− E[tr(Bn(t)p)]
)
(2)
respectively. We will prove that (1) and (2) converge to centered Gaussian families {Zp(t)}
and {Wp(t)} respectively. The covariance structure E[Zp(t1)Zq(t2)] and E[Wp(t1)Wq(t2)] are
obtained for all p, q ≥ 2, t1, t2 ≥ 0, and are both homogeneous polynomials of t1 and t2 for
fixed p, q. In particular, Z2(t) is the Brownian motion and Z3(t) is the same as W2(t) up to a
constant.
The main method of this paper is the moment method.
1 Introduction
In random matrix theory, one fundamental object is the empirical distribution of eigenvalues. For
an n by n real symmetric random matrix T , we use µ(T ) to denote its empirical distribution:
µ(T ) =
1
n
n∑
i=1
δ(x− λi)
where λ1, . . . , λn are the n real eigenvalues of T . The asymptotic behavior of the empirical distri-
bution has played an essential role in random matrix theory since Wigner’s semicircle law (see [36]
and [37]). [1] and [31] are standard references of the various results in the fifty years after that.
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In recent years, random matrices with certain linear structures are well studied. One important
example is the random Toeplitz matrice. Bryc, Dembo and Jiang [11] proved the existence of the
limit of empirical distribution of symmetric Toeplitz matrix. Hammond and Miller [22] also proved
this existence independently. Liu and Wang [29] proved the existence of the limit of empirical
distribution of symmetric Toeplitz band matrix. Some other interesting results about random
Toeplitz matrices can be found in [5, 8, 9, 26, 30, 34].
The random band matrices have connections with the theory of quantum chaos, see [12] and
[20]. For random band matrices of Wigner type, the limit of the empirical distribution was studied
in [7, 32]. It is believed that the local statistics has a transition from Poisson statistics to GUE or
GOE statistics when the bandwidth crosses
√
n (see [20]). For recent process on local stabilities of
Wigner type band matrices see [18, 19] and the reference therein.
Fluctuations of random matrices is a classical topics in this field now. Some important literature
about fluctuations of eigenvalues includes [4, 15, 16, 17, 24, 25, 33, 35]. The first paper concerning
fluctuation of random band matrices is [2]. For recent development, see [23, 27]. The fluctuation
of random Toeplitz matrices was first studied by Chatterjee [13] in the case where the matrix
entries are normally distributed. In [28] Liu, Sun and Wang derived a central limit theorem for the
fluctuation of random Toeplitz matrices with general entries.
In this paper we study the fluctuations of two models of random band Toeplitz matrices each
of which contains a nonnegative parameter t.
1.1 Fluctuations of linear statistics for matrix model with bandwidth
proportional to t
Our first model is the fluctuation of eigenvalues of random band Toeplitz matrix with bandwidth
proportional to t. The result of this subsection is inspired by [28].
Let a0 = 0, {ai|i ∈ Z\{0}} be real random variables such that
E[ai] = 0,Var[ai] = 1, E[|ai|4] = κ,
E[|ai|k] < Ck <∞ for k > 2,
a1, a2, · · · are independent,
a−i = ai, ∀i ∈ Z, (3)
where κ ≥ 1. Consider the n× n band random matrix
An(t) =
1√
bn
(
ai−jδ|i−j|≤[bnt]
)n
i,j=1
where bn ≤ n, bn →∞ as n→∞ while lim
n→∞
bn
n = b ∈ [0, 1].
In [28], Liu, Sun and Wang studied the fluctuation of moments of random band Toeplitz matrices
and got the following theorem .
Theorem 1.1. Suppose An(t) is defined as above. Then for any p ≥ 2, the fluctuation of the p-th
moment of A(1) (with rescaling) converges weakly to a Gaussian distribution:
√
bn
n
(trA(1)p − E[trA(1)p])→ N(0, σ2p).
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The variances σ2p will be given in Remark 3.2. In this paper we consider the time-dependent
fluctuation
ωp(t) :=
√
bn
( ∫
xpdµ(An(t)) − E[
∫
xpdµ(An(t))]
)
=
√
bn
n
(trAn(t)
p − E[trAn(t)p]) (4)
as a stochastic process with parameter t ≥ 0.
For natural numbers p, q and k ≤ min{p, q}, define R1(p, q, k) =
(
p
k
)(
q
k
)
k!(p−k−1)!!(q−k−1)!!,
R2(p, q) =
p q
4 (p − 1)!!(q − 1)!!. We make the convention that (−1)!! = 1 and that (0, 1/b) denotes
(0,∞) when b equals 0. Our first main result is the following theorem.
Theorem 1.2. When n → ∞, {ωp(t)|p ≥ 2} jointly converge to a family of Gaussian processes
{Zp(t)|p ≥ 2} in the following sense. Suppose
1. p1, . . . , pr are natural numbers no less than 2;
2. t1 < · · · < tr are numbers in (0, 1/b);
3. {a1, . . . , ar} ⊂ R,
then
lim
n→∞
P(ωp1(t1) ≤ a1, . . . , ωpr (tr) ≤ ar) = P(Zp1(t1) ≤ a1, . . . , Zpr (tr) ≤ ar).
The expectation of Zp(t) is 0 for all t ≥ 0, p ≥ 2. The covariance structure of {Zp(t)|p ≥ 2} will be
given in Section 3. In particular, when b = 0, for p ≥ 2, q ≥ 2 and 0 < t1 ≤ t2,
E[Zp(t1)Zq(t2)]
=


∑
k=3,5,...,min{p,q}
R1(p, q, k)t
p+k
2 −1
1 t
q−k
2
2 2
p+q
2 if p, q are both odd
∑
k=4,6,...,min{p,q}
R1(p, q, k)t
p+k
2 −1
1 t
q−k
2
2 2
p+q
2 + (κ− 1)R2(p, q)t
p
2
1 t
q
2−1
2 2
p+q
2 if p, q are both even
0 otherwise
(5)
which is a homogeneous polynomial of t1 and t2. From the covariance structure, if b = 0, then Z2(t)
is the Brownian motion and E[Z3(t1)Z3(t2)] = 48(t1 ∧ t2)2.
Remark 1.3. From Theorem 1.2 we know that
ωQ(t) =
√
bn
n
(
trQ(An(t)) − E[trQ(An(t))]
)
converges to a Gaussian process where Q(x) =
m∑
j=2
qjx
j . The correlation structure of the limit
process can be computed via the covariance structure of {Zp(t)|p ≥ 2}. When b = 0, the correlation
structure of the limit process can be computed via Equation (5).
3
1.2 Fluctuations of linear statistics for matrix model with Brownian mo-
tion entries
Our second model is the fluctuation of the eigenvalues of the random band Toeplitz matrix with
Brownian motion entries.
One important matrix model with Brownian motion entries is the Dyson Brownian motion
Hn(t) = (hij(t))
n
i,j=1 where {hij(t)|i ≥ j} are independent Brownian motions. The Dyson Brownian
motion was first studied by Dyson who derived a stochastic differential system for eigenvalues and
eigenvectors of Hn(t). Since then the Dyson Brownian motion has been well studied and becomes
a very useful tool in random matrix theory. See, for example, [1].
Our model also has Brownian motions as matrix entries, but with a Toeplitz structure.
Let a0(t) ≡ 0 and a1(t), a2(t), . . . be independent standard Brownian motions with time t. Set
a−i(t) = ai(t). Suppose bn →∞ as n→∞ and bn = o(n). Consider the n×n random band matrix
Bn(t) =
1√
bn
(
ai−j(t)δ|i−j|≤bn
)n
i,j=1
. (6)
For any integer p ≥ 2, define the time dependent fluctuations in the same way as (4), i.e.,
ωp(t) :=
√
bn
n
(
tr(Bn(t)
p)− E[tr(Bn(t)p)]
)
. (7)
For natural numbers p, q and k ≤ min{p, q}, define R3(p, r) = (p+ r − 1)!!− (p− 1)!!(r − 1)!!,
R4(p, r) = (p+ r− 1)!!− p r(p− 2)!!(r− 2)!!. We make the convention that (−1)!! = 1. Our second
main result is the following theorem.
Theorem 1.4. Assume bn → ∞ as n → ∞ and bn = o(n). When n → ∞, {ωp(t)|p ≥ 2}
jointly converge to a family of Gaussian processes {Wp(t)|p ≥ 2} in the following sense. Suppose
p1 ≥ 2,. . . ,pr ≥ 2, 0 < t1 < · · · < tr and {a1, . . . , ar} ⊂ R, then
lim
n→∞
P(ωp1(t1) ≤ a1, . . . , ωpr(tr) ≤ ar) = P(Wp1(t1) ≤ a1, . . . ,Wpr (tr) ≤ ar).
The expectation of Wp(t) is 0 for all t ≥ 0, p ≥ 2. For p ≥ 2, q ≥ 2 and 0 < t1 ≤ t2,
lim
n→∞
E[ωp(t1)ωq(t2)] =


∑
r=2,4,...,q
(
q
r
)
t
p+r
2
1 R3(p, r)(q − r − 1)!!(t2 − t1)
q−r
2 2
p+q
2 if p and q are both even
∑
r=3,5,...,q
(
q
r
)
t
p+r
2
1 R4(p, r)(q − r − 1)!!(t2 − t1)
q−r
2 2
p+q
2 if p and q are both odd
0 otherwise
(8)
which is a homogeneous polynomial of t1 and t2. Directly from the covariance structure, if p = 2,
then E[W2(t1)W2(t2)] = 8(t1 ∧ t2)2; if p = 3, then E[W3(t1)W3(t2)] = 48(t1 ∧ t2)3. In particular,
the limit process Z3(t) in Theorem 1.2 equals
√
6W2(t) when b = 0.
Remark 1.5. Similarly as in Remark 1.3, from Theorem 1.4 we know that for Q(x) =
p∑
j=2
qjx
j ,
ωQ(t) =
√
bn
n
(
trQ(Bn(t)) − E[trQ(Bn(t))]
)
converge to a Gaussian process whose correlation structure can be computed via Equation (8).
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Remark 1.6. It will be clear from our proof that Theorem 1.4 can be generalized to a stronger
version. If a1(t), a2(t), . . . are independent copies of St which is a stochastic process such that
1. St has independent increments;
2. for all t ≥ 0, St is centered with finite moments,
then {ωp(t)|p ≥ 2} also jointly converge to a family of centered Gaussian process whose covariance
structure can be obtained in the same way as in the proof of Theorem 1.4.
1.3 Outline
Section 2 and Appendix A provide some preliminary concepts and results. Theorem 1.2 is proved
in Section 3. We first study the asymptotic covariance structure of ωp(t) by the moment method
in Section 3.1 and prove Theorem 1.2 by showing that (ωp1(t1), . . . , ωpr (tr)) converges weakly to a
centered multivariate Gaussian distribution in Section 3.2.
Theorem 1.4 is proved in Section 4. We first prove an “asymptotic commutativity” lemma for
random band Toeplitz matrices with slowly growing bandwidth in Section 4.1. Then we study
the asymptotic covariance structure of ωp(t) by the moment method in Section 4.2. In Section
4.3, we complete the proof by showing that (ωp1(t1), . . . , ωpr(tr)) converges weakly to a centered
multivariate Gaussian distribution.
2 Preliminaries
In this section we give some notations and facts that we use throughout the paper.
2.1 Trace formula
In [28] Lemma 3.2, Liu, Sun and Wang proved a useful trace formula of the product of band Toeplitz
matrices. The trace lemma requires the matrices to have the same bandwidth, but their proof also
applies for the case that the matrices have different bandwidths. Therefore the trace lemma can be
generalized to the following version.
Lemma 2.1. Consider band Toeplitz matrices Tl,n = (al,i−jδi−j≤b(l)n )
n
i,j=1 where al,−n+1, · · · , al,n−1
are real numbers, b
(l)
n is the bandwidth of Tl,n and l = 1, . . . , p. We have the trace formula
tr(T1,n · · ·Tp,n) =
n∑
i=1
∑
J
aJ I(i,J) δ(
p∑
l=1
jl). (9)
Here J = (j1, . . . , jp), aJ =
p∏
l=1
al,jl , δ is the Dirac function and the summation
∑
J
runs over all
possibilities that J ∈ {−b(1)n , . . . , b(1)n } × . . .× {−b(p)n , . . . , b(p)n }.
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2.2 Partition
In this section we define various types of partitions. We suggest readers to skip these definitions
for a second and refer to them when they are needed in the following sections.
Let [n] = {1, 2, . . . , n}. We call π = {V1, . . . , Vr} a partition of [n] if V1, . . . Vr are pairwise
disjoint, nonempty subsets of [n] such that [n] = V1∪· · ·∪Vr . For ∀i ∈ [n], define π(i) = j if i ∈ Vj .
We call π a pair partition of [2k] if it’s a partition of [2k] and each element of π contains two
elements of [2k]. So a pair partition must have the form π = {{a1, b1}, . . . , {ak, bk}}. For such a π
we write au ∼pi bu (1 ≤ u ≤ k). Since such a π can be seen as a permutation: (a1, b1) · · · (ak, bk),
we define g(π) to be the number of orbits of the permutation γ0 ◦π where γ0 = (1, 2, . . . , 2k− 1, 2k)
is the canonical cycle. We denote by P2(2k) the set of pair partitions of [2k].
Suppose p and q are natural numbers and p+ q is even. Suppose
π = {{a1, b1}, . . . , {a(p+q)/2, b(p+q)/2}} ∈ P2(p+ q).
If a block {ai, bi} of π has one element in {1, . . . , p} and one element in {p+ 1, . . . , p+ q}, then we
call {ai, bi} a cross of π.
Suppose p and q are natural numbers and p + q is even. We define P2(p, q) to be the subset
of P2(p + q) such that each π in P2(p, q) has at least one cross, i.e., there are i ∼pi j such that
i ≤ p < j. If p+ q is odd, then P2(p, q) is defined to be ∅.
Suppose p and q are natural numbers and p + q is even. Define P˜2(p, q) to be the subset of
P2(p, q) consisting of permutations with at least three crosses. If p + q is odd, then P˜2(p, q) is
defined to be ∅.
Suppose p, q are both even numbers. We use P2,4(p, q) to denote the set of partitions of p+ q
such that each π = {V1, . . . , Vr} in P2,4(p, q) satisfies:
(i) ∃i such that Vi has 4 elements while other Vj has 2 elements each;
(ii) if j 6= i, then Vj ⊂ {1, . . . , p} or Vj ⊂ {p+ 1, . . . , p+ q};
(iii) two elements of Vi come from {1, . . . , p} and the other two come from {p+ 1, . . . , p+ q}.
If p and q are not both even, then we define P2,4(p, q) to be empty.
2.3 Balanced vector and cluster
Definition 2.2. A vector J = (j1, . . . , jk) is called a balanced vector if the sum of its components
is 0:
j1 + · · ·+ jk = 0.
Definition 2.3. For a vector v = (a1, . . . , ak), set Sv = {|a1|, . . . , |ak|} which is a set of non-
negative numbers with multiplicity. Two vectors v1,v2 are called correlated if Sv1 and Sv2 have
at least one common element. If ai is a component of v1 and |ai| ∈ Sv1 ∩ Sv2 , then ai is called a
joint point of v1 and v2.
Definition 2.4. Given a set of vectors {J1, . . . ,Jr}. Suppose the components of each vector are
real numbers. A subset Ji1 , . . . ,Jis is called a cluster if
1. for any pair Jiu , Jiv from the subset one can find a chain of vectors, also from the subset,
which stars with Jiu , ends with Jiv , such that any two neighboring vectors in the chain are
correlated;
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2. the subset cannot be enlarged with the preservation of condition 1.
We call s the length of this cluster.
The following lemma tells us that the number of clusters with length longer than 2 is very small.
It was stated and proved in [28].
Lemma 2.5. Suppose l > 2 and lim
n→∞
bn = +∞. Set Bn,p to be
{(j1, . . . , jp) ∈ {±1, . . . ,±bn}p|j1 + · · ·+ jp = 0}.
Let Bp be a subset of Bn,p1 × · · · × Bn,pl such that (J1, . . . ,Jl) ∈ Bp if and only if:
1) each element of ∪lk=1SJk has at least multiplicity two;
2) J1,. . . ,Jl makes a cluster.
Then we have that
|Bp| = o(b
p1+···+pl−l
2
n )
where |Bp| is the cardinality of Bp.
3 Fluctuation of eigenvalues for matrix with bandwidth pro-
portional to t
The purpose of this section is to prove Theorem 1.2.
3.1 Covariance structure of ωp(t)
The asymptotic covariance structure of ωp(t) is given by Lemma 3.1.
Lemma 3.1. Suppose all assumptions of Theorem 1.2 hold. If t1 ≤ t2 are positive numbers in
(0, 1/b) and p, q are natural numbers no less than 2, then
lim
n→∞
E[ωp(t1)ωq(t2)]
=
∑
pi∈P˜2(p,q)
(
f˜−I (π, t1, t2) + f˜
+
I (π, t1, t2)
)
+ (κ− 1)
∑
pi∈P2,4(p,q)
(
f˜−II(π, t1, t2) + f˜
+
II(π, t1, t2)
)
where ωp(t1), ωq(t2) are defined in (4) of Section 1.1. The integrals f˜
±
I (π, t1, t2) and f˜
±
II(π, t1, t2)
are defined in Appendix A.
Remark 3.2. From Lemma 3.1, the σ2p which appeared in Theorem 1.1 is
σ2p =
∑
pi∈P˜2(p,p)
(
f˜−I (π, 1, 1) + f˜
+
I (π, 1, 1)
)
+ (κ− 1)
∑
pi∈P2,4(p,p)
(
f˜−II(π, 1, 1) + f˜
+
II(π, 1, 1)
)
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Proof of Lemma 3.1. By Lemma 2.1 we have
trAn(t1)
p = (
1√
bn
)p
n∑
i=1
[bnt1]∑
j1,...,jp=−[bnt1]
aj1 · · ·ajp
p∏
l=1
I[1,n](i +
l∑
r=1
jr)δ(
p∑
r=1
jr),
trAn(t2)
q = (
1√
bn
)q
n∑
i=1
[bnt2]∑
j1,...,jq=−[bnt2]
aj1 · · · ajq
q∏
l=1
I[1,n](i +
l∑
r=1
jr)δ(
q∑
r=1
jr).
So
E[ωp(t1)ωq(t2)] =(
√
bn
n
)2E[(trAn(t1)
p − E[trAn(t1)p])(trAn(t2)q − E[trAn(t2)q])]
=
1
n2
1
b
p+q
2 −1
n
n∑
i1,i2=1
∑
J,J′
E[(aJ − EaJ)(aJ′ − EaJ′)]I(i1,J)I(i2,J′)
=
1
n2
1
b
p+q
2 −1
n
n∑
i1,i2=1
∑
J,J′
[E[aJaJ′ ]− EaJEaJ′ ]I(i1,J)I(i2,J′)
(10)
where J := (j1, . . . , jp) which runs over {J ∈ {±1, . . . ,±[bnt1]}p|j1+ · · ·+ jp = 0}, J′ := (j′1, . . . , j′q)
which runs over {J′ ∈ {±1, . . . ,±[bnt2]}q|j′1 + · · · + j′q = 0}, aJ := aj1 · · · ajp , aJ′ := aj′1 · · ·aj′q ,
I(i1,J) :=
∏p
l=1 I[1,n](i1+
l∑
r=1
jr) and I(i2,J
′) :=
∏q
l=1 I[1,n](i2+
l∑
r=1
j′r). The components of J and
J′ do not take the value of 0 since a0 = 0.
Notice that E[ωp(t1)ωq(t2)] has the same expression as E[ωpωq] in Section 4 of [28], only except
that in the expression of E[ωpωq] there J runs over {{±1, . . . ,±bn}p|j1 + · · ·+ jp = 0} and J′ runs
over {{±1, . . . ,±bn}q|j′1+· · ·+j′q = 0}. But this difference does not cause much problem. So we can
use the same method as in the proof of Theorem 4.1 of [28] to compute the limit of E[ωp(t1)ωq(t2)].
First recall some definitions given in Section 2.3. For a vector v = (a1, . . . , ak), set Sv =
{|a1|, . . . , |ak|}. Sv is a set of non-negative numbers with multiplicity. Two vectors v1,v2 are
called correlated if Sv1 and Sv2 have at least one common element. If ai is a component of v1 and
|ai| ∈ Sv1 ∩ Sv2 , then ai is called a joint point of v1 and v2. A vector is called balanced if the sum
of its components is 0.
So by independence of the random variables, a term E[aJaJ′ ] − EaJEaJ′ in (10) is not 0 only
when each element of SJ ∪ SJ′ has multiplicity 2 or more.
Most of the following parts of this proof are taken from the proof of Theorem 4.1 of [28].
We first construct a map from the ordered correlated pair J = (j1, . . . , jp) and J
′ = (j′1, . . . , j
′
q)
as follows. Let ju ∈ J be the first joint point (whose subscript is the smallest) of the ordered
correlated pair J and J′, and let j′v be the first element in J
′ such that |ju| = |j′v|. If ju = −j′v, we
construct a vector L = (l1, . . . , lp+q−2) such that
l1 = j1, . . . ,lu−1 = ju−1, lu = j′1, . . . , lu+v−2 = j
′
v−1,
lu+v−1 = j′v+1, . . . , lu+q−2 = j
′
q, lu+q−1 = ju+1, . . . lp+q−2 = jp.
It is obvious that
p+q−2∑
k=1
lk = 0,
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so L is balanced. If ju = j
′
v, then from J and −J′ = (−j′1, . . . ,−j′q) we proceed in the way as
above. We call this process of constructing L from J and J′ a reduction step and denote it by
L = J
∨
|ju|J
′.
Notice that the reduction might cause the appearance of one number with multiplicity 1 in SL,
although each number in the union of SJ and SJ′ occurs at least twice. If so, the resulting number
with multiplicity 1 in SL must be coincident with the joint point ju.
Next, suppose we have a balanced vector L of dimension (p+ q − 2). We shall estimate in how
many different ways it can be obtained from correlated pairs of dimensions p and q. First, we have
to choose some component lu in the first half of the vector, 1 ≤ u ≤ p such that∣∣∣∣∣
u+q−2∑
i=u
li
∣∣∣∣∣ 6= |lj |, j = 1, . . . , u− 1. (11)
Set J = (j1, . . . , jp) with
j1 = l1, . . . , ju−1 = lu−1, ju =
u+q−2∑
i=u
li, ju+1 = lu+q−1, . . . , jp = lp+q−2. (12)
We also have to choose some component lu+v−1, 1 ≤ v ≤ q − 1 such that∣∣∣∣∣
u+q−2∑
i=u
li
∣∣∣∣∣ 6= |lj|, j = u, . . . , u+ v − 2 (13)
whenever v ≥ 2. Set J′ = (j′1, . . . , j′q) with
j′1 = lu, . . . , j
′
v−1 = lu+v−2, j
′
v = −
u+q−2∑
i=u
li, j
′
v+1 = lu+v−1, . . . , j
′
p = lu+q−2. (14)
If ju is the joint point of the constructed correlated pair J and J
′ and j′v is the corresponding element
in J′, then the pair {J,J′} or {J,−J′} is the pre-image of L. Note that since when u = v = 1 the
conditions (11) and (13) are satisfied, the pre-image of L is always nonempty. A simple estimation
shows the following claim.
Claim 1: The number of pre-images of L is at most 2pq, a number not depending on n.
Remember that there is at most one element with multiplicity 1 in SL. If there is one number
with multiplicity 1, then this number will be determined by others because L is balanced. Conse-
quently, the degree of freedom for such terms is at most p+q−2−12 , i.e., the number of such (J,J
′)
is O(b
p+q−2−1
2
n ). Therefore, the contribution of these terms to E[ωp(t1)ωq(t2)] is O(b
−1/2
n ) = o(1)
because of the uniform boundedness of the moments of the entries aj with order no more than p+ q
and the coefficient
(
b
p+q
2 −1
n
)−1
in (10). Now we suppose each number in SL occurs at least twice.
Thus SL has at most [
p+q−2
2 ] distinct elements. When elements of SL are specified, there are
no more than
2p+q−2[
p+ q − 2
2
]p+q−2
9
ways to specify l1, . . . , lp+q−2 and the above number does not depend on n. Again by the uniform
boundedness of the moments of the entries aj with order no more than p+ q,
1
b
p+q
2 −1
n
∑
J,J′
[E[aJaJ′ ]− EaJEaJ′ ] = O(b[
p+q−2
2 ]− p+q−22
n ).
This implies that
lim
n→∞
E[ωp(t1)ωq(t2)] = 0
when p + q is odd. So we only need to consider the case that p + q is even. If SL has a term
with multiplicity no less than 3, then SL has at most [
p+q−2−3
2 + 1] distinct numbers, thus the
contribution of such terms to E[ωp(t1)ωq(t2)] is again o(1).
Therefore we only need to deal with the case that each element of SL has multiplicity 2, thus
there exists π ∈ P2(p+ q − 2) (see Section 2.2) such that if s ∼pi w then |ls| = |lw|.
The condition
l1 + · · ·+ lp+q−2 = 0
implies that the main contribution to E[ωp(t1)ωq(t2)] comes from the case that for each pair s ∼pi w,
ls = −lw.
That’s because otherwise there exists s0, w0 such that
ls0 = lw0 = −
1
2
[ ∑
t∈[p+q−2]\{s0,w0}
lt
]
which implies that the value of ls0 and lw0 will be determined by the value of lt, t 6∈ {s0, w0}.
Therefore there is a loss of at least one degree of freedom, which makes the contribution of such
terms be o(1). Then we have:
Claim 2: The main contribution to (10) comes from the case that p+ q is even and L ∈ Γ1(p+ q − 2).
Here Γ1(p+ q − 2) denotes a set of vectors in Rp+q−2: a vector is in Γ1(p+ q− 2) if and only if
each of its components has the same absolute value as exactly one other component of the opposite
sign. For L ∈ Γ1(p+ q − 2) the weight
E(aJaJ′)− E[aJ]E[aJ′ ] = E[
p∏
s=1
ajs
q∏
t=1
aj′t ]− E[
p∏
s=1
ajs ]E[
q∏
t=1
aj′t ] (15)
equals to (E[a2i ])
p+q
2 if ju is not coincident with any component of L; otherwise the weight is either
E[|aju |4](E[a2i ])
p+q−4
2 or E[|aju |4](E[a2i ])
p+q−4
2 − (E[a2i ])
p+q
2 .
So far we have found the terms leading to the main contribution. Now we calculate the variance
based on whether or not the fourth moment appears. If the fourth moment doesn’t appear, then
j1, . . . , jp, j
′
1, . . . , j
′
q match in pairs. In the abstract, by their subscripts they can be treated as pair
partitions of {1, 2, . . . , p, p + 1, . . . , p + q} but with at least one cross (i.e., in P2(p, q)). Thus, for
every π ∈ P2(p, q), the summation can be a Riemann sum and its limit becomes f˜−I (π) ( it is f˜+I (π)
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when the first coincident components in J and J′ have the same sign). If π has only one cross, say
w1 ∼pi w2 with w1 ≤ p < w2, then jw1 = j′w2 = 0 since J,J′ are balanced. Thus
E[aJaJ′ ]− E[aJ]E[aJ′ ] = 0
because a0 = 0. If π has two crosses, say u1 ∼pi u2 with u1 ≤ p < u2 and v1 ∼pi v2 with v1 ≤ p < v2,
then |ju1 | = |j′u2 | = |jv1 | = |j′v2 | and the fourth moment κ must appear in E[aJaJ′ ] − E[aJ]E[aJ′ ].
So we should only consider the permutations in P2(p, q) with at least 3 crosses for the case that the
fourth moment does not appear. In other words, we should only consider permutations in P˜2(p, q)
(see Section 2.2) for this case.
On the other hand, if the fourth moment does appear, then j1, . . . , jp, j
′
1, . . . , j
′
q match in pairs
except that there exists a block with four elements. Therefore, from the balance of J and J′
we know that the main contribution comes from such partitions: j1, . . . , jp and j
′
1, . . . , j
′
q both
form pair partitions; the block with four elements take respectively from a pair of j1, . . . , jp and
j′1, . . . , j
′
q. Otherwise, the degree of freedom decreases by at least one. So by their subscripts
j1, . . . , jp, j
′
1 . . . , j
′
q can be treated as partitions in P2,4(p, q). Similarly, for every π ∈ P2,4(p, q), the
corresponding summation can be a Riemann sum and its limit becomes f˜−II(π) (it is f˜
+
II(π) when
the first coincident components in J and J′ have the same sign).
Noticing that the coincident components in J and J′ may have the same or opposite sign, we
conclude that
lim
n→∞
E[ωp(t1)ωq(t2)]
=(E[a2i ])
p+q
2
[ ∑
pi∈P˜2(p,q)
(
f˜−I (π, t1, t2) + f˜
+
I (π, t1, t2)
) ]
+
(
E[|aju |4](E[a2i ])
p+q−4
2 − (E[a2i ])
p+q
2
)[ ∑
pi∈P2,4(p,q)
(
f˜−II(π, t1, t2) + f˜
+
II(π, t1, t2)
) ]
. (16)
Since E[a2i ] = 1 and E[a
4
i ] = κ for all i 6= 0, the lemma is proved.
Proposition 3.3. Suppose b = 0. Let p, q be natural numbers greater than 1 and 0 < t1 ≤ t2.
Then
lim
n→∞
E[ωp(t1)ωq(t2)]
=


∑
k=3,5,...,min{p,q}
R1(p, q, k)t
p+k
2 −1
1 t
q−k
2
2 2
p+q
2 if p, q are both odd
∑
k=4,6,...,min{p,q}
R1(p, q, k)t
p+k
2 −1
1 t
q−k
2
2 2
p+q
2 + (κ− 1)R2(p, q)t
p
2
1 t
q
2−1
2 2
p+q
2 if p, q are both even
0 otherwise
.
Proof. For a finite set Φ, we use
∣∣Φ∣∣ to denote its cardinality.
When p, q are both odd, P2,4(p, q) = ∅. So from Lemma 3.1
lim
n→∞
E[ωp(t1)ωq(t2)] =
∑
pi∈P˜2(p,q)
(
f˜−I (π, t1, t2) + f˜
+
I (π, t1, t2)
)
.
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It’s easy to see that for π ∈ P˜2(p, q), the number of crosses of π can only be a number in
{3, 5, . . . ,min{p, q}} since p, q are odd. Thus from lemma A.2 we have
lim
n→∞
E[ωp(t1)ωq(t2)] =
∑
k=3,5,...,min{p,q}
2
p+q
2 t
( p+k2 −1)
1 t
( q−k2 )
2 ·
∣∣∣∣{π ∈ P˜2(p, q)∣∣π has k crosses}
∣∣∣∣.
Simple enumeration shows that
∣∣∣∣{π ∈ P˜2(p, q)∣∣π has k crosses}
∣∣∣∣ is (pk)(qk)k!(p−k− 1)!!(q−k− 1)!!.
Recalling R1(p, q, k) =
(
p
k
)(
q
k
)
k!(p− k− 1)!!(q− k− 1)!!, we proved the case when p, q are both odd.
When p, q are both even, then the number of crosses of a permutation π ∈ P˜2(p, q) can only be
a number in {4, 6, . . . ,min{p, q}}. So from lemma A.2 we have
lim
n→∞
E[ωp(t1)ωq(t2)]
=
∑
k=4,6,...,min{p,q}
2
p+q
2 t
( p+k2 −1)
1 t
( q−k2 )
2 ·
∣∣∣∣{π ∈ P˜2(p, q)∣∣π has k crosses}
∣∣∣∣
+(κ− 1)2 p+q2 t(
p
2 )
1 t
( q2−1)
2 ·
∣∣∣∣P2,4(p, q)
∣∣∣∣.
By simple enumeration we have that
∣∣∣∣P2,4(p, q)
∣∣∣∣ equals (p2)(q2)(p−3)!!(q−3)!! = p q4 (p−1)!!(q−1)!!.
Similarly as in the case of odd p, q we have
∣∣∣∣{π ∈ P˜2(p, q)∣∣π has k crosses}
∣∣∣∣ = (pk)(qk)k!(p − k −
1)!!(q − k − 1)!!. Using the definitions of R1(p, q, k) and R2(p, q, k) we complete the proof.
3.2 Multi-point fluctuation
In this section we prove Theorem 1.2.
Proof of Theorem 1.2. The main idea of the proof is to show that the joint moments of (ωp1(t1), . . . , ωpr(tr))
converge to the joint moments of a multivariate Gaussian distribution (Xt1 , . . . , Xtr ).
Step 1
By Lemma 2.1 we have
E
[
ωp1(t1) · · ·ωpr(tr)
]
= n−rb−
p1+···+pr−r
2
n
n∑
i1,...,ir=1
∑
Jl,...,Jr
E
[
(aJl − EaJl) · · · (aJr − EaJr)
]
I(i1,Jl) · · · I(ir,Jr)
where each Jk = (j1(k), . . . , jpk(k)) which runs over
{
(j1(k), . . . , jpk(k)) ∈ {±1, . . . ,±[bntk]}pk
∣∣∣j1(k) + · · ·+ jpk(k) = 0}, (17)
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aJk = aj1(k) · · · ajpk (k) and I(ik,Jk) =
∏pk
s=1 I[1,n](ik + j1(k) + · · ·+ js(k)).
Step 2
We have the following observations.
1. The set (17) is a subset of{
(j1(i), . . . , jpi(i)) ∈ {±1, . . . ,±bn}pi
∣∣∣j1(i) + · · ·+ jpi(i) = 0}.
2. For fixed Jl, . . . ,Jr, if there exists 1 ≤ i ≤ r such that Ji is correlated with none of the
others of Jl, . . . ,Jr, then E[(aJl − EaJl) · · · (aJr − EaJr)] = 0 because of the independence of
a1, a2, · · · .
3. When Jl, . . . ,Jr vary, E[(aJl −EaJl) · · · (aJr −EaJr)] is bounded because of the boundedness
of the moments of a1, a2, · · · . In other words, there exists M > 0 such that
|E[(aJl − EaJl) · · · (aJr − EaJr)]| ≤M
holds uniformly.
Step 3
Consider {Jl, . . . ,Jr} where each Ji is from (17). It can always decompose into several clusters
(see Section 2.3), say C1, . . . ,Cd. If one of the clusters has length 1, then from the independence
of a0, a1, . . . we have
E[(aJl − EaJl) · · · (aJr − EaJr)] = 0.
If a cluster Ci has two vectors, say Ci = {Ju,Jv}, then by the same argument as in the proof
of Lemma 3.1 we know the number of ways we specify Ju and Jv is O(b
(pu+pv−2)/2
n ) as n → ∞.
Therefore the contribution of Ci to E[ωp1(t1) · · ·ωpr(tr)] is O(1) as n → ∞. If a cluster Ck has
more than two vectors, say Ck = {Jk1 , . . . ,Jkw} (w > 2), then from Lemma 2.5, the number of
ways we specify its vectors is o(b
(pk1+···+pkw−w)/2
n ) as n → ∞. So from the above Observation 3,
the contribution of Ck to E[ωp1(t1) · · ·ωpr(tr)] is o(1).
Therefore the contribution of {Jl, . . . ,Jr} to E[ωp1(t1) · · ·ωpr (tr)] is not o(1) only
when {Jl, . . . ,Jr} can decompose into clusters of length 2. So r is even.
This implies that lim
n→∞
E[ωp1(t1) · · ·ωpr (tr)] = 0 when r is odd.
When r is even,
lim
n→∞
E
[
ωp1(t1) · · ·ωpr (tr)
]
= lim
n→∞
∑
pi
r/2∏
i=1
E
[
ωpa(i)(ta(i))ωpb(i)(tb(i))
]
=
∑
pi
r/2∏
i=1
lim
n→∞
E
[
ωpa(i)(ta(i))ωpb(i)(tb(i))
]
(18)
where
π =
{
{a(1), b(1)}, . . . , {a(r/2), b(r/2)}
}
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runs over P2(r).
Step 4
Suppose
Mn = (m
(n)
ij )
r
i,j=1 and M = (mij)
r
i,j=1
are r × r matrices with entries m(n)ij = E[ωpi(ti)ωpj (tj)] and mij = limn→∞E(ωpi(ti)ωpj (tj)).
Since each Mn is a covariance matrix, their limit M is also a covariance matrix of a centered
multivariate Gaussian variable (Xp1(t1), . . . , Xpr(tr)).
From Wick’s formula we have
E[Xp1(t1) · · ·Xpr (tr)] =
∑
pi
E[Xpa(1)(ta(1))Xpb(1)(tb(1))] · · ·E[Xpa(r/2)(ta(r/2))Xpa(r/2)(tb(r/2))]
where π = {{a(1), b(1)}, . . . , {a(r/2), b(r/2)}} runs over P2(r). So
lim
n→∞
E[ωp1(t1) · · ·ωpr(tr)] = E[Xp1(t1) · · ·Xpr(tr)].
In above equation p1, . . . , pr or t1, . . . , tr do not have to be pairwise distinct. Thus by doing the
same argument we can show that all the joint moments of (ωp1(t1), . . . , ωpr(tr)) converges to the
corresponding joint moments of (Xp1(t1), . . . , Xpr (tr)). Therefore
(ωp1(t1), . . . , ωpr(tr)) converges weakly to (Xp1(t1), . . . , Xpr (tr)).
Therefore there exists a family of centred Gaussian processes {Zp(t) : t > 0, p ≥ 2} such that
(Zp1(s1), . . . , Zpk(sk)) is distributed as (Xp1(s1), . . . , Xpk(sk)) for all p1, . . . , pk ∈ {2, 3, . . .} and
s1 < . . . < sk ∈ (0, 1/b). Thus
lim
n→∞
P(ωp1(s1) ≤ a1, . . . , ωpk(sk) ≤ ak) = P(Zp1(s1) ≤ a1, . . . , Zpk(sk) ≤ ak)
∀{a1, . . . , ak} ⊂ R. Combining this with Lemma 3.1 and Proposition 3.3, we complete the proof.
Remark 3.4. We can also use classic Central Limit Theorem to prove that if b = 0 then Z2(t) is a
Brownian motion.
4 Fluctuation of eigenvalues for matrix with Brownian mo-
tion entries
The purpose of this section is to prove Theorem 1.4. Suppose all assumptions of 1.4 hold.
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4.1 Asymptotic commutativity for random Toeplitz matrices with slowly
growing bandwidth
Lemma 4.1. Suppose 0 < t1 ≤ t2 and p, q are natural numbers no less than 2. Set uj = aj(t1),
vj = aj(t2)− aj(t1). We have
E[ωp(t1)ωq(t2)]
=b
−p+q2 +1
n
q∑
r=0
(
q
r
) ∑
j1,...,jp,
j′1,...,j
′
q
((
E[uj1 · · ·ujpuj′i · · ·uj′rvj′r+1 · · · vj′q ]− E[uj1 · · ·ujp ]E[uj′i · · ·uj′rvj′r+1 · · · vj′q ]
)
δ(j1 + · · ·+ jp)δ(j′1 + · · ·+ j′q)
)
+ o(1).
Remark 4.2. Lemma 4.1 shows that when evaluating E[ωp(t1)ωq(t2)] we can treat
1√
bn
(
ai−j(t1)δ|i−j|≤bn
)n
i,j=1
and
1√
bn
(
(ai−j(t2)− ai−j(t1))δ|i−j|≤bn
)n
i,j=1
as commutative matrices.
Proof. Obviously ui1 and vi2 are independent for arbitrary i1 and i2. Set
U = Bn(t1) =
1√
bn
(
ui−jδ|i−j|≤bn
)n
i,j=1
and V = Bn(t2)−Bn(t1) = 1√
bn
(
vi−jδ|i−j|≤bn
)n
i,j=1
.
By trace formula (Lemma 2.1),
E[ωp(t1)ωq(t2)]
=
bn
n2
(
E[trBn(t1)
ptrBn(t2)
q]− E[trBn(t1)p]E[trBn(t2)q]
)
=
bn
n2
(
E[trUptr(U + V )q]− E[trUp]E[tr(U + V )q]
)
=b
−p+q2 +1
n
∑
j1,...,jp,
j′1,...,j
′
q
(
E[uj1 · · ·ujp(uj′1 + vj′1) · · · (uj′q + vj′q )]− E[uj1 · · ·ujp ]E[(uj′1 + vj′1) · · · (uj′q + vj′q )]
)
×δ(j1 + · · ·+ jp)δ(j′1 + · · ·+ j′q)
( 1
n
n∑
i=1
p∏
l=1
I[1,n](i+
l∑
k=1
jk)
)( 1
n
n∑
i′=1
q∏
l′=1
I[1,n](i
′ +
l′∑
k=1
j′k)
)
where j1, . . . , jp, j
′
1, . . . , j
′
q all run over [−bn, bn]. By writing the (uj′1 + vj′1) · · · (uj′q + vj′q ) in the last
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equation as a sum of monomials we see it suffices to prove that
b
− p+q2 +1
n
∑
j1,...,jp,
j′1,...,j
′
q
(
E[uj1 · · ·ujpuj′1 · · ·uj′rvj′r+1 · · · vj′q ]− E[uj1 · · ·ujp ]E[uj′1 · · ·uj′rvj′r+1 · · · vj′q ]
)
×δ(j1 + · · ·+ jp)δ(j′1 + · · ·+ j′q)
( 1
n
n∑
i=1
p∏
l=1
I[1,n](i+
l∑
k=1
jk)
)( 1
n
n∑
i′=1
q∏
l′=1
I[1,n](i
′ +
l′∑
k=1
j′pi(k))
)
=b
− p+q2 +1
n
∑
j1,...,jp,
j′
1
,...,j′q
(
E[uj1 · · ·ujpuj′1 · · ·uj′rvj′r+1 · · · vj′q ]− E[uj1 · · ·ujp ]E[uj′1 · · ·uj′rvj′r+1 · · · vj′q ]
)
×δ(j1 + · · ·+ jp)δ(j′1 + · · ·+ j′q) + o(1) (19)
where 0 ≤ r ≤ q and π is a permutation in Sq.
Set J = (j1, . . . , jp), J
′ = (j′1, . . . , j
′
q). The reduction L (see the proof of Lemma 3.1) of J and
J′ is a p + q − 2-dimensional vector with components in {−bn, . . . , bn}. With the same argument
as that in the proof of Lemma 3.1 we get the similar conclusion as Claim 1 and Claim 2:
(a) For each L ∈ Rp+q−2, there are at most 2pq pairs (J,J′) whose reduction is L.
(b) The main contribution to the left hand side of (19) comes from the case that each component
of L has the same absolute value as exactly one other component of the opposite sign.
By (a) and (b), the main contribution to the left hand side and the first term of the right hand side
of (19) comes from (J,J′) ∈ An where An is a subset of {−bn, . . . , bn}p × {−bn, . . . , bn}q and the
cardinality of An is O(b
p+q
2 −1
n ). Because of the uniform boundedness of the moments of {ui} and
{vi} with order no more than p+ q, the difference between the left hand side and the first term of
the right hand side of (19) is no more than
C · b−
p+q
2 +1
n
∑
(J,J′)∈An
∣∣∣∣∣
( 1
n
n∑
i=1
p∏
l=1
I[1,n](i+
l∑
k=1
jk)
)( 1
n
n∑
i′=1
q∏
l′=1
I[1,n](i
′ +
l′∑
k=1
j′pi(k))
)
− 1
∣∣∣∣∣ (20)
for some constant C > 0. For (J,J′) ∈ An, the components of J and J′ are all in {−bn . . . , bn}, so
∣∣∣ 1
n
n∑
i=1
p∏
l=1
I[1,n](i +
l∑
k=1
jk)− 1
∣∣∣ ≤ 2pbn
n
and
∣∣∣ 1
n
n∑
i′=1
q∏
l′=1
I[1,n](i
′ +
l′∑
k=1
j′pi(k))− 1
∣∣∣ ≤ 2qbn
n
.
Therefore (20) is O( bnn ) which is o(1). The proof is completed.
4.2 Covariance structure of ωp(t)
In this section we will use the functions f˜±I (π, t1, t2) and f˜
±
II(π, t1, t2) introduced in Appendix A.
Proposition 4.3. If 0 < t1 ≤ t2 and p, q are natural numbers no less than 2, then
lim
n→∞
E[ωp(t1)ωq(t2)] =


∑
r=2,4,...,q
(
q
r
)
t
p+r
2
1 R3(p, r)(q − r − 1)!!(t2 − t1)
q−r
2 2
p+q
2 if p and q are both even
∑
r=3,5,...,q
(
q
r
)
t
p+r
2
1 R4(p, r)(q − r − 1)!!(t2 − t1)
q−r
2 2
p+q
2 if p and q are both odd
0 otherwise
.
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Proof of Proposition 4.3. Set uj = aj(t1), vj = aj(t2)− aj(t1) and
U = An(t1) =
1√
bn
(
ui−jδ|i−j|≤bn
)n
i,j=1
and V = An(t2)−An(t1) = 1√
bn
(
vi−jδ|i−j|≤bn
)n
i,j=1
.
Then U , V are independent with u0 = v0 = 0. For each j 6= 0, uj is a centered random variable
with variance t1 and vj is a centered random variable with variance t2 − t1.
From Lemma 4.1,
E[ωp(t1)ωq(t2)]
=b
−p+q2 +1
n
q∑
r=0
(
q
r
) ∑
j1,...,jp,
j′
1
,...,j′q
((
E[uj1 · · ·ujpuj′i · · ·uj′rvj′r+1 · · · vj′q ]− E[uj1 · · ·ujp ]E[uj′i · · ·uj′rvj′r+1 · · · vj′q ]
)
δ(j1 + · · ·+ jp)δ(j′1 + · · ·+ j′q)
)
+ o(1)
where j1, . . . , jp, j
′
1, . . . , j
′
q all run over [−bn, bn].
Set J = (j1, . . . , jp), J
′ = (j′1, . . . , j
′
q), J
′
1
= (j′1, . . . , j
′
r), J
′
2
= (j′r+1, . . . , j
′
q), uJ = uj1 · · ·ujp ,
uJ′
1
= uj′1 · · ·uj′r and vJ′2 = vj′r+1 · · · vj′q . Obviously J′1 and J′2 are determined by J′. Then
E[ωp(t1)ωq(t2)] = b
− p+q2 +1
n
q∑
r=0
(
q
r
)∑
J,J′
((
E[uJuJ′
1
vJ′
2
]− E[uJ]E[uJ′
1
vJ′
2
]
))
+ o(1)
= b
− p+q2 +1
n
q∑
r=0
(
q
r
)∑
J,J′
((
E[uJuJ′
1
]− E[uJ]E[uJ′
1
]
)
E[vJ′
2
]
)
+ o(1)
where J runs over {J ∈ {±1, . . . ,±bn}p|j1+· · ·+jp = 0} and J′ runs over {J′ ∈ {±1, . . . ,±bn}q|j′1+
· · ·+ j′q = 0}. The components of J and J′ do not take the value of 0 since u0 = v0 = 0.
Now for fixed r ∈ {0, . . . , q} consider
b
− p+q2 +1
n
∑
J,J′
((
E[uJuJ′
1
]− E[uJ]E[uJ′
1
]
)
E[vJ′
2
]
)
. (21)
From the uniform bounds of the moments of the random variables, there is a positive constant
C independent of n such that ∣∣∣(E[uJuJ′
1
]− E[uJ]E[uJ′
1
]
)
E[vJ′
2
]
∣∣∣ < C
for all J and J′.
Recall that for a vector α = (α1, . . . , αk), we set Sα = {|α1|, . . . , |αk|}. From the independence
of the random variables {ui} and {vi}, a term(
E[uJuJ′
1
]− E[uJ]E[uJ′
1
]
)
E[vJ′
2
]
in (21) is not zero only when the following constraints are satisfied:
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Constraint 1: J and J′
1
are correlated, i.e., SJ and SJ′
1
have common elements;
Constraint 2: each element in SJ ∪ SJ′
1
has multiplicity 2 or more;
Constraint 3: each element in SJ′
2
has multiplicity 2 or more.
Similarly as in the proof of Lemma 3.1, for each pair (J,J′) corresponding to a non-zero term we
do reduction and get a p+ q− 2 dimensional balanced vector L = J∨|ju|J′. From the construction
of L we notice that J′2 consists of the last q − r components of L since J and J′1 are correlated.
Different from the case in the proof of Lemma 3.1, now the image of reduction is not the whole
set of {L ∈ {±1, . . . ,±bn}p+q−2|l1 + · · ·+ lp+q−2 = 0} because of the above three constraints. Use
Σ to denote the image of reductions of the pairs of balanced vectors (J,J′) satisfying the three
constraints. From the Claim 1 in the proof of Lemma 3.1, the pre-images of a given L ∈ Σ is no
more than 2pq.
By exactly the same argument we used to get the Claim 2 in the proof of Lemma 3.1, we get
the following observation.
Observation The main contribution to (21) comes from the case that p + q is even and each
of L’s components has the same absolute value as exactly one other component of the opposite sign.
From the Constraint 3, if j′s is a component of J
′
2
, then there must be some other components
j′w1 , . . . , j
′
wα of J
′
2
such that |j′s| = |j′w1 | = · · · = |j′wα |. But all of j′s, j′w1 , . . . , j′wα appear in L
since J′2 consists of the last q − r components of L. So from the above observation j′s has the
same absolute value as exactly one other component of J′
2
which has an opposite sign as j′s. In
other words, the main contribution to (21) comes from the case that q− r is even and each of J′2’s
components has the same absolute value as exactly one other component of the opposite sign. In
this case J′
1
and J′
2
are both balanced.
So (21) equals(
b
−p+r2 +1
n
∑
J,J′
1
(
E[uJuJ′
1
]− E[uJ]E[uJ′
1
]
))(
b
− q−r2
n
∑
J′
2
E[vJ′
2
]
)
+ o(1) (22)
where J runs over {J ∈ {±1, . . . ,±bn}p|J is balanced}, J′1 runs over {J′1 ∈ {±1, . . . ,±bn}r|J′1 is balanced}
and J′
2
runs over {J′
2
∈ {±1, . . . ,±bn}q−r|J′2 is balanced}.
We can use exactly the same argument as in the proof of Lemma 3.1 to evaluate
lim
n→∞
b
−p+r2 +1
n
∑
J,J′
1
(
E[uJuJ′
1
]− E[uJ]E[uJ′
1
]
)
.
In fact, this limit is 0 when p+ r is odd. When p+ r is even, we have the same formula as (16):
lim
n→∞
b
− p+r2 +1
n
∑
J,J′
1
(
E[uJuJ′
1
]− E[uJ]E[uJ′
1
]
)
=(E[u2i ])
p+r
2
[ ∑
pi∈P˜2(p,r)
(
f˜−I (π, 1, 1) + f˜
+
I (π, 1, 1)
) ]
+
(
(E[u2i ])
p+r−4
2 E[u4i ]− (E[u2i ])
p+r
2
)[ ∑
pi∈P2,4(p,r)
(
f˜−II(π, 1, 1) + f˜
+
II(π, 1, 1)
) ]
.
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Recall that E[u2i ] = t1 and E[u
4
i ] = 3t
2
1 for all i 6= 0 and that
f˜−I (π, 1, 1) = f˜
+
I (π, 1, 1) = f˜
−
II(π, 1, 1) + f˜
+
II(π, 1, 1) = 2
p+r
2 −1
since bn = o(n) (see Lemma A.2). Therefore
lim
n→∞ b
− p+r2 +1
n
∑
J,J′
1
(
E[uJuJ′
1
]− E[uJ]E[uJ′
1
]
)
=

2
p+r
2 t
p+r
2
1
(
|P˜2(p, r)| + 2|P2,4(p, r)|
)
if p+ r is even
0 if p+ r is odd
(23)
where |P˜2(p, r)| and |P2,4(p, r)| denote the cardinalities of P˜2(p, r) and P2,4(p, r) respectively.
To evaluate lim
n→∞ b
− q−r2
n
∑
J′
2
E[vJ′
2
], consider a random Toeplitz matrix
Mn =
1√
2bn
(
wi−jδ|i−j|≤bn
)n
i,j=1
=
1√
2bn
( vi−j√
t2 − t1 δ|i−j|≤bn
)n
i,j=1
where wi =
vi−j√
t2−t1 are centered random variables with variance 1. By Lemma 2.1,
1
n
E[trM q−rn ] =
1
n
1
(2bn)
q−r
2
n∑
i=1
bn∑
j1,...,jq−r=−bn
E[wj1 · · ·wjq−r ]
q−r∏
s=1
I[1,n](i +
s∑
z=1
jz)δ(
q−r∑
z=1
jz).
Since bn = o(n), we have
1
n
n∑
i=1
lim
n→∞
∏q−r
s=1 I[1,n](i +
s∑
z=1
jz) = 1 for all j1, . . . , jq−r. Thus from
dominate convergence,
1
n
E[trM q−rn ] =
1
(2bn)
q−r
2
bn∑
j1,...,jq−r=−bn
E[wj1 · · ·wjq−r ]δ(
q−r∑
z=1
jz) + o(1)
=
1
[2(t2 − t1)] q−r2
1
(bn)
q−r
2
bn∑
j1,...,jq−r=−bn
E[vj1 · · · vjq−r ]δ(
q−r∑
z=1
jz) + o(1)
=
1
[2(t2 − t1)] q−r2
1
(bn)
q−r
2
∑
J′
2
E[vJ′
2
] + o(1)
where J′
2
runs over {J′
2
∈ {±1, . . . ,±bn}q−r|J′2 is balanced}. By Theorem 3.1 of [29] the empirical
measure ofMn converges weakly to the standard Gaussian distribution. So lim
n→∞
1
nE[trM
q−r
n ] equals
(q − r − 1)!! if q − r is even and 0 if q − r is odd. Thus
lim
n→∞
b
− p+r2
n
∑
J′
2
E[vJ′
2
] =
{
0 if q − r is odd
(q − r − 1)!!(t2 − t1) q−r2 2 q−r2 if q − r is even
. (24)
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From (22), (23) and (24) we see that(21) is not o(1) only when p− r and q − r are both even.
Thus
lim
n→∞
E[ωp(t1)ωq(t2)]
= lim
n→∞
b
−p+q2 +1
n
q∑
r=0
(
q
r
)∑
J,J′
((
E[uJuJ′
1
]− E[uJ]E[uJ′
1
]
)
E[vJ′
2
]
)
=


∑
r=2,4,...,q
(
q
r
)
t
p+r
2
1 2
p+q
2
(
|P˜2(p, r)|+ 2|P2,4(p, r)|
)
(q − r − 1)!!(t2 − t1) q−r2 if p and q are both even∑
r=3,5,...,q
(
q
r
)
t
p+r
2
1 2
p+q
2 |P˜2(p, r)|(q − r − 1)!!(t2 − t1) q−r2 if p and q are both odd
0 otherwise
(25)
because P2,4(p, r) = ∅ when p or r is odd. (We made the convention that (−1)!! = 1.)
When p and r are even, as found in the proof of Proposition 3.3,∣∣∣∣P2,4(p, r)
∣∣∣∣ = p r4 (p− 1)!!(r − 1)!!. (26)
Since P˜2(p, r) = P2(p+ r)\
({
π ∈ P2(p+ r)|π has 0 cross
} ∪ {π ∈ P2(p, r)|π has 2 crosses}
)
,
|P˜2(p, r)| =|P2(p+ r)| − |P2(p)||P2(r)| − |{π ∈ P2(p, r)|π has 2 crosses}|
=(p+ r − 1)!!− (p− 1)!!(r − 1)!!− 2
(
p
2
)(
r
2
)
(p− 3)!!(r − 3)!!
=(p+ r − 1)!!− (1 + pr
2
)(p− 1)!!(r − 1)!!. (27)
When p and r are odd, P˜2(p, r) = P2(p+ r)\
{
π ∈ P2(p+ r)|π has 1 cross
}
, so
|P˜2(p, r)| = |P2(p+ r)| − |{π ∈ P2(p, r)|π has 1 crosses}| = (p+ r − 1)!!− pr(p− 2)!!(r − 2)!!.
(28)
Plugging (26), (27) and (28) into (25) we finish the proof.
4.3 Multi-point fluctuation
We prove Theorem 1.4 in this Section.
Proof of Theorem 1.4. The proof of Theorem 1.4 contains 4 steps. But only the first two steps are
different from the corresponding steps of the proof of Theorem 1.2.
Step 1
20
By Lemma 2.1 we have that
E
[
ωp1(t1) · · ·ωpr (tr)
]
=
(√bn
n
)r
E
[(
trAn(t1)
p1 − E[trAn(t1)p1 ]
)
· · ·
(
trAn(tr)
pr − E[trAn(tr)pr ]
)]
=
(√bn
n
)r( 1√
bn
)p1+···+pr n∑
i1,...,ir=1
∑
Jl,...,Jr
E
[
(aJl(t1)− E[aJl(t1)]) · · · (aJr(tr)− E[aJr(tr)])
]
I(i1,Jl) · · · I(ir,Jr)
where each Jk = (j1(k), . . . , jpk(k)), aJk(tk) = aj1(k)(tk) · · · ajpk (k)(tk), I(ik,Jk) =
pk∏
s=1
I[1,n](ik +
s∑
q=1
jq(k)) and Jk runs over
{
(j1(k), . . . , jpk(k)) ∈ {±1, . . . ,±bn}pk
∣∣∣j1(k) + · · ·+ jpk(k) = 0}.
Step 2
We have the following the observations.
1. For fixed Jl, . . . ,Jr, if there exists 1 ≤ i ≤ r such that Ji is not correlated with any other one
of Jl, . . . ,Jr, then E[(aJl(t1) − E[aJl(t1)]) · · · (aJr(tr)− E[aJr(tr)])] must be 0 because of the
independence of a1, a2, · · · .
2. When Jl, . . . ,Jr vary, E[(aJl(t1)−E[aJl(t1)]) · · · (aJr(tr)−E[aJr(tr)])] is bounded because of
the boundedness of the moments of a1, a2, · · · . So there is some M > 0 such that
|E[(aJl(t1)− E[aJl(t1)]) · · · (aJr(tr)− E[aJr(tr)])]| ≤M
holds uniformly.
Then by applying the same argument in Step 3 and Step 4 of the proof of Theorem 1.2, we
finish the proof of Theorem 1.4.
A Some integrals in the proofs Theorem 1.2 and 1.4
To prove Theorem 1.2 and Theorem 1.4, we need to define four functions f˜+I (π, t1, t2), f˜
−
I (π, t1, t2),
f˜+II(π, t1, t2) and f˜
−
II(π, t1, t2).
Suppose b ∈ [0, 1] and t1 ≤ t2 are numbers in (0, 1/b). (We define (0, 1/0) to be (0,∞).)
Suppose p+ q is even. For π = {V1, . . . , V(p+q)/2} ∈ P2(p, q), set
ǫpi(i) =
{
1 if i is the smallest number of π−1(π(i))
−1 otherwise
where π(i) is defined in Section 2.2.
We construct a relation between two groups of unknowns y1, . . . , yp+q and x1, . . . , x p+q
2
as
ǫpi(i)yi = ǫpi(j)yj = xpi(i)
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whenever i ∼pi j. Without loss of generality suppose Vi ∩ {1, . . . , p} 6= ∅ if and only if i ≤ s. For
x0, y0 ∈ [0, 1] and x1, . . . , x p+q
2
∈ [−1, 1], we define
f˜−I (π, t1, t2) =
∫
[0,1]2
dy0dx0
∫
[−t1,t1]s
dx1 · · · dxs
∫
[−t2,t2]−s+(p+q)/2
dxs+1 · · · dx(p+q)/2
×δ(
p∑
i=1
yi)
p∏
j=1
I[0,1](x0 + b
j∑
i=1
yi)
p+q∏
j′=p+1
I[0,1](y0 + b
j′∑
i=p+1
yi)
and
f˜+I (π, t1, t2) =
∫
[0,1]2
dy0dx0
∫
[−t1,t1]s
dx1 · · · dxs
∫
[−t2,t2]−s+(p+q)/2
dxs+1 · · · dx(p+q)/2
×δ(
p∑
i=1
yi)
p∏
j=1
I[0,1](x0 + b
j∑
i=1
yi)
p+q∏
j′=p+1
I[0,1](y0 − b
j′∑
i=p+1
yi)
where δ is the Dirac function and I[0,1] is the indicator function.
For π = {V1, . . . , V p+q
2 −1} ∈ P2,4(p, q) (denoting the block with four elements by Vi), we set for
π(k) 6= i
τpi(k) =
{
1 if k is the smallest number of π−1(π(k));
−1 otherwise,
while for π(k) = i
τpi(k) =
{
1 if k is the smallest or largest number of π−1(π(k));
−1 otherwise.
For such a π, we define a relation between two groups of unknowns y1, . . . , yp+q and x1, . . . , x p+q
2 −1
as following:
τpi(u)yu = τpi(v)yv = xpi(u)
whenever u ∼pi v. For x0, y0 ∈ [0, 1] and x1, . . . , x p+q
2 −1 ∈ [−1, 1], we define
f˜−II(π, t1, t2) =
∫
[0,1]2
dy0dx0
∫
[−t1,t1]p/2
dx1 · · · dxp/2
∫
[−t2,t2](q/2)−1
dx(p/2)+1 · · · dx−1+(p+q)/2
×
p∏
j=1
I[0,1](x0 + b
j∑
i=1
yi)
p+q∏
j′=p+1
I[0,1](y0 + b
j′∑
i=p+1
yi)
and
f˜+II(π, t1, t2) =
∫
[0,1]2
dy0dx0
∫
[−t1,t1]p/2
dx1 · · · dxp/2
∫
[−t2,t2](q/2)−1
dx(p/2)+1 · · · dx−1+(p+q)/2
×
p∏
j=1
I[0,1](x0 + b
j∑
i=1
yi)
p+q∏
j′=p+1
I[0,1](y0 − b
j′∑
i=p+1
yi).
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Remark A.1. f˜±I (π, t1, t2) and f˜
±
II(π, t1, t2) are same as the functions f
±
I (π) and f
±
II(π) defined in
[28] respectively, only except that the domains of the integrals are different.
Immediately we have that when b = 0,
f˜−I (π, t1, t2) = f˜
+
I (π, t1, t2) =
∫
[−t1,t1]s
dx1 · · · dxs
∫
[−t2,t2]−s+(p+q)/2
dxs+1 · · · dx(p+q)/2 · δ(
p∑
i=1
yi),
(29)
f˜−II(π, t1, t2) = f˜
+
II(π, t1, t2) =
∫
[−t1,t1]p/2
dx1 · · · dxp/2
∫
[−t2,t2](q/2)−1
dx(p/2)+1 · · · dx−1+(p+q)/2.
(30)
Lemma A.2. Suppose p+ q is even and π1 ∈ P2(p, q). If π1 has k crosses, then when b = 0,
f˜−I (π1, t1, t2) = f˜
+
I (π1, t1, t2) = 2
p+q
2 −1 t
p+k
2 −1
1 t
q−k
2
2 . (31)
Suppose p, q are both even and π2 ∈ P2,4(p, q). Then when b = 0,
f˜−II(π2, t1, t2) = f˜
+
II(π2, t1, t2) = 2
p+q
2 −1 t
p
2
1 t
q
2−1
2 . (32)
Proof of Lemma A.2. Since π1 has k crosses, it has k blocks which intersect both {1, . . . , p} and
{p+ 1, . . . , p+ q}. Therefore π1 has p− k
2
blocks totally contained in {1, . . . , p} and q − k
2
blocks
totally contained in {p+ 1, . . . , p+ q}. By definition of the number s we have that
s =
p− k
2
+ k =
p+ k
2
.
The variables xs+1, . . . , x(p+q)/2 correspond to the blocks totally contained in {p+1, . . . , p+q} thus
can take values freely in [−t2, t2]. So their contribution to the integral is
(2t2)
((p+q)/2)−s = (2t2)(q−k)/2.
Among x1, . . . , xs, there are
p− k
2
of them corresponding to the blocks totally contained in {1, . . . , p}
and they can take value freely in [−t1, t1]. So their contribution to the integral is
(2t1)
(p−k)/2.
The other k variables of x1, . . . , xs correspond to the k crosses. They can only take value in [−t1, t1]
but not [−t2, t2] since |t1| ≤ |t2|. The restriction δ(
p∑
i=1
yi) is equivalent to the fact that the sum of
these k variables is 0. Thus this restriction will take off one degree of freedom of these k variables
and their contribution to the integral is
(2t1)
k−1.
The total integral should be the product of contribution of all variables, which is
(2t2)
(q−k)/2 · (2t1)(p−k)/2 · (2t1)k−1 = 2(
p+q
2 −1)t(
p+k
2 −1)
1 t
( q−k2 )
2 .
Thus we proved (31). (32) comes directly from (30).
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