Abstract. We consider the problem of computing the diameter of a set of n points in d-dimensional Euclidean space under Euclidean distance function. We describe an algorithm that in time O(dn log n + n 2 ) nds with high probability an arbitrarily close approximation of the diameter.
Introduction
We consider the following problem: given a set of n points in d-dimensional Euclidean space, compute the maximum pair-wise Euclidean distance between two points in the set. This problem is known as the diameter problem or the furthest pair problem. There are several e cient algorithms for the case when d = 2 32] and d = 3 3, 33, 8, 7, 28] which, however, do not extend to higher dimensional spaces. The diameter problem is one of the basic problems in high dimensional computational geometry 18, 19, 20] . 1 In this paper we consider a setting in which the number of points n and the dimension of the space d are equally important in the complexity analysis.
The exact solution to the diameter problem in arbitrary dimension can be found using the trivial algorithm that generates all possible (n 2 ) inter-point distances and determines the maximum value. This algorithm runs in time O(dn 2 ). As noted in 32] substantial improvements of the asymptotic complexity in terms ? A preliminary version of this paper has appeared in the Proceedings of the 7th
Annual European Symposium on Algorithms (ESA '99) pp. 366-377. 1 Gritzmann and Klee have proposed the term Computational Convexity to denote the study of combinatorial and algorithmic aspects of polytopes in high dimensional spaces.
of n and d must overcome the fact that for d 4 In order to obtain faster algorithms for large values of d, we relax the requirement by considering algorithms that approximate the diameter up to multiplicative factors arbitrarily close to one. A powerful tool in this approximate setting is the Johnson{Lindenstrauss (JL) Lemma (see 25, 16] ), showing that a projection of the data point set on a random linear subspace of dimension O(log n) preserves with high probability all inter{point distances within a multiplicative factor arbitrarily close to 1. Thus, with an overhead cost of O(nd log n) operations we can reduce the dimension of the ambient space to d 0 O(log n), when d (log n). Afterwards, using the trivial exact algorithm, we attain a bound O(minfnd log n + n 2 log n; dn 2 g). If, instead, Yao's second algorithm is used it is possible to achieve a bound O(minfnd log n + n 2 log s?2 n; n 2 d s?2 g).
The main result in this paper (Theorem 3) is the following: the diameter of a point-set of size n in dimension d is approximated in time O(dn log n+n 2 ) within a factor 1 + ", for any real value " > 0, with probability 1 ? . The constants hidden in the big-Oh notation depend on user controlled parameters " and , but not on d.
Our result improves asymptotically, by a factor minfd; log ng, over the trivial exact algorithm with the LJ projection in the range (1) d n. Our algorithm improves asymptotically, by a factor (minfd; log ng) s?2 , over Yao's second algorithm with the LJ projection for d in the range: 1 = 2 log log n d n. For d > n the overhead due to the application of the LJ lemma dominates any other cost in all the above mentioned algorithms.
Another ) with high probability. Their result uses the LJ projection and improves asymptotically over our bound for d < n= log n, however, for reasonable values of ", say " = 0:1, the asymptotic improvement is of the order of n 1=100 , and such gain should be weighted against a more complex coding e ort. 2 Instead, in dimensions 2 and 3, the number of diametral pairs of points is O(n) 13, 34].
Applications
One of the most interesting applications of the computation of the diameter is in clustering: we are given a set of objects, and we want to group them in such a way that objects in the same group are \similar " 22] . One strategy is to map the objects to points in Euclidean space, so that similarity is mapped into closeness, and to seek for clusters of points. One of the most natural measure of quality for a cluster is its diameter. One application is data clustering for images database 21] . To map an image into a point in an high dimensional space, we associate a dimension to each term of a wavelet expansion of the image considered as a two-dimensional piece-wise constant function 15, 24] . Thus similarity clustering of images is translated in the problem of determining clusters of such points. Other applications of clustering algorithms are in statistics, pattern recognition 31], biology, web search engines 6], distributed networks. Note that in such applications the number of dimensions is very high, thus the complexity due to the dimension must be taken into consideration in the design of e cient algorithms. On the other hand, clustering algorithms are usually based on heuristic arguments and approximations, so using an approximation of the diameter is as good as using its exact value.
A di erent application of the diameter computation is in a greedy heuristic for the maximum-weight matching problem on Euclidean graphs 2, 35] : the greedy algorithm iteratively matches a farthest pair, and deletes those two points from the set, until there are no more points. The weight of the matching produced is at least half of the weight of the maximum matching.
The Algorithm
Our algorithm has been inspired by a recent technique for nearest neighbor search described by Kleinberg 26] . Although the formulation of the closest pair problem seems not too di erent from that of the diameter (searching for the smallest interpoint distance instead of the maximum), the mathematical properties of the two problems are quite di erent so that in general not any e cient algorithm for the closest pair problem yields an e cient one for the farthest pair problem.
Intuitively, the method of Kleinberg is based on the idea that if a vector x 2 IR d is longer than a vector y 2 IR d then this relation is preserved with probability greater than 1 = 2 in a projection of x and y over a random line. Thus using several projections of the same set of vectors and a majority voting scheme we can retrieve, with probability close to one, the \actual" relative length relation between x and y. The theory of range spaces of bounded VC-dimension is invoked to determine how many random lines are needed to satisfy the constraints imposed by the error parameter " and the con dence parameter .
Organization of the Paper
In Section 2 we review some basic properties of projections of random vectors and of range spaces with bounded VC-dimension. In Section 3 we give the preprocessing and query algorithms for furthest point queries. Finally in Section 4 we apply the data structures of Section 3 to the problem of determining the diameter, thus establishing the main result.
Basic Results
We denote with S d?1 the set of directions in IR d ; it can be identi ed with the set of unit vectors, or with the set of points on the unit sphere. For any two vectors x; y 2 IR d , we de ne the set of directions over which the length of the projection of x is longer or equal than that of y: Z x;y = f v 2 S d?1 : jv xj jv yj g :
We denote with z x;y the relative measure of Z x;y with respect to the entire set of directions; it represents the probability that the projection of x on a random direction is longer than the projection of y: z x;y = jZ x;y j jS d?1 j = Pr jv xj jv yj] : Note that for x 6 = y the probability that jv xj = jv yj is null. Figure 1 shows, by means of simple geometric intersections, the angles orthogonal to directions in Z x;y (marked as \good"). Note that is uniformly distributed in 0; 2 from which the lemma follows. u t Intuitively, we want to x a set V of directions, and compare the lengths of vectors by comparing the lengths of their respective projections over elements of V , and making a majority vote. For two vectors x; y we will write that x . V y () jV \ Z x;y j 1 = 2 jV j : (1) This means that the projection of x is longer than the projection of y over at least half of the vectors in V . Note that x . V y and y . V x can simultaneously hold with respect to the same set V .
For a xed set of directions V , consider two arbitrary vectors x and y such that x is signi cantly longer than y. Lemma A range space is a pair (P; R), where P = ( ; F; ) is a probability space, and R F is a collection of measurable (w.r.t. the measure ) subsets of .
A nite set A is said to be shattered by R if every subset of A can be expressed in the form A \ R for some R 2 R. The VC-dimension VC-dim(R) of the range space (P; R) is the maximum size of a set that can be shattered by R (hence no set of size > VC-dim(R) can be shattered).
There is a natural identi cation between collections of sets and families of binary-valued function: to each subset R 2 R corresponds its indicator function f R (x) : ! f0; 1g such that f R (x) = 1 () x 2 R. This identi cation is useful to express combinations of range spaces in the following manner. 
This means that A can be used to obtain a good estimate of the measure of any set R 2 R. The main result, which follows from Lemma 2 and from a fundamental theorem by Vapnik and Chervonenkis, is the following. The lemma above permits to make comparisons in the following way: choose a set V of f("= ; ) random directions. With probability 1 ? it is a ("= )-approximation. For any x; y with (1 ? ")kxk kyk, we have that (Z x;y ) 1 = 2 +"= , by Lemma 1. By de nition of -approximation we have that jZ x;y \V j 1 = 2 jV j, so x . V y by de nition (1). This is the idea which we are going to use in the following section. However, in order to save computations, we will make comparisons using random subsets of the xed set V .
3 An Algorithm for Farthest-point Queries
We will present in this section a ("; )-approximation scheme for computing the farthest site of a query point q. This means that with probability 1 ? the algorithm gives an answer which is within a factor 1 ? " from the optimal one.
The parameters " and are chosen by the user before the algorithm starts.
Let P = fp 1 ; : : : ; p n g the set of given sites, and q 2 IR d the query point. For simplicity we will assume that n is a power of 2. 
The purpose of the algorithm is to give, with probability at least 1? , an element of Z " .
Building the Data Structure
The preprocessing stage is the following. Let " 0 = log(1 + ")= log n. We choose randomly L vectors from S d?1 , where L = f(" 0 =12; ) = (d log d log 2 n log log n). 
Processing a Query
We rst de ne the following relation between sites of P: for a set of directions ? V , we say that p i ? p j if the projection of p i is farther than the projection of p j from the projection of q, for at least half of the directions in ?. n (the value of c 1 will be given in Lemma 7). We make extractions with replacement, so we permit ? to be a multi-set. Let b = log j?j = (log log n). We assume for simplicity that b has an integer value.
We compute the values v q for all v 2 ?. Then we build a complete binary tree T of depth log n. We associate randomly the sites in P to the leaves of T. To every internal node x at height 1 h b, we associate a random subset ? x ? of size c 0 2 + c 2 h (the appropriate values for c 2 and c 0 2 will be given in Lemma 8) . To higher nodes, with height h > b, we associate the entire set ?.
Now we make a tournament between the sites, proceeding from the leaves towards the root of T: to each internal node x we associate the winner of the comparison between the sites associated to its children, with respect to the set ? x . Letp A be the winner of this tournament, i.e., the site which at the end of Phase A will be associated to the root of T.
Phase B. Independently from all the above, we randomly choose a subset P 0 P of size c 3 log 3 n, where c 3 will be de ned in Lemma 6. We compute the distances between q and the sites in P 0 . Letp B be the site of P 0 farthest from q.
The algorithm nishes returning the site amongp A andp B that is the farthest from q.
Correctness
We now prove that the algorithm correctly computes an element of Z " . First of all, observe that, as a consequence of Lemma 3, the set V created during the preprocessing is an (" 0 =12)-approximation of the range space (P; R), with probability 1 ? . In the following, we will assume that this event occurred. Proof. Let x = p i ? q and y = p j ? q. The measure z x;y of Z x;y is at least 1 = 2 + = , by Lemma 1. As V is an (" 0 =12)-approximation, the probability that an element of V belongs to Z x;y is at most " 0 =12 less than that value. So this probability is at least z x;y ? " 0 =12 1 = 2 + =5, and the lemma follows. u t Lemma 5. Suppose where we also used that e ?p e ?1=2 for p 1 = 2 .
u t
The motivation for Phase B is that if in the set Z " there are too many sites, one of them could eliminate p during the early stage of the tournament, and then be eliminated by some site not in Z " . On the other hand, if Z " is su ciently small, there is a high probability that p will reach at least level b of the tournament tree: in this case, we can show that the winnerp A is an element of Z " . Intuitively, at each comparison the winner can be slightly closer to q than the loser: if p is eliminated too early in the competition, all these small errors can take us too close to q; if instead p reaches at least level b, the nal error is small with high probability.
We begin by proving that if Z " is large, then Phase B succeeds in nding an approximate farthest-point of q with high probability: Lemma 6. If jZ " j 1 n= log 3 n, thenp B 2 Z " , with probability at least 1 ? .
Proof. When we randomly select the elements of P 0 from P, the probability of taking an element not in Z " is less than 1 ? 1 = log 3 n. The probability that no element of P 0 belongs to Z " is less than that quantity raised to power jP 0 j = c 3 log 3 n. We can choose c 3 c 3 ( 1 ; ; n) such that (1 ? 1 = log 3 n) c3 log 3 n . If we choose such a c 3 , with probability at least 1 ? there is at least one element of Z " in P 0 , sop B certainly belongs to Z " . u t
Let us see now what happens if Z " is small. De ne the constant 2 2 (") such that e ? 2 1 ? ". We denote by E 1 the following event: E 1 9 p i ; p j 2 P; i 6 = j : p j ? p i ; 1 ? 2 log n d(p i ; q) d(p j ; q) ; that is, the event that there exist two sites, whose distances from q di er signi cantly, for which the comparison based on projections on the vectors of ?
gives the wrong answer. We can give a bound to the probability that this event occurs:
Lemma 7. The probability of event E 1 is less or equal to =3. Proof. There are n(n ? 1) n 2 ordered pairs of sites to consider: for each pair we apply Lemma 5, with = 2 = log n and k = j?j = c 1 log 3 n, to bound the probability of error. The probability of E 1 is bounded by the sum of these probabilities. The lemma follows by de ning suitably the value of c 1 c 1 ( 2 ; ; n) in such a way that n 2 e ?c1 2 2 log n=36 =3.
u t Let us denote by E 2 the event \p does not reach level b in the tournament tree", that is, it is not assigned, during the tournament in Phase A, to any node at level b. Lemma 8. If jZ " j < 1 n= log 3 n, the probability of E 2 is less or equal to 2 =3.
Proof. Consider the leaf of T to which p was assigned, the node x at level b along the path from this leaf to the root (x is the node to which p should be assigned, if E 2 does not occur), and the sub-tree T x rooted at x.
We rst of all exclude the possibility that in T x there be sites of Z " other than p . The number of leaves in T x is 2 b = j?j = c 1 log 3 n, so the probability that jT x \ Z " j = 1 is n ? jZ " j 2 ("; ) and c 2 = c 2 (") such that the left factor is less than =3, and the right factor is less than 2 ?h .
Summing these quantities for h = 1; : : : ; b we nally obtain that the probability that p is eliminated is bounded by =3. Together with the fact that the probability that more than one site of Z " belongs to T x is less than =3, this implies the lemma. 
Computing the Diameter of a Point Set
We now show how to use the algorithm for farthest-point queries to nd the diameter d P of a set of points P = fp 1 ; : : : ; p n g in IR d . First of all, we use a dimension-reduction technique, by projecting all the points on a random subspace of dimension k = O(" ?2 log n). Let P 0 the resulting set of points in R k and d P 0 its diameter. The Johnson{Lindenstrauss Lemma (see 25, 16] ) afrms that with high probability all inter-point distances are preserved, so that (1 + "=2)d P d P 0 (1 ? "=2)d P .
Next, we compute the set V and the matrix M as in the preprocessing stage of the farthest-point algorithm, using "=2 as approximation parameter. For each p 0 i 2 P 0 , we perform a farthest-point query where q = p 0 i and the sites are the remaining points in P 0 ; let F " (p 0 i ) the point returned by the algorithm described in Section 3. We compute all the distances d(p 0 i ; F " (p 0 i )). Letd P 0 the maximum distance computed in this way. Our main result is the following: Theorem 3. Let d P be the diameter of the point set P, andd P 0 the value computed by the algorithm above. Then, with probability 1 ? , it holds that (1 + "=2)d P d P 0 (1 ?")d P . The complexity of the algorithm is O(nd log n + n 2 ).
Proof. Let (p ; q ) be a pair of points in P 0 such that d(p ; q ) = d P 0 . When we make the farthest-point query with q = p , the point F " (p ) is, with probability 1? , such that d(p ; F " (p )) (1?"=2)d P 0 . The valued P 0 computed in the last step isd P 0 (1 ? "=2)d P 0 (1 ? "=2) The time to perform the projection at the rst step is O(nd log n). Then we perform the preprocessing and n queries of the algorithm in Section 3, in dimension O(log n). As a consequence of Theorem 2, we obtain that the overall complexity of the algorithm is O(nd log n + n 2 ). u t Note that by taking the points whose projected distance isd P 0 , and computing their distance in the original d-dimensional space, we can obtain a valued 0 P 0 such that d P d 0 P 0 (1 ? ")d P .
Conclusions
We have shown how the application of randomized projection techniques results in an algorithm which computes an approximation of the diameter in time O(n 2 ), independent of the dimension, for dimensions up to n= log n. The algorithm is simple (although its analysis is not) and has a potential for an impact on practical application.
