Supplement 1. LTE method
Here we describe the linear trait-environment (LTE) method, which is the linear counterpart of the fourth-corner method of Dray & Legendre (2008) . See below for a detailed comparison. The LTE method relates the quantitative environmental variable x to the quantitative species trait z via the species-site data y. It differs from the fourth-corner method by using a multivariate linear regression model for the species-site data, thus allowing negative values y. In our application, sites are years and y ik = ln[index year_i, species_k /index year_i-1,species_k ].
NOTATION
The value of environmental variable x at site i is denoted by x i , the value of the trait z of species k is denoted by z k , and the population growth rate y of species k in site i is denoted by y ik (i = 1,…, n; k = 1, …, m). All these values are interval scaled, taking values on the real line.
MODEL
The LTE method starts from a multivariate linear regression of the species-site data using a single predictor variable x. This regression can be expressed as m separate simple linear regressions, one for each species:
where a k and b k are the intercept and slope for species k with respect to environmental variable x, respectively, and ε ik is a noise variable with a mean of 0 and a species-specific variance. This models the environmentally structured variation in the species-site data. We define the amount of environmentally structured variation by the sum across species of the regression sum of squares, SS x . We now relate this variation to the species trait z by a simple regression of the species-specific slopes (b k ) vs. trait z, that is:
where c and d are the intercept and slope for trait z and δ k is a species-specific noise variable with a mean of 0. By inserting this equation into Eqn (1), we obtain one regression model for all n × m data points:
, an error term with a mean of 0. Note that the errors are no longer independent. The trait-environment relationship is represented by the coefficient d and the amount of trait-environment variation is expressed as the sum of squares, SS xz , associated with the term i k x z . Eqn (3) could also be expressed as a linear mixed model, but we do not do so because we estimate parameters by least-squares and perform statistical tests by Monte Carlo permutation.
FITTING THE MODEL
The least-squares estimate of the coefficient d, d , can be calculated most easily by subtracting the means of x and z from x i and z k , respectively, and by continuing with the centered versions, denoted by the vectors x and z. With Y = [y ik ], the matrix with species-site data, we then have (see also Takane et al. 1991 , Takane & Hunter 2001 :
These results can be derived by noting that the term i k x z is orthogonal to all terms a k and x i , e.g. for the latter:
so that d can be obtained by regressing a response with elements y ik on the single predictor with elements x i z k using all n × m data points and by re-expressing the least-squares estimate in terms of the vectors x and z and matrix Y.
TESTING STATISTICAL SIGNIFICANCE
Dray & Legendre (2008) evaluated 6 permutation-based significance tests for testing the traitenvironment relationship, but none faithfully controlled the type I error. This means that these tests may indicate a trait-environment relationship more frequently than the nominal significance level (e.g. 0.05) when in fact no such relationship exists. C. J. F. Ter Braak et al. (unpubl.) showed that their sixth method (the combined method) can be transformed into a sequential test that does control the type I error. The new test is carried out as follows.
(1) Select a test statistic that is sensitive to the strength of the trait-environment relationship, for which we use SS xz , and compute its value for the data, yielding F 0 .
(2) Randomly permute the values in x and compute the statistic using the permuted x, yielding F 1 . Repeat this operation so as to yield the additional values F 2 , …, F K , where K is the number of permutations. We used K = 999.
(3) Compute the Monte Carlo significance level, i.e. compute the number of values of F 0 , F 1 , …, F K that is greater than or equal to F 0 (this number is thus at least 1), and divide by K+1. Denote the result by α 1 .
(4) Randomly permute the values in z and compute the statistic using the permuted z, yielding G 1 . Repeat this operation so as to yield the additional values G 2 , …, G K , where K is the number of permutations.
(3) Compute the Monte Carlo significance level, i.e. compute the number of values of F 0 , G 1 , …, G K that is greater than or equal to F 0 (this number is thus at least 1), and divide by K+1. Denote the result by α 2 .
(4) The final Monte Carlo significance level, α, is the maximum of the 2 significance levels, i.e. α = max(α 1 , α 2 ).
TRAIT-ENVIRONMENT CORRELATION
The fourth-corner problem linking 2 quantitative variables yields an easy to interpret correlation (Dray & Legendre 2008) . For the LTE method we define the trait-environment correlation (R) as the Pearson correlation between the species-specific slopes (b k ) and the trait z. It can be shown that R 2 is the fraction of the environmentally structured variation that can be explained by the trait, i.e. R 2 =SS xz /SS x . Note the caveat in the interpretation that R can be high even when the environmentally structured variation is small. For this reason, the squared correlation is less suited for testing.
DISCUSSION
One may wonder why we use the simple test statistic SS xz instead of an F-type statistic which compares the regression mean square with the error mean square, as is optimal in permutation tests for testing the significance of one or more regression terms in the presence of other (socalled nuisance) terms (Anderson & Legendre 1999 , Anderson & Robinson 2001 , Ter Braak & Šmilauer 2002 . The reason is that models other than Eqn (3) can be formulated that are equally appealing but that yield another error mean square. For example, by also expressing a k as a linear function of z, we obtain a standard model with main effects for x and z and the interaction between x and z, that is:
One can verify that the least-squares estimates of d in Eqn (3) and of c 3 in Eqn (6) are equal. The amounts of trait-environment variation are equal as well. A third model with the same interaction parameter and the same amount of trait-environment variation is a model with free parameters for sites (rows) and species (species) and an interaction term between x and z, that is:
This model can simply be expressed as:
where ik ỹ is the double-centered version of y ik , i.e. nm y n y m y y y
, where we use the notation that a '+' replacing an index means the sum over the index. So, only one term remains, making it unnecessary to use an F-type statistic. The proposed permutation test is thus based on a model with all variation that is either environmentally structured or traitstructured, but not both, removed. Here 'all' means variation related not only to our specific x or z, but to any environmental variable or trait.
Comparison of LTE with the fourth-corner method
The fourth-corner method (Dray & Legendre 2008) calculates a weighted Pearson correlation between the trait and the environmental variable by using all species-site combinations as cases, the measure of abundance as a weight and by assigning to each case the trait and the environmental value of the combination. This generates a weighted data set of n × m cases with 2 variables. As zero abundance implies zero weight, the standard fourth-corner method calculates the correlation between trait and environmental variable for the species-site combinations with positive abundance. The method thus has particular appeal for presenceabsence data, for which it was originally developed (Legendre et al. 1997) , and for abundance data with many zeroes. As weights must be non-negative, the method cannot be used with a measure of (change in) abundance that can be negative, e.g. when an index value decreases from one year to the next.
Whereas the standard fourth-corner method relates to doubly constrained correspondence analysis and the method of weighted averaging (i.e. methods that have appeal for unimodal relationships in niche studies; Ter Braak & Prentice 1988), the LTE method relates similarly to doubly constrained principal component analysis and linear regression. This relationship to linear methods may appear a step in the wrong direction in terms of model complexity. However, because we apply the method to log ratios or population growth rates, the method is well suited to analyze unimodal data, as shown in section 3.9 of Ter Braak & Šmilauer (2002). Table S1 . Species used for analysis in the Y and Z matrices and their traits (1: species holds trait; 0: species does not hold trait). For abbreviations of traits, see Table 1 . M: marshland species; F: forest species
LITERATURE CITED: see article

Abbreviation Species
Common name lownest fdpl fdinvert fdpisci fdmeat altr resid pmigr migr habitat AARU
Acrocephalus arundinaceus
Great reed warbler 0
Rallus aquaticus
Water rail 1 0 Table S4 . Species-specific regression coefficients (b k ) resulting from the LTE analyses for marshland species. For abbreviations of species names, see Table S1 ; for abbreviations of weather variables, see Table 2 Abbreviation Table S5 . Species-specific regression coefficients (b k ) resulting from the LTE analyses for forest species. For abbreviations of species names, see Table  S1 ; for abbreviations of weather variables, see Table 2 Abbreviation 
