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Abstract
Several interesting combinatorial coefﬁcients such as the Catalan numbers and the Bell numbers can be described either via a
3-term recurrence or as sums of (weighted) ballot numbers. This paper gives some general results connecting 3-term recurrences
with ballot sequences with several applications to the enumeration of various combinatorial instances.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Our starting point is a two-fold description of the Catalan numbers Cn = (1/(n+ 1))
(
2n
n
)
. First, consider the ballot
number recurrence:
a0,0 = 1, a0,k = 0 (k > 0),
an,k = an−1,k−1 + an−1,k + · · · + an−1,n−1 (n1).
Then a classical result says
n∑
k=0
an,k = Cn+1, an,0 = Cn for all n.
The matrix A = (an,k) indexed byN0 is lower triangular with 1’s in the main diagonal. The following table shows the
ﬁrst rows of A with the 0’s omitted:
A =
1
1 1
2 2 1
5 5 3 1
14 14 9 4 1
42 42 28 14 5 1
. . .
The numbers an,k = [(k + 1)/(n + 1)]
(
2n−k
n
)
are called the (ordinary) ballot numbers.
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The ubiquity of the Catalan numbers in enumeration problems (the book of Stanley [20] lists more than 70 instances)
is partly explained by this description via the ballot number recurrence. Very often, the set Sn to be counted can be
partitioned in a natural way into subsets Sn,k (0kn) such that the sizes an,k = |Sn,k| obey the ballot number
recurrence, resulting in |Sn| = Cn+1. We will see several examples later on.
The second description of the Catalan numbers is less well-known. Consider the 3-term recurrence:
b0,0 = 1, b0,k = 0 (k > 0),
bn,k = bn−1,k−1 + 2bn−1,k + bn−1,k+1 (n1).
Then bn,0 = Cn+1 for all n. The matrix B = (bn,k) is again lower-triangular. The table shows the ﬁrst rows:
B =
1
2 1
5 4 1
14 14 6 1
42 48 27 8 1
132 165 110 44 10 1
. . .
We see that the sum Sn = ∑nk=0 an,k of the ballot table equals the coefﬁcient bn,0 computed via a 3-term
recurrence.
It is the purpose of this paper to describe several instances where the number Sn of generalized ballot numbers
is equal to bn,0 for general 3-term recurrences. In particular, this approach via ballot tables will give some indica-
tion why, next to the Catalan numbers, the Motzkin numbers [1,7], Riordan numbers [7] and Fine numbers [11,12]
appear so often in enumeration problems. Hence the present article may be considered as a companion paper to
[7,12].
Let us consider generalized ballot numbers ﬁrst. Let  = (m0,m1,m2, . . .) be a sequence of real numbers. We
associate with  the lower triangular matrix A = (an,k) as follows (omitting the index ):
a0,0 = 1, a0,k = 0 (k > 0),
an,k = an−1,k−1 + mkan−1,k + an−1,k+1 + · · · + an−1,n−1 (n1). (1)
We call A the ballot table corresponding to . We are interested in the sum Sn =∑nk=0 an,k and the element in
column zero, Zn := an,0, for n0.
Next we turn to 3-term recurrences. Let  = (s0, s1, s2, . . .),  = (t1, t2, . . .) be two sequences of real numbers,
where ti = 0 for all i. We associate with ,  the matrix B, = (b,n,k) in the following way (again omitting the super-
scripts):
b0,0 = 1, b0,k = 0 (k > 0),
bn,k = bn−1,k−1 + skbn−1,k + tk+1bn−1,k+1 (n1), (2)
and call B,n := bn,0 the Catalan-like numbers corresponding to  and .
The recurrence (2) has been considered by many authors via continued fractions, orthogonal polynomials, generating
functions, etc. for special sequences  and  (see e.g. [2,4,13,21]). In view of later applications to enumeration problems,
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let us note some important instances where the numbers B,n are known (see [4]):
Consider = (1, 1, 1, . . .). The most interesting Catalan-like numbers arise in the case when  is constant from the
term s1 on; we then write shortly = (s0, s1):
= (0, 0), B2n = Cn Catalan number, B2n+1 = 0,
= (1, 1), Bn = Mn Motzkin number,
= (2, 2), Bn = Cn+1,
= (1, 0), Bn =
(
n
n/2
)
,
= (3, 2), Bn =
(2n + 1
n
)
,
= (0, 1), Bn = Rn Riordan number,
= (1, 2), Bn = Cn,
= (0, 2), Bn = Fn Fine number.
Other examples are
= (2, 2), Bn =
(2n
n
)
,
= (2, 1, 1, . . .),
= (2, 3), Bn = Schn Schröder number,
= (2, 2, 2, . . .)
and
= (s, s + 1), Bn =
n−1∑
k=0
N(n, k)sn−k ,
= (s, s, s, . . .) where N(n, k) = 1
n
(n
k
)( n
k + 1
)
is the Narayana number.
Finally, we note that for = (1, 2, 3, 4, . . .), = (1, 2, 3, 4, . . .) we obtain the Bell number Bn =Belln, counting the
number of partitions of an n-set, and for = (2, 3, 4, 5, . . .), = (1, 2, 3, 4, . . .) we obtain Bn = Belln+1 (see e.g. [3]).
It was shown in [2] that the generating function
B,(x) =
∑
n0
B,n x
n for = (a, s, s, . . .), = (t, t, t, . . .)
is given as follows:
B,(x) = 1 − (2a − s)x −
√
1 − 2sx + (s2 − 4t)x2
2(s − a)x + 2(a2 − as + t)x2 . (3)
Actually, in [2] only the case t = 1 is considered, but the more general result follows in the same way.
In the next section we prove the main theorem connecting ballot numbers and Catalan-like numbers, together with
some ramiﬁcations. In Section 3 we discuss several combinatorial instances, with more general weighted versions
appearing in Section 4. We follow the usual terminology, for all terms not deﬁned the reader may consult any of the
standard texts [14,17,19].
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2. Ballot numbers and Catalan-like numbers
To equate a sum Sn =∑nk=0 an,k of a ballot table A as in (1) with a Catalan-like number B,n = b,n,0 of the matrix
B, as in (2), there are two approaches:
(A) Find an explicit expression of the coefﬁcients b,n,k in terms of a

n,k .
(B) Compute the respective generating functions.
We will illustrate both methods as we go along.
In the sequel we use the following short notation:

S←→  means that Sn = B,n for all n, where Sn and B,n
are deﬁned according to (1) and (2),

Z←→  means that Zn = B,n for all n.
In this notation our starting example reads:
= (1, 1, 1, . . .) S←→ = (2, 2, 2, . . .)
= (1, 1, 1, . . .) (Sn = Bn = Cn+1),
= (1, 1, 1, . . .) Z←→ = (1, 2, 2, . . .)
= (1, 1, 1, . . .) (Zn = Bn = Cn).
Theorem 1. If  S←→  , then (a, a, )
S←→ (a+1,)
(1,) and (a, )
Z←→ (a,)
(1,) .
Proof. We prove the ﬁrst assertion, the second is shown similarly. Consider the ballot matrix A with respect to .
The columns 0, 1, . . . , 2n determine all elements down to row 2n + 1, and hence all sums Sk (k = 0, . . . , 2n + 1).
Similarly, in the matrix B, corresponding to  and , the columns 0, 1, . . . , n determine the Catalan-like numbers
B
,
k =bk,0 for k=0, 1, . . . , 2n+1. For any generating function C(x)=
∑
n0 cnx
n set C(x)=∑n0 cn+1xn, thus
C(x)= (C(x)−C(0))/x. Considering the ballot recurrence for the columns 0, 1, . . . , 2n we obtain for the generating
functions Ai(x) of the ith column up to i =2n the system, where for brevity we omit here and later often the variable x:
A0 − 1
x
= A0 = m0A0 + A1 + · · · + A2n
A1
x
= A1 = A0 + m1A1 + · · · + A2n
...
...
...
A2n
x
= A2n = A2n−1 + m2nA2n
and therefore
(1 − m0x)A0 − xA1 − xA2 − · · · − xA2n = 1,
−xA0 + (1 − m1x)A1 − xA2 − · · · − xA2n = 0,
...
−xA2n−1 + (1 − m2nx)A2n = 0.
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Denote by
M =
⎛
⎜⎜⎜⎜⎜⎝
1 − m0x −x . . . −x
−x 1 − m1x . . . −x
. . .
0 −x 1 − m2nx
⎞
⎟⎟⎟⎟⎟⎠
the matrix of coefﬁcients. By Cramer’s rule it follows that
Aj(x) = (−1)
jEj (M)
det M
,
where Ej(M) (j = 0, . . . , 2n) is the determinant of the submatrix of M with the 0th row and jth column deleted. In
particular, we obtain
Q(x) =
∑
i0
qix
i =
2n∑
j=0
Aj(x) =
∑2n
j=0 (−1)jEj (M)
det M
,
and we know that qi = Si for 0 i2n + 1.
Turning to the Catalan-like numbers deﬁned by  and , we ﬁnd in an analogous way for the column-generating
functions B0(x), . . . , Bn(x) up to n the coefﬁcient matrix
M̂ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 − s0x −t1x 0 . . . 0
−x 1 − s1x −t2x . . . 0
. . .
−tnx
0 −x 1 − snx
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Hence, by Cramer’s rule again
Q̂(x) =
∑
i0
q̂ix
i = E0(M̂)
det M̂
and we know that q̂i = B,i = Si for i = 0, . . . , 2n + 1.
Hence it remains to show that by adding a, a to  and a + 1 resp. 1 to  resp. , the corresponding generating
functions Q′ and Q̂′ agree in the coefﬁcients with index 0, 1, . . . , 2n+ 3. This will be accomplished via the following
two results.
Consider the m × m-matrix
M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 c c . . . c
c 2 c . . . c
0 c 3 . . . c
. . .
0 c
c m
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, m3.
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For i1 we denote by Mi the submatrix
Mi =
⎛
⎜⎜⎜⎜⎜⎜⎝
i c c . . . c
c i+1 c . . . c
. . .
c
0 c m
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Finally, we set
Di = det Mi with Dm+1 = 1,
Ni = E1(Mi) − E2(Mi) + E3(Mi) ∓ · · · with Nm = 1.
Note that Di and Ni have the form of the denominator and numerator of the matrix M above. The following fact is
readily seen by developing the various determinants according to the ﬁrst row.
Fact 1. Let M be as above with c = 0, i = c for all i. Then
(i) N1 = (2 − c)D3,
(ii) D1 = 1N1 + (1 − c)cD3 − (1 − c)c2N3.
Hence we ﬁnd for Q′ := N1/D1, Q := N3/D3
Q′ = 1
1 + 1 − c
2 − c c −
1 − c
2 − c c
2Q
. (4)
Now consider the matrix
M̂ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
̂1 c 0 . . . 0
c ̂2 t̂1 0 . . . 0
c ̂3 t̂2 0 . . . 0
. . .
t̂p−1
0 c ̂p
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and set D̂i = det M̂i , N̂i = D̂i+1.
The following result is immediate.
Fact 2. Let M̂ be as above with c = 0. Then
(i) N̂1 = D̂2,
(ii) D̂1 = ̂1N̂1 − c2N̂2.
Hence we ﬁnd for Q̂′ := N̂1/D̂1, Q̂ := N̂2/D̂2
Q̂′ = 1
̂1 − c2Q̂
. (5)
To end the proof we consider the case of our Theorem, that is:
1 = 2 = 1 − ax, i = 1 − mi−3x (i3), c = −x,
̂1 = 1 − (a + 1)x, ̂i = 1 − si−2x (i2), c = −x, t̂i = −tix (i1).
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By (4) and (5) we obtain
Q′ = 1
1 − (a + 1)x − x2Q, Q̂
′ = 1
1 − (a + 1)x − x2Q̂ ,
that is,
Q′ − (a + 1)xQ′ − x2QQ′ = 1,
Q̂′ − (a + 1)xQ̂′ − x2Q̂Q̂′ = 1. (6)
Since Q and Q̂ agree in the coefﬁcients up to 2n+ 1, it follows immediately from (6) that Q′ and Q̂′ agree up to index
2n + 3. 
Corollary 1. We have
(i) = (a0, a0, a1, a1, a2, a2, . . .) S←→
= (a0 + 1, a1 + 1, a2 + 1, . . .)
= (1, 1, 1, . . .)
and, in particular,
= (a, a, a, . . .) S←→ = (a + 1, a + 1, a + 1, . . .)
= (1, 1, 1, . . .),
(ii) = (a, a, s, s, s, s, . . .) S←→ = (a + 1, s + 1, s + 1, s + 1, . . .)
= (1, 1, 1, . . .),
(iii) = (a, a + s, a + 2s, a + 3s, . . .) S←→ = (a + 1, a + 1 + s, a + 1 + 2s, . . .)
= (1 + s, 1 + 2s, . . .),
(iv) = (a, a, a + s, a + 2s, . . .) S←→ = (a + 1, a + 1 + s, a + 1 + 2s, . . .)
= (1, 1 + s, 1 + 2s, . . .).
Proof. (i) and (ii) are clear by the theorem which also implies (iv) from (iii), by using  = (a + s, a + 2s, . . .)
in (iii). To prove (iii) we express the coefﬁcients bn,k of the Catalan-like matrix in terms of an,k . For this we set
bn,k =∑ni=k ( ik) an,i . Clearly bn,0 =Sn and b0,0 = 1, b0,k = 0 for k > 0. It remains to show that the bn,k’s thus deﬁned
satisfy the 3-term recurrence (2) with ,  as in (iii). For n1 we ﬁnd by (1)
bn,k =
n∑
i=k
(
i
k
)
an,i =
n∑
i=k
(
i
k
)
(an−1,i−1 + (a + is)an−1,i + an−1,i+1 + · · · + an−1,n−1).
For the coefﬁcient of an−1,i we thus obtain(
k
k
)
+ · · · +
(
i − 1
k
)
+ (a + is)
(
i
k
)
+
(
i + 1
k
)
=
(
i
k + 1
)
+ (a + is)
(
i
k
)
+
(
i + 1
k
)
.
On the other hand, we have
bn−1,k−1 + (a + 1 + ks)bn−1,k + (1 + (k + 1)s)bn−1,k+1
=
n−1∑
i=k−1
(
i
k − 1
)
an−1,i + (a + 1 + ks)
n−1∑
i=k
(
i
k
)
an−1,i + (1 + (k + 1)s)
n−1∑
i=k+1
(
i
k + 1
)
an−1,i .
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This yields for the coefﬁcient of an−1,i :(
i
k − 1
)
+ (a + 1 + ks)
(
i
k
)
+ (1 + (k + 1)s)
(
i
k + 1
)
=
(
i + 1
k
)
+ a
(
i
k
)
+ is
(
i − 1
k − 1
)
+ is
(
i − 1
k
)
+
(
i
k + 1
)
=
(
i + 1
k
)
+ (a + is)
(
i
k
)
+
(
i
k + 1
)
.
Hence we infer bn,k = bn−1,k−1 + (a + 1 + ks)bn−1,k + bn−1,k+1 for n, k0, and the result Sn = B,n follows. 
Examples. Looking at our list in Section 1 we obtain from part (i) of the corollary:
= (1, 1, 1, . . .) : Sn = Cn+1 (Catalan),
= (0, 0, 0, . . .) : Sn = Mn (Motzkin).
Part (iv) gives with a = 0, s = 1:
= (0, 0, 1, 2, 3, . . .) : Sn = Belln (Bell)
and with a = s = 1:
= (1, 1, 2, 3 . . .) : Sn = Belln+1.
Part (ii) expresses all Catalan-like numbers B(a+1,s+1)n in terms of ballot tables. For example, we obtain according to
our list:
= (2, 2, 1, 1, 1, . . .) : Sn =
(2n + 1
n
)
,
= (0, 0,−1,−1,−1, . . .) : Sn =
(
n
n/2
)
.
Corollary 2. We have
(i) = (a0, a1, a1, a2, a2, . . .) Z←→
= (a0, a1 + 1, a2 + 1, . . .)
= (1, 1, 1, . . .),
and, in particular,
= (a, s, s, . . .) Z←→ = (a, s + 1, s + 1, . . .)
= (1, 1, 1, . . .),
(ii) = (a, a + s, a + 2s, . . .) Z←→ = (a, a + 1 + s, a + 1 + 2s, . . .)
= (1, 1 + s, 1 + 2s, . . .).
Examples. Looking again at our list we obtain from part (i)
= (1, 1, 1, . . .) : Zn = Cn (Catalan),
= (0, 0, 0, . . .) : Zn = Rn (Riordan),
= (0, 1, 1, . . .) : Zn = Fn (Fine),
= (1, 0, 0, . . .) : Zn = Mn (Motzkin).
In the following two theorems we alter the ballot recurrence (1), but keep the deﬁnition of Sn as the sum of the nth row.
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Theorem 2. Consider the following recurrence with real numbers a, s:
a0,0 = 1, a0,k = 0 (k > 0),
an,0 =
n−1∑
i=0
(a + is)an−1,i (n1),
an,k =
n−1∑
i=k−1
an−1,i (n, k1). (7)
Then Sn = B,n where = (a + 1, 2, 2, 2, . . .), = (s + 1, 1, 1, 1, . . .).
Proof. Set bn,k =∑ni=k ( ik) an,i and compare coefﬁcients of an−1,i as in Corollary 1(iii). 
Examples. For a = s = 1 we obtain according to our list Sn =
(
2n
n
)
, for a = −1, s = 0 the Fine number Sn = Fn, and
for a = 2, s = 0 the binomials Sn =
(
2n+1
n
)
.
Theorem 3. Consider the “hook”-recurrence with real a:
a0,0 = 1, a0,k = 0 (k > 0),
an,0 = a(an−1,0 + · · · + an−1,n−1) (n1),
an,k = an−1,k−1 +
n−2∑
i=k−1
an−2,i (n, k1). (8)
Then Sn = B,n where = (a + 1, 1, 1, 1, . . .), = (1, 1, 1, . . .).
Proof. This time we use generating functions. Let Ak(x)=∑n0 an,kxn be the generating function of the kth column
of the ballot matrix A. As before we set C(x) =∑n0 cn+1xn. We note the product rule
(FG) = (F)G + (G)F(0) (9)
and
F = F(x) − F(0)
x
. (10)
In particular, A0 = (A0 − 1)/x and Ak = Ak/x for k1. Using the operator  the recurrence (8) transforms into
Ak(0) = k,0, (11)
A0 = a(A0 + A1 + · · ·), (12)
2Ak = Ak−1 + (Ak−1 + Ak + · · ·) (k1). (13)
To solve this system we try Ak = A1Fk−1 for some generating function F with F(0) = 0, analogous to the Riordan
group approach in [18], see also [2]. Then by (10) and (11), Ak = (A1)F k−1.
Using (9) we have (F k−1) = Fk−2(F) for k2, and thus
2Ak = (A1)F k−2(F) (k2).
Recurrence (13) translates therefore for k2 into
(A1)F
k−2(F) = (A1)F k−2 + A1(F k−2 + Fk−1 + · · ·)
= (A1)F k−2 + (A1)xF k−2 11 − F .
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Cancelling, we thus obtain the quadratic equation for F
F
x
= F = 1 + x
1 − F (14)
and hence with F(0) = 0
F(x) = 1 + x −
√
1 − 2x − 3x2
2
. (15)
Conversely we see that with F(x) deﬁned as in (15), recurrence (13) is satisﬁed for k2. Next we compute A0, A1
from (12) and (13), which will then yield the sum function S(x) =∑n0 Snxn = A0(x) + A1(x) + · · ·.
Let us consider a = 0 ﬁrst. By (13) and (12)
2A1 = A0 + (A0 + A1 + · · ·),
a2A1 = (a + 1)A0,
hence
aA1 = (a + 1)A0 − 1,
aA1 = (a + 1)xA0 − x.
By (12)
A0 − 1
x
= A0 = aA0 + aA1 11 − F = aA0 + ((a + 1)A0 − 1)
x
1 − F ,
and with a short computation using (14)
A0 = 1 + x − F1 + x − (a + 1)F . (16)
Now by (12), S(x) = a−1A0, and substituting (15) into (16) we arrive with some computation at
S(x) = 1 − (2a + 1)x −
√
1 − 2x − 3x2
−2ax + 2(a2 + a + 1)x2 (a = 0). (17)
In the case a = 0 we have A0 = 1, A0 = 0, 2A1 = S, and a similar computation yields
S(x) = 1 − x −
√
1 − 2x − 3x2
2x2
= M(x), (18)
which is the generating function of the Motzkin numbers. Comparing (17) and (18) to the expression (3) we ﬁnd that
S(x) is precisely the generating function of the Catalan-like numbers B(a+1,1)n . 
Examples. With a = 0 we obtain Sn = Mn (Motzkin number) and with a = −1, Sn = Rn (Riordan number).
3. Combinatorial instances
As mentioned in the Introduction there are a great many enumeration problems (counted by the Catalan numbers)
which can be conveniently analyzed using the ballot recurrence
an,k = an−1,k−1 + an−1,k + · · · + an−1,n−1. (19)
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The method goes as follows (compare the similar approach in [6]): We are given disjoint setsSn,k depending on two
parameters n and k, 0kn, withSn =⋃nk=0Sn,k , |S0| = 1. Suppose the following holds for all n1:
(A) There are injective maps i,j :Sn−1,i −→Sn,j for all pairs (i, j) with 0j i + 1n.
(B) Any P ∈Sn,k is the image under exactly one map i,k; let us call this pre-image P .
Then, clearly, the numbers an,k = |Sn,k| satisfy recurrence (19), and hence |Sn| = Cn+1.
Now we obtain further interpretations if the ballot sequence  = (mk) consists of 0’s and 1’s only, because mk = 1
resp. 0 corresponds simply to the fact that the map k,k : Sn−1,k −→ Sn,k is allowed resp. forbidden. According to
Corollaries 1 and 2 certain of these sequences  lead to the number sequences Cn+1, Mn, Rn and Fn. In other words:
if a familySn satisﬁes (A) and (B) and is therefore counted by Cn+1, then Corollaries 1 and 2 state which subfamilies
ofSn are enumerated by Mn, Rn or Fn, respectively.
Let us summarize these cases for convenience:
Proposition 1. (i) = (1, 1, 1, 1, . . .): Sn = Cn+1, Zn = Cn,
(ii) = (0, 0, 0, 0, . . .): Sn = Mn,
(iii) = (0, 0, 0, 0, . . .): Zn = Rn, Rn+1 = Sn − Zn,
(iv) = (0, 1, 1, 1, . . .): Zn = Fn, Fn+1 = Sn − Zn,
(v) = (1, 0, 0, 0, . . .): Zn = Mn, Sn = Mn+1.
The reader is reminded once more that in a ballot table (an,k), Sn = ∑nk=0 an,k , Zn = an,0. Hence if m0 = 0,
then Zn+1 = an+1,0 =∑i1 an,i = Sn − Zn. This explains the formulae Rn+1 = Sn − Zn resp. Fn+1 = Sn − Zn in
(iii) and (iv).
It follows, in particular, from (ii) and (iii) thatMn=Rn+Rn+1 (see [7]). Furthermore, it is easily seen andwell-known
(see [12]) that for the Fine numbers
Fn+1 =
∑
k odd
an,k (n0), (20)
where the an,k’s are the ordinary ballot numbers in (19). An alternative proof is given in the next section.
Let us illustrate this “ballot”-approach to the sequences Cn,Mn,Rn, Fn with several examples taken from [20]; see
also the references there. Most of the following results are known, the emphasis being on the common approach. We
just give the setsSn,k and the maps i,j and ; the proofs are then straightforward.
3.1. Words
The most natural example is directly inspired by (19). LetSn be the set of words w =w0w1 . . . wn with wi integral
such that
w0 = 0, 0wi+1wi + 1 (i0), (21)
andSn,k = {w ∈Sn : wn = k}, 0kn.
(A) The map i,j :Sn−1,i −→Sn,j is deﬁned as
i,j {w0w1 . . . wn−1 = i} = w0 . . . wn−1j
in accordance with (21).
(B) If w = w0 . . . wn−1k ∈Sn,k , then w = w0 . . . wn−1.
Hence |Sn| = Cn+1. Applying Proposition 1 we ﬁnd
Mn = #{w = w0 . . . wn ∈Sn : wi = wi+1},
Rn+1 = #{w ∈Sn : wi = wi+1, wn > 0},
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Fn+1 = #{w ∈Sn : wi = 0 ⇒ wi+1 > 0, and wn > 0},
Mn+1 = #{w ∈Sn : wi = wi+1 ⇒ wi = 0},
and (20) gives
Fn+1 = #{w ∈ Sn : wn odd}.
3.2. Non-crossing partitions
LetSn be the set of non-crossing set-partitions of {1, . . . , n+1}, where as usual we draw a partition on a horizontal
line, with arcs connecting the elements in a block. For example, 125–3–4 corresponds to , and non-crossing
means that is forbidden. For a partition 	 we denote by Bi the block of 	 containing i. Now we set
Sn,k = {	 ∈Sn : |Bn+1| = k + 1}.
(A) The map i,j : Sn−1,i −→ Sn,j is deﬁned as follows. Let 	 ∈ Sn−1,i . Take the j smallest elements in
Bn and merge them with n + 1 to form a new block. This gives the partition i,j (	) ∈ Sn,j . For example,
2,1(125.3.4) = 25.3.4.16 .
(B) Let 	 ∈Sn,k . Delete n + 1 and merge Bn+1\n + 1 with Bn; this gives 	 ∈Sn−1. For example: (125.3.4) =
3.124.
Hence we obtain
Cn # non-crossing partitions of {1, . . . , n},
Mn−1 # non-crossing partitions of {1, . . . , n} without singleton blocks, except possibly {n},
Rn # non-crossing partitions of {1, . . . , n} without singletons,
Fn # non-crossing partitions of {1, . . . , n} where all singletons are covered by an arc,
Mn # non-crossing partitions of {1, . . . , n} without singletons covered by an arc,
Fn # non-crossing partitions with |Bn| even.
3.3. Rooted plane trees
LetSn be the set of all rooted plane trees T on n + 1 edges, and
Sn,k = {T ∈Sn : out-degree of root = k + 1}.
The maps i,j and  are deﬁned as in the ﬁgures by moving the right-most subtrees down or up.
(A)
(B)
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Here we obtain
Cn # rooted trees on n edges,
Mn−1 # rooted trees on n edges without vertices of out-degree 1 (except possibly the root),
Rn # rooted trees on n edges without vertices of out-degree 1,
Fn # rooted trees on n edges without vertices of out-degree 1 on the leftmost branch,
Mn # rooted trees on n edges without vertices of out-degree 1 (except possibly on left-most branch).
Furthermore, (20) gives the nice result [12]:
Fn # rooted trees on n edges with even out-degree of the root.
3.4. Parallelogram animals
This example has been studied in many papers, e.g. [8–10,15]. An animal P consists of rows r0, r1, . . . , rt of lattice
points such that
(a) the points in row ri have integral coordinates (fi, i), (fi + 1, i), . . . , (i, i) with f0 = 0,
(b) fifi+1ii+1 for all i.
The number n = t + t is called the site perimeter of P. The ﬁgure shows the ﬁve animals with site perimeter 2:
LetSn be the set of parallelogram animals with site perimeter n, and
Sn,k = {P ∈Sn : 0(P ) = k}.
In other words, there are k + 1 points on the bottom line. The maps i,j and  are given as follows:
(A) Let P ∈ Sn−1,i . If j = i + 1, add a point to the bottom line, moving P one step to the right. If j i, add a new
bottom line of j + 1 points, moving P one step up.
(B) Let P ∈Sn,k . If f1 > 0 or t = 0, delete the left-most point on the bottom line. If f1 = 0, delete the bottom line.
We obtain
Cn+1 # animals with site perimeter n,
Mn # animals with site perimeter n, and 0 <1 < · · ·<t (= no walls),
Rn+1 # animals with site perimeter n, without walls and singleton rows,
Fn+1 # animals with site perimeter n, without singleton rows,
Mn+1 # animals with site perimeter n, without walls, except singleton rows.
Eq. (20) gives a further result:
Fn+1 # animals with site perimeter n, and an even number of points on the baseline.
The ﬁgure shows as an example the 6 = F4 corresponding animals with n = 3:
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3.5. Semiorders
This is a particularly nice example from [20]. Let Sn be the family of all posets on n + 1 points without induced
subposets isomorphic to or .
Such posets are called semiorders. Let P ∈ Sn and set S(x) = {z ∈ P : z<x}. It follows from the deﬁning
conditions that S(x) ⊆ S(y) or S(y) ⊆ S(x) for any two x, y ∈ P .
LetSn,k = {P ∈Sn : P has k + 1 maxima}. The maps i,j and  are given as follows:
(A) Let P ∈Sn−1,i and x1, . . . , xi+1 the maxima with S(x1) ⊇ S(x2) ⊇ · · · ⊇ S(xi+1). P ′ =i,j (P ) is obtained by
adding a new maximal element y with S(y) =⋃jk=1S(xk) ∪ {xj+1, . . . , xi+1}:
(B) If P ∈Sn,k , delete a maximal element y with largest set S(y) to obtain P ∈Sn−1.
Here we obtain
Cn # semiorders on n points,
Mn−1 # semiorders on n points such that never |S(y)| = |S(x)| + 1,
Rn # semiorders on n points such that never |S(y)| = |S(x)| + 1, and with at least two maxima,
Fn # semiorders on n points without a point that is comparable to all others,
Mn # semiorders on n points such that whenever |S(y)| = |S(x)| + 1 then y covers x,
Fn # semiorders on n points with an even number of maxima.
3.6. Number sequences
The following example ismentioned in [20] and studied in detail in [5]. LetSn be the set of all sequencesb1b2 . . . bn+1
of integers 2 such that bi divides bi−1 + bi+1 for all i, where we set b0 = bn+2 = 1. We call n + 1 the length of the
sequence. For example, for n = 2 we obtain the sequences
14321, 13521, 13231, 12531, 12341.
Let b1b2 . . . bn+1 ∈ Sn. It is easily seen that bi is a relative maximum if and only if bi = bi−1 + bi+1, that is, bi is
the sum of its two neighbors. LetSn,k be the set of sequences inSn such that the ﬁrst relative maximum appears in
position k + 1. The maps i,j and  are then:
(A) Let b1b2 . . . bn ∈Sn−1,i , then b1 . . . bj , bj + bj+1, bj+1 . . . bn ∈Sn,j .
(B) For b1b2 . . . bn+1 ∈Sn,k , delete the ﬁrst relative maximum to obtain a sequence inSn−1. We obtain:
Cn # sequences of length n,
Mn−1 # sequences of length n without bi−1 >bi > bi+1,
Rn # sequences of length n without bi−1 >bi > bi+1 and with b1 <b2,
Fn # sequences of length n with b1 <b2 such that if i is the smallest index with
b1 >bi , then bi < bi+1 or i = n + 1.
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4. Weighted versions
Let us go back to the standard example in 3.1:Sn = {P = 0w1w2 . . . wn : wi+1wi + 1}. There are a number of
interesting parameters which yield nice results in our combinatorial examples. We want to consider the following six
parameters: let P = 0w1w2 . . . wn ∈Sn. Then
b(P ) = wn (base),
e(P ) = # i : wi = wi−1 (equality),
f (P ) = # i : wiwi−1 (fall),
r(P ) = # i : wi >wi−1 (rise),
a(P ) =
∑
wi : wiwi−1 (area),
A(P ) =
∑
wi (area).
Note that f (P ) + r(P ) = n.
Proposition 2. ConsiderSn, and deﬁne the weight of P ∈Sn as W(P ) = b(P )
e(P )f (P ). Then
∑
P∈Sn
W(P ) = B,n where
= (+ 
, 1 + 
, 1 + 
, . . .)
= (, , , . . .).
Proof. DeﬁneSn,k as before, and set an,k =∑P∈Sn,k W(P ). Hence an,k is a polynomial in , 
,  with a0,0 = 1. By
the deﬁnition of b(P ), e(P ) and f (P ), we obtain the ballot recurrence
an,k = an−1,k−1 + 
an−1,k + −1an−1,k+1 + −2an−1,k+2 + · · · . (22)
With Ak(x) =∑n0 an,kxn for k0, (22) translates into
Ak = Ak−1 + 
Ak + −1Ak+1 + −2Ak+2 + · · · . (23)
Setting Ak(x) = A0(x)(F(x))k , F(0) = 0, (23) becomes
A0
kF k−1(F) = kA0Fk−1 + k
A0Fk + kA0Fk+1 + · · · ,
and hence by cancelling
F
x
= F = 1 + 
F + F 2 + F 3 + · · ·
= (1 − ) + (
− )F + 
1 − F .
Solving this quadratic equation we obtain with F(0) = 0
F(x) = 1 + (1 − 
)x −
√
1 − 2(1 + 
)x + ((1 + 
)2 − 4)x2
2(1 + (− 
)x) . (24)
Now
A0 − 1
x
= A0 = 
A0 + −1A1 + −2A2 + · · ·
= (
− )A0 + A0 1 − F ,
M. Aigner / Discrete Mathematics 308 (2008) 2544–2563 2559
and we ﬁnd by an easy calculation
A0(x) = 11 + (1 − 
)x − (1 + (− 
)x)F (x) . (25)
Finally, S = A0 + A1 + A2 + · · · = A0/(1 − F). Substituting (24) and (25), a short calculation gives
S(x) = 1 + (1 − 2− 
)x −
√
1 − 2(1 + 
)x + ((1 + 
)2 − 4)x2
2(1 − )x + 2(2 − + − 
+ 
)x2 . (26)
With a = + 
, s = 1 + 
, t = , we see that (3) transforms precisely into (26), and Sn = B,n follows. 
Corollary 3. The number of words P ∈Sn with f (P ) = f and r(P ) = r equals (1/(n + 1))
(
n+1
f
) (
n+1
r
)
.
Proof. Setting = 0, 
= 1 in Proposition 2 we obtain∑
P∈Sn,b(P )=0
f (P ) = 
∑
P∈Sn−1
f (P ) = B,n
with = (, + 1, + 1, . . .), = (, , , . . .). According to our list in Section 1 this gives the Narayana polynomial,
that is

∑
P∈Sn−1
f (P ) =
n∑
k=1
N(n, n − k)k ,
where N(n, n − k) = (1/n) (n
k
) (
n
k−1
)
, in other words
∑
P∈Sn
f (P ) =
n+1∑
k=1
1
n + 1
(
n + 1
k
)(
n + 1
k − 1
)
k−1.
Setting f = k − 1, r = n − f = n + 1 − k, we ﬁnd n + 1 = f + r + 1,
(
n+1
k
)
=
(
n+1
r
)
,
(
n+1
k−1
)
=
(
n+1
f
)
, and this is
our result. 
Let us mention two further results. For =0, 
=1, =2 we obtain B,n =Schn (Schröder number) according to the
list in Section 1, and thus
∑
P∈Sn 2
f (P )= 12Schn+1. Finally, with 
==1we have
∑
P∈Sn 
b(P )=∑nk=0 an,kk=B,n
with  = ( + 1, 2, 2, . . .),  = (1, 1, 1, . . .), where the an,k’s are the ordinary ballot numbers. For  = 2, this yields∑n
k=0 an,k2k =
(
2n+1
n
)
, and for = −1,∑nk=0 (−1)kan,k = Fn (Fine number). Since an+1,k − an+1,k+1 = an,k−1, we
thus obtain Eq. (20) Fn+1 =∑k odd an,k .
We can now apply Corollary 3 to our combinatorial instances. The interpretations are straightforward, so proofs are
omitted.
Non-crossing partitions: We ﬁnd for a non-crossing partition P of {1, 2, . . . , n}:
e(P ) = # singleton blocks among 1, . . . , n − 1,
f (P ) = (# blocks of P) − 1,
r(P ) = n − (# blocks of P).
Hence the number of non-crossing partitions of {1, . . . , n} with b blocks is (1/n)
(
n
b−1
) (
n
b
)
.
2560 M. Aigner / Discrete Mathematics 308 (2008) 2544–2563
Rooted plane trees:
e(T ) = # vertices = root of out-degree 1,
f (T ) = n − (# leaves),
r(T ) = (# leaves) − 1.
Corollary 3 yields: the number of rooted plane trees on n edges and with  leaves is (1/n)
(
n
−1
) (
n

)
.
Parallelogram animals: Let P be a parallelogram animal with site perimeter n, like in 3.4. As there we call two rows
ri , ri+1 with i = i+1 a wall. The height h(P ) is t + 1, and the width w(P ) = t + 1. Thus t + 1, t + 1 are the side
lengths of the smallest parallelogram which circumscribes P. We ﬁnd
e(P ) = # walls,
f (P ) = h(P ) − 1,
r(P ) = w(P ) − 1,
and thus the well-known result (see e.g. [8]): The number of parallelogram animals with height h and width w equals
[1/(h + w − 1)]
(
h+w−1
w
) (
h+w−1
h
)
.
Semiorders: Let P be a semiorder on {x1, . . . , xn}, and deﬁne as in 3.5 S(x) = {y ∈ P : y <x}. We know that there
is an ordering S(x1) ⊆ S(x2) ⊆ · · · ⊆ S(xn). This gives
e(P ) = # i : |S(xi)| = |S(xi−1)| + 1,
f (P ) = (# distinct S(x)) − 1,
r(P ) = n − (# distinct S(x)).
Hence, the number of semiorders on {x1, . . . , xn} with d distinct sets S(x) is given by (1/n)
(
n
d−1
) (
n
d
)
.
Number sequences: Let P = b1b2 . . . bn be a sequence as in 3.6, with b0 = bn+1 = 1. Then
e(P ) = # i : bi−1 >bi > bi+1,
f (P ) = # in : bi−1 >bi (fall),
r(P ) = # i2 : bi−1 <bi (rise).
Applying Corollary 3 we obtain the following result, ﬁrst proved in [5]: the number of these sequences with f falls and
r rises is given by (1/n)
(
n
f
) (
n
r
)
.
Finally, we turn to the area parameters. The term area is suggested by the lattice paths and parallelogram animals as
we shall see in a moment.
Proposition 3. ConsiderSn as in the previous proposition, and deﬁne the weight of P ∈Sn as Wa(P )= 
e(P )f (P )
qa(P ). Then∑
P∈Sn
Wa(P ) = B,n where = (sk), = (tk)
are given by sk = (1 + 
)qk (k0), tk = [(1 − 
)qk−1 + 
q2k−1] (k1).
Proof. The ballot recurrence is now
an,k = an−1,k−1 + 
qkan−1,k + qk(an−1,k+1 + · · · + an−1,n−1).
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Deﬁne for ik the Gauß coefﬁcient[
i
k
]
q
= (1 − q
i)(1 − qi−1) · · · (1 − qi−k+1)
(1 − qk)(1 − qk−1) · · · (1 − q)
with [ i0 ]q = 1. Setting
bn,k =
n∑
i=k
[
i
k
]
q
an,i ,
we ﬁnd by comparing coefﬁcients of an−1,i that bn,k satisﬁes the recurrence
bn,k = bn−1,k−1 + (1 + 
)qkbn−1,k + [(1 − 
)qk + 
q2k+1]bn−1,k+1.
Since bn,0 =∑ni=0 an,i = Sn, the result follows. 
Proposition 4. LetSn be as before, and deﬁne the weight of P ∈Sn as WA(P ) = 
e(P )f (P )qA(P ). Then∑
P∈Sn
WA(P ) = B,n where = (sk), = (tk)
are given by sk = qk[qk+1 + qk + 
− 1], tk = q2k−1[q2k + qk(
− 1) + − 
].
Proof. The ballot recurrence is in this case
an,k = qk(an−1,k−1 + 
an−1,k + an−1,k+1 + · · · + an−1,n−1).
Let [ i
k
]q be as in the previous proposition. Setting
bn,k =
n∑
i=k
q
−
(
k+1
2
)[
i
k
]
q
an,i ,
it is easily checked that bn,k satisﬁes the recurrence
bn,k = bn−1,k−1 + skbn−1,k + tk+1bn−1,k+1
with sk, tk as given in the proposition. Since bn,0 =∑ni=0 an,i = Sn, the result follows. 
Corollary 4. LetSn be as before. Then
(i) ∑P∈Sn qa(P ) = B,n with sk = 2qk , tk = q2k−1,
(ii) ∑P∈Sn qA(P ) = B,n with sk = q2k+1 + q2k , tk = q4k−1.
Similar results can be derived from Propositions 3 and 4 in the Motzkin case (
= 0).
Let us look once more at our examples. Again the proof of the interpretations follows directly from the deﬁnition of
the parameters. To justify the term “area” we start with the parallelogram animals and the lattice paths.
Parallelogram animals: Let P ∈ Sn be a parallelogram animal with site perimeter n; clearly P contains at least
n + 1 points. We ﬁnd
a(P ) = (# points of P) − (n + 1).
If we return to the original deﬁnition of a parallelogram animal by replacing each point by a unit square, then we see
that the number of points is precisely the area of P. Thus, a(P ) measures the excess over the minimal area n + 1 with
given site perimeter n. Setting area(P ) = a(P ) + (n + 1), we ﬁnd from Corollary 4(i)∑
P∈Sn
qarea(P ) = qn+1B,n with = (2qk), = (q2k−1).
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This result should be compared to the usual expression of the left-hand side as a quotient of generating functions (see
e.g. [8]).
Lattice paths: Let P be an n-step lattice path from (0, 0) to (n, n) never crossing the diagonal (counted by Cn), and
let Area(P ) be the area below the lattice path as in the following example for n = 4:
We ﬁnd
A(P ) =
(
n
2
)
− Area(P ).
Hence
∑
Pn-step q
A(P ) = q( n2 )Cn(1/q), where Cn(q) is the q-Catalan number as studied e.g. in [16].
Non-crossing partitions: Let P be a non-crossing partition on {1, 2, . . . , n}, and write P =B1 −B2 −· · ·−Bt where
we order the elements in each block in increasing fashion, and the blocks themselves according to their last elements
L1 <L2 < · · ·<Lt . For example, for n = 3 we obtain
1.2.3, 12.3, 1.23, 2.13, 123.
An inversion of P is a pair (Li, x) with x ∈ Bj , i < j , Li >x. We then ﬁnd
a(P ) = # inversions,
A(P ) =
t∑
i=1
∑
x∈Bi
(Li − x)
=
t∑
i=1
( |Bi |
2
)
+ # inversions.
Rooted plane trees: Let T be a rooted plane tree on n edges. We assign values recursively, v(root)= 0. Suppose v(x)
is the value of x and y1, . . . , yt are the sons of x from left to right. Then v(yi) = v(x) + (i − 1). Example:
We ﬁnd
a(T ) =
∑
v(x) over all inner vertices x,
A(T ) =
∑
v(x) over all vertices.
Semiorders: Let P be a semiorder. We ﬁnd
A(P ) = # incomparable pairs.
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Number sequences: Let P = b1b2 . . . bn be a sequence with bi |bi−1 + bi+1 for all i. Then we have
A(P ) = # {(bi, bj ) : bi not a relative maximum, i < j, bi < bj }.
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