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Abstract 
Carboni, A., S. Lack and R.F.C. Walters, Introduction to extensive and distributive categories, 
Journal of Pure and Applied Algebra 84 (1993) 145-158. 
In recent years, there has been considerable discussion as to the appropriate definition of 
distributive categories. Three definitions which have had some support are: 
(1) A category with finite sums and products such that the canonical map 6 : A x B + 
A x C+ A x (B + C) is an isomorphism (Walters). 
(2) A category with finite sums and products such that the canonical functor + : A/A x 
A/B+A/(A + B) is an equivalence (Monro). 
(3) A category with finite sums and finite limits such that the canonical functor + of (2) is an 
equivalence (Lawvere and Schanuel). 
There has been some confusion as to which of these was the natural notion to consider. This 
resulted from the fact that there are actually two elementary notions being combined in the 
above three definitions. The first, to which we give the name distributivity, is exactly that of (1). 
The second notion, which we shall call extensivity, is that of a category with finite sums for 
which the canonical functor + of definitions (2) and (3) is an equivalence. Extensivity, although 
it implies the existence of certain pullbacks, is essentially a property of having well-behaved 
sums. It is the existence of these pullbacks which has caused the confusion. The connections 
between definition (1) and definitions (2) and (3) are that any extensive category with products 
is distributive in the first sense, and that any category satisfying (3) satisfies (1) locally. 
The purpose of this paper is to present some basic facts about extensive and distributive 
categories. and to discuss the relationships between the two notions. 
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1. Introduction 
Many of the results in this paper concerning distributive categories are well 
known. What is not well known is that the natural context for many of these 
results is a category with finite sums. Typically in the past the content of the 
major theorems and proofs has been obscured by working in the presence of 
various limits. In particular, the notion of extensivity, defined at the beginning of 
the following section, implies the existence of pullbacks along the injection of a 
sum. It is probably the existence of these limits that has caused the confusion. 
The Burnside rig of a distributive category is well known [6]. It has as elements 
isomorphism classes of objects of the category, and its addition and multiplication 
are given by sums and products in the category. Just as a distributive category can 
be thought of as a category with a rig-like structure, so should an extensive 
category be thought of as a category with an Abelian-group-iike structure. As 
many results as possible will be proved using only this additive structure. In a 
later paper, the 2-category of extensive categories will be considered as analogous 
to the category Ab of Abelian groups, and, in particular, the tensor product 
defined. 
Considerable work on distributive categories has been done by Cockett [l], 
Lawvere [3], Monro [5], Schanuel [6] and Walters [7], and this paper depends on 
the work of all of them. The isolation of extensivity, and the realization that it is 
an essentially additive notion was made over a period of time and is due to the 
authors, Lawvere and Schanuel. Lawvere has independently reported this discov- 
ery in [4]. 
2. Extensive categories 
2.1. The notion of extensivity 
Definition 2.1. A category A with finite sums is called extensive if for each pair 
X, ,X, of objects in A, the canonical functor 
+ : AIX, x AIX,-A/(X, + X,) 
is an equivalence. 
It should be noted here that all limits and colimits discussed in this paper are 
finite, and mention of limits, colimits, products and so on means finite such, even 
if this is not explicitly stated. We also note that the terms ‘sum’ and ‘coproduct’ 
are synonymous, and we shall feel free to use either, from time to time. 
The following result is the key technical lemma concerning extensive categories. 
The proof is long and not particularly enlightening, but it provides an equivalent 
definition of extensivity which is both more intuitively accessible, and allows 
simpler proofs of later theorems. 
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Proposition 2.2. A category with sums is extensive iff it 
coprojections of coproducts and every commutative diagram 
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has pullbacks along 
comprises a pair of pullback squares in A just when the top row is a coproduct 
diagram in A. 
Proof. We can state this more simply by noting that provided the diagram 
commutes, the top row will be a coproduct diagram in A iff the whole thing is a 
cop;oduct diagram in A/X, + X,. Thus the proposition becomes: A category with 
sums is extensive iff it has pullbacks along injections and every diagram of the 
above form is a pair of pullback squares iff it is a coproduct diagram in 
A/X, + X2. Throughout the proof we shall abbreviate ‘is a pair of pullback 
squares’ to ‘is a pullback’, and ‘is a coproduct in A/X, + X2’ to ‘is a coproduct’. 
We shall also say that a category ‘has the extensivity condition for X, and X2’ if 
the canonical functor + corresponding to X,,X, is an equivalence. 
Assume the extensivity condition for X, and X2. Suppose that the above 
diagram, which we call D, is a coproduct. Given a commutative diagram 
RI 
I 
/ 
I 
R2 
-r I 1 
x, - x, + x, LXX, 
we can form the coproduct g, + g2 : B, + B,-X, +X2 in A/X, +X7, with 
coprojections b, and 6,. Then /3, and p, induce a unique arrow (p,, p,) : g, + 
g, -+ f. By assumption, however, f is actually f, + f2. Then by full-fidelity of the 
functor + we get a unique pair of arrows (Y, : g, +f, satisfying (p,, &)o b, = 
a, 0 (Y, = pi. But this, along with the fact that the (Y, are in the comma category 
over X, + X2, makes them the unique arrows required to make diagram D a 
pullback. Thus D is a pullback if it is a coproduct. Now we must prove the 
converse. 
Suppose that D is a pullback. We shall show that it is a coproduct in 
A/X, + X,. Essential surjectivity of + means that we can find a coproduct 
U i (1; 
A;-A-A; 
fi 
I 
I 
I 
/i 
*I I 
x,-x, +X2 AX* 
But these are a pair of commuting squares and so, as D is a pair of pullback 
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squares, they induce a unique pair of arrows 0, : Ai + A I which satisfy f, 0 0, = f i 
(making them arrows 0, : f i +f, in A/X,) and a, 0 0, = a:. 
We are still trying to show that D is a coproduct, but as sums exist we can form 
the actual coproduct 
Then the arrows a, : x, of, of, + f induce an arrow (a,, a?) : f, + f2 + f satisfying 
(a,, u2) 0 ayi = a,. But (a,, a?_) is from f, + f2 to f; + f; and so, by full fidelity of + 
we can uniquely write it as 4, + & for arrows & from f, to f: satisfying 
u;~C#Ji=(a,,u,)~(Y;=u;. 
Now if we can show that 4; and 0, are mutually inverse we shall have shown that 
diagram D is a coproduct and thus have completed half the proof: given the 
extensivity condition for X, and X2, diagram D is a pullback iff it is a coproduct. 
But 
and then as D was assumed a pullback it follows that f3,o & = 1. On the other 
hand, by the definition of the sum of two maps, we have 
(~,~e,+~~~e2)~u~=u~~~i~8i=(u,,a,)~cu,~e, 
= u,oe, = a; = (lAi + l&u: 
and so 
giving 13,o $, = 1 by fidelity of +. 
In the second part of the proof, we assume that a diagram D is a pullback iff it 
is a coproduct, and that these pullbacks exist. We now must prove the extensivity 
condition for X, and X2. The functor + induces a function 
+ : Hom(A,, B,) x Hom(A,, B,)* Hom(A, + A,, B, + B2) . 
The function + can be inverted by pulling back a given arrow in the codomain 
over the injections. This guarantees full fidelity. To show essential surjectivity, we 
must, given an arrow in the codomain pull it back along the injections; the result 
we know will have top row a coproduct. This completes the proof. 0 
Extensive and distributive categories 149 
Henceforth we shall use ‘extensivity condition’ interchangably to mean these 
two equivalent conditions. 
2.2. Extensive categories 
We note that being extensive is genuinely stronger than just having finite sums. 
The category of vector spaces over a field k has finite sums but is not extensive. 
One of the major ideas of this paper is contained in the following slogan. 
Slogan 2.3. An extensive category is one in which sums exist and are well- 
behaved. 
This manifests itself in several ways. The first is the content of the following 
theorem. 
Proposition 2.4. The free category with sums on a category A is extensive. 
Proof. We use the original form of the extensivity condition, An arrow from 
(A,);,, to X, + Xz amounts to a function f : I-+ [2] and a collection of 
arrows (Y, : A; + XrC,). Then we just split up the family (A,)i,, as 
((A,),Ef~lC,,, (4)!,,~1(2)). Th ere is an obvious pair of arrows to (X,, X2) which 
gives us essential surjectivity. Full fidelity similarly follows from the fact that we 
are really only dealing with disjoint unions of sets. 0 
By well-behaved we mean behaving similarly to those in Sets. Of course Sets is 
extensive: it is this fact which is central to the standard combinatorial proof of the 
binomial theorem. We count the functions from a set N to a disjoint union X + Y, 
and then pull back each function, using extensivity to establish a bijection with 
pairs of functions, one into X and one into Y. Also Sets is distributive; if an 
extensive category has products, then these automatically distribute over the 
sums. We defer the proof of this fact, but shall prove several other results which 
support our newly adopted slogan. The first two exhibit further similarities 
between sums in extensive categories and sums in Sets: one treating binary sums, 
the second being the corresponding result for initial objects. 
Definition 2.5. In a category with sums and pullbacks along injections, sums are 
said to be disjoint if the pullback of the injections of a binary sum is the initial 
object, and all injections are manic. 
Proposition 2.6. In an extensive category, sums are disjoint. 
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Proof. As certainly 
I 
O-A *+--!--A2 
is a coproduct, also it is a pullback. By the right-hand pullback, a2 is manic. 0 
Definition 2.7. An initial object in a category is said to be strict if any arrow into it 
is invertible. 
Proposition 2.8. In an extensive category, initials are strict. 
Proof. Given an arrow (Y : A+ 0 the diagram 
Al- 
1 
A-A 
is a pullback and so a coproduct. Any sum with injections equal can have at most 
one arrow to another object; thus ! 0 a = I,. 0 
Corollary 2.9. If A is an extensive category, then the functor 0 : l-+ A/O is an 
equivalence of categories. 0 
The next two results give us an alternative description of extensivity. The 
following definition is normally given in the context of a category with all 
pullbacks [2, p. 161. It does, however, make perfect sense given only pullbacks 
along injections, as we have in an extensive category. The reason for introducing 
a new name for what is exactly half of the extensivity condition is that it appears 
as part of the conditions for Giraud’s theorem, as will be mentioned below. 
Definition 2.10. In a category with finite sums and pullbacks along their injec- 
tions, a coproduct diagram 
x,-Lx, +x,&x7 
is said to be universal if pulling it back along any morphism into X, + X, gives a 
coproduct diagram. 
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Lemma 2.11. In an extensive category, sums are universal. 0 
Lemma 2.12. In a category with universal sums, initials are strict. 
Proof. The proof that initials in an extensive category are strict carries over 
precisely. 0 
Lemma 2.13. In any category, if sums are universal then they will be disjoint 
provided only the pullback of the injections of binary sums is the initial object. 
Proof. Form the pullback 
11 xr----+ x&x, 
hl I x I 4 I 
xAx+Y<Y 
Then X2 is initial and so by universality of sums, x, is invertible, and so x 
manic. Cl 
Proposition 2.14. A category with finite sums and pullbacks along their injections 
is extensive iff the sums are universal and disjoint. 
Proof. We know that in extensive categories, sums are universal and disjoint. In 
fact, universality of sums is exactly half of the condition of extensivity. Thus it 
remains to show that if sums are universal and disjoint then 
fl I “2 
A,-A, +A2-A2 
is a pullback. Suppose now we are given a commuting square 
f 
B-A,+A, 
6 
I 
1 I 
x,- x, +x, 
First form the pullback 
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Now 
x,0gOb2 = (h, + h7)0fob2 =xzOhl”f2 
and so by strictness of initials, B, is initial. But then by universality of sums, b, is 
invertible, and so f, 0 b, -’ is the required unique arrow of the pullback. Similarly, 
A2 is a pullback. 0 
This result, which gives us another description of extensivity, is the last we 
prove about mere extensive categories. In the next section we look at distributive 
categories, after which we return to extensive categories, considering the effect of 
adding various limits. 
3. Distributive categories 
Definition 3.1. A category with finite products and sums is said to be distributive if 
the canonical arrow 
6:AxB +AxC+Ax(B+C) 
is an isomorphism. 
Sometimes this definition includes a condition concerning the initial object. 
This is redundant, as the following proposition, due to Cockett, shows. 
Proposition 3.2. In a distributive category the projection p : A x O+ 0 is invertible. 
Proof. There is only one possible inverse, the unique arrow ! : O- A. Certainly 
we have po ! = 1. On the other hand, the distributivity axiom establishes A x (0 + 
0) as the coproduct of A x 0 with itself, the coprojections being equal. But any 
sum with coprojections equal can have at most one arrow to any other object and 
so !op=l. 0 
This is analogous to the result that in an extensive category, the canonical 
functor 0 : l+ Al0 is an equivalence. We can prove a few simple consequences of 
distributivity, already known to be true in an arbitrary extensive category. 
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Proposition 3.3. In a distributive category injections are manic. 
Proof. Given an injection a, : A, -+ A, + A, and arrows f,g : B + A L such that 
a, of = a, 0 g, we must prove that f = g. Consider the arrow 
B x (A, + A2)=B x A, + B x A2 (1nX1A1’(“)“P8)~ B X A, . 
If we compose it with 1, X a, then we get 
(1, x I,,, (‘p)~PB)~WB x a,> 
=(l,xl.,,(l;)~p,)~i,,,,=l,Xl,, 
and so 1, x a, has a retract, hence is manic. Now 
(1, x a, P (‘r’)=(,tr,)=(,~~,)=(l~xa,)~(~)’ 
Thenasl,xi,ismonicwehave(lf”)=(‘,”)andsof=g. 0 
Proposition 3.4. In a distributive category initials are strict. 
Proof. In any distributive category we have A X Oz 0, and so given an arrow 
(Y : A + 0 there is an induced arrow ( ‘,^ ) : A + 0 which satisfies p 0 ( ‘,^ ) = 1,) 
where p is the projection A x O+ A. Also, as A X 0 is initial, ( ‘,“)op = lAxO and 
so A is isomorphic to A x 0, and hence to 0. But as 0, and so A is initial, the 
isomorphism must be a. 0 
In the case of extensive categories, the companion result to this last gave us 
disjointness of sums. It does not necessarily hold in a distributive category. An 
example of a category that is distributive but does not have disjoint sums is 9X: 
the power set of a finite non-empty set X, ordered by inclusion. 
4. Extensive categories with limits 
4.1, Extensive categories that have a terminal object 
We now examine the effect of adding further limits, beginning with only a 
terminal object. First we should note that this is a genuine condition: there are 
extensive categories that do not have a terminal object. A simple example is 
obtained by taking the free category with sums on the category comprising only 
two parallel arrows. We have seen that freely adding sums to any category gives 
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an extensive one, and it is clear that this category has neither terminal object nor 
products. Another example is the category of manifolds of dimension 5 or -m. 
If a category with sums does have a terminal object, we can simplify the 
extensivity condition. 
Proposition 4.1. If a category with sums has a terminal object then it is extensive iff 
it satisfies the extensivity condition for 1 and 1. 
Proof. Suppose that the extensivity condition for 1 and 1 holds. Given that 
is a coproduct then 
is a coproduct and hence a pullback. Also 
XI x,---+x, +x, LXX2 
!I If! I 
II’ h 
!I 
1+1-l 
is a coproduct and hence a pullback, and so by a general theorem about 
pullbacks, the first diagram is a pullback too. If on the other hand the first 
diagram is a pullback, as the last is a coproduct and so a pullback, by a general 
theorem about pullbacks the second is a pullback too. But then the second is a 
coproduct, and so the first also is one. 0 
4.2. Boolean categories 
Definition 4.2. An extensive category is said to be Boolean if it has a terminal 
object and the first injection T : 1 + 1 + 1 is a subobject classifier. 
A Boolean category has even nicer sums that an extensive category. An 
example of a category that is extensive and has a terminal object, but is not 
Boolean is the category of manifolds of dimension less than five. 
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We saw that in extensive categories, injections are manic. If the category is 
moreover Boolean. then the converse is also true. 
Proposition 4.3. In a Boolean category, all monies are injections. 
Proof. Suppose A is Boolean and i : A, -+ A is manic. Then as T is a subobject 
classifier we get, uniquely, a pullback diagram 
A ,-----+A 
!I xt 1 
1 T--‘1+1 
But then we form the pullback of x, along F to give a pair of pullbacks, and 
hence, by extensivity, a coproduct, with i as coprojection. 0 
Proposition 4.4. An extensive category that has a terminal object is Boolean iff 
every manic is the injection of a coproduct, with complement unique up to a unique 
isomorphism commuting with the injection. 
Proof. One direction is essentially the content of the preceding proposition. 
Conversely if every manic is an injection as described then given i there is 
a unique map ,Y, : A-+ 1 + 1 such that X, = ! + ! and so the diagram is a 
pullback. 0 
4.3. Extensive categories that have products 
We now add the condition of not just a terminal object, but binary products, so 
guaranteeing all finite products. Again there is an example to show that this is a 
genuinely stronger notion. We take manifolds of dimension less than 5. This has 
singletons as terminal objects. In the category of manifolds, the product of two 
manifolds of dimension 4 has dimension 8. In manifolds of dimension less than 5, 
the product of two manifolds of dimension 4 does not exist. Alternatively, we 
could take the free category with sums on the category with three objects and two 
non-identity arrows: .+ - +a. 
Proposition 4.5. An extensive category with products is distributive. 
Proof. Given objects A,B, ,B,, we know that 
‘>I h, 
B,- B, + Bz+--=-B, 
‘I 
!+! 
1I’ 
1 ‘2 !L 
1+1-l 
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is a coproduct and hence a pullback. Given this pullback, it is the case in any 
category that 
is a pullback, and so, in this case, a coproduct. But this is exactly the requirement 
of distributivity. 0 
The converse is not true. A counterexample is again 9X. This is distributive 
but not extensive. 
There is a related fact about extensive categories with products worth noting at 
this stage. If we freely add sums to a category with all finite products we get a 
category that is extensive and has finite products. In particular, if we freely add 
products and then freely add sums, we get an extensive category. But freely 
adding products and then sums gives the free distributive category on a category. 
Thus we have the following important result: 
Proposition 4.6. The free distributive category on a category is extensive. 0 
4.4. Lextensive categories 
We now move on to the last stopping point in our survey of extensive categories 
with various limits: extensive categories with all finite limits. These rejoice in the 
somewhat unwieldy name of Iextensive categories. 
Definition 4.7. An extensive category with all finite limits is called lextensive. 
Again the strengthening is genuine: this time the example is Hty, the category 
of topological spaces and homotopy classes of maps. This is extensive and has 
finite products but not all finite limits. We now look at some properties of 
lextensive categories 
Proposition 4.8. A lextensive category is locally lextensive. 
Proof. This is immediate once we know how to form limits and coproducts in the 
comma category A/X. In particular, sums and pullbacks are formed as in A. 
Products are given by pullbacks in A. The terminal object is the identity arrow on 
x. 0 
Corollary 4.9. A category is lextensive iff it is locally distributive and has disjoint 
sums. 
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Proof. The previous result tells us that Iextensive categories are locally lextensive, 
and so a fortiori locally distributive. An earlier one tells us that they have disjoint 
sums. Suppose then that a category A is locally distributive and has disjoint sums. 
Local distributivity is clearly just the condition that sums are universal and finite 
limits exist. Thus we have universal and disjoint sums, finite limits, and therefore 
the category is lextensive. 0 
Disjoint sums are necessary here. The example BX once more illustrates this: 
in fact it is not only locally distributive, but locally Cartesian closed, and is still 
not extensive. 
Remark 4.10. A category is lextensive iff it has finite limits, and finite sums which 
are disjoint and universal. Lextensivity therefore forms the first part of the 
conditions given in Giraud’s characterization of Grothendieck toposes [2, pp. 
16-171. 
We have seen that the notion of lextensive category is genuinely stronger than 
that of extensive category with products. It turns out, however, that adding the 
Boolean property erodes this difference. 
Proposition 4.11. Boolean categories with products have all finite limits. 
Proof. It will suffice to show that equalizers exist. Given then a pair of arrows 
f,g : A + B in a Boolean category with products, we form the diagonal arrow 
B- B x B. This is certainly manic, and hence by the preceding result, an 
injection. Then, as we are in an extensive category, we can pull back along it. 
E-A 
I (i) 
BABxB 
Then it follows in any category that e : E+ A is the equalizer of f and g. 0 
On the other hand, being Boolean with products is strictly stronger than being 
lextensive. 
Also. adding products to a Boolean category is itself a genuine strengthening. 
Let C, be the cyclic group of order 6. Then the category of C,-sets with orbits of 
length 1, 2, or 3 (i.e. the non-transitive C,-sets) is Boolean but does not have 
finite products. 
This is the end of our results on extensive and distributive categories. The main 
results are shown in the following diagram. The objects are categorical properties. 
The arrows are to be read as implications. The labels give examples to show that 
the implications are one-way. 
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Boolean Toposx Topos 
1 
.9X 
\ 
CRI$P Sum + loc.C.Cl. 
1 
(YNh,,, 
9X 
~%le”um Lext. - loc.Dist. 
Y lijl I 
1 
Hfy 
Hty / “‘j;,sp 
Boolean + Pr. Ext. + Pr. Sum + Pr. 
%-~~tS”<,“.t, 1 
Mnf< 5 
Mnf,5 1 
vsp 
1 Mnf.. 5 
Boolean - Ext. + 1 - Sum + 1 
Mnf5 
i I 
Mof, 
Ext. 
v.sp 
> Sum 
References 
[l] J.R.B. Cockett. Distributive theories. in: G. Birtwhistle. ed., Proceedings of the Fourth Higher 
Order Workshop (Springer. Berlin, 1990). 
[2] P.T. Johnstone, Topos Theory (Academy Press, London, 1977). 
[3] F.W. Lawvere, Categories of space and of quantity, in: J. Echeverria. A. lbarra and T. Mormann, 
eds., The Space of Mathematics (De Gruyter, Berlin, 1991). 
[4] F.W. Lawvere, Some thoughts on the future of category theory, in: Proceedings of the Internation- 
al Conference held in Como, Italy, July 22-28, 1990, Lecture Notes in Mathematics. Vol. 1488 
(Springer, Berlin, 1990). 
[5] G. Monro, Unpublished notes on a talk given at the Sydney Category Seminar, 1988. 
[6] S.H. Schanuel, Negative sets have Euler characteristic and dimension, in: Proceedings of the 
International Conference held in Como, Italy. July 22-28. 1990, Lecture Notes in Mathematics, 
Vol. 1488 (Springer, Berlin, 1990). 
[7] R.F.C. Walters, Categories and Computer Science, Carslaw Publications, 1991 (Australia), 
Cambridge University Press, Cambridge, 1992 (elsewhere). 
