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Abstract
The existence and multiplicity of positive solutions are established to periodic boundary value
problems for singular nonlinear second order ordinary differential equations. The arguments are
based only upon the positivity of the Green’s functions and the Krasnosel’skii fixed point theorem.
As an example, a periodic boundary value problem is also considered which comes from the theory
of nonlinear elasticity.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction and main result
The paper is a continuation of the papers [4,7].
Motivated by the results in [2,4,5,7], we restudy the following two periodic boundary
value problems{
w′′(x)+ ρ2w(x)= f (x,w(x)), x ∈ I, 0 < ρ < 12 ,
w(0)=w(2π), w′(0)=w′(2π), (1.1)
and {−w′′(x)+ ρ2w(x)= f (x,w(x)), x ∈ I, ρ ∈ R+,
w(0)=w(2π), w′(0)=w′(2π), (1.2)
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R+), under some
conditions that are completely different from those in [4,7]. Here the symbol Car(I ×
R+; R+) denotes the set of functions satisfying the Carathéodory conditions on I × R+,
i.e.,
(i) f (· ,w) : I → R+ is Lebesgue integrable for each fixed w ∈ R+, and
(ii) f (x, ·) :R+→ R+ is continuous for a.e. x ∈ I .
Therefore,
∫ 2π
0 f (x,w)dx is continuous on R+.
By applying the Krasnosel’skii fixed point theorem, Jiang [4] proved that periodic
boundary value problems (1.1) and (1.2) without singularity have at least one positive
solution provided f (x,w) is superlinear or sublinear at w = 0+ and w = +∞. In [7],
Wang utilized the Schauder fixed point theorem to prove that the periodic boundary value
problem (1.2) with singularity has at least one positive solution provided f (x,w) is
sublinear at w=+∞. In this paper, we are also interested in positive solutions to periodic
boundary value problems (1.1) and (1.2), because only positive solutions have meaning
in some periodic boundary value problems that possess the physical background. Such a
periodic boundary value problem will be given in Section 3.
A function w(x) is said to be a positive solution to periodic boundary value
problem (1.1) (respectively (1.2)), if
(i) w(x) ∈ AC1(I), w(x) > 0 on I,w(0) = w(2π), w′(0)= w′(2π), where AC1(I) :=
{w ∈ C1(I);w′(x) is absolutely continuous on I }, and
(ii) w′′(x) + ρ2w(x) = f (x,w(x)) for a.e. x ∈ I (respectively −w′′(x) + ρ2w(x) =
f (x,w(x)) for a.e. x ∈ I).
In this paper, we always assume that f ∈ Car(I × R+; R+) and make the following
hypotheses:
(H1) There exist nonnegative-valued functions ξ(w), η(w) ∈ C(R+) and P(x),Q(x) ∈
L1(I) such that
0 f (x,w) P(x)ξ(w)+Q(x)η(w) for a.e. (x,w) ∈ I ×R+ (1.3)
and
sup
t∈R+
{
t(∫ 2π
0 P(x) dxξ(t)/η(t)+
∫ 2π
0 Q(x) dx
)
η(δj t)
}
>Bj , (1.4)
where η(w) is nonincreasing and ξ(w)/η(w) is nondecreasing on R+.
(H2) lim inf
t→0+
min
{∫ 2π
0 f (x,w)dx; δj t w t
}
t
>
1
Aj
.
(H3) lim inf
t→+∞
min
{∫ 2π
0 f (x,w)dx; δj t w t
}
>
1
.t Aj
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Aj :=min
{
Gj(x, y); (x, y) ∈ I × I
}
Bj :=max
{
Gj(x, y); (x, y) ∈ I × I
}
δj :=Aj/Bj

 j = 1,2,
where
G1(x, y)=G1
(|x − y|) :=


cosρ(π − x + y)
2ρ sinρπ
, 0 y  x  2π ,
cosρ(π + x − y)
2ρ sinρπ
, 0 x  y  2π ,
is the Green’s function for (1.1) and
G2(x, y)=G2
(|x − y|)
:=


exp(ρ(x − y))+ exp(ρ(2π − x + y))
2ρ(exp(2ρπ)− 1) , 0 y  x  2π ,
exp(ρ(y − x))+ exp(ρ(2π − y + x))
2ρ(exp(2ρπ)− 1) , 0 x  y  2π ,
is the Green’s function for (1.2).
Example. The function
f (x,w)=D| sin x|−σ
(
w2 + 1
w
)
, σ < 1,
satisfies (H1), (H2) and (H3), where P(x)=Q(x)=D| sinx|−σ , ξ(w)=w2 and η(w)=
w−1, provided that we choose
0 <D <
3√4 δj
3Bj(
∫ 2π
0 | sinx|−σ dx)
.
Remark. (H1) and (H2) allow the nonlinearity f (x,w) to have a singularity at w = 0, i.e.,
lim
w→0+
2π∫
0
f (x,w)dx =+∞.
For periodic boundary value problem (1.1), the singularity is said to be of repulsive type
(see [5,8]).
Under the hypotheses above-mentioned, we can prove the following results.
Theorem 1. Assume that f (x,w) ∈ Car(I × R+; R+), (H1) and (H2) are satisfied. Then
there exist two positive numbers α and β such that problem (1.j ), j = 1,2, has a positive
2π -periodic solution w1(x) with
0 < α < ‖w1‖< β on I.
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(1.j ), j = 1,2, has a positive 2π -periodic solution w2(x) with
0 < β < ‖w2‖< γ on I.
If (H1), (H2), and (H3) are all fulfilled, then there exist three positive numbers α, β , and γ
such that problem (1.j ), j = 1,2, has two positive 2π -periodic solutions w1(x) and w2(x)
with
0 < α < ‖w1‖< β < ‖w2‖< γ on I.
Here and henceforth ‖w‖ :=max{|w(x)|;x ∈ I } for each fixed w ∈ C(I).
Clearly, Theorem 1 extends or improves the results in [4,7].
The proof of Theorem 1 will be given in Section 2. Our arguments are based only upon
the positivity of the Green’s function Gj(x, y) and the following
Krasnosel’skii Fixed Point Theorem ([1,3]). Let E be a Banach space and let K be a
cone in E. Assume that Ω1 and Ω2 are open subsets of E with 0 ∈Ω1, Ω1 ⊂Ω2, and let
Φ :K ∩ (Ω2 \Ω1)→K be a completely continuous operator such that either
(i) ‖Φu‖ ‖u‖ ∀u ∈K ∩ ∂Ω1, and ‖Φu‖ ‖u‖ ∀u ∈K ∩ ∂Ω2; or
(ii) ‖Φu‖ ‖u‖ ∀u ∈K ∩ ∂Ω1, and ‖Φu‖ ‖u‖ ∀u ∈K ∩ ∂Ω2.
Then Φ has a fixed point in K ∩ (Ω2 \Ω1).
2. Proof of Theorem 1
A direct calculation shows that
cosρπ
2ρ sinρπ
=A1 =G1(0)G1(x, y)G1(π)= B1 = 12ρ sinρπ ,
1
2ρ sinh(ρπ)
=A2 =G2(π)G2(x, y)G2(0)= B2 = cosh(ρπ)2ρ sinh(ρπ) .
Consequently, we have that
δ1 := cosρπ, δ2 := 2
exp(ρπ)+ exp(−ρπ) =
1
cosh(ρπ)
.
It is easy to see that problem (1.j ), j = 1,2, is equivalent to the integral equation
w(x)=
2π∫
0
Gj(x, y)f
(
y,w(y)
)
dy, x ∈ I. (2.j )
To prove Theorem 1, we define a mapping Φ :K→K by setting
(Φw)(x) :=
2π∫
Gj(x, y)F
(
y,w(y)
)
dy, ∀w ∈ I,0
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F(x,w) :=
{
f (x,w) if w  δjα,
f (x, δjα) if w < δjα.
Here α is a positive number to be determined.
From the definition of Φ , we have that for any w ∈K
‖Φw‖ Bj
2π∫
0
F
(
y,w(y)
)
dy,
and hence
(Φw)(x)Aj
2π∫
0
F
(
y,w(y)
)
dy  δj‖Φw‖ for all x ∈ I,
which shows that Φ(K) ⊂K . On the other hand, it is easy to see that Φ is a completely
continuous mapping from K into itself.
First, we assume that (H1) and (H2) hold.
From (H1), we can choose a β > 0 such that
β(∫ 2π
0 P(x) dxξ(β)/η(β)+
∫ 2π
0 Q(x) dx
)
η(δjβ)
> Bj . (2.3)
It follows from (H2) that there exists a positive number α < β such that
Aj
2π∫
0
f (x,w)dx > α for all w ∈ [δjα,α]. (2.4)
Let Ωα := {u ∈ C(I); ‖u‖ < α} and Ωβ := {u ∈ C(I); ‖u‖ < β}. Then for any
w ∈K ∩ ∂Ωα, we have δjα w(x) α on I , and by (2.4)
(Φw)(x)=
2π∫
0
Gj(x, y)F
(
y,w(y)
)
dy =
2π∫
0
Gj(x, y)f
(
y,w(y)
)
dy
Aj min
{ 2π∫
0
f (y,w)dy; δjα w  α
}
> α for all x ∈ I,
which implies
‖Φw‖> ‖w‖ ∀w ∈K ∩ ∂Ωα. (2.5)
Let w ∈K ∩ ∂Ωβ, then δjβ w(x) β on I and by (2.3)
‖Φw‖Bj
2π∫
f
(
y,w(y)
)
dy  Bj
2π∫ (
P(y)ξ
(
w(y)
)+Q(y)η(w(y)))dy
0 0
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2π∫
0
η
(
w(y)
)(
P(y)ξ
(
w(y)
)
/η
(
w(y)
)+Q(y))dy
Bj
2π∫
0
η(δjβ)
(
P(y)ξ(β)/η(β)+Q(y))dy < β,
which implies
‖Φw‖< ‖w‖ ∀w ∈K ∩ ∂Ωβ. (2.6)
From (2.5), (2.6) and the second part of the Krasnosel’skii fixed point theorem, we know
that Φ has a fixed point w1 in K ∩ (Ωβ \Ωα) with
α < ‖w1‖< β.
Consequently, we have
w1(x)= (Φw1)(x)=
2π∫
0
Gj(x, y)F
(
y,w1(y)
)
dy
=
2π∫
0
Gj(x, y)f
(
y,w1(y)
)
dy on I,
which means that w1(x) ∈ AC1(I) is a positive 2π -periodic solution to problem (1.j ),
j = 1,2.
Next, we assume that (H1) and (H3) are satisfied. In this case, we have (2.6).
From (H3), it follows that there exists a γ > β such that
Aj
2π∫
0
f (x,w)dx > γ for all w ∈ [δjγ, γ ]. (2.7)
Let Ωγ := {w ∈ C(I); ‖w‖ < γ } and let w ∈K ∩ ∂Ωγ . Then δjγ  w(y) γ on I and
by (2.7)
(Φw)(x)Aj
2π∫
0
f
(
y,w(y)
)
dy Aj min
{ 2π∫
0
f (y,w)dy; δjγ w γ
}
> γ on I,
which implies
‖Φw‖> ‖w‖ ∀w ∈K ∩ ∂Ωγ . (2.8)
From (2.6), (2.8) and the first part of the Krasnosel’skii fixed point theorem, we know
that Φ has a fixed point w2 ∈K ∩ (Ωγ \Ωβ) with
β < ‖w2‖< γ.
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of course.
Finally, we assume that (H1), (H2) and (H3) are all fulfilled. Repeating the above
arguments, we can lead to the conclusion that Φ has a fixed point w1 ∈K ∩ (Ωβ \Ωα) and
another fixed point w2 ∈K ∩ (Ωγ \Ωβ), with
α < ‖w1‖< β < ‖w2‖< γ.
The functions w1(x) and w2(x) are, of course, positive 2π -periodic solutions to problem
(1.j ), j = 1,2. Theorem 1 is thus proved.
3. An example
The periodic boundary value problem{
u′′(t)= p(t)u2 − u+ u−5, t ∈ J := [0, T ],
u(0)= u(T ), u′(0)= u′(T ), (3.1)
comes from the theory of nonlinear elasticity and models the radial oscillations of an elastic
spherical membrane made up of a Neo–Nookean material, and subjected to an internal
pressure. Here the pressure p(t) is in C(J ; R+) or in L1(J ; R+) and u(t) is the ratio of
the deformed radius of the membrane at time t with respect to the undeformed radius, and
hence u(t) > 0 on J (see [6]).
Motivated by problem (3.1), Geate and Manasevich [2] considered a general periodic
boundary value problem of the form{
u′′(t)= g(t, u), t ∈ J := [0, T ],
u(0)= u(T ), u′(0)= u′(T ), (3.2)
with g :J ×R→R continuous and employed the variational method to prove that problem
(3.2) has a pair of T -periodic solutions under some condition imposed on g(x,u). Also
motivated by problem (3.1), Rachu˚nková [5] dealt with a more general periodic boundary
value problem of the form{
u′′(t)= f (t, u(t), u′(t)), t ∈ J := [0, T ],
u(0)= u(T ), u′(0)= u′(T ), (3.3)
where f ∈ Car(J ×R+×R;R) and f has a repulsive singularity at u= 0+ in the sense of
lim
u→0+
f (t, u, v)=+∞, for a.e. t ∈ J and each v ∈ R,
and utilized the method of upper and lower solutions to present sufficient conditions for
the problem (3.3) to have at least two positive T -periodic solutions. From the results for
(3.2) and (3.3) in [2,5], they came to the following same conclusion.
Theorem 2. The problem (3.1) has at least two positive T -periodic solutions if p(t) ∈
C(J ;R+) and
0 <p1 :=min
t∈J p(t) < maxt∈J p(t)=: p2 <
6
77/6
. (3.4)
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conclusion:
(i) If p(t)≡ 0, then u(t)≡ 1 is a positive solution to problem (3.1).
(ii) If p(t)≡ 6/77/6, then u(t)≡ 71/6 is a positive solution to problem (3.1).
(iii) If p(t) > 6/77/6, then problem (3.1) has no positive solution.
We are now going to apply Theorem 1 to problem (3.1) to treat the case where p1 = 0.
To this end, we assume that u(t) is a positive T -periodic solution to problem (3.1). Then
w(x) := u(T /(2π)x) satisfies the periodic boundary problem{
w′′(x)= (T /(2π))2(p(T /(2π)x)w2(x)−w(x)+ 1/(w5(x))),
w(0)=w(2π), w′(0)=w′(2π), (3.5)
i.e., problem (3.1) is equivalent to problem (3.5).
For simplicity and also for ease of representation, here we deal with only the case
T < π . In this case, problem (3.5) can be written as{
w′′(x)+ ρ2w(x)= P(x)w2(x)+ ρ2w−5(x)=: f (x,w(x)),
w(0)=w(2π), w′(0)=w′(2π), (3.6)
where ρ := T2π < 12 , and P(x) := ρ2p(T x2π ). Thus, problem (3.1) is equivalent to the
problem (3.6). By applying Theorem 1, we can obtain the following result.
Theorem 3. Assume that 0 < T
π
< 1, p(t) ∈ L1(J ; R+) and
0 <
T∫
0
p(x) dx <D :=
(
2× 66/7 cos5(T /2) sin(T /2)
7T 1/7
)7/6
.
Then problem (3.1) has at least two positive T -periodic solutions.
Proof. By Theorem 1, we only need to prove that the function f (x,w) in problem (3.6)
satisfies (H1), (H2) and (H3).
Define a function F :R+ →R+ by
F(w) :=
2π∫
0
P(x) dx w2 + 2πρ
2
w5
= T w
2
2π
T∫
0
p(x) dx + T
2
2πw5
.
It is obvious that
lim
s→0+
s→+∞
min
{
F(w); δ1s w  s
}=+∞.
This shows that f (x,w) satisfies (H2) and (H3).
Let Q(x)= ρ2, ξ(w)=w2, and η(w)=w−5. Then (1.3) holds and
sup
0<w<+∞
w(∫ 2π
P (x) dx ξ(w)/η(w)+ ∫ 2π Q(x) dx)η(δ w)0 0 1
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0<w<+∞
2πδ51w
6(
T w7
∫ T
0 p(x) dx + T 2
)
= 2πδ
5
1
(
6T /
∫ T
0 p(x) dx
)6/7(
T
(
6T /
∫ T
0 p(x) dx
) ∫ T
0 p(x) dx + T 2
)
>
2πδ51(6T )6/7
7T 2D6/7
= π
T sin(T /2)
= 1
2ρ sin(ρπ)
= B1,
i.e., (1.4) is fulfilled. Thus, Theorem 3 follows from Theorem 1. ✷
Theorem 3 is valid for the case that p(t) is such that
p(t)=
{
t−σ , 0 < t  ε, σ ∈ (0,1),
0, ε < t  T ,
where ε satisfies ε1−σ < (1− σ)D.
We notice that the results in [2,5] needs the condition that
p1 :=min
{
p(t), t ∈ J }> 0.
As a result, the results in [2,5] can not be applied to this case.
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