A Radial Basis Boltzmann Machine (RBBM) is a specialized Boltzmann Machine architecture that combines feed-forward mapping with probability estimation in the input space, and for which very e cient learning rules exist. The hidden representation of the network displays symmetry breaking as a function of the noise in the dynamics. Thus, generalization can be studied as a function of the noise in the neuron dynamics instead of as a function of the number of hidden units. We show that the RBBM can be seen as an elegant alternative of k-nearest neighbor, leading to comparable performance without the need to store all data. We show that the RBBM has good classi cation performance compared to the MLP. The main advantage of the RBBM is that simultaneously with the input-output mapping, a model of the input space is obtained which can be used for learning with missing values. We derive learning rules for the case of incomplete data, and show that they perform better on incomplete data than the traditional learning rules on a`repaired' data set.
Introduction
Many classi cation tasks can successfully be performed by neural networks (like the Multi-Layer Perceptron (MLP) (Rumelhart et al., 1986) ), provided that a data set of examples exists. As MLPs are easy to implement and lead to good results, many applications have been reported (see, for instance, (Lee, 1991) and many others). Realizing, however, that there is usually noise in the data or overlap between the classes one is in general interested in the probability distribution (PD) over the classes given an input vector. In general, networks like the MLP are not speci cally well-suited for this, since the activity of the output units can not directly be interpreted in terms of a probability. Networks with an internal probabilistic dynamics (like Boltzmann Machines (BMs) (Ackley et al., 1985) ), however, do give this PD. A second reason to prefer BMs is found in the fact that they do not only classify, but also model the input distribution by being trained on the joint probability of input and output. Letting a network classify a pattern that is very unlike any pattern it has been trained on leads to a random answer. One could reject the output of the network if the a priori probability of the input vector (as modeled by the network) is too low. Varying the rejection level one can adjust the number of rejections. Excluding these outliers leads to better performance, as we shall see. Secondly, the model of the input space can be used to train a network from incomplete data. Missing values often occur in real-world data, so, for a network to be robust it must be able to deal with this. Excluding or`repairing' incomplete data vectors is inferior to training directly from the incomplete data.
The main reason why BMs are not used much is the fact that calculating the partition function Z involves a sum over exponentially many terms. Even obtaining a good estimate of Z by simulation of the Glauber dynamics is time-consuming. However, in (Kappen, 1993) it has been shown that by introducing strong inhibitory connections between the hidden units such that only one of them There is no distinction between input and output units. The bottom units are visible, whereas the top units are hidden. The hidden units s j for j = 1; : : : ; h are binary (0 or 1) and are fully connected. The connections with circles refer to strong (and xed) inhibitory weights such as to lead to winner-take-all, whereas the connections with arrows refer to learnable weights. The units x i for i = 1; : : : ; n are real-valued. The units y k for k = 1; : : : ; m are binary ( 1). The z units are also binary (0 or 1) and are separated into r groups. The number of units in group l (= 1; : : : ; r) is r l . Within each group l the r l units (denoted z la for a = 1; : : : ; r l ) are fully connected to perform winner-take-all. Every visible unit is connected to every hidden unit by means of a connection with a learnable weight. The weight between x i and s j will be denoted w ij . The weight between y k and s j will be denoted v jk . The weight between z la and s j will be denoted u jla .
can be active at any moment the BM becomes tractable while still being a universal classi er. Here we will investigate the performance of this architecture, and derive learning rules for the case of incomplete examples.
In neural networks, model parameters like the weights between the neurons are typically learned from the examples in the training set. Although some theory exists, values for the other parameters, like the number of hidden units, are usually determined more ad hoc, while the performance on the test set (or better: on a cross-validation set) serves as a criterion. The brute force approach is to train several networks with di erent numbers of hidden units, and to choose the best network. Another approach is to add hidden units during learning as long as this is bene cial (Hirose et al., 1991) . Here we will expand on a method proposed in (Rose et al., 1992) which varies, during learning, the e ective number of hidden units, i.e., the number of hidden units that represent di erent vectors. This paper is organized as follows. In Section 2 we introduce our architecture. In Section 3 we de ne the cost-function in weight-space. In Section 4 we discuss unsupervised learning. In Section 5 we discuss supervised learning. In Section 6 we derive learning rules for incomplete data and show some numerical results. We nish with the discussion and the conclusions in Sections 7 and 8.
The Architecture
Recently, a specialized Boltzmann Machine (BM) architecture was developed that combines feedforward mapping with probability estimation in the input space (Kappen, 1995) . Because of its resemblance with Radial Basis Networks, it is called a Radial Basis Boltzmann Machine (RBBM). An example of such an architecture is shown in Figure 1 . The main di erences in comparison with normal BMs (Ackley et al., 1985) are the presence of continuously-valued neurons and lateral inhibition between the z units in the visible layer and between the units in the hidden layer.
The continuously-valued units are used to represent continuous data. For these units the traditional Glauber dynamics must be replaced by (for instance) a Langevin type dynamics:
with E the energy of the current state of the BM and Gaussian white noise with standard deviation 1= p 2 .
The lateral inhibition between a group of z units is used to create winner-take-all within this group. Thus, the state of such a group can be interpreted as representing a nominal value, i.e., an element from a nite alphabet. When only two z units are connected as in Figure 1 their e ect is the same as that of one y unit; it codes two classes. A group of more than two z units has independent meaning.
3 Probability Density Estimation ) :
We have included the bias through v j0 by de ning y 0 = 1. The lateral inhibition in the hidden layer greatly reduces the size of the state space. Calculating the normalization factor Z involves summing over h terms, whereas the corresponding sum for the original BM involves 2 h terms. In spite of this great reduction a RBBM is, however, still a universal classi er (Kappen, 1993) . This network can be used to perform Probability Density Estimation (PDE). The data set de nes a desired probability density:
q(x; y; z) = 1 P X n (x ? x ) m yy r zz ;
where P is the number of training patterns, n is the n-dimensional delta function, and m yy and r zz are the m-and r-dimensional Kronecker delta. This PD can be compared to the observed PD, using the Kullback-Leibler divergence (Kullback, 1959) 
q(x; y; z) log q(x; y; z) p(x; y; z) ;
as a distance measure, since K 0 and K = 0 , p = q. Together with (1) and ignoring a term that only depends on q this leads to
iter. time (in sec.) CGD EM 1832 277 292.0 51.4 Table 1 : The number of iterations and the training time with Conjugate Gradient Descent and EM for clustering data from the Kantor set (to be studied later).
So, minimizing K is equivalent to maximizing the log likelihood of the training set.
In Appendix A we will derive learning rules based on gradient descent on K, and learning rules based on Expectation-Maximization (EM) (Dempster et al., 1977) . EM leads to a drastic reduction in the training-time compared to Conjugate Gradient Descent. In Table 1 the number of iterations and the training time with EM is compared to training with di erent methods for the Kantor problem which we will study later in more detail. On this problem (and on most others) EM is clearly the fastest algorithm. We have, however, on rare occasions also noticed extremely slow convergence like that studied in (Lansky and Casella, 1990 ).
Unsupervised Learning
When the only visible units are x units the learning can be seen as being unsupervised, i.e., all the x units are inputs and the network should cluster the data.
The weights that minimize K depend on . In fact, the solutions for di erent values of are qualitatively di erent. In the limit of # 0 it can be shown that @K=@w ij = 0 , w ij = hx i i. As an analog this can be compared to the fact that by looking at the data set from a large distance, one interprets the whole set as only one cluster. In the limit of ! 1 hard clustering is obtained again, and the hidden units specialize on the training data. So, given that the number of hidden units exceeds the number of training points, each training point will be represented by at least one hidden unit. This represents the situation that one takes a microscopic view and assigns every data point to a di erent cluster. As increases from an initial small value the number of hidden units that represent di erent vectors also increases. This breaking happens in a continuous way, as opposed to discrete jumps. Another way of stating this is that small changes of result in small changes of the optimal weight vector. This suggests a cooling schedule, starting at a high noise level (low ) and gradually (in discrete steps) decreasing the noise. For every value of the weights should be adjusted to minimize K. Because of the continuity of the breaking process a solution for one value of is very good initialization for the next value of . As we will see later on, this approach su ers less from local minima in comparison to traditional clustering methods. Figure 2 shows an example of symmetry breaking on data from the Kantor set. This set can be obtained by starting with one interval 0; 1] and iteratively removing the middle third of the remaining intervals. The set of points that remain in the limit (we stopped after 20 iterations) are structured in many hierarchies. We took a random sample of 64 training points and 64 points for cross-validation. A RBBM with 64 hidden units was trained on the training set. The RBBM displays symmetry breaking as described in (Rose et al., 1990; Rose et al., 1992; Rose et al., 1993) . There, the free energy is minimized, which is equal to minimizing the Kullback distance, because K = P F + n 2 log : The RBBM can be compared to other methods for unsupervised clustering. One of the standard methods is the k-mean clustering algorithm (MacQueen, 1967) . Given k kernels y j the objective is to position these kernels in such a way as to minimize the average of the squared distances between the data points x and its nearest kernel. So, the following cost function is minimized
where j( ) is the index of the kernel nearest to x . This is a hard clustering scheme, as can be seen by rewriting (4) as
and observing that E is a sum of squares weighted by a delta function, i.e., most terms in the sum vanish. Using, instead of this delta function, a continuously-valued function leads to a weighted sum in which all the terms contribute. We have seen that our architecture performs a sort of soft clustering, and we will see that this leads to better solutions. One serious disadvantage of methods based on hard clustering (like, for instance, the LBG algorithm (Linde et al., 1980) ) is that they su er from local minima. NP-hard optimization problems usually have a very rough energy landscape. So, by doing gradient descent from an initial point the quality of the solution that will be found very much depends on the choice of the initial point (the quality of the initialization). In this sense methods based on iterative improvement are circular; a good solution can only be obtained if one already has a reasonably good solution.
Also, as a second problem, it is not a priori clear how many kernels are needed. To iteratively add kernels during optimization one needs a strategy where to place the new kernels. We have seen that for the architecture of a RBBM we do not have to make these choices; they are the result of the dynamics.
To see that the RBBM nds good solutions we have compared the RBBM to LBG (by taking = 1 in our RBBM) for the problem of unsupervised learning the Kantor set. We took a random sample of 64 points from this set and trained a RBBM with 16 hidden units. At the optimal temperature ( = 300) the number of e ective hidden units was 8. To yield a fair comparison we also used 8 hidden units in the hard clustering scheme. After 20 runs we compared the distortion measure E. In Table 2 the results are shown. The RBBM clearly outperforms LBG. So, we can conclude that the RBBM nds better solutions, and that they are more robust.
Thus, our learning procedure is as follows. Given a data set we randomly divide it into a training set, a cross-validation set, and a test set. Then, for a sequence of increasing we optimize the weights w, , and to minimize the Kullback distance K on the training set. Given enough hidden units, the optimal value of K decreases as increases. This is because q (the desired PD) is a sum of delta-peaks, and for high the Gaussians in p approach delta-peaks. The Kullback distance on the cross-validation set, however, in generally optimal for nite . For larger the model is overtrained, as it specializes on the individual data points of the training set. With the optimal value of (and the corresponding weights) determined, we measure the performance on the test set, i.e., the Kullback distance or the distortion measure. For supervised learning the same learning procedure is followed. Then a natural performance measure is the % correct classi cation. Note that the performance can not be spoiled by having too many hidden units, since the performance is determined by the number of groups into which the hidden units have broken, and not the speci c number of hidden units per group. Therefor, we will generally start o with more hidden units that needed, but only report the number of e ective hidden units for optimal .
During learning one complication appears. After optimizing at a certain value of the hidden units will be broken into a certain number of groups, and within such a group all weights w j will be equal. In order to initiate the breaking process at the next value of this symmetry between the hidden units must be broken. As noted in (Dersch and Tavan, 1994) this can be done by adding noise to the on-line learning process. For batch learning only once (at every temperature) some noise has to be added to the weights w, and the amount of noise needed is in fact very small.
Supervised Learning
For a supervised learning problem we generally have to include y or z units. Note that this is not so by de nition, since the concepts`input' and`output' are external to our architecture. Let us assume that next to some x units we have one y unit. When a RBBM is trained on a classi cation task x 7 ! y it learns the joint probability p(x; y). This probability distribution consists of two parts: a prior part p(x) and a conditional part p(yjx). The w-weights represent p(x) and show the same breaking as with unsupervised learning. The -weights represent p(yjx) and classify each cluster in x-space. For each value of the RBBM shows di erent classi cation behavior. For low there is only one cluster and represents the unconditional p(y). As (and the number of clusters) increases the hidden units become more specialized on regions of the input-space, and becomes a more specialized classi er. In the limit of ! 1 every hidden unit is specialized on one data point.
As we will see, as increases from an initial low value the typical classi cation performance on an independent data set starts low, then increases, and nally decreases again. The optimal value of can be obtained through cross-validation. Figure 3 shows a 1-dimensional classi cation problem. The data is a random sample from 2 Gaussians centered at 0, but with di erent variance. The Gaussians represent di erent classes that are a priori equally probable. The training set and test set both consist of 100 points.
For k-nearest neighbor classi cation (averaged over 180 random samples of a training set and a test set) we see the percentage correct classi cation as a function of k in Figure 3 (Top right). For k = 1 the theoretical percentage correct classi cation (in the limit of in nitely large training and test set) can easily be calculated, and turns out to be 60%. As k approaches 100 the percentage correct classi cation approaches 50, as expected. Optimal classi cation (66%) is obtained for k = 17.
Training a RBBM on the data results in similar results. Only one run is shown, since di erent runs lead to very similar performance. For low values of the classi cation of the training set and the test set is both 50%. This is because for low all hidden units contribute equally to the classi cation. Moreover, since the hidden units represent the training set, they show the same proportion in the number of units for each class as the training set. So the classi cation becomes the simple`largest set' algorithm (or zero-hypothesis) that assigns every point to the same class, i.e., the class that is largest in the training set. This is equal to the k-NN algorithm, with k equal to the number of training points. For high values of only the hidden unit that is closest contributes to the classi cation. So every point is assigned to the class of the nearest neighbor, i.e., the 1-NN algorithm, which results in 60% correct for our example. As can be seen from Figure 3 ( Table 3 : The size of four classi cation problems. The data sets for the rst three problems are divided into a training, a cross-validation, and a test set as described in (Prechelt, 1994) . For the last problem all 50 points from class three are put in the test set. The rest of the data is divided randomly. Table 4 : The performance of the RBBM compared to a MLP. The optimal number of hidden units and the % correct classi cation on the test set are shown. = 2:2 and results in 68% correct classi cation, which is equal to the theoretical optimum obtained by placing the decision boundaries where the two Gaussians cross. At the optimal temperature the hidden units were broken into 27 di erent groups. So for di erent values of di erent solutions are found and by stopping at the optimal value of the solution cannot be spoiled by too many hidden units.
We conclude that as a classi er the RBBM can be seen as an elegant alternative of the k-nearest neighbor algorithm. Our plays a similar role as k; k determines the number of data points used to classify an input, whereas determines the size of a part of the input-space that is used for classi cation. Or, more precise, the network operates as a weighted distance classi er. It is more elegant because the RBBM has a compact representation without the need to store all data.
We now show the results on some well-known classi cation problems. Table 3 shows the sizes of these data sets. In Table 4 the results obtained with our RBBM are compared to those stated in (Prechelt, 1994) . The fact that the RBBM needs more hidden units than the MLP can be explained by the fact that while both methods have to learn the classi cation task the RBBM also has to learn the input distribution. This model of the input can be used as a criterion for rejection or novelty detection. When the network is queried on an input that is very unsimilar to any of the inputs it has been trained on it could, instead of blindly classifying it, reject the query. We can see the e ect of this in the following example. We split the data from class 0 and 1 from the iris data set into a training set of 25 point, a cross-validation set of 25 points, and a test set of 50 points. Then we added the data from class 2 to the test set. So, half of the test data is from a class the RBBM will not be trained on. After training we compared p(x) as modeled by the network for all points in the test set. From this, we can make Figure 4 by rejecting the data with lowest p(x) and counting how many from each class were rejected. By rejecting, for instance, 50% we nd than nearly all data from class 2 have been rejected.
We conclude that the classi cation performance of the RBBM and the MLP are about equal for the examples that we have seen, and that the RBBM can use the input model as a criterion for rejection or novelty detection. 6 Incomplete Data
The training of neural networks can be hindered by incomplete examples, i.e., examples with missing values. Deleting these examples means losing (possibly valuable) statistical information. Another option is`repairing' the examples by estimating a value for each missing eld. One can, for instance, take the average of a eld over all examples (or over the k-nearest neighbors) which are de ned on that eld. But this alters the problem to be learned, since the`repaired' data set may no longer be a good representation of the problem domain. This problem cannot be ignored, since for many practical application of high dimensionality nearly all examples have some missing values. This may occur, for instance, when merging databases from di erent sources, or when the data set contains examples from di erent experiments with some di erent elds. After adjusting all this data to a common format, a lot of examples may contain empty elds. Another situation where missing values is the rule instead of the exception is incomplete-information learning where the student is only shown incomplete examples. This task is not unrealistic, since every object in the world has a very large number of features, but only a few are needed for recognition. Several methods have been proposed to deal with the problem of missing data from a statistical viewpoint (Sneath and Sokal, 1973; Kittler, 1978; Dixon, 1979; Zagoruiko and Yolkina, 1982; Little and Rubin, 1987; Little, 1993) . The correct way to handle this, of course, is to realize that every incomplete example is linked to a conditional probability distribution over all possible values on its missing elds, given the values in the known elds (Ahmad and Tresp, 1993) . This conditional probability distribution is generally unknown. One way to obtain a good approximation is to model the probability distribution of the whole data set. Here we derive a learning rule for such a model that can cope with incomplete examples in an optimal way, i.e., without loss of information, but also without altering the problem.
Learning Rules
We can use the RBBM described above to derive learning rules for the case of incomplete examples. The advantage of this approach is that the same model that is used to t the data is also used to ll in the missing values. Let x c denote the known part of x, and x u the unknown part. Identically, y is split into y c and y u , and z is split into z c and z u . For these partial data vectors we will write number number number of data points of inputs of classes total train cross test iris glass 4  9  3  6  150  214  50  107  50  54  50  53  Table 5 : The size of two classi cation problems. The data sets are randomly divided into a training, a cross-validation, and a test set. the pattern index in the subscript. We assume that the probability distribution over the unknown part given the known part is modeled by the network:
q(x u ; y u ; z u jx c ; y c ; z c ) = p(x u ; y u ; z u jx c ; y c ; z c ):
Together with (1) and (2) So, learning rules based on the gradient are not more complex in the case of missing data. In fact, they lead to somewhat faster computations because two-point correlations between a hidden unit and a visible unit only have to be computed over the examples which are de ned on the corresponding visible eld.
Numerical Results
The learning rules that we have described have been used to train a RBBM (supervised) on the iris and on the glass data sets. Table 5 shows the sizes of these data sets. We have compared the strategy of leaving the missing elds open to that of lling in the missing eld with the value of that eld of the nearest neighbor. The data was randomly divided into a training set, a cross-validation set, and a test set. After training the RBBM on the training set (and using the cross-validation set to nd the optimal value of ) the network was judged on its ability to classify the examples in the test set. This was repeated 50 times for both iris and glass, for a factor of missing values ranging from 0% to 90%. The result can be seen in Figure 5 . For very high percentages of missing values both approaches, of course, perform very bad. Our results on the iris problem are similar to the ones stated in (Ghahramani and Jordan, 1994) . Since they do not mention cross-validation as their means of determining the optimal number of Gaussians, the comparison is not accurate. Also, there model contains a`full' covariance matrix per Gaussian, whereas the covariance matrix for our model is I (with I the identity matrix) for every Gaussian. So, our model has less degrees of freedom per Gaussian, but in return it contains symmetry breaking which leads to good solutions.
Discussion
We have seen that in the weights w symmetry breaking occurs. This also happens in the presence of a binary unit. However, then the breaking occurs separately for the data with +1 on the binary eld, and the data with -1. In other words, for every the solution is completely broken in the binary dimension. With more binary units the situation becomes worse, since the solution will now be broken in all binary dimensions, and the actual breaking will only occur between data points which are the same on all binary dimensions. One way to reintroduce breaking in all dimensions is to model discrete data by continuously-valued units. Preliminary studies show that by doing this the optimal solution is again independent of the number of hidden units in the network, while the classi cation performance is not e ected.
An extension of the network would be to introduce more interesting covariance matrices. Every Gaussian now has a very simple covariance matrix, being I. By giving every hidden unit its own j some probability distributions can be modeled more accurately. In fact, by introducing a`full' covariance matrix one can model even more probability distributions more acurately. However, in these cases it is not clear how to do cooling in such a way as to assure that the optimal weight vector remains a continuous function of the cooling-parameter. This continuity is a useful factor in avoiding local minima. So, it is not a priori clear that such an extension would lead to a better network in the sense of training cost as opposed to classi cation performance.
Conclusions
We have described an architecture for joint probability density estimation based on Boltzmann Machines that contains continuously-valued, binary, and tabular visible units. For this architecture (with inhibition in the hidden layer) e cient learning rules exist. The network contains a classication model and an a priori model. The classi cation performance is comparable to that of a Multi-Layer Perceptron. In addition, the model of the input space can be used for rejecting queries, for novelty detection, and for learning from incomplete data. The learning rules we have derived for the case of incomplete data perform better than the traditional learning rules on a`repaired' data set.
The network displays symmetry breaking in the hidden layer as a function of the noise in the neuron dynamics. So, the search for the optimal number of e ective hidden units becomes a search for the optimal noise level. This leads to a cooling procedure; starting with much noise and in several steps reducing the noise, optimizing the weights at every level of the noise. Even with a simple cooling schedule the symmetry breaking that occurs avoids local minima e ciently. So, the solutions are robust; there is no need to do several runs before a good solution is obtained.
A Learning Rules
For the calculations to come, and to gain more insight, it will be advantageous to do the follow- A.1 Gradient Descent
Gradient descent on K leads to simpler learning rules than the ones given in (Ackley et al., 1985) , namely (analogous to (Kappen, 1993 
where p(jjx; y; z) = p j (x; y; z) p(x; y; z) : During optimization one complication arises. The value of K can not be computed for points in weight-space that do not satisfy this constraint. When numerical optimization algorithms (like Conjugate Gradient Descent) try to evaluate such a point one can return the cost of the nearest legal point plus a penalty term proportional to the squared distance to this legal point. This secures that after convergence the solution is feasible.
A.2 EM
Here we will show that the Expectation-Maximization (EM) algorithm (Dempster et al., 1977) can be applied to the RBBM, even when the training data has missing values. EM is an iterative procedure to nd a PD for missing data x h (hidden variables) given the known data x v (observed variables) in such a way as to maximize the log likelihood of the data. This is done by iteratively maximizing the following function Q(WjW Setting the gradient of Q to 0 leads to a set of equations that can be solved, which gives j = f hs j i ; w ij = hx ij s j i hs j i ; jk = hy jk s j i hs j i ; jla = f jl hz jla s j i hs j i :
The variables on the left-hand side are the new weights W, whereas the right-hand side is a function of the old weights W 0 . The free variables f and f jl appear because (10) is invariant under scaling of or jl . Being irrelevant, they may be chosen 1.
When the data has missing values, (15) 
Setting the gradient of Q to 0 leads to a set of equations that can be solved, which gives j = f hs j i ; w ij = h x ij s j i hs j i ; jk = h y jk s j i hs j i ; jla = f jl h z jla s j i hs j i (18) with x, y and z as de ned in (7), (8) and (9). Again, f and f jl may be chosen 1. As can be seen, the computational complexity of training the RBBM is not increased in case of missing values. In the absence of missing values the formulas given above reduce to the standard formulas for EM applied to a BM.
