We propose a new algorithm to find the generalized singular value decompositions of two matrices with the same number of columns. We discuss in detail the sensitivity of our algorithm to errors in the entries of the matrices and suggest a way to suppress this sensitivity.
Introduction
The Singular Value Decomposition (SVD) used in mathematics [6] and in numerical computations [5] is a very useful and versatile tool. It is used in statistics in Principal Component Analysis (PCA) [7] and recently became very useful in analysis of DNA microarrays [1] .
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Let R m , M mn (R), O md (R), M n (R), S n (R), GL n (R), O n (R) be the linear space of real column vectors with m coordinates, the linear space of real m × n matrices, the subset of m × d matrices whose d (≤ m) columms is an orthonormal system, the algebra of n × n real matrices, the subspace of n × n real symmetric matrices, the group of n×n real invertible matrices and the subgroup of n×n orthogonal matrices. As usual, for S ∈ S n (R) we let S ≥ 0 if S is nonnegative definite and S > 0 if S is positive definite. As in [5] Note that d is the rank of A, denoted by rank A. The columns of U and the rows of V T form an orthonormal basis of the column and the row space of A respectively. In this paper we will use mostly the reduced SVD, which has all the information available in A. In many applications as DNA analysis, image processing or data analysis, one can compress the data by observing that there is a small number of significant singular values σ 1 ≥ ... ≥ σ t > 0, while other singular values σ t+1 , ..., are much smaller than σ t or equal to zero numerically. (We call t the numerical rank of A.) Then the compressed SVD of A will be given by
A 1 can be viewed also the noise reduction of A. This approach is used in [4] for finding the missing entries of the matrix A. Let A ∈ M mn (R) and B ∈ M ln (R). Then the Generalized Singular Value Decomposition (GSVD) of A and B [5] is given by A = F ΓR, B = G∆R, F ∈ O m (R), G ∈ O l (R), R ∈ GL(n, R), (1.3) and Γ ∈ M mn (R), ∆ ∈ M ln (R) are diagonal matrices with the diagonal elements, called the generalized singular values, γ 1 , ..., γ min(m,n) ≥ 0 and δ 1 , ..., δ min(l,n) ≥ 0 respectively. (In general it is impossible to arrange the both sets of the singular values in a decreasing order.) GSVD became important recently in DNA microarrays analysis as a tool to compare two sets of DNA microarrays of different organisms [2] and [3] . (See §2 for more details.)
The numerical difficulties obtaining a stable GSVD decomposition can be partially attributed to the fact that the nonzero pair (γ i , δ i ) = (0, 0) is determined up to a multiple by a positive scalar [5] , [8] and [9] . The main feature to the existing algorithms for GSVD is the observation that the eigenvalues of the pencil δ 2 A T A − γ 2 B T B are the generalized singular values of the pair A, B.
The aim of this paper is to give a new robust algorithm to compute the reduced GSVD of A and B. The main feature of our approach is to consider the eigenvalues of the pencil A T A − φ 2 (A T A + B T B). Furthermore, to reduce the "noise" in the data represented by A, B we have to replace P = A T A + B T B by a lower rank matrixP , using the significant singular values of P . OnceP is chosen the low rank approximations ofÃ,B of A, B, such thatÃ TÃ +B TB =P , are determined. Thus our algorithm computes GSVD of the pencilÃ TÃ −φ 2P . In applications, as microarrays analysis, the choice ofP is left to the judgement of the user.
We now survey briefly the content of our paper. In §2 we discuss our main algorithm for GSVD. It is given in terms of matrices and it is self contained. In §3 we discuss two numerical algorithms to obtain stable GSVD decompositions of A, B. In §4 we discuss a random example of A 0 ∈ M 8,7 (R), B 0 ∈ M 9,7 (R) both of rank 2, such that the intersection of the row space of A 0 and B 0 is a subspace of dimension 1. Then the rank of P 0 = A T 0 A 0 + B T 0 B 0 is 3, and A 0 , B 0 have three nonzero pairs of singular values: (1.0, 0.0), (0.681, 0.732), (0.0, 1.0), up to 3 significant digits. In the terminology of microarrays we deduce that the two different organisms have three distinct functions, with exactly one common function.
Next we consider the random perturbation of A 0 , B 0 given by matrices A, B. We replace this perturbation by A 1 , B 1 of ranks 2 using the SVD of A 1 , B 1 . The matrix P := A T 1 A 1 + B T 1 B 1 has three large singular values of magnitude 10 8 , the fourth singular value is of order 10 4 and the rest three singular values are less than 10 −2 . (We used floating point precision rounded off to 10 digits.) We first assumed that P has r = 3 significant singular values. Then GSVD decomposition of the appropriate approximationsÃ,B of rank 2 of A 0 , B 0 is reasonably close to the original GSVD decomposition of A 0 , B 0 . Next we assume that P has r = 4 significant singular values. In the Appendix ( §5) we give a short summary of SVD for a linear operator that maps one finite dimensional inner product space to another finite dimensional inner product space, over the complex numbers C. This approach can be considered as a base free approach to the SVD. For one matrix A ∈ M mn (C) it yields an extended singular value decomposition, called ESVD, obtained by introducing any two inner products on the linear space C m and C n . Then the GSVD of A ∈ M mn (C), B ∈ M ln (C) described in §2 is the ESVD of A and B obtained by choosing a special inner product on C n and the standard inner products on C m and C l . We hope that the ESVD introduced here will have more applications in the near future.
An exact algorithm for GSVD
We now describe briefly the main steps in our algorithm for the reduced GSVD for a given pair A ∈ M mn (R), B ∈ M ln (R). (In this section we assume that A, B have no "noise".) First we compute the three symmetric nonnegative definite matrices
Assume that the reduced singular value decomposition of P , having rank r, is
(The k − th column of O is an eigenvector of P corresponding to the eigenvalue ω 2
are nonnegative definite and Q A + Q B is r × r identity matrix I r . The spectral decompositions of Q A and Q B are given by
Then the GSVD of A and B is given by
The matrices U and W are easily obtained from the equalities Proof. Clearly the matrices P A , P B and P are nonnegative definite. The reduced SVD of P is the spectral decomposition of P corresponding to the positive eigenvalues of P . Observe
Let (2.4) be the spectral decomposition of Q A . Then (2.10) implies (2.5) and (2.6).
Assume for simplicity of the exposition that We conclude this section with the following remarks. First, we consider the interpretation of GSVD in comparing two sets of DNA microarrays of different organisms as discussed in [2] .
represent the measurements for the i and p genome of the two different organisms, represented by the matrices A and B, in the measurement j = 1, ..., n. (We assume for the simplicity of the exposition that A, B do not have errors (noise). We address the problem of noise filtering of A, B in the next section.) The number r appearing in the GSVD (2.8) is the number of total functions of the DNA of the two organisms observed in the n experiments is k. If Second, from the proof of Theorem 2.1 it follows that the information given in (2.8) is equivalent to the following Finally we discuss the uniqueness GSVD decompositions in (1.3). As in the case SVD of a matrix, where it makes sense to consider the reduced SVD, it makes sense to consider the reduced GSVD of the form
Note that we in the above decomposition we can replace Γ, ∆, R by ΓD, ∆D, D −1 R respectively, where
(2.14)
it follows that rank P = rank R = r.
Assume the reduced GSVD of the form (2.13) with the normalization (2.14) . Then this GSVD is given by some decomposition described by Theorem 2.1.
Hence the row space of P is equal to the span of the row spaces of A and B, denoted by V ⊂ R n . Similarly, the equality (2.15) yields that the row space of P is equal to the row space of R. Since rank R = r it follows that the rows of R form a basis of V. Let (2.8) be a GSVD given by Theorem 2.1. Then the rows of V T span V.
Hence R = X T V T for some X ∈ GL r (R). (2.13) yields
Use the definitions of O, Ω, Q A , Q B , T given in Theorem 2.1 and (2.10) to deduce
The last equality yields that T X is an orthogonal matrix. The first equality yields that the diagonal entries of Γ 2 are the eigenvalues of Q A and the columns of T X are the corresponding eigenvectors of Q A . Hence V 1 := OΩT X, Γ and ∆ are matrices described by Theorem 2.1. Therefore the decomposition (2.13) with the normalization (2.14) is of the form given by Theorem 2.1. 2
Two numerical algorithms
In this section point out two numerical algorithms to compute GSVD for A ∈ M mn (R), B ∈ M ln (R). In the first algorithm we replace A, B by A 1 , B 1 using the significant singular values of A, B of their corresponding SVD as explained in §1.
(A 1 , B 1 are the compressed SVD of A, B.) Then we form the matrices
Next we consider the SVD of P , i.e. its spectral decomposition, and assume that P hasr significant singular valuesr ≤ rank P . LetP be the compressed SVD of P :
(The k−th column ofÕ is an eigenvector of P corresponding to the eigenvalueω 2 k for k = 1, ...,r.) FormQ A and compute its spectral decomposition, which determines Φ andΨ:Q
Then the first rankΦ columns ofŨ and the last rankΨ columns ofW are effectively determined by the equalities
We now explain why we need the additional noise reduction in P , after we already performed the noise reduction in A, B. Assume that the ideal data was given by
Assume that interesting case rank P 0 < n.
The given matrices A, B are perturbations of A 0 , B 0 . Suppose that rank A 1 = rank A 0 , rank B 1 = rank B 0 . However, as we shall see in the next section, with high probability rank P = min(rank A 0 + rank B 0 , n) > rank P 0 . Still P will have rank P 0 significant singular values. ThusP is the correct approximation of P 0 , andÃ,B are the approximation of A 0 , B 0 with the property dimÃ T R m ∩B T R l = c.
In the second algorithm we simply let A 1 = A and B 1 = B, i.e. we do not perform the noise reduction in A, B. We just perform the noise reduction in P . ThenÃ,B are the noise reductions of A, B with the properties as above.
Numerical examples
One way to obtain a random matrix E ∈ M pq (R) of rank t, in general, is to use the following procedure: In what follows we assume that r A 0 +r B 0 ≤ n. Then it is straightforward to show that in general the rank of the matrix P = A T 0 A 0 + B T 0 B 0 is r = r A 0 + r B 0 . In order to generate random matrices A 0 ∈ M mn (R), B 0 ∈ M ln (R) of ranks r A 0 , r B 0 , such that the matrix P will have in general rank r ∈ [max(r A 0 , r B 0 ), r A 0 + r B 0 ] we modify the procedure (4.1) as follows. Given rc ≥ 1 we generate two random matrices F ∈ M n (R), G ∈ M ln (R) both of rank rc such that F T R m ∩ G T R l have in general dimension rc:
2) where x 1 , ..., x rc , y 1 , ..., y rc , z 1 , . .., z rc are chosen at random. After that we generate the random matrices E 1 ∈ M mn (R), E 2 ∈ M ln (R) of ranks r A 0 − rc, r B 0 − rc using the procedure (4.1). Then A 0 = F + E 1 , B 0 = G + E 2 are of the ranks r A 0 , r B 0 and rank
We first generated A 0 ∈ M 8,7 (R), B 0 ∈ M 9,7 (R) with rc = 1, r A 0 = r B 0 = 2 as explained above: 
The matrix V ∈ M 7,3 (R) given by Theorem 2.1 is: 
U 1 : the first two columns of U ∈ M 8,3 (R), and W 1 : the last two columns of W ∈ M 9,3 (R) in the decomposition (2.8) are given by: .129387295795073296 .515625217770957822
To show the robustness of our GSVD decomposition we perturb the matrices A 0 and B 0 by random matrices of the maximal rank by generating matrices X ∈ M 8,7 (R), Y ∈ R 9,7 (R) with random entries and relatively small 2 norm (the first singular value) with respect to the 2 norms of A and B respectively. The random matrices X, Y , with integer entries in [−99, 99] , are: 
The singular values of X, Y rounded off to three significant digits are: Assume thatr = 3, i.e. P has three significant singular values. We now apply our first numerical algorithm for GSVD, as described in §3. LetṼ ,Ũ 1 ,W 1 be the corresponding matrices for GSVD ofÃ,B. Then
This shows that the two "noise reduction" algorithms are comparable in these examples. Thus, the most important step in finding the GSVD decomposition of noised data given byÃ,B is the choice ofr, the significant number of singular values of P .
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5 Appendix: SVD on inner product spaces
In this appendix we discuss briefly the standard notion of the SVD decomposition of a linear operator that maps one finite dimensional inner product space to another finite dimensional inner product space. For the utmost generality we consider here the inner products over the complex numbers C. The proofs of the facts stated here are either standard or straightforward, and are left to the reader. Let U i be an m i -dimensional inner product space over C, given by ·, · i for i = 1, 2. Let T : U 1 → U 2 be a linear operator. Let T * : U 2 → U 1 be the adjoint operator of T , i.e. T x, y = x, T * y for all x ∈ U 1 , y ∈ U 2 . Equivalently, let 
Then 
Let A ∈ M m 2 m 1 (C). Then A can be viewed as a linear operator A : C m 1 → C m 2 , where x → Ax for any x ∈ C m 1 . Let P i be m i × m i hermitian positive definite matrix for i = 1, 2. We define the following inner product on C m 1 and C m 2 :
It is straightforward to show that the SVD decomposition of A, viewed as the above operator, with respect to the inner products given by (5.1) is Observe that E * E + F * F = I m 1 . Then the spectral decomposition of E * E and F * F is given by
where Φ, Ψ are diagonal nonnegative definite matrices. This establishes the decomposition (5.3) with V * = V * 0 P 1 2 . Assume now that P is not positive definite, i.e. rank P < m 1 . Let V ⊂ C m 1 be the range of P of dimension r. Note that AC m 1 = AV, BC m 1 = BV. Hence we can view the matrices A, B as the following operators A : V → C m 2 . Let x, y := y * P x be an inner product on V. Then the ESVD of the operators A, B gives the GSVD (5.3). Alternatively, let P 1 be any m 1 × m 1 hermitian matrix such that V is an invariant subspace of P 1 and the restriction of P 1 to V is equal to the restriction of P to V. Let E, F be defines as above. Then E * E + F * F is the identity operator on V and is equal to zero operator on the orthogonal complement of V in C m 1 . Hence E * E and F * F commute . Thus E * E and F * F have a common orthonormal basis of eigenvectors. Then the reduced ESVD of A and B yields the decomposition (5.3).
