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Artificial Intelligence Interprets Metaphors
Artificial Intelligence (which we will now refer to as AI) has many functions in the world
today, including understanding human language for the purposes of both generating and
analyzing it. Metaphors are a very important part of human language. Why is this the case?
Metaphors are not only a common type of figure of speech that helps to make our language more
interesting, but they are also a part of our way of thinking as humans. As such, metaphors are a
larger part of our language than one might originally assume. As a result, AI being able to
effectively understand metaphor is important. So, how does an AI analyze and generate
language, and by extension, metaphors specifically? The answer is a technique known as Natural
Language Processing (which we will now refer to as NLP).
However, before analyzing these issues, some more in-depth background on metaphor,
specifically conceptual metaphor, is important. At a basic level, metaphor is “understanding and
experiencing one kind of thing in terms of another” (Lakoff 5). For example, in the case of the
metaphor “time is money,” time is being thought of in terms of the concept of money. One can
give someone their time, one can run out of time, and one can invest time (Lakoff 5). In this
metaphor, the source domain, or the concept from which the metaphor is created is money. The
target domain, or the concept being experienced in terms of the source domain, is time. In a way,
features from a source domain are transferred to the target domain, which is referred to as
mapping (Nordquist). These will be important terms later in this paper. There are many things in
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daily life that are metaphors, i.e., conceptualized in terms of another thing. Metaphors are so
important for understanding human language due to their pervasiveness in our everyday lives.
Before examining NLP specifically, an introduction to AI is prudent. In computer
science, AI is a human-like intelligence in a robot, computer, or some other machine (“What Is
Artificial Intelligence”). In other words, if a machine can mimic something a human mind can
do, it is considered to be an AI.
An explanation of chess-playing AI is a good example of how AI can mimic the human
mind and its processes. This is explained in the book Chess Metaphors: Artificial Intelligence
and the Human Mind:
As a game, [chess] lets us pinpoint all the mental processes that are necessary to generate
high-level cognitive activities. These include perception and recognition of the patterns
that are locked up in the sixty-four squares of the board and its thirty-two pieces; longterm memory for remembering rules and games analyzed previously; working memory
for paying attention, concentrating on the game, and efficiently evaluating positions;
search strategies for calculating and analyzing variations; as well as the psychological
dimension that springs from a dialogue between two brains, two ideas, and two strategic
conceptions that depend on the personality of each chess player. (86)
Of course, this is not a complete description of what makes an AI human-like, but it offers a
good illustration.
How does AI “learn” how to do the things mentioned in the excerpt, and more? The
answer is machine learning. In order for an AI to learn, it must first be given a correctly labelled
dataset, which is known as training data. For example, if we want an AI to be able to correctly
identify a stop sign from a picture, it is given a set of pictures labelled “stop sign” and another
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labelled “not a stop sign.” From that, given enough time and training data, our AI should in most
cases be able to correctly identify a stop sign (Copeland).
AI is still at a point where it is considered weak, which is the reason for this discussion.
Weak AI means the AI relies on human defined parameters of its algorithms for what it can do
and mostly requires training data for its results to be accurate. On the other hand, strong AI is
self-aware and can solve problems, teach itself how to solve new problems, plan for the future,
and learn by itself. A strong AI could be identified by a Turing Test. In this test, a person tries to
distinguish between a computer-generated output and human output by giving each of them
questions. If the person cannot correctly identify the difference between the human and
computer-generated outputs, the machine passes the test (“What is Strong”). If strong AI did
exist, we would not need humans to create algorithms for the AI to be able to identify stop signs,
play chess, or in the case of NLP, process language as the AI would be able to learn how to do
this on its own.
So, what exactly do we mean when we say an AI can do NLP? An AI can do NLP if it
can understand human language in the form of text or spoken words (“What is Natural”). As
previously mentioned, since AI is still in its “weak” stage, it cannot actually understand
anything, it can only produce outputs that imitate understanding. NLP has many practical uses in
today’s world. Those include being used in virtual assistants such as Alexa and Siri, in
autocorrect and spellcheck in smartphones, word processors, and emails, and in interpreting
searches and finding results in search engines (Marr). It is also used in translation software and
has many applications to professionals such as understanding manuals, analyzing health
information, and detecting how likely someone is to have committed a crime in police work
(Stevenson). These are only some of the many possible uses for NLP.
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How NLP works has changed from its inception in the 1950s. Originally, NLP used
hand-coded, set rules to understand language. However, the rules had too many exceptions,
became too numerous to manage and sometimes interacted unpredictably (Nadkarni 544). As a
result of increased computing power and the problems associated with this method of parsing
language, methods changed in the 1980s. A large number of rules were eliminated and replaced
with machine learning using training data from large annotated texts in which the most likely
meaning behind a sentence is found. This probability-based method has many advantages over
the rules-based method, including being more flexible and getting more accurate with more data
being inputted (Nadkarni 545).
Metaphors are understood by AIs using NLP using a process called metaphor analysis.
Possible uses for metaphor analysis fall within the possible uses for NLP and include translation
software, determining political affiliation, and predicting social choices. Another possible use is
in the educational field, as metaphors can help foster creativity and are helpful in giving
explanations (Shutova 617). Metaphor analysis has two main tasks: identification, which is
determining the language in a text that is literal and metaphorical, and interpretation, which is
determining the meaning of the metaphor in the context of the text (Shutova 586). In order to be
easily applied to many metaphor domains, it would be best for a metaphor processor to not rely
on hand coded rules and instead use machine learning data to easily determine meanings in
context (Shutova 580). Both of these tasks can be done in many different ways, but only some of
the possible methods will be described in this paper for the sake of length.
In order to effectively identify a metaphor, the AI must find the source and the target of
the metaphor (Shutova 587). In some cases, a list of common sources and targets is used to help
find the source and target domains (Shutova 588). In one method, the entire text is read to get a
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general sense of what it is about, i.e., it is summarized using few words, then each word’s
meaning in the context of the text is determined. If a word has another meaning that is
considered to be more basic than the meaning used in the text, it is labelled as a metaphor. A
more basic meaning is a meaning that is more concrete, related to someone or something
physically doing something, more precise (rather than being vague), or older (less current) than
the original meaning. The more basic meanings are not necessarily the most common definitions
(Shutova 589). In another method, the phrase “is a” is searched for and if the word before “is a”
is not a hyponym of the word after, it is labelled as a metaphor. A hyponym is a word that is a
more specific version of another, e.g., red is a hyponym of color. This method also processes
sentences which contain a verb or adjective that might have been used metaphorically. In this
case, the probability of the verb or adjective being paired with the noun used in the sentence is
calculated using training data. If the probability is relatively low, it is labelled as a metaphor
(Shutova 600). In general, many of the methods used for metaphor identification involve
assessing if the target “belongs” with the source.
In order to effectively interpret a metaphor, the two main techniques used are explaining
the metaphor, i.e., finding the properties of the source and target domains and the comparisons
between those two things, and paraphrasing the metaphor, i.e., coming up with a more literal or
commonly used paraphrase of the original metaphor (Shutova 606-607). In one method of
explaining the metaphor, a set of attributes of concepts commonly found in source and target
domains and other facts related to these found on the internet were put into a system called
Slipnet. This system allowed for creating substitutions and other modifications to the definitions
of those attributes in order to find connections between the source and target domains. In short,
the AI tries to find many possible common analogies for the source and target domain and tries
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to find some in common. For example, makeup and burqas are both usually worn by women, and
in some cases are expected to be worn by some women, specifically Muslim women (Shutova
604). Paraphrasing of the metaphor is significantly simpler. In one method, all of the verbs in the
metaphorical phrase are paraphrased, which the AI can then interpret literally and therefore
understand. This can also be used for identification by paraphrasing all of the verbs in a phrase
and if paraphrasing the paraphrased verbs again returns the original verb, it is likely a literal
phrase rather than metaphorical. For example, paraphrasing stirring excitement would result in
provoking excitement, which would not yield stirring excitement upon a second paraphrase,
which would indicate that stir was not used literally (Shutova 605-606). In general, most of the
methods used for metaphor interpretation involve substituting a part of the metaphorical phrase
at some point.
In conclusion, in addition to enriching our language, metaphors are a way of thinking.
Whenever you understand or experience something in terms of another, you have created a
metaphor. As a result, metaphors are hidden in many more places in human language than one
would initially expect. Since this is the case, understanding metaphor is an important task for AI,
which uses NLP to understand language. Understanding language, and specifically metaphor,
using AI is an important tool for educators, translation software, search engines, and in many
more fields.
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