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E-mail address: hgkim@snu.ac.kr (H.-G. Kim).Concurrent with progress in biomedical sciences, an overwhelming of textual knowledge is accumulating
in the biomedical literature. PubMed is the most comprehensive database collecting and managing bio-
medical literature. To help researchers easily understand collections of PubMed abstracts, numerous clus-
tering methods have been proposed to group similar abstracts based on their shared features. However,
most of these methods do not explore the semantic relationships among groupings of documents, which
could help better illuminate the groupings of PubMed abstracts. To address this issue, we proposed an
ontological clustering method called GOClonto for conceptualizing PubMed abstracts. GOClonto uses
latent semantic analysis (LSA) and gene ontology (GO) to identify key gene-related concepts and their
relationships as well as allocate PubMed abstracts based on these key gene-related concepts. Based on
two PubMed abstract collections, the experimental results show that GOClonto is able to identify key
gene-related concepts and outperforms the STC (sufﬁx tree clustering) algorithm, the Lingo algorithm,
the Fuzzy Ants algorithm, and the clustering based TRS (tolerance rough set) algorithm. Moreover, the
two ontologies generated by GOClonto show signiﬁcant informative conceptual structures.
 2009 Elsevier Inc. All rights reserved.1. Introduction
As biomedical science progresses, bio-engineering and
functional genomics has lead to a vast amount of research. The
broadening of new research ﬁelds causes an exponential growth
in the amount of biomedical literature. PubMed [1] is the most
comprehensive database collecting and organizing biomedical lit-
erature. Since gene ontology (GO) [2] provides a controlled vocab-
ulary to describe gene and gene product attributes in any
organism, there are numerous methods that attempt to exploit bio-
medical literature through PubMed using text mining or machine
learning techniques based on GO. Raychaudhuri et al. [3] proposed
maximum entropy to associate a set of GO codes to PubMed
abstracts and thus to the genes associated with the abstracts. The-
odosiou et al. [4] used linear discriminant analysis (LDA) to classify
PubMed abstracts for functionally annotating genes. Izumitani
et al. [5] proposed support vector machine (SVM) and maximum
entropy method (MEM) for assigning upper level gene ontology
terms to genes using relevant documents. Chen et al. [6] also
proposed an automated linking scheme for PubMed abstract with
GO-terms using SVM. Vanteru et al. [7] introduced latent semantic
analysis (LSA) to link the PubMed abstracts to the GO, called SEGO-
Pubmed, for ontology-based browsing. GOPUBMED [8,9] was pro-
posed as a web server which allows users to explore PubMedll rights reserved.search results with the gene ontology. GO-KDS [10] uses a machine
learning technique, called the weighted conﬁdence learner (WCL),
to ﬁnd the closely matching genes or proteins in GO from PubMed
abstracts.
Recently, many clustering methods have been proposed that
can help mitigate the training paradigm of supervised learning,
especially in cases where the partitioning of the document space
is not known a priori. In addition, computational methods for clus-
tering PubMed documents are required to help domain experts
such as biologists or medical scientists effectively retrieve PubMed
documents relevant to their interests. To this end, a number of
clustering algorithms that extract meaningful labels from docu-
ments have been developed to help users better understand the
structure of document collections. Zamir et al. [11] proposed a
phrase-based document clustering approach based on sufﬁx tree
clustering (STC). Schockaert [12] developed a clustering method
using Fuzzy Ants, which uses ant colony optimization principles
to ﬁnd good partitions of the data. Lang [13] presented an algo-
rithm for web search results clustering based on tolerance rough
set (TRS), which is able to deal with vagueness and fuzziness and
is used to model relations between terms and documents. Osinski
et al. [14] proposed a concept-driven algorithm for clustering
search results, the Lingo algorithm, which uses the latent semantic
indexing (LSI) technique to separate search results into meaningful
groups. Zheng et al. [15] exploited noun phrases and semantic rela-
tionships to cluster text documents. In the biomedical domain,
TextQuest [16] was presented to cluster PubMed abstracts using
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approach to identify biological concepts in the form of medical
subject headings (MeSH terms) obtained from the PubMed data-
base that are signiﬁcantly overrepresented within the identiﬁed
gene set relative to those associated with the overall collection of
genes on the underlying DNA microarray platform. Yamamoto
et al. [18] developed a system called McSyBi to hierarchically and
non-hierarchically cluster PubMed abstracts. Homayouni et al.
[19] explored LSI to automatically identify gene relationships from
titles and abstracts in PubMed. Lin et al. [20] developed an
approach that retrieved and organized PubMed abstracts into dif-
ferent topical groups and prioritized important citations in each
group. Theodosiou et al. [4] proposed a graph-based PubMed
abstract clustering methodology called PuRed-MCL, which is based
on the Markov clustering algorithm (MCL).
However, most of the existing clustering methods are focused
on grouping documents only; they do not explore the semantic
relationships of document groupings. Semantic relationships are
deﬁned as any relationship between two or more concepts based
on the meaning of the concepts [21]. Exploiting the semantic rela-
tionships of document groupings not only helps users visualize and
comprehend the underlying structures of document collections,
but also enables computers to perform the inference process for
retrieving documents based on user queries more accurately.
Although hierarchical clustering methods are presented in existing
methods [18,19], they do not maintain any semantics of relation-
ships between groupings. To address this issue, we propose an
ontological clustering method called GOClonto for conceptualizing
PubMed abstracts. GOClonto utilizes latent semantic analysis (LSA)
and gene ontology (GO) to identify key gene-related concepts and
their relationships as well as allocate PubMed abstracts based on
these key gene-related concepts. In this study, conceptualization
of PubMed abstracts means representing PubMed abstracts with
a set of key gene-related concepts and their relationships, which
can help users understand PubMed abstract collections through
intuitive, structured, semantic connections between the gene-re-
lated concepts. Since gene-related concepts extracted by GOClonto
are contained in GO, we call them GO-terms. Ontological clustering
is deﬁned as a method that not only clusters documents, but also
explores the ontologically based semantic relationships between
the clusters. Key GO-terms are deﬁned as the most important
gene-related concepts to which a PubMed abstract collection is re-
lated. GOClonto has a number of advantages:
1. It identiﬁes the key GO-terms of a PubMed abstract collection, a
simpliﬁed and relevant list of terms for the collection.
2. It generates a corpus-related ontology, closely related to the
collection, but signiﬁcantly smaller than GO and more manage-
able. The result ontology is a simpliﬁed and clear conceptual
structure of the key GO-terms and their relations, laid out on
in OWL format [22], which enables ﬂexible functionality, such
as DL reasoning (description logic reasoning).
3. It allows browsing of PubMed abstract collections by key GO-
terms—LSA utilization creates overlapping groups of allocated
documents based on the key GO-terms, so all documents explic-
itly and implicitly related to a key GO-term are allocated appro-
priately, and are thus able to be browsed when relevant.2. Methods
The general idea of GOClonto is to automatically generate a cor-
pus-related gene ontology, which represents the conceptual struc-
ture of a PubMed abstract collection. Fig. 1 shows the overview of
the GOClonto method. Speciﬁcally, GOClonto involves the follow-
ing main steps:1. A PubMed abstract collection is preprocessed into term fre-
quency ﬁles, in which each abstract is represented as a list of
its term frequencies.
2. Based on GO, GO-terms in the collection are identiﬁed and
stored.
3. LSA techniques are used to perform key GO-term induction and
related document allocation.
4. A corpus-related gene ontology is generated to maintain the
semantic relationships between key GO-terms. Then, PubMed
abstracts are linked to the corpus-related ontology through
these key GO-terms.
2.1. Preprocessing and GO-term identiﬁcation
At the preprocessing step, we ﬁrst conduct tokenization to split
a document into sentences. Based on a stopword list built by Ger-
ard Salton and Chris Buckley [23], we remove the words that occur
frequently but have no meaning. Second, we perform POS tagging
using CRFtagger [24], a Java-based conditional random ﬁelds POS
Tagger for English. Third, we utilize the stemming function pro-
vided by WordNet [25] to perform word stemming. Finally, all
the nouns contained in each PubMed abstract are counted and
used to compose the term frequency ﬁle of each PubMed abstract.
To identify GO-terms, we need to recognize noun phrases in
addition to the nouns. CRFChunker [26], a Java-based conditional
random ﬁelds phrase chunker, is employed to identify noun
phrases. With the identiﬁed nouns and noun phrases, GOClonto
determines whether or not the nouns or noun phrases are GO-
terms by referencing GO, i.e., GOClonto checks whether or not
the nouns or noun phrases are contained in GO. If the nouns or
noun phrases are contained in GO, we recognize them as GO-terms
and store them.
To illustrate GOClonto, we use a simple example collection of
d ¼ 8 biomedical documents (Fig. 2(a)), in which t ¼ 6 nouns
(Fig. 2(b)) appear more than once and thus are treated as frequent.
In addition, we can see that g ¼ 6 GO-terms are extracted by GOCl-
onto, which consist of not only single-word GO-terms, but also
multi-word GO-terms (Fig. 2(c)).
2.2. Key GO-term induction and related document allocation
The intuition of key GO-term induction is that key GO-terms
should have more closely related documents than that of other
GO-terms in the collection. Before applying LSA to perform key
GO-term induction, we need to construct the term–document ma-
trix. The tfidf (term frequency-inverted document frequency) is ap-
plied to calculate the weights of terms. In the vector space model, a
document d is represented as a feature vector ~d ¼ ðtft1;d ; . . . ; tfti;d Þ,
where tft;d returns the absolute frequency of term t 2T in docu-
ment d 2 D, where D is the document collection and
T ¼ ft1; t2; . . . ; tig is the set of unique terms occurring in D. To
weigh the frequency of a term in a document with a factor that dis-
counts its importance when it appears in many documents, the idf
(inverted document frequency) of term t in document d is pro-
posed by [27] as follows:
idft ¼ logðn=dftÞ ð1Þ
where n is the total number of documents in the collection and dft is
the document frequency of term t that counts how many docu-
ments in which term t appears. Consequently, the tfidf measure is
calculated as the weight wt;j of term t in document j:
wt;j ¼ tft;j  idft ð2Þ
With the weightwt;j of term t, we can construct the term–document
matrix. For the example we used (Fig. 2), after calculating the term
Fig. 1. An overview of the GOClonto method.
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used to compose the term–document matrix A. Then, we normalize
each column vector’s length of matrix A as shown in Fig. 3(a). In this
matrix, each column vector represents each document, and each
row vector denotes each term extracted to represent the
documents’ features. In our example, the ﬁrst row represents the
term T1 ‘cell’, the second row represents the term T2 ‘membrane’
and so on through the terms listed in Fig. 2(b). Similarly, the
columns denote the documents listed in Fig. 2(a). The ﬁrst column
represents document D1, the second column represents document
D2, and so on.
To conduct the key GO-term induction, we apply LSA to process
the term–document matrix by performing the singular value
decomposition (SVD) of matrix A, which breaks it into three
matrices (U, S, and V) such that A ¼ USVT . In this way, SVD trans-
lates the term and document vectors into a concept space. The ﬁrstFig. 2. A simple biomedical docr columns of U and V (where r is A’s rank) form an orthogonal basis
for the term–document matrix’s term space and document space,
respectively. One advantage of LSA is that it ﬁnds a low-rank
approximation to the term–document matrix and removes noise
[28]. When we select the k largest singular values from S
(Fig. 3(b)), and their corresponding singular vectors from U
(Fig. 3(c)) and V (Fig. 3(d)), we get the rank k approximation bA to
A with the smallest error in terms of Frobenius norm, that is,bA ¼ UkSkVTk is the best square approximation of A by a matrix of
rank k in the sense deﬁned in the equation M ¼ kA bAkF .
In practice, we determine the most signiﬁcant k singular values
by selecting the Frobenius norms of the matrix A and its k-rank
approximation bA. The Frobenius norm measures the difference
between two matrices. Let threshold p be a percentage-expressed
value that determines to what extent the k-rank approximation
should retain the original information in matrix A. Weument collection example.
Fig. 3. Matrices used for the key GO-term induction.
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lowing condition:
kbAkF=kAkF P p ð3Þ
where the symbol kXkF denotes the Frobenius norm of matrix X.
The larger the value of p the larger k will be used. For our example,
threshold p ¼ 0:5 is used. Consequently, value of k is determined as
2.
To identify key GO-terms based on matrix bA, GO-terms should
be treated as queries and compared to documents. For this pur-
pose, ﬁrst, we treat identiﬁed GO-terms as pseudo-documents,
i.e., a pseudo-document is composed of a GO-term. Then, we con-
struct the query vectors of these pseudo-documents with tfidf
weight, i.e., a query vector ~q0 ¼ ðwt1 ;q; . . . ;wti ;qÞ. Since the docu-
ments are represented as row vectors in the document matrix Vk,
a GO-term query must be represented as a vector in k-dimensional
space and compared to the document vectors. Suppose ~q0 is a
query vector of a GO-term, a new query vector ~q is computed as:
~q ¼ ~q0TUkS1k ð4Þ
Next, we use cosine similarity to compute the similarity scores be-
tween queries and documents as:
simð~q;~dk;jÞ ¼
~q ~dk;j
j~qjj~dk;jj
ð5Þ
where~q is the new query vector of a GO-term and~dk;j is the jth row
vector contained in the document matrix Vk. To illustrate the simi-
larity calculation process, we ﬁrst calculate the query vector of the
GO-T2 ‘plasma membrane’ in the example and obtain
~q0 ¼ ð0:00;1:00; 0:00;1:00;0:00;0:00ÞT . The new query vector in k-
dimension (k ¼ 2 in the example) is computed as:
~q ¼ ð0:00;1:00;0:00;1:00;0:00;0:00Þ 
0:32 0:08
0:10 0:11
0:32 0:63
0:10 0:11
0:50 0:51
0:73 0:56
0
BBBBBBBB@
1
CCCCCCCCA
 1:72 0:00
0:00 1:46
 1
¼ ð0:11 0:16Þ
Next, the similarity between GO-T2 ‘plasma membrane’ and docu-
ment D1 is calculated as:simð~q;~dk;1Þ ¼ cosðð0:11;0:16Þ; ð0:12;0:12ÞÞ
¼ ð0:11Þ  ð0:12Þ þ ð0:16Þ  ð0:12Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð0:11Þ2 þ ð0:16Þ2
q

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð0:12Þ2 þ ð0:12Þ2
q
¼ 0:9832According to a GO-term query vector ~q, we sum up all the
simð~q;~dk;jÞ; j ¼ 1; . . . ;n, and get the total similarity score s of the cor-
responding GO-term. Then, all the GO-terms are sorted based on
their similarity score s in decreasing order. If we select key GO-
terms based on the similarity score s only, it may result in a local
optimization problem, i.e., only a group of similar GO-terms with
high score s would be used to represent the collection. To overcome
this problem, for each two GO-terms x and y, we calculate the
cosine similarity of their corresponding query vectors simð~qx;~qyÞ.
By setting a term similarity threshold f , we group all the GO-terms
in which each pair of them have similarity simð~qx;~qyÞ > f . In this
study, the value of f is set as 0.85 because two vectors can be con-
sidered to have high similarity if their cosine similarity is higher
than 0.85. The GO-term with the highest score s in each grouping
are selected. Among them, the ﬁrst m GO-terms are determined
as key GO-terms. In addition, if a GO-term frequently occurs in
the collections and is found to be a subclass of a key GO-term, it
is included as a key GO-term. This process is to ﬁnd the GO-terms
which give more speciﬁc meaning than the identiﬁed GO-terms.
As a result,m ¼ 3 key GO-terms are selected, which are GO-T1 ‘cell’
with s ¼ 5:48, GO-T5 ‘cytoplasm’ with s ¼ 4:43, and GO-T2 ‘plasma
membrane’ with s ¼ 3:62.
During the query process in LSA, for a GO-term, we obtain a list
of documents satisfying simð~q; ~dk;jÞ > e, where e is the document
similarity threshold and ~q is the query vector of the GO-term.
The documents satisfying simð~q; ~dk;jÞ > e can be considered closely
related to the corresponding GO-term. Consequently, we allocate
the related documents for each GO-term. In our example, e is set
as 0.9 and the allocation results are shown in Fig. 4. This assign-
ment method allows naturally creates overlapping groups and
handles cross-topic documents well. Moreover, even if a document
which is closely related to a GO-term does not contain that GO-
term, it can be allocated to the GO-term related group because
we utilize LSA to analyze the similarities between GO-terms and
documents. For instance, document D4, which is semantically
related to GO-term ‘cell’ implicitly, is allocated to GO-term ‘cell’ re-
lated group in our example. For a given GO-term, the semantically
related documents are important to biologists even when some
Fig. 4. Related document allocation results for each key GO-term.
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some gene products for a GO-term do not contain the GO-term
while these gene products are described in the related scientiﬁc
documents. These documents can help biologists understand the
speciﬁc gene products for a GO-term in speciﬁc experimental envi-
ronments. In addition, these documents can also be used as evi-
dence in gene ontology annotation work [29], which is proposed
to build the connection between a type of gene product and the
types designated by terms in an ontology such as the GO.
2.3. Corpus-related ontology generation
Togenerateanontologybasedona setof keyGO-terms,wedevel-
op an algorithm called Corpus-related gene ontology generation
algorithm (Algorithm 1). This algorithm uses a set of key GO-terms
and their subclass GO-terms, which are identiﬁed among the fre-
quent GO-terms in a document collection, as input. The basic idea
of the algorithm is to identify the common superclass GO-term of
all the input GO-terms and store the subtree, whose root node is
the superclassGO-term,as a corpus-relatedgeneontology.Note that
Delfs et al. [9] also presented an algorithm to create ontologies by
starting at GO-terms and iteratively look up parent GO-terms until
the root of GO is reached. The ontologies generated by our algorithm
are smaller and more manageable than Delfs’s, because our algo-
rithm only identiﬁes the common superclass GO-term of all the in-
put GO-terms and utilized it to generate the corpus-related gene
ontology. However, Delfs’s algorithm looks up all the parent GO-
terms of input GO-terms until the root of GO is reached, so that large
amount of classes will be created in the generated ontologies when
most of the input GO-terms are leaf nodes in the GO.
In the Corpus-related gene ontology generation algorithm
(Algorithm 1), a tree structure is used to store GO-terms and their
subclass GO-terms, each tree node representing a GO-term, and its
subclass GO-terms stored as subnodes of this tree node. a is a list of
tree nodes storing GO-terms, initially containing the original input.
For each iteration, a tree node tj whose GO-term is not the root in
GO is selected from a. The direct superclass pr of tj is obtained and
checked for presence in a by recursively examining all the tree
nodes and their subnodes in a. If a GO-term in GO has multiple par-
ent GO-terms, the corresponding tree node pr will be created for
each parent GO-term. If pr is not contained in a; pr is added to a.
Next, the tree node tj is added as pr’s subnode. tj is removed from
a because tj has been added as a subnode of pr. Finally, when the
common superclass GO-term of all the input GO-terms is found,
the tree node having this common superclass GO-term as its root,
the last item in a, represents the generated ontology. GOClonto
recursively stores the whole tree into an OWL ﬁle [22]. For in-stance, since GO-T1 ‘cell’, GO-T5 ‘cytoplasm and GO-T2 ‘plasma
membrane’ are identiﬁed as key GO-terms in the example, they
are used as input to generate a corpus-related ontology. When
the common superclass GO-term ‘cellular component’ is recog-
nized, our algorithm generate the subtree of GO, whose root node
is GO-term ‘cellular component’, as the corpus-related gene ontol-
ogy (Fig. 5).
Fig. 5 shows the generated ontology of our example in the user
interface of the tool ‘GOClonto’, which helps users conceptualize a
PubMed abstract collection by automatically generating a corpus-
related gene ontology. The documents, having been allocated to
their related key GO-terms, are then linked to the ontology through
these GO-terms. When users select GO-terms in the ontology, their
corresponding documents automatically display in the right panel.
Note that all of the documents allocated to a GO-term’s subclass
GO-terms are also allocated to that GO-term. A conceptual structure
of the biomedical document collection in the example is clearly rep-
resented in the generated ontology. The documents allocated to GO-
T2 ‘plasmamembrane’ are also related to thedocuments allocated to
GO-T5 ‘cytoplasm’, because the twoGO-terms have the same super-
class GO-term ‘cell part’. GO-term ‘cell part’ incorporates all docu-
ments allocated to GO-T2 ‘plasma membrane’ and GO-T5
‘cytoplasm’. In addition, since all theGO-termshave the same super-
class ‘cellular component’, users can see that the whole document
collection is related to this more general GO-term. Therefore, with
this ontology, users not only see the potential GO-terms related to
the document collection, but can alsomore clearly see the semantic
relationships between groupings of the documents.Algorithm 1. Corpus-related gene ontology generation algorithmInput: g a set of key GO-terms and their subclass GO-terms
a Empty list {a is a list of tree nodes storing GO-terms used to con-
struct the ontology}
for each GO-term gi in g doCreate tree node ti that represents gi
Add ti to a
end for
while a has more than one tree nodes do
Get a tree node tj from a whose GO-term is not the root in GO
Get the direct superclass GO-term p of tj ’s GO-term from GO
Create tree node pr that represents p
if pr is not found in a thenAdd pr to a
end if
Set tj as subnode of pr
Remove tj from a
end while
Output the last tree node in a as a corpus-related gene ontology O in
OWL
format
ument collection example in GOClonto.
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First PubMed abstract dataset.
Category Number of documents Description
Organelle 24 Abstracts of biomedical literature
related to organelle
Chromosome 75 Abstracts of biomedical literature
related to chromosome
Cytoskeleton 75 Abstracts of biomedical literature
related to cytoskeleton
Kinetochore 75 Abstracts of biomedical literature
related to kinetochore
Mitochondria 75 Abstracts of biomedical literature
related to mitochondria3.1. Experiment setup
To examine the effectiveness of GOClonto, we conducted con-
trol experiments based on two different datasets. First, to evaluate
the results of key GO-term identiﬁcation, we combined documents
that belong to pre-deﬁned categories and examined whether or not
GOClonto can identify the category topics as key GO-terms. In
addition, we compared the results with that of the sufﬁx tree clus-
tering (STC) algorithm [11], the Lingo algorithm [14], the Fuzzy
Ants clustering algorithm [12], and clustering based on tolerance
rough set (TRS) [13]. Second, to evaluate the effectiveness of docu-
ment allocation of each key GO-term, we performed a clustering
evaluation by comparing GOClonto with the above four clustering
algorithms in terms of F-measure. Finally, to evaluate informative-
ness of the generated ontology, we compared the ontology gener-
ated by GOClonto with the hierarchical tree generated by the Fuzzy
Ants clustering algorithm [12]. The experiments were performed
on J2SE 5.0, Windows XP, Pentium 4, 3.0 GHz with 2GB RAM.
We collected document sets related to various GO-terms from
PubMed. We used the ‘MajorTopic’ tag along with the GO-terms
as queries to PubMed. Since the retrieved documents are tagged
manually with GO-terms as a result of common sense agreement
of many users, we use them as the answer set for experiments.
Since PubMed abstracts are annotated by MeSH headings [30],
the GO-terms we selected are contained in MeSH headings. We
checked the deﬁnitions of the selected GO-terms in MeSH to guar-
antee these concepts having similar semantics with their deﬁni-
tions in GO. The GO-terms used for the queries were also used as
category names. Since the documents are retrieved based on these
GO-terms, we treat these signiﬁcant GO-terms as target key GO-
terms to evaluate whether or not our method can identify key
GO-terms. For each category, documents were assembled from
the titles and abstracts retrieved from PubMed. The ﬁrst dataset
is composed of ﬁve categories: organelle, chromosome, cytoskele-
ton, kinetochore, mitochondria, with totally 324 PubMed abstracts
(Table 1). The second dataset is composed of four categories: vac-
uole, phagolysosome, acrosome, and lysosome with totally 334
PubMed abstracts (Table 2).
To evaluate the quality of the clustering results, we adopted a
quality measure, F-measure, which is widely used in the text min-
ing literature for the purpose of document clustering [31]. Note
that since GOClonto creates overlapping groups during clusteringprocess, the conventional clustering measurements, entropy [31]
and purity [32], are not suitable to be used in this study. F-measure
combines the precision and recall ideas found in the information
retrieval literature. Each cluster is treated as if it were the result
of a query and each class is treated as if it were the desired set
of documents for a query. The precision and recall of a cluster j
with respect to a class i are deﬁned as:
P ¼ Precisionði; jÞ ¼ nij
nj
ð6Þ
R ¼ Recallði; jÞ ¼ nij
ni
ð7Þ
where nij is the number of members of class i in cluster j;nj is the
number of members of cluster j and ni is the number of members
of class i. The F-measure of cluster j and class i is then given by
Fði; jÞ ¼ 2PR=ðPþRÞ. The overall F-measure is computed by tak-
ing all the values for the highest F-measure of each class, which is
normalized by the class size as the following:
F ¼
X
i
ni
n
maxfFði; jÞg ð8Þ
where maxfFði; jÞg is the highest F-measure for a given class
among all the values of F-measure of clusters to that class, n is
the number of documents.
3.2. Experiment results
According to different values of thresholds p; f , and e, different
clusters are generated and different numbers of documents are
allocated based on their related GO-terms. The research in [33]
Table 2
Second PubMed abstract dataset.
Category name Number of documents Description
Vacuole 85 Abstracts of biomedical literature
related to vacuole
Phagolysosome 79 Abstracts of biomedical literature
related to phagolysosome
Acrosome 85 Abstracts of biomedical literature
related to acrosome
Lysosome 85 Abstracts of biomedical literature
related to lysosome
Fig. 7. Different F-measure values based on threshold e for dataset2.
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to remove noise and achieve relatively good performance. Conse-
quently, we selected the values of p between 0.12 and 0.25 in
our experiments. Since two vectors have high similarity if their co-
sine similarity is higher than 0.85, we consider the values of
threshold f between 0.85 and 0.95. If the threshold e is too large,
the recall of clustering will decrease. If the threshold e is too small,
the precision of clustering will decrease. Based on the two datasets,
we conduct the experiments to choose a suitable value of threshold
e, which are shown in Figs. 6 and 7. We found that F-measure val-
ues achieve high values when e is between 0.3 and 0.5. Therefore,
we applied such e to our experiments. Note that although a compli-
cated algorithm can be developed to estimate the parameter values
in order to obtain the optical values of F-measure, this algorithm
will increase the complexity and decrease the efﬁciency of our
method greatly. Therefore, since our method with these predeﬁned
parameter values can obtain acceptable values of F-measure, we
used these parameter values to achieve a trade-off between preci-
sion and complexity. In addition, since all the parameters are hid-
den from users, users do not need to be familiar with the task of
parameter setting. The experimental results were compared with
other clustering algorithms. The desired clusters of other
algorithms were set from 3 to 15. We tested each algorithm with
various parameters and chose the best clustering results.
Based on the two PubMed abstract datasets, the key GO-terms
extracted by GOClonto and the other four clustering algorithms
are listed in Table 3. With respect to the ﬁrst dataset, GO-Terms
‘microtubule’ and ‘microtubule cytoskeleton’ were identiﬁed by
GOClonto because they are closely related to GO-term ‘cytoskele-
ton’, i.e., microtubule is part of a cytoskeleton and microtubule
cytoskeleton is a kind of cytoskeleton. Similarly, the identiﬁed
GO-terms ‘kinetochore microtubule’ and ‘mitochondrial transla-
tion’ are closely related to GO-terms ‘kinetochore’ and ‘mitochon-
dria’, respectively. GO-term ‘organelle’ was not induced because
all the abstracts in the ﬁrst dataset are related to this term so GOCl-
onto does not distinguish it. For the other four clustering
algorithms, the STC algorithm did not identify any key GO-terms;
the Lingo algorithm recognized GO-terms ‘unattached kinetochore’
and ‘sex chromosome’ only; the Fuzzy Ants algorithmFig. 6. Different F-measure values based on threshold e for dataset1.distinguished GO-term ‘cytoskeleton’ only; and the Clustering
based on TRS algorithm identiﬁed GO-terms ‘kinetochore’ and
‘cytoskeleton’ only.
With respect to the second dataset, all the key GO-terms were
identiﬁed by GOClonto, i.e., GO-terms ‘vacuole’, ‘lysosome’, ‘phag-
olysosome’, and ‘acrosome’ were all recognized. In addition, not
only these key GO-terms, but also the other GO-terms closely re-
lated to these key GO-terms, such as GO-term ‘lytic vacuole’, were
identiﬁed, giving a more speciﬁc meaning than the key GO-term
‘vacuole’. This shows how the GOClonto includes not simply the
key GO-terms used to distinguish document groups, but also uses
other important GO-terms that may be helpful to navigate the
whole document collection. According to the other four clustering
algorithms, the STC algorithm recognized GO-term ‘lysosome’
only; the Lingo algorithm identiﬁed GO-terms ‘sperm acrosome’,
‘mycobacterial phagosomes’, and ‘parasitophorous vacuoles’ only;
the Fuzzy Ants algorithm did not distinguish any key GO-terms;
and the Clustering based on TRS determined GO-term ‘autophagic
vacuoles’ only. Therefore, we can see above that GOClonto is able
to recognize key GO-terms from the PubMed abstract collections
and outperforms the other four clustering algorithms in terms of
key GO-term identiﬁcation.
Table 4 shows the F-measure values of all the clustering meth-
ods. With respect to the ﬁrst dataset, GOClonto has the highest F-
measure value 0.5294. The F-measure of GOClonto is 0.141 higher
than STC, 0.1468 higher than Lingo, 0.3091 higher than Fuzzy Ants,
and 0.3696 higher than clustering based on TRS. With respect to
the second dataset, GOClonto has the highest F-measure value
0.6746. The F-measure of GOClonto is 0.1047 higher than STC,
0.0136 higher than Lingo, 0.2744 higher than Fuzzy Ants, and
0.5872 higher than clustering based TRS. Therefore, we can see that
GOClonto outperforms the other four clustering algorithms in
terms of F-measure, which means GOClonto can allocate PubMed
abstracts to their related GO-terms with a relatively high precision.
Based on the ﬁrst dataset, a corpus-related gene ontology gen-
erated by the GOClonto method is shown in Fig. 8 and a hierarchi-
cal tree created by the Fuzzy Ants clustering algorithm is shown in
Fig. 9. Based on the second dataset, a corpus-related gene ontology
generated by the GOClonto method and a hierarchical tree created
by the Fuzzy Ants clustering algorithm are shown in
Figs. 10 and 11, respectively. We found that the ontology is much
more informative than the hierarchical tree. GO is structured as
directed acyclic graphs and many GO-terms are inherited from
different superclasses in the generated ontology. For example,
GO-term ‘vacuole’ has superclass GO-term ‘intracellular mem-
brane-bounded organelle’ and superclass GO-term ‘cytoplasmic
part’. From the generated ontology, we can easily observe the con-
ceptual structure of the PubMed abstract collections. For instance,
with respect to the ﬁrst dataset, the documents allocated to GO-
term ‘microtubule cytoskeleton’ are related to the documents allo-
cated to GO-term ‘actin cytoskeleton’ because they share the same
Table 3
Comparison of GOClonto and other clustering algorithms in terms of key GO-term identiﬁcation.
Dataset1
GOClonto Microtubule, microtubule cytoskeleton, gene expression, kinetochore microtubule, mrna processing, microtubule binding, cytokine production,
actin cytoskeleton, translation, spindle microtubule, cytoplasmic microtubule, mitochondrial translation
STC Cell, protein, study, resulting, show, activity, roles, complex function, pharmacology
Lingo Unattached kinetochore, sex chromosome
Fuzzy Ants Cells, cytoskeleton, region
Clustering based on
TRS
Kinetochore, number change detected, genome was domesticated, aims congenital tufting, cytoskeleton, apoptotic signaling, lyophilized culture
ﬁltrate, talin, microtubules, mitotic exit pathway, caspase, upregulated, tumor
Dataset 2
GOClonto Membrane fusion, acrosome reaction, organelle, vesicle, intracellular organelle, mitochondrion, vacuole, lytic vacuole, lysosome, phagolysosome,
acrosome, food vacuole
STC Cells, protein, study, results, lysosome, membranes, vacuolization, function, suggesting, biosynthetic
Lingo Sperm acrosome, mycobacterial phagosomes, parasitophorous vacuoles, boar spermatozoa, acrosome of spermatids, parasite and host, induction of
autophagy
Fuzzy Ants Cells, intracellular, essential
Clustering based on
TRS
Stronger labeling, signiﬁcant, proteins, sperm, mechanism-underlying the antihepatic, revealed that zip, Rpoe for growth, autophagic vacuoles,
Thatcould, M.A. Ptb, cathepsin, procainamide, synthesis, immunodetection screen, human malaria
Table 4
Comparison of GOClonto and other clustering algorithms in terms of F-measure.
GOClonto STC Lingo Fuzzy Ants Clustering based on TRS
Dataset1 0.5294 0.3884 0.3826 0.2203 0.1598
Dataset2 0.6746 0.5699 0.6610 0.4002 0.0874
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allocated to GO-term ‘cytoskeleton’ also incorporates all docu-
ments allocated to its child GO-terms, including ‘microtubule cyto-
skeleton’ and ‘actin cytoskeleton’. The generated ontology
guarantees an ‘is-a’ relationship between GO-terms. The abstracts
are thus sorted and categorized in an intuitive and semantically
sound way. More surprisingly notable is that, in the GOClonto gen-
erated ontology the key GO-term ‘organelle’ appears as an ancestor
to GO-terms ‘microtubule cytoskeleton’ and ‘actin cytoskeleton’
(Fig. 8). This is an example of how the ontology can discover some
potential important key GO-terms which can not be extracted in
the key Go-term induction phase. GO-term ‘organelle’ in this case
is too general in the ﬁrst PubMed abstract collection, but since
its subclass GO-terms are recognized, the conceptual structure of
the collections is still recreated quite accurately.
However, the hierarchical tree generated by the Fuzzy Ants
algorithm does not maintain any clear relationship meaning. The
relationships between terms are lexical rather than semantic.
While some of the relationships are appropriate, e.g., ‘cytoskeleton’
is a subclass of ‘cell’, others are less meaningful, e.g., ‘region’ is a
subclass of ‘cytoskeleton’ (Fig. 9). For the two document collections
we used, the created hierarchical tree is meaningless for the pur-Fig. 8. A corpus-related gene ontology generated by GOClonto based on dataset1.poses of conceptualization. We attribute this to the fact that GOCl-
onto speciﬁcally aims at conceptualizing PubMed abstract
collections, while the Fuzzy Ants clustering algorithm does not.
To conclude, the GOClonto method is able to identify the key
GO-terms and generate corpus-related gene ontologies to repre-
sent the PubMed abstract collection. GOClonto has better perfor-
mance than the other four clustering algorithms in terms of key
GO-term identiﬁcation and F-measure. We think this is because
using LSA supports a more precise similarity calculation between
GO-terms and PubMed abstracts. The ontology generated by GOCl-
onto is more informative than the hierarchical tree created by the
Fuzzy Ants clustering algorithm. This ontology can help users eas-
ily visualize the conceptual structure of the PubMed abstract col-
lection and intuitively navigate its document groupings.
4. Conclusion and future work
In this paper, we proposed a novel method, GOClonto, which ex-
ploits GO to automatically generate corpus-related gene ontologies
from PubMed abstract collections. The generated ontologies can
help users conceptualize the PubMed abstract collections. Based
on the vector space model, LSA techniques are used to identify
the meaningful key GO-terms and allocated the related PubMed
abstracts. By determining the superclass GO-terms of these GO-
terms, ontologies are automatically generated and documents are
linked to the generated ontologies through the key GO-terms.
The experimental results show that GOClonto is able to identify
key GO-terms from PubMed abstract collections and outperforms
other four clustering algorithms. The generated ontologies areFig. 9. A hierarchical tree created by the Fuzzy Ants clustering algorithm based on
dataset1.
Fig. 10. A corpus-related gene ontology generated by GOClonto based on dataset2.
Fig. 11. A hierarchical tree created by the Fuzzy Ants clustering algorithm based on
dataset2.
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Ants clustering algorithm. We believe that GOClonto will play an
important role helping users visualize and conceptualize PubMed
abstract collections.
One limitation of the GOClonto method is that its performance
depends on the comprehensiveness of the ontology used. In partic-
ular, the GOClonto method can generate good ontologies related to
document collections if the relations between concepts present in
the collections are thoroughly represented in the existing ontology.
In this paper, we used Gene Ontology as a domain-speciﬁc ontol-
ogy, but for better results in other speciﬁc domains, more extensive
ontologies should be incorporated.
We will conduct further research to improve our work in the
following ways. First, we will incorporate more NLP methods to ex-
tract potential GO-terms from biomedical text. Second, addition of
other visualization techniques alongside GOClonto can further aid
user navigation of PubMed abstract collections. Third, we willstudy more ML (machine learning) algorithms to estimate the
parameter values efﬁciently. Furthermore, we can consult with
biomedical researchers and other professionals in order to gauge
how best GOClonto can be used to support their work. Finally,
other biomedical-related ontologies can be used to generate the
ontologies. Good examples are FMA (the foundational model of
anatomy) [34], which is known to be ontologically well designed,
and SNOMED CT (systematized nomenclature of medicine—clinical
terms) [35], which is a practical clinical ontology used by many
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