ABSTRACT. Let G be an undirected graph on n vertices and let S(G) be the set of all n×n real symmetric matrices whose nonzero off-diagonal entries occur in exactly the positions corresponding to the edges of G. The inverse eigenvalue problem for a graph G is a problem of determining all possible lists that can occur as the lists of eigenvalues of matrices in S(G). This question is, in general, hard to answer and several variations were studied, most notably the minimum rank problem. In this paper we introduce the problem of determining for which graphs G there exists a matrix in S(G) whose characteristic polynomial is a square, i.e. the multiplicities of all its eigenvalues are even. We solve this question for several families of graphs.
INTRODUCTION
Given a simple undirected graph G = (V (G), E(G)) with vertex set V (G) = {1, 2, . . . , n}, let S(G) be the set of all real symmetric n × n matrices A = (a ij ) such that, for i = j, a ij = 0 if and only if (i, j) ∈ E(G). There is no restriction on the diagonal entries of A.
The question of characterizing all lists of real numbers {λ 1 , λ 2 , . . . , λ n } that can be the spectrum of a matrix A ∈ S(G) is known as the Inverse eigenvalue problem for G, and it is hard to answer in general. This question and the related question of characterizing all possible multiplicities of eigenvalues of matrices in S(G) has been studied primarily for trees [6, 9, 10, 11] . The subproblem to the inverse eigenvalue problem for graphs that has attracted a lot of attention over the recent years is that of minimizing the rank of all A ∈ S(G). Finding the minimal rank of G, defined as mr(G) = min{rkA; A ∈ S(G)}, is equivalent to finding the maximal multiplicity of an eigenvalue of A ∈ S(G). The minimum rank problem has been resolved for several families of graphs. We refer the reader to an excellent survey paper on the problem [8] where additional references can be found. A more recent survey paper [7] not only gives an up-to-date on the minimum rank problem, but it also talks about several variants to the minimum rank problem that can be found in the literature. For example, the possible inertia of matrices A ∈ S(G) has been studied in [2, 3, 4] and the minimum number of distinct eigenvalues in [1] .
In this paper we introduce the question of characterizing connected graphs G for which there exists A ∈ S(G) whose multiplicities of all the eigenvalues are even. For a real symmetric matrix A with the characteristic polynomial p(x) = det(xI n − A) the following statements are clearly equivalent:
(1) The multiplicities of all the eigenvalues of A are even. If a graph G on n vertices allows the characteristic polynomial a square, then clearly mr(G) ≤ n − 2. However, we will see in Section 2 in the paper, that this condition is not sufficient. In the problem of characterising graphs that allow the characteristic polynomial a square, unlike in the minimum rank problem, we need to keep track of the multiplicities of all the eigenvalues. While the same is true of the inverse eigenvalue problem for graphs, the problem discussed in the present paper is more accessible, while it still exposes some of the difficulties in doing this. Some of the variations on the minimum rank problem were looked at primarily for trees, but as we will see in Section 2, it is not difficult to prove that trees do not allow the characteristic polynomial a square.
The answer to the question for 2 × 2 matrices is straightforward. The characteristic polynomial of matrix
for all x ∈ R if and only if b = 0 and a = c. Therefore, A has the characteristic polynomial a square if and only if it is of the form A = aI for some real number a.
Our paper is organised as follows. In Section 2 we introduce some families of graphs that do not allow the characteristic polynomial a square. In Section 3 we identify a vector space of symmetric matrices with the characteristic polynomial a square. In Section 4 we study constructions that allow us to join two symmetric matrices in such a way that we are able to keep track of the eigenvalues of the resulting matrix. (A simple example of this concept is the tensor product of matrices.) While some of the ideas developed in this section can be extended to other questions related to the possible spectra of matrices is S(G), we concentrate on the applications to the specific problem of this paper. In Section 5 we characterise all graphs G that allow the characteristic polynomial to be a square and such that there exists A ∈ S(G) with rank 2. We conclude our paper with the complete solution to the problem for graphs on 4 vertices.
Before proceeding, we introduce some notation needed throughout the paper.
By M n (R) we denote the set of all n × n matrices with real entries. Let I n ∈ M n (R) denote the identity matrix and let E ij denote the 0-1 matrix with the only nonzero element in the (i, j)-th position. For R, C ⊆ {1, 2, . . . , n} we denote by A(R|C) the submatrix of A consisting of rows R and columns C.
For a graph G its complement G C is the graph on vertices V (G) such that two vertices are adjacent in G C if and only if they are not adjacent in G. The join G ∨ H of G and H is the graph union G ∪ H together with all the possible edges joining the vertices in G to the vertices in H. The complete graph on n vertices will be denoted by K n and complete bipartite graph on disjoint sets of cardinality m and n by K m,n . In order for the graph G on 2n vertices to allow the characteristic polynomial a square we need q(G) ≤ n. This gives us an immediate corollary of Theorem 2.1. from vertex u of degree 1 on
GRAPHS THAT DO NOT
We can easily find examples of graphs G, |G| = 2n, with q(G) ≤ n, that do not allow the characteristic polynomial to be a square. For example, let G be a star with diameter 2 on six vertices. Then a matrix 
is in S(G). A has only three distinct eigenvalues: 0, √ 5, − √ 5, however, their multiplicities are 4, 1, 1, and since G is a tree, we already know that it does not allow the characterstic polynomial to be a square.
Moreover, there exist graphs not covered in Proposition 2.1 and Corollary 2.1 that do not allow the characteristic polynomial to be a square.
Theorem 2.2. Matrix of the form
(1) A =   d b T c T b B 0 c 0 D   ∈ R 2n×2n , where d ∈ R, B ∈ R 2×2 and D ∈ R (2n−3)×(2n−3) diagonal
matrix and c is a vector that has all its components nonzero, cannot have characteristic polynomial a perfect square.
Proof. Let us assume that the matrix
. . , λ t , with multiplicities 2k 1 , 2k 2 , . . . , 2k t and let us denote
Note that if D −λ i I has all its entries nonzero for some λ i , then
and so rk(A 1 − λ i I) ≤ 1. It follows that D − λ i I has all its entries nonzero for at most one eigenvalue, say λ 1 , and D − λ i I has at least one zero element for i = 2, . . . , t Now we have
we get:
which gives us t ≤ 1, and this is clearly impossible.
VECTOR SPACE OF SYMMETRIC MATRICES THAT HAVE THE CHARACTERISTIC POLYNOMIAL A SQUARE
A vector space of 2n × 2n upper triangular matrices with the diagonal of the form d 1 , . . . , d n , d 1 , . . . , d n is an obvious example of a vector space of matrices whose characteristic polynomial is a square. The dimension of this space is
. In this section we give an example of a vector space of 2n × 2n symmetric matrices with the same property. in which the characteristic polynomial of every matrix is a square.
Proof. Let
Since (A + iS) T = A − iS, the spectrum of A + iS is equal to the spectrum of A − iS. Proof. In Theorem 3.1 we take
to achieve the pattern corresponding to a cycle.
In addition to cycles, Theorem 3.1 covers a larger set of patterns that allow the characteristic polynomial to be a square. However, as we will see in later sections, there are other patterns. Below we illustrate our Theorem with a concrete example. 
JOINING TWO GRAPHS
It is well known that tensor product A ⊗ B has eigenvalues λ i µ j , i = 1, . . . , n, j = 1, . . . , m, where λ 1 , . . . , λ n are the eigenvalues of A and µ, . . . , µ m are the eigenvalues of B. We conclude that if A has the characteristic polynomial a square, so does A ⊗ B.
Tensor product of two graphs is usually defined in the following way:
The tensor product of two graphs corresponds to tensor product of matrices in the way that the adjacency matrix of a tensor product of graphs is the tensor product of adjacency matrices.
Pattern of adjacency matrix of a graph G agrees with the pattern of any matrix A ∈ S(G), with the pattern of the diagonal not specified. Note that the pattern of the diagonal entries of A and B affects the off-diagonal entries of their tensor product A ⊗ B.
If A ∈ S(G) has the characteristic polynomial a square then the same is true for A + αI for all α ∈ R. This observation allows us to assume that all the diagonal entries of A ∈ S(G) are different from zero. Different graphs G allow different patterns on the diagonal. (For example, by adding a scalar to the matrix, we can always achieve at least one diagonal entry to be equal to zero). To avoid considering each case separately we define (u, u) ∈ E(G) for all u ∈ V (G), while we can keep the pattern of the diagonal elements of matrices in S(H) free. This gives us the following theorem. Next, we investigate the applications of Lemma 5 in [12] , that we give below, to our problem.
Lemma 4.1 ([12]
). Let B be a symmetric m × m matrix with eigenvalues µ 1 , µ 2 , . . . , µ m , and let u be an eigenvector corresponding to µ 1 normalized so that u T u = 1. Let A be an n × n symmetric matrix with a diagonal element µ 1
and eigenvalues λ 1 , . . . , λ n . Then the matrix
has eigenvalues λ 1 , . . . , λ n , µ 2 , . . . , µ m .
Remark 4.1. In [12] the eigenvectors of C in terms of the eigenvectors of A and B are given in the following way. Let
be the orthonormal set of eigenvectors of A corresponding to λ i , i = 1, 2, . . . , n, and let u i , i = 2, . . . , m, together with u be the orthonormal set of eigenvectors corresponding to µ i . Then C has the following eigenvectors: eigenvector of C corresponding to eigenvalue λ i , i = 1, 2, . . . , n, is equal to:
and the eigenvector of C corresponding to µ i , i = 2, . . . , m, is equal to: that realizes G. Since we can add a scalar to A and multiply it by a nonzero scalar, we can, without loss of generality assume that the diagonal element of A corresponding to vertex v is equal to 2m + 1:
Let B be a (2m + 1) × (2m + 1) matrix with all its elements equal to 1. Then 2m + 1 is an eigenvalue of B with corresponding eigenvector e = (1, 1, . . . , 1) T ∈ R 2m+1 and all other eigenvalues of B are equal to 0. Lemma 4.1 tells us that the characteristic polynomial of
Example 4.2. Theorem 4.2 implies that the following graphs on 6 vertices allow the characteristic polynomial a square:
K 6 , K C 2 , (K 3,1 ∪ 2K 1 ) C and (K 3,1 ∪ K 1,1 ) C .
Lemma 4.2. Let A be a symmetric matrix of the form
with the characteristic polynomial p(x), and let B be a symmetric matrix of the form:
with the characteristic polynomial q(x). Then the matrix
Proof. Using Lemma 4.1 we first join A with
GRAPHS THAT ALLOW ALL THE EIGENVALUE MULTIPLICITIES TO BE EVEN 11
with the characterisic polynomial p(x)x. Notice that eigenvector of D corresponding to 0 is equal to (0,
T . Now we use Lemma 4.1 again to join D with B to obtain matrix C with the characterisitc polynomial p(x)q(x). 
allows the characteristic polynomial a square.
Using Lemma 4.1 we can obtain further examples that are not covered by Theorem 4.2 or by Corollary 4.1. Namely, we will prove that graphs: allow the characteristic polynomial a square. They depend on knowing appropriate eigenvector of one of the matrices that we are using, so they are difficult to extend to general dimensions. 
with eigenvalues {2, 2, −1, −1, 1/2, 1/2}. We have constructed a matrix A with the characteristic polynomial a square.
Example 4.5. Let
T is the normalized eigenvector for A 1 corresponding to 0. A 3 has eigenvalues { √ 3, − √ 3, 0} and A 4 has eigenvalues {0, 0} with a normalized eigenvector (1/ √ 2)(1, 1) T corresponding to 0. As in the previous example, we first use Lemma 4.1 to join A 3 and A 4 through a diagonal element 0 of A 3 and an eigenvalue 0 of A 4 producing:
with eigenvalues { √ 3, − √ 3, 0, 0}. Combining A 2 and A 1 through the eigenvalue 0 of A 1 and the diagonal element 0 of A 2 gives us:
Example 4.6. Let
Combining A 3 with A 4 gives us
with eigenvalues {2, −1, 0, 0} and combining A 2 with A 1 produces
with eigenvalues (2, 2, −1, −1, 0, 0).
Lemma 4.1 can be used to prove the following Theorem that we will need in the proof of some of the results later on. Proof. We will use induction on n. Without loss of generality we may assume that λ 1 > λ 2 . For n = 2, we define the matrix
, the spectrum of A 2 is {λ 1 , λ 2 } and the eigenvectors corresponding to λ 1 and to λ 2 do not have any zero entries. Now we assume that the theorem holds for n − 1. Since S(K n ) is closed under the permutational similarity, we need to show that we can find a matrix A n ∈ S(K n ) with eigenvalues {λ 1 , λ 2 , . . . , λ n } and with an eigenvector corresponding to λ 1 with the given number of nonzero elements k, 2 ≤ k ≤ n.
First we assume that k ≥ 3. Let A n−1 ∈ S(K n−1 ) have the spectrum {λ 1 , λ 2 , . . . , λ n−1 } and an eigenvector corresponding to λ 1 with k − 1 nonzero elements. Using permutational similarity, we can assume that the (n − 1)-st element of this eigenvector is different from 0. Furthermore, we assume that the last diagonal element of A n−1 is different from λ n . We denote this diagonal element by d n−1 . We can assure that such a diagonal element exists by appropriately choosing a diagonal element d 2 , λ 1 > d 2 > λ 2 , at the first step of this construction. By n = 2 case we can find B n ∈ S(K 2 ) with the spectrum {d n−1 , λ n } and with the eigenvectors of B n not containing any zero entries. Now we use Lemma 4.1 to construct a matrix A n with eigenvalues {λ 1 , λ 2 , . . . , λ n }. By Remark 4.1 the eigenvector of A n corresponding to λ 1 will have k nonzero entries.
Notice that in the construction above the eigenvalue λ n will have a corresponding eigenvector with only two nonzero elements. So to deal with the k = 2 case, we can use the same construction as described above to construct a symmetric matrix A n−1 with the eigenvalues {λ 1 , λ 2 , . . . , λ n }, except that we add λ 1 to the spectrum {λ 2 , . . . , λ n } of A n−1 . To illustrate the scope of our method, we give the example below. 
and an eigenvector u corresponding to 0 having any given zerononzero pattern as long as it has at least two nonzero entries. The matrix:
has eigenvalues:
hence the characteristic polynomial a square.
REALISATION WITH RANK 2 MATRICES
We denote by mr + (G) the minimum rank among all positive semidefinite symmetric matrices corresponding to G. A characterisation of graphs with mr + (G) ≤ 2 is given in [5] . Here answer the question, what graphs that allow mr + (G) ≤ 2 can be realized by a matrix that has the two nonzero eigenvalues equal.
Below we state Corollary 1 from [5] . 
for appropriate nonnegative integers k, p 1 , q 1 , . . . , p k , q k , r with p i + q i > 0, i = 1, 2, . . . , k.
Here we prove a similar result to Theorem 5.1 which characterises graphs having an eigenvalue multiplicities 2, n − 2. Proof. Necessity follows from Theorem 5.1. To prove sufficiency we modify the proof of Theorem 3 in [5] . Let G be a graph of the form (4). Let A be a positive semidefinite matrix in with rank 2 and the characteristic polynomial p(x) = x n−2 (x − a) 2 . We will show there exits a 2 × n matrix U = [u 1 , u 2 , . . . , u n ], u i ∈ R 2 , such that A = U T U and UU T = a 0 0 a , since U T U and UU T have the same nonzero spectrum. We define U in the following way. For each i ∈ V (K r ), let u i = 0. Let S i , T i be the color classes of K p i ,q i , i = 1, 2, . . . , k. For v ∈ S i , define
It is not difficult to check that this choice of U gives us G(U T U) = G. Since
the characteristic polynomial of U T U is equal to (x − a) 2 x n−2 for a = k i=1 (i 2 + 1). 
