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Abstract 
To realize highly-safe intelligent vehicles, high-speed 
acquisition of reliable three-dimensional(3-D) infor- 
mation is essential. Stereo vision is a well-known 
method for three-dimensional instrumentation. A ma- 
jor issue of stereo vision is to establish reliable corre- 
spondence between images. This paper presents a re- 
liable stereo-matching algorithm based on SAD (Sum 
of Absolute Diflerences) computation. Reliable cor- 
respondence can be established by  selecting a desir- 
able window size of the SAD computation based on the 
uniqueness of a minimum of the SAD graph. A pixel- 
serial and window-parallel architecture is also proposed 
to achieve 100% utilization of processing elements. 
The performance of the VLSI processor is evaluated 
to be more than ten thousand times higher than that 
of a general-purpose processor. 
1 Introduction 
To realize highly-safe vehicles, high-speed acquisi- 
tion of reliable three-dimensional information is es- 
sential. Stereo vision is a well-known method of three- 
dimensional instrumentation. One important problem 
on stereo vision is to establish reliable correspondence 
between images. Another problem is that the cor- 
respondence search is time-consuming even if using 
state-of-art general-purpose processors. 
This paper presents a reliable stereo-matching algo- 
rithm and high-performance processor architecture 
suitable for it. In order to determine which pixel in 
one image(candidate image) matches a given pixel in 
another image(reference image), we consider a rectan- 
gular window centered at the pixel in reference image 
and compute an SAD for a window centered at each 
pixel in the candidate image. If the windows exactly 
matches each other, then the SAD becomes 0. The 
problem on SAD-based matching is that a window 
size for SAD computation must be large enough to 
avoid ambiguity but small enough to avoid the effects 
of projective distortions[l]. To solve this problem, a 
stereo matching method with variable window sizes is 
proposed. The method is based on an idea that an 
SAD graph has a unique and clear minimum at the 
reliable matching pixel. A desirable window size that 
gives the reliable matching pixel is determined at each 
pixel based on the uniqueness of a minimum of an SAD 
graph. 
In SAD computation, parallelism between pixels in a 
window changes depending on its window size, while 
parallelism between windows is predetermined by the 
input-image size. Based on this consideration, a pixel- 
serial and window-parallel architecture is proposed to 
achieve 100% utilization of processing elements. The 
processing time of the VLSI processor is estimated to 
be 60msec for input images of a size 512 x 512. Its per- 
formance is more than ten thousand times higher than 
that of the general-purpose microprocessor(Pentium I1 
400MHz). 
2 Collision Warning System for 
Highly-Safe Intelligent Vehicles 
Figure 1 shows a collision warning system for highly- 
safe intelligent vehicles. If dangerous situations are 
detected during driving, then the system makes warn- 
ing to a driver, so that the driver can avoid an ac- 
cident. First, input images are acquired by vision 
sensors. Next, obstacle recognition such as road ex- 
traction, human extraction and vehicle extraction are 
performed. Simultaneously, 3-D coordinates of each 
object are computed by stereo vision. Using these re- 
sults, a trajectory of each object is predicted consid- 
ering the past trajectory. Then, path planning based 
on collision detection is executed to detect dangerous 
states. 
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Figure 1: Processings for Highly-Safe Intelligent Vehi- 
cles. 
The collision warning system is required to quickly re- 
spond to a dynamic change of real-world environment. 
Since computational requirements of the processings 
exceed the computing power of general-purpose pro- 
cessors, development of special-purpose VLSI pro- 
cessors is desired. Several VLSI processors such as 
a path planning VLSI processors have been already 
developed[4]-[6]. One serious problem on the colli- 
sion warning system is to acquire reliable 3-D informa- 
tion at high speed. Several approaches for high-speed 
stereo vision have been reported until now[2]-[3]. How- 
ever, it is desired to compute a depth map of sufficient 
resolution and reliability. 
3 Stereo Matching Algorithm 
3.1 Basic Stereo Matching Algorithm 
Figure 2 shows a camera geometry of a binocular 
stereo system. Two cameras with parallel optical axes 
are arranged along a straight line called a “baseline”. 
Points FL and FL denote focal points for the left 
and the right images, respectively. Given a pixel 
L(= (UL, VL))  in the left image, let us find a 3-D point 
P which is projected onto L by perspective projection. 
It is mathematically guaranteed by imaging geometry 
that P lies on a line FlL. The line FIL is projected 
onto a line UL = UL in the right image, which is called 
an “epipolar” line. The pixel onto which P is pro- 
jected in the right image is called the corresponding 
pixel of L. It is also mathematically guaranteed that 
the corresponding pixel lies on the epipolar line. Once 
a pixel (UL, VL) on the epipolar line in the right im- 
age is determined as the corresponding pixel, the 3-D 
Right image 
VL 
Figure 2: Camera geometry for the stereo system. 
coordinates of P can be computed from the 2-D coor- 
dinates UL, UL and VL by triangulation. 
To establish the correspondence, a similarity measure 
must be computed which reflects how well the pixel 
L matches each pixel on the epipolar line in the right 
image. One commonly used similarity measure is a 
sum of absolute differences(SAD). As shown in Fig. 
3, let us consider a reference window of a size W x W 
centered at L(= (UL, VL))  in the left image and a can- 
didate window centered at (UR,VR) on the epipolar 
line in the left image. Then, an SAD in a window size 
W is given by 
Fw = 
2 
w-1 w-1 
IIL(uL + 2 ,  vr, +i) - IR(uR + i, VR +ill 
(1) 
j= W;’+ W;l 
where IL and IR are intensity values in the left and 
right images, respectively. If a candidate window ex- 
actly matches the reference window, then the SAD 
becomes 0. Given a reference pixel L in the left im- 
age, an SAD is computed for each candidate pixel on 
the epipolar line in the right image, and an SAD graph 
is obtained as shown in Fig. 4(a). A pixel where the 
SAD graph has its minimum is called a “matching” 
pixel. In a straightforward method, a window size is 
empirically predetermined. The matching pixel in the 
window size is determined as the corresponding pixel. 
The window size is an important parameter in SAD- 
based stereo matching. If the window size is too small, 
there exists several possibilities for the choice of the 
corresponding pixel. Therefore, the window size must 
be large enough to avoid the ambiguity. On the other 
hand, if the window size is too large and the window 
includes pixels whose depths in the scene are different 
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Figure 3: Search for a corresponding point. 
from each other, the matching pixel may not be the 
corresponding pixel due to different projective distor- 
tions in the left and the right images. 
3.2 Reliable Stereo Matching with Vari- 
able Window Sizes 
To overcome the problem, variable window sizes for 
each pixel in the image are used to determine the 
reliable matching pixel. In the method , as small a 
window as possible that will still produce the reliable 
matching pixel is used. As shown in Fig. 4(a), an SAD 
graph usually has multiple local minima. Let Q p  be a 
matching pixel in a window size W .  Let QF be a pixel 
where the SAD graph has the second smallest value of 
all the local minima. Then, a reliability measure Rw 
of the matching pixel is given by 
The similarity measure is based on an idea that the 
matching pixel QY is reliable if the SAD graph has 
a unique and clear minimum at Qp. Figure 5 shows 
a flowchart for determining the corresponding pixel 
using the similarity measure. First, from an SAD 
graph in a window size W ,  the matching pixel QF and 
the reliability measure Rw are computed(Fig. 4(a)). 
Next, it is checked whether the matching pixel QF is 
reliable or not. n o m  an SAD graph in a window size 
W + 2, the matching pixel QP+2 and the reliability 
measure Rw+2 are computed(Fig. 4(b)). Only if fol- 
lowing two conditions are satisfied, then the matching 
pixel QF is reliable and determined as the correspond- 
ing pixel. 
0 The pixel Q," is the matching pixel in both win- 
dow sizes W and W + 2. 
0 The reliability measure increases with the window 
size. 
(a) Window size W 
(b ) Window size W+2 
Figure 4: SAD graphs for window sizes W and W + 2. 
Otherwise, W is set to W + 2, and this step is re- 
peated until the window size W + 2 is smaller than 
the maximum window size. 
By using our method, a depth map of the front-parallel 
plane of Fig. 3 is produced as shown in Fig. 6. Its 
depth error is compared to that of the fixed-window- 
size method as shown in Fig. 7. The result clearly 
shows that our method selects reliable matching pix- 
els. 
Another advantage of our method is that it does not 
require any empirically-determined parameter. There- 
fore, it is suitable for vehicle applications in dynami- 
cally changing environment. 
4 Pixel-Serial and Window-Parallel 
In the search for the corresponding pixel, there exist 
pixel-level parallelism and window-level parallelism. 
Window-level parallelism. SADs can be computed 
in parallel for all the candidate windows on the epipo- 
lar line as shown in Fig. 8. The number M of can- 
didate windows on the epipolar line is fixed in ad- 
vance by the input image width. Therefore, it is rela- 
tively easy to exploit the window-level parallelism as 
Architecture 
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w- : Maximum window size Iw Wmhl Wmcn : Minimum window size 
Compute an SAD graph for a window size W. 
Compute R 
Compute an SAD graph for a window size W+2. 
Compute R w+2. 
Figure 5: Flowchart of the stereo matching algorithm. 
described later. 
Pixel-level parallelism. Absolute differences( ADS) 
in Eq. (1) can be computed in parallel for all the 
pixels in a candidate window as shown in Fig. 9 (a). 
The pixel-level parallelism is not suitable for the stereo 
matching with variable window sizes since the number 
of ADS computed in parallel is changed depending on 
the window size W .  On the other hand, in a pixel- 
serial computation for an SAD, a single AD is com- 
puted in each step as shown in Fig. 9(b). 
Based on the consideration on the parallelism, a pixel- 
serial and window-parallel architecture is proposed. 
As shown in Fig. 10, a stereo matching unit con- 
sists of identical n processing elements(PEs) to com- 
pute SADs for n candidate windows in parallel. Pix- 
els in the right image are stored in a memory mod- 
ule M L .  For parallel access, pixels in the right im- 
age are equally distributed among memory modules 
M&(i = l , - . . , n ) .  As mentioned above, since the 
number M of candidate windows on the epipolar line 
is fixed in advance by the input image, SAD compu- 
tation for M / n  candidate windows can be mapped in 
advance onto each PE so that all the PES are 100% 
utilized. Fig. 11 shows a block diagram of the PE with 
a single AD unit and a single adder for summing ADS. 
The AD unit and the adder in the PE can be 100% 
utilized since an AD and an addition are computed in 
each step in the pixel-serial computation. 
The major problem in designing the stereo matching 
unit is to find simple interconnection networks which 
Figure 6: Depth map of the front-parallel rectangular 
plane. 
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Figure 7: Evaluation of depth error. 
supports fast and efficient communication. In the 
pixel-serial and window-parallel computation, ADS for 
the same pixel in a reference window can be computed 
in the same control step. This scheduling results in a 
simple shared bus to transfer a single pixel in each 
control step from the ML to all the PES. Moreover, if 
all the ADS for a candidate window are computed in 
the same PE, there is no need to transfer intermedi- 
ate results from one PE to other PES. By this func- 
tional unit allocation, complexity of an interconnec- 
tion network between PES is minimized. Finally, since 
only one pixel in a candidate window is performed in 
each control step as shown in Fig. 9(a), it is possible 
to store all the pixels in a candidate window in one 
memory module. By this memory allocation and the 
functional unit allocation, a memory module MR, is 
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RW: Reference window CW: Candidate window 
MVD: Minimum value detection Minimum value detection 
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Figure 8: Data-flow graph of correspondence match- 
ing. for the window-parallel computation. 
Figure 10: Block diagram of the stereo matching unit 
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Figure 9: Data-flow graph of SAD computation. 
dedicated to only one PE. 
The stereo matching unit with 512 PES is designed 
using a 0.5pm CMOS process and the performance 
is evaluated. The time required to produce a depth 
map estimated to be 6Omsec for input images of a size 
512 x 512. The performance of the VLSI processor 
is more than 10 000 times faster than the general- 
purpose processor(Pentium I1 400MHz). 
5 Conclusion 
The variable-window-size method determines the reli- 
able matching pixel using only SAD graphs. There- 
fore, to increase reliability of stereo matching, it can 
be easily combined with the multi-baselise stereo that 
uses a sum of SADs as a similarity measure[7]. 
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Figure 11: PE for the pixel-serial SAD computation. 
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