Abstract. Joint chance constrained problems give rise to many algorithmic challenges. Even in the convex case, i.e., when an appropriate transformation of the probabilistic constraint is a convex function, its cutting-plane linearization is just an approximation, produced by an oracle providing subgradient and function values that can only be evaluated inexactly. As a result, the cutting-plane model may lie above the true constraint. For dealing with such upper inexact oracles, and still solving the problem up to certain precision, a special numerical algorithm must be put in place. We introduce a family of constrained bundle methods, based on the so-called improvement functions, that is shown to be convergent and encompasses many previous approaches as well as new algorithms. Depending on the oracle accuracy, we analyze to which extent the considered methods solve the joint chance constrained program. The approach is assessed on real-life energy problems, arising when dealing with stochastic hydro-reservoir management.
Introduction and Motivation.
Real-life problems are often modeled in an uncertain setting, to better reflect unknown phenomena specific to the application. In particular, such is the case in the energy sector; see [37] . For the numerical experience of this paper we focus on a specific energy problem arising in stochastic unit commitment ( [3] , [43] , [29] , [47] , [45] ). This is the problem of optimally managing reservoirs of a hydro valley in the short term.
A hydro valley is a set of power plants cascaded along the same hydrological bassin. For the considered system, part of Electricité de France mix, uncertainty is mostly related to the amount of melted snow arriving as a streamflow to the most uphill reservoirs. The volume of these reservoirs changes with the inflows and determines the amount of water that can be converted into energy. After turbining water to produce power, the uphill reservoirs release a certain volume that fills the reservoirs downhill, and the process continues until the power plant at the bottom of the bassin. In this interconnected context, it is important to jointly manage the generation of the cascaded plants in a manner that not only is economical but also reliable. More precisely, it is crucial to keep the volume of each reservoir in the valley between prescribed minimum and maximum levels (to prevent floods, to ensure touristic activities, etc). Since it is not realistic to ensure such conditions for every possible streamflow, satisfaction of lower and upper bounds for the volumes can be required in a probabilistic manner.
Introduced by [4] , probability constraints are quite an appealing tool for dealing with uncertainty, because they give a physical interpretation to risk. For hydro valley management, chance constraints have been employed in [25, 7, 8, 24, 28, 49, 48, 44] . Most of these works require each component of the uncertain constraint to be satisfied in a probabilistic sense in a separate manner. As explained in [44] , a stochastic model with individual chance constraints may sometimes result in unreliable optimal decisions, because there is no guarantee that the whole stochastic inequality will be satisfied with a given probability. In this work we build upon the model in [44] , with joint chance constraints, and derive a sound numerical solution procedure, based on bundle methods, [18, 2] .
shown to be differentiable ( [44] ), it is reported in [27] that chance constraints are occasionally sufficiently stiff for smooth optimization methods to encounter convergence issues. Moreover in many applications c is actually non-smooth ( [16] ). For this reason it is of interest to make no smoothness assumption on c. For algorithmical purposes, given any x ∈ X, joint chance constraints (corresponding to c in (1.1)) need to be efficiently computed, together with a gradient. Gradient formulae for multi-variate Gamma, Dirichlet, and Gaussian distributions can be found in [35] , [32, 14, 41] , and [32, 16, 44] , respectively. Similarly to evaluating the function, these formulae involve computing a probability. In turn, the calculation of a probability amounts to compute, for any given x, an integral in relatively high dimension (for our numerical application in Sec. 6, the corresponding dimension is 48). For multi-variate Gaussian distributions, the code developped by A. Genz can be used to efficiently approximate probabilities; [12, 13] . The numerical method therein outputs values that can be as accurate as required on input, provided enough time can be spent in the calculation. Since the numerical solution of (1.1) requires evaluating the constraint c (and a gradient) at many trial points x, the evaluation is not done exactly, but with some error, whose sign is unknown. As a result, and in spite of convexity, a linearization of the form c x + g cx , · − x with c x ≈ c(x) and g cx an approximate subgradient, may lie above the function c(·).
To circumvent this difficulty, in this paper we present a bundle method specially taylored to solve problems of the form (1.1) when computing f and/or c (as well as respective gradients) is computationally heavy. The algorithm is special because it solves a constrained nonsmooth problem based on the information provided by an inexact oracle, possibly of upper type. This means mean that the oracle output provides linearizations for f and c in (1.1) that are inexact and may lie above the corresponding function. The simpler case of lower oracles, yielding linearizations that always remain below the convex function, is also considered as a corollary. The convergence analysis of bundle methods with lower oracles is simpler, because it fits better the usual exact framework, in which the oracle linearizations define cutting planes for the function of interest ( f and c in our case).
For unconstrained problems, bundle methods dealing with inexact oracles can be found in [17, 40, 19, 10, 11, 31] . Most of these works consider only lower oracles; we refer to [31] for a discussion on how such a setting considerably simplifies the convergence analysis. For constrained problems like (1.1), inexact bundle methods are more rare; see [20, 22, 30] . These works consider oracles that are either lower ones, or asymptotically exact. In this paper, we give a method suitable for the more general upper setting, and hence, adapted to the hydro application of interest.
Our paper is organized as follows. Sec. 2 is devoted to bundle methods for upper inexact oracles. After giving the initial bundle setting in § 2.1, the attenuation step required for the method to converge in the presence of oracle noise is explained in § 2.2. The new bundle algorithm is given in full details in § 2.3. Based on Sec. 3 asymptotic results, Sec. 4 proves convergence of the method to a solution of (1.1), up to the accuracy provided by the oracle. In particular, we show that for lower oracles that are asymptotically exact, the method finds an exact minimizer whenever (1.1) has a Slater point. Since our setting is more general than previous work (cf. the discussion in § 4.2), our approach significantly generalizes and extends results in the literature. The specific unitcommitment application is considered in the last two sections. Sec. 5 describes the hydro valley considered for the numerical tests, formulates the joint chance constrained problem to be solved, and discusses the upper inexact oracle employed. The different solvers used for comparison and a thorough set of numerical tests showing the interest of the approach are given in Sec. 6. The paper ends with some concluding remarks.
Initial setting.
We assume that at any x j ∈ X, the oracle provides Since in this oracle the signs of the errors, e.g., f (x j ) − f j , are not specified, the true function values can be either overestimated or underestimated, and similarly for the subgradients. In particular, nothing is known on the linearizations, e.g., f j + g j f , · − x j , that may lie below or above the corresponding function, e.g., f . Further conditions on the (possibly upper) inexact oracle will be required in what follows, as needed (cf. (2.20) and (4.1) below).
Along iterations, the method keeps an algorithmic center, denoted byx k at iteration k, with function values denoted byf k andĉ k . The center is some past iterate that was singled out because it produced significant progress towards the goal of solving (1.1). Progress is measured with respect to the current approximation of the improvement function, in a sense to be made clear below.
Specifically, the k-th inexact improvement function is
In the expression above, the targets τ k are more general than those considered in [38] , which correspond to taking null penalties ρ k and σ k . Relations with other improvement functions in the literature that are also covered by the setting (2.3) are discussed in § 4.2.
The oracle output is collected along iterations to form the Bundle of information
Having this information, the k-th inexact improvement function is modelled by a convex function M k : R n → R which uses approximate cutting-plane functionsf k andč k :
To generate iterates, the algorithm chooses a prox-parameter µ k > 0 and solves the quadratic program (QP)
As a result, x k+1 ∈ X and 6) where N X (x k+1 ) denotes the normal cone (of convex analysis) of X at the new iterate and ∂ M k (x k+1 ) the subgradient of M k at x k+1 . After solving the problem, the aggregate linearization
which is an affine function, can be defined. Clearly, because
The last ingredient in the bundle method is given by the aggregate error, defined by
In view of (2.7), for any y it holds that
where we used the fact that the term ν k , x k+1 − y is nonnegative for all y ∈ X, because ν k ∈ N X (x k+1 ).
Handling inexact oracle information.
Usually, the noise introduced by the inexact evaluations is deemed "too large" when the function value at the algorithmic center is below the minimum model value (a situation that is impossible with an exact oracle, by convexity). For our setting, this amounts to checking if the noise measurement quantity defined below is negative:
When the relation above holds, the algorithm maintains the model and the center, and reduces the prox-parameter.
The new iterate yields a smaller noise measurement quantity, thus attenuating the noise induced by the inexact bundle information. For the sake of numerical versatility, we consider here an alternative mechanism that is more general, and checks asymptotic satisfaction of the inequality above, based on a relative criterion. More precisely, noise is considered too large if
for a parameter β k satisfying (2.14) below.
To measure progress towards the goal of solving (1.1), certain predicted decrease δ k is employed. Usual definitions for the decrease are
We consider a slightly more general variant, and let
for a parameter α k satisfying (2.14) below. (2.12) Since the numerator in (2.11)
we see that detecting the need of a noise attenuation step amounts to checking satisfaction of the inequality
The choice of parameters α k , β k should ensure that the nominal decrease in (2.15) is nonnegative when noise is not too large. Accordingly, we suppose that
Only when noise is declared acceptable, that is when (2.13) does not hold, the algorithm examines if the new iterate is good enough to become the next center by checking
When the relation holds, the iteration is declared serious, because it provides a new algorithmic center:x k+1 = x k+1 . Otherwise, the center is maintained and the iteration is declared null.
The rationale behind (2.15) is to measure progress towards minimization of (1.1) by focusing either in reducing the objective value without losing feasibility if the center is approximately feasible. Otherwise, whenĉ k > 0, the emphasis is put in reducing infeasibility by checking the second condition in (2.15).
The parameters α k , β k in the criterion (2.13) make it possible to control the relation between noise attenuation and descent, a flexibility that can help the numerical performance of the algorithm. More specifically, to progress towards a solution, it is preferable for the algorithm to:
-make more serious iterations, because serious iterates converge to a solution, and -have few noise attenuation steps. Noise attenuation steps are undesirable to occur often, because they prevent the algorithm from having "true" iterates, for which to check the descent condition. -However, checking (2.13) does not involve any f /c-oracle calculation at x k+1 , and can therefore be considered an inexpensive test.
The flexibility introduced by the additional parameters α k , β k allows the user to seek for a trade-off between the time spent in oracle calculations and the CPU time required for the algorithm to find a solution to (1.1). By (2.15), more serious iterations are achieved by taking larger α k 's (yielding smaller δ k 's), while a larger β k reduces the left handside term in (2.13), making less likely noise attenuation. Our numerical experience in Sec. 6 shows how different choices of these parameters impact the numerical performance, both in terms of CPU time and accuracy.
We now list some consequences resulting from the various definitions above, obtained with some simple algebraic manipulations.
First, by (2.7) written with y =x k and (2.12),
Together with (2.9) and (2.6) we see that
Second, by adding δ k to both members of the identity (2.16), we see that Step We now explain how Algorithm 2.1 handles the update of its prox-parameter µ k and penalties ρ k , σ k . For the prox-parameter, the update uses positive constants µ max and ∆, as follows:
The rule for the penalty parameters uses a some positive constant RS and is given below:
The main purpose of these conditions is to ensure satisfaction of the relations stated in the proposition below. (2.19) for the penalties, the following holds.
Proposition 2.2 (Consequences of penalization updates). When Algorithm 2.1 uses the rule
-At every iteration k, (2.19) . Regarding the second item, we recall that h k x k = 0 by the first item. It therefore suffices to show h k
When the center is infeasible, i.e.,ĉ k > 0, the inequality is derived once more from combining (2.3) with the negation of (2.15), using the previous item, as follows:
Finally, to see (2.21), notice that x k ∈ X with X bounded, so (2.20) ensures that each linearization
follows, because the penalty terms are nonnegative by (2.19 ). An analogous reasoning gives the bound for h k x k .
Asymptotic Analysis.
We now analyse the different cases that can arise when the algorithm in Sec. 2.1 loops forever, i.e., k → ∞. Then only one of the following mutually exclusive cases can occur:
-either there are infinitely many serious iterates, -or the stability center remains unchanged after a finite number of iterations. In this case, -either there is an infinite number of noise attenuation steps, -or there is a finite number of noise attenuation steps and eventually only null steps are done.
The first case is considered in Lem. 
Proof. Consider k ∈ K s . We first show that δ k → 0. If for all serious steps we have c k+1 > 0 then (2.15) implies thatĉ
noting that δ k ≥ 0, because serious steps can only take place when no noise attenuation occurs. Since the nonincreasing sequence {ĉ k } K s is bounded below by 0, it converges. From (3.1) we deduce that 0
Otherwise, there is somek ∈ K s such thatĉ¯k ≤ 0. In view of (2.15), all subsequent serious iterates are feasible: for each serious stepk ≤ k ∈ K s we haveĉ k+1 = c k+1 ≤ 0 and
Thus, the nonincreasing sequence {f k }¯k ≤k∈K s is either unbounded below or converges. The first case is ruled out by (2.20). As for the second case, it implies that
We now show that both (2.14) , the negation of (2.13) and (2.6) imply that
where we used (2.18a) for the last inequality. As a result, both
To show that the aggregate error goes to 0, pass to the limit in the negation of (2.17) and use the above estimate to see that
Since by (2.6), µ k x k+1 −x k 2 = G k + ν k 2 /µ k and we have just shown this term vanishes asymptotically, the error limit is nonnegative. Then E k → 0, because E k ≤ δ k by (2.16) and δ k → 0.
The stated inequality holds follows from (2.10) by boundedness of X and the fact that both G k + ν k and E k → 0.
The analysis above shows that Step 5 of Algorithm 2.1 can freely manage the bundle at serious iterations. Of course, a richer bundle yields better cutting-plane models for f and c, so having larger index-sets J k should improve the speed of the method (keeping in mind that large sets J k make harder the QP subproblem solution).
Notice also that in the inequality in Lem. 3.1 the remainder o(1/k) corresponds in fact to both G k + ν k and E k going to zero. Similar relations will hold when there is a finite number of serious iterations, as shown below.
In the next two cases, eventually no more serious steps occur and after a finite number of iterations the algorithmic center remains unchanged. As a result, there existsk andx such thatx k =x for all k >k. Unlike Lem. 
Proof. Consider k ∈ K a . By (2.16) and (2.13) we obtain the following estimate
, and with (2.10) we see that
Since the set X is bounded, the stated inequality would hold if G k + ν k → 0. To show this result, first note that (2.9) and (2.7) imply that
where the inequality comes from (2.6). Letf denote the f -value computed by the oracle atx. By the first item in
by the third item in the proposition, for some constantM
From (3.3) and the condition β k ≥ b from (2.14) we obtain the inequality
Moreover, using (2.6) and the fact that 1 + b > 0 by (2.14), this means that
Since the update in (2.18b) ensures that the sequence {µ k } k∈K a is strictly decreasing, when K a ∋ k → ∞ we obtain that µ k → 0 and G k + ν k → 0, as desired.
For the result above to hold, Step 2 in Algorithm 2.1 only needs the sequence {µ k } K a to be strictly decreasing, and the left bound in (2.21) to hold. So, as for the case of infinitely many serious iterations, there is freedom in how the bundle is managed when noise is deemed too large. Since in this case there is no new oracle information, it seems reasonable to maintain the current bundle.
In a manner similar to Lem. 3.1, the remainder term in Lem. 3.2 corresponds in fact to
The final result considers there are finitely many serious and noise attenuation steps, which implies the algorithm makes infinitely many consecutive null steps. For this case, the model is required to satisfy the following conditions whenever the iteration k is declared null:
The result below uses standard arguments in bundle methods [6] 
Proof. Consider k ∈ K n . Once again, the stated inequality will follow from (2.10) by boundedness of X, if we show that both G k + ν k → 0 and E k → 0. In turn, these results follow from showing that δ k → 0.
To see that δ k → 0, we start by expanding squares and using (2.6) to write the identity
where in the last equality we define
) from (2.7) (the value OV k is the optimal value of the QP subproblem (2.5) defining x k+1 ). Since ν k ∈ N X (x k+1 ) and y ∈ X, the term − ν k , y − x k+1 ≥ 0 and, hence, we derive from (3.6) that
By evaluating at y =x ∈ X, using (2.8) and the third item in Prop. 2.2, there exists some constantM such that
In particular, the sequence {OV k } is bounded from above.
Assumption (3.4a) in (3.7) yields that
for all y ∈ X. Since µ k+1 ≥ µ k by (2.18c), by evaluating the inequality above at y = x k+2 we see that
and, being bounded above, the non-decreasing sequence {OV k } converges. Since the righthand side is larger than OV k , we conclude that
Recall that condition (2.14) implies that δ k ≥ 0 when (2.13) fails, i.e., no noise is detected. The descent test also fails, so by the second item in Prop. 2.2,
Adding δ k to both terms and using the definition in (2.12) we obtain that
Writing (3.4b) for y = x k+2 and using the Cauchy-Schwarz inequality yields that
By (2.20), there exists a constant
The first righthand side term above equals h k x k+1 , by (2.3). Continuing and using the definition of OV k and (2.18c),
Following (3.5), we can observe that the last three terms equal
In view of (3.8), the right handside above tends to zero. Since m ∈ (0, 1), δ k → 0, as desired.
The negation of (2.13), condition 1 − (α k + β k ) ≥ B > 0 from (2.14), and the fact that µ k ≥ µ¯k +1 from (2.18c) imply that
Finally, using in (2.16) that α k ≥ 0 by (2.14) gives
Since both righthand side terms go to zero, so does E k and the proof is finished.
For the result above to hold, at null steps the bundle needs to be managed in a manner ensuring the relations (3.4). Condition (3.4b) holds if the last generated information enters the bundle, that is,
which is equivalent to having
As for (3.4a), the inequality is typically ensured by introducing aggregate information in the bundle. In our improvement function setting, this can be done by splitting the aggregate information into their f and c parts.
Specifically, in view of the model definition (2.4), there is a multiplier λ k ∈ [0, 1] such that
, and
For (3.4a) to hold it is then enough to take
Similar calculations can be derived for economic bundles which, in the information (
, replace the knowledge of the vector x j by two scalars, referred to as linearization errors for f and c atx k . We refer to [38] for more details.
Finally, like in the case of infinitely many serious steps, the remainder term corresponds to G k + ν k → 0 with E k → 0. For this reason, instead of the stopping criteria in Step 3 of Algorithm 2.1, one could stop when G k + ν k is sufficiently small, as long as E k is also small (serious and null cases) or nonpositive (noisy case).
Link with the Original Problem.
In Sec. 3 we established the limiting behaviour of Algorithm 2.1. We still need to analyze in which sense the method converges to an approximate solution to problem (1.1). It is at this stage that the oracle errors play a major role. Our results below show what can be expected in terms of solving (1.1) for oracles that are of upper or lower type. Partly assymptotically exact and exact oracles are also considered.
Convergence Results.
We start with a general result, suitable for oracles yielding inexact linearizations that may lie above the function. Specifically, we suppose that for any x k ∈ X the oracle output (2.2) is of upper type, in the sense that errors ε k at iteration k and asymptotic error ε ≥ 0 satisfy: 
Moreover, :
(ii) Ifc ≤ 0 and the set X ε = {y ∈ X : c(y) ≤ −2ε} is not empty, then
Proof. When the algorithm loops forever, one of the index sets K s , K a , K n , defined respectively in Lem. 3.1, 3.2, 3.3, is infinite. Sincex k ∈ X and X is compact, for any of such sets there exists a subset K ′ such that {x k } k∈K ′ →x, recalling that when K ′ = K a and K ′ = K n eventuallyx k =x =x remains fixed. By the same three lemmas, and the first item in Prop. 2.2, Consider first the casec > 0. Since X is bounded and both f and c are real-valued, the constant R = Whenc ≤ 0, (4.2) becomes 0 ≤ max f (y) −f , c(y) + ε and evaluating at any y ∈ X ε gives the final result.
Thm. 4.1 states that, as long as ρ k is managed as a penalty parameter (for instance ρ k+1 = 2ρ k if cxk+1 > 0, and ρ k+1 = ρ k otherwise), Algorithm 2.1 will eventually detect problem (1.1) as infeasible up to the accuracy ε, or it will find an approximate minimizer in the sense stated by the second item in the theorem. For the latter to happen, the accuracy should be small enough to ensure nonemptiness of the set X ε (noting that in this set the factor -2 could be replaced by any value strictly smaller than -1).
We now state a refinement of this result, for the case when inaccurate linearizations eventually stay below the functions f and c. We refer to this situation as having "lower" oracles. Proof. The casec ≤ 0 is Thm. 4.1(ii) with ε = 0. As for the casec > 0, it is excluded by observing that forρ sufficiently large (4.2) becomes
so 0 <c ≤ c(y) for all y ∈ X, an inequality that cannot hold when y is the Slater point.
A further refinement is possible for lower oracles that are partly asymptotically exact, see [26] , [21] , [30] . Specifically, these are oracles that become progressively more and more accurate at serious steps. We now show that, unlike the previous cases, in this situation the penalty ρ k does not need to increase to infinity when the center is deemed infeasible (that is, when cxk > 0). 
As a result, when (1.1) has a Slater point, only item (i) is possible.
Proof. Whenc ≤ 0, the first result is Thm. 4.1(ii), recalling thatf = f (x) and ε = 0.
Similarly forc > 0 andρ = +∞, applying the first item in Thm. 4.1 withc = c(x) and ε = 0. Whenc > 0 andρ is finite (not necessarily larger than R in the theorem), addingσc to both sides of (4.2) and using that ε = 0 together with the assumption that c(x) =c and f (x) =f gives that
(4.4)
In the right handside above we use the notation H(·) for the (convex) exact improvement function (2.1), written with target τ = ( f (x) + (ρ −σ )c(x), 0). In particular, when y =x the inequality (4.4) becomes
Since by (2.19) the penalties satisfy
this means that −(ρ −σ ) < 1 and the maximum above is attained at c(x) and, hence, H(x) = c(x). As a result, (4.4) states that 0 ∈ ∂ (H + i X )(x)
, where i X denotes the indicator function of the set X. Being a max-function, the subgradients of H atx are of the form
Since c(x) > 0 and −(ρ −σ ) ≤ 1 − RS < 1 by (2.19), the only possibility is λ = 0, i.e., 0 ∈ ∂ c(x) and, therefore, 0 < c(x) ≤ c(y) for all y ∈ X, as stated.
For completeness, and to relate our method with previous algorithms in the literature, we finish with a result for oracles that make exact calculations. In this case, there is no noise attenuation step and the nominal decrease (2.12) is defined with α k ∈ [0, 1]. Proof. By convexity, an exact oracle is of the lower type, so (4.1) holds with ε = 0. In particular, writing (2.3) and (2.4) with y =x k we see that h k
COROLLARY 4.3 (Convergence for exact oracles). Consider an exact oracle: for any x j
, the left handside in (2.11) is always nonnegative and, as long as β k ≥ 0, the algorithm will never consider noise too large (naturally so, since for exact oracles there is no noise to be detected).
The set X is bounded and the subdifferential mapping of a convex function is locally bounded, so (2.20) holds for exact oracles. Since in addition, (2.14) holds by taking for example B = 
Relation with previous work.
Cor. 4.3 covers methods based on improvement functions already considered in the literature for solving constrained nonsmooth problems using exact or lower oracles. More precisely, conditions (2.19) are satisfied by at least the following three choices:
ρ k = σ k ≡ 0, or ρ k ≡ρ < +∞ and σ k ≡ 1, orρ = +∞ and σ k ≡ 0, corresponding to the improvement functions in [38] , [1] , and [20] , respectively. The first two methods were developed for exact oracles ([1] deals with nonconvex functions). The method of centers in [20] considers a setting corresponding to a lower oracle, and is addressed by Cor. 4.2.
To decide if the iterate gives a serious step, the three methods ( [38, 1, 20] ) use in Step 4 a criterion based on descent of the improvement function. Namely, It should also be mentioned that [20] uses an alternative stopping test, suitable for unbounded feasible sets (which is not the case in (1.1) ). More precisely, instead of checking if δ k ≤ TOL, the method of centers uses the conditions [20] and cxk ≤ 0. (4.6)
For bounded feasible sets in (1.1), (4.6) is equivalent to the stopping test δ k ≤TOL. Indeed, following the definition of E k in (2.9) and δ k in (2.12) with α k = 0, we see that
. Using the fact that X is compact and in particular bounded together with G k + ν k ≤ TOL [20] , the stopping criteria (4.6) implies that δ k ≤ TOL for certain modified tolerance.
Another stopping criterion is the one used in [10] :
It was already mentioned that Lem. 3.1, 3.2, 3.3, ensure that G k + ν k = µ k x k+1 −x k → 0. Together with (2.16) the stopping test δ k ≤ TOL implies (4.7) for an appropriate tolerance TOL [10] . On the other hand, keeping the prox-parameters uniformly bounded from above in (2.18), together with (2.16) and (2.6) gives
showing that (4.7) also implies δ k ≤ TOL for an appropriately chosen tolerance TOL.
Therefore, for convex problems as (1.1), our approach includes previous work, significantly extending the applicability of algorithms in the literature:
-not only exact and lower oracles can be used, but also upper ones, satisfying (4.1); -the criterion for serious steps can be (2.15) or based on the improvement function; -the descent and noise parameters α k , β k can be chosen in any manner satisfying (2.14) . This versatility has a positive impact on the numerical results. -any choice for the penalty parameters ρ k and σ k in (2.3) satisfying (2.19) is possible.
Regarding the last item, the role/utility of the penalty in second target (in τ k 2 ) is not clear. At least in the convex setting, taking σ k = 0 and forgetting about this additional parameter seems sufficient. It is argued in [1] , however, that a positive σ k can be beneficial in the numerical performance of the algorithm, so the situation may be different for nonconvex problems.
Energy Application: Hydro Reservoir Management.
In this section we give the main elements of the application considered in the numerical experience. For convenience, and without loss of generality, we explain here a specific instance, and refer to [45] for more details.
Generally, an individual hydro valley is part of a larger hydro-thermal system which acts on a price signal. The latter can either come from some price decomposition scheme ( [5, 23, 37] ) or from the market. Likewise, the vector σ T = (1, 1, 1, 1, 2, 2, 3, 3, 4 , 4, 5, 5, 5, 6, 6, 6) associates each one of the 16 turbines in the valley to a specific reservoir. Finally, the sets A (n) = {m ∈ {1, . . . , 6} : A m,n = 1} and F (n) = {m ∈ {1, . . . , 6} : A n,m = 1} for n ∈ {1, . . . , 6} identify uphill and downhill connections. In particular, the fact that A (1), A (4) are empty is due to the reservoirs n = 1, 4 being in the top, while emptiness of F (6) means that n = 6 is a bottom reservoir.
For simplicity, we do not consider flow delays (also known as "water travel" times), which can easily be incorporated in the model. The time horizon T is discretized into 24 time steps, each one with length ∆t = 2 hours.
For i = 1, . . . , 16 the control of the i-th turbine is done by variables x i (t) for each t ∈ T. These variables, expressed in units m 3 /h also satisfy:
Random Inflows: modelling and data.
Reservoir inflows (in m 3 /h) are modelled by a stochastic process. Accordingly, A n (t) stands for the stochastic process for reservoir n ∈ {1, . . . , 6}.
Some of the reservoirs have deterministic inflows (typically zero). Indeed, while uphill reservoirs have random inflows due to the melting of snow in the high mountains, rain can be neglected for downhill reservoirs, which can be modelled in a deterministic framework. The set N r ⊆ {1, . . . , 6} gathers all reservoirs with random inflows.
For n ∈ N r , the stochastic inflow process is modelled as a sum of a deterministic trend s n t and a causal process ( [39] ) generated by Gaussian innovations. To this end let ζ n (t) be a Gaussian white noise process: (ζ k 1 (t) , . . . , ζ k l ) is a Gaussian random vector of zero average and variance-covariance matrix Σ(t) ({k 1 , . . . , k l } = N r ). The ζ vector is assumed to have independent t-components.
Since A n (t) is a causal process, we obtain the characterization
for some coefficient vector ψ n .
In this instance, both reservoirs 1 and 2 have random inflows, with a standard deviation equal to 20% of the nominal values. This implies that the standard deviations are 4.24 m 3 /s for reservoir 1 and 0.3 m 3 /s for reservoir 2. Inflows to reservoir 2 are modelled as an autoregressive process of order three, AR (3), with coefficients (0.9, 0.7, −0.7). For reservoir 1, inflows follow an AR(1) process with coefficient 0.9.
To express the hydro valley relations in the presence of uncertainty, we need to write down the variance-covariance matrix of the stochastic process. This needs the introduction of some notation. Specifically, we let ψ be a 2 × 24 matrix such that ψ 1, j = 0.9 j and ψ 2, j = 0. 
is the variance-covariance matrix of the global random inflow vector, that we shall shorten to η. The vector η is a Gaussian multi-variate random variable in dimension 48.
Flow constraints and Volume bounds.
In the hydro valley, reservoirs are in a cascade, and there are flow constraints induced by turbining water in each reservoir. The following water balance equation states such relations:
The above equation is entirely deterministic, except for the reservoirs n ∈ N r . To deal with the underlying randomness while respecting each reservoir bounds, we introduce the constraints
Relation (5.4) is a joint chance constraint. It states that, for any level of uncertain inflows, reservoirs 1 and 2 must keep their volumes between the prescribed bounds, with probability higher than p. We have taken p = 0.8 in our application.
5.4.
Objective function and problem structure. In this stylized numerical example, water is priced by a constant factor W n ; a more realistic description, with volume dependent water values, can be found in [45] . Since such modelling is represented by a set of affine constraints, our setting also covers the more general case. Generation is valued by using (given) time dependent price signal λ (t),t ∈ T (in e/MWh) like the one shown in Fig. (5.1(b) ).
As a result, the objective function in (1.1) is given by Therefore, our problem fits the following abstract structure:
where η ∈ R m is a Gaussian random vector with variance-covariance matrix Σ and zero mean (we have explicitly extracted the non-zero average in a r , b r ).
By a classical result (Thm. 4.2.4 [32] ), the feasible set induced by the joint chance constraint (5.4) is convex. Moreover from the same result it follows that the function
is a convex function.
So (5.6) corresponds to (1.1) with
It is moreover clear that X is bounded according to (5.1). In this setting, the f -oracle is exact. As for the c-oracle, it falls into the framework (4.1) with ε > 0, as explained below. 
Devising an inexact upper
is differentiable with gradient ∇ϕ(x) = ∇âF η (â,b)
The results of [44] can be applied since η is a nondegenerate (i.e., with positive definite covariance matrix) Gaussian random variable. In the potentially degenerate case we can refer to [16] . The analysis of what follows will be completely similar as again the computation of the gradient is reduced to evaluation mappings with a structure close to the one of ϕ above.
Accordingly, the i-th component of ∇âF η (â,b) (−∇bF η (â,b) respectively) is equal to −ψ(z)P[ã r +Ã r x ≤η ≤ b r +Ã r x]. In this expression, ψ is the density of a standard Gaussian random variable in 1 dimension; z a specific point depending on x, andã r ,b r ,Ã r ,η of a r , b r , A r are appropriate modifications of the respective objects. These modifications depend on whether the derivative is taken with respect toâ orb.
We see that, in order to compute one component of the gradient, one needs to evaluate a mapping of the form F ζ (â,b) at specific pointsâ ≤b ∈ R m , with ζ ∈ R m a non-degenerate multi-variate Gaussian random variable.
Since the evaluation of the c-function also requires to compute a similar probability, the core of the c-oracle is to make the involved multidimensional calculations in a fast and efficient manner. This is achieved by using the code [12] , developped by A. Genz for multivariate normal probabilities. Having as input a requested accuracy ε g > 0, the code either returns a valueF such that F − F ζ (â,b) < ε g , or issues an error message, stating the impossibility of making the calculation with the requested precision. In the latter case, it is possible to increase the number of quasi Monte Carlo particles used in the numerical integration and make another attempt to obtain the desired accuracy.
Since the integral approximation estimate can be larger or smaller than the exact value, the c-linearizations may lie below or above the exact function c, noting that asymptotically exact (up to say floating point precision) calculations would be possible (although they might considerably increase the time spent in the oracle).
Convergence results for the application.
According to the model set up in this section, the objective function f of problem (1.1) is linear and therefore has an exact oracle. Inexactness arises from evaluating the probabilistic constraint c. The corresponding oracle may be of the upper type, because no information is available on the sign of the incurred error, neither for the function values nor for the subgradients. However, as explained in [15] , the user can control such error, keeping it sufficiently small if desired (provided enough CPU time is spent in the calculations).
We now derive an explicit expression for ε > 0 in (4.1). Consider a constant Φ > 0, for which ϕ(x k ) > Φ > 0 for all iterations k. For example, one can take as initial pointx 0 an appropriate convex combination with the Slater point x s ∈ R n ensuring that ϕ(x 0 ) > Φ for any given p > Φ > 0. Then, as far as serious iterates are concerned, (2.15) ensures that ϕ(x k ) > Φ. Since ε in (4.1) depends on the limiting behaviour, clearly one can choose µ k in (2.5) according to rule (2.18c) in such a way that ϕ(x k ) > Φ also in null-steps.
The logarithm being a uniformly continuous mapping on [Φ, 1], X being a compact set and ϕ : X → [0, 1] also being uniformly continuous, it is clear that for any ε ′ > 0 a precision ε g can be chosen such that c(x k ) − c x k ≤ ε ′ for any iteration k. As discussed at the end end of Sec.5.5,
A r ∞ ε g , since the standard
∀z ∈ R. By the Cauchy-Schwarz inequality and compactness of X we then obtain that
for an appropriate constant M > 0 and any y ∈ X. We conclude that (4.1) holds with ε ≥ ε ′ + Mε g . Moreover, whenever ε g is taken small enough, ε ′ can also be made arbitrarily small.
We are in the conditions of Thm. 4.1. Since in the hydro valley application it is reasonable to assume the existence of a Slater point x s , we pick ε g , the user-defined precision of Genz' code in such a way that c(x s ) ≤ −2ε. This ensures that the set X ε in Thm. 4.1 is not empty. In the setting of the theorem, letx be the limiting point generated by Algorithm 2.1.
Whenx is infeasible according to the oracle information,c > 0 and item (i) of Thm. 4.1 leads to the contradiction c < c(x s ) + ε ≤ −ε < 0. Therefore,x is approximately feasible (c < 0) and satisfies the relationf ≤ f (y) + ε for all y ∈ X ε by item (ii) of the same theorem. Consequently,x solves approximately (1.1).
6. Numerical experience. For our numerical experience, the starting point uses the "deterministic" counterpart of (5.6) wherein the random vector η is replaced by its expectation. In general x d will not be feasible for (5.6) (unless it solves the problem).
Since improvement functions are scale-dependent, [38] , it is useful to scale the constraint. Accordingly, we consider the constraint K p ≤ KP[a r + A r x ≤ η ≤ b r + A r x] for some value of K > 0. A natural choice for K would be f , x d . Finally rules (2.18a), (2.18c) and (2.18b) are dealt with in the following way. In serious steps we take µ k+1 = µ k without making any changes. When noise is detected, we take µ k+1 = κ µ k for a parameter κ ∈ (0, 1).
Finally when null steps are made we choose µ k+1 = min {µ s µ k , µ max } for a parameter µ s > 1.
Algorithms in the Benchmark.
We first compare the performance of several methods, including variants of Algorithm 2.1 using different choices for the parameters. More precisely, we consider: -A configuration of Alg.2.1 with a strong noise test:
where ε m is the machine precision. -A configuration of Alg.2.1 with null parameters:
-The method of centers from [20] , bearing some similarities with Alg. 2.1 provided parameters are properly set:
Alg. [20] :
-The conic bundle method from [22] :
Alg. [22] : No σ k , ρ k , α k ≡ 0 , ad-hoc QP in Step 1, β k , Stop and Descent Test .
-The supporting hyperplanes method from [33] (see also [46, 34, 42] ):
Alg. [33] :
Step 1, ad-hoc Stop and Descent Test .
In both configurations of Alg.2.1 above taking RS = 1 ensures satisfaction of (2.19) for any choice of ρ k+1 ; as for (2.14), it suffices to take any positive B and b = β k (constant in k). Since the conditions in Section 4 are satisfied, eventual convergence to an approximate solution is assured with these methods.
We now describe the specific ad-hoc updates of the last three methods. To help the comparison, the algorithms steps are numbered as in Alg. 2.1.
Alg. [20] Specifics. The penalty ρ k+1 is halved at serious steps and doubled if cxk+1 > 0. Once a feasible stability center is found, the numerical value of this penalty becomes irrelevant. For an additional Armijo-like parameter m ′ ∈ (0, 1], the method of centers modifies the noise management Step 2 in Alg. 2.1 as follows.
Step 2'a (Infeasible serious point) Ifĉ k > 0 and δ k < m ′ĉk , noise is too large. Decrease the prox-parameter as in (2.18b), take ρ k+1 = 2ρ k , maintain the bundle, and loop to Step 1 (solve a new QP subproblem).
Step 2'b (Noise attenuation). In the other cases, that is, ifĉ k ≤ 0 or δ k ≥ m ′ĉk , check if condition (2.13) holds.
If this condition holds, noise is too large. Decrease the prox-parameter as in (2.18b), take ρ k+1 > ρ k ifĉ k > 0, maintain the bundle, and loop to Step 1 (solve a new QP subproblem).
The difference with our noise management step is in the first item: when the current serious point is infeasible, instead of (2.13) the condition δ k < m ′ĉk is checked. Such condition amounts to verifying if (2.13) holds with
Suppose such value of β k also satisfies (2.14) (for example suppose m ′ is sufficiently small). Then this alternative can also be considered a special case of Algorithm 2.1, with a specific updating of β k for infeasible serious points.
Alg. [22] Specifics. This method is applicable when, like in our application, the objective function in (1.1) is linear or quadratic: the QP subproblem approximates (1.1) with a cutting-plane model for the constraint. Furthermore, the method needs the knowledge of a Slater point x s for (1.1), which is also its starting point:x 0 = x s . The algorithm performs the following steps.
Step 1' (Alternative subproblem, δ k , E k ) Let (x k+1 , η k+1 ) be a primal-dual solution to the QP
This amounts to taking in (2.6), instead of subgradient
given by the QP optimality conditions. Taking δ k := f ,x k − x k+1 and E k = δ k − µ k x k+1 −x k 2 ensures satisfaction of the left handside identity in (2.16) with α k = 0.
Step 4' (Serious step Test) If f ,x k f ,x k − mδ k then declare a serious step, taking as next centerx k+1 =x k .
Otherwise, declare a null step.
When the c-oracle is exact or lower * , each stability center will be feasible, by convexity. When the c-oracle is of the upper type, like in our case, by the discussion in Sec. 5.5 it is possible to take a slightly larger γ k so that ϕ(x k ) ≥ p + ε g . This is a potentially costly fix that may require several evaluations (our implementation uses the original definition for γ k .) The analysis in [22] does not cover upper oracles, so convergence of this method is unclear, although it numerical behaviour was reasonable for our tests.
Alg. [33] Specifics. Like Alg. [22] , the cutting-planes model for the constraint is built using for the c-evaluation points, points obtained from interpolating with the Slater point. The difference is that now the constraint is required to be active at the interpolation point ( Step 1' (Linear Programming subproblem) Let x k+1 be a solution to For exact c-oracles, the method is a specialization of the cutting-plane algorithm in nonsmooth optimization, hence it converges. For inexact c-oracles, convergence results are not known.
Computational results.
We now comment some of the numerical results (more details can be found in the Appendix). The reported CPU times are to be taken as a measure for comparing different algorithms, rather than as a measure of performance. Our implementation does not contain several improvements and tweaks that could optimize the code (oracle parallelization or multi-threading, for instance). Another important issue is that computing a Slater point is very consuming in terms of CPU time: this amounts to solving a problem as difficult at the original one (5.6) (i.e., solving (5.6) with objective function replaced by maximizing the probability level).
Results reported in Tables 6.1,6.5,6.2,6.3 were obtained on a HP xw6200 workstation with 8 Gb memory, whereas results of Table 6 .4 were obtained on a HP z600 workstation.
Feasible Start using a Slater Point and Infeasible Start.
In order to put all algorithms on equal foot, a first comparison supposes a Slater point is available to all of the methods in the benchmark. In this case, for a suitable convex combination of x d and x s , the starting pointx 0 is always feasible (Alg. [22] starts at x s ). Computing this convex multiplier requires executing step 3'a of Alg. [33] . This involves calling the c-oracle several times and might be costly. Table 6 .5 in the Appendix contains the output of all the runs, with various parameter settings for each algorithm (to decide on the best choice of parameters for the benchmark). We report here a shorter Table  6 .1, with some illustrative results.
The best objective function value in this test was -104162, found by Alg.2.1SEV for different settings. When K = 1e 4 Alg.2.1SEV found in 239 minutes a similar † solution than Alg. [33] , which took is approximately the same CPU time. Taking K = 5e 4 the same point is reached in only 193 minutes and with K = 1e 4 that point is reached The results in Table 6 .2 were obtained with an infeasible starting point,x 0 = x d from (6.1), using for each algorithm the best parameter settings in Table 6 .5. Table 6 .1) is definitely out-performed by the Bundle method settings of Table 6 .2.
The comparison above shows a strong dependence of the CPU time on the initial point, for all methods.
Different variants of Alg.2.1SEV.
In order to determine the impact on the convergence, we varied the precision of Genz code. This test also allows us to check the potential of varying this precision along the iterations. We took the best method, Alg.2.1SEV, with the same parameter setting, for different oracle precision. The solution obtained when using Genz' code with precision 1e −2 is slightly infeasible. This explains the "over"-optimal objective function value. From this table, we see that if the oracle accuracy is too high, CPU times can reach inacceptably large values.
Continuing with our analysis of the best variant, Alg.2.1SEV with fixed settings, in Table 6 .4 we consider different values of β k , ranging between the severe noise test (close to -1) to the permissive one (close to 1), and likewise for α k , which varies from a severe serious step test (close to 0) to a permissive on (close to 2). Higher α values lead to more serious steps, until the extreme of declaring all iterates serious (α = 2 − 2ε m ). In our tests, a severe noise test has resulted in a more stable management of the prox-parameter. Indeed, we have observed that if noise gets detected early on, the value of µ k remains unchanged a significant number of iterations. By contrast, the permissive choice for β k leads to some chaotic changes throughout the iterative process.
We also tested the two alternative stopping criteria and the alternative serious step condition and observed no significant differences.
Finally, we also examined the impact of penalty parameter ρ k , comparing taking ρ k = 0 (as in the previous runs in this subsection) with an update as for Alg. [20] . For the sake of brevity, we omit the table with results. Instead, we observe that with a nonnull ρ k a feasible stability center is found in half the number of iterations. Unfortunately this quest for feasibility strongly deteriorates the objective function value, and eventually more iterations are required to converge to very similar solutions in the end.
We conclude that, at least for our runs, the best variant is Alg.2.1SEV with the settings in Table 6 .4.
Solution Quality.
To assess the obtained solutions, we simulate the reservoirs evolution and check if the stipulated probability level is satisfied numerically. Figure 6 .1 shows the reservoir levels for 100 simulated inflow scenarios, using the expected-value strategy obtained from solving problem (6.1) and Alg.2.1SEV. The figure clearly shows the importance of integrating uncertainty in order to obtain robust turbining strategies.
Except for the deterministic solution, which violates constraints for almost all scenarios, the various methods in our benchmark provide in fact very similar solutions. When slight differences arise, they account for increased robustness (with respect to the deterministic solution) and for increased optimality (with respect to various solution methods). Conclusions. For convex nonsmooth constrained problems we have presented a new bundle algorithm capable of dealing with inexact upper oracles. The latter oracles provide linearizations that may not lie below the true convex function. Such a setting naturally arises when dealing with certain classes of Joint Chance Constrained Programming. Indeed, in many cases of interest, an appropriate transformation of the Joint Chance Constraint is a convex function for which obtaining a subgradient or function value involves (quasi-)Monte Carlo sampling and multi-variate numerical integration. A similar situation arises in stochastic programs with second order stochastic dominance, Conditional Value-at-Risk, or robust constraints. As long as the resulting optimization problems remain convex with a finite number of constraints, the bundle method presented in this paper can be applied, taking advantage of its ability of handling inexact oracles to accelerate the calculations.
The good qualities of the proposed method was illustrated on a real-life numerical example coming from unitcommitment: the hydro-reservoir problem. This problem, when integrating uncertainty on inflows can be formulated as a Joint Chance Constrained Program. The bottleneck for an efficient numerical resolution lies in the cost of the oracle calculations for the Joint Chance Constraint. For inflows modelled as a causal time series with Gaussian innovations, and using an efficient code like Genz', the oracle evaluation typically takes up to 98% of the total CPU running time. The methods considered in this work do not need the (potentially time consuming) calculation of a Slater point. With respect to the well-known Supporting Hyperplane method, the bundle method presented in this paper was shown to accelerate the CPU time by a factor of 20 on the typical instance considered in this paper. This shows a great potential for these bundle methods. With a varying precision for the oracle ("asymptotically exact" variant, not tested in this work), an additional factor of 3 seems to be reachable.
