' !+ As in the standard simultaneous equation literature, Y 1 is the set of g 1 right-hand-side endogenous variables, and X 1 is the set of k 1 included exogenous variables+ Let X ϭ @X 1 , X 2 # be the set of all exogenous variables in the system+ Let k 2 , the number of excluded exogenous variables from the first equation~X 2 !, be larger than or equal to g 1 + The disturbance u 1 follows the one-way error component model
where Z 1 ϭ @Y 1 , X 1 # and d 1 ' ϭ~g 1 ' , b 1 ' !+ As in the standard simultaneous equation literature, Y 1 is the set of g 1 right-hand-side endogenous variables, and X 1 is the set of k 1 included exogenous variables+ Let X ϭ @X 1 , X 2 # be the set of all exogenous variables in the system+ Let k 2 , the number of excluded exogenous variables from the first equation~X 2 !, be larger than or equal to g 1 + The disturbance u 1 follows the one-way error component model
where Z m ϭ~I N ࠘ i T ! with I N being an identity matrix of dimension N and i T a vector of ones of dimension T+ In this case, m 1 ' ϭ~m 11 , + + + , m N1 ! is a vector of random individual effects of dimension N and n 1 ' ϭ~n 111 , + + + , n NT 1 ! is a vector of remainder disturbances of dimension NT+ These vectors have zero means and covariance matrix 2 , i ϭ 1, + + + , n may be different+ The "true" generalized least squares estimator~GLSE! Z b of b is obtained as the ordinary least squares estimator~OLSE! from the regression of the y i 0s i on the x i 0s i + When, as usual, the s i are unknown, we might instead be tempted to use the absolute value of the residual [ The complete-data log likelihood function is
Define the categorical variables Z ij ϭ 1 if y i * belongs to the jth category,
Therefore, the missing information matrix is given by
where
, and (jϭ1 m z ij ϭ 1 because
where f and F are, respectively, the probability density function and cumulative distribution functions of a N~0,1! random variable using formulas for variances of doubly truncated distributions~Maddala, 1983, p+ 366!+ Furthermore, the complete-data information matrix is given by
From equations~4! and~6!, it follows that the observed information matrix is
which is equal to the observed information matrix, Ϫ]
Alternatively, the observed information matrix may be computed by using the result that the observed score function is the conditional expectation of the latent score function given the observed variables~Louis, 1982, p+ 227!:
By differentiation of the observed score function in equation~9! with respect to b ' , we obtain the observed information matrix in equation~7! as the negative of the hessian of the observed log likelihood function+
Redundancy of Lagged Regressors in a Conditionally
Heteroskedastic Time Series Regression 1 -Solution
G+ Dhaene Katholieke Universiteit Leuven, Belgium
Let g i, t ϭ~y t Ϫ bx t !x tϪi~i ϭ 0,1, + + + !+ For any finite set I of nonnegative integers, let Z b I be the optimal generalized method of moments estimator of b based on the moment conditions
By the results of Breusch, Qian, Schmidt, and Wyhowski~1999!, the ordinary least squares estimator, Z b $0% , is at least as efficient as any Z b I if, and only if, for all i Ն 1, the condition Eg i, t ϭ 0 is redundant given Eg 0, t ϭ 0; i+e+,
so~1! is seen to hold+ The last equality in~2! follows by writing 
Redundancy of Lagged Regressors in a Conditionally Heteroskedastic Time Series Regression -Solution

Marine Carrasco University of Rochester
A solution to the problem is to calculate the greatest lower bound for the asymptotic variance of GMM estimators based on moment function h~i; b! ϭ y t Ϫ bx t !x tϪi , i ϭ 0,1,2, + + + + To do so, we apply Hansen~1985!+ In the sequel, we will denote h~i ! the moment functions h~i; b 0 !+ Let L 2~h ! be the linear space spanned by $h~i ! : i ϭ 0,1, + + + %; it is made of elements G ϭ (iϭ0 a i h~i ! for any real a i + Note that $h~i ! : i ϭ 0,1, + + + % are martingale difference sequences+ Moreover, they are linearly independent and in that sense are complete in L 2~h !+ We are looking for the solution of equation~4+8! of Hansen~1985!+ That is, we are looking for the element G in L 2~h !~if it exists! such that
Or, equivalently, we are looking for the constants a j solutions of
Note that the solution may not exist in L 2~h !, but there is always a solution in the closure of L 2~h !+ If a solution in L 2~h ! exists, it is unique because $h~i ! : i ϭ 0,1, + + + % is complete+ Let a j ϭ 0, for j ϭ 1,2, + + + ; equation~2! becomes
Using the fact that h t are i+i+d+ standard normal, we have , which corresponds to the asymptotic variance of the OLS estimator+ We have shown that the OLS estimator is not only as efficient as any GMM estimator that uses an arbitrary fixed number of instruments from $x t , x tϪ1 , + + + % but also as efficient as any GMM estimator that uses an infinity of instruments from $x t , x tϪ1 , + + + %+
