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Abstract
A set of semi-analytical techniques based on Fourier analysis is
used to solve wave scattering problems in variously shaped waveguides
with varying normal admittance boundary conditions. Key compo-
nents are newly developed conformal mapping methods, wave split-
ting, Fourier series expansions in eigen-functions to non-normal opera-
tors, the building block method or the cascade technique, Dirichlet-to-
Neumann operators, and reformulation in terms of stable differential
equations for reflection and transmission matrices. For an example
the results show good correspondence with a finite element method
solution to the same problem in the low and medium frequency do-
main. The Fourier method complements finite element analysis as a
waveguide simulation tool. For inverse engineering involving tuning
of straight waveguide parts joining complicated waveguide elements,
the Fourier method is an attractive alternative including time aspects.
The prime motivation for the Fourier method is its added physical
understanding primarily at low frequencies.
1 Introduction
Scattering of waves in guides of different shapes is a classical problem in ap-
plied mathematics. The problem appears in many applications: in acoustics
and electrodynamics [19, 18], quantum physics [22], and water waves [1, 2].
Water waves require usually non-linear modelling whereas linear models are
often adequate for acoustics and electrodynamics.
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When treating this problem mathematically, the task is to find solutions
to the wave equation in some of its forms, and an essential part of this task
for linear waves is to solve Helmholtz equation
(∇2 + k2)ϕ = 0 (1)
in different geometries and with various boundary conditions.
For simple geometries, for example straight waveguides with hard or
soft walls, the solutions are easily found in terms of Fourier series that is
numerically efficient, except for high frequencies, or more precisely, with
the exception of situations where the width of the waveguide is much larger
than the wavelength. Examples using this technique are found in basic text
books on partial differential equations. Straight waveguides with hard or
soft walls having abrupt changes in geometry like bifurcations, 90o bends
and open ends can be dealt with using Fourier methods such as Wiener-Hopf
and mode matching techniques [26]. By combining these techniques with the
Building Block, BB, method [30], also denoted as the generalized scattering
matrix [26] and the cascade [19] technique, it is possible to consider sudden
area changes [26, 30]. Except for simple waveguide elements like circular
bends, see e.g. [9], the treated elements are non-smooth but even for the
circular bend, its connection to adjoining waveguides are modelled as non-
smooth [9]. Generalizations to more complicated boundary conditions, like
normal surface impedance or admittance, have also been done [11].
The Finite Element method (FE), was originally rarely used for waveg-
uide problems. However, due to evolution of both methods and computers
and of a big supply of commercial software, FE is today often the natural
choice, even for these problems [34, 16].
Nevertheless, there is a long tradition in using analytic or semi-analytic
methods for the solution of two-dimensional static problems, like the har-
monic or the bi-harmonic equations, with a complicated geometry using
conformal mappings [27]. Such conformal mappings have also been used
to improve finite element and finite difference methods to achieve a more
efficient and controlled mesh generation [17]. During recent years, numeri-
cally efficient conformal mapping algorithms have been developed, first for
piecewise linear [14] and then for smooth boundaries [4, 5]. Examples of the
application of these or similar numerical conformal mapping methods for
waveguides are [3, 6] for time harmonic acoustic and electromagnetic waves
and [28] for non-linear time dependent water waves. Here, [3, 6] are based
on numerically stable methods for propagation in straight waveguides with
varying parameters, see e.g. [15, 31], whereas [28] is based on a stabilizing
iterative method.
As mentioned above the BB method can be used for some generalizations
in geometry and to further improve the numerical performance, for the semi-
analytical methods in particular.
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Parallel to this use of conformal mappings for internal propagation in
waveguides, quasi-conformal mappings have been used for acoustic and elec-
tromagnetic cloaking in exterior domains [32]. Coordinate transformations
that are not orthogonal but simple to generate have also been used for
waveguides. Their common drawback with slow convergence for the solu-
tion, due to that homogeneous boundary conditions are transformed into
inhomogeneous ones, has recently been removed by adding supplementary
modes [25].
Simulation tools for wave propagation have a wide range of applications
with varying requirements from the end user. Examples from industrial
requirements are:
1. For the analysis of a given design at the end of the design process, it
is required that many effects, like complicated geometry and physics,
are taken into account with a sufficient accuracy. At this stage, the
calculation time has not the highest priority given that it is possible
to perform the calculations.
2. In contrast, the accuracy is less important at an initial schematic pa-
rameter survey. However, the calculation time might be more critical
and the influence of the parameters should be modelled with sufficient
care.
3. Quick simulation tools are required in inverse engineering where a
design with a specified performance is looked for. The latter can later
be checked with a more accurate but slower method. Quick simulation
tools are also required in real time applications even at the expense of
reduced accuracy.
4. In the search for an optimal design in discussions with engineering
colleagues it may be important to include physical interpretations of
the simulation. The physical interpretation of the simulations is also
important if it is required to generalize the mathematical models by
using experimental results.
A successful application of the combination of Fourier methods and the
BB method meeting requirement no 3 is the design of micro wave filters [9].
At that time, commercially available FE softwares were not fast enough to be
employed alone but were used to check the found design. Even if FE solvers
are much quicker today, the BB method is still very attractive for inverse
engineering involving the variation of lengths of straight waveguide parts
connecting fixed more complicated waveguide parts. In addition, the BB
method improves the physical understanding, requirement 4 in particular
if physical modes are used making a natural connection to semi-analytical
methods. The need for having a good physical understanding is stressed by
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[28] and also that conformal mappings add physical understanding to the
solution with the numerical method.
The wide range of requirements from industry and further requirements
from more fundamental research indicate that more than one simulation
tool might be motivated. To this end it is interesting to investigate if semi-
analytical methods based on Fourier analysis can complement FE and FD
(finite difference) methods in the simulation of wave models with compli-
cated geometry and general normal impedance or admittance boundary con-
ditions. The prime motivation for these semi-analytical methods, in the se-
quel called Fourier methods, is the increased physical understanding. Even
if it is exceptional, there are cases according to the example above when
the Fourier method is the quickest one. Another case with an advantage
for the Fourier method is when the domain is naturally described with ba-
sis functions having a non-discrete spectrum. One example is the radiation
from open pipes, which is conveniently solved with Wiener-Hopf methods,
and is naturally linked to other scattering wave guide elements with the BB
method. There are even cases when there is not yet a FE solution avail-
able. One example is the convective instabilities that may exist for waves in
moving fluids [29] or plasmas [10].
The purpose with the current paper is to demonstrate that Fourier meth-
ods can solve time harmonic scattering problems in waveguides with com-
plicated geometry and general normal impedance or admittance boundary
conditions. This generalization of Fourier methods deals with added compli-
cations compared to previous works [25, 31], which assume vanishing normal
admittance. Only waveguides with smooth boundaries are considered. Ad-
ditional well-known tools such as mode matching and Wiener–Hopf methods
suitable for handling discontinuities, see for example [19], are necessary to
solve general waveguide problems, but are not used in this article. The high
frequency regime, for which asymptotic methods exist, is not included.
For the Fourier method, we use a toolbox containing a set of methods:
• The BB method makes it possible to divide a complicated geometry
into several tractable parts.
• Different conformal mapping methods are used to further simplify the
geometry.
• Reformulation of (1) assuming that the field can be expressed in Fourier
series.
• Determination of numerically stable differential equations for reflection
and transmission matrices means that these can be determined for each
part of the waveguide.
• Dirichlet-to-Neumann operators make it possible to formulate and
4
solve numerically stable differential equations for the field in the waveg-
uide.
In an example where the field in the waveguide is scalar, we show how
these techniques can be combined, in order to get the complete solution of
Helmholtz equation in a two-dimensional waveguide with general geometry
and normal admittance boundary conditions. In order to check the accuracy
of the method, results are presented not only in the low frequency regime.
The results in this example are then compared with the results when using
commercial FE software to solve the problem.
The plan of the paper is as follows: In Section 2, the mathematical
basis for a Fourier solution is outlined and in Section 3, it is described how
the field as well as reflection and transmission matrices are determined in
a single “block”, using conformal mappings and different reformulations of
equation (1). Section 4 shows how these blocks can be combined, using
the BB method. Section 5 contains the example problem and a detailed
description of the techniques used to solve it. Finally, a discussion and some
conclusions are included in Section 6.
2 Formulation of the scattering problem
The problem under investigation is scattering of scalar harmonic waves ϕ in
a two-dimensional waveguide V of rather general shape. ϕ solves Helmholtz
equation
(∇2 + k2)ϕ(r) = 0, r ∈ V, (2)
in the interior V of the waveguide and fulfils a homogeneous boundary con-
dition
∂ϕ
∂n
= ikβϕ, r ∈ ∂V , (3)
on the boundary ∂V . Here, k ∈ R+ is the wave number, β ∈ C, Re β ≥ 0 is
the (normalised) normal surface admittance and n̂ is the outward pointing
normal to ∂V . Special cases of the boundary conditions are β = 0 (Neumann
or hard) and β = i∞ (Dirichlet or soft). The formulation assumes the
time dependence exp(− ikc0t) in the underlying wave equation where c0, is
the wave speed of the medium in the waveguide. In the formulation (2-3),
physical dimensions are omitted. Sources in terms of incident waves will be
specified at the end of this section.
The waveguide V consists of three parts: an inner bounded part Vi
and two straight semi-infinite parts VL and VR. An axial co-ordinate u
is associated to the waveguide with the positive axis aligned with VR and
the negative with VL. The transverse coordinate in the straight waveguides
VL and VR, orthogonal to u, is called v. Fig. 1 depicts this waveguide
schematically. Using the notation R±u0 = {u ∈ R : u ≷ u0} , the straight
5
VL
Vi
VR
a
b
Figure 1: Waveguide V = VL ∪ Vi ∪ VR consisting of straight parts VL and
VR open to infinity and a bounded connecting part Vi.
waveguide parts are VL = [0, a]×R−uL and VR = [0, b]×R+uR . For simplicity it
is assumed that the surface admittance β = 0 on ∂VL∩∂V and on ∂VR∩∂V ,
whereas β can be non-vanishing and varying on Vi.
As a preparation for the definition of the scattering problem, we discuss
propagation of waves in an infinite straight waveguide Vγ = [0, γ] × R, rep-
resenting VL if γ = a or VR if γ = b. If ϕ solves (2) in Vγ , ϕ can be uniquely
splitted into
ϕ(u, v) = ϕ−(u, v) + ϕ+(u, v), (4)
where
ϕ±(u, v) =
∞∑
n=0
ϕ±n (u)ψγn(v), 0 ≤ v ≤ γ. (5)
Here, ψγn(v) is a basis function, ϕ
±
n (u) is the corresponding expansion co-
efficient, {
ϕ±n (u) = A
±
n e
±iαγnu
ψγn(v) = cos
npiv
γ
, (6)
A±n is a constant modal amplitude and
αγn =
{ √
k2 − (nπ/γ)2, k ≥ nπ/γ
i
√
(nπ/γ)2 − k2, k < nπ/γ
(7)
is the axial wavenumber.
If ϕ+ 6≡ 0, we say that there is a source at u = −∞, and if ϕ− 6≡ 0,
there is a source at u = +∞. It makes it natural to denote ϕ− or ϕ−n as
left-going and ϕ+ or ϕ
+
n as right-going.
In straight waveguide parts like VL and VR it is possible to identify the
right-going wave ϕ+(u, v) with its coefficient vector ϕ+(u) = (ϕ
+
0 (u), ϕ
+
1 (u), . . .)
T
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and ϕ−(u, v) with ϕ−(u) = (ϕ
−
0 (u), ϕ
−
1 (u), . . .)
T. This coefficient formula-
tion is now used to formulate the scattering problem where the so-called
incident waves, the right-going or plus wave in VL and the left-going or mi-
nus wave in VR, are known representing sources in the far left and right
portions of the waveguide, respectively. To be determined are the remain-
ing parts of the waves in VL and VR, denoted the scattered waves. Due to
linearity it is possible to relate linearly the known incident waves ϕ+inc(u1)
and ϕ−inc(u2) with the scattered waves ϕ
+(u2) and ϕ
−(u1) using(
ϕ+(u2)
ϕ−(u1)
)
= S(u1, u2)
(
ϕ+inc(u1)
ϕ−inc(u2)
)
, u1 inVL andu2 inVR. (8)
Since the scattered waves are formed from a transmitted and a reflected
part, it is convenient to write the scattering matrix S(u1, u2) as
S(u1, u2) =
(
T+(u2, u1) R
−(u1, u2)
R+(u2, u1) T
−(u1, u2)
)
. (9)
Here, R−(u1, u2) and R
+(u2, u1) are reflection matrices, and T
+(u2, u1) and
T−(u1, u2) are transmission matrices.
The scattering matrix for an infinite straight waveguide of width a is
S(u1, u2) =
(
Ua(u2 − u1) 0
0 Ua(u1 − u2)
)
. (10)
where
Ua(u) =

e iαa0u 0 0 · · ·
0 e iαa1u 0 · · ·
0 0 e iαa2u
...
...
. . .
 . (11)
All matrices are infinite in size. In numerical calculations, the matrices
are truncated. Note, however, that it may be required to include cut-off
modes in the calculations.
If the wave field is required in only the straight waveguides VL and VR,
the solution to the above scattering problem is equivalent to the scattering
matrix S(u1, u2). This scattering matrix approach facilitates understand-
ing and formulation as well as reduces the computational time of scattering
problems. The reason is that the scattering matrix for a complicated struc-
ture can be synthesized from the scattering matrices for simple structures
as will be shown in section 4.
3 Solution of the one-block problems
Wave scattering in a complicated geometry with varying boundary condi-
tions can be treated as a series of simpler problem, using the so called
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Building Block Method, see Section 4. The method determines reflection
and transmission matrices for the waveguide, given that these matrices have
been determined for each part (“block”) of the waveguide.
In this section, we show how reflection and transmission matrices for a
single block are established, but also, using a Dirichlet-to-Neumann formu-
lation, how the wave field inside the block could be determined if required.
It is assumed that the scattering matrix for each block is determined for
anechoic terminations. Otherwise, the interactions due to the termination
should have been included in the Building Block Method making it much
more complicated. To this end each block is assumed to be an infinitely
long waveguide with parallel straight walls and constant boundary condi-
tions outside some bounded transition region. Virtual intermediate straight
waveguides, required by the anechoic condition, but with a vanishing length
can be inserted [30] demonstrating that the anechoic termination assump-
tion introduces in practice no limitation of the method.
In each such geometry, the boundary value problem
(∇2 + k2)ϕ(x, y) = 0 in the waveguide,
∂ϕ
∂n
= ikβ(t)ϕ on the boundary,
(12)
where β varies smoothly with some boundary parameter t, should be solved.
For the sake of simplicity, we assume that one of the waveguide walls is hard,
giving a Neumann boundary condition there.
We use a conformal mapping
F : w = u+ iv → z = x+ iy
to transform the geometry into a straight horizontal waveguide {u ∈ R, 0 ≤ v ≤ 1}
in the (u, v)-plane, see Fig. 2. After this transformation, Eq. (12) yields
(∇2 + k2µ(u, v))Φ(u, v) = 0
∂Φ(u, v)
∂v
∣∣∣∣
v=1
= ikY (u)Φ(u, 1)
∂Φ(u, v)
∂v
∣∣∣∣
v=0
= 0
, (13)
where µ(u, v) = |F ′(w)|2 and Y (u) = β(u) |F ′(u+ i)|. Note that the bound-
ary condition at the upper boundary, now at v = 1, is still a normal ad-
mittance boundary condition with an admittance that is modified by the
scale factor |F ′(u+ i)|. Generally, the new admittance is varying for con-
stant β but this variation can be ignored asymptotically at both ends of the
waveguide.
Following the techniques, outlined in [6], where an electromagnetic scat-
tering problem is treated, or [31], where similar problems from acoustics are
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F−1(~n)
x
y
u
v
Figure 2: A single block in the z = x+ iy plane and the w = u+ iv plane.
solved, we expand Φ(u, v) in cosine Fourier series over v, assuming that
Φ(u, v) =
∑
n
Φn(u)ψn(u, v), (14)
where ψn(u, v) = cos(vλn(u)) for functions λn(u), n ∈ N.
The functions λn are determined by the boundary condition (13), from
which follows that λn(u), n = 0, 1, . . . , are solutions to the equation
λn(u) tan
(
λn(u)
)
= − ikY (u). (15)
By differentiating (15), it follows that
λ′n(u) =
− ikY ′(u)
Q(u)
(16)
and
λ′′n(u) = − ik
(
Y ′′(u)Q(u)− Y ′(u)Q′(u)(
Q(u)
)2
)
(17)
where (′) stands for differentiating with respect to u and
Q(u) = tan
(
λ(u)
)
+ λ(u)
(
1 + tan2
(
λ(u)
))
.
From the expansions
v sin(vλn(u)) =
∑
m
αmn(u) cos(vλm(u)), (18)
v2 cos(vλn(u)) =
∑
m
βmn(u) cos(vλm(u)), (19)
µ(u, v) cos(vλn(u)) =
∑
m
µmn(u) cos(vλm(u)), (20)
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follows the infinite-dimensional ordinary differential equation
Φ′′(u)−A(u)Φ′(u)−B2(u)Φ(u) = 0, (21)
where the infinite vector Φ = (Φ1Φ2Φ3 . . . )
T and the infinite matrices A and
B2 have elements
Amn(u) = 2αmn(u)λ
′
n(u) (22)
and
B2mn(u) = αmn(u)λ
′′
n(u)+βmn(u)
(
λ′n(u)
)2
+δmn (λn(u))
2−k2µmn(u). (23)
Note that (ψm), with ψm(v) = cos vλm(u), is in general not an orthog-
onal system for constant u since the eigenvalue problem (13) is a regular
Sturm-Liouville problem only if Y is purely imaginary. However, (ψm) and
(ψm), with a bar · denoting the complex conjugate, form a biorthogonal
system meaning that the bilinear form
〈ψm, ψn〉 = (ψm, ψn) =
∫ 1
0
ψm(v)ψn(v)dv, (24)
vanishes if n 6= m. Here, for complex functions f and g, (f, g) denotes the
complex scalar product and the bilinear form 〈f, g〉 is formally the same
as the real scalar product. This means that the expansion coefficients like
αmn(u), βmn(u) and µmn(u) in (18–20), are found from
am =
〈f, ψm〉
〈ψm, ψm〉 (25)
for the expansion
f =
∑
m
amψm. (26)
Furthermore, the system (ψm) is proved to be a basis in L
2(0, 1) [33].
An alternative proof can be given based on the existence of a sequence
biorthogonal to (ψm) using a theorem by Bari [8], see [13] for a modern
presentation of this theorem. It is interesting to note that the biorthogonal
property (24) in a complex Hilbert space with general complex Y can be seen
as an analytic continuation of the orthogonality property in a real Hilbert
space with purely imaginary Y .
3.1 Conformal mapping techniques
There are two indispensable requirements on the conformal mapping. The
first requirement is anechoic terminations at the ends of each block. This is
accomplished by treating the block as an infinite waveguide which is straight
and has constant cross-sections outside some bounded region. We must
therefore numerically construct a conformal mapping from a straight infinite
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waveguide to an infinite waveguide in which the walls at both ends are (at
least) asymptotically straight and parallel.
The second requirement relates to smoothness. To avoid singularities in
the matrices A and B2 in the differential equation (21), it follows from (13)
that the mapping must have a bounded first derivative on the boundary,
and additionally, from (16), (17), (22) and (23), bounded second and third
derivatives if the boundary has non-zero admittance.
In [4] and [5], conformal mapping techniques, suitable for this situation,
are developed. Both methods are built on the Schwarz–Christoffel map-
ping, which guarantees that the resulting waveguide walls are asymptoti-
cally straight and parallel towards infinity, and they both result in regions
with smooth boundary curves, meaning that no singularities are introduced
by the mapping. In [4], a suitable polygon, surrounding the region under
consideration, is determined, and the conformal mapping is constructed us-
ing the Schwarz–Christoffel mapping for that polygon. In [5], the factors in
a Schwarz–Christoffel mapping are replaced by so called approximate curve
factors that round the corners in a way that gives a smooth boundary curve.
3.2 Re-transformation to stable equations
The differential equation (21) cannot be solved directly by numerical meth-
ods. However, there exist reformulations of (21) that are numerically stable.
In this section, we describe two such reformulations, built on two different
partitions of the wave field Φ.
Recall that the block is assumed to be an infinitely long waveguide which
is straight and has parallel hard boundaries outside some central transition
region. Let ΩL and ΩR be the straight regions to the left and right respec-
tively. In ΩL and ΩR, the matrix A is zero, while B is constant. Assume
that B = B− in ΩL and B = B+ in ΩR. In ΩL and ΩR, B
2 is a real con-
stant diagonal matrix, and to be consistent with standard theory for straight
waveguides, the square roots of B2 are chosen such that B− and B+ have
either positive real or negative imaginary diagonal elements.
3.2.1 Determination of the Reflection and Transmission matrices
- The RT method
Inspired by the partition ϕ = ϕ− + ϕ+ in a straight waveguide where the
two terms can be seen as representing waves marching from left to right and
right to left respectively, we make the following definition: Let for all u ∈ R,
the wave field
Φ(u) = (Φ1(u) Φ2(u) . . . )
T = Φ+(u) +Φ−(u), (27)
where Φ+(u) and Φ−(u) represent waves marching to the right and left
respectively.
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Let furthermore C and D be matrices, depending on u, such that
∂Φ
∂u
(u) = −C(u)Φ+(u) +D(u)Φ−(u), (28)
for all u ∈ R. C and D can be defined in many different ways, but they
must be differentiable with respect to u, and since (21) must hold in ΩL and
ΩR where A(u) = 0, it follows that C = D = B− in ΩL and C = D = B+
in ΩR. We have used the definition
C(u) = D(u) = B− + f(u)(B+ −B−), (29)
where f is a smooth function that is 0 in ΩL and 1 in ΩR.
Define, like in (9), reflection and transmission matrices R+, R−, T+, T−,
such that for u1 < u2,(
Φ+(u2)
Φ−(u1)
)
=
(
T+(u2, u1) R
−(u1, u2)
R+(u2, u1) T
−(u1, u2)
)(
Φ+(u1)
Φ−(u2)
)
. (30)
This means that T− and R− transmits respectively reflects the left-going
waves Φ−, while T+ and R+ transmits respectively reflects the right-going
waves Φ+.
From (21), (27) and (28), it is possible to derive, for details see for
example [31], the equation
∂
∂u
(
Φ+
Φ−
)
=
(
J K
L M
)(
Φ+
Φ−
)
, (31)
where
J = (C +D)−1
(−C ′ −B2 + (A−D)C) ,
K = (C +D)−1
(
D′ −B2 − (A−D)D) ,
L = (C +D)−1
(
C ′ +B2 − (A+ C)C) ,
M = (C +D)−1
(−D′ +B2 + (A+ C)D) .
(32)
For the determination of T+ and R+, we consider (30) assuming that
there are no sources in ΩR. Let u2 ∈ ΩR be constant and let u = u1 vary.
This means that Φ−(u2) = 0, and (30) simplifies to{
T+(u2, u)Φ
+(u) = Φ+(u2),
R+(u2, u)Φ
+(u) = Φ−(u).
(33)
By differentiating (33) with respect to u, we get
∂T+
∂u
(u2, u)Φ
+(u) + T+(u2, u)
∂Φ+
∂u
(u) = 0,
∂R+
∂u
(u2, u)Φ
+(u) +R+(u2, u)
∂Φ+
∂u
(u) =
∂Φ−
∂u
(u),
(34)
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and using (31) and (33) once more, the Ricatti equations
∂R+
∂u
(u2, u) = −R+(u2, u)
(
J(u) +K(u)R+(u2, u)
)
+ L(u) +M(u)R+(u2, u)
(35)
∂T+
∂u
(u2, u) = −T+(u2, u)
(
J(u) +K(u)R+(u2, u)
)
(36)
follow. For R− and T−, we proceed similarly assuming no sources in ΩL,
and deduce the equations
∂R−
∂u
(u, u1) = −R−(u, u1)
(
M(u) + L(u)R−(u, u1)
)
+K(u) + J(u)R−(u, u1),
(37)
∂T−
∂u
(u, u1) = −T−(u, u1)
(
M(u) + L(u)R−(u, u1)
)
. (38)
Using truncated matrices in place of J , K, L andM , these equations can be
solved numerically with an ordinary differential equation solver. (35) and
(36) are solved from right to left using R+(u2, u2) = 0 and T
+(u2, u2) = I
as initial values, while (37) and (38) are solved from left to right, using
R−(u1, u1) = 0 and T
−(u1, u1) = I as initial values.
It is readily shown, see e.g. [31] for more details, that the described pro-
cedure for calculating the transmission and reflection matrices is numerically
stable.
3.2.2 Determination of the fields - The DtN method
To determine the field inside a single block, we reformulate (21) using
Dirichlet-to-Neumann matrices, see also [24] and [15]. For this purpose,
we make a different partition of Φ. Let
Φ = ΦR +ΦL, (39)
where ΦR are waves with no sources to the right (in +∞) and ΦL are waves
with no sources to the left (in −∞). Define Dirichlet to Neumann (DtN)
matrices ΛR and ΛL such that
Φ′R(u) = −ΛR(u)ΦR(u), (40)
Φ′L(u) = ΛL(u)ΦL(u). (41)
ΦR and ΦL are both satisfying (21), and by differentiating (40) and (41),
the matrix equations
Λ′R(u) =
(
A(u) + ΛR(u)
)
ΛR(u)−B2(u) (42)
Λ′L(u) =
(
A(u)− ΛL(u)
)
ΛL(u) +B
2(u) (43)
13
follow. Since A = 0 in ΩL and ΩR,
Φ′R(u) +B−ΦR(u) = 0, Φ
′
L(u)−B−ΦL(u) = 0, u ∈ ΩL, (44)
Φ′R(u)−B+ΦR(u) = 0, Φ′L(u) +B−ΦL(u) = 0, u ∈ ΩR, (45)
which means that if truncated matrices are used in place of A and B2, (42)
and (43) can be solved numerically from right and left respectively, using the
initial values ΛR(u2) = B+ and ΛL(u1) = B−, where u1 ∈ ΩL and u2 ∈ ΩR.
Finally, (40) and (41) are solved numerically from left and right respectively.
We have noted for our example that the Riccati equations (42-43) in
the DtN method may be stiff for certain values of u but the stiffness is
numerically tractable. This kind of stiffness, not observed for (35-38), is
likely connected to a singularity of ΛR(u) or ΛL(u) for a complex value near
the real u−axis, see for example [15]. A singularity on the real u axis for
ΛR can be avoided by alternating between formulations for ΛR, Λ
−1
R and
(ΛR − dI)−1, where d is real and I is the identity matrix, see [23]. Another
alternative to handle the singularities is to use recent numerical methods
by which Riccati matrix equations are integrated across singularities, even
when no knowledge about existence or location of these is at hand, see for
example [21].
Numerical problems can also appear at a discrete set of frequencies k
for methods based on field calculations, like the DtN method, when trapped
modes exist. In this case, the scalar field can for mathematical reasons be
determined only modulo an unknown factor times the trapped mode. How-
ever, the scattering matrices can be determined with the methods proposed
in [31] also in the presence of trapped modes.
4 Combination of the Blocks - the Building Block
Method
The Building Block method (BB), see [30], allows the determination of
reflection and transmission matrices for a combination of several sections
(“blocks”) of the waveguide, for which these matrices are known.
Assume that two subsequent blocks Ω1 and Ω3, are connected by a region
Ω2 which is straight with length ℓ and width a, see figure 3. Furthermore,
assume that reflection and transmission matrices for Ω1 and Ω3 are known.
To harmonize with the notation in the RT method, we choose here to
build on the expansion coefficients Φ(u) = Φ+(u) + Φ−(u) as varying with
the position along the waveguide rather than on modal amplitudes that are
constant in a straight waveguide. The latter procedure is the most common
one in the BB method. The reflection and transmission matrices are defined
as follows. Assume that a block begins and ends at position uj and uj+1
respectively and that there are no sources at the uj+1 side of the block. If
14
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Figure 3: Waveguide divided in blocks. Ω2 is straight and with constant
cross-section.
T+(= T+(uj+1, uj)) is the transmission matrix for waves Φ
+(u) entering
the block at uj, then Φ
+(uj+1) = T
+Φ+(uj) are the waves leaving the block
at position uj+1. Let u be a parameter, measuring the distance along the
central curve of the waveguide, and let u = u0 at the beginning (left end)
of Ω1, u = u1 = 0 at the border between Ω1 and Ω2, u = u2 = ℓ at the
border between Ω2 and Ω3, assuming that the length of Ω2 is ℓ, and finally
u = u3 at the end of Ω3. Following the definitions given in Eq. (30), we use
the notation
R+1 = R
+(u1, u0), T
+
1 = T
+(u1, u0),
R−1 = R
−(u0, u1), T
−
1 = T
−(u0, u1),
R+3 = R
+(u3, u2), T
+
3 = T
+(u3, u2),
R+tot = R
+(u3, u0), T
+
tot = T
+(u3, u0).
Assume that a right-marching field Φin = Φ+(u0) is entering Ω1 from the
left, and that there are no sources to the right of Ω3. Define matrices C
± such
that at the border between Ω1 and Ω2, Φ
+(0) = C+Φin and Φ−(0) = C−Φin.
Standard theory for straight waveguides gives that in Ω2 at position u, the
field is
Φ(u) = (Ua(u)C
+ + U−1a (u)C
−)Φin, (46)
where Ua is defined as in Eq. (11) in Section 2. Consequently, at the bor-
der between Ω2 and Ω3, there are right-marching and left-marching waves
Ua(ℓ)C
+Φin and U−1a (ℓ)C
−Φin respectively.
Since there are no sources to the right of Ω3, U
−1
a (ℓ)C
− = R+3 Ua(ℓ)C
+,
so C− = Ua(ℓ)R
+
3 Ua(ℓ)C
+. But C+ = T+1 +R
−
1 C
−, and hence
C+ =
(
I −R−1 Ua(ℓ)R+3 Ua(ℓ)
)−1
T+1 ,
C− = Ua(ℓ)R
+
3 Ua(ℓ)C
+.
(47)
In summary the reflection and transmission matrices for the combined
15
Figure 4: The waveguide in the example.
waveguide Ω1,Ω2 and Ω3 is
T+tot = T
+
3 Ua(ℓ)C
+,
R+tot = R
+
1 + T
−
1 C
−.
(48)
The method has been known since the end of the 1940:s [20] and is
denoted the Building Block Method [30] in acoustic theory and cascade
technique [19] in electromagnetic theory.
5 A numerical example
To illustrate the techniques, we solve the scattering problem in the waveg-
uide shown in Fig. 4. The results, i.e., the total field in the waveguide given a
known field entering from the left, as well as reflection and transmission op-
erators for the waveguide, are calculated and compared with a finite element
method solution.
5.1 Boundary conditions
The boundaries are hard, i.e., they have zero normal admittance except for
two intervals on the upper boundary. In both Ω1 and Ω3, there is admittance
at the upper boundary in the intervals Fj([−2, 2] + i) for j ∈ {1, 2}. The
admittance varies smoothly along the border, and has a maximal level β =
0.5 + 0.5 i in the intervals Fj([−1, 1] + i), where the functions Fj are the
conformal mappings defined in Section 5.2.
5.2 Conformal mappings
The region is divided into three disjoint parts. Ω1 contains the change in
cross-section to the left, the middle section Ω2 is straight with constant
cross-section, and Ω3 contains the bending to the right.
For Ω1, shown in Fig. 5(a), a conformal mapping is constructed using
the approximate curve factor technique developed in [5]. The conformal
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Figure 5: The two building blocks. The grid lines are images under the
conformal mappings of u = −5,−4, ..., 4, 5 and v = 0, 0.2, . . . , 1.
mapping is F1 = f1 ◦ g1, where
f1(w) = A
∫ w
w0
4∏
j=1
(√
(ω + bk i− wk)2 − c2k − bk i
)αk−1
ω−1dω + z0, (49)
and
g1(w) = exp(πw). (50)
In (49), A = 0.6/π to get the width 0.6 to the right, α1 = α4 = 0.85 and
α2 = α3 = 1.15 to get inner angles of sizes 1.15π and 0.85π, b1 = b4 =
c1 = c4 = 1 and b2 = b3 = c2 = c3 = 0.05 to get the corners appropriately
rounded, while w1 = −1, w2 = −a, w3 = a and w4 = 1, where a = 0.008740
has been numerically determined to get the width 0.2 to the left. Finally,
w0 is set to 2 and z0 to 1 + 0.2i to position the waveguide in the complex
plane.
For Ω3, shown in Fig. 5(b), the outer polygon method [4] is used to
construct the conformal mapping. The mapping function is here F2 = f2◦g2,
where
f2(w) = A
∫ w
g2(w0)
(ω − 1)α−1
(ω + 1)α−1(ω − a) dω + z0 (51)
and
g2(w) = w
(ϕ2−ϕ1)/pi e iϕ1 + a, (52)
with A = 0.1501 exp(3π i/4), α = 7/4, ϕ1 = 3π/10, ϕ2 = 7π/10, a =
−0.4632, w0 = −7 and z0 = 4.4485 + 0.2 i.
As has been mentioned in Section 3, the blocks are in theory assumed
to be of infinite length. When determining the reflection and transmisson
matrices for one block, it must have sufficiently long straight parts in both
ends. The requirement is here that the derivative of the conformal mapping
must be practically constant. In this example, it is sufficient to use −5 ≤
u ≤ 5 in Ω1 and −7 ≤ u ≤ 7 in Ω3. Hence, in the calculations, Ω1 =
F1([−5, 5] + i[0, 1]) and Ω3 = F2([−7, 7] + i[0, 1]).
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5.3 Determination of the field and of reflection and trans-
mission matrices
The fields inside Ω1 and Ω3 have been determined using the techniques
described in Section 3.2.2. Simultaneously, reflection and transmission op-
erators for Ω1 and Ω3 have been determined using the techniques in Sec-
tion 3.2.1. All calculations have been made using truncated matrices in the
differential equations (35)–(38) and (40–43) and a standard numerical ODE
solver (ode45).
We have assumed a source at infinity to the left resulting in a right-
marching wave Φin = (1 0 0 0 . . . )
t entering the waveguide from the left. No
sources to the right are assumed.
The matrices A(u) and B2(u) in (21), as well as the matrices J , K, L
and M in (32) have been determined for u = −5,−4.99, ..., 5 in Ω1, and for
u = −7,−6.99, ..., 7 in Ω3. Linear interpolation was then used in the ODE
solvers to determine J , K, L and M in eqs. (35–38) and A and B2 in
eqs. (42) and (43) for u values not in this set.
Finally, the field in Ω2 as well as reflection and transmission matrices
for the whole waveguide where calculated using the Building Block method
described in Section 4.
5.4 Results
The methods have been applied for 0 < ka ≤ 4 using 10×10 matrices, where
a = 0.2 is the width of the waveguide at the left end. The real part of the
three lowest modes inside the waveguide in Figure 4 is shown in Figure 6
for the incident wave Φin = (1 0 0 0 0 0 0 0 0 0)t. For the lowest frequency,
only the lowest mode is present except near the waveguide modifications,
where also the second mode is visible. For higher frequencies, the situation
is more complicated with more propagating modes.
Of special interest is the power lost at the boundary where the admit-
tance has a non-vanishing real part. The power of mode Φn with complex
amplitude An in a waveguide with width a is proportional to{
a(1+δn0)
2k |An|2
√
k2 − (npia )2, k ≥ npia ,
0, otherwise.
(53)
The power ratio P for the waveguide is defined as the sum of transmitted
and reflected power over incident power. P is less or equal to 1 for a passive
structure and less than 1 for passive structure with attenuation. In Figure 7,
P is shown as a function of k. For the chosen frequency independent normal
admittance there are losses present for all frequencies, at least 25 % in
the low frequency end stabilizing at about 90 % for k larger than 8. This
corresponds to a total attenuation of about 1 dB and 10 dB, respectively.
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Figure 6: ReΦ0, ReΦ1 and ReΦ2, are plotted for k = 5, k = 10 and
k = 15 for the incident wave Φin = (1 0 0 0 0 0 0 0 0 0)t. The measure on
the horizontal axis is the distance along the central curve in the waveguide,
coinciding with the x–axis in Figure 4 for the interval (-4,7). Dotted vertical
lines indicate borders between Ω1, Ω2 and Ω3. For k = 5 (ka = 1), only
Φ0 is propagating (without attenuation) in the three straight parts of the
waveguide, while for k = 10 (ka = 2), Φ1 propagates in Ω2 but not in
the straight part of Ω3. For k = 15 (ka = 3) finally, all three modes are
propagating in Ω2 and Φ0 and Φ1 propagate in the straight part of Ω3.
5.4.1 Comparison between the RT and DtN methods
In this section, the RT and DtN methods are compared. The DtN method
described in Section 3.2.2 is used in Ω1 and Ω3, whereas the reflection and
transmission matrices from the RT method are used in the BB method,
described in Section 3.2.1, for Ω2 and is an alternative to the DtN method
for the right end of Ω3. Both methods should give identical results at the
border between Ω1 and Ω2 and at the right end of Ω3. For the first case, Φ
using the DtN method is compared with (C+ + C−)Φin. Likewise, for the
second case Φ with the DtN method is compared with T+totΦ
in. Here, C± is
determined using (47) and T+tot using (48).
The smooth curves visualized in Figure 6 indicates that for the three
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Figure 7: Power ratio P as function of k
k values presented there, the correspondence is good. Similar results are
obtained all over the investigated interval 0 < k ≤ 20, no matter if only
one or if several propagating modes are present at the two points in the
waveguide. One example of a more detailed comparison is given in Table 1,
where results for k = 15 are compared.
ΦΩ1(end) ΦΩ2(0) |difference|
Φ1 0.4521 − 0.0448 i 0.4521 − 0.0449 i 3.744 · 10−5
Φ2 −0.1873 − 0.2693 i −0.1873 − 0.2693 i 7.971 · 10−6
Φ3 0.0190 + 0.0203 i 0.0190 + 0.0203 i 7.730 · 10−6
ΦΩ3(end) T
+
totΦ
in
Φ1 0.0671 − 0.1847 i 0.0671 − 0.1848 i 2.792 · 10−5
Φ2 −0.1926 + 0.2528 i −0.1926 + 0.2528 i 2.812 · 10−5
Φ3 ≈ 0 ≈ 0
Table 1: Comparison of the RT and DtN method. Above: Φ1, Φ2 and Φ3 at
the border between Ω1 and Ω2 calculated with the two different methods.
Below: Φ1 and Φ2 at the end of Ω3 calculated with the two different methods.
All calculations are made for k = 15 (ka = 3) and with 10× 10 matrices.
5.4.2 Comparison with a FE solution
As a comparison, we have applied a commercial FE solver (COMSOL Multi-
physics) to our model problem. In Figures 8–11, FE solutions for 0 < k ≤ 20
are compared with the corresponding Fourier method solutions. From the
FE solution, it is easy to extract the base mode Φ0 by calculating the average
field over a cross-section of the waveguide. In Figure 8, the FE calculated Φ0
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Figure 8: |Φ0| at the end of Ω3 calculated for k = 0.05, 0.1, . . . , 20 with
the Finite Element Method and with the Fourier methods described in the
article with N = 1, 2 and 10, i.e., using 1× 1, 2× 2 and 10× 10 matrices in
the calculations.
on the boundary at the end of the waveguide is compared with Φ0 calculated
with Fourier methods using three different matrix sizes.
For low frequencies, Figure 8 indicates that accurate results can be
achieved with small matrices. The situation is examined further in Figure 9
where a relative difference between the FE solution and Fourier solutions
using 1× 1, 2× 2 and 3× 3 matrices are shown.
The width of the waveguide is 0.6 in the central part, which means
that there, the second mode Φ1 is propagating (without attenuation) for
k > π/0.6 ≈ 5.24. Clearly, calculations with 1 × 1 matrices can not give
accurate results for k > π/0.6. However, it is interesting to note that even
when using only one matrix element in the calculations, fairly good results
are achieved for frequencies with not more than one propagating mode. An
important feature of the Fourier method is its ability for low frequencies
to partition the wave field into a low number of left and right going waves
adding valuable physical understanding.
For k > π/(0.2
√
2) ≈ 11.1, i.e. when the second mode is propagating
without attenuation in the end of the waveguide, the differences are signif-
icantly greater, see Figures 10 and 11. Note however that for k just above
the frequency 11.1, there are significant interference effects between the two
propagating modes. For these frequencies, the problem is ill-posed since
the interference is very sensitive to small changes in not only k but also in
geometry and boundary conditions. Due to that there are inevitable small
differences in the two models, the discrepancies shown in Figures 10 and
11 are therefore not surprising. The main reason for this ill-posedness is
that the axial wavenumber of the second mode is small increasing from zero
when it starts propagating. Note also that the differences tend to vanish for
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higher frequencies. In Ω3, there are only forward-marching waves present.
Additionally, due to the Neumann boundary condition at the end of Ω3,
the first mode is constant over the cross-section, while the second mode is
at maximum at the boundary. Therefore, the interference is large at the
chosen point. At points inside the waveguide, the differences between the
two methods are much smaller.
For higher frequencies in the investigated interval, an indication of the
required matrix size is given in Figure 12, where the problem is solved for
k = 15 using matrix sizes from 2× 2 upto 50× 50. The results are stable to
three significant figures for matrix sizes 7× 7 and upwards.
6 Discussion and conclusion
The example problem in Section 5 is of course not a “general” waveguide.
There are numerous possible boundary variations not commented so far.
For example, the methods in this article seem to require smooth changes
in both geometry and boundary conditions to get converging Fourier series.
However, the Building Block method and well-established mode-matching
techniques can overcome most such problems. Furthermore, as is illustrated
in [31] where an L-bend is investigated, good results can be achieved even
when the conformal mapping functions contain singularities on the bound-
ary. It is however evident that the differential equations get stiffer and that
larger truncated matrices are required.
Another simplification in this article is the assumption of a Neumann
boundary condition on one of the boundaries. An iterated use of the Building
Block method and lengthways partitions of the waveguide can handle two-
dimensional waveguides with non-hard walls on both sides.
As a reference and comparison, the problem in the example has been
solved using commercial software for the finite element method. As was seen
in Figures 8–11, the correspondence between a FE solution and the Fourier
methods solution is good, with a small tendency to growing discrepancy
with growing k. This is not surprising; to maintain a certain accuracy when
k increases, both methods require enhanced numerical work. In FE, a finer
mesh is needed, for details see for example [16], while the Fourier methods
require larger matrices.
When working with 10 × 10 matrices, the Fourier method described in
this article is very slow compared to the FE method. To produce the results
presenterd in Figure 8, i.e., to solve the problem for 400 different k values,
takes between one and two hours with the FE method on an ordinary PC,
while the copmputation time for the Fourier method was several days on
the same machine. In the FE method, the mesh was set fine enough to give
accurate results in the higher parts of the investigated frequency interval.
It should of course be mentioned that no professional computer pro-
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grammer has been involved in writing the code for the Fourier routines. We
expect that there are still many possibilities to optimize these programs for
increased speed.
Note also that for the greater part of the investigated frequency interval
0 < k ≤ 20 in our model example, accurate results are achieved with matrix
sizes smaller than 10 × 10. Indeed, truncating the matrices so that they
contain only one element gives fairly good results in intervals where only one
mode is propagating. And when using 1 × 1 matrices, even unprofessional
computer programs perform well.
The most time-consuming part of the calculations is the determination
of the matrices A and B2 in (21) for a large set of u-values. For every value
of u, λn(u) for n = 0, . . . , N − 1 should be found by solving equation (15)
numerically. The values of α and β in eqs. (18) and (19) can be determined
analytically, but for every u, N2 numerical integrations are needed to de-
termine the values of µmn(u) in Eq. (20). For values of u, corresponding
to hard boundaries, λn = nπ and the µ coefficients can be calculated using
Fast Fourier Transforms, but for values of u corresponding to boundaries
with admittance, a comparatively slow numerical integration must be used
for each matrix element.
A possible drawback for the FE method is that it needs more computer
memory in order to determine the wave field for higher frequencies. If we
consider an object that consists of a couple of complicated blocks that are in
arbitrary order repeatedly connected with straight waveguides, the Fourier
method could be an attractive alternative when considering computation
time.
Another drawback for some FE commercial packages, not present in the
Fourier method, is the treatment of low frequency electromagnetic waves.
This is a (solvable) [7, 12] deficiency.
For time harmonic wave scattering problems, the Fourier methods de-
scribed in this article are applicable for the low and medium frequency do-
main. It is beyond the scope of this paper to develop more precise bounds for
this domain. The method adds physical interpretation, in particular at low
frequencies, like partition of the wave field into left and right going physical
modes and facilitates a power loss analysis also into terms of modes.
In summary, we conclude, based primarily on requirements from indus-
try, that more than one type of time harmonic waveguide simulation tool is
required. It is demonstrated that Fourier methods based on Fourier Anal-
ysis provides one such tool. Its accuracy is checked against FE simulations
for a general two-dimensional waveguide with normal admittance boundary
conditions at low and medium frequencies. For the current investigation
with non-zero normal boundary admittance, the Fourier method, with its
present implementation, is considerably slower than the FE method that is
more memory demanding. However, for inverse engineering involving tun-
ing of straight waveguides, the Fourier method is an attractive alternative
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including time aspects. The prime motivation for the Fourier method is its
added physical understanding primarily at low frequencies.
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Figure 9: ||ΦFour/ΦFEM| − 1|, where ΦFEM and ΦFour are Φ0 at the end of Ω3
calculated for 0 < k ≤ 5 with FE software and Fourier methods respectively.
The calculations of ΦFour are done with N = 3, 2 and 1, i.e., with 3×3, 2×2
and 1× 1 matrices.
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Figure 10: The total field |ϕ| in the point (7.0671,−1.5855) (the left point
at the end of the waveguide) for 0 < k < 20 calculated with Fourier methods
using N = 10 and with FE software.
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Figure 11: The absolute difference ||ϕFour| − |ϕFE|| for 0 < k < 20 in the
point (7.0671,−1.5855), where ϕFour and ϕFE are ϕ calculated with Fourier
methods and FE software respectively.
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Figure 12: Φ0 and Φ1 at the end of the waveguide calculated for k = 15
using matrices of size N ×N with N = 2 . . . 50.
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