Establishment of the Linux internet gateway using advanced filtering by Matocha, Tomáš
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ




FACULTY OF ELECTRICAL ENGINEERING AND
COMMUNICATION
DEPARTMENT OF TELECOMMUNICATIONS
REALIZACE INTERNETOVÉ BRÁNY NA LINUXU S
POKROČILÝM FILTROVÁNÍM




AUTOR PRÁCE BC. TOMÁŠ MATOCHA
AUTHOR









magisterský navazující studijní obor
Telekomunikační a informační technika
Student: Bc. Tomáš Matocha ID: 83487
Ročník: 2 Akademický rok: 2008/2009
NÁZEV TÉMATU:
Realizace internetové brány na Linuxu s pokročilým filtrováním
POKYNY PRO VYPRACOVÁNÍ:
Realizace internetové brány pomocí operačního systému Linux Gentoo, vytvoření a testování
pokročilých metod zabezpečení. Cílem je rovněž srovnání chování pod různými linuxovými distribucemi
a implementace databáze pro ukládání relevantních dat.
DOPORUČENÁ LITERATURA:
[1] NEMETH, E., SNYDER, G., HEIN T. Linux - Kompletní příručka administrátora. Computer Press,
2004. 880 s. ISBN: 80-722-6919-4.
[2] ŠŤASTNÝ, Petr. Typy tabulek v MySQL [online]. 27.03.2007 [cit. 2008-04-08]. Dostupný z
WWW:http://www.pweb.cz/a/14/typy-tabulek-v-mysql.html.
Termín zadání: 9.2.2009 Termín odevzdání: 26.5.2009
Vedoucí práce: Ing. Mojmír Jelínek
prof. Ing. Kamil Vrba, CSc.
Předseda oborové rady
UPOZORNĚNÍ:
Autor diplomové práce nesmí při vytváření diplomové práce porušit autorská práve třetích osob,
zejména nesmí zasahovat nedovoleným způsobem do cizích autorských práv osobnostních a musí si
být plně vědom následků porušení ustanovení § 11 a následujících autorského zákona č. 121/2000 Sb.,
včetně možných trestněprávních důsledků vyplývajících z ustanovení § 152 trestního zákona č.
140/1961 Sb.
ABSTRAKT
Práce Realizace internetové brány na Linuxu s pokročilým ﬁltrováním se soustřeďuje
na instalaci operačního systému Linux na starší počítače, který plní funkci jako brána
pro připojení klientů ve vnitřní síti do internetu. V práci je uveden popis vytvoření po-
kročilého ﬁltrování s pomocí iptables. Ukazuje některé typy bezpečnosti proti útokům z
Internetu. V dalších kapitolách jsou probrány pokročilé mechanismy řízení provozu (jako
tc a qdisc). Tento systém front se ukazuje jako velice přínosný všude tam, kde je potřeba
hierarchicky dělit provoz mezi uživatele. Jsou popsány typy front a sestavena konﬁgu-
race pro klienty ve vnitřní síti. Dále je uvedeno použití dns serveru typu caching-only a
také aplikace denyhosts, která zvyšuje celkovou bezpecnost systému. Mít vlastní DNS
server se osvědčuje, zejména pokud chceme snížit datový provoz. Poslední kapitola se za-
bývá radius serverem a jeho implementací s použitím apache a databáze mysql. Popsány
jsou možnosti některých konﬁguračních voleb jednotlivých služeb a také uvedeny pří-
klady konﬁgurací. Nakonec je předveden systém pro autentizaci uživatelů skrze RADIUS
server. Celá práce se snaží poskytnout komplexní pohled na problematiku bezpečnosti
a ﬁltrování.
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ABSTRACT
The thesis Establishment of the Linux internet gateway using advanced ﬁltering focuses
on the installation of the Linux operating system on the older computers, that functions
as a gateway to connect clients in the internal network to the Internet. The thesis
describes creation an advanced ﬁlter with using iptables. Shows some types of security
against attacks from the Internet. The other chapters are discussed, advanced traﬃc
control mechanism (such as a TC and a qdisc). The system queue, it is highly beneﬁcial
where it is necessary to hierarchically divide traﬃc between users. It describes types of
queue and assembled conﬁgurations for clients in the internal network. Next chapter
describes the DNS server caching-only type and application denyhosts, which increases
the overall security system. Have your own DNS server is certiﬁed, especially if we want to
reduce the data traﬃc. Last chapter describes the RADIUS server and its implementation
using Apache and MySQL database. Furthermore, the conﬁguration options are described
and the examples of the particular conﬁgurations are provided. Finally, it presented
a system for authentication through the RADIUS server. The thesis seeks to provide
a complex view of security and ﬁltering.
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ÚVOD
V dnešní době se snad již každý setkal s internetem. Jde o celosvětový systém navzá-
jem propojených počítačových sítí. V podstatě se jedná o takovou jednu velkou síť,
která je tvořena mnoha menšími sítěmi. K tomu, aby počítače mezi sebou mohly ko-
munikovat, musíme použít tzv. protokoly. Nejznámějším internetovým protokolem
je protokol HTTP1. Internet je tedy propojení počítačových sítí pomocí tzv. uzlů.
Uzlem může být např. zařízení zvané směrovač2, nebo v našem případě přímo nějaký
počítač, který bývá k tomuto účelu primárně určený. Takovému počítači obvykle na-
zýváme brána, což není nic jiného, než rozhraní mezi vnější sítí (internetem) a vnitřní
sítí (lokální síť).
Stejně jako každý dům má svoji poštovní adresu, tak také v internetu exis-
tují jednoznačné identiﬁkační čísla, kterým říkáme IP adresy. IP adresy dělíme
do několika tříd, ale podstatné pro nás je, že dnes nejpoužívanější verze IPv4 je
tvořena pouze čtveřicí bytů. Tím dostáváme 232 možných kombinací (některé kom-
binace jsou předem rezervované k určitým účelům), což dává cca 4,3 mld. kombinací.
Z dosaženého závěru nám jasně vyplývá, že celkový počet možných jedinečných adres
není nikterak závratný, vždyť jen lidí na světě je cca 5 mld, z toho důvodu nám po-
skytovatel internetu většinou přidělí jednu IP adresu. Z pohledu internetu je jedno,
jestli se za bránou nachází jeden klientský počítač nebo lokální síť tvořená několika
počítači, internetu se jeví jako jeden klient s jedinou adresou. Abychom byli schopni
takto rozdělit provoz mezi lokální počítače, používáme k tomu NAT3. Na směrova-
čích často nemáme takovou volnost nastavení jako na bráně běžící na počítači, proto
je výhodné nahradit směrovač bránou zejména tam, kde chceme určitým způsobem
deﬁnovat pravidla provozu, ať už se to týká směrování portů, či ﬁltrace apod. Také
je rozhodující počet klientů. Pro jednoho klienta zřejmě nemá moc smysl konﬁguro-
vat bránu, ale postačí jednoduchý směrovač se základním nastavením. Jiná situace
ovšem nastává, pokud chceme na bráně provozovat i jiné síťové služby např. SSH4
či webový server. Opět zde uplatníme takřka neomezené možnosti nastavení.
Na začátku by bylo dobré mít alespoň hrubou představu o tom, jakou funkci
bude brána zastávat. Co se týče hardwarové stránky, CPU kolem 500MHz - 1Ghz,
RAM 256-512MB, dostatečně rychlé pevné disky a alespoň 100MBit síťové roz-
hraní dokáže s přehledem zastávat většinu typických úkolů a zároveň směrovat ob-
jemné toky dat. Faktorů, které ovlivňují výkon serveru je mnoho a proto pokud
se vyloženě neočekává, že takový starší počítač bude schopen zvládat velkou da-
tabázi se stovkami přístupů denně, nic nebrání v jeho použití. Nejpodstatnějším
problémem je obecně paměť. Zde platí pravidlo čím více, tím lépe, protože každá
běžící aplikace, každé TCP5 spojení alokuje paměť. Pokud se předpokládá provo-
zovat již zmíněný webový server, vyplatí se dostatek paměti dvojnásob. Není však
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dobré server(bránu) využívat na maximální vytížení, nějaká rezerva vždy přijde
vhod. Ostatní hardware už není tak důležitý, zejména graﬁcký adaptér, protože ser-
ver se konﬁguruje jenom na začátku např. pomocí monitoru a jeho následná údržba
se bude provádět přes síťové rozhraní. V takovém případě postačí jakýkoliv starší
graﬁcký adaptér, který bude k dispozici.
Posledním krokem zbývá vhodný výběr operačního systému, který na serveru
poběží. Zde se naskýtá možnost volby z více možností. Asi každý zná produkty
ﬁrmy Microsoft a jejich Windows, ať už pro desktop nebo pro servery. Nevýhod
pro použití produktů od Microsoftu je dostatečně mnoho a proto se volba ubírá
zcela jiným směrem a tím je operační systém Linux. Linux pochází z Unixu a je
založen na licenci GNU6. Linux jako takový deﬁnuje jen samotné jádro. K jádru se
později přidávají různé obslužné programy a různé daemony, tím vzniká tzv. distri-
buce. Distribucí v dnešní době existuje nepřeberné množství a výběr záleží víceméně
na uživateli a také na tom, k čemu bude zvolená distribuce využívána. Pro servery se
hodí zejména distribuce Debian a Gentoo7. Distribucí vhodných pro serverové sys-
témy existuje pochopitelně mnohem více, zde se budeme zabývat distribucí Gentoo,
která používá systém BSD8 portů, zvaných Portage, což je systém balíčků, který
nabízí silnou pružnost při instalaci a údržbě celého systému. V této distribuci máte
kompletní kontrolu nad tím, které balíčky se budou či nebudou instalovat. Celý sys-
tém je v takovém případě postaven na míru, dle konkrétního přání uživatele. S tím
ovšem souvisí zvýšená náročnost instalace, proto se nedoporučuje začátečníkům.
1(Hypertext Transfer Protocol) je internetový protokol určený původně pro výměnu hypertex-
tových dokumentů ve formátu HTML.
2Směrovač neboli router je síťové zařízení, které pomocí tzv. routování přeposílá datagramy
směrem k určenému cíli.
3(Network Address Translation) je způsob úpravy síťového provozu skrz bránu přepisem výchozí
nebo cílové IP adresy a portu.
4(Secure Shell) je program umožňující bezpečnou komunikaci mezi dvěma počítači pomocí
transparentního šifrování.
5(Transmission Control Protocol) je jedním ze základních protokolů sady protokolů internetu.
6GNU je projekt zaměřený na svobodný software.
7Gentoo je druh malého a rychlého tučňáka, ”g” se vyslovuje podobně jako u slova gin.





Po vybrání distribuce Gentoo jako operační systém, který na bráně poběží, se může
jako vhodné PC zvolit např. s procesorem Intel Pentium o frekvenci 1,5GHz, 384MB
RAM paměti. Co se pevného disku týká, postačí starší o velikosti 20GB, protože
brána se neuvažuje používat pro ukládání dat uživatelů, nebo jako FTP1 server.
1.2 Instalace operačního systému Linux
Pro stažení Gentoo distribuce[1] lze zvolit více možností, nejsnadnější však je CD
s minimální instalací, což zabírá necelých 140MB. Důležité je vybrat pro jakou
architekturu počítačů bude systém kompilován. Standardně se volí architektura2 x86
na kterých je drtivá většina starších počítačů postavena3. Po stažení a nabootování
z instalačního média by se na obrazovce objeví:
boot:
Při chybě u bootování lze zadávat parametry, které upravují bootovací proces 1.1.
agpgart používá se při graﬁckých problémech, zatuhnutí
acpi=on načte podporu pro ACPI ﬁrmware
ide=nodma zakáže DMA pokud IDE zařízení nepracuje korektně
doscsi otestuje systém na SCSI zařízení
nokeymap zakáže výběr klávesových map
docache načítá celé CD-ROM do paměti, uvolní tak CD-ROM
nousb zakáže načítání USB modulů z initrd, zakáže hotplug
nodhcp zakáže automatické použití DHCP
nohotplug zakáže automatické spuštění služby hotplug
noload=modulx zakáže načítání konkrétních jaderných modulů
Tabulka 1.1: Seznam volitelných parametrů při zavádění systému z média.
1(File Transfer Protocol) je protokol určený pro přenos souborů mezi počítači, na kterých mohou
běžet rozdílné operační systémy (je platformně nezávislý) viz[3].
2x86 nebo 80x86 je obecné pojmenování mikroprocesoru postavené původně na 16bitové archi-
tektuře později na 32bitové.
3V dnešní době se zejména volí architektura amd64 což je v distribuci Gentoo označení pro
procesory s 64bitovou architekturou.
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Stiskem klávesy Enter započne bootování linuxu. Po nabootování je třeba zajistit
funkční síťové připojení, jelikož systém se instaluje zminimal instalačního CD. Jedná
se o malé bootovatelné CD bez zbytečností, jehož jediným cílem je spustit systém,
následně zprovoznit síťové rozhraní a celý systém se bude nahrávat z internetu. To,
zda-li síťové připojení již funguje, se ověřuje příkazem:
# /sbin/ifconfig
Pro správnou funkčnost spojení se můžou použít příkazy ping nebo links1.
Použití příkazu net-setup Pokud síťové rozhraní nefunguje korektně, nebo
vůbec, použije se příkaz net-setup. Jedná se o nejjednodušší cestu jak síť nasta-
vit. Program se zeptá na několik otázek ohledně síťového rozhraní a jednoduše nám
rozhraní sám nastaví.
Nejhorší možnost je, pokud jádro není schopné zavést modul pro síťovou kartu,
jinými slovy nerozpozná ovladač. V takovém případě je potřeba načíst jaderný modul
ruční cestou. Pro zobrazení podporovaných jaderných modulů lze použít příkaz ls :
# ls /lib/modules/‘uname -r‘/kernel/drivers/net
Následně vybraný ovladač síťového rozhraní se zavede pomocí příkazu modprobe.
Jinou alternativou pro nastavení je použití příkazů ifconﬁg a route2.
1.2.1 Příprava disků
Diskové oddíly a jednotky se v Linuxu označují jmény, které se liší od zavedených
známých konvencí dodržovaných v jiných operačních systémech (např. produkty
Microsoft). Ke komunikaci zařízení (jako je pevný disk, myš, apod.) se systémem
jsou používány ovladače zařízení v adresáři /dev. Pokud je v systému přítomen IDE
pevný disk nebo CD-ROM typu ATAPI3 a IDE, jsou tyto ovladače zpřístupňovány
prostřednictvím zařízení /dev/hda /dev/hdb apod. Stejně tak jednotlivé oddíly pev-
ného disku jsou zpřístupňovány pomocí zařízení /dev/hda1 /dev/hda2 apod. Nao-
pak diskové jednotky typu SCSI4 a všechny zařízení připojené pomocí SATA řadiče
se jeví jako /dev/sda /dev/sdb s patřičným číselným označením, podobně jako u typu
IDE. Pro vytvoření diskových oddílů pro operační systém Linux se používá program
fdisk.
1Jedná se o textovou verzi internetového prohlížeče.
2Detailní popis použití těchto příkazů lze najít např. v[2].
3Advanced Technology Attachment (ATA) je standardní počítačová sběrnice pro připojování
zařízení k uchovávání dat, jako jsou pevné disky nebo CD-ROM viz[3].
4SCSI (Small Computer System Interface) je standardní rozhraní nejčastěji používané u výkon-




Při tvorbě oddílů se uplatňuje pravidlo, že je potřeba vytvořit alespoň jeden oddíl
pro programové vybavení a jeden oddíl pro odkládací prostor (swap). Lepší volbou
je vytvořit zvlášť oddíl pro základní souborový systém, jeden oddíl pro swap a sa-
mostatné oddíly pro případné uživatele. Ještě jedna výhoda, co se rozdělení oddílů
pro server týče, je umístit adresář /var také na samostatný oddíl, protože se zde
nacházejí sdílené adresáře spool, soubory s logy a různé jiné další položky, které
se pravidelně mění a v době problému rostou. Tímto opatřením se předchází budou-
cím problémům v případě zahlcení základního souborového systému. Do adresáře
/usr se instalují veškeré programy, takže také umístit zvlášť. Poslední volbou je
umístění bootovacího adresáře /boot na samostatný oddíl, protože obsahuje zkom-
pilované jádro, které je při zavádění načítáno do paměti RAM. V takovém případě
se nemusí tento oddíl standardně připojovat.
O použití programu fdisk se nalézají informace v příslušné literatuře [2]. Co se ve-
likostí jednotlivých oddílu týká, standardní je volit oddíl pro základní souborový
systém cca 5GB. Při použití proxy serveru alespoň dvojnásobek. Pro bootovací od-
díl postačí 64MB, protože zde je uložen jen obraz jádra, případně další konﬁgurační
soubory. Pro adresář /var, /usr a /home se volí zbytek místa na disku v poměru,
který uživateli nejlépe vyhovuje.
1.2.3 Výběr ﬁlesystému
Souborový systém linuxu zajišťuje uložení informací na disk. Pro vhodný výběr
ﬁlesystému se obvykle zvažuje několik aspektů, zejména dostatečný výkon, možnost
změny velikostí a stabilita. Vhodné je použití tzv. žurnálovacích ﬁlesystému, což je
způsob, kterým si souborový systém udržuje informace o probíhajících operacích.
Pokud dojde k výpadku a Linux nebude korektně ukončen, bude podle žurnálu
posléze obnoven do správného stavu. Pro dobrou představu je níže uveden krátký
popis některých Linuxových ﬁlesystémů:
EXT2 První verze vyšla v roce 1993. Tento ﬁlesystém je dodnes na mnoha počíta-
čích jakýmsi standardem s dostatečnou podporou. Největší výhodou je jeho stabilita,
nevýhodou je, že jeho kód není sdílený s ﬁlesystémem ext3. Ext2 není žurnálovací,
hodí se zejména pro bootovací oddíl a všeobecně pro oddíly, kde se často nepřistu-
puje a nemění se obsah.
EXT3 Poprvé představen v roce 1999. Rozšiřuje původní ext2 ﬁlesystém o pod-
poru žurnálů avšak může být zpětně připojován jako ext2. Velkou výhodou je mož-
nost upgrade z ext2 na ext3. Jde o velmi dobrý a spolehlivý ﬁlesystém.
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Další výhodou je jeho bezpečná možnost zvětšení a zmenšení. Má také možnost
doplňkového indexování pomocí b-stromů.
ReiserFS Představen v roce 2001. Jeho hlavní předností je excelentní výkon při
práci s malými nebo mnoha soubory, v nichž podstatně předčí ext2 nebo ext3.
Je velmi dobře škálovatelný a má žurnálování metadat. Nevýhodou jsou dlouhé
prodlevy čtení/zápis u velkých datových kapacit. Za normálních okolností je ovšem
velice používaným.
JFS Jde o vysoce výkonný žurnálovací systém souborů od IBM. Je to moderní
64-bitový žurnálovací souborový systém. Podporuje různé velikosti bloků pro opti-
malizaci výkonu a organizaci adresářů pomocí tzv. i-uzlů.
XFS Uvolněn v roce 2000 ﬁrmou CGI. Je primárně určen pro ukládání dat na dis-
cích velkých serverů. XFS je nejbohatší co se týká funkcí. Podporuje žurnál, umí
efektivně pracovat s mnoha soubory, jeho výkon je rozumně vyvážený. XFS má
výborné obslužné programy a řadu speciálních vlastností.
1.2.4 Vytvoření ﬁlesystému
Pro vytvoření systému souborů na diskovém oddíle jsou v distribuci Gentoo k dis-
pozici nástroje, které uvádí tabulka1.2. Příklad pro vytvoření bootovacího oddílu
s použitím ﬁlesystému ext2 na prvním oddílu se zadává takto:
# mke2fs /dev/hda1
K vytvoření swapovacího oddílu se používá příkaz mkswap. za nějž se uvádí
použitý oddíl, na kterém se má odkládací prostor vytvořit. Následnou aktivaci od-







Tabulka 1.2: Příkazy používané k vytvoření požadovaných ﬁlesystémů. Zde je dobře
vidět, že ext2 a ext3 se liší použitím -j, který zapíná indexování.
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1.2.5 Instalace Portage a Stage archivu
Ještě před samotnou instalací systému na nové souborové oddíly je třeba tyto oddíly
správně připojit nebo-li namountovat. K tomuto účelu slouží příkaz mount. K tomu
se používají tyto příkazy:
# mount /dev/hda3 /mnt/gentoo
# mkdir /mnt/gentoo/boot
# mount /dev/hda1 /mnt/gentoo/boot
Druhý příkaz vytváří adresář, do kterého se bude připojovat oddíl pro bootování.
Stejně tak se vytvářejí ostatní adresáře pro /var a /usr. V dalším kroku se insta-
luje stage3 archiv, který se nalézá vždy aktuální na internetu pomocí příkazu links.
Je třeba se přesunout do připojeného bodu /mnt/gentoo a pak se v adresáři relea-
ses/x86/2008.0/stages/ stáhne požadovaná stage. Jedná se o stupeň vývoje. Nižší
se nedoporučuje používat. Příklad pomocí příkazu links vidíme zde:
# links http://www.gentoo.org/main/en/mirrors.xml
Stažený archiv se rozbalí pomocí tar a nyní se přechází k instalaci portage
stromu, což je kolekce souborů, které se budou později využívat. Dále se opět po-
mocí links stáhne portage tentokrát v adresáři snapshots/. Zde se vybírá nejnovější
archiv, který se nalézá pod označením portage-latest.tar.bz2 a po stažení se opět
rozbalí.
1.2.6 Nastavení voleb pro kompilaci
Pro optimalizaci Gentoo se nastavuje několik proměnných, které více či méně ovlivní
chování portage. K tomu se v Gentoo používá konﬁgurační soubor /etc/make.conf,
ve kterém se deﬁnují kompilační volby speciﬁcké pro zvolenou architekturu, aby byla
dosažena pokud možno co nejlepší optimalizace systému. Detailní přehled nastavení
se nachází v souboru /etc/make.conf.example. Proměnná CHOST je standardně
nastavena v závislosti na použité architektuře. Proměnné CFLAGS a CXXFLAGS
se volí konkrétně dle daného typu procesoru. Pro procesor Intel Pentium 4 se budou
ve zmíněném konﬁguračním souboru nastavovat tyto hodnoty.
CHOST="i686-pc-linux-gnu"
CFLAGS="-march=pentium4 -O2 -pipe -fomit-frame-pointer"
CXXFLAGS="${CFLAGS}"
MAKEOPTS="-j2"
Parametr -O2 udává třídu optimalizace, která nabývá hodnot 0 − 3. Nedopo-
ručuje se nastavovat na nejvyšší možnou hloubku optimalizace, protože ne všechen
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software jde zkompilovat. Parametr -pipe použije roury (pipes). Poslední parametr -
fomit-frame-pointer zakazuje udržování frame poinetru v registrech, což se pro tento
typ procesoru doporučuje. Proměnná MAKEOPTS deﬁnuje, kolik paralelních kom-
pilací má probíhat. Standardně se nastavuje na počet procesorů v systému plus
jedna.
1.2.7 Instalace základního systému
Pomocí dvojicí příkazů:
# mirrorselect -i -o >> /mnt/gentoo/etc/make.conf
# mirrorselect -i -r -o >> /mnt/gentoo/etc/make.conf
se říká systému, aby použil nástroj mirrorselect, který do souboru /etc/make.conf
zapíše adresy obrazů pro stahování potřebných souborů skrz portage. Druhý příkaz
nastavuje adresu serveru pro synchronizaci portage stromu. Dalším krokem je zko-
pírovat nastavení DNS, aby síť fungovala i po přihlášení do nového systému pod
superuživatelem. Provádí se příkazem:
# cp -L /etc/resolv.conf /mnt/gentoo/etc/resolv.conf
jak je vidět, toto nastavení se nachází v souboru /etc/resolv.conf. Posledním krokem
je připojení souborového systému /proc (virtuální rozhraní jádra) a /dev :
# mount -t proc none /mnt/gentoo/proc
# mount -o bind /dev /mnt/gentoo/dev
Teď je vše připraveno pro vstup do nového systému. K tomu se použije příkaz
chroot, pomocí něhož se změní aktivní prostředí z doposud instalačního CD na nový
systém. Důležitá část příkazu je env-update, který vytváří nové prostředí a source
/etc/proﬁle, který načítá proměnné prostředí do paměti.
# chroot /mnt/gentoo /bin/bash
# env-update
# source /etc/profile
# export PS1="(chroot) $PS1"
Zbývá výběr správného proﬁlu, který blíže speciﬁkuje výchozí hodnoty CHOST,
CFLAGS a jiných důležitých proměnných. Ke zjištění toho, jaký proﬁl je právě
používán, se zadá tento příkaz:
# ls -FGg /etc/make.profile
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V proﬁlu se tímto přímo speciﬁkuje daná architektura a hlavně se zde může
vybrat určité přednastavení pomocí toho, zda se vybere proﬁl typu /desktop nebo
/server. Zde byl zvolen proﬁl /server, jehož celá cesta po vypsání vypadá následovně:
/usr/portage/profiles/default/linux/x86/2008.0/server/
Zbývá ještě jedno důležité nastavení systému a tím je použití tzv. USE ﬂagů. USE
ﬂag slouží k nastavení toho, co se bude do systému kompilovat a s jakými parametry.
Programy tak mohou být zkompilovány s různou podporou v závislosti na uživateli.
Uživatel má tedy plnou moc nad tím, co v systému bude a co ne. Většina standard-
ních distribucí Linuxu se nainstaluje s co možná největší podporu všech možných
aplikací, což je naprosto zbytečné a navíc takový systém zabírá hodně místa. Často
tak bývá v systému několik různých editorů, několik multimediálních přehrávačů,
vícero graﬁckých rozhraní jako je např. KDE a GNOME. Pomocí této proměnné
se deﬁnuje výše zmíněný poznatek. Už při instalaci se tak deﬁnuje nastavení, které
bude systém podporovat. Tato nastavení se můžou lišit pro desktop, graﬁckou sta-
nici, nebo konkrétně pro server. Nutno poznamenat, že tyto volby se netýkají jenom
výběru balíčků, ale také i vlastností, které bude nakompilovaný balíček poskytovat.
USE ﬂagy se dělí na globální a na lokální. Globální nastavení se týká celého sys-
tému a všech balíčků. Toto nastavení se zadává v souboru /etc/make.conf. Naproti
tomu lokální nastavení se používá k ovlivňování konkrétního balíčku. Toto nastavení
se provádí v souboru /etc/portage/package.use. Seznam dostupných USE ﬂagů pro
použitý proﬁl se zobrazuje pomocí příkazu:
# less /usr/portage/profiles/use.desc
Na následující ukázce je uveden příklad některých nastavení pro server v souboru
/etc/make.conf. Je zde vidět např. podpora apache, mysql, php, samby, bindu apod.
Naopak zakázána je podpora aplikací používajících graﬁcké knihovny typu qt, gtk,
samotného X serveru apod.
USE="-kde -gnome -X -gtk -qt3 -qt4 aalib acpi apache2 caps cdb
cddb ctype curl dbus ftp hal dhcp dhcpcd javascript mmx modplug
mysql php php5 samba sdl snmp spl sockets sse svga svg unicode
xml UTF-8 slang truetype-fonts type1-fonts crypt zlib -3dnow
-3dfx -3dnowext -altivec usb -wifi -smartcard -ibm -irda
truetype ssl network pic -oracle -oss sse2 -alsa symlink radius




Jádro operačního systému Linux se obecně nazývá kernel1. Tato kapitola se bude
zabývat správným nastavením a sestavením jádra. Jedná se zřejmě o nejdůležitější
část nastavení serveru. Důraz kladený na vlastní sestavení jádra spočívá v tom, že
veškerý kód a data náležející do jádra jsou natvrdo nahrány do paměti počítače,
což znamená, že nemohou být odkládány na pevný disk. Pokud by bylo jádro sesta-
vené nějakým automatickým konﬁguračním nástrojem, tak se stává, že jsou v něm
zakompilovány ovladače, které buď vůbec uživatel nemá nebo nepoužívá. Takové já-
dro je pak zbytečně velké a zabírá místo v paměti. Vlastním sestavením se redukuje
velikost jádra a uvolní se tak místo v paměti pro ostatní aplikace.
Pro x86 existují dvě větší verze jádra. První je tzv. vanilla-sources, což je jádro sy-
rové, vyvíjeno přímo vývojáři zabývající se kernelem. Alternativou je gentoo-sources,
které bývá již upravené, aby podávalo větší výkon a rozšířené o podporu různých
ovladačů. Standardně je výhodnější volit jádro již upravené. Instalace se provádí
příkazem:
# emerge gentoo-sources
Tento příkaz stáhne a nainstaluje aktuální verzi jádra, která je v tzv. stable
větvi. Pokud by bylo z určitých důvodů vyžadováno jádro z testing větve, protože je
používán nějaký nový hardware, pro který ještě není ovladač přímo zakomponován
v jádře z důvodu jeho prozatimního vývoje, musí se jeho stažení nakonﬁgurovat
v souboru /etc/portage/package.keywords. O nastavení tohoto souboru se uživatel
dozví více na [4]. Za normálních okolností postačí jádro z stable větvě.
Nyní je třeba jádro nakonﬁgurovat a připravit pro kompilaci. Použití automa-
tických konﬁgurátorů je lepší se zcela vyhnout kvůli výše popsaným problémům.
Před vlastní konﬁgurací je dobré vědět, co systém obsahuje za hardware. Jeden
z možných způsobů jak to zjistit je použít balíček pciutils. Spuštění konﬁguračního
rozhraní jádra se provede těmito příkazy:
# cd /usr/src/linux
# make menuconfig
Objeví se konﬁgurační rozhraní v němž se nachází patřičné položky pro nastavení.
Nejzákladnější nastavení pro server jsou uvedeny v následujících tabulkách. Prvně
se volí podpora pro nahrávání modulů. 1.3.
1Hlavní úkol kernelu spočívá v přidělovaní paměti a času procesoru programům, ovládání zaří-
zení počítače a abstrakci funkcí viz[3].
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Enable loadable module support →
[*] Module unloading
[*] Forced module unloading
[*] Automatic kernel module loading
Tabulka 1.3: Zapnutí volby pro dynamické zavádění a odebírání modulů za běhu.
Tato volba zapíná možnost dynamického zavádění modulů. Ve většině případů
se tato možnost používá. Další volbou je nastavení procesoru v tabulce 1.4. Co se na-
stavení frekvence časovače týká, pro server se obvykle volí hodnota 100−250Hz. Po-
kud se server využívá pro multimediální aplikace, volí se i větší nastavení frekvence.
Nastavení používaných ﬁlesystému je ovlivněno pouze tím, které jsou používány.
Vhodné je také zapnout v jádře podporu pro práci s ﬁlesystémy FAT a NTFS1 kvůli
Processor type and features →
Processor family (Intel P4 / older Netburst based Xeon) →
Timer frequency (250 HZ) →
Tabulka 1.4: Nastavení procesoru pro server postavený na x86 architektuře s proce-
sorem P4.




[*] MSDOS fs support
[*] VFAT (Windows-95) fs support
(852) Default codepage for FAT
(iso8859-2) Default iocharset for FAT
[M] NTFS ﬁle system support
[*] NTFS write support
Tabulka 1.5: Nastavení podpory FAT a NTFS pro platformy běžící na OS Windows.
Na serveru se bude také používat protokol PPPoE, díky jemuž se získává ověřený
přístup k vysokorychlostní datové sítí dnes běžně poskytovaných od ISP2. Nastavení
podpory tohoto protokolu se nachází v tabulce 1.6.
1FAT a NTFS jsou souborové systémy používané na platformách Windows.
2Internet service provider - poskytovatel služeb internetu.
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Device Drivers →
[*] Network device support →
[*] PPP (point-to-point protocol) support
[*] PPP support for async serial ports
[*] PPP support for sync tty ports
[M] PPP Deﬂate compression
[M] PPP over Ethernet (EXPERIMENTAL)
Tabulka 1.6: Nastavení podpory protokolu PPPoE v jádře řady 2.6.x.
Posledním důležitým nastavením je nastavení sítě samotné s podporou ﬁrewallu.
Když se opomine nastavení pro použití protokolů, které je většinou standardně za-
pnuto, je vhodné zapnout podporu v jádře pro netﬁlter framework, který zprostřed-
kovává ﬁltrování paketů, a také iptables pomocí kterého se budou později deﬁnovat
vlastnosti ﬁrewallu. Detailní přehled tohoto nastavení je uvedeno v tabulce, která je
uvedena v příloze A.1.
Nakonﬁgurované jádro se nyní může zkompilovat a nainstalovat do systému. Po-
mocí následujícího příkazu proběhne kompilace jádra. Druhým příkazem, až se jádro
zkompiluje, se zkopíruje hotový obraz jádra tam, kde se bude nacházet při booto-
vání. Standardně byl k tomuto účelu vyhrazen oddíl, který se nachází v adresáři
/boot. Hvězdička označuje, že na tomto místě se může jádro jakkoliv pojmenovat
a tak se uloží na disk.
# make && make modules_install
# cp arch/i386/boot/bzImage /boot/*
1.2.9 Konﬁgurace systému
Dále se musí nastavit informace o souborových oddílech. V Linuxu se toto nastavení
zapisuje do souboru /etc/fstab. Nastavení slouží k tomu, aby při zavádění systému
byly všechny souborové oddíly k dispozici. Celkový proces připojování (mounto-
vání) jednotlivých oddílů spočívá v přiřazení oddílů určitému adresáři. Detailnější
informace o nastavení jsou v [2]. Níže je uvedeno nastavení pro konﬁgurovaný server.
/dev/hda1 /boot ext2 noauto,noatime 1 2 #boot
/dev/hda2 none swap sw 0 0 #swap
/dev/hda5 /usr ext3 noatime 0 2 #user
/dev/hda6 /var ext3 noatime 0 3 #var
/dev/hda7 /home ext3 noatime 0 4 #home
/dev/hda8 / ext3 noatime 0 1 #root
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/dev/hdc /mnt/cdrom auto noauto,ro 0 0 #cdrom
1.2.10 Základní nastavení sítě
Každý počítač na lokální síti by se měl nějak pojmenovat z důvodu dobré orientace
a snadné identiﬁkace. Nastavení se provádí v souboru /etc/conf.d/hostname. Nejle-
pší je volit krátká výstižná jména. Způsob jakým je možno soubor konﬁgurovat je
ukázán níže, kde se místo popisku server dosazuje zvolené jméno:
HOSTNAME="server"
Pokud má uživatel zaregistrovanou doménu a přidělenou veřejnou IP adresu od
ISP, nastaví se toto v souboru /etc/conf.d/net způsobem zobrazeným níže, kde
se místo jmeno domeny dosazuje doména zaregistrovaná:
dns_domain_lo="jmeno_domeny"
Nastavení sítě samotné se provádí také v souboru /etc/conf.d/net. Je nutné tento
soubor správně konﬁgurovat, protože jakmile se zavede nový systém (předpoklad
k tomu aby síť správně fungovala) bude se konﬁgurace pro jednotlivá síťová rozhraní
načítat z tohoto souboru. Detailní přehled správného nastavení se nachází v souboru
/etc/conf.d/net.example. Pro prvotní zprovoznění serveru na lokální síti se může
konﬁgurační soubor editovat tímto způsobem:
config_eth1=("192.168.156.50 mask 255.255.255.0 brd 192.168.156.255")
routes_eth1=("default via 192.168.156.33")
dns_server_eth1=("192.168.156.33")
První příkaz deﬁnuje IP adresu samotného serveru v lokální síti. Druhý příkaz
říká serveru na jakou bránu má směrovat a třetí slouží k nastavení DNS1. Rozhraní
eth1 identiﬁkuje fyzické síťové rozhraní na serveru. V linuxu se všechna LAN roz-
hraní pojmenovávají ethx, kde x značí identiﬁkační číslo. K tomu, aby bylo možné
později server využívat jako bránu, bude potřeba dvou rozhraní. Přes jedno se bude
připojovat venkovní síť a přes druhé se připojí síť lokální. Pokud by bylo na bráně
použito wiﬁ rozhraní, bude se zřejmě označovat jako wlanx nebo rax. Popisovaný
příklad se dvěma rozhraními je vidět na obrázku 1.1.
Pokud se plánuje používat dhcp server, může konﬁgurace souboru /etc/conf.d/net
pro použité rozhraní vypadat takto:
config_eth0=( "dhcp" )
dhcp_eth0="nodns nontp nonis"
Pokud je vyžadováno, aby se nakonﬁgurované rozhraní automaticky spouštělo
při startu, použijeme:
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Obrázek 1.1: Příklad zapojení serveru jako brány s použitím 2 rozhraní.
# rc-update add net.eth0 default
# rc-status
První příkaz zavede načítání síťového rozhraní při startu systému. Druhým příka-
zem se zobrazuje, které rozhraní a daemony jsou právě použity. V souboru /etc/hosts
se nastavuje tzv. resolving, což je převod jmen počítačů na IP při použití DNS. Na-
konec se zkontroluje správnost nastavení souboru /etc/resolv.conf, kde se nalézají
adresy DNS serverů od ISP.
Dále je uvedena konﬁgurace pro ppp komunikaci jíž obsluhuje pppd daemon.
Toto rozhraní se obvykle navazuje na fyzickou síťovou kartu v počítači a vytváří tak















Druhý řádek speciﬁkuje na kterém fyzickém rozhraní se vytvoří virtuální. Třetí
řádek nahrává pppoe modul a údaje mezi závorkami jsou speciﬁcké např. pro ADSL2
připojení. Poslední dva řádky speciﬁkují uživatelské jméno a heslo, pod kterými
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se bude ppp daemon přihlašovat k ISP.
1.2.11 Zavaděč
Zavaděč (bootloader) je program, který po startu zavádí jádro do paměti. Nejčastěji
je uložen v MBR1, nebo ve spouštěcím sektoru některého z diskových oddílů. Linu-
xové zavaděče mohou být nahrány na výměnné médium (diskety, ﬂash disky, . . . )
ze kterých lze rovněž systém zavést. Zavaděč nemusí sloužit pouze k výběru kon-
krétního OS, ale může se také volit mezi různými konﬁguracemi a verzemi jádra, či
k zavádění více OS najednou. Zaváděné parametry se nastavují většinou ručně, ale
lze použít i automatické konﬁgurátory. Běžně nalezneme v linuxu tyto dva používané
zavaděče:
LILO je zaváděcí program, který umožňuje zavést jakýkoliv operační systém. Není
závislý na speciﬁckém systému souborů a je schopný bootovat operační systém jak
z disketových jednotek tak i pevných disků. Při bootu může být vybrána jedna verze
jádra, která může mít nastaveny různé parametry. LILO se může nainstalovat buď
do MBR nebo do bootovacích sektorů na jednotlivých diskových oddílech.
GRUB je třístupňový zaváděcí program. Má tedy oproti dvoustupňovému za-
vaděči LILO několik výhod. V první fázi zavádění se připojují potřebné soubo-
rové systémy, dále načte svůj konﬁgurační soubor z disku a nakonec umožní vybrat
si ze seznamu OS, který se má zavést. Nevýhoda zavaděče LILO je, že neumí načíst
konﬁguraci dynamicky při zavádění. Po provedení jakékoliv změny v konﬁguračním
souboru LILA se musí znovu zapsat zavaděč spolu s novou konﬁgurací do MBR.
GRUB se nainstaluje pouze poprvé a při jakékoliv změně konﬁguračního souboru už
jej není třeba znovu zavádět. GRUB má ještě jednu výhodu a tou je vstup do příka-
zového řádku, kde se může dynamicky zavést jádro, které v konﬁguračním souboru
ani není uvedeno, ale nachází se na patřičném oddíle.
Pro tento server stačí zvolit LILO, které se obecně snáze konﬁguruje a bohatě
postačuje k vyžadovaným účelům. LILO se dále nainstaluje pomocí emerge lilo.




1DNS (Domain Name System) je hierarchický systém doménových jmen, který je realizován
servery DNS více viz[3].
2(Asymetric Digital Subscriber Line) Jedná se o typ DSL, která má asymetrické připojení, kdy







Detailní popis o tom jaké další konﬁgurační možnosti LILO nabízí se nachází
na [5] a stejně tak o GRUBU na [6]. Pokud je konﬁgurace LILA již hotova, spustí
se příkaz /sbin/lilo, který zapíše nastavení do MBR.
1.2.12 Volitelné nástroje
Pro pohodlnou konﬁguraci a podporu požadovaných služeb bude nyní vhodné nain-
stalovat některé další důležité programy, které se budou později hodit a uživatel je
může využít. Možná se bude muset editovat soubor /etc/make.conf kvůli dodateč-
nému doplnění USE ﬂagů pro požadované programové balíčky. V tabulce z přílohy
A.2 je vidět několik základních balíčků, které se budou používat. Seznam všech do-
stupných balíčků bývá uveden v [9]. Celý seznam je roztříděný do podkategorií, což
je v podstatě portage strom. V každé podkategorii se nachází spousta programů,
podle toho, co uživatele konkrétně zajímá. Pro použití všeho co se síťování týká
je zajímavá kategorie net-misc, kde se nalézají různé aplikace pro server a jinak
využívané počítače.
V posledním kroku zbývá vytvořit heslo pro uživatele root příkazem passwd
a restartovat prozatím dodatečný systém. Server je nyní nakonﬁgurován a připraven
pro pokročilejší konﬁguraci. Jako uživatel root se všeobecně není dobré přihlašovat
a tak se vytváří uživatel, pod kterým se do systému na serveru přihlašuje. Tato
volba je však nepovinná a zatím nebude potřeba.
1MBR (Master Boot Record) je boot sector, který je umístěn v prvním sektoru pevného disku
ve kterém je umístěn zavaděč.
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2 FIREWALL
2.1 K čemu je ﬁrewall?
Běžně se na routerech provádí směrování pasivně, aniž by se prováděla kontrola
zpětné vazby. Dalším důležitým aspektem je fakt, že standardně dovnitř nejsou ote-
vřeny žádné porty, nebo jsou naopak otevřeny všechny, aniž by měl uživatel tušení
jak velkému nebezpečí je z pohledu vnějšího světa (internetu) vystaven. Pakety jsou
směrovány zpravidla všechny a žádné rozlišování mezi těmi „špatnýmiÿ a „dobrýmiÿ
se neprovádí. Pokud bychom chtěli nad pakety proudícími mezi naší vnitřní sítí a in-
ternetem provádět kontrolu, zařazujeme mezi tyto dva „odlišnéÿ světy ﬁrewall, který
má za úkol právě zabránění proniknutí útočníků do vnitřní sítě, nebo na samotnou
bránu, kde běží různé aplikace náchylné na tyto útoky.
Zapojením ﬁrewallu vzniká jakási pomyslná „zeďÿ, která stojí v cestě paketům
cestujícím dovnitř i ven z naší sítě. Každý ﬁrewall má nadeﬁnována určitá pravidla,
kterými se řídí. Každý paket se skládá ze spousty vlastních dat, ale zejména obsahuje
hlavičku, která v sobě nese IP adresu „zdrojeÿ i „cíleÿ, dále také zdrojový a cílový
port, kterému je paket určen a další důležitá pole jako je TOS1 apod. Paket tak
může být doručen k cíli, zahozen, nebo můžou být různým způsobem přepisovány
hlavičky paketů ﬁrewallem tzv. NAT2.
2.2 Typy ﬁrewallů
Paketový Jedná se o nejstarší formu. Princip spočívá v deﬁnici zdrojové IP adresy
a portu a cílové IP adresy a portu, což znamená, že se ﬁltruje na třetí a čtvrté vrstvě
ISO/OSI modelu. Výhodou je vysoká rychlost při zpracování, nevýhodou nedosta-
tečná úroveň kontroly u spojení. To je pro některé protokoly (zejména využívající
video/audio) přímo kritické. Prvními představiteli byl zejména ipchains.
Stavový Tyto ﬁrewally pracují na podobném principu jako starší typy paketových
ﬁrewallů, k tomu si však dokážou uchovávat informace spojeních, které jsou již po-
volené. Tyto informace může dále využívat pro rozhodování jestli právě procházející
paket patří do povoleného spojení, nebo naopak musí projít novým procesem rozhod-
nutí při zakládání nového spojení. Dalším vylepšením oproti starším typům ﬁrewallů
je vytváření tzv. virtuálního stavu spojení pro bezstavové protokoly. Co se výhod
a nevýhod týče, tak ty jsou obdobné jako u paketových ﬁrewallů. Moderní stavové
1(Type of Service) 8 bitů označující typ služby v hlavičce IP paketu. viz[3].
2(Network Address Translation) je způsob úpravy síťového provozu přepisem výchozí a/nebo
cílové IP adresy. viz[3].
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ﬁrewally jsou schopny kontrolovat procházející spojení až do hloubky procházejících
dat známých protokolů i aplikací.
Aplikační Jinak taky nazývané Proxy ﬁrewally. Komunikace probíhá tak, že se ini-
ciátor spojení připojí na tuto proxy, ta zpracuje všechna příchozí spojení a otevře
nové spojení k serveru (cíli). Z pohledu serveru se však jako iniciátor spojení jeví
zmíněná proxy. Při zpětném průchodu se vše otáčí. Veškerá kontrola je zpracovávána
na sedmé vrstvě ISO/OSI modelu. Proxy ﬁrewally většinou také přepisují zdrojovou
adresu iniciátora spojení na svoji výstupní. Fungují tak jako NAT, což poskytuje
poměrně vysoké zabezpečení daných protokolů. Nevýhodou je velká spotřeba vý-
početního výkonu a paměti. Ještě existuje možnost tzv. transparentní proxy, která
umožňuje přesměrovat provoz na síti bez vědomí iniciátora spojení.
2.3 Netﬁlter a iptables
Netﬁlter je dnes standardně implementován v jádře. Jedná se o framework, který
deﬁnuje po cestě každého paketu pět bodů, ve kterých můžou níže popsané moduly
rozhodnout co s paketem udělají, čili určují ﬁltrovací politiku. Cestu každého paketu
netﬁlterem ukazuje obrázek 2.11. Systém netﬁlteru se dále skládá z několika tabulek
obsahujících řetězy pravidel pro ﬁltrování a případnou další úpravu procházejících
paketů.
Obrázek 2.1: Popis cesty průchodu paketu netﬁlterem.
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Netﬁlter pracuje především ve 2. vrstvě TCP/IP síťového modelu, má však také
schopnost pracovat ve 3. vrstvě. Vlastní ﬁltrování provádí sada modulů a rozšíření
iptables. Modulů existuje celá řada a hlavním důvodem takového rozčlenění je fakt,
že uživatel si do jádra zavádí jen ty, které opravdu potřebuje. Samotné iptables jsou
navrženy jako rozšířitelné pomocí těchto modulů a spravují je. Cesta paketu celým
iptables procesem je dále znázorněna na obrázku 2.22, kde celý proces prochází řadou
řetězců a tabulek.




Z předcházejícího obrázku je patrné, že existují 4 základní tabulky, raw, ﬁlter,
mangle a nat. Řetězců je naopak v základu 5. Každý přicházející paket se prvně
dostane do řetězce PREROUTNG. Tento řetězec je vstupní bránou do ﬁrewallu.
Řeší se zde předzpracování paketu. Provádí se úprava např. TOS nebo se provádí
tzv. DNAT (přepis cílové adresy), což je přepis zdrojové adresy. Tímto můžeme
např. přesměrovat paket na určenou adresu ve vnitřní sítí apod. Když projde paket
tímto řetězcem a poslední tabulkou nat, přichází na řadu rozhodnutí, jestli se paket
bude forwardovat (přeposílat dál na jinou adresu), nebo je určen pro lokální stanici.
Pokud je určen pro lokální stanici vstupuje do řetězce INPUT, kde se provádí další
úprava v tabulce mangle a ﬁlter. Pokud paket odchází z lokální stanice, vstupuje
nejprve do řetězce OUTPUT, kde se opět provede politika tabulek dle obrázku
až po tabulku ﬁlter, což je bod, kdy paket opravdu opouští lokální stanici a vstupuje
do výstupního řetězce POSTROUTING. Zde se provádí závěrečná úprava např.
SNAT (přepis zdrojové adresy) a odchází ven.
Pokud se provádí přesměrování na jinou než lokální stanici na výstupu z řetězce
PREROUTING, vstupuje paket do řetězce FORWARD, kde dojde k přesměrování
a následně opět vstupuje do řetězce POSTROUTING ke konečným úpravám v ta-
bulkách mangle a nat.
Netﬁlter mimo jiné obsahuje modul pro sledování spojení (IP NF CONNTRACK
a IP NF MATCH STATE), který umožňuje zvýšit kontrolu ﬁltrovaných paketů. In-
formace o spojeních, které si tento modul udržuje rozlišujeme do 4 skupin[12]:
NEW - paket patří mezi pakety, které vytvářejí nové spojení.
ESTABLISHED - paket je legitimním paketem již existujícího spojení.
RELATED - paket nepatří do ESTABLISHED, ale nějak souvisí s již existujícím
legitimním spojením (např. ICMP zpráva o chybě).
INVALID - paket, který nespadl do žádné z předchozích kategorií, anebo z něja-
kých důvodů se ho nepodařilo kategorizovat. Měl by být zlikvidován.
2.3.1 Moduly netﬁlteru
V příloze A.1 je uvedeno, které moduly bude třeba zkompilovat do jádra pro správ-
nou funkci ﬁrewallu. Výčet některých modulů s popisem je uveden zde:
CONFIG PACKET modul umožňuje určitým aplikacím přímý přístup k síťo-
vým zařízením.
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CONFIG NETFILTER modul určený k tomu, zda se bude server používat jako
ﬁrewall nebo gateway do internetu.
CONFIG IP NF CONNTRACK modul umožňuje sledování spojení. Nezbytný
pro NAT a maškarádu (bude vysvětleno později).
CONFIG IP NF FTP modul pro sledování a sestavení korektního FTP spojení.
CONFIG IP NF IPTABLES modul důležitý pro jakékoliv ﬁltrování s pomocí
iptables.
CONFIG IP NF MATCH LIMIT modul přidává LIMIT, což umožňuje určit
kolik paketů může za minutu projít přes dané pravidlo.
CONFIG IP NF MATCH MAC modul určený pro ﬁltrování na základě MAC1
adres.
CONFIG IP NF MATCH MARK modul umožňuje kontrolu označených pa-
ketů. Využívá se v tabulce mangle.
CONFIG IP NF MATCH MULTIPORT modul umožňuje v jednom pravi-
dle deﬁnovat rozsah zdrojových či cílových portů.
CONFIG IP NF MATCH TOS modul zavádí značkování paketů na základě
jejich TOS pole v hlavičce.
CONFIG IP NF MATCH TCPMSS modul umožní označovat pakety na zá-
kladě jejich MSS2 pole.
CONFIG IP NF MATCH STATE modul určený pro stavovou kontrolu spo-
jení.
CONFIG IP NF FILTER modul přidává tabulku ﬁlter do řetězců INPUT, OUT-
PUT a FORWARD.
CONFIG IP NF TARGET REJECT modul zavádí tzv. cíl REJECT, který
se liší od cíle DROP tím, že pakety nezahazuje, ale posílá zpět ICMP zprávu o chybě.
1(Media Access Control) fyzická adresa, která je jedinečným identiﬁkátorem síťového rozhraní.
viz[3]
2(Maximum Segment Size) speciﬁkuje maximální délku segmentu, který může strana přijmout.
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CONFIG IP NF NAT modul umožňuje překlad adres. Zavádí tabulku nat.
CONFIG IP NF TARGET MASQUERADE modul přidává maškarádu, což
je obdoba SNAT, ale používáme tehdy, pokud neznáme IP adresu v internetu.
CONFIG IP NF TARGET REDIRECT modul používaný při přesměrování
(např. transparentní proxy).
CONFIG IP NF TARGET LOG modul umožňuje logování např. do syslogd.
Zpětně pak můžeme zjistit co se děje s pakety.
CONFIG IP NF TARGET TCPMSS modul nastavuje velikost MSS korektně
dle PMTU1.
CONFIG IP NF TARGET MARK modul umožňuje značkovat pakety.
2.4 Použitá pravidla na serveru
Základní ovládání iptables se zde nebude popisovat, vše je podrobně zdokumento-
váno např. v [13]. Správné nastavení ﬁrewallu může být řečeno známým pravidlem
„co není povoleno, je zakázánoÿ. Jinými slovy řečeno, všechny pakety, které ne-
vyhovují zadanému ﬁltrovacímu pravidlu, kterými se prochází, se zahazuje. Proto
se nastavují implicitní pravidla, která se aplikují, pokud se průchodem tabulek ne-
najde adekvátní pravidlo. Níže je uvedeno implicitní nastavení iptables, protože
po zkompilování je vše povoleno, je vhodné vše zakázat:
iptables -P INPUT DROP
iptables -P FORWARD DROP
iptables -P OUTPUT DROP
2.4.1 Základní ochrany
Určité programy používají službu AUTH. To je služba, která všem ostatním ser-
verům či klientům na požádání oznamuje jaký uživatel je vlastníkem spojení. Tuto
službu není vhodné otevírat z bezpečnostního hlediska. Zároveň však není vhodné
pakety zahazovat příkazem DROP, protože jiné programy je mohou využívat v uži-
tečném smyslu. Proto se „slušněÿ odmítají.
1(Path Maximum Transmit Unit) speciﬁkuje maximální velikost segmentu na cestě paketu.
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iptables -A INPUT -i ppp0 -p tcp --dport 113 -j REJECT \
--reject-with tcp-reset
Toto pravidlo na vstupu z internetu odmítá auth požadavky a nastavuje ﬂag
reset.
Další základní ochranou serveru je tzv. IP spooﬁng. Jedná se o falšování adresy,
což se často při útocích využívá. Základní ochranou je tzv. rp ﬁlter. Pomocí tohoto
příkazu se docílí povolení této ochrany.
echo "1" > /proc/sys/net/ipv4/conf/ppp0/rp_filter
Pokud je přítomno více rozhraní, zapínají se postupně všechny obdobně. Pokud
by bylo vyžadováno tuto ochranu ještě více posílit, vytvoří se v pravidlech iptables
nový řetězec s těmito pravidly:
iptables -N spoofing
iptables -A spoofing -s 192.168.0.0/16 -j DROP
iptables -A spoofing -s 172.16.0.0/12 -j DROP
iptables -A spoofing -s 10.0.0.0/8 -j DROP
Tento řetězec se následně aplikuje na vstup internetového rozhraní a to jak na ře-
tězec INPUT, tak i FORWARD. Rozsahy uvedených adres jsou určeny pro privátní
sítě a neměly by unikat do internetu, ani se objevit na straně vstupu z internetu.
Existuje celá řada dalších adres, které jsou vyhrazeny pro soukromé účely a proto
se můžou výše uvedeným způsobem ﬁltrovat. Rozsahy těchto adres se nachází např.
zde [14].
Dnes důležitou ochranou je také tzv. Syn ﬂooding. Jedná se o útok typu DoS1,
jehož jediným smyslem je vyřadit na serveru určitý typ služeb v lepším případě,
nebo dočasně přetížit systémové prostředky serveru v horším. Využívá vlastnosti
TCP protokolu při navazování spojení. Útočník začne pomocí Syn ﬂoodingu posílat
na vstup serveru spoustu požadavků o navázání nového spojení. Bohužel mu opravdu
nejde o navázání spojení, ale vyčerpání systémového buﬀeru kvůli polootevřeným
spojením. Jedna z možných ochran je uvedena zde:
iptables -N syn_flood
iptables -A syn_flood -m limit --limit 1/s --limit-burst 10 -j RETURN
iptables -A syn_flood -j LOG --log-prefix="syn_flood packet: "
iptables -A syn_flood -j DROP
Pravidlo detekuje počet SYN ﬂagů na maximální počet 10 za 1 sekundu. Pokud
je mez překročena, provede se logování a následné zahození. Tento řetězec se dále
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aplikuje na vstupní rozhraní z internetu do řetězce INPUT. Pokud by bylo vyža-
dováno přesměrovávání do vnitřní sítě, aplikuje se toto pravidlo rovněž na řetězec
FORWARD. Další možné způsoby např. [15].
Ping of death je asi nejznámější typ útoku. Oběť je doslova zahlcena žádostmi
ICMP echo-request pakety. Snadná obrana spočívá v nastavení počtu takových poža-
davků za sekundu na vstupním rozhraní.
iptables -A INPUT -i ppp0 -p icmp --icmp-type echo-request \
-m limit --limit 1/s --limit-burst 5 -j ACCEPT
2.4.2 Ochrana proti scanování portů
Scanování portů zjišťuje, které TCP/UDP porty jsou otevřeny nebo zavřeny. Kaž-
dému otevřeném portu náleží patřičná aplikace, která naslouchá a odpovídá na do-
tazy. Filtrovaný port je takový, že jej má na starost určitá aplikace, která sice naslou-
chá, ale může se rozhodnout komu odpoví. Pokud je port uzavřený, žádná aplikace
nenaslouchá. Existuje několik druhů scanování portů.
Nulové skenování je takové, kdy TCP paket nemá nastaveny žádné příznaky.
Jelikož při normálním spojení je nastaven alespoň ACK, server pošle zpět oznámení
o chybě, což je RST příznak. Z toho útočník lehce usoudí, které porty jsou otevřeny.
iptables -A INPUT -i ppp0 -p tcp --tcp-flags ALL NONE -j DROP
Xmas skenování je způsob, kdy se využívají buď nastaveny všechny příznaky, což
v reálném provozu nemůže nikdy nastat, dále Xmas scan s nastavenými příznaky
FIN, URG a PSH. Na takový paket odpovídá vzdálený server příznakem RST pokud
je port uzavřený, pokud je otevřen, ignoruje jej. Ochrana:
iptables -A INPUT -i ppp0 -p tcp --tcp-flags ALL ALL -j DROP
iptables -A INPUT -i ppp0 -p tcp --tcp-flags ALL FIN,URG,PSH -j DROP
Všechna tato pravidla se také aplikují na řetězec FORWARD, jestliže je použí-
váno přesměrování do vnitřní sítě. Pokud je vyžadováno informování o provedeném
útoku, provádí se s pomocí logování a nastavením maximálního počtu příchozích
paketů daného typu.
iptables -A INPUT -i ppp0 -p tcp --tcp-flags ALL ALL -j LOG -m limit \
--limit 15/m --log-level 1 --log-prefix "Xmas:"
1(Denial of Service) odmítnutí služby, jde o techniku útoku na internetové služby, při níž dochází
k přehlcení požadavky a pádu nebo minimálně nefunkčnosti. viz[3]
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2.5 Sledování spojení
Stavový ﬁrewall zavádí dokonalejší sledování spojení a ﬁltrování paketů. Na straně
28 jsou popsány stavy každého spojení.
iptables -A FORWARD -m state --state INVALID -j DROP
iptables -A FORWARD -p tcp ! --syn -m state --state NEW -j DROP
iptables -A FORWARD -i eth1 -p all -m state --state NEW -j ACCEPT
iptables -A FORWARD -m state --state ESTABLISHED,RELATED -j ACCEPT
První pravidlo zahazuje všechny neplatné pakety. Druhé pravidlo zahazuje každý
paket, který se pokouší navázat nové spojení bez SYN ﬂagu. Třetí pravidlo povoluje
vytváření nových spojení z vnitřní sítě do internetu a poslední pravidlo povoluje
všechna již navázaná spojení. Tyto pravidla je vhodné aplikovat rovněž na řetězec
INPUT pro bezpečnost aplikací na serveru. Částečně se těmito stavovými pravidly
řeší také skenování portů.
2.6 Problém MTU u ADSL
Jak už bylo výše uvedeno velikost segmentu nebývá na cestě celého spojení vždy
jednotná. Pro síť LAN je standardně volena na 1500, v reálném provozu je vždy
menší. Server je připojen do internetu právě pomocí ADSL a problémy s MTU bývají
patrné. Většinou nelze načíst některé webové stránky, spojení bývá přerušováno,
pokud se velikost MTU po cestě dostane do tzv. „úzkého hrdlaÿ. Tento problém
řeší uvedený způsob, který nastaví hodnotu MSS na maximální, kterou nalezne
po cestě a zároveň říká vzdálenému serveru/klientovi, aby neposílal pakety větší než
nastavená hodnota. K tomuto systému se nepoužívá žádný ICMP provoz.
iptables -A FORWARD -p tcp --tcp-flags SYN,RST SYN \
-j TCPMSS --clamp-mss-to-pmtu
Opět lze aplikovat na řetězec INPUT.
2.7 Maškaráda
Maškaráda pracuje na principu SNAT. Každé nové odchozí spojení přepíše ip adresu
a zdrojový port na výstupním rozhraní do internetu za veřejnou, kterou mívá větši-
nou každý server přidělenu. Poté zavádí do tabulky maškarády „ip conntrackÿ zá-
znam, podle kterého se při zpětném průchodu opět přepíše veřejná adresa na privátní
vnitřní. Opačným způsobem se spojení nenavazují, protože z internetu za vstupní
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rozhraní obvykle „není vidětÿ, čili slouží i jako jakési bezpečnostní hledisko. Nasta-
vuje se nastavuje tímto příkazem:
iptables -t nat -A POSTROUTING -o ppp0 -j MASQUERADE
Maškaráda je spojená s tabulkou nat, ve které se provádí všechny úpravy ohledně
zdrojových a cílových adres i portů.
2.8 Type of service (TOS)
TOS je technika, která provádí optimalizaci datových cest. Umožňuje snižování doby
zpracování paketu, nebo naopak maximalizovat propustnost dat. Vše je spojeno
s tabulkou mangle. TOS je osmibitové pole používané jako sada příznaků. Smysl
se uplatňuje u politiky QoS1. Uvedené pravidlo speciﬁkuje: „Pokud se jedná o službu
SSH2, tak upřednostňuj.ÿ
iptables -t mangle -A PREROUTING -p tcp --sport ssh \
-j TOS --set-tos Minimize-Delay
iptables -t mangle -A PREROUTING -p tcp --dport ssh \
-j TOS --set-tos Minimize-Delay
Uvedené pravidla ﬁltrování a upravování provozu slouží ke zvýšení celkové bez-
pečnosti celého serveru, zejména před útoky z venku (internetu). Dále jsou použí-
vána pravidla pro povolení určitých portů pro různé aplikace, které běží na serveru.
Instalační skript ﬁrewallu je uveden v příloze B .
1(Quality of Service) zajišťuje spravedlivé dělení rychlostí, čímž nedochází k takovému zahlco-
vání sítě. viz[3]
2(Secure Shell) zabezpečený komunikační protokol.
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3 QOS V LINUXU
Každý lépe nakonﬁgurovaný server s ﬁltrováním iptables ještě nezaručí kvalitu slu-
žeb. Ta se uplatňuje zejména u přenosu multimediálních aplikací, ale dnes také
v běžném provozu TCP/IP. Parametry QoS se rozdělují na:
Ztrátovost paketů udává počet vyslaných paketů, které byly přijaty s chybou,
nebo nebyly přijaty v cíli vůbec.
Jednosměrné zpoždění udává čas, který je potřebný k odeslání a následnému
přijeté paketu v cíli.
Rozptyl zpoždění deﬁnuje rozdíl dvou jednosměrných zpoždění pro dva odeslané
pakety. Důležité zejména při IP telefonii.
Šířka pásma určuje rychlost přenesených dat většinou za jednu sekundu.
3.1 Disciplíny front
Zařazováním provozu do systému je způsob, kterým určujeme průchod veškerého
provozu přes server. Samotný TCP protokol nemá standardně implementován žádný
způsob, kterým by se rozdělovala např. přenosová rychlost mezi komunikujícími
stranami.
3.1.1 Beztřídové fronty
Tento systém front zahrnuje pouze hrubé tvarování provozu na rozhraní, bez jaké-
hokoli hlubšího členění. Používá se implicitně na většině zařízení (viz výše TOS).
Pﬁfo fast
Základní fronta typu „první dovnitř, první venÿ Tato fronta má 3 základní pásma
vycházející z TOS. Paket je systematicky zařazován do jedné z front, což speciﬁkuje
buď minimalizaci zpoždění, nebo maximalizaci propustnosti, nebo implicitní frontu.
Fronta 0 má nejvyšší prioritu, fronta 2 nejnižší. Tabulka 3.1 ukazuje doporučená
rozdělení pro nejpoužívanější služby.
Ukázka deﬁnice připojení pﬁfo fronty. Využívá se balík „iproute2ÿ, což je kolekce
funkcí, kterými se upravuje provoz na síti TCP a UDP protokolů.
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Typ služby Nastavení bitů volba
telnet, ssh 1000 minimalizace zpoždění
ftp ovládání 1000 minimalizace zpoždění
ftp data 0100 maximalizace propustnosti
dns (udp) 1000 minimalizace zpoždění
dns (tcp) 0000 implicitní, normální
dns (zónové přenosy) 0100 maximalizace propustnosti
smtp ovládání 1000 minimalizace zpoždění
smtp data 0100 maximalizace propustnosti
icmp 0000 implicitní, normální (nejčastěji)
Tabulka 3.1: Tabulka zobrazuje nastavení bitů podle RFC[3] 1349.
tc qdisc add dev eth0 handle 1:0 root dsmark indices 1 default 0
tc qdisc add dev eth0 handle 2:0 parent 1:0 pfifo limit 20
První příkaz připojí značkování paketů na rozhraní, druhý pak speciﬁkuje pﬁfo
frontu, která má kapacitu 30 paketů.
Token Bucket Filter
Tento algoritmus se používá pouze k omezování celkové šířky pásma na síťovém
rozhraní. Princip spočívá v použití buﬀeru1, do kterého se ukládají pakety. Ty jsou
následně odesílány požadovanou rychlostí. Pokud dojde k přetečení buﬀeru, pakety
jsou zahazovány.
tc qdisc add dev ppp0 root tbf rate 230kbit latency 50ms burst 1540
Smysl této fronty se uplatní např. na ADSL připojení. Fronta se přesune z mo-
demu, kde bývá sice velká, ale často naprosto přetížená. Tím vznikají obrovské
latence a zejména u asymetrických spojení, kde bývá upload oproti downloadu až
desetinný, nelze dost dobře provozovat služby vyžadující malé zpoždění. Na pří-
kazu napojujeme tbf frontu na rozhraní ppp0. Vytváří frontu, která nastavuje max.
rychlost na 256kbit. Hodnota latency deﬁnuje jak dlouho můžou pakety ve frontě
čekat. Hodnota burst ještě upravuje maximální velikost segmentu, což se uplatňuje
v případě, že hodnota rate je ve skutečnosti vyšší.




SFQ je nejpropracovanější způsob řízení provozu. Pásmo je rovnoměrně rozdělováno
mezi datové proudy. Každé takové spojení či proud má jakoby svoji vlastní frontu,
z té je potom rovnoměrně odebírán provoz a poskytován dále ke zpracování. SFQ
je stochastický systém. Nevytváří ve skutečnosti frontu pro každé spojení, což by
bylo náročné zejména na paměť, ale obsahuje vnitřní algoritmus, který je omezen
na konečný počet front a používající hašovací algoritmus. Více o této problematice
je přehledně popsáno v [16].
tc qdisc add dev eth0 parent 1:3 handle 3:0 sfq perturb 10
V uvedené ukázce opět napojujeme sfq na zařízení eth0. Když pomineme třídy,
které budou popsány níže, zajímavá je hodnota perturb, což rekonﬁguruje hašovací
algoritmus za sekundu. Čili určuje jakousi periodicitu, kdy se kontroluje spravedlivý
systém vybírání z front.
3.1.2 Fronty založené na třídách
Principem tohoto omezování (tvarování) provozu je vytvoření celého systému tříd
a podtříd. Podobá se stromu, kdy rodič má největší prioritu a potomci si přebírají
pravidla od rodiče, přičemž navíc mají deﬁnovány svoje vlastní pravidla. Každá třída
může být dále napojena na další ﬁltry, tím vzniká velice komplexní systém řízení
provozu. Detailní popis funkce tříd je popsán v [17].
Priority Queueing
Priority Queueing se ve skutečnosti podobá spíše pﬁfo fast (str.35). Každé spojení
má na určitém základě deﬁnovanou prioritu. Když dorazí paket, nerozdělí se rychlost
na základě bitů ToS, ale je zařazen do dané fronty. Nejnižší číslo má nejvyšší prioritu.
První tedy budou posílány vždy pakety z fronty s vyšší prioritou.
tc qdisc add dev eth0 root handle 1: prio
tc qdisc add dev eth0 parent 1:1 handle 10: sfq
tc qdisc add dev eth0 parent 1:2 handle 20: sfq
tc qdisc add dev eth0 parent 1:3 handle 30: sfq
Implicitně se vytvářejí tři fronty. Fronta 10 má nejvyšší prioritu. Patrné rovněž
je, jak je fronta dále spojena s sfq.
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Class-Based Queuing
Mnohem zajímavější je systém CBQ. Ten nerozděluje provoz jen do tříd, ale rov-
něž omezuje šířku pásma. Tento systém je dlouho používaný a bohatý na funkce
a vnořování podtříd.
tc qdisc add dev eth0 root handle 1:0 cbq bandwidth \
4Mbit avpkt 1000 cell 8
tc class add dev eth0 parent 1:1 classid 1:2 cbq
bandwidth 4Mbit rate 2Mbit weight 0.2Mbit prio 1
allot 1514 cell 8 maxburst 20 avpkt 1000
Vytváří se komplexní systém pravidel. Pověsí se na rozhraní kořenovou frontu
root, která má max. šířku pásma 4Mbit. Parametr avpkt udává průměrnou veli-
kost paketu. Ke zjištění je vhodné nějakou dobu sledovat provoz např. programem
Tcpdump1. Druhá část vytváří podtřídu, která má garantovanou nejnižší rychlost
2Mbit. Parametr weight upravuje šanci posílat pakety z této třídy, pokud jiná pod-
třída nevyužívá svou přidělenou garantovanou šířku pásma. Umožní to tedy poslat
více dat v daném kole.
Hierarchical Token Bucket
Htb je oproti Cbq více optimalizován a skutečně dodržuje danou šířku pásma pro
každý list stromu (podtřídu). Při tomto systému má každé pásmo opět přidělenu
minimální šířku pásma, přičemž si může vypůjčovat od sesterských podtříd, pokud
mají danou šířku nevyužitu, ale nikdy ne na úkor rodiče. Tento systém rozdělení
šířky pásma několikrát prochází všechny rodiče i potomky a na základě stanovených
parametrů upravuje rychlosti.
tc class add dev eth0 parent 1: classid 1:1 htb rate 4Mbit
tc class add dev eth0 parent 1:1 classid 1:11 htb rate \
512Kbit ceil 4Mbit
tc class add dev eth0 parent 1:1 classid 1:12 htb rate \
1536kbit ceil 4Mbit
tc class add dev eth0 parent 1:1 classid 1:13 htb rate \
2Mbit ceil 4Mbit
Jsou vytvořeny tři podtřídy, z nichž každá má nastavenu garantovanou rychlost
(součet se musí rovnat maximální rychlosti linky) a stropem (parametr ceil).
1Tcpdump je nástroj pro analýzu sítí a síťového provozu.
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3.2 Iproute2 na serveru
Balík iproute2 je souhrn všech funkcí pro kontrolu síťového provozu na Linuxu.
Jedná se o velice propracovaný nástroj, s pomocí něhož je možno nakonﬁgurovat
propracovaná Qos.
Pro složitější kontrolu provozu na serveru je využito systému front htb (str.38).
Detailní ukázka principu htb je možno najít v [18]. Základní myšlenka rozdělení pro-
vozu vychází z faktu, že pro připojení k internetu je použita linka ADSL s rychlostmi
8192/512kbit. Ovšem u ADSL připojení je všeobecně známo, že teoretická rychlost
a reálná se výrazně liší, někdy i více jak 50%. Po odpozorování a průběžném měření
bylo zjištěno, že reálná rychlost stahování se pohybuje okolo 4200kbit a rychlost ode-
sílání kolem 320kbit. Pro nastavení horní hranice (stropu) u htb je doporučeno ještě
o cca 10% snížit tyto hranice. Konečná rychlost stahování a odesílání je nastavena
na 4000/300kbit.
Dalším úkolem bylo „rozumněÿ rozdělovat šířku pásma mezi cca 10 uživatelů a to
zejména co se týká rychlosti stahování. Je naprosto zbytečné snažit se na takovou re-
lativně malou rychlost připojit tolik uživatelů a doufat, že vše poběží „ jaksiÿ samo,
bez nějakých větších problémů, aniž by bylo použito speciﬁčtějšího dělení pásma.
V dnešní době, kdy aplikace, ať už se to týká multimediálního přenosu dat či „oby-
čejnéhoÿ brouzdání na stránkách, spotřebovávají průměrný datový tok stahování
někde mezi 5-40kB/s. Pro jednoho uživatele jde samozřejmě o naprosto dostačující
rychlost, ale pro více uživatelů, kteří buď používají IP telefonii, poslouchají hudbu
nebo sledují video přes stream a v neposlední řadě tzv. stahují „načernoÿ přes P2P
sítě, dojde velice brzy k situaci, kdy celková rychlost stahování je maximálně vyčer-
pána. Zásobník na modemu je také přeplněný a zahazuje nebo odmítá veškeré další
pakety. V této situaci nastává naprostý chaos. Služby vyžadující rychlou odezvu
se „hádajíÿ s běžným stahováním dat přes protokol http a ostatní.
Po prvních pokusech nechat takovou síť „napospasÿ sobě, došlo okamžitě k výše
popsanému problému.
S rychlostí stahování dat samozřejmě úzce souvisí i rychlost odesílání. Není nic
platné takové techniky úpravy provozu zavádět jenom jednostranně. Odesílání dat
je stejně důležité správně rozdělit jako stahování.
Poslední prioritou bylo, přerozdělovat rychlosti na základě typu protokolů. To
je důležité zejména pro lepší odezvy a docílení upřednostnění vybraných portů, na
kterých běží uživatelské nebo serverové aplikace.
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3.2.1 Princip pravidel
Veškerá konﬁgurace se provádí pomocí aplikace tc1, která je součástí balíku iproute2.
Disciplíny se vždy označují zápisem x:x, kdy první x udává číslo vytvářené části
stromu a druhé x zase číslo třídy. Tato čísla by měla být volena jako jedinečná a pro
přehlednost také vhodně rozvržena.
Obrázek 3.1 znázorňuje celkové rozvržení tříd a jejich potomků (listů) pro směr
provozu z vnější sítě do vnitřní.
Obrázek 3.1: Znázornění rozvržení rozdělení provozu.
Kořenová větev označená jako 100 je určena pro aplikace, které vyžadují rychlé
odezvy, zabírají většinou malé objemy dat a samozřejmě také služba SSH.
Další větev označená 900 má význam zbytkového provozu. Vše co je nevýznamné,
zároveň také aplikace komunikující směrem z internetu do vnitřní sítě nebo server
(zdrojové porty většinou nad 1024), se zařadí do této větve. Jde o větev s nejnižší
prioritou.
Poslední větev 300 slouží ke spravedlivému rozdělování rychlosti uživatelům na zá-
kladě jejich cílové ip adresy. Čísla od 10 až po N udávají počet uživatelů ve vnitřní
síti.
3.2.2 Zavádění pravidel
První pravidlo tzv. „zavěsíÿ na fyzické rozhraní kořenový qdisc, který nese označení
1:0. Uvedená „defaultÿ hodnota speciﬁkuje, kam se mají řadit datagramy a pakety,
které nevyhovují žádné větvi.
1Z angl. traﬃc control
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tc qdisc add dev eth1 handle 1:0 root htb default 900
Dále je třeba na samotný qdisc „pověsitÿ hlavní třídu označenou 1:1. Druhá
jednička označuje již samotnou třídu (větev). Kromě speciﬁkace rychlosti hodno-
tou „rateÿ je uvedena hodnota „burstÿ. Ten speciﬁkuje velikost paketu, který bude
posílán, pokud bude fronta na řadě. Skutečná rychlost se odvíjí právě od tohoto
parametru. Hodnota burst by měla být u rodiče vždy o něco vyšší než u potomků.
Velikost burst vypočítáme jako: maximální přenosová rychlost * frekvence časovače.
Frekvence časovače bývá na běžných architekturách 10ms. Na serveru jsme nastavili
4ms. Kromě hodnoty „burstÿ existují ještě další speciﬁcké hodnoty pro zdokonalení
a přesnějšího nastavení [16].
tc class add dev eth1 parent 1:0 classid 1:1 htb \
rate 4000kbit burst 2000
Nyní je vidět ukázka rozdělení na jednu ze základních tři skupin provozu. Tato
skupina má garantovanou rychlost 200kbit/s, strop je 4000kbit/s. Důležitou polož-
kou je hodnota „prioÿ, která speciﬁkuje nejvyšší prioritu. Ostatní tři skupiny mají
obdobné nastavení, přičemž se liší priorita a u nejméně významné skupiny je navíc
nastaven strop na 2000kbit/s.
tc class add dev eth1 parent 1:1 classid 1:100 htb \
rate 200kbit ceil 4000kbit burst 1800 prio 0
Rozdělení rychlosti pro samotné uživatele závisí na jejich počtu. Garantovaná
rychlost je vypočítána jako maximum rychlosti/počet uživatelů.
tc class add dev eth1 parent 1:300 classid 1:10 htb \
rate 400kbit ceil 4000kbit burst 1600 prio 1
Ke každé listové třídě se implicitně nastavuje fronta pﬁfo fast. Pro spravedlivější
dělení pásma je zde však použita fronta typu sfq.
tc qdisc add dev eth1 parent 1:10 handle 10:0 sfq perturb 10
Každou vytvořenou třídu či list musíme spojit s klasiﬁkátorem fwmark, který
přímo spojuje s označením paketu hodnotou MARK.
tc filter add dev eth1 protocol ip handle 10 fw flowid 1:10
A nyní již následuje samotné označování na základě vyžadovaných pravidel.
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iptables -t mangle -A DOWN -p icmp -j MARK --set-mark 100
iptables -t mangle -A DOWN -p tcp -m length --length :64 -j MARK \
--set-mark 100
iptables -t mangle -A DOWN -p tcp --sport ssh -j MARK --set-mark 100
iptables -t mangle -A DOWN -p tcp --sport 1024:65535 -j MARK \
--set-mark 900
iptables -t mangle -A DOWN -d 192.168.156.101 -j MARK --set-mark 10
iptables -t mangle -A DOWN -m mark --mark 0 -j MARK --set-mark 900
První pravidlo nastavuje veškeré icmp protokoly do nejvyšší třídy. Ochrana před
útoky skrze icmp je vyřešena výše u ﬁrewallu. Další pravidlo značkuje rovněž do nej-
vyšší třídy všechny malé pakety, které se používají zpravidla při navazování spojení.
Poté zařazení služby ssh rovněž do nejvyšší priority. Všechny zdrojové porty z inter-
netu nad 1024 jsou značkovány nejnižší prioritou. Další rozdělení je podle cílové ip
adresy uživatele a jako poslední se všechny neoznačené pakety automaticky zařazují
na nejnižší prioritu.
Pro směr provozu z vnitřní sítě do internetu je použito obdobného nastavení,
jen se nerozděluje na základě počtu uživatelů, ale podle typu protokolů a portů.
Obr. 3.2 znázorňuje rozvržení dělení pásma pro směr upload. Celý skript nastavení
provozu je uveden v příloze C .
Obrázek 3.2: Rozdělení provozu pro směr upload.
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4 DALŠÍ VHODNÉ APLIKACE
Pro ještě lepší funkci serveru je vhodné nastavit několik aplikací, které pomáhají
správnému chodu. Jde o jakési zdokonalení celého systému, přičemž jsou brány v po-
taz otázky bezpečnosti.
4.1 DNS
DNS je hierarchický systém jmen, které se nazývají doménové. Tuto službu realizují
protokoly UDP a TCP na portu 53. Smysl spočívá ve vzájemném převodu převodu
ip adres na pro člověka lépe zapamatovatelné doménové jména. Pro lokální účely
postačí editovat soubor hosts, který se nachází v adresáři /etc. Tímto způsobem
realizujeme snadné přidělení každé stanice jedné ip adrese.
192.168.156.33 jméno_pc.jméno_domény jméno_pc
4.1.1 Hierarchie domén
Základní jednotkou hierarchie je doména. Může obsahovat několik serverů nebo uži-
vatelských počítačů, které jsou mezi sebou v určitém smyslu provázány. Jedna do-
ména může rovněž obsahovat několik poddomén. Vznikají tak domény prvního, dru-
hého až n-tého řádu. Vrchol celého systému představuje tzv. root (kořenová) doména.
O správnou funkci se starají kořenové jmenné servery, které poskytují kořenový zó-
nový soubor jiným DNS serverům. Ty většinou jsou součástí celosvětově distribu-
ované databáze. Samotný kořenový zónový soubor se často nemění a spravován je
organizací IANA1. Celý seznam root serverů se nachází např. zde[19].
4.1.2 Rozdělení DNS
U větších sítí je výhodné zapojit do správy databáze jmen systém DNS. Tato data-
báze ovšem nemusí nutně sloužit jen k přehlednějšímu popisu jednotlivých stanic, ale
rovněž pro překlad adres z internetu. Každá doména má vyhrazený několik jmenných
serverů, které jsou pro ni autoritativní, což znamená, že podávají v daný okamžik
zaručeně platné informace o všech počítačích náležejících pod tuto doménu. Typy
DNS serverů můžeme rozdělit na:
Primární jedná se o autoritativní server, který určuje obsahy domén.
1(Internet Assigned Numbers Authority) odpovídá za celosvětovou koordinaci DNS root, IP
adres a ostatních protokolů.
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Sekundární Slouží jako záložní server. Data si obvykle kopíruje z primárního
serveru, sám je však měnit nemůže. Požadavky zpracovává stejně jako primární
DNS server.
Caching-only Tyto servery nejsou autoritativní pro žádnou doménu, slouží pro
ukládání již dříve zpracovaných dotazů.
4.1.3 Bind na serveru
Aplikace Bind[20] je zřejmě nejpoužívanějším DNS serverem pro Linux/Unix. Téměř
všechny větší organizace používají tento systém, který je primárně zkonstruován pro
velké vytížení dns dotazů.
Pro menší síť nemá valný význam konstrukce primárního i sekundárního DNS
serveru, proto je tato část zaměřena na DNS typu caching-only. Tento systém je
výhodný zejména tam, kde není pro přístup k internetu příliš rychlá linka. Problém
u asymetrického připojení je právě odchozí provoz. DNS cache si tak pamatuje poža-
davky, které před uplynutím doby TTL1 vyřizoval. Pokud přijde stejný požadavek,
nedotazuje se znovu primárních serverů v internetu (zpravidla má každý poskytova-
tel internetu svoje vlastní), ale je zpracován na úrovni vnitřní sítě. To samozřejmě
snižuje provoz zejména pro upload, kdy se neustále neposílají UDP datagramy s do-
tazy na vzdálené DNS.
Bind není doporučováno spouštět pod uživatelem root kvůli bezpečnosti, proto
je vhodné mu vytvořit speciálního uživatele named pod kterým se bude spouštět.
Na Gentoo distribuci se tato volba provádí po zkompilování bindu příkazem.
emerge --config =<verze bindu>
Tento příkaz vytvoří speciální hierarchii adresářů /chroot/dns/, ve kterém bude
probíhat veškerá konﬁgurace bindu. Soubor /chroot/dns/etc/bind/named.conf slouží
k samotnému nastavení. Důležitá je zejména položka options, ve které se nastaví
zejména tyto parametry:
auth-nxdomain no;




<ip adresa vzdáleného serveru 1>;
1(Time To Live) doba platnosti DNS záznamu.
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<ip adresa vzdáleného serveru 2>;
};
První položka říká bindu: „pokud nevíš odpověď, ptej se níže speciﬁkovaných ser-
verůÿ. Ip adresy DNS serverů uvedených za forwarders udávají právě tyto vzdálené
DNS. Následující volba říká bindu na kterých adresách má naslouchat.
listen-on { 127.0.0.1; <ip adresa rozhraní vnitřní sítě>; };
Poslední volbou jsou lokální zónové soubory. Ty jsou ve většině případů již im-
plicitně nastavené a také soubor named.ca, který obsahuje seznam kořenových DNS
serverů.




zone "localhost" IN {
type master;
file "pri/localhost.zone";
allow-update { none; };
};
zone "127.in-addr.arpa" IN {
type master;
file "pri/127.zone";
allow-update { none; };
};
Jako poslední volba je nutné v souboru resolv.conf v adresáři /etc, kde se uvádí
lokální smyčka jako DNS server.
nameserver 127.0.0.1
Caching-only DNS server se spouští pomocí /etc/init.d/named start. Správná
funkce se může ověřit pomocí příkazu dig [nějaká adresa].
dig www.google.com
;; Query time: 25 msec
dig www.google.com
;; Query time: 2 msec
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Z příkladu je patrné, že první dotaz na zjištění adresy www.google.com nebyl
zanesen v paměti (cache) DNS serveru. Trval 25ms, protože se musel ptát vzdáleného
serveru (ip adresy v souboru named.conf). Po následném zopakování dotazu byla
doba jen 2ms. Dotaz byl nalezen v paměti a nemusel se posílat dál.
4.2 Denyhosts
Denyhosts je aplikace napsaná pro Linux sloužící k ochraně před útoky na služby
serveru, zejména tzv. „brute forceÿ útok proti službě SSH.
Denyhosts kontroluje logovací soubor autentizace, kde se zapisují všechny ne-
dávné neúspěšné pokusy přihlášení. Přečte si ip adresu útočníka a porovnává počet
neplatných pokusů o přihlášení s maximální hodnotou, kterou si stanovil uživatel.
Pokud tato hodnota překročí stanovenou mez, uloží denyhosts záznam do souboru
/etc/hosts.deny. Jakmile je záznam zapsán do souboru, veškeré pokusy z útočníkovy
ip adresy jsou blokovány. Navíc používá globální synchronizaci databáze se všemi
zablokovanými ip adresami, které si pravidelně aktualizuje. Nutno však poznamenat,
že záznam nemusí být uložen v databázi natrvalo, ale lze si navolit délku.
Pokud chceme speciálně nakonﬁgurovat adresy, které mají být vždy povoleny,
zaneseme záznam do souboru /etc/hosts.allow. Tento soubor je pročítán vždy první
před hosts.deny. Konﬁgurace této aplikace se nachází v souboru /etc/denyhosts.conf.
Obsahuje několik speciﬁckých parametrů, z nichž nejzásadnější jsou:
PURGE_DENY = <délka (minuty, hodiny, dny, týdny, měsíce, roky)>
Tento parametr speciﬁkuje jak dlouho má být uložen záznam o blokaci.
BLOCK_SERVICE = <ALL ,SSH, apod.>
Nyní deﬁnujeme, které služby chceme blokovat.
DENY_THRESHOLD_(různé kombinace) = <počet>
Zde se nastavuje strop, kdy se zavádí záznam pokud jej útočník překročí.
SYNC_SERVER = http://xmlrpc.denyhosts.net:9911
SYNC_INTERVAL = <čas>
Tyto parametry umožňují používání synchronizace blokovaných ip adres z cent-
rální databáze a nastavení intervalu v jakém bude probíhat.
Tato aplikace poskytuje ještě další možnosti, o kterých detailně popsáno v doku-
mentu [21]. Zajímavostí je sledovat délku logu se zablokovanými ip adresami, který
denně dosahuje několik set řádků.
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5 RADIUS SERVER
Veškeré mechanismy kontroly přístupu k serveru a bezpečnosti ze strany vnějšího
světa (internetu) jsou samozřejmě nezbytné, nelze ponechat server nezabezpečený
všem možným útočníkům z venku. Pokud člověk přemýšlí nad možnostmi jak nejlépe
může chránit takovou stanici, která denně odolává útokům z vnějšku a to úspěšně
či neúspěšně, měl by se zamýšlet také nad otázkou vnitřní bezpečnosti.
Není nikde dáno pravidlo, že útoky přicházejí jen jednostranně. Stejně tak, když
se snaží hacker proniknout do systému serveru, se může pokoušet nabourat tzv.
„načernoÿ zevnitř. Ne vždy stojí útočník o to, dostat se do databází uložených
v serverech, získat jakkoliv pro něj důležité data, nebo prostě „jen takÿ pro zábavu
poškodit systém. Často je cílem útoku jen získat připojení k poskytovateli internetu,
aniž by musel člověk něco platit.
V dřívějších dobách, kdy veškerý provoz šel poskytovat pouze po kabelech, ne-
bylo mnoho důvodů zabývat se bezpečností přenášených dat v takové míře, kterou
nastavil až rozvoj bezdrátového přenosu. Pokud chtěl útočník získat přístup, musel
se „napíchnoutÿ někde na kabel a mohl začít odposlouchávat. Dnes jsou již detekce
takových útoků ve velmi pokročilé fázi, protože jakýkoliv takový pokus vyvolává
změnu impedance na vedení a citlivější detektor jej snadno odhalí.
Dnes je populární zejména bezdrátový přenos, tzv. Wi-ﬁ1. Jeho rozvoj spustil
popularizaci přenosu internetu ne po kabelovém, ale radiovém kanálu. Tento fakt
ovšem přihrává útočníkům, protože odhalit takový útok v radiovém kanálu je mno-
hem náročnější než na kabelovém vedení. Zprvu existovala slabá ochrana v podobě
typu WEP2 klíče, později se vyvíjely dokonalejší metody typu WPA3 šifrování.
Základem bezpečnosti bývá znemožnění přístupu k síti útočníkům či nežádoucím
uživatelům a také kontrola legitimních uživatelů, kteří mají povolen přístup. K to-
muto účelu se často využívá tzv. AAA4, což bývá právě poskytováno přes Radius
server a standard IEEE 802.1X5.
AAA je zkratka označující autentizaci, autorizaci a accounting. Autentizace zna-
mená ověření identity uživatele nadřazenou autentizační autoritou. Tuto funkci za-
stává právě RADIUS server s použitím patřičného protokolu. Autorizací znamená
přidělení přístupových práv vybranému uživateli. Autorizace je však udělena jen
tomu uživateli, který již úspěšně prošel procesem autentizace. V opačném případě
jsou uživateli přístupová práva zamítnuta. Za accounting je označován jakýsi sběr
informací týkající se daných uživatelů. Může se jednat např, o počet přenesených
dat, celková doba trvání připojení k síti apod.
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Na obrázku5.1 je znázorněn princip autentizace s použitím Radius serveru. Ob-
vykle bývá s tímto systémem používán protokol EAP, který je určen pro komunikaci
klienta6 s přístupovým bodem7 na základě certiﬁkátů, je velmi bezpečný způsob ko-
munikace.
Obrázek 5.1: Princip ověřování pomocí radius serveru.
Prvně se ověří, jestli klient má platný certiﬁkát. Pokud ne, nedojde k vlastní
komunikaci s radius serverem. Pokud ano, povoluje se přístup k radius serveru. Ten,
na základě svých údajů, uděluje přístup do sítě, což je znázorněno bodem 3.
V realizaci internetové brány je však využívána přímá komunikace s radius ser-
verem. Tento systém je sice méně bezpečný, ale dokonale postačuje pro menší síť.
5.1 Radius
RADIUS server spravuje služby autentizace a autorizace na UDP portu 1812, přičemž
na UDP portu 1813 je provozován accounting. Transakce mezi radius serverem a kli-
entem je autentizována díky sdílenému tajemství, které není nikdy posíláno přes síť.
Veškeré potřebné údaje o uživateli jsou následně zasílány šifrovaně.
1Wi-ﬁ je standard pro lokální bezdrátové sítě.
2(Wired Equivalent Privacy) je původní zabezpečení standardu 802.11. viz[3]
3(Wi-Fi Protected Access) pokročilejší metoda zabezpečení 802.11. viz[3]
4Z angl. authentication, authorization, accounting.
5Protokol, který poskytuje zabezpečení přístupu do počítačové sítě.
6V odborné terminologii označován jako supplicant.
7V odborné terminologii označován jako autentizátor.
8Z angl. Remote Authentication Dial In User Service.
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Pro přístup k radiusu zadá uživatel své jméno a přidělené heslo. Vzniká tak
jakýsi požadavek, který je pojmenován Access-Request, který obsahuje právě uži-
vatelovo jméno, heslo a identiﬁkační číslo portu, přes který je uživatel připojen.
Tento požadavek je zasílán opakovaně v případě, že se od radiusu nevrátí žádná
odpověď. Po přijetí požadavku o udělení přístupu se radius podívá buď do souboru,
kde jsou nadeﬁnování klienti, nebo do databáze uživatelů a najde odpovídající zá-
znam. Ten obsahuje seznam několik parametrů o klientovi. Jestliže nevyhoví poža-
davek některému z parametrů, je odeslán Access-Reject zpět uživateli, což je ozná-
mení o zamítnutí přístupu. Pokud vše vyhoví parametrům, odešle uživateli odpověď
Access-Accept, do níž zároveň vloží seznam hodnot týkající se uživatele.
5.1.1 Struktura RADIUS paketu
Radius paket je zapouzdřen v datové části UDP datagramu. Cílový port je nastaven
na hodnotu 1812. Při výměně zpráv se automaticky přehazuje zdrojový a cílový
port. Na obrázku 5.2 (použito z [22]) je znázorněna struktura.
Obrázek 5.2: Struktura RADIUS paketu.
Hodnota v poli code představuje typ paketu. Kdykoliv k radiusu dorazí paket,
který má uvedenou neplatnou hodnotu, je automaticky zahozen. Tabulka 5.1 popi-
suje možné hodnoty v tomto poli. Pole packet identiﬁer se uplatňuje při správném
párování požadavků a odpovědí. Pole length deﬁnuje velikost radius paketu. Zároveň
slouží jako kontrola proti chybě. Pokud je paket ve skutečnosti menší než je uvedená
hodnota v tomto poli, je zahozen. Délka paketu může nabývat hodnot 20B - 4096B.
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Část pojmenovaná authenticator má velikost 128b a slouží k zabezpečení mezi
radius serverem a autentizátorem. Tato hodnota slouží také k šifrování uživatel-
ského hesla. Při použití standardu 802.1X se nepoužívá, v následné komunikaci pro
správu uživatelů je využívána. Na sdílené tajemství (uživatelovo heslo) je apliko-
vána hašovací funkce MD5 délky 128b jejíž hodnota by měla být vždy náhodná
a nepředvídatelná a ta je pomocí funkce XOR s heslem zašifrována.
Hodnota Typ Význam
1 Access-Request žádost o autentizaci
2 Access-Accept autentizace úspěšná, autorizace
3 Access-Reject autentizace neúspěšná
4 Accounting-Request žádost o accounting
5 Accounting-Response potvrzení accountingu
11 Access-Challenge žádost o další informace
12 Status-Server (experimental) testovací účely
13 Status-Client (experimental) testovací účely
255 Reserved rezervováno
Tabulka 5.1: Možné hodnoty v poli code.
Poslední položkou ve struktuře radius paketu je pole označené AVP1. Struktura
pole AVP je znázorněna na obr.5.3.
Obrázek 5.3: Struktura AVP části radius paketu.
Pole označené jako type může obsahovat seznam přípustných hodnot, jejichž
seznam je zdokumentován na [22]. Část označená length obsahuje délku AVP pole.
Poslední parametr mívá proměnnou velikost, která je spojena s typem atributu.
V jádru funkčnosti je samotná výměna dat a informací mezi klientskou částí
a radius serverem řešena právě díky atributům a hodnotami těchto atributů. Vznikají
tak jakési páry. Tyto páry se dále dělí do dvou skupin. První skupina, označuje se
jako LSH 2, slouží pro porovnání testované hodnoty a skutečné hodnoty v databázi.
Druhá skupina , označuje se jako RSH 3, určuje, co se má provést, pokud se LSH
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hodnota vyhodnotí jako pravdivá.
5.1.2 Accounting protokol
Původní radius protokol byl vylepšen o účtovací informace, které může radius zasí-
lat. Tato služba umožňuje podrobně sledovat veškerý provoz daného uživatele, což
využívají i společnosti poskytující internet (např. většina DSL poskytovatelů).
Na začátku komunikace se generuje startovací paket Accounting start, následně je
poslán accounting serveru (radius), který žádost potvrdí. Při ukončení poskytované
služby se generuje paket Accounting stop, který obsahuje např. dobu trvání spojení,
počet přenesených dat apod. Pošle se opět radius serveru, který zasílá potvrzení
o přijetí.
5.2 MySQL + Apache + Freeradius
Ke zprovoznění RADIUS serveru na bráně je využito několik klíčových aplikací.
Nejdůležitější aplikací je freeradius, který představuje RADIUS server. K pokroči-
lejšímu ukládání účtů slouží databáze MySQL. Jedná se nejpopulárnější databá-
zový systém používaný jak amatéry, tak profesionály. K tomu, aby bylo umožněno
přihlášení uživatele do sítě je potřeba použít formulář na bázi http/https. K tomuto
účelu je na linuxu běžně využíván http server Apache, který v dnešní době spravuje
téměř 70% webových serverů po celém světě.
5.2.1 MySQL
Oddělení samotné databáze uživatelů od mechanizmu ověřování umožňuje každému
administrátorovi řadu výhod. Tento přístup umožňuje provozovat další servery sou-
časně, nebo provozovat záložní databáze pro uživatele.
První část konﬁgurace databáze mysql probíhá ihned po zkompilování do Gentoo.
Provede se:
emerge --config =mysql-<číslo verze>
Proběhne výzva o zadání hesla pro superuživatele. V další části konﬁgurace se
zavádí vhodný systém tabulek pro radius. K tomu, aby proběhla autorizace i au-
tentizace musí databáze obsahovat všechny potřebné hodnoty typu LSH. Zároveň
musí obsahovat také databázi deﬁnicí co se má dělat. V tomto případě stačí uchovat
1Z angl. Attribute Value Pair
2Z angl. Left Hand Side
3Z angl. Right Hand Side
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pouze pár atribut s hodnotou. Co se týká accountingu, vyžaduje uchovávat pouze
hodnoty, které si zvolí správce systému. Po kompilaci freeradiusu nalezneme v ad-
resáři /etc/raddb/sql/mysql/ soubory s koncovkou *.sql, které obsahují používaný
systém tabulek k radius serveru. Nejprve je potřeba vytvořit uživatele databáze pro
radius, protože pod root uživatelem určitě není vhodné pracovat.
$ mysql -u root -p
> CREATE DATABASE radius;
> GRANT ALL ON radius.* TO freeradius@localhost IDENTIFIED BY ’heslo’;
> quit
Po přihlášení se vytvoří databáze pojmenovaná radius a nastaví se všechny práva
na uživatele freeradius, který se bude prokazovat heslem. Dále se připojí systém
tabulek pod vytvořenou databázi a uživatele.
$mysql -h localhost -u freeradius -pheslo radius < \
/etc/raddb/sql/mysql/schema.sql
Skript schema.sql vytváří základní návrh tabulek. Pokud je třeba více parametrů,
stejným způsobem se zavedou další skripty nas.sql, ippool.sql. V tuto chvíli jsou
nachystány všechny potřebné tabulky. Nejzajímavější je tabulka radcheck, kde se
ukládají jména a hesla uživatelů.
5.2.2 Freeradius
Freeradius je asi nejpoužívanější implementací radius systému ověřování uživatelů.
Je vhodný jak pro malé sítě, tak pro sítě s počtem milion uživatelů. Podporuje
velmi mnoho autentizačních protokolů. Základní konﬁgurační soubory se nacházejí
v /etc/raddb/. Soubor radiusd.conf je hlavní konﬁgurační soubor. Speciﬁkují se
v něm způsoby autentizace, autorizace a accounting.Důležité je nastavení ip adres






Tímto se speciﬁkuje naslouchání žádostem o autorizaci na dané ip adrese a portu.
Nastavení pro naslouchání žádostem je obdobné, pouze se zamění port na 1813











Sekce se týká autorizace. Vysvětlení daných položek je uvedeno v souboru, pro













Zde se speciﬁkují typy autentizačních protokolů, které se budou aplikovat. Pokud










Nastavení accountingu speciﬁkuje acct unique, což přiřazuje unikátní identiﬁká-
tor každému požadavku. K tomu, aby radius věděl kde má hledat sql databázi, musí









Nastavení nepotřebuje příliš komentáře. Zadáme typ databáze, umístění, kde ji






Tímto nastavením povolujeme přípojné body. Pokud nemá přípojný bod záznam
právě zde, freeradius s ním nebude komunikovat. Pokud však máme nastavenou
databázi pro ukládání údajů o všech přípojných bodech, dívá se freeradius i tam.
Hodnota secret je sdílené tajemství, které se používá k šifrovaní a podepisování
paketů mezi radius serverem a klientem.
Později se budou data do databází plnit pomocí uživatelského rozhraní, nyní se
však pro ověření správné funkce provede testování a ruční zavedení záznamu.
mysql> INSERT INTO radusergroup VALUES \
(0,’uživatel’,’název_skupiny’);
mysql> INSERT INTO radcheck VALUES \
(0,’uživatel’,’Password’,’==’,’heslo’);
mysql> INSERT INTO radgroupcheck VALUES \
(0,’název_skupiny’,’Auth-Type’,’:=’,’Local’);
První příkaz vytvoří uživatele a přiřadí mu danou skupinu. Dále vložíme heslo
uživatele i se jménem, což slouží pro ověřování uživatele. Poslední řádek speciﬁkuje
metodu ověřování hesel. K testování postačí uložit heslo nezabezpečenou formou do
databáze. Samotné ověření správnosti funkce radiusu provedeme:
$freeradius -X
$echo "User-Name=uživatel, CHAP-Password=heslo" | \
radclient 192.168.156.1 auth heslo_pro_radius -xx
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První řádek spouští freeradius v debug módu, dalším řádkem posíláme žádost
o autentizaci na adresu kde freeradius naslouchá. Za zmínku stojí heslo pro radius,
která se musí shodovat s položkou secret v nastavení clients.conf.Server funguje
správně a proto obdržíme:
Sending Access-Request of id 28 to 192.168.156.1:1812
User-Name = "tomik"
CHAP-Password = "0xa54c2c1fffb1c8f4582affed84921ea81f"
rad_recv: Access-Accept packet from host 192.168.156.1:1812, \
id=28, length=68
Obdržení atributu Access-Accept dokazuje správnou funkci freeradiusu. Více in-
formací o metodách šifrování, ale i detailní popis nastavení se nachází v dokumentaci
freeradiusu na [23].
5.2.3 Apache
Http server apache se bude využívat pro zpřístupnění přihlašovacího formuláře přes
webové rozhraní. S apachem je spjat i systém přihlašování, kdy je využívána aplikace
Chillispot ([24]). Ten vytváří VPN1 IP tunel a váže jej na fyzické rozhraní serveru.
Především je nutné zapnout v jádře podporu TUN/TAP, která zprostředkovává
VPN. Tabulka 5.2 znázorňuje kde je potřeba tuto volbu hledat.
Device Drivers →
Network device support →
[M] Universal TUN/TAP device driver support
Tabulka 5.2: Povolení modulu, pro vytváření VPN.
Jelikož vytváříme další virtuální rozhraní na fyzickém (obdobně jako se vytvářelo
ppp0 na eth0), nastavíme síťovou kartu do master módu, což se provede nastavením
souboru /etc/conf.d/net.
config_eth1=(\"0.0.0.0\")





1(Virtual Private Network) slouží k propojování sítí, které neleží ve stejném rozsahu adres.
viz[3]
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První dvě hodnoty speciﬁkují adresu dvou radius serverů. Pokud je použit jen je-
den, aplikuje se stejný záznam pro obě položky. Třetí řádek speciﬁkuje bezpečnostní





Toto nastavení se týká vnitřního dhcp serveru. Hodnota net nastavuje ip adresu
sítě pro virtuální rozhraní tun0, dále speciﬁkujeme k jakému rozhraní se má dhcp
server vázat. Třetím parametrem je adresa dns serveru. Jelikož na síti běží caching-
only dns, uvádí se pouze jeden dns na adresu vnitřní sítě. Jako poslední se speciﬁkuje,
kterou adresu dostane autentizační část (nastaví se shodná s rozhraním tun0).
V tomto bodě je připravena základní konﬁgurace pro vytvoření přihlašovacího
formuláře. Samotné nastavení apache začíná obdobným příkazem jako u mysql po
kompilaci.
emerge --config =apache2-<číslo verze>
Pro přihlašování uživatelů přes formulář je vyžadována podpora SSL1 u apache.
Problematikou správného nastavení SSL se zabývá např. tento tutoriál [25].
Nyní se uvede, kam se má odkazovat klient, který se chce připojit k síti, k ověření.




První řádek popisuje cestu, kam se budou odkazovat uživatelé k autentizaci. Tato
cesta se později speciﬁkuje také u apache. Druhý řádek nastavuje bezpečnostní heslo,
které bude používáno pro přenos dat mezi chillispotem a autentizací apache. Poslední
řádek deﬁnuje ip adresy, které se nemusí prokazovat autentizací. Jde především
o přístupové body, případně vzdálené dns servery.
Poslední věcí je deﬁnice místa, kde se nachází přihlašovací skript na serveru
apache. Ten je zkompilován s ﬂagem vhosts2 pro podporu virtuálních hostů.
Konﬁgurační soubor deﬁnuje jednoho virtuálního hosta v adresáři
/etc/apache2/vhosts.d/. Ukázka se nachází v příloze A.3. Nastaveny jsou údaje, aby
1(Secure Sockets Layer) je bezpečnostní vrstva využívající šifrování a autentizaci komunikujících
stran. viz[3]
2Popis USE ﬂagů je na straně 17
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apache poslouchal na portu 443, což je právě kvůli SSL, dále deﬁnuje cestu k přihla-
šovacímu skriptu, jméno serveru, nezbytná nastavení pro podporu SSL, a omezení
přístupu pouze z vnitřní sítě.






Jakmile si uživatel otevře nějaký internetový prohlížeč, je automaticky odkázán
na adresu https://192.168.156.1/cgi-bin/hotspotlogin.cgi, kde je vyzván k zadání
uživatelského jména a hesla. Pokud ověření u radius serveru proběhne korektně, je
připojen do sítě a tudíž i do internetu. Pokud zadá chybné údaje, je opět vyzván
dalším pokusem. V této chvíli je veškerý provoz kontrolován. Pokud by se kdokoliv
nežádaný snažil připojit k síti, přes radius se dál nedostane. Na obr. 5.4 je znázorněn
přihlašovací formulář.
Databáze s uživatelskými jmény a hesly je plněna přes příkazovou řádku, později
bude využito administrátorské rozhraní.
Obrázek 5.4: Přihlašovací formulář.
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6 ZÁVĚR
Cílem diplomové práce je vytvoření internetové brány (serveru) s pokročilým ﬁltro-
váním za pomocí operačního systému Linux. Jako vhodná distribuce byla zvolena
distribuce Gentoo, která je známá svou všestranností a zejména má dobré uplatnění
pro servery. Umožňuje také sestavení systému plně na míru podle přání uživatele,
což je zejména důvod, proč byla tato varianta vybrána. V celém systému má takto
uživatel dokonalý přehled a nenachází se zde žádné zbytečné programy, které se
k ničemu nebudou využívat a navíc se snižuje riziko zneužití cizí osobou. Čím méně
otevřených portů bude využito, tím lépe pro každého administrátora.
První část práce se zaměřuje na vlastní konﬁguraci distribuce Gentoo na server
a konﬁguraci síťových rozhraní. Server je napojen 24 hodin denně přes ADSL při-
pojení do internetu, přičemž dále distribuuje služby pro cca 10 uživatelů na vnitřní
síť. Tato část práce se soustřeďuje na důležité body, které by se neměly opomenout,
ať už se to týká správné konﬁgurace jádra systému, vhodné nastavení souborů v ad-
resáři /etc a v neposlední řadě také instalací některých potřebných nástrojů pro
využití v dalších částech práce.
Druhá část práce se soustřeďuje na vlastní konﬁguraci ﬁrewallu. Za nejvhodnější
je vybrán iptables, který je již ve velmi pokročilé fázi vývoje. Na ﬁrewallu jsou na-
konﬁgurovány některé prevence proti známým útokům z vnějšího světa (internetu).
Zejména několik druhů scanování portů bývá nepříjemné, kvůli zahlcování serveru
neustálými požadavky. Firewall zároveň poskytuje přístup k určitým portům, které
jsou na bráně otevřeny. Zejména jde o port 22, který používá protokol ssh, nebo
otevřený port 80 a 443, které slouží protokolu http a https kvůli přístupu k webo-
vému0mu serveru Apache.
Třetí část práce se zabývá problematikou Qos, neboli kvality služeb. V součas-
nosti je o toto odvětví velký zájem, protože není vůbec snadné správně odhadnout
jak nastavit řízení provozu. Toto nastavení bývá velice individuální, záleží na mnoha
parametrech, pro které je server navrhnut. V této práci je rovněž cílem pokročilá
ﬁltrace provozu. Výše v textu je uvedeno, že server poskytuje ADSL připojení pro
cca 10 lidí ve vnitřní síti. Reálná rychlost připojení je 4200Mbit ve směru down-
load a zhruba 320kbit ve směru upload. Rozdělovat takovou šířku pásma mezi 10
uživatelů, kteří využívají naplno všechny obvyklé typy služeb a protokolů, je bez
pokročilejší ﬁltrace věc, která nemůže plnit svůj účel spolehlivě. Pokud jsou všichni
připojeni, logicky by se mělo každému dostávat rychlosti (4200/10)Mbit. V praxi to
ovšem tímto způsobem nikdy nepracuje. Někdo sleduje video záznamy přes stream,
jiný stahuje značné množství dat přes tzv. P2P sítě, pak je tu ještě ip telefonie,
prohlížení webových stránek apod. V takové situaci běžně nastával problém, kdy
jeden či dva uživatelé spotřebovali bez problému i 90% celkové rychlosti. Pokud si
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pak chtěli ostatní uživatelé např. jen prohlížet web, museli zbytečně dlouho čekat
na načtení. Důvod byl samozřejmě v obrovských odezvách a plně vytíženého pásma.
K tomu neustále přicházejí další a další požadavky ke zpracování.
Tento fakt byl efektivně odstraněn systémem kontroly provozu za použití HTB
front. Po konﬁguraci se ihned dostavily kýžené výsledky. Download provoz je rov-
noměrně rozdělován mezi každého uživatele, přičemž mají garantovanou minimální
šířku pásma a dále ještě upravován na základě portů. Přicházející pakety z inter-
netu se zdrojovým portem nad 1024 jsou řazeny do nejnižších priorit, kdežto důležité
porty z rozsahu 0-1023 jsou řazeny do vyšších priorit. Pro upload je samozřejmě za-
vedeno také dělení provozu na základě „markováníÿ paketů. Princip správné činnosti
byl ověřován na aplikaci iftop, kde bylo při současném stahování dat ze čtyř stanic
přes http protokol patrné, jak je pásmo rovnoměrně děleno.
Čtvrtá část poukazuje na dvě zdokonalení pro server. V první řadě jde o pro-
tokol dns a vlastní konﬁguraci caching-only dns serveru na bráně. Tento systém je
velice efektivní kvůli odpadnutí části vytížení, zejména uploadu, u pomalejších při-
pojení. Všechny dns dotazy jsou směrovány na bránu, kde je vedena cache paměť.
Ta obsahuje průběžně ukládané, již zpracované dotazy, které se při opakovaném
požadavku načítají z této cache. Až pokud není záznam uveden, dotazuje se dns
server svých nadřazených, autoritativních dns serverů. Druhou aplikací je služba
denyhosts. Ta hlídá sleduje útok na službu ssh. Stanovuje maximální počet neúspěš-
ných pokusů přihlášení. Pokud je tato mez překročena, zavede se záznam do paměti,
kde je uvedena ip adresa útočníka a ta je následně zablokovaná na stanovenou mez.
Navíc tato služba používá centrální databázi známých adres, ze kterých probíhaly
útoky.
V poslední části realizace internetové brány je představena bezpečnostní slu-
žba zvaná RADIUS server. Nejprve je vysvětlen základní princip, popis protokolu
a funkce. Následně je provedeno sestavení ověřovacího systému přes webové rozhraní.
Tento způsob autentizace je velmi efektivní, i když nedosahuje takové bezpečnosti
jako protokol EAP. Způsob přihlašování username+password bylo zvoleno kvůli
snadné implementaci do celkové struktury wiﬁ sítě, pro kterou server poskytuje slu-
žby. Uživatelé nemají rádi, když jsou donuceni stále něco přenastavovat na svých
počítačích a stejně tak pro administrátora je snazší dát každému uživateli jeho
přihlašovací jméno a heslo, než pracně vysvětlovat, kde mají co nastavit, aby jim šel
internet. Z vlastní zkušenosti vím, že je to pak vždy jen horší.
Celkový souhrn a zamyšlení nad smyslem mé diplomové práce mi dává pocit,
že jsem pracoval na něčem zajímavém, na něčem co mělo smysl. Před zapojením
serveru byl používán ke sdílení internetu obyčejný router a celá síť byla neustále
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
AAA Autentizace, autorizace a účtování – Authentication, authorization and
accounting
ADSL Asymetrická digitální linka – Asymetric Digital Subscriber Line
ATAPI Rozšířená technologie připojování – Advanced Technology Attachmen
AVP Pár atributa - hodnota – Attribute Value Pair
BSD Vývoj softwaru Berkeley – Berkeley Software Distribution
CBQ Řazení na základě tříd – Class based queueing
CD Kompaktní disk – Compact disc
CGI Společnost zabývající se graﬁkou – Computer-generated imagery,
CPU Centrální procesní jednotka – Central processing unit
DNAT Překlad cílových adres – Destination network address translation
DNS Systém doménových jmen – Domain name system
DSL Digitální linka – Digital Subscriber Line
EAP Rozšířený autentizační protokol – Extensible Authentication Protocol
FTP Protokol pro přenos souborů – File Transfer Protocol
GNOME Prostředí pracovní plochy – GNU Network Object Model Environment
GNU GNU není unix – GNU’s Not Unix
GRUB Linuxový zavaděč – GRand Uniﬁed Bootloader
HTB Rychlejší náhrada za CBQ – Hierarchical Token Bucket
HTTP Jeden z internetových protokolů – Hypertext Transfer Protocol
IANA Autorita pro přidělování čísel na internetu – Internet Assigned Numbers
Authority
IBM Společnost operující v informačních technologiích – International Business
Machines Corporation
ICMP Protokol sady internetu – Internet Control Message Protocol
62
IDE Rozšíření ATAPI – Integrated Drive Electronics
IP Internetový protokol – Internet Protocol
ISP Poskytovatel internetu– Internet service provider
KDE Desktopové prostředí – K Desktop Environment
LILO Linuxový zavaděč – Linux Input Linux Output
MAC Identiﬁkátor síťových karet – Media access control
MBR Bootovací sektor – Master Boot Record
MTU Maximální přenosová jednotka – Maximum transmission unit
NAT Překlad síťových adres – Network address translation
NTFS Souborový systém – New Technology File System
PPPOE Síťový P2P protokol – Point-to-Point Protocol over Ethernet
QOS Kvalita služeb – Quality of service
RADIUS Uživatelská vytáčená služba pro vzdálenou autentizaci – Remote
Authentication Dial In User Service
RAM Paměť s náhodným přístupem – Random-access memory
SATA Počítačová sběrnice – Serial ATA
SCSI Rozhraní pro výměnu dat – Small Computer System Interface
SFQ Stochastický systém front – Stochastic Fairness Queuing
SNAT Překlad zdrojových adres – Source network address translation
SSH Vzdálená správa – Secure shell
SSL Vrstva bezpečných socketů – Secure Sockets Layer
SYN Synchronizační ﬂag u TCP protokolu – Synchronize
TCP Jeden z internetových protokolů – Transmission Control Protocol
TOS Typ služby – Type of service
TTL Doba životnosti – Time To Live
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UDP Jeden z internetových protokolů – User Datagram Protocol
VPN Virtuální privátní síť – Virtual Private Network
WEP Zabezpečení Wi-ﬁ – Wired Equivalent Privacy
WPA Wi-ﬁ chráněný přístup – Wi-Fi Protected Acces
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A DODATKY K TEXTU







[*] IP: advanced router
[*] INET: socket monitoring interface
[*] Network packet ﬁltering framework →
[*] Advanced netﬁlter conﬁguration
[*] Bridged IP/ARP packets ﬁltering
Core Netﬁlter Conﬁguration →
[*] Netﬁlter NFQUEUE over NFNETLINK interface
[*] Netﬁlter LOG over NFNETLINK interface
[*] Netﬁlter connection tracking support
[*] Connection tracking ﬂow accounting
[*] Connection mark tracking support
[*] Netﬁlter Xtables support (required for ip tables)
IP: Netﬁlter Conﬁguration →
[*] IP tables support (required for ﬁltering/masq/NAT)
[*] ”recent” match support
[*] ”ecn” match support
[*] ”ttl” match support
[*] ”addrtype” address type match support
[*] Packet ﬁltering
[*] REJECT target support
[*] LOG target support
[*] Packet mangling
[*] ECN target support
[*] TTL target support
[*] raw table support (required for TRACE)
Tabulka A.1: Nastavení podpory pro framework netﬁlter a iptables v jádře řady 2.6
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A.2 Část 2. - Přehled užitečných aplikací pro ser-
ver
slocate indexování souborů pro snadnější vyhledávání
xfsprogs balíček pro práci se souborovými systémy ext2 a ext3
dhcpcd dhcp klient pro nastavení sítě
ppp přístup pomocí linky adsl
syslog-ng systémový logger
vixie-cron cron démon
nano jednoduchý textový editor
samba podpora sdílení mezi klienty s OS Windows
openssh vzdálený přístup do systému
mc Midnight Commander - graﬁcká správa
wakeonlan vzdálení buzení. Někdy se hodí
portage-utils soubor aplikací pro práci s portage
ntp slouží k synchronizaci času









iproute2 utilitka pro shaping
openvpn vpn server
gentoolkit sada příkazů pro gentoo
linux-igd upnp daemon
iftop aplikace pro sledování provozu
iptables ﬁrewall
l7-ﬁlter rozšíření ﬁrewallu
chillispot přihlašovací rozhraní pro radius
Tabulka A.2: Několik důležitých programů pro správnou funkci serveru.
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iptables -t nat -F
iptables -t nat -F POSTROUTING
iptables -t nat -F PREROUTING
iptables -t nat -F OUTPUT
iptables -t mangle -F
iptables -t mangle -F POSTROUTING
iptables -t mangle -F PREROUTING




# Defaultni nastaveni #
############################
iptables -P INPUT DROP
iptables -P FORWARD DROP
iptables -P OUTPUT DROP
echo "Defaultni nastaveni OK.";
############################




iptables -A autentizace -p TCP --dport 113 -m limit --limit \
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12/h -j LOG --log-prefix="auth packet: "




iptables -A spoof -s 192.168.0.0/16 -j DROP
iptables -A spoof -s 172.16.0.0/12 -j DROP
iptables -A spoof -s 10.0.0.0/8 -j DROP
# SYN_flooding
iptables -N syn_flood
iptables -A syn_flood -m limit --limit 1/s --limit-burst 50 -j RETURN
iptables -A syn_flood -j LOG --log-prefix="syn_flood packet: "
iptables -A syn_flood -j DROP
# PoD
iptables -N ping_of_death
iptables -A ping_of_death -p icmp --icmp-type echo-request -m limit \
--limit 1/s --limit-burst 5 -j ACCEPT
# Skenovani portu s nastavenym SYN,FIN
iptables -N antiskener
iptables -A antiskener -p tcp --tcp-flags ALL FIN,URG,PSH -j \
LOG -m limit --limit 15/m --log-level alert --log-prefix "Xmas (nmap):"
iptables -A antiskener -p tcp --tcp-flags ALL FIN,URG,PSH -j DROP
iptables -A antiskener -p tcp --tcp-flags ALL ALL -j LOG -m limit \
--limit 15/m --log-level 1 --log-prefix "Xmas:"
iptables -A antiskener -p tcp --tcp-flags ALL ALL -j DROP
iptables -A antiskener -p tcp --tcp-flags ALL SYN,RST,ACK,FIN,URG \
-j LOG -m limit --limit 15/m --log-level 1 --log-prefix "Xmas (psh):"
iptables -A antiskener -p tcp --tcp-flags ALL SYN,RST,ACK,FIN,URG -j DROP
iptables -A antiskener -p tcp --tcp-flags ALL NONE -j LOG -m limit \
--limit 15/m --log-level 1 --log-prefix "Null:"
iptables -A antiskener -p tcp --tcp-flags ALL NONE -j DROP
iptables -A antiskener -p tcp --tcp-flags SYN,RST SYN,RST -j LOG \
-m limit --limit 15/m --log-level 5 --log-prefix "Syn - Rst:"
iptables -A antiskener -p tcp --tcp-flags SYN,RST SYN,RST -j DROP
iptables -A antiskener -p tcp --tcp-flags SYN,FIN SYN,FIN -j LOG \
-m limit --limit 15/m --log-level 5 --log-prefix "Syn - Fin:"






# Oprava MTU pro ADSL
iptables -A INPUT -i ${NET_IF} -p tcp --tcp-flags SYN,RST SYN \
-j TCPMSS --clamp-mss-to-pmtu
# Zavedeni ochran
iptables -A INPUT -i ${NET_IF} -j antiskener
iptables -A INPUT -i ${NET_IF} -j nulove
iptables -A INPUT -i ${NET_IF} -j autentizace
iptables -A INPUT -i ${NET_IF} -j spoof
iptables -A INPUT -i ${NET_IF} -p tcp --syn -j syn_flood
iptables -A INPUT -i ${NET_IF} -j ping_of_death
# Pokud paket navazuje nove spojeni bez syn flagu, tak zahodit
iptables -A INPUT -p tcp ! --syn -m state --state NEW -j DROP
# Vsechny neplatne pakety taky zahodit
iptables -A INPUT -m state --state INVALID -j DROP
# Z localhostu povolit vse dovnitr
iptables -A INPUT -i lo -j ACCEPT
# Z vnitrni site vse povolit
iptables -A INPUT -i ${LAN_IF} -j ACCEPT
# Povoleni vsech paketu uz navazaneho spojeni
iptables -A INPUT -m state --state ESTABLISHED,RELATED -j ACCEPT
# Nektere wincky maji chybu v implementaci DHCP
iptables -A INPUT -i ${LAN_IF} -p udp --dport 67 -j ACCEPT
# Povoleni vybranych icmp paketu z internetu
iptables -N icmpadd
iptables -A INPUT -i ${NET_IF} -j icmpadd
iptables -A icmpadd -p icmp --icmp-type 0 -j ACCEPT
iptables -A icmpadd -p icmp --icmp-type 3 -j ACCEPT
iptables -A icmpadd -p icmp --icmp-type 11 -j ACCEPT
# Povoleni vybranych portu z internetu
iptables -N internetadd
iptables -A internetadd -p tcp -d ${IP_NET} --dport ssh \
-j ACCEPT #ssh
iptables -A internetadd -p tcp -d ${IP_NET} --dport ftp \
-j ACCEPT #ftp
iptables -A internetadd -p udp -d ${IP_NET} --dport ftp \
-j ACCEPT #ftp
iptables -A internetadd -p tcp -d ${IP_NET} --dport ftp-data \
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-j ACCEPT #ftp-data
iptables -A internetadd -p udp -d ${IP_NET} --dport ftp-data \
-j ACCEPT #ftp-data
iptables -A internetadd -p tcp -d ${IP_NET} --dport http \
-j ACCEPT #http
iptables -A internetadd -p udp -d ${IP_NET} --dport http \
-j ACCEPT #http
iptables -A internetadd -p tcp -d ${IP_NET} --dport https \
-j ACCEPT #https
iptables -A internetadd -p tcp -d ${IP_NET} --dport domain \
-j ACCEPT #dns
iptables -A internetadd -p udp -d ${IP_NET} --dport domain \
-j ACCEPT #dns
iptables -A internetadd -p tcp -d ${IP_NET} --dport smtp \
-j ACCEPT #smtp mail
iptables -A internetadd -p tcp -d ${IP_NET} --dport pop3 \
-j ACCEPT #smtp mail
iptables -A internetadd -p tcp -d ${IP_NET} --dport pop3s \
-j ACCEPT #smtp mail
iptables -A internetadd -p tcp -d ${IP_NET} --dport imap \
-j ACCEPT #smtp mail
iptables -A internetadd -p tcp -d ${IP_NET} --dport imaps \
-j ACCEPT #smtp mail
iptables -A internetadd -p tcp -d ${IP_LAN} --dport 3990 \
-j ACCEPT #chilli
iptables -A INPUT -i ${NET_IF} -j internetadd
# Logovani vsech zahozenych paketu
iptables -A INPUT -m limit --limit 3/hour --limit-burst 5 \





# Oprava MTU u ADSL
iptables -A FORWARD -p tcp --tcp-flags SYN,RST SYN -j TCPMSS \
--clamp-mss-to-pmtu
# Zavedeni ochran
iptables -A FORWARD -i ${NET_IF} -j antiskener
iptables -A FORWARD -i ${NET_IF} -j nulove
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iptables -A FORWARD -i ${NET_IF} -j spoof
# Zahozeni vsech neplatnych paketu
iptables -A FORWARD -m state --state INVALID -j DROP
# Z localhostu povol forwarding
iptables -A FORWARD -i lo -j ACCEPT
# Z vnitrni site povol forwarding
# Nove spojeni bez syn flagu zahodit
iptables -A FORWARD -p tcp ! --syn -m state --state NEW -j DROP
# Z vnitrni site povol vytvareni novych spojeni
iptables -A FORWARD -i ${LAN_IF} -p all -m state --state NEW \
-j ACCEPT
iptables -A FORWARD -i ${LAN_IF} -j ACCEPT
# Povoleni jiz existujicich spojeni
iptables -A FORWARD -m state --state ESTABLISHED,RELATED \
-j ACCEPT
# Zakazani smaby do internetu
iptables -N samba_do_inetu
iptables -A samba_do_inetu -p tcp --dport netbios-ns -j DROP
iptables -A samba_do_inetu -p udp --dport netbios-ns -j DROP
iptables -A samba_do_inetu -p tcp --dport netbios-dgm -j DROP
iptables -A samba_do_inetu -p udp --dport netbios-dgm -j DROP
iptables -A samba_do_inetu -p tcp --dport netbios-ssn -j DROP
iptables -A samba_do_inetu -p udp --dport netbios-ssn -j DROP





# Vsechy neplatne pakety zahod
iptables -A OUTPUT -m state --state INVALID -j DROP
# zakaz samby do internetu
iptables -A OUTPUT -o ${NET_IF} -j samba_do_inetu
# Povoleni DHCP broadcastu v LAN rozhrani
iptables -A OUTPUT -o ${LAN_IF} -p UDP --dport 68 --sport 67 \
-j ACCEPT
# Vsecha odchozi spojeni povolit
iptables -A OUTPUT -p all -s 127.0.0.1 -j ACCEPT
iptables -A OUTPUT -p all -s ${IP_LAN} -j ACCEPT
iptables -A OUTPUT -p all -s ${IP_NET} -j ACCEPT
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# Logovani ostatniho






iptables -t nat -A POSTROUTING -o ${NET_IF} -j MASQUERADE
echo "POSTROUTING OK.";
################################
# Par uprav TOS #
################################
# TOS pro ssh na lepsi odezvu
iptables -t mangle -A PREROUTING -p tcp --sport ssh -j TOS \
--set-tos Minimize-Delay
iptables -t mangle -A PREROUTING -p tcp --dport ssh -j TOS \
--set-tos Minimize-Delay
# TOS pro ftp kvuli maximalni propustnosti dat + min d.
iptables -t mangle -A PREROUTING -p tcp --sport ftp-data \
-j TOS --set-tos Maximize-Throughput
iptables -t mangle -A PREROUTING -p tcp --sport ftp \















# Vyresetovani vsech pouzitych funkci a chainu
tc qdisc del dev $IFACE_LAN root 2> /dev/null > /dev/null
tc qdisc del dev $IFACE_NET root 2> /dev/null > /dev/null
iptables -t mangle -D POSTROUTING -o $IFACE_NET -j UP 2> \
/dev/null > /dev/null
iptables -t mangle -F UP 2> /dev/null > /dev/null
iptables -t mangle -X UP 2> /dev/null > /dev/null
iptables -t mangle -D POSTROUTING -o $IFACE_LAN -j DOWN 2> \
/dev/null > /dev/null
iptables -t mangle -F DOWN 2> /dev/null > /dev/null
iptables -t mangle -X DOWN 2> /dev/null > /dev/null
# poveseni qdisc na IFACE_LAN
tc qdisc add dev $IFACE_LAN handle 1:0 root htb default 900
# vytvoreni hlavni tridy s konstantou DOWNLOAD
tc class add dev $IFACE_LAN parent 1:0 classid 1:1 htb rate \
${DOWNLOAD}kbit burst 2000 cburst 1994
# rezerva pro ssh
tc class add dev $IFACE_LAN parent 1:1 classid 1:100 htb rate \
$[$DOWNLOAD/20]kbit ceil ${DOWNLOAD}kbit burst 1800 prio 0
# rozsah portu nad 1024 (stahovaci)
tc class add dev $IFACE_LAN parent 1:1 classid 1:900 htb rate \
$[$DOWNLOAD/60]kbit ceil ${DOWNLOAD/2}kbit burst 1800 prio 2
# trida pro uzivatele
tc class add dev $IFACE_LAN parent 1:1 classid 1:300 htb rate \
$[$DOWNLOAD_ZBYT]kbit ceil ${DOWNLOAD}kbit burst 1800 prio 1
# rozdeleni na tridy pro dane ip adresy
tc class add dev $IFACE_LAN parent 1:300 classid 1:2 htb rate \
$[$DOWNLOAD_ZBYT/8]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
#
tc class add dev $IFACE_LAN parent 1:300 classid 1:3 htb rate \
$[$DOWNLOAD_ZBYT/8]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
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#tc class add dev $IFACE_LAN parent 1:300 classid 1:4 htb rate \
$[$DOWNLOAD_ZBYT/8]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
#
tc class add dev $IFACE_LAN parent 1:300 classid 1:5 htb rate \
$[$DOWNLOAD_ZBYT/8]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
#
tc class add dev $IFACE_LAN parent 1:300 classid 1:6 htb rate \
$[$DOWNLOAD_ZBYT/8]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
#
tc class add dev $IFACE_LAN parent 1:300 classid 1:7 htb rate \
$[$DOWNLOAD_ZBYT/8]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
#
tc class add dev $IFACE_LAN parent 1:300 classid 1:8 htb rate \
$[$DOWNLOAD_ZBYT/8]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
#
tc class add dev $IFACE_LAN parent 1:300 classid 1:9 htb rate \
$[$DOWNLOAD_ZBYT/8]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
# rozdeleni do podtrid pro spravedlivejsi deleni
# group1 = 3 pc
tc class add dev $IFACE_LAN parent 1:2 classid 1:20 htb rate \
$[$DOWNLOAD_ZBYT/24]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
tc class add dev $IFACE_LAN parent 1:2 classid 1:21 htb rate \
$[$DOWNLOAD_ZBYT/24]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
tc class add dev $IFACE_LAN parent 1:2 classid 1:22 htb rate \
$[$DOWNLOAD_ZBYT/24]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
# group2 = 3 pc
tc class add dev $IFACE_LAN parent 1:5 classid 1:50 htb rate \
$[$DOWNLOAD_ZBYT/24]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
tc class add dev $IFACE_LAN parent 1:5 classid 1:51 htb rate \
$[$DOWNLOAD_ZBYT/24]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
tc class add dev $IFACE_LAN parent 1:5 classid 1:52 htb rate \
$[$DOWNLOAD_ZBYT/24]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
# group3 = 2 pc
tc class add dev $IFACE_LAN parent 1:8 classid 1:80 htb rate \
$[$DOWNLOAD_ZBYT/16]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
tc class add dev $IFACE_LAN parent 1:8 classid 1:81 htb rate \
$[$DOWNLOAD_ZBYT/16]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
# group4 = 2 pc
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tc class add dev $IFACE_LAN parent 1:9 classid 1:90 htb rate \
$[$DOWNLOAD_ZBYT/16]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
tc class add dev $IFACE_LAN parent 1:9 classid 1:91 htb rate \
$[$DOWNLOAD_ZBYT/16]kbit ceil ${DOWNLOAD}kbit burst 1600 prio 1
# vytvoreni fronty
tc qdisc add dev $IFACE_LAN parent 1:20 handle 20:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:21 handle 21:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:22 handle 22:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:3 handle 3:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:4 handle 4:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:50 handle 50:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:51 handle 51:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:52 handle 52:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:6 handle 6:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:7 handle 7:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:80 handle 80:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:81 handle 81:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:90 handle 90:0 sfq perturb 10
tc qdisc add dev $IFACE_LAN parent 1:91 handle 91:0 sfq perturb 10
# pro ssh
tc qdisc add dev $IFACE_LAN parent 1:100 handle 100:0 sfq perturb 5
# pro porty nad 1024
tc qdisc add dev $IFACE_LAN parent 1:900 handle 900:0 sfq perturb 10
# flowing
tc filter add dev $IFACE_LAN protocol ip handle 100 fw flowid 1:100
tc filter add dev $IFACE_LAN protocol ip handle 900 fw flowid 1:900
tc filter add dev $IFACE_LAN protocol ip handle 20 fw flowid 1:20
tc filter add dev $IFACE_LAN protocol ip handle 21 fw flowid 1:21
tc filter add dev $IFACE_LAN protocol ip handle 22 fw flowid 1:22
tc filter add dev $IFACE_LAN protocol ip handle 3 fw flowid 1:3
tc filter add dev $IFACE_LAN protocol ip handle 4 fw flowid 1:4
tc filter add dev $IFACE_LAN protocol ip handle 50 fw flowid 1:50
tc filter add dev $IFACE_LAN protocol ip handle 51 fw flowid 1:51
tc filter add dev $IFACE_LAN protocol ip handle 52 fw flowid 1:52
tc filter add dev $IFACE_LAN protocol ip handle 6 fw flowid 1:6
tc filter add dev $IFACE_LAN protocol ip handle 7 fw flowid 1:7
tc filter add dev $IFACE_LAN protocol ip handle 80 fw flowid 1:80
tc filter add dev $IFACE_LAN protocol ip handle 81 fw flowid 1:81
tc filter add dev $IFACE_LAN protocol ip handle 90 fw flowid 1:90
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tc filter add dev $IFACE_LAN protocol ip handle 91 fw flowid 1:91
# vytvoreni chainu pro vstup
iptables -t mangle -N DOWN
iptables -t mangle -A POSTROUTING -o $IFACE_LAN -j DOWN
# nastaveni pravidel
iptables -t mangle -A DOWN -p ! tcp -j MARK --set-mark 100 \
# Vsechny ne TCP pakety do nejvyssi priority
iptables -t mangle -A DOWN -p icmp -j MARK --set-mark 100
iptables -t mangle -A DOWN -p tcp -m length --length :64 -j MARK \
--set-mark 100 # Pakety male velikosti
iptables -t mangle -A DOWN -p tcp --dport ssh -j MARK --set-mark 100\
# SSH samozrejme prednost
iptables -t mangle -A DOWN -p tcp --sport ssh -j MARK --set-mark 100\
# ssh
iptables -t mangle -A DOWN -p tcp --sport 1024:65535 -j MARK \
--set-mark 900 # Porty nad 1024 do nejnizsi priority
iptables -t mangle -A DOWN -d 192.168.156.101 -j MARK \
--set-mark 20 # PC1 # Rozdeleni rychlosti uzivatelum
iptables -t mangle -A DOWN -d 192.168.156.111 -j MARK \
--set-mark 21 # PC2
iptables -t mangle -A DOWN -d 192.168.156.100 -j MARK \
--set-mark 22 # PC3
iptables -t mangle -A DOWN -d 192.168.156.108 -j MARK \
--set-mark 3 # PC4
iptables -t mangle -A DOWN -d 192.168.156.104 -j MARK \
--set-mark 4 # PC5
iptables -t mangle -A DOWN -d 192.168.156.99 -j MARK \
--set-mark 50 # PC6
iptables -t mangle -A DOWN -d 192.168.156.109 -j MARK \
--set-mark 51 # PC7
iptables -t mangle -A DOWN -d 192.168.156.115 -j MARK \
--set-mark 52 # PC8
iptables -t mangle -A DOWN -d 192.168.156.39 -j MARK \
--set-mark 6 # PC9
iptables -t mangle -A DOWN -d 192.168.156.107 -j MARK \
--set-mark 7 # PC10
iptables -t mangle -A DOWN -d 192.168.156.102 -j MARK \
--set-mark 80 # PC11
iptables -t mangle -A DOWN -d 192.168.156.106 -j MARK \
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--set-mark 81 # PC12
iptables -t mangle -A DOWN -d 192.168.156.103 -j MARK \
--set-mark 90 # PC13
iptables -t mangle -A DOWN -d 192.168.156.105 -j MARK \
--set-mark 90 # PC14
#iptables -t mangle -A DOWN -p tcp --dport 1024:65535 \
-j MARK --set-mark 900 #nad 1024
iptables -t mangle -A DOWN -m mark --mark 0 -j MARK \




tc qdisc add dev $IFACE_NET root handle 1:0 htb default 207
tc class add dev $IFACE_NET parent 1:0 classid 1:1 htb \
rate ${UPLOAD}kbit
# Rozdeleni do 6 zakladnich
tc class add dev $IFACE_NET parent 1:1 classid 1:201 htb rate \
$[$UPLOAD/6]kbit ceil ${UPLOAD}kbit prio 0
tc class add dev $IFACE_NET parent 1:1 classid 1:202 htb rate \
$[$UPLOAD/6]kbit ceil ${UPLOAD}kbit prio 1
tc class add dev $IFACE_NET parent 1:1 classid 1:203 htb rate \
$[$UPLOAD/6]kbit ceil ${UPLOAD/2}kbit prio 2
tc class add dev $IFACE_NET parent 1:1 classid 1:204 htb rate \
$[$UPLOAD/6]kbit ceil ${UPLOAD}kbit prio 3
tc class add dev $IFACE_NET parent 1:1 classid 1:205 htb rate \
$[$UPLOAD/6]kbit ceil ${UPLOAD}kbit prio 4
tc class add dev $IFACE_NET parent 1:1 classid 1:206 htb rate \
$[$UPLOAD/6]kbit ceil ${UPLOAD/2}kbit prio 5
# spojeni s sfq frontou
tc qdisc add dev $IFACE_NET parent 1:201 handle 201: sfq perturb 10
tc qdisc add dev $IFACE_NET parent 1:202 handle 202: sfq perturb 10
tc qdisc add dev $IFACE_NET parent 1:203 handle 203: sfq perturb 10
tc qdisc add dev $IFACE_NET parent 1:204 handle 204: sfq perturb 10
tc qdisc add dev $IFACE_NET parent 1:205 handle 205: sfq perturb 10
tc qdisc add dev $IFACE_NET parent 1:206 handle 206: sfq perturb 10
# Pripojeni k markum
tc filter add dev $IFACE_NET parent 1:0 prio 0 protocol ip handle \
201 fw flowid 1:201
tc filter add dev $IFACE_NET parent 1:0 prio 0 protocol ip handle \
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202 fw flowid 1:202
tc filter add dev $IFACE_NET parent 1:0 prio 0 protocol ip handle \
203 fw flowid 1:203
tc filter add dev $IFACE_NET parent 1:0 prio 0 protocol ip handle \
204 fw flowid 1:204
tc filter add dev $IFACE_NET parent 1:0 prio 0 protocol ip handle \
205 fw flowid 1:205
tc filter add dev $IFACE_NET parent 1:0 prio 0 protocol ip handle \
206 fw flowid 1:206
# Definovani pravidel pro UP
iptables -t mangle -N UP
iptables -t mangle -I POSTROUTING -o $IFACE_NET -j UP
iptables -t mangle -A UP -p icmp -j MARK --set-mark 201 \
# ping
iptables -t mangle -A UP -p tcp -m length --length :64 -j MARK \
--set-mark 202 # male pakety
iptables -t mangle -A UP -p tcp --dport ssh -j MARK \
--set-mark 202 # SSH
iptables -t mangle -A UP -p tcp --sport ssh -j MARK \
--set-mark 202 # SSH
iptables -t mangle -A UP -p udp -j MARK --set-mark 203 \
# DNS dotazy
iptables -t mangle -A UP -p tcp --sport http -j MARK --set-mark 205 \
# web server
iptables -t mangle -A UP -p tcp --dport https -j MARK --set-mark 203 \
# odesilani pres https
iptables -t mangle -A UP -p tcp --dport smtp -j MARK --set-mark 206 \
# posta
iptables -t mangle -A UP -p tcp --sport 0:1023 -j MARK --set-mark 204 \
# Zname protokoly
iptables -t mangle -A UP -p tcp --dport 0:1023 -j MARK --set-mark 204
iptables -t mangle -A UP -p udp --dport 1024:65535 -j MARK \
--set-mark 206 # nad 1024
iptables -t mangle -A UP -p tcp --dport 1024:65535 -j MARK \
--set-mark 206 # nad 1024
iptables -t mangle -A UP -m mark --mark 0 -j MARK --set-mark 206 \
# vsechny neoznacene pakety
echo "Nastaven upload";
echo "Written Atomic 2009";
80
D OBSAH PŘILOŽENÉHO DVD
Elektronická verze práce ve formátu pdf, zdrojové soubory diplomové práce psány
v programu Kile, zdrojové soubory instalačních skriptů.
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