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iAbstract
Quasi-Birth Death processes (QBDs) are a special class of infinite state CTMCs that com-
bines a large degree of modeling expressiveness with efficient solution methods. This work
adapts the well-known stochastic logic CSL for use on QBDs as CSL∞ and presents model
checking algorithms for so-called level-independent CSL∞ formulas. The logic contains a
time-bounded Until operator to express probabilistic timing properties over paths as well
as an operator to express steady-state probabilities. As for CSL , the Until operator can be
checked by computing transient state probabilities; we use the restricted number of steps
that is considered by uniformization to cut the infinite sums that occur. In doing so, we cut
a finite portion from the QBD. The steady-state operator can be checked with an iterative
approach over the repeating levels of the QBD, where the matrix geometric method is
used to calculate the steady-state probabilities in a level-wise fashion. As we consider the
case of level-independent CSL∞ formulas, we guarantee for every CSL∞ operator, via the
inductive definition of CSL∞ formulas, that it does not change the level-independence. For
the Next and the Until operator this is done by introducing sort of a buffer, the remaining
operators do not influence the level-independence anyway. The obtained results for model
checking CSL∞formulas are used to model check several properties of a polling system, that
is modeled as QBD.
Zusammenfassung
Quasi-Birth Death Prozesse (QBDs) bilden eine spezielle Unterklasse von unendlichen
CTMCs. Sie bieten viel Modellierungsfreiheit und ermo¨glichen die Verwendung von ef-
fizienten Lo¨sungsmethoden. In dieser Diplomarbeit wird die bereits bekannte stochastische
Logic CSL angepasst, um sie als CSL∞ auf QBDs anzuwenden. Es werden Algorihmen
zum Model Checking von so genannten levelunabha¨ngigen CSL∞ Formeln vorgestellt. Die
Logik entha¨lt einen zeitlich gebundenen Until Operator, mit dem wahrscheinlichkeitstheo-
retische zeitliche Eigenschaften von Pfaden ausgedru¨ckt werden ko¨nnen. Weiterhin entha¨lt
sie einen Operator, um Steady-state Wahrscheinlichkeiten auszudru¨cken. Wie in CSL
wird der Until Operator gecheckt, indem die transienten Wahrscheinlichkeiten berechnet
werden. Die auftretenden unendlichen Summen ko¨nnen abgeschnitten werden, da Uni-
formizierung nur eine begrenzte Anzahl Schritte beru¨cksichtigt. Dabei wird ein endlicher
Teil aus dem eigentlich unendlichen QBD herausgeschnitten. Der Steady-state Operator
wird mit einem iterativen Ansatz u¨ber die sich wiederholenden Level des QBD gecheckt
und die Steady-state Wahrscheinlichkeiten fu¨r die einzelnen Level werden mit Hilfe der
Matrix Geometrischen Methode berechnet. Da wir nur levelunabha¨ngige CSL∞ Formeln
betrachten, mu¨ssen wir fu¨r jeden CSL∞ Operator garantieren, dass die Levelunabha¨ngigkeit
nicht vera¨ndert wird. Beim Next und Until Operator wird dies durch eine Art Puffer er-
reicht, die restlichen Operatoren beeinflussen die Levelunabha¨ngigkeit nicht. Diese Ergeb-
nisse werden verwendet, um Eigenschaften eines als QBD modellierten Polling Systems zu
analysieren.
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Chapter 1
Introduction
As computer- and communication systems keep growing rapidly, it is very important to
be able to analyze those systems before they are actually build. It is possible to analyze
computer- and communication systems in a quantitative way by using model-based perfor-
mance evaluation. First, a model of the real system has to be build. In the simplest case,
the model reflects all possible states that the system can reach and all possible transitions
between states. A widely spread modeling formalism are Continuous-time Markov Chains
(CTMCs). With CTMCs it is possible to specify state residence times in addition to states
and transitions. Unfortunately, it is often impossible to model a huge system by hand as
CTMC. That is why such systems are usually modeled by using a more abstract formal-
ism, as e. g. Stochastic Petri Nets (SPNs) or Stochastic Activity Networks (SANs). An
abstract model like this can be converted into a CTMC automatically. In practice, com-
munication systems usually need large buffer capacities, or even infinite buffer. Analyzing
a structured CTMC with infinite state-space is in specific cases easier than analyzing a
huge finite CTMC. Once the CTMC has been obtained, it is possible to calculate some per-
formance measures of the system with a number of well-known numerical methods. Such
performance measures are for example the excepted utilization of the server, the time a
customer has to spent waiting in the line or the length of the queue. For both, a finite and
infinite Markov chains solution methods exist to calculate the probabilities of residing in a
single state. On one hand, it is possible to calculate the probability to be at a certain state
at a given time instant (transient probabilities). On the other hand, the state probabili-
ties can be calculated for the system running for a long while. The distribution will then
reach an equilibrium. Those probabilities are called steady-state probabilities. By using
the transient and the steady-state probabilities the performance measures, as mentioned
above, can be calculated.
Model-based performance evaluation is a method to analyze the system in a quantitative
way. Model checking focuses on the qualitative evaluation of the model. As formal verifi-
cation method, model checking analyzes the functionality of the system model. A property
that needs to be analyzed has to be specified in a logic with consistent syntax and seman-
tics. For every state of the model, it is then checked whether the property is valid or not.
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For finite CTMCs the logic CSL (Continuous Stochastic Logic) has been introduced. With
CSL it is possible to specify complex time-dependent properties. For model checking finite
CTMCs well-known algorithms from performance evaluation can be used, while the field
of model checking infinite CTMCs is still unexplored. In order to carry out model checking
on infinite-state CTMCs, first a logic with consistent syntax and semantics needs to be
developed; we will use CSL as starting point. This logic should allow for the specification
of complex properties on infinite-state CTMCs. As a next step, techniques and algorithms
to verify properties that have been specified in the new logic have to be developed. Infi-
nite CTMCs can have a repetitive structure, that can be exploited, to adapt well-known
algorithms for the calculation of steady-state and transient probabilities.
1.1 Objective of thesis
In this thesis we will focus on a special infinite CTMC, the so-called Quasi-Birth Death
process (QBD). The characteristic of a QBD is its very regular repeating structure. Within
the scope of my thesis, I adopted CSL model checking for the special case of QBDs. The
main focus has been put on developing a method for model checking the Until operator.
With the Until operator complex probabilities on paths can be specified, where the paths
need to be checked step by step by transient analysis. A widely used and efficient numerical
method for calculating transient distributions is uniformization. With uniformization only
a finite number of time steps has to be considered, thus the infinite model reduces to a
finite one. The main goal of my thesis was the development of an algorithm that is capable
to cut the relevant section of the QBD and to check the property under analysis.
1.2 Overview
During the course of my thesis I will first explain the fundamental principals that are needed
to understand model checking CSL∞. I will start of with explaining infinite-state CTMCs
and CTMCs with QBD structure in Chapter 2. In Chapter 3 we talk about two different
probability measures, steady-state and transient probabilities and see, how they can be
calculated. We will proceed with a formulism to specify CTMCs with QBD structure on a
higher level as iSPNs in Chapter 4. Then I will introduce the continuous stochastic logic
in Chapter 5 and explain the differences between the logics CTL , CSL and CSL∞in detail.
The main piece of my work is stated in Chapter 6. Here I will explain model checking of
the single CSL∞operators in detail. For every operator the model checking routine is stated
as pseudo-code and explained with an example. After this theoretical part, I will describe
the tool that has been implemented to model check the time bounded Until operator in
Chapter 7. In Chapter 8 then follows a application of this tool and finally I will present
some ideas for further work in this area in Chapter 9.
Chapter 2
Infinite-state CTMCs
I will start this chapter with explaining CTMCs in general, then Paths in CTMCs are
going to be introduced before I will describe CTMCs with QBD structure. In the end of
the chapter we will look into an example QBD.
2.1 CTMCs
In this chapter we deal with Continuous-time Markov chains (CTMCs). A CTMC is a
stochastic process, characterized by its discrete-state space I = {0, 1, . . .}, the continuous
time domain T = [0,∞) and the Markov property. This property states that the probability
to reside in a given state in the near future only depends on the current state and not on the
states visited before, neither on the residual residence time in the current state. Formally
speaking, that is for a CTMC, denoted as a stochastic process {X(t)|t ∈ T } by a random
variable X(t) that states the number of customers in the process at time t, and for non-
negative t0 < t1 < . . . < tn+1 and x0, x1, . . . , xn+1:
Pr{X(tn+1) = xn+1|X(t0) = x0, . . . , X(tn) = xn} = Pr{X(tn+1 = xn+1|X(tn) = xn}.
We have to differentiate between CTMCs with finite- and infinite-state space. CTMCs
with an countable infinite-state space can be used to model systems with infinite server
capacity as for example the infinite-server queue or for models with infinite buffer. If the
states of the CTMC can obtain varying labels, the CTMC is called labeled.
Further on we will deal with labeled infinite-state CTMCs, which are defined as follows for
a fixed finite set AP of atomic propositions:
Definition 1
A labeled infinite-state CTMC M is a tuple (S,T, L) with an infinite countable set of states
S , the transition rate matrix T : S × S → R≥0 and the labeling function L : S → 2
AP . 
The value of the transition rate matrix at position (i, j) states the rate at which the CTMC
moves from state i in one step to state j. Based on the transition rate matrix it is possible
to calculate a number of other means to describe the behavior of the CTMC.
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While E(s) =
∑
s′∈S T(s, s
′) denotes the total rate at which any transition outgoing from
state s is taken, N(s, s′) = T(s, s′)/E(s) expresses the probability that the CTMC moves
from state s to state s′ in the next step.
The rate matrix T allows for self loops in the CTMC. This can be useful, because it is pos-
sible for a CTMC derived from a high level specification to contain self loops. But as the
residence times in a CTMC obey a memoryless distribution, self loops can be eliminated,
thus leading to the so-called generator matrix Q, defined by Q = T− E,
with E(s, s′) =
{
E(s) for s = s′,
0 otherwise
.
The CTMC may contain states that cannot be left anymore. In this case all outgoing rates
from this state equal zero. The state is then called absorbing:
Definition 2
A state s of a CTMC is called absorbing if T(s, s′) = 0, ∀s′ ∈ S. 
In order to describe the CTMC completely, we need the initial probabilities for the indi-
vidual states. Those are given by way of the initial distribution, that assigns an initial
probability to every state.
Definition 3
An initial distribution on M = (S,T, L) is a function α : S → [0, 1] such that∑
s∈S α(s) = 1. 
2.2 Paths in CTMCs
While the transition rate matrix only considers the next step of the CTMC, the actual
change of the CTMC in time can be specified in detail with a path. In a path states and
transitions alternate, whereas the rates between two states have to be positive to assure
that the path can actually be taken.
Definition 4
Let M = (S,T, L) be an infinite-state CTMC.
• An infinite path σ is a sequence s0
t0−→ s1
t1−→ s2
t2−→ . . . with, for i ∈ N≥0, si ∈ S and
ti ∈ R>0 such that T(si, si+1) > 0 for all i.
• A finite path σ is a sequence s0
t0−→ s1
t1−→ . . . sl−1
tl−1
−−→ sl such that sl is absorbing,
and T(si, si+1) > 0 for all i < l.

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For an infinite path σ, σ[i] = si denotes for i ∈ N the (i + 1)st state of path σ. The time
spent in state si is denoted by δ(σ, i) = ti. Moreover, let σ@t = σ[i] be the state occupied
at time t.
For finite paths σ with length l+ 1, σ[i] and δ(σ, i) are defined in the way described above
for i < l and δ(σ, l) = ∞ and δ@t = sl for t >
∑l−1
j=0 tj.
PathM(si) consists of all finite and infinite paths in the CTMC M that start in state si
and PathM includes all (finite and infinite) paths of the CTMC M. The superscript M
will be omitted whenever it is clear to which CTMC the paths refers.
Now we need a way to state the probability for a given path to be taken while time
proceeds. In order to define such a probability measure Prα on paths, we need to define
cylinder sets first. The cylinder set is a set of paths that is defined by a sequence of states
and time intervals of a given length k. The cylinder set then consists of all paths that
visit the states stated in the defining sequence in the right order and change states during
the specified time intervals. Thus, the first k states of the paths in the cylinder fit into
the special structure specified through the sequence of states and time intervals, while the
further behavior remains arbitrarily.
Definition 5 (Cylinder Set)
Let s0, . . . , sk ∈ S be a sequence of states with positive rates T(si, si+1) > 0 for (0 ≤ k), and
let I0, . . . , Ik−1 be nonempty intervals in R≥0. Then the cylinder set C(s0, I0, s1, I1, . . . , Ik−1, sk)
consists of all paths in σ ∈ PathM(s0) such that σ[i] = si for i ≤ k and δ(σ, i) ∈ Ii for
i < k. 
Let α be an initial distribution of the infinite-state CTMC. Then the probability measure
Prα on cylinder sets is defined by induction on the length of the defining sequence k, as
follows:
Definition 6 (Probability Measure Prα)
Basis: Prα(C(s0)) = α(s0)
Induction step: Prα(C(s0, I0, . . . , sk, I
′, s′)) =
Prα(C(s0, I0, . . . , sk)) ·N(sk, s
′) · (e−E(sk)·a − eE(sk)·b),
k > 0, where a = inf I ′ and b = sup I ′. 
If s is the only possible initial state (α(s) = 1), we write Prs.
2.3 CTMCs with QBD structure
A special case of infinite-state CTMCs are CTMCs with quasi birth-death structure. They
resemble birth-death processes, where from a state i (i > 0) only transitions to the neigh-
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bors i− 1 and i+ 1 are allowed, as can be seen in Figure 2.1.
λ1 λ2 λ3 λ4 λ5
µ1 µ2 µ3 µ4 µ5
. . .21 3 4 5
Figure 2.1: Birth-death process
In a QBD, we have neighboring levels that can consist of several states instead of a single
state. All levels are alike, except for the first one, that can be different. The first level is
called boundary level and the others repeating levels. As we start off counting the levels from
0 upwards, the boundary level is level 0. In addition to the identification just mentioned,
we denote the repeating levels with repeating level i, starting with 0, too. Thus level 1
equals repeating level 0, as can be seen in Figure 2.2. Just like a birth-death process, the
different levels of the QBD are each connected to the next higher and to the next lower level.
In order to manage the possibly infinite set of states, each state is denoted by a tuple of
indices (i, j). The second index denotes the level while the first index specifies the state.
All states with the same level index j belong to the same level; all states with the same
state index are congruent states in the different levels. Level 0 consists of N0 states, while
each of the other levels consists of N states.
Transitions are only allowed between states of the same level or between neighboring levels.
The repeating levels all have the same transition structure.
0 1 432 . . .
border level
boundary level repeating levels 0, 1, 2, . . .
A0 A0 A0 A0
B0,0
A2 A2 A2
B1,1 A1 A1 A1
B1,0 A2
B0,1
Figure 2.2: Levels of a QBD process
Thus, positive transition rates can only occur between states (i1, j) and (i2, j + d) with
d ∈ {−1, 0,+1}. The transition structure can be described by an infinite set of matrices
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Bj,j+d. The entry in the i1-th row and i2-th column of matrix Bj,j+d contains the transition
rate between states (i1, j) and (i2, j + d) [Ost01].
Further on we will focus on QBDs with constant transition rates, that is, after the bound-
ary level the repeating levels all have equivalent intra-level transition structure and, except
for repeating level 0, the same inter-level transition structure. Thus, we obtain constant
inter-level and intra-level transition rate matrices Bj,j+d for these levels.
For repeating level j:
∀j, j
′
≥ 1 : Bj,j+1 = Bj′ ,j′+1 = A0 (2.1)
∀j, j
′
≥ 2 : Bj,j = Bj′ ,j′ = A1 (2.2)
∀j, j
′
≥ 3 : Bj,j−1 = Bj′ ,j′−1 = A2 (2.3)
The intra-level transition structure is then represented by the matrix A1 and the inter-level
transition structure by A2 and A0, as shown in figure 2.2.
Thus, for an infinite-state Markov chain with QBD structure a set of seven finite matrices
is sufficient to describe the transition structure. The generator matrix Q, that does not
allow for self loops, follows a block tridiagonal structure:
border level
boundary repeating levels
A0
A0
A0
Q =
B1,1
A1
B0,0
B1,0
B0,1
A1A2
A2
Figure 2.3: Block-tridiagonal structure of the generator matrix Q
Now that we have gone through the general structure of QBDs, we can go ahead and give
a precise definition of labeled QBDs:
Let AP be a fixed, finite set of atomic propositions.
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Definition 7 (Quasi Birth-Death Process)
A labeled QBD Q with constant rates of order (N0, N) is a tuple (S,Q, L) with an infinite
countable set of states S ⊂ N2, a generator matrix Q : S × S → R≥0 and the labeling
function L : S → 2AP .
The set of states is composed as S = {0, . . .N0 − 1} × N ∪ {0, . . . , N − 1} × N+, where
the first part represents the boundary level with N0 states, and the second part the infinite
number of repeating levels, each with N states. The first repeating level is also called
border level.
The generator matrix Q consists of four finite matrices describing the transition behavior
of the boundary- and the border level and three describing the transition behavior of the
repeating levels:
B0,0 ∈ R
N0×N0,
describing the intra-level transition structure of the boundary level,
B0,1 ∈ R
N×N0 ,
describing the inter-level transitions from the boundary level to the border level,
B1,0 ∈ R
N0×N ,
describing the inter-level transitions from the border level to the boundary level and
B1,1 ∈ R
N×N ,
describing the intra-level transition structure of the border level.
A0 ∈ R
N×N ,
determining the transitions from one repeating level to the next higher,
A1 ∈ R
N×N ,
determining the intra-level transitions for the repeating levels and
A2 ∈ R
N×N ,
determining the transitions from one repeating level to the next lower.

Even though the border level has the same intra-level transitions as the other repeating
levels, we need a special matrix B1,1, because the diagonal entries of a generator matrix
have to contain the negative row sums. As can be seen in Figure 2.3, B1,1 is situated in
a row between the matrices B1,0 and A0 while the matrix for the intra-level transitions of
the remaining repeating levels are row wise situated between A2 and A0, thus leading to
different diagonal entries in the otherwise equivalent matrices A1 and B0,0.
Example 1
QBDs can be used very well to model systems with an infinite buffer, or more gener-
ally for systems with an unbounded counter where for every possible counter reading the
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same actions can be taken. A simple example is the M |M |1 queue with server breakdowns.
(0,0)
(1,1)
(0,1) (0,2)
(1,2)
(0,3)
(1,3)
(0,4)
(1,4)
4
2
4
2 2
4
2
4
2
4
10.51 1 0.5 1 0.5 0.5
upup up up
. . .
up
Repeating Levels
downdown down down
Boundary Level Border Level
Figure 2.4: M |M |1 queue with server breakdowns
The border level consist of just one state (queue empty) whereas the boundary level and
the other repeating levels consist of two states that model whether the server is up and
running or down. In this example there is no difference between the border level and the
other repeating levels. The intra-level transition rates fail and repair are the same in
all repeating level. Thus, this QBD can be described by the following 6 matrices, some of
which are 1x1 matrices:
• Intra-level transitions border level: B0,0 =
(
0
)
• Inter-level transitions border level, upwards: B0,1 =
(
λb
)
• Inter-level transitions border level, downwards: B1,0 =
(
µb 0
0 0
)
• Intra-level transitions repeating level: A1 =
(
0 f
r 0
)
• Inter-level transitions repeating level, upwards: A0 =
(
λr 0
0 0
)
• Inter-level transitions repeating level, downwards: A2 =
(
µr 0
0 0
)
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Which yields the following generator matrix:
Q =

0
(
λb 0
)
0 0 0(
µb
0
) (
0 f
r 0
) (
λr 0
0 0
)
0 0
0
(
µr 0
0 0
) (
0 f
r 0
) (
λr 0
0 0
)
0
0 0
. . .
. . .
. . .

(2.4)

Chapter 3
Probability Measures
This chapter is organized as follows: I will start with giving explanation of steady-sate
and transient probabilities in general. Then I am going to describe, how the steady-
state probabilities can be calculated for QBDs with the Matrix-Geometric method and say
something about the stability of this method. Finally I will introduce uniformization as a
method to calculate the transient probabilities and make clear how uniformization can be
applied on QBDs.
3.1 Introduction
Basically two different types of state probabilities can be distinguished for CTMCs. The
steady-state probability indicate the probability to be in a certain state of the CTMC “in the
long run”, that is, after the CTMC reached its equilibrium. The transient state probability
is a time-dependent measure that considers the CTMC at an exact time instant t. The
probability to be in state s at time instant t, given the initial distribution α is stated as:
piM(s, t) = Prα(σ ∈ Path
M|σ@t = s). (3.1)
The transient state probability for the complete CTMC can be written as
piM(t) = (. . . , piM(si, t), . . .), (3.2)
for the states si ∈ S ordered lexicographically.
The transient probability distribution at time t can be calculated by solving Kolmogorov’s
forward equation, given piM(0) = α:
d
dt
piM(t) = piM(t) ·Q, (3.3)
where Q is the infinitesimal generator matrix of M. For the complete derivation of the
transient state probabilities, see [Hav99].
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The steady-state probabilities to be in state s for a initial distribution α are then defined
as:
piM(s) = lim
t→∞
piM(s, t), (3.4)
and can be rewritten for the whole state space of the CTMC as piM = (. . . , piM(si), . . .),
again in lexicographical order.
If the limit of the transient probability of the relevant CTMC exists, that is, no further
changes take place with time,
lim
t→∞
(
d
dt
piM(t)
)
= 0, (3.5)
and the steady-state probability can be calculated as follows:
piM ·Q = 0 with
∑
s∈S
piM(s) = 1. (3.6)
In case the initial distribution consists of a unique initial state s′, the steady-state prob-
ability to be in state s can be written as piM(s′, s) and the transient state probability as
piM(s′, s, t).
3.2 Steady-state distribution for QBDs
First I will explain how to calculate the steady-state probabilities for QBD Markov Chains.
They can be computed using a well-known algorithm, the so-called matrix-geometric method.
3.2.1 Matrix-Geometric method
The steady-state vector piM is to be partitioned into sub vectors according to the different
levels of QBD. The vector b ∈ RN0 contains the steady-state probabilities of the boundary
level and the vectors vi ∈ R
N for i = 0, 1, . . . contain the steady-state probabilities of the
i-th repeating level. Thus piM can be rewritten as piM = (b, v0, v1, . . .).
Now, the equation for the steady-state probabilities, of 3.6 can be rewritten, exploiting the
partitioning of piM and the special structure of the generator matrix Q:
piMQ = 0 ⇔ (b, v0, v1, v2, . . .) ·

B0,0 B0,1 0
B1,0 B1,1 A0
A2 A1 A0
A2 A1
. . .
0 A2
. . .
. . .

= 0 (3.7)
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bB0,0 + v0B1,0 = 0 boundary level (3.8)
⇔ ∧ bB0,1+v0B1,1 + v1A2 = 0 border level (3.9)
∧ vjA0+vj+1A1 + vj+2A2 = 0 repeating levels j = 0, 1, . . . (3.10)
under the normalization condition
b · 1 +
∞∑
i=0
vi1 = 1, with 1 = (1, 1, 1, . . .). (3.11)
As mentioned above, the Markov property states that in a CTMC the probability of residing
in a state i, only depends on the current state and not on the residual residence time of
the current state. Thus with QBDs, the probability of residing in level i only depends on
the probability of residence in level i− 1 and level i+ 1 [Hav99]. Since the transition rates
between neighboring levels are constant, it is assumed that the steady-state vector follows
the so called matrix-geometric form:
vi = vi−1R = v0R
i, with constant R ∈ RN×N ; (3.12)
where for the time being the matrix R is unknown. With equation (3.12), (3.10) can be
rewritten as follows:
vjA0 + vj+1A1 + vj+2A2 = 0 (3.13)
⇔ v0R
jA0 + v0R
j+1A1 + v0R
j+2A2 = 0 (3.14)
⇔ v0R
j(A0 + RA1 + R
2A2) = 0 (3.15)
In order to fulfill equation (3.15) either v0R
j or the term in parentheses needs to be zero.
As v0R
j = 0 does not yield any useful solutions, because v0 = 0 ⇒ vi = 0 ∀i and
R = 0 ⇒ vi = 0 ∀i. If we look at the matrix quadratic equation, which should be 0. It
has been shown that R is the entry wise smallest non-negative solution of:
R2A2 + R
1A1 + R
0A0 = 0. (3.16)
Thus if we pick a matrix R such that (3.16) is fulfilled, assumption (3.10) is correct. The
explicit computation of R from the matrix-quadratic equation (3.16) can be done with
different well-known algorithms, for example:
• the successive substitution algorithm,
• the logarithmic reduction [LR93].
Once the matrix R has been computed, the boundary probability vectors can be calculated
using, for example, Gauss-elimination. Equations (3.8) and (3.9) can be written as matrix-
vector products as follows:
(b, v0)
(
B0,0
B1,0
)
= 0 and (b, v0, v1)
B0,1A1
A2
 = 0. (3.17)
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Because of v1A2 = (v0R)A2, the second equation can be rewritten as
(b, v0)
(
B0,1
A1 + RA2
)
= 0, (3.18)
which leads to the following equation
(b, v0)
(
B0,0 B0,1
B1,0 A1 + RA2
)
= (0, 0), (3.19)
that can be uniquely solved together with the normalization equation b · 1+ (
∑∞
j=0 ·vj1) =
1. By using the geometric series the normalization equation can be rewritten under the
condition that the largest eigenvalue of R is smaller than 1:
b · 1 + v0 · (
∞∑
i=0
Ri) · 1 = b · 1 + v0(I−R)
−1 · 1 = 1. (3.20)
As soon as the boundary vectors have been computed, the remaining steady-state vectors
can be calculated by using recursion (3.12).
3.2.2 Stability
As stated above the geometric series can only be used, if the largest eigenvalue of R is
smaller than 1. Otherwise the QBD is unstable and no steady-state probability can be
derived. But there is still a more intuitive explanation for stability in QBDs that can
be derived from true Birth-Death processes like M |M |1 queues. In M |M |1 queues, the
steady-state probability only exists if the queue is stable, that is, if the drift to the next
higher level (usually denoted λ) is smaller than the drift to the next smaller level (usually
denoted µ), which leads to λ < µ and λ
µ
= ρ < 1. This result can be transfered to QBDs
as follows.
A new matrix A = A0 + A1 + A2 is interpreted as a generator matrix of a new CTMC.
This CTMC resembles the QBD but transitions between levels are just led back to the
same level. As A is finite, the steady-state probability ν of the new CTMC can be easily
computed. Then the drift to the next higher level can be described as:∑
i
νi
∑
l
A0(i, l) = v ·A0 · 1 (3.21)
and the drift to the next lower level as:∑
i
νi
∑
l
A2(i, l) = v ·A2 · 1. (3.22)
The requirement for stability and thus for the existence of the steady-state probability can
be expressed as [Hav99]: νA01 < νA21.
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3.3 Transient state probability for QBD Markov Chains
As stated above, the transient probabilities can be expressed by Kolmogorov’s forward
equation (3.3). For a given CTMC M, its generator matrix Q and the initial distribution
α, this leads to the following formal solution:
pi(t) = αeQt. (3.23)
3.3.1 Uniformization method
Uniformization is a well-known computational efficient method of performing transient
analysis on finite CTMCs. To use uniformization, first the one-step transition probability
matrix P needs to be defined as:
P = I +
Q
λ
⇒ Q = λ(P− I), (3.24)
where the uniformization rate is λ ≥ maxi{|qi,i|}. P is a stochastic matrix because all
entries lie between 0 and 1 and the rows sum up to 1 and describes a DTMC. Using P,
equation (3.23) can be rewritten:
pi(t) = pi(0)eQt = pi(0)eλ(P−I)t = pi(0)e−λIeλPt = pi(0)e−λteλPt. (3.25)
The last matrix exponential can be rewritten using a Taylor-series expansion
pi(t) = pi(0)e−λt
∞∑
n=0
(λt)n
n!
= pi(0)
∞∑
n=0
ψ(λt;n)Pn, (3.26)
where the Poisson probabilities
ψ(λt;n) = e−λt
(λt)n
n!
, n ∈ N, (3.27)
state the probability of n events occurring in the interval [0, t) in a Poisson process with
rate λ. Up to time t exactly n jumps have taken place with probability ψ(λt;n). The
change of probability in the DTMC after n steps can be described by pi(0)Pn. Thus, by
the law of total probability the transient probability vector pi(t) is obtained as the weighted
sum
∑∞
n=0 ψ(λt;n)P
n over all possible number of steps. Let pin be the state probability
distribution vector after n epochs in the DTMC with transition matrix P, that can be
derived recursively:
pi0 = pi(0) and pin = pin−1P, n ∈ N
+ (3.28)
Then, equation (3.26) can be rewritten as
pi(t) =
∞∑
n=0
ψ(λt;n)(pi(0)Pn) =
∞∑
n=0
ψ(λt;n)pin. (3.29)
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To avoid the infinite series, the sum can be truncated; the resulting error can be calculated
in advance. If, for example, up to K transitions are considered,
pi(t) =
K∑
n=0
ψ(λt;n)pin + (K), (3.30)
where (K) is the error that occurs when the series is truncated after K steps:
(K) = ‖
∞∑
n=K+1
ψ(λt;n)pin‖ ≤ ‖
∞∑
n=K+1
e−λt
(λt)n
n!
‖ = 1−
K∑
n=0
e−λt
(λt)n
n!
(3.31)
Further on it is possible to precompute the finite number of steps K for a given time instant
t and a required accuracy criterion . Thus, the smallest K is needed that satisfies
K∑
n=0
(λt)n
n!
≥
1− 
e−λt
= (1− )eλt. (3.32)
3.3.2 Uniformization applied to QBDs
Since Q has the fixed structure shown in Figure 2.3, a uniformization rate λ can be deter-
mined, because the seven rate matrices B0,0,B0,1,B1,0,B1,1,A0,A1 and A2 are known. As
explained above, for a fixed time instant t and fixed error  the finite number of steps N
that should be taken into account in the summation can be precomputed. In doing so, the
infinite QBD Q can be truncated to a finite CTMC M. For a given starting state in level
l the finite CTMC then contains all levels from max{0, l−N} with 0 being the boundary
level, through l +N .
. . .. . .
max{0, l −N}
repeating level l repeating level l + N
Figure 3.1: Truncation of the QBD
Chapter 4
High-level specification with iSPNs
In this chapter we will first look into stochastic Petri nets and in the next part infinite
stochastic Petri nets are explained. Further on I will give explanation of the reachability
set and discuss under which requirements QBDs and iSPNs are equivalent. The chapter is
finished with an example of an iSPN.
4.1 Stochastic Petri Nets
A stochastic Petri net (SPN) consists of a finite number of places and transitions. Each
place is capable of holding one or more tokens. Places and transitions are connected via
input- and output arcs. Input arcs lead from so-called input places to the transition and
output arcs from a transition to the associated output places. Two types of transitions
need to be distinguished: timed and immediate transitions. Timed transitions have an
associated exponentially distributed delay and priority zero. Immediate transitions have
no delay at all but associated weights and priorities. Further on enabling functions can
be assigned to transitions. Enabling functions can evaluate to zero or one according to
the current marking. The corresponding transition can only fire if the enabling function
evaluates to one.
The distribution of tokens over the places is called a marking, thereby specifying the state
of the SPN. By firing a transition the marking changes in the following way: According to
the multiplicity of the associated arcs, tokens are taken away from the input places and
added to the output places. A transition is said to be enabled, when its input places con-
tain enough tokens to satisfy the multiplicity of the input arcs and if all enabling functions
evaluate to 1.
In case one or more immediate transitions are enabled, one of them is selected to fire
according to their associated weights and priority. In case only timed transitions are en-
abled, one of them is selected to fire probabilistically according to their associated delay
distribution.
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A place in an SPN is said to be bounded, if a k ∈ N exists, so that the number of tokens in
the place is always smaller than k. The set of all reachable markings is called reachability
set ; if all places in the SPN are bounded, the reachability set is finite.
4.2 Infinite-state Stochastic Petri Nets
4.2.1 Definition
In contrast to SPNs, where all places may be unbounded, infinite-state Stochastic Petri
Nets (iSPNs) allow only for one place, typically denoted P0, to be unbounded. This place
can easily be considered the counterpart of the infinite number of levels in a quasi birth-
death process. All other places must be bounded. The number of markings that correspond
to one level in the QBD is still finite, because all other places have to be bounded.
Definition 8
An infinite-state stochastic Petri net (iSPN) is a stochastic Petri net
P = (P, T, Pr, I, O,W,R,E,m0) where the individual components are defined as follows:
• P and T denote the finite sets of places and transitions.
• Pr : T → N0 assigns a priority to each transition. The lowest priority level is reserved
for timed transitions.
• I : P ×T → N0 and O : T ×P → N0 map multiplicities to the input and output arcs
of the Petri net.
• W : T → R+ and R : T → P ∪ {⊥} assign a firing rate to each timed transitions
and a weight to each immediate transition. If R(t) = p, the values W (t) are to be
multiplied by the number of tokens in place p. The symbol ⊥ is used to indicate that
there is no place-dependence for a transition.
• Every marking is represented as a vector in M = N
|P |
0 . m0 is called initial marking
of the Petri net.
• E : T → 2F assigns a set of enabling functions f ∈ F, f : M → {0, 1} to each
transition. The enabling functions are restricted to fp<n, fp=n, fp>n, n ∈ N0, p ∈ P .
It is a necessary condition that all enabling functions of a transitions evaluate to 1
before it can fire.

Moreover, every iSPN P needs to comply with the following conditions:
• Except for one designated place p0 ∈ P , the number of tokens in all places is bounded.
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• In the initial marking the number of tokens in p0 is 0.
• The multiplicity of all arcs involving p0 is equal to one.
• p0 must not occur in rate multiplier functions.
• The firing of an immediate transition that is connected to p0 via an input- or output
arc must not change the number of tokens in p0.
4.2.2 Reachability set and atomic propositions
It can be assumed without loss of generality that the iSPN under study has a set P =
{p0, p1, . . . , pn} of places. Only p0 is allowed to be unbounded. The reachability set R
contains all possible markings m = (m0, m) = (m0, m1, . . . , mn), whereas the limited
reachability set R′ contains all possible markings m = (m1, m2, . . . , mn). Thus R = N×R
′.
Now R(k) can be defined as R(k) = {m = (m0, m) ∈ R|m0 = k}, that is all possible
markings with the same number of tokens in p0. All markings in R(k) will later belong to
the same level of an underlying QBD. Analogously, the restricted reachability set for level
k is defined as R′(k) = {m|(k,m) ∈ R(k)}.
In addition two relations need to be defined, that connect markings:
• m
t
−→ m′ if transition t is enabled in m and leads to marking m′ when fired immedi-
ately.
• m
t,λ
−→ m′ if transition t is enabled in m and leads to marking m′ when fired with
rate λ.
A given iSPN can easily be transformed into an equivalent infinite-state CTMC by using
the reachability set. Those markings that result from an immediate transition have to be
removed from the reachability set. Then the markings in the reachability set correspond
to the states in the CTMC and the relations defined above to the transitions in the CTMC.
It can be guaranteed that the underlying CTMC is of QBD structure, because the multi-
plicity of arcs involving p0 is 0. The fact that p0 must not occur in rate multiplier functions
ensures that the transition rates are independent of the level in which they are executed.
Thus the restrictions stated above assure the equivalence between QBDs and iSPNs. For
the formal proof of equivalence see [Ost01].
Below I will define marking dependent atomic properties for iSPNs, that do not allow for
dependence on the unbounded place P0.
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Definition 9
Let AP be a set of marking-dependent atomic property functions
The labeling function LiSPN : R
′ → 2AP assigns every marking from the reachability set
R′ a set of atomic properties that are valid for the marking. 
4.2.3 Requirements
Based on the definitions in the section above, the same class of iSPNs can be defined by
imposing a number of sufficient requirements on the structure of the reachability set and
the transition firing behavior. Those requirements should be checked already at net level.
Boundary level
Repeating levels
2 . . . . . .κ + 1 κ + 31 κ− 1 κ
Figure 4.1: Schematic illustration of κ
Requirement 1 For a given iSPN, there exists a κ ∈ N such that for all
k, l ≥ κ : R′(k) = R′(l).

Requirement 2 For a given iSPN and κ defined as above, the following requirements
should hold for the so-called repeating portion of the state space:
2.1 intra-level equivalence (repeating levels have the same structure),
2.2 inter-level one-step increases only,
2.3 inter-level one-step decreases only.

Requirement 3 For a given iSPN and κ defined as above, for the so-called boundary
portion of the state space the following requirements should hold:
3.1 no boundary jumping (inter-level one-step increase and decrease only in between the
boundary levels),
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3.2 only boundary crossing (the boundary level can only be left, by passing the rightmost
boundary level).

For the formal definition of the above requirements see [Hav99].
Example 2
In Figure 4.2 an iSPN is depicted, that corresponds to the M |M |1 queue with server break-
downs, described in Chapter 1.
serve
arrive
fail
repair
r
f
P0 > 0
P0 > 0
λ
µ
P0 P1 P2
Figure 4.2: M |M |1 queue with server breakdowns modeled as iSPN
The one place that is allowed to be unbounded is P0 and is depicted by a double circle.
This place models the infinite buffer of the system. The place P1 and P2 model if the server
is up and running or if the server failed and needs to be repaired. If the token is in P1 the
server is up and transitions serve and arrive can fire. If the token is at P2 they cannot
fire, because their input place P1 is empty. If the server is up and transition fail fires the
token goes frome P1 to P2 and the number of tokens at P0 cannot change anymore before
the server is repaired. The latter is done by firing transition repair.
In the following I will explain, that the requirements for an iSPN given earlier are fulfilled:
• Only place P0 is unbounded.
• In the initial marking, the number of tokens in P0 is zero.
• The multiplicity of arcs involving P0 is one.
• P0 does not occur in rate multiplier functions.
• There are no immediate transitions involving P0.
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Comparing this model with the CTMC in Figure 2.4, we can easily see the interrelation
between the two models. The right part of the iSPN corresponds to the intra-level portion
of the CTMC while the left part of the iSPN corresponds to the change of levels in the
CTMC, upwards if transition arrive fires and downwards if serve fires. Unfortunately, it
is seldom possible to see this relation so directly with bigger models. 
Chapter 5
Continuous Stochastic Logic
Now that we have defined infinite CTMCs we need a formalism to specify complex prop-
erties on states and paths of infinite-state CTMCs. This can be done with the continuous
stochastic logic CSL , which is a probabilistic extension of CTL . The latter can be used
to specify state- as well as path-based properties on finite-state CTMCs. In this chapter
I am first going to state syntax and semantics of the logic CTL , being followed by its
extension CSL . For infinite-state CTMCs I will then introduce the logic CSL∞ and give
some examples for CSL∞formulas.
5.1 The logic CTL
With CTL temporal properties of transition systems can be expressed. Those systems
consist of a finite set of states and a set of transitions, that describe how the system
changes from one state to another. In CTL properties over states can be defined as well
as properties over paths. A typical CTL property would be, that along a path a special
goal state or a set of goal states can eventually be reached while the states, that are visited
have to fulfill a certain state property.
5.1.1 Syntax
CTL is a branching time temporal logic. Its formulas can be state or path formulas.
Definition 10
The formal syntax of CTL is defined inductively as follows:
Let AP be a set of atomic propositions.
• each atomic proposition p ∈ AP is a CTL state formula.
• tt is a CTL state formula,
• if Φ and Ψ are CTL state formulas, then ¬Φ and Φ ∧ Ψ are CTL state formulas,
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• if Φ and Ψ are CTL state formulas, then XΦ and ΦUΨ are CTL path formulas,
• if γ is a CTL path formula, ∃γ and ∀γ are CTL state formulas,
• every CTL state formula is a CTL formula.

To ease the use of CTL formulas the following additional syntactical definitions are made:
• ∀(tt UΦ) is written as ∀♦Φ,
• ∃(ttUΦ) is written as ∃♦Φ,
• ¬∀♦(¬Φ) is written as ∃Φ,
• ¬∃(¬Φ) is written as ∀Φ.
The abbreviation ♦ stands for eventually. A path satisfies ♦Φ if there is a state on the
path, where Φ holds. Φ is to be translated as always Φ, meaning that in every state of
the path Φ will hold.
5.1.2 Semantics
CTL formulas are interpreted over states of a transition system whereas CTL path for-
mulas are interpreted over paths in the transition system. The formula tt is an atomic
proposition that is true in all states. Whether an atomic proposition ap is true in a state
s is specified by the labeling function L.
The logical operators ¬ and ∧ are defined as negation and conjunction as usual.
The temporal operator XΦ means that in the next state of the evaluated path the state
formula Φ holds. The meaning of ΦUΨ is, that in all states on the path from now on Φ
will hold until in some state Ψ will hold.
The path quantifiers ∃ and ∀ are interpreted intuitively. ∃γ is true in state s, if there exists
a path starting in s that satisfies γ. And on the other hand ∀γ is valid in state s if all
paths starting in s satisfy γ.
For the formal semantics see [Kat99].
5.2 The logic CSL
In order to obtain CSL , CTL is extended by a steady-state operator and a probability
operator for the transient state behavior and timed variants of the temporal operators. For
example the following property can be expressed: Starting from a particular state s, a goal
state is reached within t time units, thereby avoiding particular intermediate states.
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5.2.1 Syntax
Let p ∈ [0, 1] be a real number, ./ ∈ {≤, <,>,≥} a comparison operator, I ⊆ R≥0 a
nonempty interval and AP a set of atomic propositions.
Definition 11
The syntax of CSL is defined inductively as follows:
• each atomic proposition p ∈ AP is a CSL state formula,
• tt is a CSL state formula,
• if Φ and Ψ are CSL state formulas, then ¬Φ and Φ ∧ Ψ are CSL state formulas,
• if Φ is a CSL state formula, then so is S./p(Φ),
• if γ is a CSL path formula, then P./p(γ) is a CSL state formula,
• if Φ and Ψ are CSL state formulas, then X IΦ and ΦU IΨ are CSL path formulas,
• every state formula is a CSL formula.

The usual CTL path quantifiers ∃ and ∀ are replaced by P./(·). The CTL formula ∃γ
becomes P>0(γ) and the CTL formula ∀γ is expressed in CSL as P≥1(γ).
Other timed and un-timed temporal operators are derived as follows:
• P./p(♦
IΦ) = P./p(ttU
IΦ)
• P≥p(
IΦ) = P≤1−p(♦
I¬Φ)
• XΦ = X [0,∞]Φ and ΦUΨ = ΦU [0,∞]Ψ
• ♦Φ = ♦[0,∞]Φ and Φ = [0,∞]Φ
Other Boolean connectives are derived in the usual way.
5.2.2 Semantics
In CSL state formulas are interpreted over states of finite-state CTMCs and path formulas
over paths of finite-state CTMCs.
The semantics of the logical operators, the atomic propositions and tt is the same as in
CTL .
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The steady-state operator S./p(Φ) expresses that the probability of the CTMC being in
a state that fulfill Φ in the long run meets the boundary ./ p. The probability operator
P./p(γ) states that the probability that the CTMC follows a path that fulfills γ meets the
boundary ./ p.
The timed temporal operators X I ,U I ,♦I ,I restrict the satisfiability of the formula to the
time intervals I.
Formally, the meaning of CSL formulas is defined by a satisfaction relation (denoted |=).
For a CSL (state) formula Φ, for a CTMC M and one of its states s the relation s |= Φ
holds, if and only if Φ is valid in s:
Definition 12
The relation |= for CSL state formulas is defined by:
s |= tt for all s ∈ S
s |= a iff a ∈ L(s)
s |= ¬Φ iff s 6|= Φ
s |= Φ ∧Ψ iff s |= Φ ∧ s |= Ψ
s |= S./p(Φ) iff pi
M(s, Sat(Φ)) ./ p
s |= P./p(γ) iff Prob
M(s, γ) ./ p.

ProbM(s, γ) describes the probability measure of all paths σ ∈ Path that satisfy γ when
the system is starting in state s:
ProbM(s, γ) = Prs{σ ∈ Path
M|σ |= γ}
For CSL path formulas the satisfaction relation is defined for a finite-state CTMC M, a
path σ and a path formula γ in a similar way:
Definition 13
The relation |= for CSL path formulas is defined by:
σ |= X IΦ iff σ[1] is defined and σ[1] |= Φ ∧ δ(σ, 0) ∈ I,
σ |= ΦU IΨ iff ∃t ∈ I(σ@t |= Ψ ∧ (∀t′ ∈ [0, t)(σ@t′ |= Φ))).

Note that the path formula ΦU IΨ is not satisfiable for I = ∅. For a more detailed
description of CSL , see [BHHK03].
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5.3 The logic CSL∞
Further on we will require a formalism to specify complex properties on infinite-state
CTMCs. The logic that we will use for this purpose is called CSL∞ and has exactly the
same syntax as CSL . Even the semantics is the same for the only difference that we now
interpret the formulas over infinite-state CTMCs; the first four operators have the same
syntax anyway and for the steady-state and the probability operator we need stochastic
measures, that need to be calculated in a slightly different way, but the semantics of the
operators does not change.The new name CSL∞ has been chosen to stress the fact that we
analyze infinite-state CTMCs and need a new model checking algorithm.
Example 3
I will now introduce some CSL∞ properties for the example QBD that models the M |M |1
queue with server breakdowns.
(0,0) (0,1)
(1,1) (1,2)
(0,2) (0,3)
(1,3)
(0,4)
(1,4)
up up up upup
down down down down
at0,0 at1,0
at1,1
at2,0 at3,0
at3,1
at4,0
at4,1at2,1
λb λr λr λr λr
µr µr µrµrµb
. . .
Figure 5.1: M |M |1 queue with server breakdowns
A standard transient measure on a set of states can be obtained by using a specific instance
of the P operator. For instance the CSL∞formula
P<0.001(up U
[0,10]down) (5.1)
is valid in a state s if the probability of the system being up at the beginning and going
down within ten time units, starting from s, is less then 0.001.
Steady-state measures compare the steady-state probability to be in a certain (set of)
states with a given bound. For example
S≤0.001(at(1,1)) (5.2)
is valid in a state s if the steady-state probability of being at state (1, 1) is less then 0.001,
that is, the probability of the server being down with one customer in the queue at the
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long run is less then 0.001.
Nested measures can be obtained by using the steady-state and the probability operator
together in one formula, for instance
S≥0.9(P≥0.8(
[0,10]¬down)) (5.3)
This formula is valid in a state s if, in equilibrium with probability at least 0.9, the prob-
ability that the system will not go down within 10 time units is at least 0.8. 
For further examples, see [BHHK03].
Chapter 6
Model Checking CSL∞
Now that we are able to state CSL∞ formulas, we would like to check the validity of a CSL∞
formula in a certain state of the CTMC. As constructing a model checking algorithm for
general infinite-state CTMCs would go beyond the scope of my thesis, we limit ourselves
to model checking QBDs. In order to develop a model checking algorithm, we need to
focus on the connection between the validity of state formulas and the special birth-death
structure of QBDs. The state space and the transitions of a QBD follow a strict structure
as explained in Chapter 2. At first glance, one could think that in corresponding states of
all repeating levels the same CSL∞ formulas hold. Model checking a QBD would then be
reducible to model checking the boundary level and one repeating level representative for
all others. Unfortunately it is not the case, that in the states of repeating levels of a QBD
the same CSL∞ formulas hold, as can be explained considering the time-bounded Next
and Until operator. In order to check CSL∞ properties from infinite-state CTMCS, that
contain these path formulas, we need to examine in a level-wise fashion all possible paths.
Considering the Next operator, it can be seen easily that in the border level other Next
formulas are satisfied than in the other repeating levels. This is because the boundary level
can still be reached from the border level but not from any other repeating level. Thus, if
we want to check for example the formula φ = X Ired and the property red is only valid in
the boundary level, this property φ can be fulfilled by a path starting in the border level,
but not for any other repeating level. The same reasoning holds for the Until operator,
where not only the border level is concerned but even more repeating levels, because with
the Until operator not only one step is considered, but infinitely many steps. Thus for
path-formulas no two repeating levels are the same.
This chapter is further organized as follows: I will first explain in Section 6.1 the funda-
mental ideas, that are needed for model checking CSL∞ formulas, before explaining the
general model checking routine in Section 6.2. In Section 6.3 I will explain how to deal
with simple formulas, as atomic propositions. In the following sections, will explain how
every single operator can be checked. This is illustrated for every operator by pseudo-code
and explained in detail by an example.
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6.1 Preliminaries
In order to simplify model checking, it is reasonable to require that if a CSL∞ formula Φ
is valid in an arbitrary state of a repeating level, it is also valid in the corresponding state
of the next repeating level. This requirement enables us to reduce model checking of an
infinite number of levels to model checking the boundary level and only a finite number of
repeating levels.
Requirement 4 (Level-independence of properties) For every CSL∞ formula Φ and the
repeating levels of a QBD (l > 0),
(i, l) |= Φ ⇔ (i, l + 1) |= Φ.

CSL∞ formulas that fulfill Requirement 4 are called level-independent.
That is, even though we know that this requirement is in general not true for all CSL∞
formulas, we assume that if a property is valid in a state of a repeating level, it is also
valid in the corresponding states of higher repeating levels. We develop a model checking
technique for every operator and examine whether this operator changes the validity of
the assumption. In that case, we alter the QBD in a way that does not influence the va-
lidity of the properties, but keeps the assumption valid. We have already shown that this
assumption is valid for atomic propositions. Now we need to step through the inductive
structure and show that we can alter the QBD in such a way that the assumption stays
valid for all possible CSL∞ formulas, if necessary.
By introducing this requirement, we exclude the case of level-dependent atomic proposi-
tions and formulas, which could be used to describe f. e. the buffer-filling of a queuing
system. But for model checking level-dependent CSL∞ formulas, we would need a different
approach.
Furthermore, we assume that the QBDs under study are strongly connected, because it
simplifies checking the steady-state operator, as we do not have to consider several parts
of the QBD.
Requirement 5 The QBDs under study are strongly connected. 
Using these requirements, we can now focus on model checking itself. First of all the special
birth-death structure can be exploited to partition the state space of a QBD Q and the
satisfaction set of a CSL∞ formula Φ.
Definition 14
The infinite state space of a QBD Q is partitioned into an infinite number of finite sets:
S = SB ∪
∞⋃
j=0
Sj,
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where SB = {(i, 0)|i ∈ {0, . . .N0 − 1}} denotes the states in the boundary level and
Sj = {(i, j + 1)|i ∈ {0, . . . , N − 1} the states in repeating level j. 
Definition 15
For a CSL∞ formula Φ and a QBD Q the possibly infinite satisfaction set Sat(Φ) can be
partitioned into a possibly infinite number of finite satisfaction sets:
Sat(Φ) = SatB(Φ) ∪
∞⋃
j=0
Satj(Φ),
where SatB(Φ) = Sat(Φ) ∩ SB denotes the states in the boundary level, that fulfill Φ and
Satj(Φ) = Sat(Φ) ∩ Sj the set of states that fulfill Φ in repeating level j, that fulfill Φ. 
6.2 General model checking routine
One possibility for model checking that we are going to use is to develop the satisfaction
set Sat(Φ) = {s ∈ S | s |= Φ}. For every state s ∈ S it can be checked, whether s |= Φ by
verifying whether s ∈ Sat(Φ). The construction of Sat(Φ) is done recursively and follows
the inductive structure of the CSL∞ syntax. A CSL∞ formula Φ is split into its sub-formulas
and for every sub-formula the model checker is invoked recursively as can be seen in Algo-
rithm 1.
In order to represent the set of states that fulfill Φ1 in every repeating level, we introduce
the set of states Sat∞(Φ1). This set contains the states indices of those states, that fulfill
Φ1 and belong to the repeating portion of the state space. In Sat
∞(Φ1) the states are
stated without notion of the level. This is possible because of the requirement concerning
the level-independence of properties. Thus Sat∞(Φ1) is finite and can be used to specify
Satj(Φ1) for every repeating level j. Thus, the set Sat
∞ = {̂i, ĵ} accounts for all states
{(i, l), (j, l) | l > 0}. We use the two sets of states SB and S∞ in order to represent
the infinite state space. SB includes all states of the boundary level, stated as tuples
(i, 0) i ∈ {0, . . .N0} and S
∞ represents the states in the repeating part of the QBD in a
finite way, as î, i ∈ S∞ accounts for the infinite set {(i, j) | j > 0}.
6.3 Atomic propositions
Atomic propositions for QBDs are derived from the high-level specification as iSPN. As
stated in Definition 9, atomic propositions are marking dependent on iSPN level. For
iSPNs the states of a QBD correspond to the markings that can be reached within the
iSPN. We can show that atomic propositions are valid independent of the actual repeating
level, because the corresponding markings of the states in the repeating levels only differ
in the number of tokens of one single place. This place, denoted P0, is unbounded and can
be interpreted as level indicator.
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Algorithm 1 Sat(Φ : CSL∞ state formula) : set of states
begin
if Φ = tt then
return S;
else if Φ ∈ AP then
return {s ∈ SB | Φ ∈ L(s)} ∪ {s ∈ S∞ | Φ ∈ L(s)};
else if Φ = Φ1 ∧ Φ2 then
return Sat(Φ1) ∩ Sat(Φ2);
else if Φ = ¬Φ1 then
return S\Sat(Φ1);
else if Φ = S./p(Φ1) then
return SatS(./ p,Φ1);
else if Φ = P./p(X
IΦ1) then
return SatX (./ p, I,Φ1);
else if Φ = P./p(Φ1 U
IΦ2) then
returnSatU(./ p, I,Φ1,Φ2);
else
no valid CSL∞ operator;
end if
end
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Proposition 1 (Level-independence of atomic propositions) For the repeating por-
tion of the state space of a QBD, that is for all levels l ≥ 1, for ∀i ∈ {0, . . . , N −
1} and ∀ap ∈ AP the following holds:
(i, l) |= ap⇔ (i, l + 1) |= ap.
Thus, if an atomic proposition ap holds in state (i, l) for l ≥ 1, the same atomic proposition
holds in the corresponding states of the next higher level (i, l + 1). 
Proof The states in level l of the QBD correspond to the markings in the reachability set
R′ of the corresponding iSPN. Requirement 4 states, that:
“For a given iSPN, there exists a κ ∈ N such that for all m,n ≥ κ : R′(m) = R′(n).
That is, starting from level κ onwards, the states in all higher levels are the same”.
As can be seen in Figure 4.1, the first repeating level of the QBD corresponds to level
κ and all levels smaller than κ are combined into the boundary level. This yields,
that the repeating levels of a QBD consist of corresponding states.
The labeling function LiSPN : R
′ → 2AP is defined marking-dependent without allow-
ing for dependence on place P0. The markings in R
′ do not take tokens in place P0
into account. Thus, for corresponding markings from the equivalent reachability sets
R′(m) and R′(n), the same atomic propositions hold. As the states of the repeating
levels are derived from the reachability set R′(κ), the level independence of atomic
propositions follows for the repeating part of the QBD. 
Now we know that if an atomic proposition is valid in state (i, l) of repeating level l, the
same atomic proposition is also valid in the corresponding states (i, l + 1) of the next
higher repeating level. As the assumption of level-independent CSL∞ formulas is valid for
ap ∈ AP and tt, atomic properties can be checked by evaluating the labeling function.
Using the state space and the satisfaction set partitioning, we get:
Sat(ap) = SatB(ap) ∪
∞⋃
i=0
Sati(ap). (6.1)
We know, that it suffices to evaluate the labeling function once for all states of an arbi-
trary repeating level and once for the boundary level, because the satisfaction sets for the
remaining repeating levels include exactly the states with the same state index.
Satl(ap) = {(s1, l), (s2, l), . . . , (sf , l)} ⇔ Sat
j(ap) = {(s1, j), (s2, j), . . . , (sf , j)},
for {s1, s2, . . . , sf} ⊆ {0, 1, . . . , N − 1}, l > 0, j > 0.
(6.2)
Thus, we are able to reduce model checking of an infinite QBD to model checking of a
finite part of the state space for atomic propositions.
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6.4 Logical operators
Logical operators can be checked similarly as in CSL , in order to compute Sat(¬Φ), we
first construct Sat(Φ), the set of states that fulfill Φ and subtract these states from the
state space S. Sat(Φ∧Ψ) is obtained by calculating Sat(Φ) and Sat(Ψ) as explained above
and then intersecting those sets.
The validity of requirement 4 is not changed by using logical operators as stated below:
Proposition 2 For level-independent CSL∞ state formulas Ψ and Φ and the repeating
part of the state space of a QBD Q (l > 0) and ∀i ∈ {0, . . . , N − 1} the following holds:
(i, l) |= ¬Φ ⇔ (i, l + 1) |= ¬Φ.
(i, l) |= Φ ∧Ψ ⇔ (i, l + 1) |= Φ ∧Ψ,

Proof (¬Φ):
(i, l) |= ¬Φ ⇔ (i, l) 6|= Φ
⇔ (i, l + 1) 6|= Φ (Req. 4)
⇔ (i, l + 1) |= ¬Φ
(Φ ∧ Ψ):
(i, l) |= Φ ∧ Ψ ⇔ (i, l) |= Φ ∧ (i, l) |= Ψ
⇔ (i, l + 1) |= Φ ∧ (i, l + 1) |= Ψ (Req. 4)
⇔ (i, l + 1) |= Φ ∧ Ψ

Example 4
In the following I will use an M |E2|1- queue with server breakdowns, as depicted in Figure
6.1, to explain the CSL∞ negation operator ¬ in detail.
This QBD has the level independent atomic properties empty, broken, in repair, up and
serving, where broken is assigned to states (2, j), in repair to states (3, j) and up to states
(0, j) ∪ (1, j) and serving to states (1, j), for repeating level j > 0. The atomic property
empty is only valid in the boundary level.
The first formula under study is : down = ¬up. The precise model checking routine for the
logical operators has been stated in pseudo-code in Algorithm 1. If we invoke this algorithm
for the formula down, it will return the set of states that satisfy the formula in the QBD
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Figure 6.1: M |E2|1-queue with server breakdown
under study. If we step through the pseudo-code, we see that because of down = ¬up, the
fourth option holds and the algorithm returns S\Sat(up), for which Sat(up) needs to be
evaluated recursively. As up is an atomic property, for Sat(up) the second option holds
and the following set is returned:
Sat(up) = {(0, 0), 0̂, 1̂}, ⇒ Sat(down) = S\{(0, 0), 0̂, 1̂}) = {2̂, 3̂}.
The result has to be interpreted as follows: All states in the set {(2, j), (3, j) | j > 0}
fulfill down. Now, we can easily check for every state s whether s |= down by examining,
whether s ∈ Sat(down).
6.5 Steady-state operator
Model checking the steady-state operator is a bit more cumbersome. If we want to check
whether s |= S./p(Φ), we first need to build the satisfaction set Sat(Φ) and to compute
the steady-state probabilities for the states in Sat(Φ): piM(s, Sat(Φ)). Those steady-state
probabilities are then accumulated. We know the steady-state probability to be in a state
that satisfies Φ in the long run. If we compare the sum to the bound p, we know whether
state s |= S./p(Φ). The satisfaction set Sat(Φ) can be finite or infinite, in dependence of
where it is situated. As it is not easy to sum over an infinite satisfaction set, we need dif-
ferent model checking algorithms for finite and infinite Sat(Φ) as can be seen in Algorithm 2.
The section is then organized as follows: In Subsection 6.5.1 I will explain how the satisfac-
tion set of a steady-state formula can be constructed, in Subsection 6.5.2 model checking
of the steady-state operator S./p(Φ) for a finite satisfaction set of Φ is explained and in
Subsection 6.5.3 model checking for an infinite satisfaction set is explained.
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Algorithm 2 SatS(./ p,Φ) : set of states
begin
if Sat(Φ) ∩ S∞ = ∅ then
return SatfinS (./ p,Φ);
else
return SatinfS (./ p,Φ);
end if
end
6.5.1 Sat(S./p(Φ))
In [BHHK03] it is stated that the steady-state probabilities do not depend on the initial
state for strongly connected CTMCs. As stated above in Requirement 5, we require that
the QBDs are strongly connected, thus it follows:
Sat(S./p(Φ)) =
{
S, if pi(Sat(Φ)) ./ p,
∅, elsewhere.
(6.3)
Because of this fact, applying the steady-state operator to a level-independent CSL∞ for-
mula, results again in a level-independent CSL∞ formula:
Proposition 3 For a level-independent CSL∞ state formula Φ and the repeating part of
the state space of a QBD Q (l > 0) and ∀i ∈ {0, . . . , N − 1} the following holds:
(i, l) |= S./p(Φ) ⇔ (i, l + 1) |= S./p(Φ).

The step from state (i, l) to state (i, l + 1) is possible because for strongly connected
CTMCs, steady-state probabilities are independent of the initial distribution and, hence,
of the starting state.
6.5.2 Finite set Sat(Φ)
Because of the level-independence of properties in the repeating levels, a finite set Sat(Φ)
can only be placed in the boundary level, since as soon as a state in one of the repeating
levels fulfills Φ, all the associated states in all other repeating levels would satisfy Φ as
well, and thus Sat(Φ) would be infinite.
Model checking the steady-state operator for a CSL∞ formula Φ with finite satisfaction
set Sat(Φ) proceeds as follows: After computing Sat(Φ), we can calculate the steady-state
vector for the boundary level b with the matrix-geometric method (MGM), see Section
3.2. This vector states the probabilities to be in the individual boundary states, after
the QBD has reached its equilibrium. As we already know SatB(Φ) and the steady-state
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Figure 6.2: Finite set Sat(Φ) situated in the boundary level.
probabilities for the boundary level, we can add the steady-state probabilities for those
states of the boundary level that fulfill Φ. It can then easily be checked whether the sum
of the steady-state probabilities of these states in the boundary level meets the bound p.
Because of Requirement 5, these probabilities are independent of the starting state. Thus,
s |= S./p(Φ) ⇔
∑
s′∈SatB(Φ)
b(s′) ./ p ∀s ∈ S, (6.4)
that is, if the sum of probabilities meets the bound p, the formula S./p(Φ) is valid in every
state of the QBD. The construction of Sat(S./p(Φ)) for finite Sat(Φ) is done as in Algorithm
3
Algorithm 3 SatfinS (./ p,Φ) : set of states
var sum: real;
var sat B: set of states;
begin
b = MGM(boundary level);
sat B = Sat(Φ) ∩ SB;
sum =
∑
s∈sat B b(s);
if sum ./ p then
return S;
else
return ∅;
end if
end
Example 5
For model checking the steady-state operator we need the matrix geometric method. As it
is very cumbersome to calculate the steady-state probabilities with MGM by hand, I will
adapt an existing example from [Hav99] to explain model checking of the steady-state op-
erator. The example QBD models a queuing model with delayed service. Customers arrive
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with rate λ and are served with rate µ. The server only starts working, if at least three
customers are waiting in the queue, otherwise it is asleep. But if it is up and working it
keeps serving, until the queue is empty. Upon leaving empty, the server goes to sleep again.
(0,0)
(1,0) (2,0)
(5,0)
(3,0) (4,0)
(0,1) (0,2) . . .
λ
λ
µ µ µ
λ
λ
λµ µ
sleep
sleep sleep
service service service
µservice service
λ λλ
Figure 6.3: Queuing model with delayed service for three customers.
As can be seen in Figure 6.3, the boundary level of the corresponding QBD consists of six
states: (0, 0), (1, 0) and (2, 0) with the label sleep and states (3, 0), (4, 0) and (5, 0) with
label service. Each repeating level consists only of one state (0, j), j > 0 with the label
service. Now we would like to check if the steady-state probability for the server to be
sleeping is less than 0.3. As numerical values, we consider λ = 2 and µ = 3. Thus, we
model check the CSL∞ formula S<0.3(sleep).
By calling Algorithm 1 for the formula S<0.3(sleep), the satisfaction set of this formula
is developed. Stepping through the pseudo-code, we see that the fifth option holds and
SatS(< 0.3, sleep, 0), is called. As Sat(sleep) ∩ S
∞ = ∅, the satisfaction set is finite
and Algorithm 3 is called as SatfinS (< 0.3, sleep, 0). First, the steady-state vector for the
boundary level
b =

0.11111
0.11111
0.11111
0.07407
0.12346
0.15638

is calculated. For the computation of b, see [Hav99].
In the next step, SatB(sleep) = {(0, 0), (1, 0), (2, 0)} is calculated. The sum of probabilities
can then easily be computed:
sum = 0.11111 + 0.11111 + 0.11111 = 0.33333.
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Now, we only need to check whether sum = 0.33333 is smaller than the bound p = 0.3
and return the corresponding set of states. As sum does not meet the bound, the formula
S<0.3(sleep) is not fulfilled in any state of the QBD and the algorithm returns the empty
set. If we check on the bound (< 0.4), the calculation is exactly the same as above, but
the test on (0.33333 < 0.4) yields true, thus S<0.4(sleep) holds in every state of the QBD
(as the QBD is strongly connected) and the algorithm would return S.
6.5.3 Infinite set Sat(Φ)
boundary level
SatB(Φ) Sat0(Φ) Sat1(Φ) Sat2(Φ) Sat3(Φ) . . .
repeating levels 0, 1, 2, . . .
Figure 6.4: Infinite set Sat(Φ) = SatB ∪
⋃∞
j=0 Sat
j.
As explained above the satisfaction set Sat(Φ) is infinite as soon as one state from a
repeating level fulfills Φ. If the set Sat(Φ) is infinite it can be located partially in the
boundary level but an infinite part of the set will be situated in the repeating part of
the QBD. We proceed at first along the same lines as for a finite satisfaction set. The
satisfaction set is developed and the steady-state probabilities for those states that fulfill Φ
have to be calculated. In the next step, we would like to add the steady-state probabilities
for the states of the satisfaction set:
∑
s′∈Sat(Φ) pi(s
′) =
∑
s′∈Sat(Φ) b+
∑
s∈sat(Phi)
∑
i = 0∞vi·
R. The infinite sum can be transformed as follows:∑
s′∈Sat(Φ)
b(s′)+
∑
s′∈sat(Phi)
∑
i = 0∞vi(s
′)·R =
∑
s′ ∈ Sat(Φ)b(s′)+
∑
s′ ∈ Sat(Φ)v0·(I−R)
−1(s′).
(6.5)
Another possibility to overcome the infinite sum, is to step through the repeating levels
iteratively and add the steady-state probabilities in a level-wise fashion. After develop-
ing appropriate bounds, we can decide, if the steady-state probability meets the bound p,
without having to calculate the infinite sum. After adding the probabilities for a new level,
we have to check if one of these bounds holds. In the following I will follow the iterative
approach, but it still needs to be analyzed which approach is faster.
We can exploit the special structure of QBDs to point out the level-wise approach by
rewriting the sum of probabilities as follows:
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∑
s′∈Sat(Φ)
pi(s′) =
∑
s′∈SatB(Φ)
b(s′) +
∞∑
j=0
∑
s′∈Satj(Φ)
vj(s
′) (6.6)
In order to define the iterative approach properly, we define the steady-state probability
pik(Sat(Φ)) up to iteration step k + 1, that is including the boundary level and the first k
repeating levels, as follows:
Definition 16
pik(Sat(Φ)) =
∑
s′∈SatB(Φ)
b(s′) +
k−1∑
j=0
∑
s′∈Satj(Φ)
vj(s
′) (6.7)
pi(Sat(Φ)) = pik(Sat(Φ)) + ε(Φ, k) (6.8)
ε(Φ, k) is the error that occurs by cutting the infinite sum after iteration step k + 1:
ε(Φ, k) =
∞∑
j=k+1
∑
s′∈Satj(Φ)
vj(s
′) (6.9)

As mentioned above, we need to check in every iteration step, if the bound ./ p is either
already met by pik(Sat(Φ)) or cannot be fulfilled any more, because the inverse probability
pik(Sat(¬Φ) has become too big . Eventually, one of the two possibilities will occur. We
need to focus on the following two inequalities: it will be explained below, how they need
to be interpreted in dependence of the inequality.
(a) pik(Sat(Φ)) > p
(b) pik(Sat(¬Φ)) > 1 − p
As soon as one of the inequalities holds, the algorithm stops. For the interpretation we
need to distinguish the cases S<p(Φ) and S>p(Φ). For S≥p(Φ) or S≤p(Φ) the bounds need
to be modified accordingly.
For S<p(Φ) the interpretation is as follows:
In case (a) the condition piQ(Sat(Φ)) < p cannot be met anymore, because piQ(Sat(Φ)) ≥
pik(Sat(Φ)) > p, so the model checking algorithm can stop with the result Sat(Φ) = ∅.
In case (b) the condition piQ(Sat(Φ)) < p is met because the probability pik(Sat(¬Φ)) al-
ready became so big, that is now impossible for pi(Sat(Φ)) to exceed p.
The following proposition assures, that we can stop the iteration at this point, because if
the condition holds at this point, it remains valid.
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Proposition 4 If case (b) holds for iteration step k while model checking S<p(Φ), it holds
for every following iteration step.
Proof pik(Sat(Φ)) and pik(Sat(¬Φ)) are increasing strictly for increasing k. By using the
Law of total probability :
pi(Sat(Φ)) + pi(Sat(¬Φ)) = 1 (6.10)
it follows, that
piM(Sat(Φ)) < p
⇔∃K : ∀k ≥ K : pik(Sat(Φ)) + ε(Φ, k) < p
⇔∃K : ∀k ≥ K : −pik(Sat(¬Φ)) − ε(¬Φ, k) + 1 < p
⇔∃K : ∀k ≥ K : −pik(Sat(¬Φ)) − ε(¬Φ, k) < p− 1
⇔∃K : ∀k ≥ K : pik(Sat(¬Φ)) + ε(¬Φ, k) > 1− p
⇔∃K : ∀k ≥ K : pik(Sat(¬Φ)) > 1− p
(6.11)

If s 6|= S<p(Φ) for some k < ∞ case (a) and if s |= S<p(Φ) case (b) will hold. Thus by
checking on the above inequalities in every iteration step we can cut the infinite sum to a
finite sum for an unknown k <∞.
For S>p(Φ) the same conditions need to be checked in every iteration step k + 1, but they
need to be interpreted differently:
With the same reasoning as above, we conclude, that if case (a) holds, the probability bound
is already fulfilled, thus the algorithm stops with result s |= S>p(Φ), because pi
Q(Sat(Φ)) ≥
pik(Sat(Φ)) > p and in case (b) the bound cannot be fulfilled because the probability
pik(Sat(¬Φ)) is already too big. All is summarized in Algorithms 4 and 5.
Example 6
Again, we use the single server queuing system with delayed service for three customers as
depicted in Figure 6.3 to explain model checking for the steady-state operator over an infi-
nite satisfaction set. The CSL∞ formula under study is S>0.5(service) and model checking
proceeds as follows:
First Algorithm 1 is called as Sat(S>0.5(service)). In option 5, Algorithm 2 is called as
SatS(> 0.5, service, 0). First Sat
∞(service) is calculated, but as service is valid in every
repeating level, the satisfaction set Sat∞(up) is not empty. Thus Algorithm 4 is called as
SatinfS (< 0.5, service, 0).
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Algorithm 4 SatinfS (./ p,Φ) : set of states
var pi(Φ): real;
var pi(¬Φ): real;
var i: integer;
var sat B: set of states;
var sat B neg: set of states;
var sat R: set of states;
var sat R neg: set of states;
begin
b =MGM(boundary level);
i = 0;
sat B = SB ∩ Sat(Φ);
sat B neg = SB\sat B;
pi(Φ) =
∑
s′∈sat B b(s
′);
pi(¬Φ) =
∑
s′∈sat B neg b(s
′);
sat R = S∞ ∩ Sat(Φ);
sat R neg = S∞ ∩ Sat(¬Φ);
while (pi(Φ) ≤ p) and (pi(¬Φ) ≤ 1− p) do
vi = MGM(repeating level i);
pi(Φ) +=
∑
s′∈sat R vi(s
′);
pi(¬Φ) +=
∑
s′∈sat R neg vi(s
′);
i = i+ 1;
end while
return interpret(./ Φ, pi(Φ), pi(¬Φ));
end
Algorithm 5 interpret(./ p,Φ, pi(Φ), pi(¬Φ)) : set of states
begin
if ./ p = (< p) ∨ (≤ p) then
if pi(Φ) > p then
return ∅;
else
return S;
end if
else
if pi(Φ) > p then
return S;
else
return ∅;
end if
end if
end
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First, the satisfaction sets SatB(service)= {(3,0), (4,0), (5,0) }, Sat∞(service) = {0̂},
SatB(¬service) = {(0, 0), (1, 0), (2, 0)} and Sat∞(¬service) = ∅ are calculated. Then the
steady-state vector for the boundary level
b =

0.11111
0.11111
0.11111
0.07407
0.12346
0.15638

is developed and the variables pi(service) and pi(¬service) are set for the boundary level as
follows:
pi0(service) := 0.07407 + 0.12346 + 0.15638 = 0.35391
pi0(¬service) := 0.11111 + 0.11111 + 0.11111 = 0.33333
As both inequalities (pi(service) ≤ 0.5) and (pi(¬service) ≤ 0.5) are true, we enter the
while-loop and calculate the steady-state vector for the first repeating level v0 = (0.10425).
The values of the variables are then updated:
pi1(service) := 0.35391 + 0.10425 = 0.45816
pi1(¬service) := 0.33333 + 0.00000 = 0.33333,
Again, both inequalities are true, and we stay in the loop. The steady-state vector for the
second repeating level is v1 = (0.06950) and we update:
pi2(service) := 0.45816 + 0.06950 = 0.52766
pi2(¬service) := 0.33333 + 0.00000 = 0.33333.
Now, pi2(service) ≤ 0.5 is no longer fulfilled and we leave the loop. In order to interpret the
result, interpret(> 0.5, service, 0, 0.52766, 0.33333) is called. As we want to check whether
the steady-state probability is greater than 0.5, we enter the second part of the case. Be-
cause pi2(service) > 0.5 holds, we return the complete state space of the QBD S. That is,
the CSL∞ formula S>0.8(service) is valid in every state of the QBD.
For the calculation of the steady-state probabilities, see [Hav99].
6.6 Time-bounded Next operator
Now we are going to study the time-bounded Next operator. With this operator it is
possible to state restrictions over the paths that are going to be taken, for example in
the next state property Φ holds. Combined with the probability operator, we are able to
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construct a CSL∞ formula as P./p(X
IΦ). Recall that if a state (i, j) satisfies this formula
(i, j) |= P./p(X
IΦ), when the one-step state probability to reach a state that fulfills Φ
within a time in I, outgoing from (i, j), meets the bound p.
Whether a state (i, j) |= P./p(X
IΦ) can be checked easily as follows:
(i, j) |= P./p(X
IΦ) ⇔ Pr(i,j){σ ∈ Path | σ |= X
IΦ} ./ p
⇔
(e−E((i,j))·a − eE((i,j))·b) · ∑
s′∈Sat(Φ)
N((i, j), s′)
 ./ p (6.12)
with a = inf I and b = sup I. N((i, j), s′) specifies the probability to step from state
(i, j) to state s′.
In order to calculate Pr(i,j){σ ∈ Path|σ |= X
IΦ}, we need to sum over all states that fulfill
Φ. But, even though the satisfiability set Sat(Φ) can possibly be infinite, we only need to
sum over the states from Sat(Φ), that are reachable from (i, j) in one step. That is, we
only have to consider the states from level j − 1, j and j + 1, that satisfy Φ. For all other
levels the one step probability is zero. The finite set SatX ,(i,j)(Φ) contains those states from
level j − 1, j, j + 1 that fulfill Φ:
SatX ,(i,j)(Φ) =

SatB(Φ) ∪ Sat0(Φ), if j = 0
SatB(Φ) ∪ Sat0(Φ) ∪ Sat1(Φ), if j = 1
Satj−1(Φ) ∪ Satj(Φ) ∪ Satj+1(Φ), if j > 1
(6.13)
Now we want to examine whether the time-bounded Next operator on a level-independent
CSL∞ formula, does change Requirement 4. As mentioned above, in the border level other
next formula can be fulfilled than in the other repeating levels, as the boundary level is
still reachable in one step. Thus it is possible, that Sat0(P./p(X
IΦ)) 6= Sat1(P./p(X
IΦ)).
But for all repeating levels j > 1 it holds that Sati(P./p(X
IΦ)) = Satj+1(P./p(X
IΦ)). Thus
Requirement 4 is only valid for repeating levels higher than the border level.
Proposition 5 For a level-independent CSL∞ state formula Φ and for all repeating levels
greater than repeating level 1 (l > 1) of a QBD Q and ∀i ∈ {0, . . . , N − 1} the following
holds:
(i, l) |= P./p(X
IΦ) ⇔ (i, l + 1) |= P./p(X
IΦ).

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Proof
(i, l) |= P./p(X
IΦ)
⇔ Prob((i, l),X IΦ) ./ p
⇔ Pr(i,l){σ ∈ Path | σ |= X
IΦ} ./ p
⇔ Pr(i,l){σ ∈ Path | σ[1] is defined ∧ σ[1] |= Φ ∧ δ(σ, 0) ∈ I} ./ p
⇔
∑
s′∈Sat(Φ)
Pr(i,l)(C((i, l), I, s
′)) ./ p
⇔
∑
s′∈Sat(Φ)
Pr(i,l)(C((i, l)) ·N((i, l), s
′) · (e−E((i,l))·a − eE((i,j))·b) ./ p
⇔
∑
s′∈Sat(Φ)
Pr(i,l+1)(C((i, l + 1)) ·N((i, l + 1), s
′) · (e−E((i,l+1))·a − eE((i,l+1))·b) ./ p
⇔
∑
s′∈Sat(Φ)
Pr(i,l+1)(C((i, l + 1), I, s
′)) ./ p
⇔ Pr(i,l+1){σ ∈ Path | σ[1] defined ∧ σ[1] |= Φ ∧ δ(σ, 0) ∈ I} ./ p
⇔ Pr(i,l+1){σ ∈ Path | σ |= X
IΦ} ./ p
⇔ (i, l + 1) |= P./p(X
IΦ)

We need to understand, that in the above proof in line 6, s′ stands for other states than in
line 7, because we stepped one level higher. We use the definition of a cylinder set, that
has been stated in 2.2.
To ensure that Requirement 4 remains valid for all repeating levels, we combine the former
boundary level and the former border level to form one new boundary level as can be seen
in Figure 6.5, when checking a Next formula. Repeating level 1 thus becomes the new
border level.
We use the former border level as a buffer between the former boundary level and the new
border level, to guarantee that in corresponding states of every repeating level the same
Next formulas are valid. From the new border level we cannot reach the former boundary
level anymore in one step and we achieved that Sat0(P./p(X
IΦ)) = Satj(P./p(X
IΦ)), j ≥ 1.
After adapting the QBD in this way, we are able to compute the complete satisfaction
set for the formula under study, Sat(P./p(X
IΦ)), as follows. We need to check for every
state from the border level and for every state of an arbitrary repeating level, whether
s |= P./p(X
IΦ). This is possible, because with Requirement 4, Satj(Φ) is the same for all
repeating levels and we thus check over the same SatX ,(i,j)(Φ) for all states (i, j), j ≥ 1.
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new border level
. . .
former border level
new boundary level
former boundary level
Figure 6.5: Adaptation of the QBD for the next operator.
The model checking routine for the Next operator has been stated in pseudo-code in Al-
gorithm 6 and 7.
Algorithm 6 SatX (./ p, I,Φ) : set of states
var return set: set of states;
begin
SB = SB ∪ {(i, 1) | i ∈ {0, . . .N − 1}};
adaption of transitions for new boundary level;
set finite = ∅;
set infinite = ∅;
for all s ∈ SB ∪ S∞ do
if satisfyX (s, ./ p, I,Φ) then
return set = return set ∪ {s};
end if
end for
return return set;
end
Example 7
As example QBD for model checking the Next operator we use a simple M |M |1 queue
with server breakdowns as depicted in Figure 6.6.
If we want to calculate the satisfaction set for the CSL∞ formula P>0.8(X
[0,2]empty))
and the numerical values λ = 2, µ = 3, r = 1 and f = 0.5, Algorithm 1 is called
for Sat(P>0.8(X
[0,2]empty)). As the sixth case holds, Algorithm 6 is called: SatX (>
0.8, [0, 2], empty). At first, the first repeating level is integrated into the boundary level.
The new boundary level consists then of three states: {(0, 0), (0, 1), (1, 1)}. Function
satisfyX ((i, j), > 0.8, [0, 2], empty) is then called for each state of the new boundary level.
As SatB(empty) = {(0, 0)}, this yields:
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Algorithm 7 satisfyX (s, ./ p, I,Φ) : boolean
var a : real;
var b : real;
begin
a = sup(I);
b = inf(I);
return ([(e−E(s)·b − e−E(s)·a)
∑
s′∈Sat(Φ) N(s, s
′)] ./ p);
end
(0,0) (0,1)
(1,1) (1,2) (1,3)
(0,3)(0,2) . . .
down down down
up up upempty
f f frrr
λ λ λ λ
µ µ
µ µ
Figure 6.6: QBD for M |M |1 queue with server breakdowns
satisfyX ((0, 0), > 0.8, [0, 2], empty)
= ([(e−E((0,0))·0 − e−E((0,0))·2) ·N((0, 0), (0, 0))] > 0.8)
= ([(e−E((0,0))·0 − e−E((0,0))·2) · 0] > 0.8
= 0 > 0.8
= false
satisfyX ((0, 1), > 0.8, [0, 2], empty)
= ([(e−E((0,1))·0 − e−E((0,1))·2) ·N((0, 1), (0, 0))] > 0.8)
= ([(e−3.5·0 − e−3.5·2) · 3/3.5] > 0.8
= ([(1− 0.00091) · 0.85714] > 0.8
= 0.85636 > 0.8
= true
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satisfyX ((1, 1), > 0.8, [0, 2], empty)
= ([(e−E((1,1))·0 − e−E((1,1))·2) ·N((1, 1), (0, 0))] > 0.8)
= ([(e−E((1,1))·0 − e−E((1,1))·2) · 0] > 0.8
= 0 > 0.8
= false
Only satisfyX ((0, 1), > 0.8, [0, 2], empty) yields true, thus set finite is set to {(0, 1)}. Now
we need to check the states of the repeating level:
satisfyX ((0, 2), > 0.8, [0, 2], empty)
= ([(e−E((0,2))·0 − e−E((0,2))·2) ·N((0, 2), (0, 0))] > 0.8)
= ([(e−E((0,2))·0 − e−E((0,2))·2) · 0] > 0.8
= 0 > 0.8
= false
satisfyX ((1, 2), > 0.8, [1, 2], empty)
= ([(e−E((1,2))·0 − e−E((1,2))·2) ·N((1, 2), (0, 0))] > 0.8)
= ([(e−E((1,2))·0 − e−E((1,2))·2) · 0] > 0.8
= 0 > 0.8
= false
Since the one step probabilities to state (0, 0) are zero for the states of the repeating levels,
set infinite remains empty. Thus we have calculated Sat(P>0.8(X
[0,2]empty)) = {(0, 1)}.
This example shows, why we have to integrate the first repeating level into the boundary
level, in order to ensure the level independence of CSL∞ properties. Otherwise in state
(0, 1) from the first repeating level, the formula P>0.8(X
[0,2]empty) would have been valid,
but not in the corresponding states of higher repeating levels.
6.7 Time-bounded Until operator
Now we focus on the most complicated operator. If we want to model check the Until op-
erator, we have to examine paths of possibly infinite length. We want to check for example
whether the CSL∞ formula P>0.9(up U
[0,5]down) is valid in state (0, j) for the repeating
levels j in the QBD from Figure 6.6, we can imagine an infinitely long path, where all
states fulfill up. How to deal with such paths?
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In order to check whether a formula involving the Until operator is valid in a state of the
QBD under study, we use transient analysis to compute the probabilities to be in a given
state (i, j), at a given time t, starting from a given state (i′, j ′). As explained in Chap-
ter 3.3, uniformization is a well-known solution method for transient analysis. A quasi
birth-death process is a CTMC that follows a special structure. With uniformization, the
CTMC, that has continuous-time, is transformed into a stochastically equivalent DTMC,
that is characterized by discrete time and an underlying Poisson process.
For a given accuracy, uniformization only considers as many steps as needed to reach this
precision. Thus, infinite paths in the QBD reduce to finite ones. The number of steps
n, that needs to be taken into account is precomputed and the DTMC that corresponds
to the QBD can be cut, counting from the starting state (i, j) after n steps in “both
directions”. Thus possibly infinite paths in the QBD reduce to large finite ones, depending
on the number of steps. Because we want to preserve the level structure of the QBD, it
is more convenient, to cut after a complete level, rather then within a level. We need to
know how many steps are minimally required, to cross a level of the QBD. The so called
level-diameter of the QBD can then be used together with the amount of steps, that is
considered by uniformization, to cut the CTMC to a finite DTMC. After transforming the
infinite QBD to a finite DTMC, we can proceed with model checking, as with CSL model
checking.
Definition 17
The level-diameter d equals the minimum number of steps that is needed to cross a repeat-
ing level in order to reach the next higher or lower level of a QBD. Because all repeating
levels have the same structure the level-diameter is the same for all repeating levels. As
we assume the level-diameter to be the minimum, we have the same level diameter for
crossing a level from the left to the right and for the other direction. 
d d d d d. . . . . .
repeating level l repeating level l + dn
d
e
{
repeating level l − dn
d
e, if l − dn
d
e > 0
boundary level, otherwise
Figure 6.7: QBD cut down to a finite DTMC according to the number of steps n and
level-diameter d.
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If n steps need to be taken into account and the level-diameter is d, at most dn
d
e levels
can be reached. If we start from level l the QBD can be cut down to at most (dn
d
e+ 1) · 2
levels, that is from max{0, l − dn
d
e} to l + dn
d
e, as can be seen in Figure 6.7.
Example 8
If we consider again the QBD with server breakdowns and the numerical values as depicted
in Figure 6.8, the transformation is done as follows:
(1,1)
(0,0) (1,0) (2,0) (3,0) (4,0)
(4,1)(3,1)(2,1)
4
2
4
2 2
4
2
4
2
4
10.51 1 0.5 1 0.5 0.5
upup up up
. . .
up
Repeating Levels
downdown down down
Boundary LevelBorder Level
Figure 6.8: QBD with server breakdowns.
The matrices that define Q are the following:
A0 =
(
2 0
0 0
)
, A1 =
(
−6.5 0.5
1 −1
)
,
A2 =
(
4 0
0 0
)
, B0,0 =
(
−2
)
,
B1,0 =
(
4
0
)
, B0,1 =
(
2 0
)
.
As can be seen easily, the uniformization rate can be chosen as λ = 6.5, and thus the
matrices can be transformed to:
AD0 =
(
0.307692 0
0 0
)
, AD1 =
(
0 0.0769231
0.153846 0.846154
)
,
AD2 =
(
0.615385 0
0 0
)
, BD0,0 =
(
0.692308
)
,
BD1,0 =
(
0.615385
0
)
, BD0,1 =
(
0.307692 0
)
.
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The level-diameter d = 1 and if we consider the interval I = [0, 5], the number of steps
that needs to be considered is 56, given ε = 0.0001. That is, if we want to analyze all
paths, outgoing from state (0, 0) all states in levels j = 1, . . . , 56 need to be considered.
In what follows, we will distinguish between the bounded Until operator P./p(Φ U
[0,t]Ψ),
where the change between property Φ and Ψ has to take place during interval [0, t] and the
interval Until operator P./p(Φ U
[t1,t2]Ψ), where the change has to take place during interval
[t1, t2]. This distinction can be seen in Algorithm 8:
Algorithm 8 SatU(./ p, I,Φ1,Φ2) : set of states
begin
if inf(I) = 0 then
return SatboundedU (./ p, I,Φ1,Φ2);
else
return SatintervalU (./ p, I,Φ1,Φ2);
end if
end
6.7.1 Interval [0, t]
With the above considerations, model checking P./p(Φ U
[0,t]Ψ) can be done as for finite
CTMCs. The idea of model checking a CTMC for time-bounded until in CSL is to use
transformed CTMCs, where several states are made absorbing. As explained in [BHHK03]
this proceeds as follows:
Definition 18
For CTMC M = (S,T, L) and CSL state formula Φ let CTMC M[Φ] result from M by
making all Φ states in M absorbing, i.e., M[Φ] = (S,T′, l), where T′(s, s′) = T(s, s′) if
s 6|= Φ and 0 otherwise. 
The CSL∞ path formula ϕ = Φ U [0,t]Ψ is valid if a Ψ state is reached, before time t via some
Φ path. As soon as a Ψ state is reached, the future behavior of the CTMC is irrelevant
for the validity of ϕ. Thus all Ψ states can be made absorbing without affecting the
satisfaction set of formula ϕ. As soon as a (¬Φ ∧ ¬Ψ) state is reached, ϕ will be invalid,
regardless of the future evolution of the system. As a result we may switch from M to
M[Ψ][¬Φ ∧ ¬Ψ] = M[¬Φ ∨Ψ].
Proposition 6 For any CTMC M:
ProbM(s,Φ U [0,t]Ψ) = ProbM[Ψ](s,Φ U [0,t]Ψ) =
∑
s′′|=Ψ
piM[¬Φ∨Ψ](s, s′′, t). (6.14)

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This approach can be translated to the special structure of QBDs as follows:
Proposition 7 For any QBD Q:
s |= P./p(Φ U
[0,t]Ψ) ⇔ ProbQ(s,Φ U [0,t]Ψ) ./ p
⇔
 ∑
s′∈SatB(Ψ)
piQ[¬Φ∨Ψ](s, s′, t) +
∞∑
i=0
∑
s′∈Sati(Ψ)
piQ[¬Φ∨Ψ](s, s′, t)
 ./ p

The infinite sum can then be cut by using uniformization as explained above.
In order to model check a QBD Q with level-diameter d for time-bounded until from
starting state s, Q needs to be transformed to Q[¬Φ ∨ Ψ] = (S,T′, L). In Q[¬Φ ∨ Ψ] all
states that satisfy ¬Φ or Ψ are made absorbing, because transitions starting in such a state
do not need to be taken into account. Then, we need to calculate the one-step transition
probability matrix P as:
P = I +
Q
λ
Even though T’ and P’ of the absorbing QBD Q[¬Φ ∨ Ψ] are infinite, the uniformization
rate λ and the matrices can be computed because of the repetitive structure of the QBD
process. If we look into the build-up of the generator matrix Q, as depicted in Figure 2.2,
we observe that the seven matrices that describe the transition behavior of the QBD are
placed very regularly. λ is at least as large as the largest diagonal entry of the generator
matrix Q. As only the matrices B0,0, B1,1 and A1 are situated on the diagonal part of Q,
λ can be obtained, by comparing the diagonal entries of those matrices. To compute P’,
we can transform the seven matrices that form the generator matrix separately. P’ can be
obtained by arranging the transformed matrices exactly as in Q.
Next, we need to compute the number of steps n that needs to be taken into account. We
know that at most dn
d
e levels can be visited, if n is the precomputed number of steps and
d the level-diameter of the QBD. Thus for starting state (i, l) situated in level l, the QBD
can be cut to a finite Markov chain as follows.:
• Case (l − dn
d
e > 0):
In this case, from the starting state of interest the boundary level cannot be reached
within n steps. s |= P./p(Φ U
[0,t]Ψ) can then be checked as follows: l+dnd e∑
j=l−dn
d
e
∑
s′′∈Satj(Ψ)
piQ[¬Φ∨Ψ](s, s′′, t)
 ./ p (6.15)
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• Case (l − dn
d
e ≤ 0):
In this case the first level of the QBD that needs to be taken into account is still the
boundary level. The model checking then proceeds as follows: ∑
s′′∈SatB(Ψ)
piQ[¬Φ∨Ψ](s, s′′, t) +
l+dn
d
e∑
j=1
∑
s′′∈Satj(Ψ)
piQ[¬Φ∨Ψ](s, s′′, t)
 ./ p (6.16)
From the first dn
d
e repeating levels the border level can be reached within n steps, so
that in those levels different Until formulas than in the remaining repeating levels can be
fulfilled. That is, Satj(P./p(Φ U
IΨ)) 6= Satj+1(P./p(Φ U
IΨ)) is possible for for repeating
level j = 0, . . . , dn
d
e. Just like with the next operator we combine the boundary level with
the first dn
d
e repeating levels to build a buffer, that guarantees the level-independence for
Until formulas as well.
. . .
new boundary level
. . .
former boundary level
repeating level dn
d
e
Figure 6.9: Combine the first dn
d
e repeating levels and the former boundary level.
Proposition 8 For level-independent CSL∞ state formulas Φ and Ψ and for all repeating
levels j with j > dn
d
e of a QBD Q and ∀i ∈ {0, . . . , N − 1} the following holds:
∃K : ∀l > K : (i, l) |= P./p(Φ U
[0,t]Ψ) ⇔ (i, l + 1) |= P./p(Φ U
[0,t]Ψ).

The above proposition can be proven following the idea of the iterative calculation of the
steady-state probabilities, because we will eventually reach a level, where the change in
probability does not influence the decision whether the probability meets the given bound
or not. As we cut the infinitely long QBD with uniformization, we assume, that K is
at most dn
d
e. Whenever K is greater that dn
d
e, we possibly get a wrong result for model
checking the Until operator. Thus, we should check if the new border level is correctly
representing the repeating portion of the QBD.
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If we check whether s |= P>p(Φ U
[0,t]Ψ), for a state s from the new border level, we calculate
the probability to reach a Ψ state from s with uniformization for a given maximum error
ε. This probability is denoted pi(ε) in the following and is always smaller than the real
probability pi = pi(ε)+ ε˜, that is the sum of the calculated probability, for a given maximum
error ε and the actual error ε˜, which cannot be calculated. To ease the understanding, we
assume that the repeating levels consist of only one state. Whether the new border level
is correctly representing the repeating part of the QBD can be decided as follows:
• Case (pi(ε) > p):
In this case the new border level is a correct representative for the repeating levels,
because the probability that has been calculated with uniformization is already big
enough.
• Case (pi(ε) < p− ε):
If this case holds, the new border level is a correct representative as well. We know,
that state s does not satisfy the given formula, as the probability can never become
greater than p.
• Case (pi(ε) ≥ p− ε) ∧ (pi(ε) < p):
In this case, the new border level is not a correct representative. As we cannot
calculate the actual error ε˜, we cannot decide whether s satisfies the given formula.
If the third case holds, we need to make ε smaller, because this results in a greater buffer
and a higher representative for the repeating levels and check if this produced a correct
representative. We did not further investigate ways of finding the exact value of K.
The precise model checking routine for the bounded Until operator is stated in Algorithms
8, 9 and 10, where the probability vectors pi are computed with uniformization.
Example 9
If we proceed with the example QBD depicted in Figure 6.8 and want to calculate the
satisfaction set of the CSL∞ formula P<0.5(up U
[0,2]down), we first have to construct the
corresponding QBD, that has been made absorbing for all states, that fulfill ¬up ∨ down.
As Sat(¬up∨down) = {(1, j) | ∀j > 0}, we only have to remove the transition repair from
every repeating level, as can be seen in Figure 6.10.
In the next step, we need to calculate the matrix P’ for the absorbing QBD Q[¬up∨down].
For the uniformization rate λ = 6.5 this matrix consists of the following six matrices:
AD0 =
(
0.307692 0
0 0
)
, AD1 =
(
0 0.0769231
0 1
)
,
AD2 =
(
0.615385 0
0 0
)
, BD0,0 =
(
0.692308
)
,
BD1,0 =
(
0.615385
0
)
, BD0,1 =
(
0.307692 0
)
.
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Algorithm 9 SatboundedU (./ p, I,Φ1,Φ2) : set of states
var set: set of states;
var n: int;
var d: int;
begin
absorbing(¬Φ1 ∨ Φ2);
SB = SB ∪
⋃dn
d
e+1
j=1 {(i, j) | i ∈ {0, . . . N − 1}};
precompute number of steps;
compute level-diameter;
adaption of transitions for new boundary level;
set finite = ∅;
set infinite = ∅;
for all s ∈ S do
if satisfyU ,bounded(s, ./ p, I,Φ1,Φ2, n, d) then
set = set ∪ s;
end if
end for
return set;
end
Algorithm 10 satisfybounded(s, ./ p, I,Φ1,Φ2, n, d) : boolean
var a: real;
var b: real;
var l: int;
begin
a = sup(I);
b = inf(I);
l = level(s);
if l − dn
d
e > 0 then
return  l+dnd e∑
j=l−dn
d
e
∑
s′′∈(Sj∩Sat(Ψ))
piQ[¬Φ∨Ψ](s, s′′, t)
 ./ p;
else
return ∑
s′′∈(SB∩Sat(Ψ))
piQ[¬Φ∨Ψ](s, s′′, t) +
l+dn
d
e∑
j=l
∑
s′′∈(Sj∩Sat(Ψ))
piQ[¬Φ∨Ψ](s, s′′, t)
 ./ p;
end if
end
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(1,1)
(0,0)
4
2
4
2 2
4
2
4
2
4
0.5 0.5 0.5 0.5
(0,1) (0,2)
(1,2)
(0,3)
(1,3)
(0,4)
(1,4)
. . .
Repeating Levels
downdown down down
Boundary Level
upup up up up
Border Level
Figure 6.10: Absorbing Q[¬up ∨ down]
For a given error of ε = 10−7, the precomputation of steps yields n = 36, thus we need
to consider 2 · 36 + 2 · 37 + 1 = 147 states. From these 147 states, 1 + 36 · 2 = 73 states
belong the the new boundary level, 2 states belong the one repeating level, that needs to
be checked. The remaining 72 states need to be considered, because from the repeating
level under study again 36 repeating levels to the right can be reached.
We yield the following probabilities:
Boundary Level
(0,0) 0.31
(0,1) 0.38
(1,1) 1
(0,2) 0.44
(1,2) 1
(0,3) 0.49
(1,3) 1
(0,4) 0.54
(1,4) 1
· · · · · ·
(0,36) 0.63
(1,36) 1
Repeating Level
0 0.63
1 1
Thus, Sat(P<0.5(up U
[0,2]down)) = {(0, 0), (0, 1), (0, 2), (0, 3)}. This can be interpreted as
follows: only if less than four customers are in the queue, the probability for the server to
go down within two time units is less than 0.5.
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6.7.2 Interval [t1, t2] (0 < t1 < t2)
For this more complicated case, with 0 < t1 ≤ t2 we again follow the idea of CSL model
checking. It is important to note that
Prob(s,Φ U [t1,t2]Ψ) 6= Prob(s,Φ U [0,t2]Ψ)− Prob(s,Φ U [0,t1]Ψ) (6.17)
neither for CTMCs M, nor for QBDs Q. For example, considering the QBD modeling the
M |M |1 queue with server breakdowns, with Φ and Ψ valid in every state, the righthand
side would be 0, whereas Prob(s,Φ U [t1,t2]Ψ) = 1.
For model checking a CSL∞ formula that contains the interval Until operator, we need to
consider all possible paths, starting in a Φ state at the actual time-instance and reaching
a Ψ state during the time interval [t1, t2] by only visiting Φ states on the way. We can
split the path in two parts. The first part models the path from the starting state s to a
Φ state s′ and the second part the path from s′ to a Ψ state s′′ only via Φ states.
We need two transformed CTMCs: piQ[¬Φ] and piQ[¬Φ∨Ψ], where piQ[¬Φ] is used in the first
part of the path and piQ[¬Φ∨Ψ] in the second. In the first part of the path, we only proceed
along Φ states, thus all states, that do not satisfy Φ do not need to be considered and can
be made absorbing. As we want to reach a Ψ state via Φ states in the second part, we
can make all state that do not fulfill Φ absorbing, because we cannot proceed along these
states, and all states that fulfill Ψ, because we are done, as soon as we reach such a state.
In order to calculate the probability for such a path, we accumulate the multiplied transi-
tion probabilities for all triples (s, s′, s′′), where s′ |= Φ and is reached before time t1 and
s′′ |= Ψ and is reached before time t2 − t1. This can be done, because the QBDs are time
homogeneous.
Proposition 9 [BHHK03]
For any CTMC M and (0 < t1 < t2):
ProbM(s,Φ U [t1,t2]Ψ) =
∑
s′|=Φ
∑
s′′|=Ψ
piM[¬Φ](s, s′, t1) · pi
M[¬Φ∨Ψ](s′, s′′, t2 − t1). (6.18)

For proof and further information, see [BHHK03]. This approach can easily be applied to
QBDs. Furthermore, we can exploit the special structure of QBDs by distinguishing the
different levels where the states s′ and s′′ can be situated.
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Proposition 10 For any QBD Q, time interval I = [t1, t2], with (0 < t1 < t2):
ProbQ(s,Φ U [t1,t2]Ψ)
=
∑
s′|=Φ
∑
s′′|=Ψ
piQ[¬Φ](s, s′, t1) · pi
Q[¬Φ∨Ψ](s′, s′′, t2 − t1)
=
∑
s′|=Φ
(
∑
s′′∈SatB(Ψ)
piQ[¬Φ](s, s′, t1) · pi
Q[¬Φ∨Ψ](s′, s′′, t2 − t1)
+
∞∑
i=0
∑
s′′∈Sati(Ψ)
piQ[¬Φ](s, s′, t1) · pi
Q[¬Φ∨Ψ](s′, s′′, t2 − t1))
=
∑
s′∈SatB(Φ)
( ∑
s′′∈SatB(Ψ)
piQ[¬Φ](s, s′, t1) · pi
Q[¬Φ∨Ψ](s′, s′′, t2 − t1)
+
∞∑
i=0
∑
s′′∈Sati(Ψ)
piQ[¬Φ](s, s′, t1) · pi
Q[¬Φ∨Ψ](s′, s′′, t2 − t1)
)
+
∞∑
j=0
∑
s′∈Satj(Φ)
( ∑
s′′∈SatB(Ψ)
piQ[¬Φ](s, s′, t1) · pi
Q[¬Φ∨Ψ](s′, s′′, t2 − t1)
+
∞∑
i=0
∑
s′′∈Sati(Ψ)
piQ[¬Φ](s, s′, t1) · pi
Q[¬Φ∨Ψ](s′, s′′, t2 − t1)
)
(6.19)

Again, we can use uniformization to transform the infinite-state QBD to a finite CTMC,
in order to ease the calculation. We need to calculate the number of steps that have to be
considered n1, n2 and the level-diameters d1, d2, each for Q[¬Φ] and for Q[¬Φ ∨Ψ].
The infinite sums can be restricted, because from a starting state in level l, we can not
reach a level higher than l + dn1
d1
e+ dn2
d2
e or lower than max{0, l − dn1
d1
e − dn2
d2
e}.
But they can even be cut tighter, by considering the following four different cases:
• s′ ∈ SB and s′′ ∈ SB
In this case both states s′ and s′′ are situated in the boundary level. As can be
seen in Figure 6.11, changes from starting state s into state s′ are only comprised by
uniformization, if state s is situated in a level l ≤ dn1
d1
e. Otherwise state s′ cannot be
reached from state s, because only n1 steps are considered and we need at least d1
steps to cross a level of the QBD.
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s’
s”
s
level l
. . .
boundary level
dn1
d1
e
Figure 6.11: Case s′ ∈ SB and s′′ ∈ SB
• s′ ∈ SB and s′′ ∈ Si for i = 0, . . . ,∞
In this case state s′ is still situated in the boundary level, whereas state s′′ may be
situated in an arbitrary repeating level. But, as shown in Figure 6.12 we only need to
consider those transitions, where state s′′ is not situated more than dn2
d2
e levels away
from the boundary level. Otherwise the change from state s′ to state s′′ is not taken
into account by uniformization and the second term of the equation will evaluate to
zero.
s’
s
level l
. . .
s”
boundary level
dn2
d2
e
Figure 6.12: Case s′ ∈ SB and s′′ ∈ Si for i = 0, . . .∞
• s′ ∈ Sj for j = 0, . . . ,∞ and s′′ ∈ SB
Here, state s′ is situated in an arbitrary repeating level and state s′′ in the boundary
level. s′ may only be situated in a radius of dn1
d1
e around level l and at most dn2
d2
e
levels away from the boundary level. As can be seen in Figure 6.13 we obtain min{l+
dn1
d1
e, dn2
d2
e} as a upper bound and max{l − dn1
d1
e, 0} as lower bound.
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s
level l
. . .
level min{l + dn1
d1
e, dn2
d2
e}
s”
s’
boundary level
Figure 6.13: Case s′ ∈ Sj for j = 0, . . .∞ and s′′ ∈ SB
• s′ ∈ Sj for j = 0, . . . ,∞ and s′′ ∈ Si for i = 0, . . . ,∞
In the last case, both s′ and s′′ can be situated in arbitrary repeating levels. As
shown in Figure 6.14, state s′ can be situated within a radius of dn1
d1
e levels around
level l and state s′′ within a radius of dn2
d2
e levels around state s′. This leads to the
lower bound j = max{0, l − dn1
d1
e} and an upper bound l + dn1
d1
e for level j of state
s′ and a lower bound i = max{0, j − dn2
d2
e} and upper bound j + dn2
d2
e for level i of
state s′′.
s
level l
. . .
s”s’
level j level i
boundary level
dn1
d1
e
dn2
d2
e
Figure 6.14: Case s′ ∈ Sj for j = 0, . . .∞ and s′′ ∈ Si for i = 0, . . .∞
Thus we can restrict equation 6.19 without loss of generality under the assumptions, that
• s is the starting state,
• s is situated in level l,
• d1 is the level-diameter of Q[¬Φ] and with uniformization n1 steps are taken into
account,
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• d2 is the level-diameter of Q[¬Φ∨Ψ] and with uniformization n2 steps are taken into
account.
by replacing the infinite bounds with the bounds found above:
ProbQU (s,Φ U
[t1,t2]Ψ)
=
∑
s′∈SatB(Φ)
piQ[¬Φ](s, s′, t1)
 ∑
s′′∈SatB(Ψ)
piQ[¬Φ∨Ψ](s′, s′′, t2 − t1)
+
d
n2
d2
e∑
j=0
∑
s′′∈Satj(Ψ)
piQ[¬Φ∨Ψ](s′, s′′, t2 − t1)

+
min{d
n2
d2
e,l+d
n1
d1
e}∑
j=max{1,l−d
n1
d1
e}
∑
s′∈Satj(Φ)
piQ[¬Φ](s, s′, t1)
 ∑
s′′∈SatB(Ψ)
piQ[¬Φ∨Ψ](s′, s′′, t2 − t1)
+
j+d
n2
d2
e∑
i=max{1,j−d
n2
d2
e}
∑
s′′∈Satj(Ψ)
piQ[¬Φ∨Ψ](s′, s′′, t2 − t1)
 .
(6.20)
Thus, in order to model-check s |= P./p(Φ U
[t1,t2]Ψ), we can compute ProbQU (s,Φ U
[t1,t2]Ψ),
according to Equation 6.20 and compare it to the bound p.
Exactly as with the bounded Until operator, the interval Until influences the level-independence
of properties. Again, we need to create a buffer between the boundary level and the re-
peating levels, to ensure that from no repeating level the boundary level can be reached
within the considered amount of steps. As we can cross at most dn1
d1
e + dn2
d2
e levels, we
have to combine the former boundary level with the first dn1
d1
e + dn2
d2
e repeating levels to
a new boundary level, to ensure the that CSL∞ properties are valid level independently in
the repeating levels.
Proposition 11 For level-independent CSL∞ state formulas Φ and Ψ and for all repeating
levels greater than level dn1
d1
e + dn2
d2
e of a QBD Q and ∀i ∈ {0, . . . , N − 1} the following
holds:
∃K : ∀l > K : (i, l) |= P./p(Φ U
[t1,t2]Ψ) ⇔ (i, l + 1) |= P./p(Φ U
[t1,t2]Ψ).

As for K, the same reasoning holds as with the bounded Until operator.
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The pseudo-code for the calculation of Sat(P./p(Φ U
[t1,t2]Ψ)) proceeds as for the bounded
Until operator, with the only difference that Algorithm 10 uses Equation 6.20 to check,
whether s |= P./p(Φ1U
IΦ2).
6.7.3 Sat(P./p(Φ U
IΨ))
If we want to compute Sat(P./p(Φ U
[0,t]Ψ)) or Sat(P./p(Φ U
[t1,t2]Ψ)) we need to accomplish
the model checking as explained above once for every state from the boundary level, once
for every state of the first dn
d
e + 1 repeating levels. Sati(P./p(ΦU
[0,t]Ψ)) for the remaining
repeating levels then equals Satd
n
d
e+1(P./p(Φ U
[0,t]Ψ)) because of the level independent
properties.
Chapter 7
Tool-Implementation
In this chapter, we describe the tool environment for model checking CSL∞ until formu-
las, that has been developed until now. The tool is written in C++ and consists of two
classes and a main program. The file prob vec.h offers a data structure prob vec to man-
age the transient probabilities of the states of the QBD, given a starting state (i, j), and
several operators for further calculation with the same data structure. The constructor
prob vec(int dim bound, int dim rep, int quan rep) takes three input parameters:
the number of states in the boundary level, the number of states in the repeating level and
the number of repeating levels, that need to be considered when model checking the Until
operator. The data structure consists of quan rep + 1 vectors, one for the boundary level
and quan rep many for the repeating levels.
The file qbd.h offers on the one hand a data structure to represent the state and transition
structure of the QBD under study and its atomic propositions and on the other hand all
means to carry out uniformization. The constructor qbd(string dir) has only one pa-
rameter: the directory where the input specification of the QBD is stored. Via procedure
read qbd() information about the state and transition structure are read and stored in
the six matrices A self, A down, A up, B self, B up and B down. The atomic properties of
the states in the boundary level are saved in the bit vector prop bound and those of the
states in the repeating levels in the bit vector prop rep. With the mappings mapRep and
mapBound atomic propositions are related to entries in the bit vector. Furthermore, the
matrix B self add is initialized. This matrix corresponds to matrix B1,1. It has the same
transition rates as A self, but different diagonal entries, because it is situated between
B down and A up.
7.1 Input specification
For the input values nine files with the following names and values are required:
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• dimension:, includes the size of the boundary level and the size of the repeating
levels.
• prop bound: After #DECLARATIONS in the first line, follows a list of all atomic propo-
sitions that occur in the boundary level, which is ended by #END. If there are any
atomic propositions defined in the boundary level, at this position follow pairs con-
sisting of a state and an atomic proposition, that specify the states in which each
atomic proposition holds.
• prop rep: The build up of this file is the same as for prop bound, but it states the
atomic propositions of the states in the repeating levels.
The remaining six files are used to state the transition structure of the QBD under
study. This is done by specifying for all the six matrices triples ( state i, state j,
transition) stating that state i is reachable from state j with rate transition. The files
for the six matrices need to be named as follows:
• b 0 0: For transitions within the boundary level.
• b 0 1: For transitions from the boundary level to the border level.
• b 10: For transitions from the border level to the boundary level.
• a 1: For transitions within a single repeating levels.
• a 0: For transition from one repeating level to the next higher repeating level.
• a 2: For transitions from one repeating level to the next lower repeating level.
7.2 Backwards-Uniformization
Usually uniformization is used to calculate the probability distribution on states at a given
time t for a given starting state or initial distribution. But for model checking the Until
operator we need the opposite, as we want to calculate the probability to reach a given
goal state within time t for all possible starting states. This is why we use a variant of
uniformization that is called Backwards-uniformization. The only difference is that pin is
calculated as
pi0 = pi(0) and pin = Ppin−1, n ∈ N
+ (7.1)
in difference to pin = pin−1P, as with normal uniformization.
If we want to calculate Sat(P./p(ΦU
[0,t]Ψ)), we need to check on ∑
s′∈SatB(Ψ)
piQ[¬Φ∨Ψ](s, s′, t) +
∞∑
i=0
∑
s′∈Sati(Ψ)
piQ[¬Φ∨Ψ](s, s′, t)
 ./ p
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for every state s of the adapted boundary level and the first repeating level of the QBD
under study. In the QBD Q[¬Φ∨Ψ], all states that fulfill Ψ are goal states and the number
of goal states depends on |Sat(Ψ)|. Thus, we need to calculate the transient probabilities
from all states s of the adapted boundary level and the first repeating level to all states
s′ ∈ Sat(Ψ). If the former boundary level consists of N0 and the repeating levels of N
states, we have to calculate the probabilities for N0 +N · bound starting states.
This is done by the qbd member function
prob vec* qbd::uniform(bool final 1, int bound final, bool final 2,
int rep final, double t, double error).
First the uniformization constant λ is calculated as:
lambda = calc lambda();
Then the QBD is transformed into the corresponding DTMC, as explained in Section 3.3
and the number of steps that needs to be taken into account is calculated as:
bound = set bound(error, t, lambda);
If the former boundary level consists of N0 and the repeating levels of N states, we have
to calculate the probabilities for N0 +N · bound+N starting states. The new border level
is checked representing all other repeating levels, as we require the level independence of
properties. From the new border level again bound many repeating levels are reachable
upwards, thus we need to take N0 +N · 2(bound) +N many states into account.
The first four parameters of the function uniform specify the set of goal states. The
boolean variables final 1 and final 2 state, whether there is a goal state in the bound-
ary level and in the repeating part of the state space. The integer variables bound final
and rep final then specify the precise goal state. This approach only accounts for one
possible goal state in the repeating levels and for one possible goal state in the boundary
level, for more goal states, the QBD has to be adapted, by combining those goal states.
From the first four parameters we yield four different possibilities for the number of goal
states:
• If we have a goal state in the boundary level as well as in the repeating levels, we
yield
num goal states=2*bound+2;
as number of goal states. That is one goal state in the boundary level and 2*bound
many for the repeating levels that need to be considered.
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• If we have only a goal state in the boundary level, we only need to consider one goal
state:
num goal states=1;
• If there are only goal states in the repeating levels, we yield:
num goal states=2*bound;
as number of goal states, because we need to consider 2*bound + 1 repeating levels.
In dependence of num goal states, we initialize the data structures that are needed to
store the probabilities pi(t) and pin within the calculation:
pi(t) =
∞∑
n=0
ψ(λt;n)pin. (7.2)
In every step k, first the Poisson probability psi= give psi(t,k, lambda) is calculated,
that is the probability, that k steps are carried out within t time units. Then the next
probability vectors pi are calculated according to Equation 7.1 in function give next(pi,
num goal states). The product of psi and pi is added to p according to Equation 7.2.
Finally the value of k is updated, to guarantee that the sum is cut according to the pre-
computed bound.
The function uniform uses a couple of sub functions, that are easy to understand. The
most complicated function is probably
prob vec* qbd::give next(prob vec* pi act, int num goal states),
where the probability vectors pi are calculated for the next iteration step k. That is done
by multiplying the matrix P’, that contains the one step probabilities, from the left with
the matrix pik−1, which contains the probability distribution vectors after k − 1 epochs.
We can exploit the tri-diagonal repetitive structure of the matrix P’:
We have to distinguish three parts of the multiplication, whereas the first part accounts for
the multiplication of the sub matrices for the boundary level, the second part for the sub
matrices of the repeating levels and the third part for the last considered repeating level.
If we step through P’ row wise, the first row contains the matrices B self D and B up D.
This row has to be multiplied with the first two sub vectors pi act[j].bound vec and
pi act[j].repeat[0], that account for the states in the boundary level and the states in
the border level, for every column of pi act. The second row of P’ contains the matrices
B down D, B self add D and A up D, that need to be multiplied with the first three sub
vectors of each colum of pi act.
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For repeating level i, i ∈ {1, . . . 2 · bound− 1}, the calculation is the same. The matrices
A down D, A self D and A up D need to be multiplied with sub vectors i − 1, i and i + 1
from every column of pi act. Only for the two last repeating levels, that are taken into
account, the calculation differs again, as no higher repeating levels cannot be reached any
more.
For model checking the Until operator, we need for every possible starting state the prob-
ability to reach a goal state. As the rows of p correspond to the starting states and the
columns to the goal states, we need to sum the probabilities row-wise. This is done by
function:
double qbd::add prob(prob vec* p, int start state, int start level),
where for a starting state, specified by the last two parameters, the probability to reach a
goal state is calculated, by summing over all reachable goal states.
7.3 Model checking P./p(Φ U [0,t]Ψ)
If we want to calculate the satisfaction set of the CSL∞ formula P./p(Φ U
[0,t]Ψ) for a given
QBD Q, we first need to make Q absorbing for the states that fulfill ¬Φ∨Ψ. For this task
we adapted a program that has been developed for CSL model checking [BCH+04]. The
absorbing states can be split in two groups: the states in the first group fulfill ¬Φ ∧ ¬Ψ
and the states in the second group fulfill Ψ. The states from the second group are the goal
states, that need to be reached before time instance t. For these goal states we have to
call function uniform.
As this function returns a matrix of transient probabilities, we need to add the probabilities
in a row-wise fashion for the N0 +N ∗bound+N starting states and compare the resulting
probabilities with the bound p. This is done by function:
prob vec qbd::sat(prob vec* p, double prob bound, int bowtie)
and we yield a vector that indicates for all states from the new boundary level and for all
states from the new border level whether they are included in Sat(P./p(Φ U
[0,t]Ψ)) or not.
Chapter 8
Application
In this chapter we apply the theory and tool for model checking the Until operator to an
elaborated example.
We analyze a polling system with two priority classes for jobs and corresponding schedul-
ing strategies. Jobs with high priority are served according to an exhaustive scheduling
strategy and jobs with low priority are served with a 1-limited scheduling strategy. In the
beginning, we always start serving high priority jobs and for the first time a low priority
job can only be served after at least one high priority job has been served. As long as there
are high priority jobs in the queue, the server first serves these jobs. Low priority jobs
can only be served, if all high priority jobs are already served and at least one low priority
job is waiting for service. If the server changes to low priority jobs, only one job is served
and afterwards the server changes to high priority jobs even if there is no high priority
job waiting. We can have infinitely many high priority jobs and K low priority jobs in
the system. In the following we are going to analyze some quantitative and qualitative
properties of this system that can be stated as CSL∞ formulas.
In Section 8.1 the queuing system under study is modeled as iSPN, the corresponding
QBD is presented in Section 8.2. In Section 8.3 we specify the properties under study as
CSL∞ formulas and present the results that can be obtained by using the tool presented in
Chapter 7.
8.1 Modeling as iSPN
An iSPN, that models the scheduling system described above, is depicted in Figure 8.1.
According to Definition 8 in Chapter 4 the iSPN must have one unbounded place and all
remaining places have to be bounded. In total we need six places, three for modeling the
arrival of jobs and three for the server behavior. The unbounded place bufferHigh counts
the number of high priority jobs in the system and the bounded places capacityLow and
bufferLow model the low priority jobs. capacityLow contains the low priority jobs that can
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still enter the queue and bufferLow contains the jobs that are already waiting for service.
In the initial marking, the places bufferHigh and bufferLow contain no tokens and capac-
ityLow contains K tokens, modeling empty queues. The marking of the remaining three
places specifies whether the server is available for high or for low priority jobs. If place
avail High contains a token, high priority jobs can be served and if avail Low contains a
token, low priority jobs can be served. Place decide contains a token directly after a job
has been served, after which is decided according to the scheduling strategy, which jobs
are going to be served next. In the initial marking we have one token in place avail High.
K
 
 

2
1
1
0.1 0.2
1
bufferLow
bufferHigh
avail High
avail Low
capacityLow
arr High
serve Lowarr Low
to low
to high
serve High
Figure 8.1: iSPN modeling a priority scheduling system with exhaustive service for high
priority jobs and 1-limited service for low priority jobs
The places are connected via four timed transitions and two immediate transitions. The
two transitions arr High and arr Low model the arrival and the transitions serve high and
serve Low model the serving of high and low priority jobs. The immediate transitions
to high and to low decide which sort of jobs is served next.
After a low priority job has been served, the token representing this job again joins the
place capacityLow, to keep K constant. The scheduling strategy is realized by the inhibitor
arc that connects the place bufferHigh and transition to Low and the input and output
arcs that connect place bufferLow with transition to low. The token can only enter place
avail Low if no high priority jobs are waiting and at least one low priority job is waiting.
The 1-limited scheduling strategy for low priority jobs is realized by the output arc con-
necting transition serve Low and place avail High, because after serving a low priority job,
the token directly enters place avail High.
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Now we need to verify if the presented iSPN complies the requirement for iSPNs, given in
Chapter 4:
• Except for place bufferHigh all places are bounded.
• The initial marking in bufferHigh is zero.
• The multiplicity of all arcs involving bufferHigh is one.
• The place bufferHigh does not occur in rate multiplier functions.
• There are no immediate transitions connected to bufferHigh, thus no immediate tran-
sitions can change the number of tokens in bufferHigh
As the iSPN model of our system fulfills all requirements, we know, that the underlying
CTMC is of QBD structure. In what follows, we are going to analyze specific properties of
this queuing system for an unbounded number of high priority jobs and K− 1 low priority
job and the following rates:
Timed transitions
Transition Rate
arr High 1
arr Low 0.1
serve High 2
serve Low 0.2
Immediate transitions
Transition Probability Priority
to high 1 0
to low 1 1
8.2 Resulting QBD
In order to obtain the underlying QBD, we specified the iSPN from above in CSPL. As
CSPL can only deal with finite CTMCs, we had to restrict the number of high priority jobs.
Using the CSPL implementation by [Bel04], we obtained the underlying finite CTMC. Be-
cause of the repetitive structure of the QBD we were able to extend the obtained finite
CTMC to the QBD that results from the unbounded number of high priority jobs. The
resulting QBD is depicted in Figure 8.2.
Every level consists of three states, which account for the state of the one low priority job
in the system. The infinitely many repeating levels model the number of high priority jobs
in the system. As can be seen easily, the intra-level transition structure is the same for
every repeating level. Only from the border level to the boundary level we have a different
transition structure. The states of the QBD can be interpreted as follows:
(i, j)
{
j : # high jobs
i ∈ {0, 1, 2}
i = 0 low job can be served
i = 1 no low job
i = 2 low job arrived
(8.1)
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boundary level border level repeating level
0.2 0.2 0.2 0.2
0.1 0.1 0.1 0.1
1
2
1 1
111
1 1 1
2 2
22
2
(0,2)
(1,2)
(2,2)
(0,3)
(1,3)
(2,3)
. . .
. . .
. . .
Figure 8.2: Underlying QBD
In case i = 0 we have a token in place avail Low and one token in place bufferLow, in
case i = 1 place bufferLow is empty and place avail High contains one token and in case
i = 2 the places bufferLow and avail High each contain one token. The number of tokens
in place bufferHigh corresponds to the second index j.
The definition of QBDs allows for a different transition structure between the border and
the boundary level, than in between the remaining repeating levels. In the QBD depicted
in Figure 8.2, this is the case. From state (2, 1) we can reach state (0, 0), while from states
(2, j), j > 1, state (2, j − 1) can be reached. This can be easily understood if we consider
the definition of the modeled queuing system. A low priority job can only be served when
all high priority jobs have been served. Place (2, 1) accounts for the case, when only one
high priority job is left in the queue and a low priority job is waiting for service. When
the last high priority job is served, the token changes from place avail High to avail Low
and the low job can be served, thus we reach state (0, 0) in the QBD.
8.3 Formulas and Results
In this section we are going to analyze some interesting properties of our system that can
be expressed by an CSL∞ bounded Until formula. The first property that we are going to
study is the following: Is the probability higher than 10 % that the queue becomes empty
in a given time-interval I? Stated in CSL∞, we want to calculate the satisfaction set of the
following formula:
Φ1 = P>0.1(¬High empty U
[0,2]High empty), (8.2)
where High empty is defined as no token in place bufferHigh at iSPN level. In order to
calculate the satisfaction set, we need to make the QBD absorbing for all states that fulfill
High empty. For a given error ε = 10−5, uniformization considers 16 steps. As explained
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above, we need to include a buffer of 16 levels. The computed satisfaction set is the
following:
Sat(Φ1) = {(0, 0), (1, 0), (2, 0),
(0, 1), (1, 1), (2, 1),
(0, 2), (1, 2), (2, 2),
(1, 3), (2, 3),
(1, 4), (2, 4),
(1, 5), (2, 5)}
The satisfaction set only contains states from the new boundary level, because of the in-
cluded buffer the new border level is level 17. The first three states of the satisfaction set
are the trivial case, because for these states High empty holds anyway. The satisfaction
set can be interpreted as follows: Only if less than six high priority jobs are in the queue,
the probability for the queue to become empty again is bigger than 0.1. For three, four
and five high waiting high priority jobs, the probability is only big enough, if the server is
already serving high priority jobs.
The next property that we want to study is: Is the probability greater than 10 % that
a waiting low priority job is served in time interval I = [0, 2]? The corresponding CSL∞
formula is the following:
Φ2 = P>0.1(¬Low empty U
[0,2]Low empty). (8.3)
For model checking this formula, we need the absorbing QBD Q[Low empty]. For a given error
ε = 10−5, uniformization considers 23 steps, thus we need to include the first 23 repeating
levels in the boundary level as a buffer. The satisfaction set is as follows:
Sat(Φ2) = {(0, 0), (1, 0), (2, 0),
(0, 1), (1, 1), (2, 1),
(0, 2), (1, 2), (2, 2),
(0, 3), (1, 3),
(0, 4), (1, 4),
. . .
(0, 23), (1, 23)
0̂, 1̂}
For all states with first index i = 0, that is when the server is going to serve a job with low
priority next, the probability for the low job to be served in time interval I is greater than
0.1. All states with first index i = 1 are trivially included in the satisfaction set, because
in those states Low empty is valid anyway. For the same reasons the states with first index
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i = 0 and i = 1 from the repeating levels are also included in the satisfaction set. If the
low priority job just arrived in the queue (i = 2), the probability for this job to be served
in time is only greater than 0.1 if less than three high priority jobs are in the queue.
The last property under study is more qualitative one. According to the system specifi-
cation a low priority job can only be served, after at least one high priority job has been
served. If we want to check, whether our model correctly reflects this property, we need to
calculate the satisfaction set of the following CSL∞ formula:
Φ3 = P>0((Low waiting ∧ High empty) U
[0,1]Low empty). (8.4)
Note that the choice of the time interval is arbitrary. The property Low waiting is valid
if a low priority job is waiting, but the sever is serving high priority jobs at the moment.
That is, we want to check, whether it is possible in the QBD for a waiting low priority job
to get served while the queue for high priority jobs stays empty. For a given error ε = 10−5
uniformization considers 10 steps. Thus the first 10 repeating levels are included in the
boundary level. The following satisfaction is computed:
Sat(Φ3) = {(1, 0), (1, 1), . . . , (1, 10), 1̂}
The CSL∞ property Φ3 is only valid in states with first index i = 1. In those states
Low empty is valid anyway, thus they are trivially included in the satisfaction set. As no
other states fulfill Φ3, we know that this property has been correctly modeled.
Chapter 9
Conclusion and Outlook
In this chapter I will first review what has been achieved in my thesis and then point out
further fields of investigation in the area of model checking CSL∞. As there has not been
done much investigation in this area before now, I had to start from the very beginning.
Naturally there is still a lot to do. Three main areas can be identified, that need to be
investigated thoroughly in the future, covering further theoretical work, the implementation
of the presented model checking algorithms, as well as case studies.
9.1 Conclusion
In this work the logic CSL is adapted for use on infinite-state CTMCs and algorithms
for model checking a special class of infinite-state CTMCs, the so-called quasi birth death
processes, are developed. The thesis consists of a large theoretical part, that is split in
two parts. It consists of an introductory portion which covers the theoretical background
needed to understand model checking CSL∞and a main portion, where the results that
I obtained during my work are presented. In the shorter practical part I present the
implementation that has been done and an application of my theoretical results. The in-
troductory part starts with introducing the model class under study in Chapter 2, being
followed by methods for calculating probability measures on QBDs in Chapter 3. The
theory concerning the model class is finished by Chapter 4, where iSPNs as high-level
specification for QBDs are described.
In the main part of my thesis the logic CSL∞ is introduced as a variation of CSL in Chap-
ter 5. We note that the semantics of CSL∞ is exactly the same as for CSL . In Chapter
6 algorithms for checking every CSL∞ operator are presented. These algorithms are de-
scribed informally and stated as pseudo-code; to ease the understanding, every algorithms
is illustrated by means of an example. For checking the Next and Until operator we had
to introduce a buffer to guarantee the level-independence of CSL∞ formulas. This buffer
causes an inflation of the boundary level of considerable size.
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The practical part of my thesis consists of Chapters 7 and 8. In Chapter 7 the implemen-
tation that has been done in order to realize the backwards uniformization is described.
With backwards uniformization, the transient probabilities for a bunch of start and goal
states can be computed at once. In Chapter 8 we used a priority scheduling system with
exhaustive service for high priority jobs and 1-limited service for low priority jobs to apply
the theoretical results from the main part. The system under study has been stated first
as iSPN, then the underlying QBD is presented. Interesting quantitative and qualitative
properties are specified as CSL∞ formulas that have been checked using a combination of
several existing tools and my backwards uniformization for QBDs.
9.2 Further Theoretical Work
My work has been restricted in several areas. Probably the most important restriction
has been to allow only for level independent properties. This enabled me to exploit the
special structure of QBDs and to restrict the infinite state space to a finite set of states,
that needs to be considered. Level independent properties seem to be a natural choice,
if we consider the development of QBDs from the high-level specification as iSPNs, as
they perfectly reflect the equivalence of the restricted reachability sets of the repeating
levels. But as properties that directly depend on the buffer filling are also natural in an
iSPN, level-dependent properties are of high interest as well. For a QBD that models a
queuing system, a level-dependent property of interest could be for example the number
of customers waiting for service. Such a property is truly level dependent and cannot be
reduced to a level independent one by combining levels. A property like even number of
customers in the queue in a QBD, can in contrast be made level independent by combining
two successive repeating levels to a new one. So, further work should be invested in level
dependent CSL∞ formulas. It should be possible to state requirements under which a CSL∞
formula is truly level dependent. As the state space cannot be reduced like it is the case
for level independent CSL∞ formulas, new model checking algorithms need to be invented
in order to overcome the problem of the infinite state space.
Further theoretical work is needed in the field of the level-diameter. I have defined the
level diameter in my thesis as the minimum number of steps that is needed to cross a level.
This makes the level-diameter symmetric. But we could also think of two level-diameters,
one for crossing a level from the right to the left and one for the other direction. As can
be seen easily, with a symmetric level-diameter, we possibly consider to many levels in
one direction. Thus by defining a left and a right level-diameter we could improve the
performance of model checking the Until operator.
In order to model check the steady-state operator, we encountered the problem of the
possibly infinite number of goal states. I chose a level-wise iterative approach, that enabled
us to state after considering a finite number of levels, whether the probability to reach a
goal state after the queue has reached its equilibrium is smaller or bigger than a certain
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bound. As there also is a closed form solution for summing the steady-state probabilities
for level-independent CSL∞ formulas, it is upon question, which approach can be more
efficiently computed. //
Again concerning the steady-state probabilities, we required the QBD to be strongly con-
nected, in order to make use of the fact, that the steady-state probabilities do not depend
on the starting state for strongly connected CTMCs. It should be investigated how the
model checking algorithm for the steady-state operator would have to be adapted, if we
would not require the QBDs under study to be strongly connected, or in which way the
requirement could be weakened.
The last item, I would like to mention concerning theoretical work, is the level-independence
of the Until operator. As stated in Proposition 8, we know, that after a certain K the
level-independence holds for Until formulas. It is still unknown, how K can be calculated
and further on there is yet no proof of Proposition 8.
Note that the idea of QBDs is to use an infinite buffer instead of a large finite one in
order to ease performance evaluation and model checking of systems with very high buffer
capacities. Modeling such systems as QBD usually results in reasonable small boundary
and repeating levels. As we have to inflate the boundary level for checking the next and
until operator, this QBD effect is foiled. In my approach the size of the buffer is adapted
automatically according to the number of steps considered by uniformization and not ac-
cording to the satisfaction of formulas. Thus we possibly build a buffer that is too big.
Here further investigation is needed to calculate the smallest possible buffer size.
9.3 Further Implementation Work
Even though I presented the complete theoretical background for model checking a re-
stricted group of QBDs, there is still a lot of implementation work to do. I implemented
only the most interesting case of model checking: the Until operator. The model checking
procedures for all operators have been stated in pseudo-code, so it should be a straightfor-
ward task to implement the remaining.
Furthermore it is desirable to construct a complete model checking tool, which is be able to
derive a QBD from a high-level specification such as iSPN. Here I would like to mention the
tool SPN2MGM, developed by Ost [Ost01], that is able to construct a QBD from an iSPN
and even includes steady-state solution using the matrix geometric method. Unfortunately,
it has been implemented a while ago and has not been maintained in the meantime. It
turned out to be very cumbersome to get the whole tool running on a present system. On
the other hand there is the CSPL implementation by Bell [Bel04], that is able to transform
a SPN, stated in CSPL into the corresponding CTMC, by calculating the reachability set
on the fly. Here, we would need an extension for iSPNs. Until now, the compatibility of
this tool with our approach has not been checked. Once a complete model checking tool
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has been developed, bigger application studies on practical issues as for example TCP/IP
congestion control would be desirable.
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