Fault tree analysis is widely used in industry for fault diagnosis. The diagnosis of incipient or 'soft' faults is considerably more difficult than that of 'hard' faults, which is the case considered normally. A detailed fault tree model reflecting signal variations over a wide range is required in the case of soft faults. This paper presents comprehensive results describing the diagnosis of incipient faults based on fault trees derived using the IFT induction algorithm. The test system is a robot arm controlled by a pneumatic servo-mechanism. Detailed simulations using a nonlinear dynamic model were used to provide a training set of examples. The effectiveness of the diagnosis is demonstrated using comparative results based on a neural network approach.
INTRODUCTION
Fault tree analysis (FTA) and fault tree synthesis (FTS) evolved primarily within the US aerospace and nuclear industries and have been extensively used in systems safety analysis for over 30 years. During this time the fault tree method has been used to evaluate a wide variety of complex systems such as nuclear power plants, chemical plants, and electricity generation and transmission systems. Fault tree analysis can be valuable as a design tool; using it to identify and eliminate potential sources of accident in a system can help can help prevent costly design changes and retrofits (1) . The technique can also be used as a diagnostic aid; in the event of system failure, it can predict what the most likely causes of the failure are by evaluating all combinations of basic events (e.g. component failures) which can lead to a top event (a particular fault). This is the target application of the work presented here.
Fault tree synthesis is concerned with the construction of fault trees. This can be a very time-consuming task which requires considerable engineering expertise. Initially, FTS was performed manually and even today manual construction is not uncommon in industry. The approach is to begin with a top event and develop the tree in a top-down fashion using AND and OR gates to relate output to input events. These input events are further expanded using additional AND and OR gates. This process is continued until basic events are the inputs. The above procedure has been formalised into a 'structuring process' based on a functional model of the plant using schematics, piping diagrams, process flow sheets and so on (5) . With the wider availability of computers, a number of authors have attempted to automate the procedure. Systems exist for electric networks (4), chemical plants (11) and nuclear systems (3) .
Rather than taking the above `top-down' approach, thè mini-fault tree' approach of Taylor (14) uses mini-fault tree models for components. The advantage of this and other component based models, such as that of Lapp and Powers (6) is that models can be reused in different studies. Over the years, a number of refinements in the technique have been proposed; a major review can be found in Bossche (2) .
An alternative to the usual approach of synthesizing fault trees from mini-fault or component models is to induce the fault trees from examples. Such an approach is viable when a large number of example cases is available. This is what the IFT algorithm, discussed next, does. A notable difference between this and previous approaches is that it does not require any detailed knowledge or analysis of the application system. All that is needed is à black-box' model of the system; i.e. knowledge of what faults arise from measurable quantities taking on particular values.
The IFT algorithm, based on the ID3 algorithm for induction of decision trees (12) , has recently been developed by the authors. The algorithm and preliminary results on the diagnosis of an armature-controlled d.c. servomechanism are described in Madden and Nolan (8) .
In this paper, comprehensive testing of IFT-based diagnosis of a pneumatic servo controlling a robot arm is described. This system has widely varying response characteristics. A variety of faults are considered and the advantage of monitoring more than one output variable is demonstrated. The overall effectiveness of diagnosis based on IFT is shown by comparing the results with those based on neural networks.
The layout of this paper is as follows. In the next section a brief review of the algorithm is given as well as a description of the overall diagnosis procedure. In the following section, the simulated system is described, the technique for modelling faults is discussed, and various experiments involving faults with varying levels of severity are described. Some comparative results from a neural network formulation are presented. Conclusions and ongoing work are briefly discussed.
INDUCTION AND THE IFT ALGORITHM
To generate fault trees using examples, IFT is supplied with samples of the system conditions which are observed for different undesired events, as well as with samples of system conditions during normal behaviour. The algorithm generalises from these to find higher-level rules about how system conditions relate to undesired events. Thus, the task of generating a fault tree from fault case data is formulated as one of inductive learning from examples. The main steps in the algorithm are:
Begin with the fault event as the top node. This is the first parent node. In the kind of application considered here, the set of attributes presented to the algorithm may include timesampled data, Fourier transform components and higherlevel features extracted from monitored signals.
Fault Diagnosis Procedure
A single application of the IFT algorithm yields a fault tree representing the conditions which give rise to a single system fault, as shown in Figure 1 (a). In order to use the algorithm to discriminate between different fault states, the signal data vector must be processed in parallel by a set of individually-induced fault trees, producing a set of one or more fault hypotheses as shown in Figure  1 (b). 
EXPERIMENTAL RESULTS USING IFT
The Simulated System
The system analysed was a pneumatic servo mechanism, applied to a computer-controlled robot arm ( Figure 2 ). The servo consists of a servovalve driving a piston actuator, which is pin jointed to the arm as shown. A state space model has previously been used by Liu and Brobow (7) in studying this system.
Figure 2: Robot Arm
In the present work, a comprehensive nonlinear model, implemented in C using a general purpose integration routine, was used to generate the time response of the system. The program produced close correlation with the experimental and simulated responses generated by Liu and Brobow. The modelling details are described in the appendix.
To produce the training set, the system was subjected to a unit step input with parameters set to represent the different faults. In a real plant, this test sequence would be carried out periodically as part of the plant cycle. The measured outputs from the system were position and chamber pressure. In some of the experiments reported, fast Fourier transforms were used to transform the data set to minimise the effects of noise and improve separation. The aim of the experiments was to investigate the ability of IFT to identify incipient faults and fault severity levels when presented with vectors of output signals from the system. Use of simulation, rather than purposely introducing faults in a real system, as the basis for the experiments facilitated rapid production of data for a wide range of system conditions.
Modelling of Faults
The model described above was used to produce simulations under varying system parameters. To model a particular fault, one or more parameters describing it were varied randomly within an 'abnormal' range of values while all other parameters were allowed to vary within a 'normal' range, typically within 5% of the nominal parameter value. Three different faults were considered:
1. Low supply pressure, with four severity level bands of (a) 80% to 95%, (b) 65% to 80%, (c) 50% to 65% and (d) 35% to 50% of the nominal value.
2. Sticking valve, modelled as a reduction in x max , with the same four severity level bands.
3. Impaired tachometer operation, with two bands for abnormally low gain of (a) 50% to 95% and (b) 5% to 50%, and two bands for abnormally high gain of (d) 105% to 150% and (d) 150% to 300%.
A random noise component (±2% of the maximum amplitude of a signal) was added to the simulator's output. Sample responses are shown in Figure 3 .
Experiment Set A: Diagnosis of Four Severity Levels of a Single Fault
Initial experiments focussed on the use of IFT to discriminate between different severity levels of a single fault condition. The fault considered was low supply pressure. Diagnosis was performed solely on the basis of the measured actuator position, y. In order to minimize the effects of the rather high amount of noise which was added to realistically model a hardware setup, each signal was detrended, a Welch window was applied to it and its fast Fourier transform was taken. Figure 4 shows a plot of the actual fault severity bands on the x-axis versus the fault severity bands diagnosed by IFT on the y-axis. Thus, if diagnostic performance were perfect, the graph would be staircase-shaped. As it is, it shows some mis-diagnosis, particularly between adjoining severities. This is to be expected, since the severity levels border on each other. In particular, the unfaulted parameters are also varying and noise has been added to the signal, so there is no clear distinction between data from close to the top of one severity level band and data from close to the bottom of the next severity band. For the same reason, performance is best for the most extreme severity level and worst for the least severe severity level. Note that since both training and testing cases were generated randomly, cases within any Figure 4 , IFT classified 80% of the faults presented to it correctly. Similar experiments were carried out using different sizes of training sets. For example, the utility of using fast Fourier transforms rather than raw time data was also assessed using the same simulator data. When IFT was trained and tested on the same sets of runs as were used in the experiment of Figure 4 , but using raw time sampled y values as input rather than Fourier transform values, its performance dropped to 61.4%.
Experiment Set B: Diagnosis of Several Faults
For these experiments, all three faults were considered, though only one fault at a time was present in the system. Initially, just the actuator position (y) was monitored. Training IFT on a vector of 64 discrete time samples of output position, y, produced quite poor results. A typical result is shown in Figure 5 (a) overleaf, with just 59.2% of faults being classified correctly. As can be seen from the figure, IFT had a strong tendency to confuse faults 1 and 2. It also completely failed to classify many of the test set, as can be seen by the large number of faults it categorised as 'unknown'. This was in spite of slightly less noise being added to the signal than was added in the experiments of the previous section.
Since it appeared that actuator position alone was insufficient to distinguish different faulted states clearly, the experiments were repeated using chamber pressure (P a ) as well as the actuator position to monitor the system. To keep the signal vector size consistent with that of the previous experiments, 32 time samples of each of y and P a were used. Sample results are shown in Figure 5 As is clear from Figure 5 (b), combining y and P a greatly reduced the tendency of IFT to confuse different system fault conditions, even without any further processing of the monitored signals.
NEURAL NETWORK ANALYSIS
In order to provide a basis for assessing the IFT technique, the first set of experiments described above (Set A) were repeated using a neural network formulation. Since neural networks are a mature technology and have been applied successfully to a wide range of problems in domains other than fault diagnosis, they represent a "gold standard" against which aspects of the performance of IFT may be measured.
The diagnostic task can be viewed as learning a mapping from the input sensor data set to an output representing the state of the system being monitored, using training data which consists of samples of known inputs and outputs. Neural networks based on supervised learning have been shown to be well suited to the generation of mappings from inputs to outputs using sample data.
Neural Network Configuration and Results
The neural network formulation used a back-propagating neural network with momentum terms and biases. The network was fully connected and consisted of a 65-node input layer, an output layer and two hidden layers of 30 and 15 nodes. This configuration for the hidden layers was arrived at through experimentation. The output layer consisted of five nodes, each corresponding to a single system state. The system state diagnosed by the network is represented by the corresponding node being 'high' (greater than 0.5; nominally 0.9 for 'high' and 0.1 for 'low'). This representation bears some similarity to the IFT approach of compiling a list of candidate diagnoses from the outputs of independent parallel fault trees. Table 1 summarises the results of three training and testing sessions, using the same training and testing data but varying the order of the data, the number of learning epochs and the initial random weights.
Comparison of Results with IFT
Comparing the results of Table 1 with those from the previous section which used the same training and testing data, it is seen that the neural network's average performance is essentially the same as that of IFT (which was 80%). It may be concluded from these figures that IFT is a competent algorithm for fault diagnosis, comparable in its effectiveness to a neural network approach. However, there is scope for improvement in IFT's performance, as indicated by the result of the third neural network run of Table 1 being better than IFT's corresponding result.
It should be noted that, while the performance of the neural network is good, this is to some extent a consequence of the effort which was put in to configuring the network and fine-tuning its parameters. Indeed, with further fine-tuning, adjustments or an improved configuration, a neural network might perform even better. As Mitchell has stated (10), the process of generalisation or inductive learning may be regarded as a search of the space of mappings from inputs to outputs. Using this viewpoint, it may be argued that the process of fine-tuning an inductive learner by hand is tantamount to explicitly guiding the search process, providing information about the search space which goes beyond that contained in the training or testing data.
A drawback of the neural network approach is that a network which has been tuned to operate extremely effectively for one application is not guaranteed to operate well at all for a different application. In contrast with 
Actual fault / severity 
Actual fault / severity this, IFT has no extra parameters which must be adjusted to improve performance.
As was mentioned previously by Madden and Nolan (8) , the IFT approach has the advantage that the fault trees it produces provide a standard engineering representation of the reasoning employed by the system in identifying fault states. On the other hand, neural network systems typically do not provide any explanation mechanism.
CONCLUSIONS
The results presented in this paper confirm the feasibility of diagnosing faults in dynamic systems, using fault trees generated from simulated fault system responses, through applying the IFT algorithm. The target system for the diagnosis was a pneumatic servo controlled robot arm. Although this is a relatively low order dynamic model, it is highly nonlinear and is characterised by widely varying responses depending on fault states.
Given that we have concentrated on incipient faults, the diagnosis success rate were good. As a benchmark against which to compare the performance of the diagnosis, a neural network was trained to diagnose the faults and similar success rates were achieved. The advantages of the IFT approach over neural networks were discussed.
The fault trees produced by IFT are suitable for use in on-line diagnosis in a practical system. The practical implementation details are at present being investigated using a dedicated test setup. This comprises an analogue computer, to represent the dynamic systems, interconnected with a workstation. Other work in progress involves investigation of various postprocessing and feature extraction techniques and also the extension of the method to accommodate multiple faults. Nonlinear function relating mass flow rate to valve opening and chamber pressure f2 a,b Nonlinear function relating pressure derivative to mass flow rate and actuator velocity and position.
Nonlinear Pneumatic Servo Model
Conditions in the pneumatic piston chambers a and b as shown in Figure A1 depend on supply and exit pressures, as well as temperature, valve opening and piston load. For a positive valve opening, flow occurs into chamber a, causing the piston to move in the direction y.
Figure A1: Pneumatic ServoValve and Piston Actuator
The pneumatic system computer model solves the following set of nonlinear differential equations simultaneously using standard integration techniques.
(1)
The four state variables are, respectively, the pressures in chambers a and b and the actuator velocity and position. The mass rates of airflow through the valve are expressed in terms of chamber pressure and valve opening, as shown below in the next section. A constant load L, and linear viscous friction are used for this analysis.
The nonlinear system is shown as a block diagram in Figure A2 , with function blocks f a,b and f2 a,b used to represent nonlinear relationships. Position error signal and negative velocity feedback are used to improve performance, the velocity feedback providing damping. 
Mass Flow Rate of Air
In general, the mass flow rate along a duct is given by: ,
as shown by McCloy and Martin (9) , where the u denotes upstream Pressure/Temperature. The air flow rate in pneumatic systems is limited to the speed of sound, giving a maximum, choked mass flow rate, when the downstream pressure P d is less than 0.528 (for air) times the upstream pressure. C m is then a maximum for choked flow. This maximum, which can be used as a reference value, is:
The value of C m for unchoked flow, when downstream pressure is greater that 0.528 times upstream pressure depends both on downstream and upstream pressure:
The dimensionless mass flow, as found using the above relationships, for varying dimensionless chamber pressure in a rectangular ported pneumatic servovalve is represented below in Figure A3 . The parameter varied between each separate curve is the dimensionless valve opening, which varies from -1.0 at the lowest curve to its maximum of 1.0 at the highest.
The top half of the graph represents flow from a high pressure supply into a lower pressure chamber, while the bottom half represents flow from the chamber out into the atmosphere, which is at an even lower pressure. The graph shown corresponds to the flow in chamber a, and also to that for chamber b if the signs of the flow rate and valve opening are reversed. The straight portions on both halves correspond to choked flow, where the driven pressure is less than 0.528 times the driving pressure. The curved parts represent the non-choked flow.
