Introduction. Controlling morphological changes in stressed epitaxial films is of paramount importance in Materials Science. The film may be thought of as subjected to mechanical stresses to model its misfit with the crystalline structure of the substrate. This in turn causes a plastic deformation of the free surface of the film, a morphological instability of the free surface which may eventually lead to crack formation and fracture. The simplest model couples surface diffusion of the free surface with linear elasticity in the bulk [1, 7, 12, 13, 14, 17, 18, 19] . Investigating this complicated nonlinear dynamics requires effective and reliable computational tools. This paper studies the geometric motion law of surface diffusion with given forcing, but without elasticity. The dynamics of the free surface Γ(t) is thus governed by the (highly nonlinear) 4th order geometric PDE
where V is the normal velocity of Γ(t), κ is its mean curvature, and ∆ S is the LaplaceBeltrami operator on Γ(t). In this reduced model f is given, whereas in the full model f corresponds to the elastic energy density of the bulk Ω(t) restricted to Γ(t). Our goal is to present novel variational formulations and finite element methods for (1.1), which may be viewed as building blocks towards solving the fully coupled system. We study the graph case in this paper and the parametric case in [4] . From now on we assume that Ω ⊆ R d (d ≥ 1) is a fixed domain and Γ(t) := {(x, u(t, x)) | x ∈ Ω} ⊆ R d+1 is the free surface for 0 ≤ t ≤ T described by the unknown function u. If Q = Q(u) = 1 + |∇u| 2 denotes the elementary surface area, then the unit normal ν to Γ(t), its mean curvature κ, and the normal velocity V of Γ(t) can be expressed as follows:
Therefore, (1.1) can be written as the following system of 2nd order nonlinear PDE
for (u, κ). Once completed with initial and boundary conditions, this system constitutes our starting point. We introduce in §2 a new variational formulation with several crucial stability properties. Using C 0 finite elements of any degree k ≥ 1, we obtain a space discretization in §3 with solutions (u h , κ h ), and show corresponding stability properties. After deriving a number of auxiliary results for the semidiscrete scheme in §4, we use them to prove the quasi-optimal estimate in §5 for the errors e u = u − u h and e κ = κ − κ h :
Here C > 0 depends on regularity of u and κ, k ≥ 1 is the polynomial degree, and h is the meshsize. It is worth comparing our results with the existing literature. A spacetime finite element method for axially symmetric surfaces is presented by Coleman et al in [8] , along with several stability properties and very interesting dynamics, some not predicted by linearized stability. More recently, Deckelnick et al provided an error analysis [10] for the axially symmetric case. Our formulation, discretization, and analysis differ from those in [8, 10] . In §6 we introduce a semi-implicit time discretization in the spirit of Dziuk [9, 11] . This leads to a sequence of surfaces Γ n and linear elliptic PDE on them. We derive again several crucial stability properties and discuss a Schur complement approach for doing effective numerical linear algebra. We finally show a number of numerical experiments in §7. Their purpose is twofold: first we computationally verify the rate (1.3) for k = 1, 2, and secondly we explore the nonlinear regime of (1.1) via simulation. In fact, we examine the regularizing effect of surface diffusion as well as whether (1.1) is capable of forming singularities. They manifest as vertical slopes |∇u| = ∞ for f = 0 and cracks for f = 0 of a special form. We display results for both d = 1, 2 computed with the finite element toolbox ALBERT [16, 15] .
2. Variational Formulation. In this section we write (1.2) in weak form. We start with some notation and basic formulas.
2.1. Elementary Differential Geometry. Let v, w : Ω → R be (smooth) functions. Since the surface element is given by Q dx, then
in particular, the area A(t) of Γ(t) reads A(t) = Ω Q dx at time t. Ifṽ is the trivial extension of v to R d+1 , namely,ṽ(x 1 , . . . , x d+1 ) := v(x 1 , . . . , x d ), then the tangential gradient ∇ S is given by
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Note that there is also an intrinsic definition of ∇ S . If γ = ∂Γ indicates the boundary of Γ, then this expression, together with integration by parts, yields
Here ν γ denotes the intrinsic outer unit normal of Γ at γ, given by ν γ = ν Γ ∧ τ γ with τ γ the tangential unit vector of γ with appropriate sign for Γ ⊆ R 3 . 
Boundary Conditions and Function
To simplify the notation we will write ||v|| ∞ = ||v|| L ∞ (L ∞ ) . This ambiguity of notation will not lead to confusion.
We now discuss boundary conditions and corresponding function spaces X . Periodic boundary condition:
2.3. Weak Form. We are now in the position to introduce two bilinear forms in (v, w) and state the variational formulation of (1.2). Let
) and let X be as defined in §2.2. Then (u, κ) is a solution of (1.2) with initial value u 0 and boundary conditions as in §2.2 iff u(t),κ(t) ∈ X for all t ∈ [0, T ], u(0, ·) = u 0 , and Flow) . In contrast to the mean curvature flow, for which a divergence formulation reads [9, 11 ]
we do not have the factor 
Another equivalent form is obtained using ⊗ to denote the tensor product in R d :
here I denotes the identity matrix in R d . Remark 2.5 (Volume Conservation and Area Decrease). If the function v = 1 ∈ X , then (2.4) yields 0 = ∂ t u, 1 = ∂ t Ω u dx, which is the formula for conservation of volume. On the other hand, if the forcing term f ≡ 0, then the area of Γ(t) is decreasing regardless of boundary conditions (see Lemma 2.6). Both of these properties will also hold true for the semi-discrete and fully discrete formulations of §3 and §6.
With the help of the above variational form of the equations, we are in a position to prove a stability result for the continuous solution.
Lemma 2.6 (Continuous Stability). Let (u, κ) be a solution of (1.2) fulfilling the assumptions of Lemma 2.1, and let A(t) denote the area of Γ(t). There are two constants
Moreover, if f ≡ 0, then the function A(t) is decreasing (strictly provided ∆ S κ ≡ 0).
Proof. We omit the proof because it is the same as that of Proposition 3.2.
3. Space Discretization. Let (T h ) h>0 be a family of (possibly graded) shape regular triangulations of Ω with h being the largest size of elements in T h . We fix k ∈ N and denote by X h ⊆ X the subspace of continuous finite elements of polynomial degree k with appropriate boundary conditions. Let I h : X ∩C 0 (Ω) → X h be an interpolation operator fulfilling
for 1 ≤ p ≤ ∞ and v ∈ H k+1,p (Ω) [6] . We will not need an inverse estimate for the error analysis and thus we do not require quasi-uniformity of the underlying meshes.
From now on we consider d ≥ 2, the analysis for d = 1 is just a simplified version of this case. We recall from Remark 2.4 that {ζ, χ 1 , . . . , χ d−1 } is a set of orthonormal vectors for which (2.6) holds. If {ζ h , χ h,1 , . . . , χ h,d−1 } denotes likewise a semidiscrete orthonormal set, and
) be a semidiscrete solution in the sense of Definition 3.1, and let A h (t) := Ω Q h dx denote the area of the surface
2) and (3.3), respectively. In view of Remark 2.3, we get
Integrating in time gives (3.5). We next set ψ h := −κ h , ϕ h := ∂ t u h to derive
we get
which implies that A h (t) is decreasing provided f ≡ 0. To prove (3.6) for f ≡ 0, we have to bound a(u h ; f, κ h ). Making use of (3.4), we obtain
where we have used that Q h ≥ 1. Choosing sufficiently small, a Gronwall argument finally yields (3.6).
Corollary 3.3 (Global Existence of Semidiscrete Solution).
For h > 0 and T > 0 there is a unique semidiscrete solution (u h , κ h ) fulfilling (3.2) and (3.3).
Proof. Observing that (3.2)-(3.3) is equivalent to a system of ordinary differential equations with a locally Lipschitz right hand side we get a local in time existence of the semi discrete solution. Using the above stability estimate, this solution can be extended to the time interval [0, T ] by standard arguments. Uniqueness follows from the local Lipschitz continuity of the right hand side.
Auxiliary Estimates.
In this section we present some auxiliary lemmas and results that will be instrumental in deriving the error estimates. Since they will be used several times and might be of independent interest, we present them separately.
We start introducing the following notation:
Lemma 4.1 (Basic Geometric Formulas). Using the notation introduced above, the following inequalities hold 
Therefore, the triangle inequality and the fact that |z − z h | ≤ |ν − ν h | yield (4.2).
The following lemma is crucial for our error analysis and provides a coercivity estimate forã. The estimate is the same that appears in the error analysis for mean curvature flow, and is due to Deckelnick and Dziuk [9, 11] . Even though its proof can be found in [9, p. 347], we sketch it here for completeness.
Lemma 4.2 (Coercivity ofã). The following estimate holds truẽ
Proof. We start with two geometric relations which follow by simple calculation:
We now use the first equality in (4.3) to realize that
and upon adding and subtracting
and reordering terms, we find out that
We next integrate over Ω, use the definition of N h , and add and subtract ∇∂ t u·∇u
where we have employed both estimates (4.3). This finally concludes the proof. The following two lemmas are consistency estimates for the bilinear forms a and a, respectively. Lemma 4.3 (Consistency estimate for a). For every > 0 there exists a constant
Proof. We first add and subtract the term a(u h ; κ, w) to obtain
and analyze (I) and (II) separately. By Cauchy-Schwarz inequality,
and using the definition (2.2) of a(u h ; ·, ·), we get
Therefore,
We now turn to estimate (II). Using the equivalent form (2.7) for a, we have
By (4.1) and (4.2), the integrand in (II) is bounded by 4 Q Q h |∇κ| |∇w| |ν − ν h |, which by Cauchy-Schwarz inequality gives
Since A h (t) ≤ C from (3.6), the bounds for (I) and (II) yield the assertion. Lemma 4.4 (Consistency estimate forã). For every > 0 we have
Proof. Using the definition (2.3) ofã and Cauchy-Schwarz inequality, we obtain
which is the desired estimate.
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The following lemma establishes another consistency estimate for a, this time provided solely the nonlinear part of a changes.
Lemma 4.5. There exists a constant C = C(||Q|| ∞ ) > 0 such that for every > 0
Proof. With R := ||Q|| ∞ , we consider the following disjoint splitting of Ω:
We first estimate the integrand of a(u; ·, ·) − a(u h ; ·, ·) in case x ∈ Ω − . According to (2.7), we consider this integrand written in the form
Since Q h (x) ≤ 2R for x ∈ Ω − , in view of (4.1) and (4.2) we have
To analyze the case
Consider the integrand in the form (2.6)
Since R ≥ 1, we have for (II)
For (III) i , instead, we proceed as follows with the aid of (4.1):
Collecting the estimates for both cases x ∈ Ω − and x ∈ Ω + , integrating over Ω and recalling (2.6), we obtain the assertion after relabeling .
Using Lemma 4.5 we obtain a coercivity estimate for a. Corollary 4.6 (Coercivity of a). There exists C = C(||Q|| ∞ ) > 0 such that
Proof. Adding and subtracting a(u h ; κ, e κ ), and using Lemma 4.5 with = 1/2, we readily obtain the desired estimate.
Lemma 4.7 (Coercivity of N h (t)). There exists C = C(||Q|| ∞ ) such that
Proof. In light of Remark 2.4, we can write
By virtue of (4.1), (I) satisfies
(4.5)
To treat the integrand (II) i we again split Ω into Ω − and Ω + , as in Lemma 4.5. Consider first x ∈ Ω − , namely Q h (x) ≤ 2R with R := ||Q(t)|| ∞ . As in (4.5), we get
Now we consider Q h (x) > 2R. Since ∇u h · χ h,i = 0, it follows from (4.4) that
The desired estimate then follows by integration over Ω.
A Priori Error Analysis.
In this section we prove the main theoretical result of this article, which can be stated as follows:
Theorem 5.1. Let (u h , κ h ) be the semidiscrete solution of Definition 3.1, and let e u := u − u h , e κ := κ − κ h . There exists a constant C depending on ||∇f || ∞ ,
, and ||∇κ|| ∞ , such that
The proof of Theorem 5.1 is a consequence of two estimates, the strong and the weak estimates, derived from the error equations (5.1) and (5.2) below by choosing appropriate test functions.
5.1. Proof of Theorem 5.1. Subtracting (3.2) and (3.3) from (2.4) and (2.5), respectively, we get the following error equations:
for all ψ h , ϕ h ∈ X h . The strong and weak estimates below are formulated in terms of the following interpolation errors, which can be bounded via (3.1):
3)
The strong estimate of §5.2 reads as follows: For all > 0 there exists a constant C 0 depending only on ||∇f || ∞ , ||∇κ|| ∞ , ||∂ t ∇u|| ∞ , and , such that for t ∈ [0, T ]
It is clear that to close the argument we need separate control on the term multiplied by of the right-hand side of (5.4). This is provided by the weak estimate of §5.3, which reads: There exist constants C 1 , C 2 depending on ||∇f || ∞ and ||Q|| ∞ such that for t ∈ [0, T ] we have 
a(u h ; e κ , e κ ) ds ds from the right-hand side at the expense of an exponential depending on C 0 , C 1 and T . Finally, Lemma 4.7, in conjunction with a(u h ; v, v) = Γ h ∇ S v · ∇ S v, yields the left-hand side of the asserted estimate. Its right-hand side, and underlying a priori regularity, result from applying (3.1) to the terms involving ρ κ , ρ u defined in (3.1). (5.4) . To prove (5.4), we choose the discrete functions
Strong Estimate
Adding (5.1) and (5.2), and invoking Lemma 4.2 and Corollary 4.6, we get
with C depending only on ||∂ t ∇u|| ∞ , ||∇κ|| ∞ , and ||Q|| ∞ , and ||Q|| ∞ . We now proceed to estimate each term on the right-hand side separately.
By Lemma 4.3, there is a constant C = C( , ||∇κ|| ∞ , ||Q|| ∞ , ∇f ∞ ), such that (I) ≤ a(u h ; e κ , e κ ) + C||∇ρ κ || 2 ∞ + N h (t). Using Lemma 4.4 with = 1, we obtain
For any t ∈ [0, T ] we integrate (IV ) by parts on [0, t], thereby obtaining
For (V ) we readily have
We decompose (II) into discretization and interpolation errors as follows:
In light of Lemma 4.5, there is a constant C = C(||Q|| ∞ ) such that
Using Lemma 4.1 and (3.6), we find a constant C = C(||∇f || ∞ , ||Q|| ∞ , A h (0)) such that
. Finally, collecting the above estimates for (I) to (V ), subtracting 1 4 a(u h ; e κ , e κ ) and integrating in time from 0 to t ∈ [0, T ], we arrive at (5.4).
Weak Estimate (5.5). To prove (5.5), we choose the discrete functions
Adding the error equations (5.1) and (5.2), we obtain ∂ t e u , e u + e κ , e κ = a(u; κ, e u ) − a(u h ; κ h , e u ) − ã(u; u, e κ ) −ã(u h ; u h , e κ )
(5.7) We proceed now to bound each term from (I) to (V II) separately.
Adding and subtracting a(u h ; κ, e u ) to (I), and employing Lemma 4.5 with = 1 6 , we readily have
a(u h ; e u , e u ) + 1 6 a(u h ; e κ , e κ ).
Consequently, Lemma 4.7 yields the following bound with C = C(||∇κ|| ∞ , ||Q|| ∞ )
Making use of Lemma 4.4 and Remark 2.3, we readily deduce (using =
as well as (using =
Using Lemma 4.3 with = 1 6 we find a constant C = C(||∇κ|| ∞ , ||Q|| ∞ , ||∇f || ∞ ) such that
For (V I), we obviously have (V I) ≤ 
It remains to bound (V ), which involves the right-hand side f . Applying Lemma 4.5 (with = 1) and Lemma 4.7, we obtain
with C = C( ∇f ∞ , ||Q|| ∞ ). Since a(u; f, ρ u )−a(u h ; f, ρ u ) is similar to (II) ρ in (5.6), we likewise deduce
, whence, for C depending on ||∇f || ∞ and ||Q|| ∞ , we end up with
Inserting the above bounds for (I) to (V II) back into (5.7), and integrating from 0 to t, we finally obtain the desired estimate (5.5).
6. Full Discretization. In this section we introduce the fully discrete scheme actually used in simulations, along with the linear algebra approach to its solution.
Definition and Properties.
To discretize in time we subdivide the time interval into t 0 = 0 < t 1 · · · < t N = T and set τ n := t n+1 − t n . We define the notion of semi-implicit fully discrete problem as follows: Set u 0 h = u h (0) and for
with f n := f (t n ). Existence and uniqueness of solutions u n h , κ n h follows from the considerations in Section 6.2.
We now establish a stability estimate analogous to (3.6) in Lemma 2.6. 
The next step consists of finding a discrete counterpart of (3.7). Observing that
and setting a := (∇u
.
Inserting this into (6.4) gives
To prove (6.3) for f ≡ 0, we have to bound the right-hand side in (6.4) . This can be done similarly to (3.5), obtaining
with C = C( , ||∇f || ∞ ). Multiplying by τ n , choosing sufficiently small, summing up over all n, and using a discrete Gronwall argument, the result follows.
Schur Complement Strategy.
Let X h = span{ϕ j } ⊆ X with the usual nodal basis functions ϕ j and the corresponding nodal space X. Then, for the time instant t n+1 the fully discrete system of equations can be rewritten as
where U n , K n denote the vector of nodal values for u n h , κ n h respectively,
, and the matrices M , A,Ã are given by
Notice that the matrices A andÃ depend on u n h and thus have to be reassembled in every timestep.
To derive a Schur complement formulation, we have to distinguish between the various boundary conditions (see §2.2).
Dirichlet boundary conditions. In this case, since X :=H 1 (Ω), the matrixÃ is invertible, and a Schur complement for K n+1 is thus given by
This system is decoupled and uniquely solvable for both K n+1 and U n+1 . Periodic and Neumann Boundary Conditions. This case is a bit more involved because constant functions are in X h , whenceÃ has a kernel ker(Ã) = span{1}.
Let V, W ⊆ X be the spaces of nodal values for U n+1 defined by
Multiplying the first equation in (6.5) by 1, we see that 1 · M K n+1 = 0, which means that K n+1 ∈ V. Let P be the orthogonal projection onto span{1} with respect to the Euclidean inner product in R I . If S := (Ã |W ) −1 , then
Consequently, using the second equation in (6.5)
be the orthogonal projection onto V. Applying Π to both sides of (6.6) and using that ΠM P U n+1 = 0 and ΠK n+1 = K n+1 , we arrive at
The matrix Π(M T SM + τ A)Π is symmetric and positive definite in V and thus (6.7) is uniquely solvable for K n+1 in V. Finally, U n+1 is uniquely determined bỹ
Note that the last equation is the conservation of volume Ω (U n+1 − U n ) = 0 written in matrix-vector form; compare with Remark 2.5.
7. Numerical Experiments. The purpose of this section is to document via several experiments the performance of the discretization scheme proposed in this article. We open this section with some comments about the implementation of the algorithm within the flexible adaptive finite element toolbox ALBERT [15, 16] . We continue with a verification of the experimental orders of convergence (EOC) achieved by the method with different polynomial degrees and relations between timestep τ and meshsize h. We next illustrate the smoothing effect of surface diffusion (case f = 0), and we finally present simulations driven by a forcing term which exhibit singularity formation in finite time in both 1d and 2d (case f = 0). 7.1. Implementation. The matrices of Section 6 were assembled using the standard assembling tools of ALBERT, and the solution to the linear systems (6.7)-(6.8) were obtained by a conjugate gradient method.
For the assembling of the linear systems, quadrature rules exact for polynomials of degree 2k were used, where k is the degree of the finite element. For computing the errors versus the exact solution, quadratures of order 2k + 2 were used.
For all the experiments presented in this article, domains with periodic boundary conditions were considered. Experiments with other boundary conditions were also carried out and will be shown elsewhere. The results were similar.
Experimental Orders of Convergence (EOC).
To test the performance of the discretization scheme we consider the domain Ω = (−1, 1)×(−1, 1) ⊂ R , for different values of h and τ along with the EOC's. Given two meshes with meshsizes H, h and errors err H , err h , respectively, the EOC is determined according to EOC = log(err H /err h ) log(H/h) , which gives the computational exponent k in the expression err h ∼ = Ch k . In Table 7 .1 we show the results obtained using linear elements and a timestep τ = h. Even though τ seems to be big as compared to h, the convergence rate is still linear and no instabilities arise. This is not so surprising if we recall that the fully discrete system is unconditionally stable (see Theorem 6.1). In order to verify the error analysis in §5 for the semidiscretization in space, we also compute the EOCs for smaller values of τ , namely τ = 0.1h and τ = h 2 ; see Tables 7.2 Table 7 .2 Linear elements, τ = 0.1h this is not predicted by our theory though. For τ = h, 0.1h we do not recover second order errors because the time discretization error -expected to be of first orderdominates the space error in L 2 (Ω)-norms. Table 7 .3 Linear elements, τ = h 2
To further verify experimentally the error estimates of §5, which are valid for any polynomial degree, we also compute the EOCs for quadratic elements. Table 7 .4 displays the results obtained with quadratics and τ = h 2 . The EOCs are about 2 in all the error norms, as predicted by theory, including those in L 2 (Ω). In fact, the latter cannot exhibit EOCs close to 3 due to the choice of the timestep τ = h 2 . Table 7 .4 Quadratic elements, τ = h 2 7.3. Smoothing Effect in 1d: Case f ≡ 0. In this section we present experimental results in Ω = (−1, 1) concerning the behavior of the discrete solution when f ≡ 0 and u 0 (x) = 1 + δ(x) is a perturbation of the stationary solution u ≡ 1.
Superposition of Sines. We consider the perturbation δ(x) = 0.1 sin(πx) + 0.3 sin(16 πx), (7.1) which results from the superposition of two frequencies. We compute the approximate solution with linear elements and parameters h = 1/128, τ = 10 −6 . This choice of discretization parameters is necessary to reflect the intrinsic time scale for this example. high frequencies are rapidly damped, whereas the amplitude of low frequency waves decays very slowly. To quantify the difference in the timescales it is worth noting that the time elapsed between the first and the last plot of the first row of Figure 7 .1 is 3 × 10 −5 whereas that of the second row is almost 10 −2 , a three orders of magnitude difference! This is related to the 4th order operator of surface diffusion.
Nonnegative Perturbation. Let the perturbation be δ(x) = 0.3 δ 0 (0.15 x) with δ 0 (x) = min(1, max(0, 2 − |x|)), (7.2) which is nonnegative and rather singular for this 4th order flow because of its kinks (see Figure 7 .2). We compute the approximate solution with linear elements, and parameters h = 1/128, τ = 10 −6 . Figure 7 .2 displays the solution for different time instants and confirms the strong smoothing effect of surface diffusion alluded to before. Another important feature that can be visualized in Figure 7 .2, is the lack of maximum principle for this equation: we start with a function u 0 ≥ 1 and after the first time step, there are already points x with u(x) < 1. This is consistent with the 4th order structure of the operator. It is also worth observing that the spectrum of u 0 is rather full due to the kinks, and that high and low frequencies have drastically different decay rates.
Steep Perturbation. This example shows that global in time existence may not be expected for a classical solution of (1.1), thereby revealing some limitations of the graph formulation. For K = 1 + √ 5 2 , we take the perturbation δ(x) = 0.3 δ 0 (0.15 x) with
otherwise. δ is steep and its meanvalue vanishes (see Figure 7. 3). We compute the approximate solution with linear elements, and parameters h = 1/128, τ = 10 . In all the plots, the x-axis ranges from −1 to 1, and the y-axis ranges from 0 to 1.5.
important features of δ are its steep slope together with a big jump of 1st derivative around x = 0. As can be seen in Figure 7 .3, the slope seems to become vertical around t = 4.8 × 10 −5 , which indicates that the classical solution might cease to exist in finite time; in contrast the discrete solution exists globally in time (see Section 3). We stress that the lack of smoothness of u 0 plays a secondary role since starting with the (smooth) solution u(t) for some small t > 0 would yield the same evolution.
To investigate the formation of singularities in finite time, we use the parametric formulation of [3, 4] with the same initial data; for more examples and details about the discretization for parametric surfaces we refer the reader to [3, 4] . Since the parametric formulation works for closed curves and surfaces, we thus embed the graph of u 0 into a closed curve (see Figure 7 .4 top left). For the time scale of Figure 7 .3, the effect of this extension is negligible. evolution by surface diffusion tends to form a mushroom starting with this initial condition. Therefore, we conclude that the continuous solution will cease to be the graph of a function in finite time, i.e., the exact solution to the graph formulation of surface diffusion exists only locally in time for certain initial conditions. To assess the range of validity of the graph formulation, namely to be able to detect blow-up, time and space adaptivity might be relevant. It is worth noticing the striking similarity of the solutions obtained with both methods. Even though the parametric solution develops a mushroom at t = 9.6×10 −5 , and thus the solution to the graph formulation is questionable thereon, they still exhibit an excellent quantitative agreement for t > 9.6 × 10 observe, as in the 1d case, a strong smoothing effect much faster for high frequencies than for low frequencies, as well as the solution becoming less than 1 (lack of maximum principle).
Crack Formation in 1d:
Case f = −C/u. We study here the effect of a prescribed forcing of the form f = −C/u, which is motivated by the following stationary situation in 1d and corresponding linearized stability analysis.
Equilibrium Shape of Deformable Solids. Following [5] , we consider a 2d thin solid occupying the domain {(x, y) : −1 ≤ x ≤ 1 , 0 ≤ y ≤ u(x)} and undergoing a plastic deformation due to competition of elastic effects and surface tension with volume constraint
The solid is to adjust its shape in order to minimize the following energy:
where u(x) describes the free surface of the film, v(x) is the displacement of the solid, and λ is a Lagrange multiplier associated with the volume constraint. Hence, the first term in (7.4) corresponds to surface tension whereas the second one is the elastic energy provided the displacement v solely depends on the horizontal variable x. Upon variational differentiation with respect to u, v and λ, the Euler-Lagrange equations turn out to be
This immediately yields v x = C u , whence the equation for u reads
Linearized Stability Analysis. Since u ≡ 1 is a solution of (1.1), then a perturbation w of u evolves for short time according to the linearized PDE around u:
where f (u) = −C/u γ from the previous discussion, with γ > 0. Taking an ansatz w = e µt e iπkx periodic in (−1, 1), we obtain the spectral relation
This implies that µ > 0 provided (πk) 2 < Cγ, whence low frequency perturbations grow and the rest decay for short time (linear regime).
In the simulations below, we make the simplest choice γ = 1 and take C = 50. Our goal is to explore the long time behavior of (1.1) not predicted by (7.5) (nonlinear regime). We discretize the nonlinear forcing term f (u) explicitly, namely f n+1 = −I h (C/u n h ), and use linear finite elements with parameters h = 1/128, τ = 10 −5 . Superposition of Sines. We consider the sinusoidal perturbation of (7.1). Figure 7 .6 displays the solution at different time instants and shows that high frequencies are rapidly damped whereas the low frequencies slowly lead to a crack formation. This is consistent with the linearized stability analysis (7.5) according to which the frequency k = 1 is the only unstable mode.
Positive Perturbation. We consider the perturbation δ of (7.2) and display the results in Figure 7 .7, which shows an evolution towards crack formation in finite time. . Solutions for f = −50/u and u 0 (x) = 1 + δ(x) at various time instants, with δ(x) the positive perturbation of (7.2). In all the plots, the x-axis ranges from −1 to 1, and the y-axis ranges from 0 to 1.5.
Small Perturbation. We consider a perturbation δ(x) = 0.1 δ 0 (0.02 x) with δ 0 given in (7.3) . Simulations are depicted in Figure 7 .8, which shows that by t = 2×10 −5 the solution is smoothed out. It seems that we have reached a constant equilibrium for a relative long time t ∼ = 7.5 × 10 −3 (metastable state). Then an instability grows and a fracture starts to form. The latter develops rather fast.
In order to shed light on the actual evolution during the transition between the fast smoothing of the perturbation and the crack development, we show in Figure 7 .9 the solution at some time instants between 2 × 10 −5 and 7.5 × 10 −3 , with the y axis ranging between 0.998 and 1.001. Even though u(t) looks constant to the eye in Figure 7 .8 for t in this interval, a magnification of the y axis shows that this is not the case: some long waves survive the smoothing effect, and at some point they start to increase. Figure 7 .10 displays the Fourier modes of u(t) at times t = 0, 10 −5 , 10 −2 , 3×10 −2 . We observe that all the modes except the first two decrease immediately, whereas the first two modes increase. This is consistent with the prediction (7.5) of linearized 
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E. BÄNSCH, P. MORIN, R.H.NOCHETTO stability because k 2 π 2 < 50 implies k ≤ 2. Other simulations, also with forcing f = −50/u, do not corroborate this apparent consistency with the linearized stability analysis. We observe that, for a fixed high frequency, the solution either develops a crack or tends to the steady solution u = 1 depending on the size of the perturbation; for instance, if u 0 (x) = 1+α sin(4πx), then a crack forms for α ≥ 0.2375 thus violating the prediction k 2 π 2 < 50 of (7.5). On the other hand, for a low frequency, the solution always develops a crack regardless of the perturbation magnitude; for instance, if u 0 (x) = 1 + α sin(1πx) a crack forms for all 0.001 ≤ α ≤ 0.5 tested. These simulations will be reported elsewhere. We also refer to [8, 10] , where simulations under axial symmetry, but without forcing, are performed and singularities are observed as well, which do not conform to the linearized stability analysis either.
7.6. Crack Formation in 2d: Case f = −C/u. We conclude this section with the evolution of 2d surfaces immersed in R 3 . We consider again the initial surface to be u 0 = 1 + δ, where δ is a perturbation similar to that of Figure 7 .3. First we choose such δ across the periodic curve y = cos x (see Figure 7 .11), and finally across the circle x 2 + y 2 = 1/4 centered at the origin (see Figure 7 .12). We compute with linear elements and parameters h = 1/16, τ = 10 −6 . We observe first t = 0 t = 5 × 10 a smoothing effect followed by crack formation. The latter seems to occur at isolated points rather than lines as illustrated in Figures 7.11 and 7 .12. This happens even for 1d profiles in 2d: point singularities seem to be preferred by this evolution. 
