A fully automated numerical tool for a comprehensive validation of homogenization models and its application to spherical particles reinforced composites  by Ghossein, Elias & Lévesque, Martin
International Journal of Solids and Structures 49 (2012) 1387–1398Contents lists available at SciVerse ScienceDirect
International Journal of Solids and Structures
journal homepage: www.elsevier .com/locate / i jsols t rA fully automated numerical tool for a comprehensive validation
of homogenization models and its application to spherical particles
reinforced composites
Elias Ghossein, Martin Lévesque ⇑
Laboratory for Multiscale Mechanics (LM2), CREPEC, Départment of Mechanical Engineering, École Polytechnique de Montréal, C.P. 6079, succ. Centre-ville, Montréal,
Québec, Canada H3C3A7a r t i c l e i n f o
Article history:
Received 10 October 2011
Received in revised form 15 January 2012
Available online 3 March 2012
Keywords:
Sphere-reinforced composites
Homogenization
Validation tool
Random generation
Fast Fourier Transform0020-7683/$ - see front matter  2012 Elsevier Ltd. A
doi:10.1016/j.ijsolstr.2012.02.021
⇑ Corresponding author.
E-mail addresses: elias.ghossein@polymtl.ca (E.
polymtl.ca (M. Lévesque).
URLs: http://www.polymtl.ca/lm2 (E. Ghossein),
(M. Lévesque).a b s t r a c t
This paper presents a fully automated numerical tool for computing the accurate effective properties of
two-phase linearly elastic composites reinforced by randomly distributed spherical particles. Virtual
microstructures were randomly generated by an algorithm based on molecular dynamics. Composites
effective properties were computed using a technique based on Fast Fourier Transforms (FFT). The pre-
dictions of the numerical tool were compared to those of analytical homogenization models for a broad
range of phases mechanical properties contrasts and spheres volume fractions. It is found that none of the
tested analytical models provides accurate estimates for the whole range of contrasts and volume frac-
tions tested. Furthermore, no analytical homogenization models stands out of the others as being more
accurate for the investigated range of volume fractions and contrasts. The new fully automated tool pro-
vides a unique means for computing, once and for all, the accurate properties of composites over a broad
range of microstructures. In due course, the database generated with this tool might replace analytical
homogenization models.
 2012 Elsevier Ltd. All rights reserved.1. Introduction
Determination of composites’ effective elastic properties is a
classical solid mechanics problem. Homogenization models esti-
mate or bound the mechanical properties of composites using
information related to the properties of the constituent phases,
their geometry and their spatial distribution. The bounds of Hashin
and Shtrikman (1963) (HSB), the self-consistent scheme (SCS)
(Budiansky, 1965; Hill, 1965), the Mori–Tanaka (MT) model (Mori
and Tanaka, 1973; Benveniste, 2008), the general self-consistent
scheme (GSCS) of Christensen and Lo (1979), the second-order esti-
mates (2OE), the three-point bounds (3PB) and the third order
approximation (TOA) proposed by Torquato (1991, 1998), the
model of Lielens et al. (1998), the effective self-consistent scheme
(ESCS) and the interaction direct derivative (IDD) developed by
Zheng and Du (2001), are some examples.
These models predictive capabilities have been evaluated
numerically by numerous authors, for very speciﬁc and limited
conﬁgurations (see Section 2.3). However, to the knowledge ofll rights reserved.
Ghossein), martin.levesque@
http://www.polymtl.ca/lm2the authors, no study focused on conducting a systematic and thor-
ough evaluation of existing homogenization models’ accuracy. As a
result, the range of microstructures over which homogenization
models deliver predictions of given accuracies is not rigorously
deﬁned. A comprehensive performance evaluation requires gener-
ating an important database of ‘‘accurate’’ effective properties. It is
of considerable interest to develop a robust and fully automated
procedure for generating this database in order to reduce user
input.
The main objective of this paper is to present a fully automated
numerical tool for validating the performance of analytical
homogenizationmodels for composites reinforced by randomly dis-
tributed spherical particles. The paper is organized as follows: Sec-
tion 2 reviews the different methods for generating random
microstructures and computing composites effective properties.
Section3presents the algorithms implemented in this study for gen-
erating randomly distributed spherical particles microstructures.
Section4presents the codeused to calculate the effectiveproperties.
The methodology adopted to conduct the validation campaign is
introduced in Section 5. A comprehensive validation of several
homogenization models is carried out in Section 6. The predictions
of these models are compared to the numerical predictions of the
validation tool, followed by a discussion and analysis of the results.
Unless speciﬁed otherwise, the following convention has been
adopted: scalars and vectors are respectively denoted by lower
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second and fourth order tensors are respectively denoted by bold-
faced lower case greek letters (i.e. a) and boldfaced upper case latin
letters (i.e. A).2. Background
2.1. Generation of random microstructures
Most artiﬁcial microstructures found in the literature were gen-
erated using the Random Sequential Adsorption (RSA) algorithm
(Rintoul and Torquato, 1997). In this algorithm, the position of
the ﬁrst reinforcement is randomly generated. The position of a
second reinforcement is subsequently drawn. If both reinforce-
ments are in contact, the second reinforcement position is redrawn
until it does not interfere with the ﬁrst. The process is repeated un-
til the desired volume fraction and number of reinforcements are
reached. Several authors have used this algorithm and had difﬁcul-
ties to reach high volume fractions (>30%). Some authors (Segurado
and Llorca, 2002; Kari et al., 2007; Barello and Lévesque, 2008)
developed improved versions of the RSA algorithm to reach higher
volume fractions, at the expense of an increased computational
cost.
Lubachevsky and Stillinger (1990) proposed an algorithm based
on molecular dynamics and they applied it for disks and spheres
(Lubachevsky et al., 1991). The basic ideas of their algorithm are
as follows. All particles are initially created but they all have a null
volume. The spherical particles are put in motion and their radius
increases throughout the computation. The spheres can collide
with each other or with the faces of the cell. The simulation ends
when the desired volume fraction is reached. This algorithm can
achieve high volume fractions, up to the theoretical dense packing,
for a low computational cost.
2.2. Computation of composites effective properties.
Finite element method is the most commonly used numerical
method for obtaining composites effective properties. The tech-
nique consists of meshing a Representative Volume Element
(RVE) of the microstructure, imposing boundary conditions and
solving for the stresses and strains. The effective properties are
computed from the relation between the volume averaged stress
and strain tensors. Although this method has been successfully
used by many authors (see Table 1), it cannot be fully automated
since the meshing operation usually requires user input.
Moulinec and Suquet (1998) have proposed an alternative
method involving Fast Fourier Transforms (FFT). The method reliesTable 1
Summary of previous study dealing with the computation of randomly distributed spheri
Author(s) Microstructure studied
Gusev (1997) Isotropic elastic matrix and spheres⁄
Llorca et al. (2000) Isotropic elastic matrix and spheres⁄
Böhm and Han (2001) Isotropic elastic spheres in an isotropic elastopla
Han et al. (2001) Isotropic elastic spheres in an isotropic elastopla
Böhm et al. (2002) Isotropic elastic spheres in an isotropic elastopla
Segurado and Llorca (2002) Isotropic elastic matrix and spheres
Pierard et al. (2004) Isotropic elastic matrix and spheres⁄
Marur (2004) Isotropic elastic matrix and spheres⁄
Segurado and Llorca (2006) Isotropic elastic matrix and spheres⁄
Sun et al. (2007) Isotropic elastic matrix and spheres
Kari et al. (2007) Isotropic elastic matrix and spheres
Barello and Lévesque (2008) Incompressible isotropic viscoelastic matrix and
Klusemann and Svendsen (2010) Isotropic elastic matrix and spheres
Cojocaru and Karlsson (2010) Isotropic elastic matrix and sphereson the solution of Lippman-Schwinger equation (Kröner, 1972) in
Fourier space. The solution of this equation determines the stress
and strain ﬁelds in the composite. The effective properties are then
computed as with the ﬁnite element method. An accelerated ver-
sion of this algorithm was proposed by Eyre and Milton (1999).
This technique has two main advantages. First, it does not require
any meshing, and hence, has the potential to be automated. Sec-
ond, it is much faster than the ﬁnite element method for linearly
elastic problems (Michel et al., 1999). In addition, the method im-
poses periodic boundary conditions, which allows it to efﬁciently
converge towards the RVE (Kanit et al., 2003).
If random microstructures are considered, the effective proper-
ties of different composites should be evaluated according to the
rigorous procedure presented by Kanit et al. (2003). In this proce-
dure, for given numbers of represented reinforcements, several
microstructures are randomly generated and the effective proper-
ties are computed for each of them. The number of simulations is
considered adequate when the effective properties are known
within a given conﬁdence interval, whose width is below a certain
threshold. The process is repeated for an increasing number of
reinforcements and the RVE is obtained when the average effective
properties converge.2.3. Summary of existing works on the effective properties of spherical
particle reinforced composites
Table 1 summarizes the various studies which dealt with effec-
tive properties computation for randomly distributed spherical
particles reinforced composites using ﬁnite element method. Only
the case of two-phase composites with perfect interphase and non-
overlapping spheres was considered. For each case, the type of
microstructure studied, the range of volume fractions and constit-
uent phases mechanical properties contrasts are speciﬁed. The
contrast is deﬁned as E2E1, where E is Young’s modulus and subscripts
2 and 1 refer to the reinforcing and matrix phases, respectively. For
clarity, the contrast values were rounded up to the unit. The sym-
bol ‘‘⁄’’ in the ﬁeld ‘‘microstructure studied’’ means that the paper
partially focused on determining the effective properties of com-
posites reinforced by spherical particles. The models listed in the
‘‘analytical models’’ column are those against which the authors
compared their predictions.
Table 1 reveals that most authors studied the effect of the vol-
ume fraction on analytical homogenization models accuracy. Very
few studies dealt with the effect of the mechanical properties con-
trast on homogenization models accuracy. In addition, all the
authors considered constituents having very similar Poisson’s
ratios.cal particles reinforced composites’ effective properties.
Volume
fractions
Contrasts
E2=E1
Analytical models
26.78% 23 Not available
Up to 50% 4 and 60 MT, SCS, GSCS
stic matrix⁄ 20% 6 HSB, 3PB, 2OE, MT, GSCS
stic matrix⁄ 20% 6 HSB, 3PB, MT, SCS, GSCS
stic matrix⁄ 15% 6 HSB, 3PB, MT, SCS, GSCS
Up to 50% 23 and 1 MT, GSCS, TOA
15–52% 23 Voigt, Reuss, HSB, MT, Lielens
Up to 40% 23 Three-phase model (TPM)
15% 6 MT, SCS, TOA
10–60% 44 HSB, MT
10–60% 6 HSB, 3PB, MT, SCS, GSCS, TOA
spheres 10–25% 10 and 100 MT, SCS, TOA
Up to 35% Up to 20 and 1 Voigt, Reuss, HSB, MT, SCS,
Lielens, ESCS, IDD
5–25% 6 HSB, SCS
Algorithm 3: Detection of collisions with the cube cell faces
1: for each particle i do
2: for k ¼ 1 to k ¼ 6 do
3: if particle i does not intersect the kth face of the
cube then
4: Compute sik using Eq. (5)
5: end if
6: end for
7: Keep only positive times
8: end for
9: Select the minimum time ts ¼minðsikÞ
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The algorithm for generating the random microstructures used
in this study is inspired on that proposed by Lubachevsky and Stil-
linger (1990). The algorithm was implemented in MATLAB. A ﬁxed
number of particles having a null volume were created in a unitary
cube at the beginning of the computation. A random velocity vec-
tor was also assigned to each particle. The spheres were then put in
motion and their radius increase according to a growth rule. The
goal of the algorithm was to compute the time at which either
one of the following events occurred: collision between two
spheres (Algorithm 2) or collision between one sphere and at least
one of the cell faces (Algorithm 3). If two particles collided, their
new respective velocity were computed using the kinetic energy
principle (Algorithm 4). However, spheres hitting one of the cell
faces were copied periodically on the opposite faces (Algorithm
5) in order to meet the periodicity requirement of Moulinec and
Suquet’ (1998) algorithm. The computation ended when the de-
sired volume fraction was reached.
Algorithm 1: Main program
1: Deﬁne a cube of side L oriented along x1  x2  x3 axes.
Set a corner as origin
2: Deﬁne a number of spheres, noted by N and a desired
volume fraction, noted by Vf
3: for each sphere i do
4: Assign a random position vector r0i
5: Assign a random velocity vector v0i
6: Assign a radius R0i ¼ 0 and radius growth rate
ai ¼ 0:1
7: end for
8: Initialize time t0 ¼ 0 and actual volume fraction V0 ¼ 0
9: while Vn < Vf do
10: Compute tc using Algorithm 2
11: Compute ts using Algorithm 3
12: Compute Dtn ¼minðtc; tsÞ
13: Move all spheres to time tnþ1 ¼ tn þ Dtn
14: for each particle i do
15: Update the position: rnþ1i ¼ rni þ vni Dtn
16: Update the radius: Rnþ1i ¼ Rni þ aiDtn
17: end for
18: if Dtn ¼ tc then
19: Update the velocities of the concerned particles
using Algorithm 4
20: else if Dtn ¼ ts then
21: Create periodic image(s) of the concerned
particle using Algorithm 5
22: end if
23: Compute the new volume fraction:
Vnþ1 ¼ 1
L3
PN
i¼1
4
3pðRnþ1i Þ3
24: end while
25: Perform a scaling by reducing the spheres radii in order
to reach Vnþ1 ¼ Vf
Algorithm 1 presents the main program that calls Algorithms
2–5. In addition, the following paragraphs detail the various sub-
routines. Detailed descriptions are given, so that the code can be
reproduced by other researchers. In the algorithm description,
the following convention is adopted, unless otherwise speciﬁed:
a symbol with an index represents a unique entity for each sphere
(i.e. ai). A symbol with a superscript represents an entity that
changes from one calculation step to another (i.e. an).3.1. Detection of binary collisions
The collision time t between two particles i and j satisﬁes the
following equation:
Drn þ Dvntk k ¼ ðRni þ Rnj Þ þ ðai þ ajÞt
h i
ð1Þ
where
Drn ¼ rni  rnj ð2aÞ
Dvn ¼ vni  vnj ð2bÞ
Eq. (1) leads to a quadratic equation in t, of the form:
at2 þ 2bt þ c ¼ 0 ð3Þ
where
a ¼ kDvnk2  ai þ aj
 2 ð4aÞ
b ¼ Drn  Dvn  Rni þ Rnj
 
ðai þ ajÞ ð4bÞ
Algorithm 2: Detection of binary collisions
1: for each pair of particles i and j (including periodic
images) do
2: Compute Drn and Dvn using Eqs. (2a) and (2b)
3: Compute a; b and c using Eqs. 4a, 4b and 4c
4: if ðb 6 0 or a < 0Þ and b2  acP 0 then
5: sij ¼ a1 b
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2  ac
q 
.
6: else if ðb > 0 and aP 0Þ or b2  ac < 0 then
7: No collision
8: end if
9: end for
10: Select the minimum time tc ¼ minðsijÞ
 
c ¼ kDrnk2  Rni þ Rnj
2
ð4cÞ
The various steps for determining the next collision time between
two spheres are summarized in Algorithm 2.
3.2. Detection of collisions with the cube cell faces
Collision times must be computed between each sphere i and
the cube faces that do not intersect i. The collision time between
a sphere and a cell face is given by the following equation:
sik¼
Rni  rni ðkÞ
	 

vni ðkÞai
	 
1 for k2f1;2;3g
L rni ðk3ÞRni
	 

vni ðk3Þþai
	 
1 for k2f4;5;6g
(
ð5Þ
Algorithm 5: Creation of periodic particles following their
collision with the cubic cell faces
1: Suppose that particle i collided with m faces
2: if m ¼ 1 then
3: P ¼ 1
4: else if m ¼ 2 then
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rni and v
n
i . Eq. (5) computes the collision time with faces located at
x1 ¼ 0; x2 ¼ 0 and x3 ¼ 0 (k ¼ 1; k ¼ 2 and k ¼ 3 respectively) and
with faces located at x1 ¼ L; x2 ¼ L and x3 ¼ L (k ¼ 4; k ¼ 5 and
k ¼ 6 respectively). The steps required to compute the next collision
time between a particle and a cubic cell face are outlined in
Algorithm 3.5: P ¼ 3
6: else if m ¼ 3 then
7: P ¼ 7
8: end if
9: Create P periodic images of sphere i
10: for p ¼ 1 to p ¼ P do
11: prnþ1i ¼ rnþ1i þ h
12: pvnþ1i ¼ vnþ1i
13: end for3.3. Post-collision particles velocities update
Fig. 1 shows two colliding spheres. Their velocities before col-
lision are divided into two components: one parallel and one
perpendicular to the line connecting their centers. The perpen-
dicular components are preserved during the collision. The par-
allel components are interchanged while adding the effect of
the radius growth rate. The spheres velocities after collision
are computed by adding respectively the new parallel and per-
pendicular components. Details of the procedure are presented
in Algorithm 4.Fig. 1. Two colliding spheres.
Algorithm 4: Post-collision particles velocities update
1: Assume that i and j are the spheres that collided
2: Compute unit vector: u ¼ ðrnþ1i  rnþ1j Þ=krnþ1i  rnþ1j k
3: Decompose the velocity of each particle into two
components: (kv) and (?v)
4: kvnz ¼ ðvnz  uÞu and ?vnz ¼ vnz  kvnz where z ¼ fi; jg
5: Compute the new velocity for each particle:
6: vnþ1i ¼ kvnj þ ðai þ ajÞu
h i
þ ?vni
7: vnþ1j ¼ kvni  ðai þ ajÞu
	 
þ ?vnj
8: if particle i has P periodic images (P – 0) then
9: for p ¼ 1 to p ¼ P
10: pvnþ1i ¼ vnþ1i
11: end for
12: end if
13: if particle j has Q periodic images (Q – 0) then
14: for q ¼ 1 to q ¼ Q
15: qvnþ1j ¼ vnþ1j
16: end for
17: end if3.4. Creation of periodic particles following their collision with the
cubic cell faces
When a sphere i collides with one or more cube faces, periodic
spheres must be created on opposite sides. The number of periodic
spheres created depends on the number of faces that intersect the
sphere i. Each periodic particle has a position vector denoted by
prnþ1i and a velocity vector denoted by
pvnþ1i . Each periodic sphere
has the same velocity as particle i but is offset from it by a vector h.
h ¼ ða; b; cÞ where a, b and c can take the values of f0; L;Lg,
depending on which face the periodic particle appears. More de-
tails are given in Algorithm 5.3.5. Examples of random microstructures
For illustration purposes, assemblies of 100 spheres with a vol-
ume fraction of 50% were generated in less than 25 seconds using
MATLAB 2011a on an Intel i7 Quad Core, 1.60 GHz, 8 GB RAM. The
algorithm also reached a volume fraction of 74% which approaches
the theoretical maximum dense packing arrangement for spheres
of identical size ( p
3
ﬃﬃ
2
p  74:05%). Fig. 2 shows 1000 identical spher-Fig. 2. A packing of 1000 spherical particles randomly distributed in a periodic unit
cell. Volume fraction = 40%. For presentation purposes, the parts of the spheres
outside the cell were cut.
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ume fraction of 40%.4. Determination of composites effective properties with FFT
The effective properties were determined using the algo-
rithm proposed in Moulinec and Suquet (1998), Michel et al.
(1999) and accelerated by the works of Eyre and Milton
(1999). The following subsections present the outline of this
algorithm.4.1. Discretization of the microstructure
The microstructure was discretized into N  N  N cubic vox-
els. Only the parts of the spheres inside the cell were considered.
A material was assigned to each voxel. The rule of arbitration
has been chosen as follows. Nine points uniformly distributed
were considered in each voxel. If the majority of the points be-
longed to a sphere, then the entire voxel was assigned the
mechanical properties of the spherical particles. Otherwise,
the voxel had the properties of the matrix. Then, the volume
fraction of voxels belonging to the spheres was computed. The
discretization was adjusted until the volume fraction reached
the microstructure’s volume fraction, within a certain accuracy.
Convergence in terms of voxels number is discussed in detail
in Section 5.
Fig. 3 shows an example of discretized microstructures with
two different grids. In Fig. 3(a), the resolution is 32  32  32
and the relative error on the volume fraction was 0:16%. However,
in Fig. 3(b), a resolution of 128  128  128 led to a relative error
on volume fraction of 4:77 104%.4.2. Calculation of effective properties
The main steps of the algorithm used for computing the effec-
tive properties of composites are presented here. Algorithm 6 lists
the various operations implemented in this study. Speciﬁc infor-
mation is given in the following paragraphs. For more details, con-
sult (Moulinec and Suquet, 1998; Michel et al., 1999; Eyre and
Milton, 1999).Fig. 3. Discretization of an elementary volume containing 30 spherical reinforcementsAlgorithm 6: Computing the effective properties using FFT
1: Initialize the strain ﬁeld e0ðxdÞ ¼ w;8xd 2 V , where w
denotes the average tensor of the periodic strain ﬁeld to be
imposed
2: Compute j0 ¼  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃj1j2p and l0 ¼  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃl1l2p
3: Compute C0 using j0 and l0
4: Compute G0 using Eq. (6)
5: Let CðxdÞ be the stiffness tensor of a given voxel
6: Initialize eq ¼ 1 and comp ¼ 1
7: while maxðeq; compÞ > 104 do
8: if comp < 104 then
9: rnðxdÞ ¼ CðxdÞ : enðxdÞ
10: r^n ¼ FFT ðrnÞ
11: Compute eq ¼ kr^nð0Þk1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hknd  r^nðndÞk2i
q
where h  i represents an average over all voxels
12: end if
13: snðxdÞ ¼ CðxdÞ þ C0
 
: enðxdÞ
14: s^n ¼ FFT ðsnÞ
15: e^ncompðndÞ ¼ G0ðndÞ : s^nðndÞ;8nd – 0 and e^ncompð0Þ ¼ w
16: encomp ¼ FFT 1ðe^ncompÞ
17: Compute comp ¼ kwk1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kenðxdÞ  encompðxdÞk2
D Er
18: enþ1ðxdÞ ¼ enðxdÞ2 CðxdÞC0
 1
:C0 : encompðxdÞ

enðxdÞÞ
19: end while
In this algorithm, xd represents the coordinates of voxels in real
space while nd represents the wave numbers in Fourier space. The
Fast Fourier Transforms and its inverse are respectively repre-
sented by FFT and FFT 1. Two types of errors were used to assess
convergence: the equilibrium error (eq) calculated in Fourier space
and the compatibility error (comp).
In the algorithm, C0 denotes the stiffness tensor of the reference
material computed from j0 and l0 which represent respectively
the bulk and shear modulus of the reference material (see
Moulinec and Suquet (1998) for more details). A Green operatorfor a volume fraction of 50%. (a) 32  32  32 voxels. (b) 128  128  128 voxels.
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as in Fourier space (Mura, 1987):
G0ijklðnÞ ¼
1
4l0knk2
dkinlnj þ dlinknj þ dkjnlni þ dljnkni
 
 k
0 þ l0
l0 k0 þ 2l0 
ninjnknl
knk4
ð6Þ
where k0 is the Lamé modulus of the reference material and d de-
notes Kronecker’s delta
Composites’ homogenized properties were computed from the
volume averaged stresses and strains. These two entities are re-
lated according the following equation:
hrðxÞi ¼ ~C : heðxÞi ð7Þ
where h  imeans an average over the volume and ~C is the unknown
effective tensor. For each realization, ~C was not strictly isotropic be-
cause a ﬁnite number of spheres was simulated. Consequently, the
effective bulk and shear modulus for each realization were obtained
as follows:
~l ¼
~C1212 þ ~C1313 þ ~C2323
3
ð8aÞ
~ji ¼ ~Ciiii  43 ~l for i 2 f1;2;3g ð8bÞ
~j1þiþj ¼ ~Ciijj þ 23 ~l for ði; jÞ 2 ð1;2Þ; ð1;3Þ; ð2;3Þf g ð8cÞ
~j ¼ 1
6
X6
i¼1
~ji ð8dÞ
The algorithm’ implementation was validated by comparing its
predictions against those obtained by ﬁnite elements (not shown
here). Identical results (within 0.9%) were obtained.4.3. Parallelization of the algorithm
Effective properties were computed by imposing 6 orthogonally
different displacement strain ﬁeld (when expressed as per the
modiﬁed Voigt notation). For example, the ﬁrst column was deter-
mined by imposing a strain in the ﬁrst principal direction (e11). The
other ﬁve columns were computed in an equivalent manner. Thus,
Algorithm 6 can be called six times independently, which renders
its parallelization computationally-efﬁcient. The computation time
was divided by almost 6 when computations were performed on 6
independent workers.
Table 2 provides the approximate computation time as a func-
tion of the number of voxels, for l1 ¼ j1 ¼ 1 and l2 ¼ j2 ¼ 10.
The microstructure contained 60 spheres with a volume fraction
of 30%. Calculations were performed using MATLAB 2011a on an
Intel(R) Xeon(R) Dual Core, 2.40 GHz, 48 GB RAM and parallelized
on 6 local workers.Table 2
Approximate computation time as a function of the number of voxels. l1 ¼ j1 ¼ 1
and l2 ¼ j2 ¼ 10. Number of spheres = 60. Volume fraction = 30%. Calculations were
performed using MATLAB 2011a on an Intel(R) Xeon(R) Dual Core, 2.40 GHz, 48 GB
RAM and parallelized on 6 local workers.
Voxels number Computation time (s)
Discretization Calculation of effective
properties
Total
32  32  32 0.62 1.36 1.98
64  64  64 2.49 10.51 13.00
128  128  128 16.96 104.42 121.385. Validation campaign
The accuracy of homogenization models was evaluated for com-
posites made of an isotropic matrix reinforced with isotropic
spherical particles. Four parameters were deﬁned: q1 ¼ l2l1 ;q2 ¼j1
l1
;q3 ¼ j2l1 and mf . qi represent the normalized contrast with re-
spect to the matrix shear modulus and mf represent the spheres
volume fraction. qi took values of {1,10,100,1000} while mf took
values of {0.1,0.2,0.3,0.4,0.5}. Effective properties were therefore
obtained for 320 different materials. For each combination of these
variables, three types of convergence were studied. First, the con-
vergence of the stress and strain ﬁelds was checked for each real-
ization. Second, statistical conﬁdence intervals on the mean
effective properties were computed for each given number of par-
ticles represented. For a ﬁxed number of spheres, the number of
realizations was increased until the width of the conﬁdence inter-
val was below a prescribed threshold. Third, the RVE was deter-
mined by increasing the number of spheres and by comparing
the conﬁdence intervals of the respective effective properties.
Implementation of these three convergences are described in the
following subsections.5.1. Convergence of the stress/strain ﬁelds
A convergence analysis in terms of number of voxels was per-
formed. A tolerance of 2% was used on the effective shear and bulk
modulus as a criterion of convergence. Let N be the number of vox-
els along the cube side. N was initially set to N = 32 and doubled. If
the results converged for N = 64, the simulation stopped. If conver-
gence was not reached, N was increased to N = 128. For the tested
range of contrasts and volume fraction, most cases converged with
1283 voxels or less.
However, there were cases in which 1283 voxels were not suf-
ﬁcient. It was therefore necessary to discretize the microstructure
with 2563 voxels. This discretization requires considerable compu-
tational resources. In order to avoid running calculations for such
large models, the following approach was deﬁned. For each combi-
nation of contrasts where convergence did not occur at 1283 vox-
els, a convergence analysis was performed on a compact
microstructure where mf ¼ 50%. To obtain this microstructure,
the most compact arrangement was considered with a volume
fraction of spheres equal to p
3
ﬃﬃ
2
p  0:74 (see Fig. 4(a)). Then, this
arrangement was diluted into the matrix until the volume fraction
of spheres reached 50%, as shown in Fig. 4(b). It was assumed that
this type of microstructure was the worst case because the stress
and strain ﬁelds present high gradients. Therefore, it was assumed
that if convergence in terms of voxels was reached for this type of
microstructure, it would also be reached for any other random
microstructures with a spheres volume fraction lower than or
equal to 50%, for the same values of qi.
For the combinations of fqi; mf g where convergence was not
reached for 1283 voxels, convergence was tested on the compact
microstructure for N = {128,160,256}. If convergence occurred at
N = 160,1603 voxels were used for the generated random micro-
structures. If convergence was reached at N = 256, microstructures
were discretized in 2563 voxels. For most cases, a discretization of
1603 voxels was sufﬁcient. Only 6 cases out of the 320 required
2563 voxels to converge.
5.2. Effective properties convergence
The mechanical properties were computed following the meth-
odology proposed by Kanit et al. (2003). For each number of
spheres, the number of simulations n was considered sufﬁcient if
the following inequality was satisﬁed:
Fig. 5. Effective properties as a function of the number of represented reinforce-
ments (15, 30, 45 and 60 spheres). l1 ¼ j1 ¼ 1;l2 ¼ j2 ¼ 10 and mf ¼ 0:3. The error
bars represent a 95% conﬁdence interval on the mean value.
Fig. 4. (a) Compact arrangement with a volume fraction of spheres equal to p
3
ﬃﬃ
2
p ð 74:05%Þ. (b) Compact arrangement diluted to 50% volume fraction of spheres.
(a)
(b)
Fig. 6. Comparison between the mechanical properties predicted with the numer-
ical tool (NT) and those predicted by analytical models: Mori–Tanaka (MT), self-
consistent scheme (SCS), general self-consistent scheme (GSCS), Lielens and third
order approximation (TOA). The volume fraction of inclusions is 10%. l1 ¼ j1 ¼ 1.
(a) Normalized bulk modulus. (b) Normalized shear modulus.
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x¼~j;~l
Tn1ð1a=2ÞSx
x
ﬃﬃﬃ
n
p 6 0:01 ð9Þ
where T is the quantile of the Student distribution with (n 1) de-
grees of freedom, S is an estimate of the standard deviation of x and
(1 a) is the desired conﬁdence level. For this study, 1 a ¼ 0:95.
It should be noted that in each case, a minimum of six simulations
were realized.
5.3. Convergence of the RVE
The procedure described in Section 5.2 was repeated for an
increasing number of spheres. The RVE was deﬁned as the number
of represented spheres above which the effective property did not
signiﬁcantly change, in statistical terms, with the computed conﬁ-
dence intervals of Section 5.2. The ﬁnal effective properties were
those calculated for the RVE.
For illustration purposes, Fig. 5 shows the mean effective mod-
uli, along with their 95% conﬁdence intervals, as a function of the
number of represented reinforcements for a typical case
(l1 ¼ j1 ¼ 1;l2 ¼ j2 ¼ 10 and v f ¼ 0:3).
6. Results and discussion
Properties ~j and ~l computed with the numerical tool (NT) for
several contrasts and volume fractions were compared to thepredictions of several analytical homogenization models: Mori–
Tanaka (MT), self-consistent scheme (SCS), general self consistent
scheme(GSCS), Lielens and third order approximation (TOA).
MATLAB built-in cubic spline interpolation was used to interpolate
between the 320 generated data points. This interpolation was
used in the following plots.
(a)
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stiffer than the matrix (j2 P j1 and l2 P l1) and for the case
where (j2 6 j1 and l2 P l1). For each case, the shear modulus
of the matrix was set to 1 and results are presented for volume
fractions of 10%, 30% and 50% .(b)6.1. Spheres stiffer than the matrix (j2 P j1 and l2 P l1)
For this case, j1 was set to 1 and contrasts q1 and q3 were
simultaneously varied from 1 to 1000. This led to constituents with
constant Poisson’s ratio.
For a volume fraction of 10% (Fig. 6), predictions are satisfactory
for all the studied models. For ~j, SCS and Lielens provide the most
accurate predictions. For ~l, SCS seems to be the most accurate
model.
Fig. 7 shows that the model predictions deviate from the accu-
rate solution when the volume fraction of spheres is 30%, especially
for high contrasts. In this area, MT, GSCS and TOA models underes-
timate the accurate solution while the SCS overestimates it. For
low contrasts (q1;3 6 70 for ~j and q1;3 6 20 for ~l), TOA is the most
accurate. However, for high contrasts (q1;3 P 70 for ~j and
q1;3 P 20 for ~l), Lielens is the most accurate model.
The same behavior is observed when the volume fraction of
spherical particles is 50% (Fig. 8). However, the predictions of SCS
diverge very rapidly when the contrasts ratios increase. SCS is(a)
(b)
Fig. 7. Comparison between the mechanical properties predicted with the numer-
ical tool (NT) and those predicted by analytical models: Mori–Tanaka (MT), self-
consistent scheme (SCS), general self-consistent scheme (GSCS), Lielens and third
order approximation (TOA). The volume fraction of inclusions is 30%. l1 ¼ j1 ¼ 1.
(a) Normalized bulk modulus. (b) Normalized shear modulus.
Fig. 8. Comparison between the mechanical properties predicted with the numer-
ical tool (NT) and those predicted by analytical models: Mori–Tanaka (MT), self-
consistent scheme (SCS), general self-consistent scheme (GSCS), Lielens and third
order approximation (TOA). The volume fraction of inclusions is 50%. l1 ¼ j1 ¼ 1.
(a) Normalized bulk modulus. (b) Normalized shear modulus.not adequate for predicting the properties of such composites with
high contrasts and volume fractions. For low contrasts (q1;3 6 10),
all models lead to similar predictions while for high contrasts
(q1;3 P 70 for ~j and q1;3 P 40 for ~l), it seems that Lielens delivers
predictions having less discrepancy. It is interesting to note that all
models except SCS predict a plateau when q1;3 P 100. This is not
the case for the accurate solution.6.2. Spheres stiffer than the matrix in terms of shear only (j2 6 j1 and
l2 P l1)
For this case, j2 was set to 1 and contrasts q1 and q2 were
simultaneously varied from 1 to 1000. Therefore, the Poisson’s ra-
tios of the two phases are not identical and their difference in-
creases with increasing contrast.
It is important to note that, for this speciﬁc case, the predictions
of Lielens are not shown in the plots. Indeed, our implementation
of Lielens model relies on an interpolation between the strain
localization tensors used for computing Hashin and Shtrikman
lower and upper bounds (see Eqs. (25) and (26) in (Lielens et al.,
1998)). When the matrix is more compliant than the reinforce-
ments (i.e. when l1 6 l2 and j1 6 j2 simultaneously), the lower
bound corresponds to the estimation of Mori–Tanaka. When the
matrix is stiffer than the reinforcements (i.e. when l1 P l2 and
j1 P j2 simultaneously), the upper bound corresponds to the
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ant than the reinforcements, the Lielens estimation will always be
stiffer than that of Mori–Tanaka and if the matrix is the stiffest
part, the Lielens estimation will be more compliant than that of
Mori–Tanaka. However, when the matrix is neither more compli-
ant or stiffer than the reinforcements (i.e. when l1 6 l2 and
j1 P j2 or l1 P l2 and j1 6 j2) Lielens model becomes inappli-
cable. For example, consider the case where l1 6 l2 and
j1 P j2. Consider further that the Mori–Tanaka estimation is com-
puted with lm;lf ;jm and jf where subscripts m and f refer to the
matrix and ﬁber phases, respectively. Then, for this speciﬁc case,
the upper Hashin–Shtrikman Bound (HSB) would be computed
with the Mori–Tanaka estimation by setting lm ¼ l2;lf ¼
l1;jm ¼ j1 and jf ¼ j2 and the lower HSB would be computed
with the Mori–Tanaka estimation be setting lm ¼ l1;lf ¼ l2;
jm ¼ j2 and jf ¼ j1. The two HSB are computed for materials that
do not really exist because they are a combination of both the ma-
trix and reinforcement properties. Therefore, for the cases where
the matrix is neither more compliant or stiffer than the reinforce-
ments, Lielens model doest not make physical sense. As a result, for
theses cases, the predictions of Lielens model were not compared
with the accurate solution.
Fig. 9 shows that for a volume fraction of 10%, all models are
accurate. For high contrasts (q1;2 P 70 for ~j and q1;2 P 30 for ~l),
most models deliver inaccurate predictions. In this area, MT, GSCS(a)
(b)
Fig. 9. Comparison between the mechanical properties predicted with the numer-
ical tool (NT) and those predicted by analytical models: Mori–Tanaka (MT), self-
consistent scheme (SCS), general self-consistent scheme (GSCS) and third order
approximation (TOA). The volume fraction of inclusions is 10%. l1 ¼ j2 ¼ 1. (a)
Normalized bulk modulus. (b) Normalized shear modulus.and TOA underestimate the effective properties. For this low vol-
ume fraction of spheres, SCS is the most accurate model. To better
understand the difference in behavior between both plots in Fig.9,
l2 was set to 10 and only q2 was varied from 1 to 1000, as shown
in Fig. 10. For ~j, a behavior similar to that of Fig. 9(a) was observed.
~l remained almost constant as a function of j1. ~l is therefore fairly
insensitive to a variation of j1. The opposite behavior was ob-
served when j1 was ﬁxed instead of l2 (not shown here). There-
fore, the shape shown in Fig. 6(a) is typical of the case where
j2 P j1 while that of Fig. 9(a) is typical of the case where
j2 6 j1. It should be noted that cases where l2 6 l1 were not
studied in this work and further works are needed to conﬁrm
that plots similar to that of Fig. 9(a) would be obtained for these
cases.
Similar behavior is observed in Fig. 11 where the volume frac-
tion of spheres is 30%. However, SCS is less accurate at this volume
fraction than it was at 10%. For ~j, TOA is the most accurate model,
while for ~l, GSCS is the closest to the interpolation curve.
When the spheres and the matrix are in equal proportions
(Fig. 12), the predictions of SCS diverge rapidly from the interpola-
tion curve. The behavior of this model is therefore similar to that
shown in Fig. 8. For low contrasts (q1;2 6 30 for ~j and q1;2 6 70
for ~l), TOA is the most accurate model for the two effective moduli.
However, for high contrasts (q1;2 P 70), predictions of GSCS are the
closest to the accurate effective shear modulus. For ~j, there is no(a)
(b)
Fig. 10. Comparison between the mechanical properties predicted with the
numerical tool (NT) and those predicted by analytical models: Mori–Tanaka (MT),
self-consistent scheme (SCS), general self-consistent scheme (GSCS) and third order
approximation (TOA). The volume fraction of inclusions is 10%. l1 ¼ j2 ¼ 1 and
l2 ¼ 10. (a) Normalized bulk modulus. (b) Normalized shear modulus.
(a)
(b)
Fig. 11. Comparison between the mechanical properties predicted with the
numerical tool (NT) and those predicted by analytical models: Mori–Tanaka (MT),
self-consistent scheme (SCS), general self-consistent scheme (GSCS) and third order
approximation (TOA). The volume fraction of inclusions is 30%. l1 ¼ j2 ¼ 1. (a)
Normalized bulk modulus. (b) Normalized shear modulus.
(a)
(b)
Fig. 12. Comparison between the mechanical properties predicted with the
numerical tool (N.T) and those predicted by analytical models: Mori–Tanaka
(MT), self-consistent scheme (SCS), general self-consistent scheme (GSCS) and third
order approximation (TOA). The volume fraction of inclusions is 50%. l1 ¼ j2 ¼ 1.
(a) Normalized bulk modulus. (b) Normalized shear modulus.
Table 4
Maximum relative error () induced by each analytical model when predicting ~l for
320 different combinations of contrasts ratios and spheres volume fractions (except
for Lielens model where only 200 cases were considered). [a,b,c] means that
fq1 ;q2;q3g ¼ f10a ;10b ;10cg.
Models Volume fractions
10% 20% 30% 40% 50%
 (%) [a,b,c]  (%) [a,b,c]  (%) [a,b,c]  (%) [a,b,c]  (%) [a,b,c]
MT 6 [3,3,3] 17 [3,3,3] 32 [3,3,3] 53 [3,3,3] 72 [3,3,3]
SCS 2 [3,3,3] 5 [2,3,1] 29 [3,3,2] 291 [3,3,3] 930 [3,3,3]
GSCS 5 [3,3,3] 12 [3,3,3] 19 [3,2,2] 28 [3,3,3] 45 [3,0,3]
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important to note that the accurate effective properties do not
reach a plateau in the investigated range of contrasts while all
models (except SCS) predict a convergence of properties for
q1;2 P 500.
6.3. Maximum relative error induced by each analytical model
Tables 3 and 4 present the maximum relative error made by
each analytical model when predicting respectively ~j and ~l. This
relative error  was computed as:Table 3
Maximum relative error () induced by each analytical model when predicting ~j for
320 different combinations of contrasts ratios and spheres volume fractions (except
for Lielens model where only 200 cases were considered). [a,b,c] means that
fq1;q2;q3g ¼ f10a ;10b ;10cg.
Models Volume fractions
10% 20% 30% 40% 50%
 (%) [a,b,c]  (%) [a,b,c]  [a,b,c]  (%) [a,b,c]  (%) [a,b,c]
MT 17 [3,3,0] 24 [3,3,0] 31 [3,3,0] 40 [3,3,0] 52 [3,3,0]
SCS 4 [1,3,0] 18 [2,3,0] 45 [2,3,0] 97 [2,3,0] 588 [3,0,3]
GSCS 17 [3,3,0] 24 [3,3,0] 31 [3,3,0] 40 [3,3,0] 52 [3,3,0]
Lielens 1 [3,0,3] 5 [0,0,3] 12 [0,0,3] 23 [0,0,3] 42 [0,0,3]
TOA 15 [3,3,0] 20 [3,3,0] 26 [3,3,0] 35 [3,3,0] 47 [3,3,0]
Lielens 8 [3,3,0] 17 [3,3,0] 25 [3,3,0] 41 [3,3,3] 60 [3,3,3]
TOA 4 [3,3,3] 11 [3,3,3] 22 [3,3,3] 41 [3,3,3] 61 [3,3,3] ¼ max
i2 1;2;...;320f g
f mi  f ei
f ei

 ð10Þ
where f refers to either ~j or ~l, superscripts m and e denote respec-
tively the predictions of the analytical models and the numerical
tool, while subscript i refers to one of the predictions among the
320 generated data points (except for Lielens model where only
200 cases were considered).
The relative errors are rounded to the unit. For each volume
fraction, the combination of contrasts for which the maximum
error was induced is speciﬁed. The tables show that the error made
(a)
(b)
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rors are always induced for high contrasts.
When considering ~j, if  < 10% was deﬁned as an acceptable
threshold, only Lielens and SCS scheme for a volume fraction of
10% would meet the criteria for the whole ranges of speciﬁed con-
trasts. For a volume fraction of 20%, only Lielens meet the accuracy
criteria. It is seen that Lielens leads to the lowest value of  for all
studied volume fractions. Thus, for predicting ~j, Lielens model is
the most accurate model provided that the spheres are completely
stiffer than the matrix.
As for ~l, and for  < 10%, all models meet the criteria when the
volume fraction is 10%. This is not the case for a volume fraction of
20% where only SCS satisﬁes the accuracy criteria. In addition, it is
shown that SCS leads to the lowest value of  for volume fractions
of 10% and 20%, while GSCS leads to the lowest  for volume frac-
tions of 30%, 40% and 50%.
This shows that no analytical homogenization models stands
out of the others as being more accurate over the whole range of
volume fractions and contrasts investigated.6.4. Computations of validity domains for speciﬁc models
It is of considerable interest to identify the range of contrasts
and volume fractions for which a given analytical homogenization
model delivers predictions where  is below a prescribed thresh-
old. For example, when j1 ¼ l1 ¼ 1, Fig. 13 shows the range of
j2 and l2 for which  6 0:1, for both ~j and ~l and for different vol-
ume fractions. It should be noted that for this very speciﬁc case,
 6 0:1 for volume fractions of 10% and 20%, for the whole range(a)
(b)
Fig. 13. Mori–Tanaka (MT) range of validity for  6 10% and for j1 ¼ l1 ¼ 1. The
arrow indicates the validity domain. (a) Validity range on the effective bulk
modulus. (b) Validity range on the effective shear modulus.
Fig. 14. Range of validity of Mori–Tanaka (MT) and third order approximation
(TOA) for  6 10%, for a volume fraction of 50% and for j1 ¼ l1 ¼ 1. The arrow
indicates the validity domain. (a) Validity range on the effective bulk modulus. (b)
Validity range on the effective shear modulus.of contrasts studied. For higher volume fractions, Fig. 13 shows
that the area covered by the range of validity decreases as the vol-
ume fraction increases.
Similarly, Fig. 14 compares the range of validity of MT and TOA
models for  6 0:1, for a volume fraction of 50% and for
j1 ¼ l1 ¼ 1. It can be seen that TOA outperforms MT in this spe-
ciﬁc case.
These simple analyses exemplify the usefulness of generating
an important database of artiﬁcial composites. Similar compari-
sons could be generated for identifying the most suitable model
under speciﬁc conditions.7. Conclusion
The contributions of this study are as follows:
1. A fully automated numerical tool that can generate random
microstructures constituted of randomly distributed spheres
into amatrix and compute their mechanical effective properties.
2. Computation of the effective properties for 320 different spher-
ical particles reinforced composites over a broad range of con-
trasts and volume fractions.
3. A rigorous validation of several analytical homogenization
models for the case of spherical particles reinforced composites.
The interpolation algorithm is computationally-efﬁcient and
combining it with an expanding database will most likely lead to
1398 E. Ghossein, M. Lévesque / International Journal of Solids and Structures 49 (2012) 1387–1398more accurate predictions than any other existing analytical
homogenization model. In due course, this database could be an
alternative to homogenization models for speciﬁc microstructures.
Generating the 320 data points presented in this paper required
approximately 6 months of computations on an average of 3 multi-
core computers. Indeed, around 16,800 different simulations were
performed for accurately computing the 320 effective properties
(taking into account all the convergence analysis performed). The
authors seek collaborations with other researchers in order to ex-
pand their database. Ongoing works are dealing with the case of
random ellipsoids. Other microsctructures could also be studied.
If many teams worldwide unite their efforts in a concerted
manner, effective properties for a wide range of composites will
be computed, once and for all. Such an intensive veriﬁcation of
analytical homogenization models could provide the required con-
ﬁdence levels for their widespread integration in high technology
industry.
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