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Hamilton-Perelman’s Proof of the
Poincare´ Conjecture
and the Geometrization Conjecture*
Huai-Dong Cao and Xi-Ping Zhu
Abstract. In this paper, we provide an essentially self-contained and
detailed account of the fundamental works of Hamilton and the recent
breakthrough of Perelman on the Ricci flow and their application to the
geometrization of three-manifolds. In particular, we give a detailed ex-
position of a complete proof of the Poincare´ conjecture due to Hamilton
and Perelman.
*This is a revised version of the article by the same authors that originally appeared
in Asian J. Math., 10(2) (2006), 165–492.
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Introduction
This is a revised version of the article that originally appeared in Asian J.
Math., 10(2) (2006), 165–492. In July, we received complaint from Kleiner
and Lott for the lack of attribution of their work caused by our oversight in
the prior version; we have apologized and acknowledged their contribution
in an erratum to appear in December 2006 issue of the Asian Journal of
Mathematics. In this revision, we have also tried to amend other possible
oversights by updating the references and attributions. In the meantime, we
have changed the title and modified the abstract in order to better reflect
our view that the full credit of proving the Poincare’s conjecture goes to
Hamilton and Perelman. We regret all the oversights occurred in the prior
version and hope that this revision will right these inattentions. Other than
these modifications mentioned, the paper remains unchanged.
In this paper, we shall present the Hamilton-Perelman theory of Ricci
flow. Based on it, we shall give a detailed account of complete proofs of the
Poincare´ conjecture and the geometrization conjecture of Thurston. While
the results presented here are based on the accumulated works of many
geometric analysts, the complete proof of the Poincare´ conjecture is due to
Hamilton and Perelman.
An important problem in differential geometry is to find a canonical
metric on a given manifold. In turn, the existence of a canonical metric
often has profound topological implications. A good example is the classical
uniformization theorem in two dimensions which, on one hand, provides a
complete topological classification for compact surfaces, and on the other
hand shows that every compact surface has a canonical geometric structure:
a metric of constant curvature.
How to formulate and generalize this two-dimensional result to three and
higher dimensional manifolds has been one of the most important and chal-
lenging topics in modern mathematics. In 1977, W. Thurston [126], based
on ideas about Riemann surfaces, Haken’s work and Mostow’s rigidity theo-
rem, etc, formulated a geometrization conjecture for three-manifolds which,
roughly speaking, states that every compact orientable three-manifold has a
canonical decomposition into pieces, each of which admits a canonical geo-
metric structure. In particular, Thurston’s conjecture contains, as a special
case, the Poincare´ conjecture: A closed three-manifold with trivial funda-
mental group is necessarily homeomorphic to the 3-sphere S3. In the past
thirty years, many mathematicians have contributed to the understanding
of this conjecture of Thurston. While Thurston’s theory is based on beauti-
ful combination of techniques from geometry and topology, there has been
a powerful development of geometric analysis in the past thirty years, lead
by S.-T. Yau, R. Schoen, C. Taubes, K. Uhlenbeck, and S. Donaldson, on
the construction of canonical geometric structures based on nonlinear PDEs
(see, e.g., Yau’s survey papers [133, 134]). Such canonical geometric struc-
tures include Ka¨hler-Einstein metrics, constant scalar curvature metrics, and
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self-dual metrics, among others. However, the most important contribution
for geometric analysis on three-manifolds is due to Hamilton.
In 1982, Hamilton [60] introduced the Ricci flow
∂gij
∂t
= −2Rij
to study compact three-manifolds with positive Ricci curvature. The Ricci
flow, which evolves a Riemannian metric by its Ricci curvature, is a natural
analogue of the heat equation for metrics. As a consequence, the curvature
tensors evolve by a system of diffusion equations which tends to distribute
the curvature uniformly over the manifold. Hence, one expects that the
initial metric should be improved and evolve into a canonical metric, thereby
leading to a better understanding of the topology of the underlying manifold.
In the celebrated paper [60], Hamilton showed that on a compact three-
manifold with an initial metric having positive Ricci curvature, the Ricci flow
converges, after rescaling to keep constant volume, to a metric of positive
constant sectional curvature, proving the manifold is diffeomorphic to the
three-sphere S3 or a quotient of the three-sphere S3 by a linear group of
isometries. Shortly after, Yau suggested that the Ricci flow should be the
best way to prove the structure theorem for general three-manifolds. In
the past two decades, Hamilton proved many important and remarkable
theorems for the Ricci flow, and laid the foundation for the program to
approach the Poincare´ conjecture and Thurston’s geometrization conjecture
via the Ricci flow.
The basic idea of Hamilton’s program can be briefly described as follows.
For any given compact three-manifold, one endows it with an arbitrary (but
can be suitably normalized by scaling) initial Riemannian metric on the
manifold and then studies the behavior of the solution to the Ricci flow. If
the Ricci flow develops singularities, then one tries to find out the structures
of singularities so that one can perform (geometric) surgery by cutting off
the singularities, and then continue the Ricci flow after the surgery. If the
Ricci flow develops singularities again, one repeats the process of performing
surgery and continuing the Ricci flow. If one can prove there are only a
finite number of surgeries during any finite time interval and if the long-
time behavior of solutions of the Ricci flow with surgery is well understood,
then one would recognize the topological structure of the initial manifold.
Thus Hamilton’s program, when carried out successfully, will give a proof
of the Poincare´ conjecture and Thurston’s geometrization conjecture. How-
ever, there were obstacles, most notably the verification of the so called
“Little Loop Lemma” conjectured by Hamilton [65] (see also [18]) which
is a certain local injectivity radius estimate, and the verification of the dis-
creteness of surgery times. In the fall of 2002 and the spring of 2003, Perel-
man [107, 108] brought in fresh new ideas to figure out important steps
to overcome the main obstacles that remained in the program of Hamil-
ton. (Indeed, in page 3 of [107], Perelman said “the implementation of
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Hamilton program would imply the geometrization conjecture for closed
three-manifolds” and “In this paper we carry out some details of Hamilton
program”.) Perelman’s breakthrough on the Ricci flow excited the entire
mathematics community. His work has since been examined to see whether
the proof of the Poincare´ conjecture and geometrization program, based on
the combination of Hamilton’s fundamental ideas and Perelman’s new ideas,
holds together. The present paper grew out of such an effort.
Now we describe the three main parts of Hamilton’s program in more
detail.
(i) Determine the structures of singularities
Given any compact three-manifold M with an arbitrary Riemannian
metric, one evolves the metric by the Ricci flow. Then, as Hamilton showed
in [60], the solution g(t) to the Ricci flow exists for a short time and is unique
(also see Theorem 1.2.1). In fact, Hamilton [60] showed that the solution
g(t) will exist on a maximal time interval [0, T ), where either T = ∞, or
0 < T <∞ and the curvature becomes unbounded as t tends to T . We call
such a solution g(t) a maximal solution of the Ricci flow. If T <∞ and the
curvature becomes unbounded as t tends to T , we say the maximal solution
develops singularities as t tends to T and T is the singular time.
In the early 1990s, Hamilton systematically developed methods to un-
derstand the structure of singularities. In [63], based on suggestion by Yau,
he proved the fundamental Li-Yau [85] type differential Harnack estimate
(the Li-Yau-Hamilton estimate) for the Ricci flow with nonnegative curva-
ture operator in all dimensions. With the help of Shi’s interior derivative
estimate [118], he [64] established a compactness theorem for smooth so-
lutions to the Ricci flow with uniformly bounded curvatures and uniformly
bounded injectivity radii at the marked points. By imposing an injectivity
radius condition, he rescaled the solution to show that each singularity is
asymptotic to one of the three types of singularity models [65]. In [65] he
discovered (also independently by Ivey [75]) an amazing curvature pinching
estimate for the Ricci flow on three-manifolds. This pinching estimate im-
plies that any three-dimensional singularity model must have nonnegative
curvature. Thus in dimension three, one only needs to obtain a complete
classification for nonnegatively curved singularity models.
For Type I singularities in dimension three, Hamilton [65] established
an isoperimetric ratio estimate to verify the injectivity radius condition and
obtained spherical or necklike structures for any Type I singularity model.
Based on the Li-Yau-Hamilton estimate, he showed that any Type II sin-
gularity model with nonnegative curvature is either a steady Ricci soliton
with positive sectional curvature or the product of the so called cigar soliton
with the real line [68]. (Characterization for nonnegatively curved Type
III models was obtained in [31].) Furthermore, he developed a dimension
reduction argument to understand the geometry of steady Ricci solitons
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[65]. In the three-dimensional case, he showed that each steady Ricci soli-
ton with positive curvature has some necklike structure. Hence Hamilton
had basically obtained a canonical neighborhood structure at points where
the curvature is comparable to the maximal curvature for solutions to the
three-dimensional Ricci flow.
However two obstacles remained: (a) the verification of the imposed
injectivity radius condition in general; and (b) the possibility of forming
a singularity modelled on the product of the cigar soliton with a real line
which could not be removed by surgery. The recent spectacular work of
Perelman [107] removed these obstacles by establishing a local injectivity
radius estimate, which is valid for the Ricci flow on compact manifolds
in all dimensions. More precisely, Perelman proved two versions of “no
local collapsing” property (Theorem 3.3.3 and Theorem 3.3.2), one with
an entropy functional he introduced in [107], which is monotone under the
Ricci flow, and the other with a space-time distance function obtained by
path integral, analogous to what Li-Yau did in [85], which gives rise to a
monotone volume-type (called reduced volume by Perelman) estimate. By
combining Perelman’s no local collapsing theorem I′ (Theorem 3.3.3) with
the injectivity radius estimate in Theorem 4.2.2, one immediately obtains
the desired injectivity radius estimate, or the Little Loop Lemma (Theorem
4.2.4) conjectured by Hamilton.
Furthermore, Perelman [107] developed a refined rescaling argument (by
considering local limits and weak limits in Alexandrov spaces) for singular-
ities of the Ricci flow on three-manifolds to obtain a uniform and global
version of the canonical neighborhood structure theorem. We would like
to point out that our proof of the singularity structure theorem (Theorem
7.1.1) is different from that of Perelman in two aspects: (1) in Step 2 of
the proof, we only prove a weaker version of Perelman’s Claim 2 in section
12.1 of [107], namely finite distance implies finite curvature. Our treatment,
with some modifications, follows the notes of Kleiner-Lott [80] in June 2003
on Perelman’s first paper [107]; (2) in Step 4 of the proof, we give a new
approach to extend the limit backward in time to an ancient solution.
(ii) Geometric surgeries and the discreteness of surgery times
After obtaining the canonical neighborhoods (consisting of spherical,
necklike and caplike regions) for the singularities, one would like to perform
geometric surgery and then continue the Ricci flow. In [66], Hamilton ini-
tiated such a surgery procedure for the Ricci flow on four-manifolds with
positive isotropic curvature and presented a concrete method for perform-
ing the geometric surgery. His surgery procedures can be roughly described
as follows: cutting the neck-like regions, gluing back caps, and removing
the spherical regions. As will be seen in Section 7.3 of this paper, Hamil-
ton’s geometric surgery method also works for the Ricci flow on compact
orientable three-manifolds.
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Now an important challenge is to prevent surgery times from accumu-
lating and make sure one performs only a finite number of surgeries on each
finite time interval. The problem is that, when one performs the surgeries
with a given accuracy at each surgery time, it is possible that the errors
may add up to a certain amount which could cause the surgery times to
accumulate. To prevent this from happening, as time goes on, successive
surgeries must be performed with increasing accuracy. In [108], Perelman
introduced some brilliant ideas which allow one to find “fine” necks, glue
“fine” caps, and use rescaling to prove that the surgery times are discrete.
When using the rescaling argument for surgically modified solutions of
the Ricci flow, one encounters the difficulty of how to apply Hamilton’s com-
pactness theorem (Theorem 4.1.5), which works only for smooth solutions.
The idea to overcome this difficulty consists of two parts. The first part, due
to Perelman [108], is to choose the cutoff radius in neck-like regions small
enough to push the surgical regions far away in space. The second part, due
to the authors and Chen-Zhu [35], is to show that the surgically modified
solutions are smooth on some uniform (small) time intervals (on compact
subsets) so that Hamilton’s compactness theorem can still be applied. To
do so, we establish three time-extension results (see Assertions 1-3 of the
Step 2 in the proof of Proposition 7.4.1). Perhaps, this second part is more
crucial. Without it, Shi’s interior derivative estimate (Theorem 1.4.2) may
not applicable, and hence one cannot be certain that Hamilton’s compact-
ness theorem holds when only having the uniform C0 bound on curvatures.
We remark that in our proof of this second part, as can be seen in the proof
of Proposition 7.4.1, we require a deep comprehension of the prolongation of
the gluing “fine” caps for which we will use the recent uniqueness theorem
of Bing-Long Chen and the second author [34] for solutions of the Ricci flow
on noncompact manifolds.
Once surgeries are known to be discrete in time, one can complete the
classification, started by Schoen-Yau [113, 114], for compact orientable
three-manifolds with positive scalar curvature. More importantly, for sim-
ply connected three-manifolds, if one can show that solutions to the Ricci
flow with surgery become extinct in finite time, then the Poincare´ conjecture
would follow. Such a finite extinction time result was proposed by Perelman
[109], and a proof also appears in Colding-Minicozzi [44]. Thus, the com-
bination of Theorem 7.4.3 (i) and the finite extinction time result provides
a complete proof to the Poincare´ conjecture.
(iii) The long-time behavior of surgically modified solutions.
To approach the structure theorem for general three-manifolds, one still
needs to analyze the long-time behavior of surgically modified solutions to
the Ricci flow. In [67], Hamilton studied the long time behavior of the
Ricci flow on compact three-manifolds for a special class of (smooth) so-
lutions, the so called nonsingular solutions. These are the solutions that,
after rescaling to keep constant volume, have (uniformly) bounded curvature
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for all time. Hamilton [67] proved that any three-dimensional nonsingular
solution either collapses or subsequently converges to a metric of constant
curvature on the compact manifold or, at large time, admits a thick-thin
decomposition where the thick part consists of a finite number of hyperbolic
pieces and the thin part collapses. Moreover, by adapting Schoen-Yau’s
minimal surface arguments in [114] and using a result of Meeks-Yau [89],
Hamilton showed that the boundary of hyperbolic pieces are incompressible
tori. Consequently, when combined with the collapsing results of Cheeger-
Gromov [25, 26], this shows that any nonsingular solution to the Ricci flow
is geometrizable in the sense of Thurston [126]. Even though the nonsingu-
lar assumption seems very restrictive and there are few conditions known so
far which can guarantee a solution to be nonsingular, nevertheless the ideas
and arguments of Hamilton’s work [67] are extremely important.
In [108], Perelman modified Hamilton’s arguments to analyze the long-
time behavior of arbitrary smooth solutions to the Ricci flow and solutions
with surgery to the Ricci flow in dimension three. Perelman also argued
that the proof of Thurston’s geometrization conjecture could be based on
a thick-thin decomposition, but he could only show the thin part will only
have a (local) lower bound on the sectional curvature. For the thick part,
Perelman [108] established a crucial elliptic type estimate, which allowed
him to conclude that the thick part consists of hyperbolic pieces. For the
thin part, he announced in [108] a new collapsing result which states that
if a three-manifold collapses with (local) lower bound on the sectional cur-
vature, then it is a graph manifold. Assuming this new collapsing result,
Perelman [108] claimed that the solutions to the Ricci flow with surgery
have the same long-time behavior as nonsingular solutions in Hamilton’s
work, a conclusion which would imply a proof of Thurston’s geometriza-
tion conjecture. Although the proof of this new collapsing result promised
by Perelman in [108] is still not available in literature, Shioya-Yamaguchi
[122] has published a proof of the collapsing result in the special case when
the manifold is closed. In the last section of this paper (see Theorem 7.7.1),
we will provide a proof of Thurston’s geometrization conjecture by only us-
ing Shioya-Yamaguchi’s collapsing result. In particular, this gives another
proof of the Poincare´ conjecture.
We would like to point out that Perelman [108] did not quite give an
explicit statement of the thick-thin decomposition for surgical solutions.
When we were trying to write down an explicit statement, we needed to
add a restriction on the relation between the accuracy parameter ε and the
collapsing parameter w. Nevertheless, we are still able to obtain a weaker
version of the thick-thin decomposition (Theorem 7.6.3) that is sufficient to
deduce the geometrization result.
In this paper, we shall give detailed exposition of what we outlined above,
especially of Perelman’s work in his second paper [108] in which many key
ideas of the proofs are sketched or outlined but complete details of the proofs
are often missing. Since our paper is aimed at both graduate students and
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researchers who intend to learn Hamilton’s Ricci flow and to understand
the Hamilton-Perelman theory and its application to the geometrization of
three-manifolds, we have made the paper essentially self-contained so that
the proof of the geometrization is readily accessible to those who are famil-
iar with basics of Riemannian geometry and elliptic and parabolic partial
differential equations. In particular, our presentation of Hamilton’s works in
general follows very closely his original papers, which are beautifully writ-
ten. We hope the readers will find this helpful and convenient and we thank
Professor Hamilton for his generosity.
The reader may find many original papers appeared before Perelman’s
preprints, particularly those of Hamilton’s on the Ricci flow, in the book
“Collected Papers on Ricci Flow” [18] in which the editors provided numer-
ous helpful footnotes. For introductory materials to the Hamilton-Perelman
theory of Ricci flow, we also refer the reader to the recent book by B. Chow
and D. Knopf [41] and the forthcoming book by B. Chow, P. Lu and L.
Ni [43]. We remark that there have also appeared several sets of notes on
Perelman’s work which cover part of the materials that are needed for the
geometrization program, especially the notes by Kleiner and Lott [80] from
which we have benefited for the Step 2 of the proof of Theorem 7.1.1. (After
the original version of our paper went to press, Kleiner and Lott had put up
their latest notes [81] on Perelman’s papers on the arXiv on May 25, 2006.
Also Morgan and Tian posted their manuscript [99] on the arXiv on July 25,
2006.) There also have appeared several survey articles, such as Cao-Chow
[17], Milnor [94], Anderson [4] and Morgan [98], on the geometrization of
three-manifolds via the Ricci flow.
We are very grateful to Professor S.-T. Yau, who suggested us to write
this paper based on our notes, for introducing us to the wonderland of the
Ricci flow. His vision and strong belief in the Ricci flow encouraged us to
persevere. We also thank him for his many suggestions and constant encour-
agement. Without him, it would be impossible for us to finish this paper.
We are enormously indebted to Professor Richard Hamilton for creating the
Ricci flow and developing the entire program to approach the geometrization
of three-manifolds. His work on the Ricci flow and other geometric flows
has influenced on virtually everyone in the field. The first author especially
would like to thank Professor Hamilton for teaching him so much about the
subject over the past twenty years, and for his constant encouragement and
friendship.
We are indebted to Dr. Bing-Long Chen, who contributed a great deal
in the process of writing this paper. We benefited a lot from constant dis-
cussions with him on the subjects of geometric flows and geometric analysis.
He also contributed many ideas in various proofs in the paper. We would
like to thank Ms. Huiling Gu, a Ph.D student of the second author, for
spending many months of going through the entire paper and checking the
proofs. Without both of them, it would take much longer time for us to
finish this paper.
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We also would like to thank Ben Andrews, Simon Brendle, Shu-Cheng
Chang, Ben Chow, Sun-Chin Chu, Panagiota Daskalopoulos, Klaus Ecker,
Gerhard Huisken, Tom Ilmanen, Dan Knopf, Peter Li, Peng Lu, Lei Ni,
Natasa Sesum, Carlo Sinestrari, Luen-fai Tam, JiapingWang, Mu-TaoWang,
and Brian White from whom the authors have benefited a lot on the subject
of geometric flows through discussions or collaborations.
The first author would like to express his gratitude to the John Simon
Guggenheim Memorial Foundation, the National Science Foundation (grants
DMS-0354621 and DMS-0506084), and the Outstanding Overseas Young
Scholar Fund of Chinese National Science Foundation for their support for
the research in this paper. He also would like to thank Tsinghua University
in Beijing for its hospitality and support while he was working there. The
second author wishes to thank his wife, Danlin Liu, for her understanding
and support over all these years. The second author is also indebted to
the National Science Foundation of China for the support in his work on
geometric flows, some of which has been incorporated in this paper. The
last part of the work in this paper was done and the material in Chapter
3, Chapter 6 and Chapter 7 was presented while the second author was
visiting the Harvard Mathematics Department in the fall semester of 2005
and the early spring semester of 2006. He wants to especially thank Professor
Shing-Tung Yau, Professor Cliff Taubes and Professor Daniel W. Stroock for
the enlightening comments and encouragement during the lectures. Also he
gratefully acknowledges the hospitality and the financial support of Harvard
University.
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Chapter 1. Evolution Equations
In this chapter, we collect some basic material on Hamilton’s Ricci flow.
In Section 1.1, we introduce the Ricci flow equation of Hamilton [60] and
examine some special solutions. The short time existence and uniqueness
theorem of the Ricci flow on a compact manifold [60] (also cf. [45]) is
presented in Section 1.2. Evolution equations of curvatures under the Ricci
flow [60, 61] are described in Section 1.3. In Section 1.4, we recall Shi’s
local derivative estimate [118], which plays an important role in the Ricci
flow. Perelman’s two functionals in [107] and their monotonicity properties
are discussed in Section 1.5.
1.1. The Ricci Flow
In this section, we introduce Hamilton’s Ricci flow and examine some
special solutions. The presentation follows closely [60, 65].
LetM be an n-dimensional complete Riemannian manifold with the Rie-
mannian metric gij . The Levi-Civita connection is given by the Christoffel
symbols
Γkij =
1
2
gkl
(
∂gjl
∂xi
+
∂gil
∂xj
− ∂gij
∂xl
)
where gij is the inverse of gij . The summation convention of summing over
repeated indices is used here and throughout the book. The Riemannian
curvature tensor is given by
Rkijl =
∂Γkjl
∂xi
− ∂Γ
k
il
∂xj
+ ΓkipΓ
p
jl − ΓkjpΓpil.
We lower the index to the third position, so that
Rijkl = gkpR
p
ijl.
The curvature tensor Rijkl is anti-symmetric in the pairs i, j and k, l and
symmetric in their interchange:
Rijkl = −Rjikl = −Rijlk = Rklij.
Also the first Bianchi identity holds
(1.1.1) Rijkl +Rjkil +Rkijl = 0.
The Ricci tensor is the contraction
Rik = g
jlRijkl,
and the scalar curvature is
R = gijRij.
We denote the covariant derivative of a vector field v = vj ∂
∂xj
by
∇ivj = ∂v
j
∂xi
+ Γjikv
k
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and of a 1-form by
∇ivj = ∂vj
∂xi
− Γkijvk.
These definitions extend uniquely to tensors so as to preserve the product
rule and contractions. For the exchange of two covariant derivatives, we
have
∇i∇jvl −∇j∇ivl = Rlijkvk,(1.1.2)
∇i∇jvk −∇j∇ivk = Rijklglmvm,(1.1.3)
and similar formulas for more complicated tensors. The second Bianchi
identity is given by
(1.1.4) ∇mRijkl +∇iRjmkl +∇jRmikl = 0.
For any tensor T = T ijk we define its length by
|T ijk|2 = gilgjmgkpT ijkT lmp,
and we define its Laplacian by
∆T ijk = g
pq∇p∇qT ijk,
the trace of the second iterated covariant derivatives. Similar definitions
hold for more general tensors.
The Ricci flow of Hamilton [60] is the evolution equation
(1.1.5)
∂gij
∂t
= −2Rij
for a family of Riemannian metrics gij(t) on M . It is a nonlinear system of
second order partial differential equations on metrics.
In order to get a feel for the Ricci flow (1.1.5) we first present some
examples of specific solutions (cf. Section 2 of [65]).
(1) Einstein metrics
A Riemannian metric gij is called Einstein if
Rij = λgij
for some constant λ. A smooth manifoldM with an Einstein metric is called
an Einstein manifold.
If the initial metric is Ricci flat, so that Rij = 0, then clearly the metric
does not change under (1.1.5). Hence any Ricci flat metric is a stationary
solution of the Ricci flow. This happens, for example, on a flat torus or on
any K3-surface with a Calabi-Yau metric.
If the initial metric is Einstein with positive scalar curvature, then the
metric will shrink under the Ricci flow by a time-dependent factor. Indeed,
since the initial metric is Einstein, we have
Rij(x, 0) = λgij(x, 0), ∀x ∈M
and some λ > 0. Let
gij(x, t) = ρ
2(t)gij(x, 0).
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From the definition of the Ricci tensor, one sees that
Rij(x, t) = Rij(x, 0) = λgij(x, 0).
Thus the equation (1.1.5) corresponds to
∂(ρ2(t)gij(x, 0))
∂t
= −2λgij(x, 0).
This gives the ODE
(1.1.6)
dρ
dt
= −λ
ρ
,
whose solution is given by
ρ2(t) = 1− 2λt.
Thus the evolving metric gij(x, t) shrinks homothetically to a point as t→
T = 1/2λ. Note that as t → T , the scalar curvature becomes infinite like
1/(T − t).
By contrast, if the initial metric is an Einstein metric of negative scalar
curvature, the metric will expand homothetically for all times. Indeed if
Rij(x, 0) = −λgij(x, 0)
with λ > 0 and
gij(x, t) = ρ
2(t)gij(x, 0).
Then ρ(t) satisfies the ODE
(1.1.7)
dρ
dt
=
λ
ρ
,
with the solution
ρ2(t) = 1 + 2λt.
Hence the evolving metric gij(x, t) = ρ
2(t)gij(x, 0) exists and expands ho-
mothetically for all times, and the curvature will fall back to zero like −1/t.
Note that now the evolving metric gij(x, t) only goes back in time to −1/2λ,
when the metric explodes out of a single point in a “big bang”.
(2) Ricci Solitons
The concept of a Ricci soliton is introduced by Hamilton [62]. We will
call a solution to an evolution equation which moves under a one-parameter
subgroup of the symmetry group of the equation a steady soliton. The
symmetry group of the Ricci flow contains the full diffeomorphism group.
Thus a solution to the Ricci flow (1.1.5) which moves by a one-parameter
group of diffeomorphisms ϕt is called a steady Ricci soliton.
If ϕt is a one-parameter group of diffeomorphisms generated by a vector
field V on M , then the Ricci soliton is given by
(1.1.8) gij(x, t) = ϕ
∗
t gij(x, 0)
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which implies that the Ricci term −2Ric on the RHS of (1.1.5) is equal to
the Lie derivative LV g of the evolving metric g. In particular, the initial
metric gij(x, 0) satisfies the following steady Ricci soliton equation
(1.1.9) 2Rij + gik∇jV k + gjk∇iV k = 0.
If the vector field V is the gradient of a function f then the soliton is called
a steady gradient Ricci soliton. Thus
(1.1.10) Rij +∇i∇jf = 0, or Ric+∇2f = 0,
is the steady gradient Ricci soliton equation.
Conversely, it is clear that a metric gij satisfying (1.1.10) generates a
steady gradient Ricci soliton gij(t) given by (1.1.8). For this reason we
also often call such a metric gij a steady gradient Ricci soliton and do not
necessarily distinguish it with the solution gij(t) it generates.
More generally, we can consider a solution to the Ricci flow (1.1.5)
which moves by diffeomorphisms and also shrinks or expands by a (time-
dependent) factor at the same time. Such a solution is called a homotheti-
cally shrinking or homothetically expanding Ricci soliton. The equation
for a homothetic Ricci soliton is
(1.1.11) 2Rij + gik∇jV k + gjk∇iV k − 2λgij = 0,
or for a homothetic gradient Ricci soliton,
(1.1.12) Rij +∇i∇jf − λgij = 0,
where λ is the homothetic constant. For λ > 0 the soliton is shrinking, for
λ < 0 it is expanding. The case λ = 0 is a steady Ricci soliton, the case
V = 0 (or f being a constant function) is an Einstein metric. Thus Ricci
solitons can be considered as natural extensions of Einstein metrics. In fact,
the following result states that there are no nontrivial gradient steady or
expanding Ricci solitons on any compact manifold.
We remark that if the underlying manifoldM is a complex manifold and
the initial metric is Ka¨hler, then it is well known (see, e.g., [64, 12]) that the
solution metric to the Ricci flow (1.1.5) remains Ka¨hler. For this reason, the
Ricci flow on a Ka¨hler manifold is called theKa¨hler-Ricci flow. A (steady,
or shrinking, or expanding) Ricci soliton to the Ka¨hler-Ricci flow is called a
(steady, or shrinking, or expanding repectively) Ka¨hler-Ricci soliton.
The following result, essentially due to Hamilton (cf. Theorem 20.1 of [65],
or Proposition 5.20 of [41]), says there are no nontrivial compact steady and
expanding Ricci solitons.
Proposition 1.1.1. On a compact n-dimensional manifold M , a gradi-
ent steady or expanding Ricci soliton is necessarily an Einstein metric.
Proof. We shall only prove the steady case and leave the expanding
case as an exercise. Our argument here follows that of Hamilton [65].
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Let gij be a complete steady gradient Ricci soliton on a manifold M so
that
Rij +∇i∇jf = 0.
Taking the trace, we get
(1.1.13) R+∆f = 0.
Also, taking the covariant derivatives of the Ricci soliton equation, we have
∇i∇j∇kf −∇j∇i∇kf = ∇jRik −∇iRjk.
On the other hand, by using the commutating formula (1.1.3), we otain
∇i∇j∇kf −∇j∇i∇kf = Rijkl∇lf.
Thus
∇iRjk −∇jRik +Rijkl∇lf = 0.
Taking the trace on j and k, and using the contracted second Bianchi identity
(1.1.14) ∇jRij = 1
2
∇iR,
we get
∇iR− 2Rij∇jf = 0.
Then
∇i(|∇f |2 +R) = 2∇jf(∇i∇jf +Rij) = 0.
Therefore
(1.1.15) R+ |∇f |2 = C
for some constant C.
Taking the difference of (1.1.13) and (1.1.15), we get
(1.1.16) ∆f − |∇f |2 = −C.
We claim C = 0 when M is compact. Indeed, this follows either from
(1.1.17) 0 = −
∫
M
∆(e−f )dV =
∫
M
(∆f − |∇f |2)e−fdV,
or from considering (1.1.16) at both the maximum point and minimum point
of f . Then, by integrating (1.1.16) we obtain∫
M
|∇f |2dV = 0.
Therefore f is a constant and gij is Ricci flat. 
Remark 1.1.2. By contrast, there do exist nontrivial compact gradient
shrinking Ricci solitons (see Koiso [83], Cao [14] and Wang-Zhu [131] ).
Also, there exist complete noncompact steady gradient Ricci solitons that
are not Ricci flat. In two dimensions Hamilton [62] wrote down the first
such example on R2, called the cigar soliton, where the metric is given by
(1.1.18) ds2 =
dx2 + dy2
1 + x2 + y2
,
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and the vector field is radial, given by V = −∂/∂r = −(x∂/∂x + y∂/∂y).
This metric has positive curvature and is asymptotic to a cylinder of finite
circumference 2π at∞. Higher dimensional examples were found by Robert
Bryant [11] on Rn in the Riemannian case, and by the first author [14] on Cn
in the Ka¨hler case. These examples are complete, rotationally symmetric,
of positive curvature and found by solving certain nonlinear ODE (system).
Noncompact expanding solitons were also constructed by the first author
[14]. More recently, Feldman, Ilmanen and Knopf [48] constructed new
examples of noncompact shrinking and expanding Ka¨hler-Ricci solitons.
1.2. Short-time Existence and Uniqueness
In this section we establish the short-time existence and uniqueness re-
sult [60, 45] for the Ricci flow (1.1.5) on a compact n-dimensional manifold
M . Our presentation follows closely Hamilton [60] and DeTurck [45].
We will see that the Ricci flow is a system of second order nonlinear
weakly parabolic partial differential equations. In fact, as observed by
Hamilton [60], the degeneracy of the system is caused by the diffeomor-
phism group of M which acts as the gauge group of the Ricci flow. For any
diffeomorphism ϕ of M , we have Ric (ϕ∗(g)) = ϕ∗(Ric (g)). Thus, if g(t) is
a solution to the Ricci flow (1.1.5), so is ϕ∗(g(t)). Because the Ricci flow
(1.1.5) is only weakly parabolic, even the existence and uniqueness result on
a compact manifold does not follow from standard PDE theory. The short-
time existence and uniqueness result in the compact case is first proved by
Hamilton [60] using the Nash-Moser implicit function theorem. Shortly af-
ter Denis De Turck [45] gave a much simpler proof using the gauge fixing
idea which we will present here. In the noncompact case, the short-time ex-
istence was established by Shi [118] in 1989, but the uniqueness result has
been proved only very recently by Bing-Long Chen and the second author.
These results will be presented at the end of this section.
First, let us follow Hamilton [60] to examine the equation of the Ricci
flow and see it is weakly parabolic. Let M be a compact n-dimensional
Riemannian manifold. The Ricci flow equation is a second order nonlinear
partial differential system
(1.2.1)
∂
∂t
gij = E(gij),
for a family of Riemannian metrics gij(·, t) on M , where
E(gij) = −2Rij
= −2
(
∂
∂xk
Γkij −
∂
∂xi
Γkkj + Γ
k
kpΓ
p
ij − ΓkipΓpkj
)
=
∂
∂xi
{
gkl
∂
∂xj
gkl
}
− ∂
∂xk
{
gkl
(
∂
∂xi
gjl +
∂
∂xj
gil − ∂
∂xl
gij
)}
+ 2ΓkipΓ
p
kj − 2ΓkkpΓpij .
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The linearization of this system is
∂g˜ij
∂t
= DE(gij)g˜ij
where g˜ij is the variation in gij and DE is the derivative of E given by
DE(gij)g˜ij = g
kl
{
∂2g˜kl
∂xi∂xj
− ∂
2g˜jl
∂xi∂xk
− ∂
2g˜il
∂xj∂xk
+
∂2g˜ij
∂xk∂xl
}
+ (lower order terms).
We now compute the symbol of DE. This is to take the highest order
derivatives and replace ∂
∂xi
by the Fourier transform variable ζi. The symbol
of the linear differential operator DE(gij) in the direction ζ = (ζ1, . . . , ζn)
is
σDE(gij)(ζ)g˜ij = g
kl(ζiζj g˜kl + ζkζlg˜ij − ζiζkg˜jl − ζjζkg˜il).
To see what the symbol does, we can always assume ζ has length 1 and
choose coordinates at a point such that gij = δij ,ζ = (1, 0, . . . , 0).
Then
(σDE(gij)(ζ))(g˜ij) = g˜ij + δi1δj1(g˜11 + · · ·+ g˜nn)
− δi1g˜1j − δj1g˜1i,
i.e.,
[σDE(gij)(ζ)(g˜ij)]11 = g˜22 + · · ·+ g˜nn,
[σDE(gij)(ζ)(g˜ij)]1k = 0, if k 6= 1,
[σDE(gij)(ζ)(g˜ij)]kl = g˜kl, if k 6= 1, l 6= 1.
In particular
(g˜ij) =

∗ ∗ · · · ∗
∗ 0 · · · 0
...
...
. . .
...
∗ 0 · · · 0

are zero eigenvectors of the symbol. The presence of the zero eigenvalue
shows that the system cannot be strictly parabolic.
Next, instead of considering the system (1.2.1) (or the Ricci flow equation
(1.1.5)), we follow a trick of DeTurck [45] to consider a modified evolution
equation, which is equivalent to the Ricci flow up to diffeomorphisms and
turns out to be strictly parabolic so that the standard theory of parabolic
equations applies.
Suppose gˆij(x, t) is a solution of the Ricci flow (1.1.5), and ϕt :M →M
is a family of diffeomorphisms of M . Let
gij(x, t) = ϕ
∗
t gˆij(x, t)
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be the pull-back metrics. We now want to find the evolution equation for
the metrics gij(x, t).
Denote by
y(x, t) = ϕt(x) = {y1(x, t), y2(x, t), . . . , yn(x, t)}
in local coordinates. Then
(1.2.2) gij(x, t) =
∂yα
∂xi
∂yβ
∂xj
gˆαβ(y, t),
and
∂
∂t
gij(x, t) =
∂
∂t
[
∂yα
∂xi
∂yβ
∂xj
gˆαβ(y, t)
]
=
∂yα
∂xi
∂yβ
∂xj
∂
∂t
gˆαβ(y, t) +
∂
∂xi
(
∂yα
∂t
)
∂yβ
∂xj
gˆαβ(y, t)
+
∂yα
∂xi
∂
∂xj
(
∂yβ
∂t
)
gˆαβ(y, t).
Let us choose a normal coordinate {xi} around a fixed point p ∈ M such
that
∂gij
∂xk
= 0 at p. Since
∂
∂t
gˆαβ(y, t) = −2Rˆαβ(y, t) +
∂gˆαβ
∂yγ
∂yγ
∂t
,
we have in the normal coordinate,
∂
∂t
gij(x, t)
= −2∂y
α
∂xi
∂yβ
∂xj
Rˆαβ(y, t) +
∂yα
∂xi
∂yβ
∂xj
∂gˆαβ
∂yγ
∂yγ
∂t
+
∂
∂xi
(
∂yα
∂t
)
∂yβ
∂xj
gˆαβ(y, t) +
∂
∂xj
(
∂yβ
∂t
)
∂yα
∂xi
gˆαβ(y, t)
= −2Rij(x, t) + ∂y
α
∂xi
∂yβ
∂xj
∂gˆαβ
∂yγ
∂yγ
∂t
+
∂
∂xi
(
∂yα
∂t
)
∂xk
∂yα
gjk
+
∂
∂xj
(
∂yβ
∂t
)
∂xk
∂yβ
gik
= −2Rij(x, t) + ∂y
α
∂xi
∂yβ
∂xj
∂gˆαβ
∂yγ
∂yγ
∂t
+
∂
∂xi
(
∂yα
∂t
∂xk
∂yα
gjk
)
+
∂
∂xj
(
∂yβ
∂t
∂xk
∂yβ
gik
)
− ∂y
α
∂t
∂
∂xi
(
∂xk
∂yα
)
gjk − ∂y
β
∂t
∂
∂xj
(
∂xk
∂yβ
)
gik.
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The second term on the RHS gives, in the normal coordinate,
∂yα
∂xi
∂yβ
∂xj
∂yγ
∂t
∂gˆαβ
∂yγ
=
∂yα
∂xi
∂yβ
∂xj
∂yγ
∂t
gkl
∂
∂yγ
(
∂xk
∂yα
∂xl
∂yβ
)
=
∂yα
∂xi
∂yγ
∂t
∂
∂yγ
(
∂xk
∂yα
)
gjk +
∂yβ
∂xj
∂yγ
∂t
∂
∂yγ
(
∂xk
∂yβ
)
gik
=
∂yα
∂t
∂2xk
∂yα∂yβ
∂yβ
∂xi
gjk +
∂yβ
∂t
∂2xk
∂yα∂yβ
∂yα
∂xj
gik
=
∂yα
∂t
∂
∂xi
(
∂xk
∂yα
)
gjk +
∂yβ
∂t
∂
∂xj
(
∂xk
∂yβ
)
gik.
So we get
∂
∂t
gij(x, t)(1.2.3)
= −2Rij(x, t) +∇i
(
∂yα
∂t
∂xk
∂yα
gjk
)
+∇j
(
∂yβ
∂t
∂xk
∂yβ
gik
)
.
If we define y(x, t) = ϕt(x) by the equations
(1.2.4)

∂yα
∂t =
∂yα
∂xk
gjl(Γkjl−
o
Γ
k
jl),
yα(x, 0) = xα,
and Vi = gikg
jl(Γkjl−
o
Γ
k
jl), we get the following evolution equation for the
pull-back metric
(1.2.5)

∂
∂tgij(x, t) = −2Rij(x, t) +∇iVj +∇jVi,
gij(x, 0) =
o
gij (x),
where
o
gij (x) is the initial metric and
o
Γ
k
jl is the connection of the initial
metric.
Lemma 1.2.1 (DeTurck [45]). The modified evolution equation (1.2.5)
is a strictly parabolic system.
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Proof. The RHS of the equation (1.2.5) is given by
− 2Rij(x, t) +∇iVj +∇jVi
=
∂
∂xi
{
gkl
∂gkl
∂xj
}
− ∂
∂xk
{
gkl
(
∂gjl
∂xi
+
∂gil
∂xj
− ∂gij
∂xl
)}
+ gjkg
pq ∂
∂xi
{
1
2
gkl
(
∂gpl
∂xq
+
∂gql
∂xp
− ∂gpq
∂xl
)}
+ gikg
pq ∂
∂xj
{
1
2
gkl
(
∂gpl
∂xq
+
∂gql
∂xp
− ∂gpq
∂xl
)}
+ (lower order terms)
= gkl
{
∂2gkl
∂xi∂xj
− ∂
2gjl
∂xi∂xk
− ∂
2gil
∂xj∂xk
+
∂2gij
∂xk∂xl
}
+
1
2
gpq
{
∂2gpj
∂xi∂xq
+
∂2gqj
∂xi∂xp
− ∂
2gpq
∂xi∂xj
}
+
1
2
gpq
{
∂2gpi
∂xj∂xq
+
∂2gqi
∂xj∂xp
− ∂
2gpq
∂xi∂xj
}
+ (lower order terms)
= gkl
∂2gij
∂xk∂xl
+ (lower order terms).
Thus its symbol is (gklζkζl)g˜ij . Hence the equation in (1.2.5) is strictly
parabolic. 
Now since the equation (1.2.5) is strictly parabolic and the manifold
M is compact, it follows from the standard theory of parabolic equations
(see for example [84]) that (1.2.5) has a solution for a short time. From the
solution of (1.2.5) we can obtain a solution of the Ricci flow from (1.2.4) and
(1.2.2). This shows existence. Now we argue the uniqueness of the solution.
Since
Γkjl =
∂yα
∂xj
∂yβ
∂xl
∂xk
∂yγ
Γˆγαβ +
∂xk
∂yα
∂2yα
∂xj∂xl
,
the initial value problem (1.2.4) can be written as
(1.2.6)

∂yα
∂t = g
jl
(
∂2yα
∂xj∂xl
− oΓ
k
jl
∂yα
∂xk
+ Γˆαγβ
∂yβ
∂xj
∂yγ
∂xl
)
,
yα(x, 0) = xα.
This is clearly a strictly parabolic system. For any two solutions gˆ
(1)
ij (·, t) and
gˆ
(2)
ij (·, t) of the Ricci flow (1.1.5) with the same initial data, we can solve the
initial value problem (1.2.6) (or equivalently, (1.2.4)) to get two families ϕ
(1)
t
and ϕ
(2)
t of diffeomorphisms of M . Thus we get two solutions, g
(1)
ij (·, t) =
(ϕ
(1)
t )
∗gˆ(1)ij (·, t) and g(2)ij (·, t) = (ϕ(2)t )∗gˆ(2)ij (·, t), to the modified evolution
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equation (1.2.5) with the same initial metric. The uniqueness result for
the strictly parabolic equation (1.2.5) implies that g
(1)
ij = g
(2)
ij . Then by
equation (1.2.4) and the standard uniqueness result of ODE systems, the
corresponding solutions ϕ
(1)
t and ϕ
(2)
t of (1.2.4) (or equivalently (1.2.6)) must
agree. Consequently the metrics gˆ
(1)
ij and gˆ
(2)
ij must agree also. Thus we have
proved the following result.
Theorem 1.2.2 (Hamilton [60], De Turck [45]). Let (M, gij(x)) be a
compact Riemannian manifold. Then there exists a constant T > 0 such
that the initial value problem
∂
∂tgij(x, t) = −2Rij(x, t)
gij(x, 0) = gij(x)
has a unique smooth solution gij(x, t) on M × [0, T ).
The case of a noncompact manifold is much more complicated and in-
volves a huge amount of techniques from the theory of partial differential
equations. Here we will only state the existence and uniqueness results and
refer the reader to the cited references for the proofs.
The following existence result was obtained by Shi in [118] published in
1989.
Theorem 1.2.3 (Shi [118]). Let (M, gij(x)) be a complete noncompact
Riemannian manifold of dimension n with bounded curvature. Then there
exists a constant T > 0 such that the initial value problem
∂
∂tgij(x, t) = −2Rij(x, t)
gij(x, 0) = gij(x)
has a smooth solution gij(x, t) on M × [0, T ] with uniformly bounded curva-
ture.
The Ricci flow is a heat type equation. It is well-known that the unique-
ness of a heat equation on a complete noncompact manifold is not always
held if there are no further restrictions on the growth of the solutions. For
example, the heat equation on Euclidean space with zero initial data has a
nontrivial solution which grows faster than exp(a|x|2) for any a > 0 when-
ever t > 0. This implies that even for the standard linear heat equation on
Euclidean space, in order to ensure the uniqueness one can only allow the so-
lution to grow at most as exp(C|x|2) for some constant C > 0. Note that on a
Ka¨hler manifold, the Ricci curvature is given by Rαβ¯ = − ∂
2
∂zα∂z¯β
log det(gγδ¯).
So the reasonable growth rate for the uniqueness of the Ricci flow to hold
is that the solution has bounded curvature. Thus the following uniqueness
result of Bing-Long Chen and the second author [34] is essentially the best
one can hope for.
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Theorem 1.2.4 (Chen-Zhu [34]). Let (M, gˆij) be a complete noncom-
pact Riemannian manifold of dimension n with bounded curvature. Let
gij(x, t) and g¯ij(x, t) be two solutions, defined on M × [0, T ], to the Ricci
flow (1.1.5) with gˆij as initial data and with bounded curvatures. Then
gij(x, t) ≡ g¯ij(x, t) on M × [0, T ].
1.3. Evolution of Curvatures
The Ricci flow is an evolution equation on the metric. The evolution for
the metric implies a nonlinear heat equation for the Riemannian curvature
tensor Rijkl which we now derive. Our presentation in this section follows
closely the original papers of Hamilton [60, 61].
Proposition 1.3.1 (Hamilton [60]). Under the Ricci flow (1.1.5), the
curvature tensor satisfies the evolution equation
∂
∂t
Rijkl = ∆Rijkl + 2(Bijkl −Bijlk −Biljk +Bikjl)
− gpq(RpjklRqi +RipklRqj +RijplRqk +RijkpRql)
where Bijkl = g
prgqsRpiqjRrksl and ∆ is the Laplacian with respect to the
evolving metric.
Proof. Choose {x1, . . . , xm} to be a normal coordinate system at a fixed
point. At this point, we compute
∂
∂t
Γhjl =
1
2
ghm
{
∂
∂xj
(
∂
∂t
glm
)
+
∂
∂xl
(
∂
∂t
gjm
)
− ∂
∂xm
(
∂
∂t
gjl
)}
=
1
2
ghm(∇j(−2Rlm) +∇l(−2Rjm)−∇m(−2Rjl)),
∂
∂t
Rhijl =
∂
∂xi
(
∂
∂t
Γhjl
)
− ∂
∂xj
(
∂
∂t
Γhil
)
,
∂
∂t
Rijkl = ghk
∂
∂t
Rhijl +
∂ghk
∂t
Rhijl.
Combining these identities we get
∂
∂t
Rijkl = ghk
[(
1
2
∇i[ghm(∇j(−2Rlm) +∇l(−2Rjm)−∇m(−2Rjl))]
)
−
(
1
2
∇j[ghm(∇i(−2Rlm) +∇l(−2Rim)−∇m(−2Ril))]
)]
− 2RhkRhijl
= ∇i∇kRjl −∇i∇lRjk −∇j∇kRil +∇j∇lRik
−RijlpgpqRqk −RijkpgpqRql − 2RijplgpqRqk
= ∇i∇kRjl −∇i∇lRjk −∇j∇kRil +∇j∇lRik
− gpq(RijkpRql +RijplRqk).
Here we have used the exchanging formula (1.1.3).
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Now it remains to check the following identity, which is analogous to the
Simon′s identity in extrinsic geometry,
∆Rijkl + 2(Bijkl −Bijlk −Biljk +Bikjl)(1.3.1)
= ∇i∇kRjl −∇i∇lRjk −∇j∇kRil +∇j∇lRik
+ gpq(RpjklRqi +RipklRqj).
Indeed, from the second Bianchi identity (1.1.4), we have
∆Rijkl = g
pq∇p∇qRijkl
= gpq∇p∇iRqjkl − gpq∇p∇jRqikl.
Let us examine the first term on the RHS. By using the exchanging formula
(1.1.3) and the first Bianchi identity (1.1.1), we have
gpq∇p∇iRqjkl − gpq∇i∇pRqjkl
= gpqgmn(RpiqmRnjkl +RpijmRqnkl +RpikmRqjnl +RpilmRqjkn)
= Rimg
mnRnjkl + g
pqgmnRpimj(Rqkln +Rqlnk)
+ gpqgmnRpikmRqjnl + g
pqgmnRpilmRqjkn
= Rimg
mnRnjkl −Bijkl +Bijlk −Bikjl +Biljk,
while using the contracted second Bianchi identity
(1.3.2) gpq∇pRqjkl = ∇kRjl −∇lRjk,
we have
gpq∇i∇pRqjkl = ∇i∇kRjl −∇i∇lRjk.
Thus
gpq∇p∇iRqjkl
= ∇i∇kRjl −∇i∇lRjk − (Bijkl −Bijlk −Biljk +Bikjl) + gpqRpjklRqi.
Therefore we obtain
∆Rijkl
= gpq∇p∇iRqjkl − gpq∇p∇jRqikl
= ∇i∇kRjl −∇i∇lRjk − (Bijkl −Bijlk −Biljk +Bikjl) + gpqRpjklRqi
−∇j∇kRil +∇j∇lRik + (Bjikl −Bjilk −Bjlik +Bjkil)− gpqRpiklRqj
= ∇i∇kRjl −∇i∇lRjk −∇j∇kRil +∇j∇lRik
+ gpq(RpjklRqi +RipklRqj)− 2(Bijkl −Bijlk −Biljk +Bikjl)
as desired, where in the last step we used the symmetries
(1.3.3) Bijkl = Bklij = Bjilk.

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Corollary 1.3.2 (Hamilton [60]). The Ricci curvature satisfies the evo-
lution equation
∂
∂t
Rik = ∆Rik + 2g
prgqsRpiqkRrs − 2gpqRpiRqk.
Proof.
∂
∂t
Rik = g
jl ∂
∂t
Rijkl +
(
∂
∂t
gjl
)
Rijkl
= gjl[∆Rijkl + 2(Bijkl −Bijlk −Biljk +Bikjl)
− gpq(RpjklRqi +RipklRqj +RijplRqk +RijkpRql)]
− gjp
(
∂
∂t
gpq
)
gqlRijkl
= ∆Rik + 2g
jl(Bijkl − 2Bijlk) + 2gprgqsRpiqkRrs
− 2gpqRpkRqi.
We claim that gjl(Bijkl − 2Bijlk) = 0. Indeed by using the first Bianchi
identity, we have
gjlBijkl = g
jlgprgqsRpiqjRrksl
= gjlgprgqsRpqijRrskl
= gjlgprgqs(Rpiqj −Rpjqi)(Rrksl −Rrlsk)
= 2gjl(Bijkl −Bijlk)
as desired.
Thus we obtain
∂
∂t
Rik = ∆Rik + 2g
prgqsRpiqkRrs − 2gpqRpiRqk.

Corollary 1.3.3 (Hamilton [60]). The scalar curvature satisfies the
evolution equation
∂R
∂t
= ∆R+ 2|Ric |2.
Proof.
∂R
∂t
= gik
∂Rik
∂t
+
(
−gip∂gpq
∂t
gqk
)
Rik
= gik(∆Rik + 2g
prgqsRpiqkRrs − 2gpqRpiRqk) + 2RpqRikgipgqk
= ∆R+ 2|Ric |2.

To simplify the evolution equations of curvatures, we will follow Hamil-
ton [61] and represent the curvature tensors in an orthonormal frame and
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evolve the frame so that it remains orthonormal. More precisely, let us
pick an abstract vector bundle V over M isomorphic to the tangent bun-
dle TM . Locally, the frame F = {F1, . . . , Fa, . . . , Fn} of V is given by
Fa = F
i
a
∂
∂xi
with the isomorphism {F ia}. Choose {F ia} at t = 0 such that
F = {F1, . . . , Fa, . . . , Fn} is an orthonormal frame at t = 0, and evolve {F ia}
by the equation
∂
∂t
F ia = g
ijRjkF
k
a .
Then the frame F = {F1, . . . , Fa, . . . , Fn} will remain orthonormal for all
times since the pull back metric on V
hab = gijF
i
aF
j
b
remains constant in time. In the following we will use indices a, b, . . . on a
tensor to denote its components in the evolving orthonormal frame. In this
frame we have the following:
Rabcd = F
i
aF
j
b F
k
c F
l
dRijkl,
Γajb = F
a
i
∂F ib
∂xj
+ ΓijkF
a
i F
k
b , ((F
a
i ) = (F
i
a)
−1)
∇iV a = ∂
∂xi
V a + ΓaibV
b,
∇bV a = F ib∇iV a,
where Γajb is the metric connection of the vector bundle V with the metric
hab. Indeed, by direct computations,
∇iF jb =
∂F jb
∂xi
+ F kb Γ
j
ik − F jc Γcib
=
∂F jb
∂xi
+ F kb Γ
j
ik − F jc
(
F ck
∂F kb
∂xi
+ ΓlikF
c
l F
k
b
)
= 0,
∇ihab = ∇i(gijF iaF jb ) = 0.
So
∇aVb = F iaF jb∇iV j ,
and
∆Rabcd = ∇l∇lRabcd
= gij∇i∇jRabcd
= gijF ka F
l
bF
m
c F
n
d ∇i∇jRklmn.
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In an orthonormal frame F = {F1, . . . , Fa, . . . , Fn}, the evolution equa-
tions of curvature tensors become
∂
∂t
Rabcd = ∆Rabcd + 2(Babcd −Babdc −Badbc +Bacbd)(1.3.4)
∂
∂t
Rab = ∆Rab + 2RacbdRcd(1.3.5)
∂
∂t
R = ∆R+ 2|Ric |2(1.3.6)
where Babcd = RaebfRcedf .
Equation (1.3.4) is a reaction-diffusion equation. We can understand the
quadratic terms of this equation better if we think of the curvature tensor
Rabcd as a symmetric bilinear form on the two-forms Λ
2(V ) given by the
formula
Rm(ϕ,ψ) = Rabcdϕabψcd, for ϕ,ψ ∈ Λ2(V ).
A two-form ϕ ∈ Λ2(V ) can be regarded as an element of the Lie algebra
so(n) (i.e. the skew-symmetric matrix (ϕab)n×n), where the metric on Λ2(V )
is given by
〈ϕ,ψ〉 = ϕabψab
and the Lie bracket is given by
[ϕ,ψ]ab = ϕacψbc − ψacϕbc.
Choose an orthonormal basis of Λ2(V )
Φ = {ϕ1, . . . , ϕα, . . . , ϕn(n−1)2 }
where ϕα = {ϕαab}. The Lie bracket is given by
[ϕα, ϕβ ] = Cαβγ ϕ
γ ,
where Cαβγ = Cαβσ δσγ = 〈[ϕα, ϕβ ], ϕγ〉 are the Lie structure constants.
Write Rabcd =Mαβϕ
α
abϕ
β
cd. We now claim that the first part of the qua-
dratic terms in (1.3.4) is given by
(1.3.7) 2(Babcd −Babdc) =MαγMβγϕαabϕβcd.
Indeed, by the first Bianchi identity,
Babcd −Babdc = RaebfRcedf −RaebfRdecf
= Raebf (−Rcefd −Rcfde)
= RaebfRcdef .
On the other hand,
RaebfRcdef = (−Rabfe −Rafeb)Rcdef
= RabefRcdef −RafebRcdef
= RabefRcdef −RafbeRcdfe
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which implies RaebfRcdef =
1
2RabefRcdef . Thus we obtain
2(Babcd −Babdc) = RabefRcdef =MαγMβγϕαabϕβcd.
We next consider the last part of the quadratic terms:
2(Bacbd −Badbc)
= 2(RaecfRbedf −RaedfRbecf )
= 2(Mγδϕ
γ
aeϕ
δ
cfMηθϕ
η
beϕ
θ
df −MγθϕγaeϕθdfMηδϕηbeϕδcf )
= 2[Mγδ(ϕ
η
aeϕ
γ
be + C
γη
α ϕ
α
ab)ϕ
δ
cfMηθϕ
θ
df −MηθϕηaeϕθdfMγδϕγbeϕδcf ]
= 2Mγδϕ
δ
cfMηθϕ
θ
dfC
γη
α ϕ
α
ab.
But
Mγδϕ
δ
cfMηθϕ
θ
dfC
γη
α ϕ
α
ab
=MγδMηθC
γη
α ϕ
α
ab[ϕ
θ
cfϕ
δ
df + C
δθ
β ϕ
β
cd]
= −MηθMγδCγηα ϕαabϕδcfϕθdf +MγδMηθCγηα Cδθβ ϕαabϕβcd
= −MηθMγδCγηα ϕαabϕδcfϕθdf + (Cγηα Cδθβ MγδMηθ)ϕαabϕβcd
which implies
Mγδϕ
δ
cfMηθϕ
θ
dfC
γη
α ϕ
α
ab =
1
2
(Cγηα C
δθ
β MγδMηθ)ϕ
α
abϕ
β
cd.
Then we have
(1.3.8) 2(Bacbd −Badbc) = (Cγηα Cδθβ MγδMηθ)ϕαabϕβcd.
Therefore, combining (1.3.7) and (1.3.8), we can reformulate the curva-
ture evolution equation (1.3.4) as follows.
Proposition 1.3.4 (Hamilton [61]). Let Rabcd = Mαβϕ
α
abϕ
β
cd. Then
under the Ricci flow (1.1.5), Mαβ satisfies the evolution equation
(1.3.9)
∂Mαβ
∂t
= ∆Mαβ +M
2
αβ +M
#
αβ
where M2αβ =MαγMβγ is the operator square and M
#
αβ = (C
γη
α Cδθβ MγδMηθ)
is the Lie algebra square.
Let us now consider the operator M#αβ in dimensions 3 and 4 in more
detail.
In dimension 3, let ω1, ω2, ω3 be a positively oriented orthonormal basis
for one-forms. Then
ϕ1 =
√
2ω1 ∧ ω2, ϕ2 =
√
2ω2 ∧ ω3, ϕ3 =
√
2ω3 ∧ ω1
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form an orthonormal basis for two-forms Λ2. Write ϕα = {ϕαab}, α = 1, 2, 3,
as
(ϕ1ab) =
 0
√
2
2 0
−
√
2
2 0 0
0 0 0
 , (ϕ2ab) =
0 0 00 0 √22
0 −
√
2
2 0
 ,
(ϕ3ab) =
 0 0 −
√
2
2
0 0 0√
2
2 0 0
 ,
then
[ϕ1, ϕ2] =
 0
√
2
2 0
−
√
2
2 0 0
0 0 0

0 0 00 0 −√22
0
√
2
2 0
−
0 0 00 0 √22
0 −
√
2
2 0

 0 −
√
2
2 0√
2
2 0 0
0 0 0

=
 0 0 −120 0 0
1
2 0 0

=
√
2
2
ϕ3.
So C123 = 〈[ϕ1, ϕ2], ϕ3〉 =
√
2
2 , in particular
Cαβγ =
{
±
√
2
2 , if α 6= β 6= γ,
0, otherwise.
Hence the matrix M# = (M#αβ) is just the adjoint matrix of M = (Mαβ):
(1.3.10) M# = detM · tM−1.
In dimension 4, we can use the Hodge star operator to decompose the
space of two-forms Λ2 as
Λ2 = Λ2+⊕Λ2−
where Λ2+ (resp. Λ
2−) is the eigenspace of the star operator with eigenvalue
+1 (resp. −1). Let ω1, ω2, ω3, ω4 be a positively oriented orthonormal basis
for one-forms. A basis for Λ2+ is then given by
ϕ1 = ω1 ∧ ω2+ ω3 ∧ ω4, ϕ2 = ω1 ∧ ω3+ ω4 ∧ ω2, ϕ3 = ω1 ∧ ω4 + ω2 ∧ ω3,
while a basis for Λ2− is given by
ψ1 = ω1 ∧ω2− ω3 ∧ ω4, ψ2 = ω1 ∧ ω3−ω4 ∧ ω2, ψ3 = ω1 ∧ω4− ω2 ∧ω3.
In particular, {ϕ1, ϕ2, ϕ3, ψ1, ψ2, ψ3} forms an orthonormal basis for the
space of two-forms Λ2. By using this basis we obtain a block decomposition
of the curvature operator matrix M as
M = (Mαβ) =
(
A B
tB C
)
.
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Here A,B and C are 3 × 3 matrices with A and C being symmetric. Then
we can write each element of the basis as a skew-symmetric 4 × 4 matrix
and compute as above to get
(1.3.11) M# = (M#αβ) = 2
(
A# B#
tB# C#
)
,
where A#, B#, C# are the adjoint of 3× 3 submatrices as before.
For later applications in Chapter 5, we now give some computations for
the entries of the matrices A, C and B as follows. First for the matrices A
and C, we have
A11 = Rm(ϕ
1, ϕ1) = R1212 +R3434 + 2R1234
A22 = Rm(ϕ
2, ϕ2) = R1313 +R4242 + 2R1342
A33 = Rm(ϕ
3, ϕ3) = R1414 +R2323 + 2R1423
and
C11 = Rm(ψ
1, ψ1) = R1212 +R3434 − 2R1234
C22 = Rm(ψ
2, ψ2) = R1313 +R4242 − 2R1342
C33 = Rm(ψ
3, ψ3) = R1414 +R2323 − 2R1423.
By the Bianchi identity
R1234 +R1342 +R1423 = 0,
so we have
trA = trC =
1
2
R.
Next for the entries of the matrix B, we have
B11 = Rm(ϕ
1, ψ1) = R1212 −R3434
B22 = Rm(ϕ
2, ψ2) = R1313 −R4242
B33 = Rm(ϕ
3, ψ3) = R1414 −R2323
and
B12 = Rm(ϕ
1, ψ2) = R1213 +R3413 −R1242 −R3442 etc.
Thus the entries of B can be written as
B11 =
1
2
(R11 +R22 −R33 −R44)
B22 =
1
2
(R11 +R33 −R44 −R22)
B33 =
1
2
(R11 +R44 −R22 −R33)
and
B12 = R23 −R14 etc.
If we choose the frame {ω1, ω2, ω3, ω4} so that the Ricci tensor is diagonal,
then the matrix B is also diagonal. In particular, the matrix B is identically
zero when the four-manifold is Einstein.
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1.4. Derivative Estimates
In the previous section we have seen that the curvatures satisfy nonlinear
heat equations with quadratic growth terms. The parabolic nature will give
us a bound on the derivatives of the curvatures at any time t > 0 in terms
of a bound of the curvatures. In this section, we derive Shi’s local derivative
estimate [118]. Our presentation follows Hamilton [65].
We begin with the global version of the derivative estimate of Shi [118].
Theorem 1.4.1 (Shi [118]). There exist constants Cm, m = 1, 2, . . . ,
such that if the curvature of a complete solution to Ricci flow is bounded by
|Rijkl| ≤M
up to time t with 0 < t ≤ 1M , then the covariant derivative of the curvature
is bounded by
|∇Rijkl| ≤ C1M/
√
t
and the mth covariant derivative of the curvature is bounded by
|∇mRijkl| ≤ CmM/t
m
2 .
Here the norms are taken with respect to the evolving metric.
Proof. We shall only give the proof for the compact case. The noncom-
pact case can be deduced from the next local derivative estimate theorem.
Let us denote the curvature tensor by Rm and denote by A ∗B any tensor
product of two tensors A and B when we do not need the precise expression.
We have from Proposition 1.3.1 that
(1.4.1)
∂
∂t
Rm = ∆Rm+Rm ∗Rm.
Since
∂
∂t
Γijk =
1
2
gil
{
∇j ∂gkl
∂t
+∇k
∂gjl
∂t
−∇l
∂gjk
∂t
}
= ∇Rm,
it follows that
(1.4.2)
∂
∂t
(∇Rm) = ∆(∇Rm) +Rm ∗ (∇Rm).
Thus
∂
∂t
|Rm|2 ≤ ∆|Rm|2 − 2|∇Rm|2 + C|Rm|3,
∂
∂t
|∇Rm|2 ≤ ∆|∇Rm|2 − 2|∇2Rm|2 + C|Rm| · |∇Rm|2,
for some constant C depending only on the dimension n.
Let A >0 be a constant (to be determined) and set
F = t|∇Rm|2 +A|Rm|2.
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We compute
∂F
∂t
= |∇Rm|2 + t ∂
∂t
|∇Rm|2 +A ∂
∂t
|Rm|2
≤ ∆(t|∇Rm|2 +A|Rm|2) + |∇Rm|2(1 + tC|Rm| − 2A) + CA|Rm|3.
Taking A ≥ C + 1, we get
∂F
∂t
≤ ∆F + C¯M3
for some constant C¯ depending only on the dimension n. We then obtain
F ≤ F (0) + C¯M3t ≤ (A+ C¯)M2,
and then
|∇Rm|2 ≤ (A+ C¯)M2/t.
The general case follows in the same way. If we have bounds
|∇kRm| ≤ CkM/t
k
2 ,
we know from (1.4.1) and (1.4.2) that
∂
∂t
|∇kRm|2 ≤ ∆|∇kRm|2 − 2|∇k+1Rm|2 + CM
3
tk
,
and
∂
∂t
|∇k+1Rm|2 ≤ ∆|∇k+1Rm|2 − 2|∇k+2Rm|2 + CM |∇k+1Rm|2 + CM
3
tk+1
.
Let Ak > 0 be a constant (to be determined) and set
Fk = t
k+2|∇k+1Rm|2 +Aktk+1|∇kRm|2.
Then
∂
∂t
Fk = (k + 2)t
k+1|∇k+1Rm|2 + tk+2 ∂
∂t
|∇k+1Rm|2
+Ak(k + 1)t
k|∇kRm|2 +Aktk+1 ∂
∂t
|∇kRm|2
≤ (k + 2)tk+1|∇k+1Rm|2
+ tk+2
[
∆|∇k+1Rm|2 − 2|∇k+2Rm|2 + CM |∇k+1Rm|2 + CM
3
tk+1
]
+Ak(k + 1)t
k|∇kRm|2
+Akt
k+1
[
∆|∇kRm|2 − 2|∇k+1Rm|2 + CM
3
tk
]
≤ ∆Fk + Ck+1M2
for some positive constant Ck+1, by choosing Ak large enough. This implies
that
|∇k+1Rm| ≤ Ck+1M
t
k+1
2
.

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The above derivative estimate is a somewhat standard Bernstein esti-
mate in PDEs. By using a cutoff argument, we will derive the following local
version in [118], which is called Shi’s derivative estimate. The proof is
adapted from Hamilton [65].
Theorem 1.4.2 (Shi [118]). There exist positive constants θ,Ck, k =
1, 2, . . . , depending only on the dimension with the following property. Sup-
pose that the curvature of a solution to the Ricci flow is bounded
|Rm| ≤M, on U ×
[
0,
θ
M
]
where U is an open set of the manifold. Assume that the closed ball B0(p, r),
centered at p of radius r with respect to the metric at t = 0, is contained in
U and the time t ≤ θ/M . Then we can estimate the covariant derivatives
of the curvature at (p, t) by
|∇Rm(p, t)|2 ≤ C1M2
(
1
r2
+
1
t
+M
)
,
and the kth covariant derivative of the curvature at (p, t) by
|∇kRm(p, t)|2 ≤ CkM2
(
1
r2k
+
1
tk
+Mk
)
.
Proof. Without loss of generality, we may assume r ≤ θ/√M and the
exponential map at p at time t = 0 is injective on the ball of radius r (by
passing to a local cover if necessary, and pulling back the local solution of
the Ricci flow to the ball of radius r in the tangent space at p at time t = 0).
Recall
∂
∂t
|Rm|2 ≤ ∆|Rm|2 − 2|∇Rm|2 + C|Rm|3,
∂
∂t
|∇Rm|2 ≤ ∆|∇Rm|2 − 2|∇2Rm|2 + C|Rm| · |∇Rm|2.
Define
S = (BM2 + |Rm|2)|∇Rm|2
where B is a positive constant to be determined. By choosing B ≥ C2/4
and using the Cauchy inequality, we have
∂
∂t
S ≤ ∆S − 2BM2|∇2Rm|2 − 2|∇Rm|4
+ CM |∇Rm|2 · |∇2Rm|+ CBM3|∇Rm|2
≤ ∆S − |∇Rm|4 + CB2M6
≤ ∆S − S
2
(B + 1)2M4
+ CB2M6.
If we take
F = b(BM2 + |Rm|2)|∇Rm|2/M4 = bS/M4,
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and b ≤ min{1/(B + 1)2, 1/CB2}, we get
(1.4.3)
∂F
∂t
≤ ∆F − F 2 +M2.
We now want to choose a cutoff function ϕ with the support in the ball
B0(p, r) such that at t = 0,
ϕ(p) = r, 0 ≤ ϕ ≤ Ar,
and
|∇ϕ| ≤ A, |∇2ϕ| ≤ A
r
for some positive constant A depending only on the dimension. Indeed, let
g : (−∞,+∞)→ [0,+∞) be a smooth, nonnegative function satisfying
g(u) =
{
1, u ∈ (−12 , 12),
0, outside (−1, 1).
Set
ϕ = rg
(
s2
r2
)
,
where s is the geodesic distance function from p with respect to the metric
at t = 0. Then
∇ϕ = 1
r
g′
(
s2
r2
)
· 2s∇s
and hence
|∇ϕ| ≤ 2C1.
Also,
∇2ϕ = 1
r
g′′
(
s2
r2
)
1
r2
4s2∇s · ∇s+ 1
r
g′
(
s2
r2
)
2∇s · ∇s+ 1
r
g′
(
s2
r2
)
· 2s∇2s.
Thus, by using the standard Hessian comparison,
|∇2ϕ| ≤ C1
r
+
C1
r
|s∇2s|
≤ C1
r
(
1 + s
(
C2
s
+
√
M
))
≤ C3
r
.
Here C1, C2 and C3 are positive constants depending only on the dimension.
Now extend ϕ to U × [0, θM ] by letting ϕ to be zero outside B0(p, r) and
independent of time. Introduce the barrier function
(1.4.4) H =
(12 + 4
√
n)A2
ϕ2
+
1
t
+M
which is defined and smooth on the set {ϕ > 0} × (0, T ].
As the metric evolves, we will still have 0 ≤ ϕ ≤ Ar (since ϕ is indepen-
dent of time t); but |∇ϕ|2 and ϕ|∇2ϕ| may increase. By continuity it will
be a while before they double.
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Claim 1. As long as
|∇ϕ|2 ≤ 2A2, ϕ|∇2ϕ| ≤ 2A2,
we have
∂H
∂t
> ∆H −H2 +M2.
Indeed, by the definition of H, we have
H2 >
(12 + 4
√
n)2A4
ϕ4
+
1
t2
+M2,
∂H
∂t
= − 1
t2
,
and
∆H = (12 + 4
√
n)A2∆
(
1
ϕ2
)
= (12 + 4
√
n)A2
(
6|∇ϕ|2 − 2ϕ∆ϕ
ϕ4
)
≤ (12 + 4√n)A2
(
12A2 + 4
√
nA2
ϕ4
)
=
(12 + 4
√
n)2A4
ϕ4
.
Therefore,
H2 > ∆H − ∂H
∂t
+M2.
Claim 2. If the constant θ > 0 is small enough compared to b, B and
A, then we have the following property: as long as r ≤ θ/√M , t ≤ θ/M
and F ≤ H, we will have
|∇ϕ|2 ≤ 2A2 and ϕ|∇2ϕ| ≤ 2A2.
Indeed, by considering the evolution of ∇ϕ, we have
∂
∂t
∇aϕ = ∂
∂t
(F ia∇iϕ)
= F ia∇i
(
∂ϕ
∂t
)
+∇iϕRikF ka
= Rab∇bϕ
which implies
∂
∂t
|∇ϕ|2 ≤ CM |∇ϕ|2,
and then
|∇ϕ|2 ≤ A2eCMt ≤ 2A2,
provided t ≤ θ/M with θ ≤ log 2/C.
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By considering the evolution of ∇2ϕ, we have
∂
∂t
(∇a∇bϕ) = ∂
∂t
(F iaF
j
b∇i∇jϕ)
=
∂
∂t
(
F iaF
j
b
(
∂2ϕ
∂xi∂xj
− Γkij
∂ϕ
∂xk
))
= ∇a∇b
(
∂ϕ
∂t
)
+Rac∇b∇cϕ+Rbc∇a∇cϕ
+ (∇cRab −∇aRbc −∇bRac)∇cϕ
which implies
(1.4.5)
∂
∂t
|∇2ϕ| ≤ C|Rm| · |∇2ϕ|+ C|∇Rm| · |∇ϕ|.
By assumption F ≤ H, we have
(1.4.6) |∇Rm|2 ≤ 2M
2
bB
(
(12 + 4
√
n)A2
ϕ2
+
1
t
)
, for t ≤ θ/M.
Thus by noting ϕ independent of t and ϕ ≤ Ar, we get from (1.4.5) and
(1.4.6) that
∂
∂t
(ϕ|∇2ϕ|) ≤ CM
(
ϕ|∇2ϕ|+ 1 + r√
t
)
which implies
ϕ|∇2ϕ| ≤ eCMt
[
(ϕ|∇2ϕ|)|t=0 + CM
∫ t
0
(
1 +
r√
t
)
dt
]
≤ eCMt
[
A2 + CM(t+ 2r
√
t)
]
≤ 2A2
provided r ≤ θ/√M , and t ≤ θ/M with θ small enough. Therefore we have
obtained Claim 2.
The combination of Claim 1 and Claim 2 gives us
∂H
∂t
> ∆H −H2 +M2
as long as r ≤ θ/√M, t ≤ θ/M and F ≤ H. And (1.4.3) tells us
∂F
∂t
≤ ∆F − F 2 +M2.
Then the standard maximum principle immediately gives the estimate
|∇Rm|2 ≤ CM2
(
1
ϕ2
+
1
t
+M
)
on {ϕ > 0} ×
(
0,
θ
M
]
,
which implies the first order derivative estimate.
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The higher order derivative estimates can be obtained in the same way
by induction. Suppose we have the bounds
|∇kRm|2 ≤ CkM2
(
1
r2k
+
1
tk
+Mk
)
.
As before, by (1.4.1) and (1.4.2), we have
∂
∂t
|∇kRm|2 ≤ ∆|∇kRm|2 − 2|∇k+1Rm|2 + CM3
(
1
r2k
+
1
tk
+Mk
)
,
and
∂
∂t
|∇k+1Rm|2 ≤ ∆|∇k+1Rm|2 − 2|∇k+2Rm|2
+ CM |∇k+1Rm|2 + CM3
(
1
r2(k+1)
+
1
tk+1
+Mk+1
)
.
Here and in the following we denote by C various positive constants depend-
ing only on Ck and the dimension.
Define
Sk =
[
BkM
2
(
1
r2k
+
1
tk
+Mk
)
+ |∇kRm|2
]
· |∇k+1Rm|2
where Bk is a positive constant to be determined. By choosing Bk large
enough and Cauchy inequality, we have
∂
∂t
Sk ≤
[
− k
tk+1
+∆|∇kRm|2 − 2|∇k+1Rm|2
+ CM3
(
1
r2k
+
1
tk
+Mk
)]
· |∇k+1Rm|2
+
[
BkM
2
(
1
r2k
+
1
tk
+Mk
)
+ |∇kRm|2
]
·
[
∆|∇k+1Rm|2 − 2|∇k+2Rm|2 + CM |∇k+1Rm|2
+ CM3
(
1
r2(k+1)
+
1
tk+1
+Mk+1
)]
≤ ∆Sk + 8|∇kRm| · |∇k+1Rm|2 · |∇k+2Rm| − k
tk+1
|∇k+1Rm|2
− 2|∇k+1Rm|4 + CM3|∇k+1Rm|2
(
1
r2k
+
1
tk
+Mk
)
− 2|∇k+2Rm|2
[
BkM
2
(
1
r2k
+
1
tk
+Mk
)
+ |∇kRm|2
]
+ CM |∇k+1Rm|2
[
BkM
2
(
1
r2k
+
1
tk
+Mk
)
+ |∇kRm|2
]
+ CM3
(
1
r2(k+1)
+
1
tk+1
+Mk+1
)
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·
[
BkM
2
(
1
r2k
+
1
tk
+Mk
)
+ |∇kRm|2
]
≤ ∆Sk − |∇k+1Rm|4 + CB2kM6
(
1
r4k
+
1
t2k
+M2k
)
+ CBkM
5
(
1
r2(2k+1)
+
1
t2k+1
+M2k+1
)
≤ ∆Sk − |∇k+1Rm|4 + CB2kM5
(
1
r2(2k+1)
+
1
t2k+1
+M2k+1
)
≤ ∆Sk − Sk
(B + 1)2M4
(
1
r2k
+ 1
tk
+Mk
)2
+ CB2kM
5
(
1
r2(2k+1)
+
1
t2k+1
+M2k+1
)
.
Let u = 1/r2 + 1/t+M and set Fk = bSk/u
k. Then
∂Fk
∂t
≤ ∆Fk −
F 2k
b(Bk + 1)2M4uk
+ bCB2kM
5uk+1 + kFku
≤ ∆Fk −
F 2k
2b(Bk + 1)2M4uk
+ b(C + 2k2)(Bk + 1)
2M4uk+2.
By choosing b ≤ 1/(2(C + 2k2)(Bk + 1)2M4), we get
∂Fk
∂t
≤ ∆Fk − 1
uk
F 2k + u
k+2.
Introduce
Hk = 5(k + 1)(2(k + 1) + 1 +
√
n)A2ϕ−2(k+1) + Lt−(k+1) +Mk+1,
where L ≥ k + 2. Then by using Claim 1 and Claim 2, we have
∂Hk
∂t
= −(k + 1)Lt−(k+2),
∆Hk ≤ 20(k + 1)2(2(k + 1) + 1 +
√
n)A4ϕ−2(k+2)
and
H2k > 25(k + 1)
2(2(k + 1) + 1 +
√
n)A4ϕ−4(k+1) + L2t−2(k+1) +M2(k+1).
These imply
∂Hk
∂t
> ∆Hk − 1
uk
H2k + u
k+2.
Then the maximum principle immediately gives the estimate
Fk ≤ Hk.
In particular,
b
uk
BkM
2
(
1
r2k
+
1
tk
+Mk
)
· |∇k+1Rm|2
≤ 5(k + 1) (2(k + 1) + 1 +√n)A2ϕ−2(k+1) + Lt−(k+1) +Mk+1.
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So by the definition of u and the choosing of b, we obtain the desired estimate
|∇k+1Rm|2 ≤ Ck+1M2
(
1
r2(k+1)
+
1
tk+1
+Mk+1
)
.
Therefore we have completed the proof of the theorem. 
1.5. Variational Structure and Dynamic Property
In this section, we introduce two functionals of Perelman [107], F and
W, and discuss their relations with the Ricci flow. Our presentation here
follows sections 1.1-1.3 of Perelman [107].
It was not known whether the Ricci flow is a gradient flow until Perelman
[107] showed that the Ricci flow is, in a certain sense, the gradient flow of
the functional F . If we consider the Ricci flow as a dynamical system on the
space of Riemannian metrics, then these two functionals are of Lyapunov
type for this dynamical system. Obviously, Ricci flat metrics are fixed points
of the dynamical system. When we consider the space of Riemannian metrics
modulo diffeomorphism and scaling, fixed points of the Ricci flow dynamical
system correspond to steady, or shrinking, or expanding Ricci solitons. The
following concept corresponds to a periodic orbit.
Definition 1.5.1. A metric gij(t) evolving by the Ricci flow is called
a breather if for some t1 < t2 and α > 0 the metrics αgij(t1) and gij(t2)
differ only by a diffeomorphism; the case α = 1, α < 1, α > 1 correspond
to steady, shrinking and expanding breathers, respectively.
Clearly, (steady, shrinking or expanding) Ricci solitons are trivial
breathers for which the metrics gij(t1) and gij(t2) differ only by diffeomor-
phism and scaling for every pair t1 and t2.
We always assume M is a compact n-dimensional manifold in this sec-
tion. Let us first consider the functional
(1.5.1) F(gij , f) =
∫
M
(R+ |∇f |2)e−fdV
of Perelman [107] defined on the space of Riemannian metrics, and smooth
functions on M . Here R is the scalar curvature of gij .
Lemma 1.5.2 (Perelman [107]). If δgij = vij and δf = h are variations
of gij and f respectively, then the first variation of F is given by
δF(vij , h) =
∫
M
[
−vij(Rij +∇i∇jf) +
(v
2
− h
)
(2∆f − |∇f |2 +R)
]
e−fdV
where v = gijvij .
40 H.-D. CAO AND X.-P. ZHU
Proof. In any normal coordinates at a fixed point, we have
δRhijl =
∂
∂xi
(δΓhjl)−
∂
∂xj
(δΓhil)
=
∂
∂xi
[
1
2
ghm(∇jvlm +∇lvjm −∇mvjl)
]
− ∂
∂xj
[
1
2
ghm(∇ivlm +∇lvim −∇mvil)
]
,
δRjl =
∂
∂xi
[
1
2
gim(∇jvlm +∇lvjm −∇mvjl)
]
− ∂
∂xj
[
1
2
gim(∇ivlm +∇lvim −∇mvil)
]
=
1
2
∂
∂xi
[∇jvil +∇lvij −∇ivjl]−
1
2
∂
∂xj
[∇lv],
δR = δ(gjlRjl)
= −vjlRjl + gjlδRjl
= −vjlRjl + 1
2
∂
∂xi
[∇lvil +∇lvil −∇iv]−
1
2
∂
∂xj
[∇jv]
= −vjlRjl +∇i∇lvil −∆v.
Thus
(1.5.2) δR(vij) = −∆v +∇i∇jvij − vijRij .
The first variation of the functional F(gij , f) is
δ
(∫
M
(R+ |∇f |2)e−fdV
)
(1.5.3)
=
∫
M
(
[δR(vij) + δ(g
ij∇if∇jf)]e−fdV
+ (R+ |∇f |2)
[
−he−fdV + e−f v
2
dV
])
=
∫
M
[
−∆v +∇i∇jvij −Rijvij − vij∇if∇jf
+ 2〈∇f,∇h〉+ (R + |∇f |2)
(v
2
− h
) ]
e−fdV.
On the other hand,∫
M
(∇i∇jvij − vij∇if∇jf)e−fdV =
∫
M
(∇if∇jvij − vij∇if∇jf)e−fdV
= −
∫
M
(∇i∇jf)vije−fdV,∫
M
2〈∇f,∇h〉e−fdV = −2
∫
M
h∆fe−fdV + 2
∫
M
|∇f |2he−fdV,
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and ∫
M
(−∆v)e−fdV = −
∫
M
〈∇f,∇v〉e−fdV
=
∫
M
v∆fe−fdV −
∫
M
|∇f |2ve−fdV.
Plugging these identities into (1.5.3) the first variation formula follows. 
Now let us study the functional F when the metric evolves under the
Ricci flow and the function evolves by a backward heat equation.
Proposition 1.5.3 (Perelman [107]). Let gij(t) and f(t) evolve accord-
ing to the coupled flow { ∂gij
∂t = −2Rij,
∂f
∂t = −∆f + |∇f |2 −R.
Then
d
dt
F(gij(t), f(t)) = 2
∫
M
|Rij +∇i∇jf |2e−fdV
and
∫
M e
−fdV is constant. In particular F(gij(t), f(t)) is nondecreasing
in time and the monotonicity is strict unless we are on a steady gradient
soliton.
Proof. Under the coupled flow and using the first variation formula in
Lemma 1.5.2, we have
d
dt
F(gij(t), f(t))
=
∫
M
[
− (−2Rij)(Rij +∇i∇jf)
+
(
1
2
(−2R)− ∂f
∂t
)
(2∆f − |∇f |2 +R)
]
e−fdV
=
∫
M
[2Rij(Rij +∇i∇jf) + (∆f − |∇f |2)(2∆f − |∇f |2 +R)]e−fdV.
Now∫
M
(∆f − |∇f |2)(2∆f − |∇f |2)e−fdV
=
∫
M
−∇if∇i(2∆f − |∇f |2)e−fdV
=
∫
M
−∇if(2∇j(∇i∇jf)− 2Rij∇jf − 2〈∇f,∇i∇f〉)e−fdV
=−2
∫
M
[(∇if∇jf−∇i∇jf)∇i∇jf−Rij∇if∇jf−〈∇f,∇i∇f〉∇if ]e−fdV
= 2
∫
M
[|∇i∇jf |2 +Rij∇if∇jf ]e−fdV,
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and ∫
M
(∆f − |∇f |2)Re−fdV
=
∫
M
−∇if∇iRe−fdV
= 2
∫
M
∇i∇jfRije−fdV − 2
∫
M
∇if∇jfRije−fdV.
Here we have used the contracted second Bianchi identity. Therefore we
obtain
d
dt
F(gij(t), f(t))
=
∫
M
[2Rij(Rij +∇i∇jf) + 2(∇i∇jf)(∇i∇jf +Rij)]e−fdV
= 2
∫
M
|Rij +∇i∇jf |2e−fdV.
It remains to show
∫
M e
−fdV is a constant. Note that the volume element
dV =
√
detgij dx evolves under the Ricci flow by
∂
∂t
dV =
∂
∂t
(
√
det gij)dx(1.5.4)
=
1
2
(
∂
∂t
log(det gij)
)
dV
=
1
2
(gij
∂
∂t
gij)dV
= −RdV.
Hence
∂
∂t
(
e−fdV
)
= e−f
(
−∂f
∂t
−R
)
dV(1.5.5)
= (∆f − |∇f |2)e−fdV
= −∆(e−f )dV.
It then follows that
d
dt
∫
M
e−fdV = −
∫
M
∆(e−f )dV = 0.
This finishes the proof of the proposition. 
Next we define the associated energy
(1.5.6) λ(gij) = inf
{
F(gij , f) | f ∈ C∞(M),
∫
M
e−fdV = 1
}
.
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If we set u = e−f/2, then the functional F can be expressed in terms of
u as
F =
∫
M
(Ru2 + 4|∇u|2)dV,
and the constraint
∫
M e
−fdV = 1 becomes
∫
M u
2dV = 1. Therefore λ(gij)
is just the first eigenvalue of the operator −4∆ + R. Let u0 > 0 be a first
eigenfunction of the operator −4∆ +R satisfying
−4∆u0 +Ru0 = λ(gij)u0.
The f0 = −2 log u0 is a minimizer:
λ(gij) = F(gij , f0).
Note that f0 satisfies the equation
(1.5.7) − 2∆f0 + |∇f0|2 −R = −λ(gij).
Observe that the evolution equation
∂f
∂t
= −∆f + |∇f |2 −R
can be rewritten as the following linear equation
∂
∂t
(e−f ) = −∆(e−f ) +R(e−f ).
Thus we can always solve the evolution equation for f backwards in time.
Suppose at t = t0, the infimum λ(gij) is achieved by some function f0 with∫
M e
−f0dV = 1. We solve the backward heat equation{
∂f
∂t = −∆f + |∇f |2 −R
f |t=t0 = f0
to obtain a solution f(t) for t ≤ t0 which satisfies
∫
M e
−fdV = 1. It then
follows from Proposition 1.5.3 that
λ(gij(t)) ≤ F(gij(t), f(t)) ≤ F(gij(t0), f(t0)) = λ(gij(t0)).
Also note λ(gij) is invariant under diffeomorphism. Thus we have proved
Corollary 1.5.4 (Perelman [107]).
(i) λ(gij(t)) is nondecreasing along the Ricci flow and the monotonicity
is strict unless we are on a steady gradient soliton;
(ii) A steady breather is necessarily a steady gradient soliton.
To deal with the expanding case we consider a scale invariant version
λ¯(gij) = λ(gij)V
2
n (gij).
Here V = V ol(gij) denotes the volume of M with respect to the metric gij .
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Corollary 1.5.5 (Perelman [107]).
(i) λ¯(gij) is nondecreasing along the Ricci flow whenever it is non-
positive; moreover, the monotonicity is strict unless we are on a
gradient expanding soliton;
(ii) An expanding breather is necessarily an expanding gradient soliton.
Proof. Let f0 be a minimizer of λ(gij(t)) at t = t0 and solve the
backward heat equation
∂f
∂t
= −∆f + |∇f |2 −R
to obtain f(t), t ≤ t0, with
∫
M e
−f(t)dV = 1. We compute the derivative
(understood in the barrier sense) at t = t0,
d
dt
λ¯(gij(t))
≥ d
dt
(F(gij(t), f(t)) · V
2
n (gij(t)))
= V
2
n
∫
M
2|Rij +∇i∇jf |2e−fdV
+
2
n
V
2−n
n
∫
M
(−R)dV ·
∫
M
(R+ |∇f |2)e−fdV
= 2V
2
n
[ ∫
M
∣∣∣∣Rij +∇i∇jf − 1n(R+∆f)gij
∣∣∣∣2e−fdV
+
1
n
∫
M
(R+∆f)2e−fdV +
1
n
(
−
∫
M
(R+|∇f |2)e−fdV
)(
1
V
∫
M
RdV
)]
,
where we have used the formula (1.5.4) in the computation of dV/dt.
Suppose λ(gij(t0)) ≤ 0, then the last term on the RHS is given by,
1
n
(
−
∫
M
(R+ |∇f |2
)
e−fdV )
(
1
V
∫
M
RdV
)
≥ 1
n
(
−
∫
M
(R+ |∇f |2)e−fdV
)(∫
M
(R + |∇f |2)e−fdV
)
= − 1
n
(∫
M
(R+∆f)e−fdV
)2
.
Thus at t = t0,
d
dt
λ¯(gij(t))(1.5.8)
≥ 2V 2n
[ ∫
M
|Rij +∇i∇jf − 1
n
(R+∆f)gij |2e−fdV
+
1
n
(∫
M
(R+∆f)2e−fdV −
(∫
M
(R+∆f)e−fdV
)2)]
≥ 0
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by the Cauchy-Schwarz inequality. Thus we have proved statement (i).
We note that on an expanding breather on [t1, t2] with αgij(t1) and
gij(t2) differ only by a diffeomorphism for some α > 1, it would necessary
have
dV
dt
> 0, for some t ∈ [t1, t2].
On the other hand, for every t,
− d
dt
log V =
1
V
∫
M
RdV ≥ λ(gij(t))
by the definition of λ(gij(t)). It follows that on an expanding breather on
[t1, t2],
λ¯(gij(t)) = λ(gij(t))V
2
n (gij(t)) < 0
for some t ∈ [t1, t2]. Then by using statement (i), it implies
λ¯(gij(t1)) < λ¯(gij(t2))
unless we are on an expanding gradient soliton. We also note that λ¯(gij(t))
is invariant under diffeomorphism and scaling which implies
λ¯(gij(t1)) = λ¯(gij(t2)).
Therefore the breather must be an expanding gradient soliton. 
In particular part (ii) of Corollaries 1.5.4 and 1.5.5 imply that all com-
pact steady or expanding Ricci solitons are gradient ones. Combining this
fact with Proposition (1.1.1), we immediately get
Proposition 1.5.6 (Perelman [107]). On a compact manifold, a steady
or expanding breather is necessarily an Einstein metric.
In order to handle the shrinking case, we introduce the following impor-
tant functional, also due to Perelman [107],
(1.5.9) W(gij , f, τ) =
∫
M
[τ(R+ |∇f |2) + f − n](4πτ)−n2 e−fdV
where gij is a Riemannian metric, f is a smooth function on M , and τ
is a positive scale parameter. Clearly the functional W is invariant under
simultaneous scaling of τ and gij (or equivalently the parabolic scaling), and
invariant under diffeomorphism. Namely, for any positive number a and any
diffeomorphism ϕ
(1.5.10) W(aϕ∗gij , ϕ∗f, aτ) =W(gij , f, τ).
Similar to Lemma 1.5.2, we have the following first variation formula for
W.
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Lemma 1.5.7 (Perelman [107]). If vij = δgij , h = δf, and η = δτ ,
then
δW(vij , h, η)
=
∫
M
−τvij
(
Rij +∇i∇jf − 1
2τ
gij
)
(4πτ)−
n
2 e−fdV
+
∫
M
(v
2
− h− n
2τ
η
)
[τ(R + 2∆f − |∇f |2) + f − n− 1](4πτ)−n2 e−fdV
+
∫
M
η
(
R+ |∇f |2 − n
2τ
)
(4πτ)−
n
2 e−fdV.
Here v = gijvij as before.
Proof. Arguing as in the proof of Lemma 1.5.2, the first variation of
the functional W can be computed as follows,
δW (vij , h, η)
=
∫
M
[η(R + |∇f |2) + τ(−∆v +∇i∇jvij −Rijvij − vij∇if∇jf
+ 2〈∇f,∇h〉) + h](4πτ)−n2 e−fdV
+
∫
M
[
(τ(R+ |∇f |2) + f − n)
(
−n
2
η
τ
+
v
2
− h
)]
(4πτ)−
n
2 e−fdV
=
∫
M
[η(R + |∇f |2) + h](4πτ)−n2 e−fdV
+
∫
M
[−τvij(Rij +∇i∇jf) + τ(v − 2h)(∆f − |∇f |2)](4πτ)−
n
2 e−fdV
+
∫
M
[
(τ(R+ |∇f |2) + f − n)
(
−n
2
η
τ
+
v
2
− h
)]
(4πτ)−
n
2 e−fdV
= −
∫
M
τvij
(
Rij +∇i∇jf − 1
2τ
gij
)
(4πτ)−
n
2 e−fdV
+
∫
M
(v
2
− h− n
2τ
η
)
[τ(R + |∇f |2)
+ f − n+ 2τ(∆f − |∇f |2)](4πτ)−n2 e−fdV
+
∫
M
[
η
(
R+ |∇f |2 − n
2τ
)
+
(
h− v
2
+
n
2τ
η
)]
(4πτ)−
n
2 e−fdV
=
∫
M
−τvij
(
Rij +∇i∇jf − 1
2τ
gij
)
(4πτ)−
n
2 e−fdV
+
∫
M
(v
2
− h− n
2τ
η
)
[τ(R + 2∆f − |∇f |2) + f − n− 1](4πτ)−n2 e−fdV
+
∫
M
η
(
R+ |∇f |2 − n
2τ
)
(4πτ)−
n
2 e−fdV.

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The following result is analogous to Proposition 1.5.3.
Proposition 1.5.8 (Perelman [107]). If gij(t), f(t) and τ(t) evolve ac-
cording to the system
∂gij
∂t
= −2Rij ,
∂f
∂t
= −∆f + |∇f |2 −R+ n
2τ
,
∂τ
∂t
= −1,
then we have the identity
d
dt
W(gij(t), f(t), τ(t)) =
∫
M
2τ
∣∣∣∣Rij +∇i∇jf − 12τ gij
∣∣∣∣2 (4πτ)−n2 e−fdV
and
∫
M (4πτ)
−n
2 e−fdV is constant. In particularW(gij(t), f(t), τ(t)) is non-
decreasing in time and the monotonicity is strict unless we are on a shrinking
gradient soliton.
Proof. Using Lemma 1.5.7, we have
d
dt
W(gij(t), f(t), τ(t))(1.5.11)
=
∫
M
2τRij
(
Rij +∇i∇jf − 1
2τ
gij
)
(4πτ)−
n
2 e−fdV
+
∫
M
(∆f − |∇f |2)[τ(R + 2∆f − |∇f |2) + f ](4πτ)−n2 e−fdV
−
∫
M
(
R+ |∇f |2 − n
2τ
)
(4πτ)−
n
2 e−fdV.
Here we have used the fact that
∫
M (∆f − |∇f |2)e−fdV = 0.
The second term on the RHS of (1.5.11) is∫
M
(∆f − |∇f |2)[τ(R + 2∆f − |∇f |2) + f ](4πτ)−n2 e−fdV
=
∫
M
(∆f − |∇f |2)(2τ∆f − τ |∇f |2)(4πτ)−n2 e−fdV
−
∫
M
|∇f |2(4πτ)−n2 e−fdV + τ
∫
M
(−∇if)(∇iR)(4πτ)−
n
2 e−fdV
= τ
∫
M
(−∇if)(∇i(2∆f − |∇f |2))(4πτ)−
n
2 e−fdV
−
∫
M
∆f(4πτ)−
n
2 e−fdV − 2τ
∫
M
∇if∇jRij(4πτ)−
n
2 e−fdV
= −2τ
∫
M
(∇if)(∇i∆f − 〈∇f,∇i∇f〉)(4πτ)−
n
2 e−fdV
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+ 2τ
∫
M
[(∇i∇jf)Rij −∇if∇jfRij](4πτ)−
n
2 e−fdV
+ 2τ
∫
M
(
− 1
2τ
gij
)
(∇i∇jf)(4πτ)−
n
2 e−fdV
= −2τ
∫
M
[(∇if∇jf −∇i∇jf)∇i∇jf −Rij∇if∇jf
−∇i∇jf∇if∇jf ](4πτ)−
n
2 e−fdV
+ 2τ
∫
M
[(∇i∇jf)Rij −∇if∇jfRij](4πτ)−
n
2 e−fdV
+ 2τ
∫
M
(
− 1
2τ
gij
)
(∇i∇jf)(4πτ)−
n
2 e−fdV
= 2τ
∫
M
(∇i∇jf)
(
∇i∇jf +Rij − 1
2τ
gij
)
(4πτ)−
n
2 e−fdV.
Also the third term on the RHS of (1.5.11) is∫
M
−
(
R+ |∇f |2 − n
2τ
)
(4πτ)−
n
2 e−fdV
=
∫
M
−
(
R+∆f − n
2τ
)
(4πτ)−
n
2 e−fdV
= 2τ
∫
M
(−1
2τ
gij
)(
Rij +∇i∇jf − 1
2τ
gij
)
(4πτ)−
n
2 e−fdV.
Therefore, by combining the above identities, we obtain
d
dt
W(gij(t), f(t), τ(t)) = 2τ
∫
M
∣∣∣∣Rij +∇i∇jf − 12τ gij
∣∣∣∣2 (4πτ)−n2 e−fdV.
Finally, by using the computations in (1.5.5) and the evolution equations
of f and τ , we have
∂
∂t
(
(4πτ)−
n
2 e−fdV
)
= (4πτ)−
n
2
[
∂
∂t
(e−fdV ) +
n
2τ
e−fdV
]
= −(4πτ)−n2∆(e−f )dV.
Hence
d
dt
∫
M
(4πτ)−
n
2 e−fdV = −(4πτ)−n2
∫
M
∆(e−f )dV = 0.

Now we set
(1.5.12)
µ(gij , τ) = inf
{
W(gij , f, τ) | f ∈ C∞(M), 1
(4πτ)n/2
∫
M
e−fdV = 1
}
and
ν(gij) = inf
{
W(g, f, τ) | f ∈ C∞(M), τ > 0, 1
(4πτ)n/2
∫
e−fdV = 1
}
.
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Note that if we let u = e−f/2, then the functional W can be expressed as
W(gij , f, τ) =
∫
M
[τ(Ru2 + 4|∇u|2)− u2 log u2 − nu2](4πτ)−n2 dV
and the constraint
∫
M (4πτ)
−n
2 e−fdV = 1 becomes
∫
M u
2(4πτ)−
n
2 dV = 1.
Thus µ(gij , τ) corresponds to the best constant of a logarithmic Sobolev
inequality. Since the nonquadratic term is subcritical (in view of Sobolev
exponent), it is rather straightforward to show that
inf
{∫
M
[τ(4|∇u|2+Ru2)−u2 log u2−nu2](4πτ)−n2 dV
∣∣∣ ∫
M
u2(4πτ)−
n
2 dV =1
}
is achieved by some nonnegative function u ∈ H1(M) which satisfies the
Euler-Lagrange equation
τ(−4∆u+Ru)− 2u log u− nu = µ(gij , τ)u.
One can further show that u is positive (see [112]). Then the standard
regularity theory of elliptic PDEs shows that u is smooth. We refer the
reader to Rothaus [112] for more details. It follows that µ(gij , τ) is achieved
by a minimizer f satisfying the nonlinear equation
(1.5.13) τ(2∆f − |∇f |2 +R) + f − n = µ(gij , τ).
Corollary 1.5.9 (Perelman [107]).
(i) µ(gij(t), τ − t) is nondecreasing along the Ricci flow; moveover, the
monotonicity is strict unless we are on a shrinking gradient soliton;
(ii) A shrinking breather is necessarily a shrinking gradient soliton.
Proof. Fix any time t0, let f0 be a minimizer of µ(gij(t0), τ − t0). Note
that the backward heat equation
∂f
∂t
= −∆f + |∇f |2 −R+ n
2τ
is equivalent to the linear equation
∂
∂t
((4πτ)−
n
2 e−f ) = −∆((4πτ)−n2 e−f ) +R((4πτ)−n2 e−f ).
Thus we can solve the backward heat equation of f with f |t=t0 = f0
to obtain f(t), t ≤ t0, with
∫
M (4πτ)
−n
2 e−f(t)dV = 1. It then follows from
Proposition 1.5.8 that
µ(gij(t), τ − t) ≤ W(gij(t), f(t), τ − t)
≤ W(gij(t0), f(t0), τ − t0)
= µ(gij(t0), τ − t0)
for t ≤ t0 and the second inequality is strict unless we are on a shrinking
gradient soliton. This proves statement (i).
Consider a shrinking breather on [t1, t2] with αgij(t1) and gij(t2) differ
only by a diffeomorphism for some α < 1. Recall that the functional W
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is invariant under simultaneous scaling of τ and gij and invariant under
diffeomorphism. Then for τ > 0 to be determined,
µ(gij(t1), τ − t1) = µ(αgij(t1), α(τ − t1)) = µ(gij(t2), α(τ − t1))
and by the monotonicity of µ(gij(t), τ − t),
µ(gij(t1), τ − t1) ≤ µ(gij(t2), τ − t2).
Now take τ > 0 such that
α(τ − t1) = τ − t2,
i.e.,
τ =
t2 − αt1
1− α .
This shows the equality holds in the monotonicity of µ(gij(t), τ − t). So the
shrinking breather must be a shrinking gradient soliton. 
Finally, we remark that Hamilton, Ilmanen and the first author [19] have
obtained the second variation formulas for both λ-energy and ν-energy. We
refer the reader to their paper [19] for more details and related stability
questions.
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Chapter 2. Maximum Principle and
Li-Yau-Hamilton Inequalities
The maximum principle is a fundamental tool in the study of para-
bolic equations in general. In this chapter, we present various maximum
principles for tensors developed by Hamilton in the Ricci flow. As an im-
mediate consequence, the Ricci flow preserves the nonnegativity of the cur-
vature operator. We also present two crucial estimates in the Ricci flow:
the Hamilton-Ivey curvature pinching estimate [65, 75] when dimension
n = 3, and the Li-Yau-Hamilton estimate [62, 63] from which one obtains
the Harnack inequality for the evolved scalar curvature via a Li-Yau [85]
path integral. Most of the presentation in Sections 2.1-2.5 follows closely
Hamilton [60, 61, 62, 63, 65], and some parts of Section 2.3 also follows
Chow-Lu [42]. Finally, in Section 2.6 we describe Perelman’s Li-Yau type
estimate for solutions to the conjugate heat equation and show how Li-Yau
type path integral leads to a space-time distance function (i.e., what Perel-
man [107] called the reduced distance).
2.1. Preserving Positive Curvature
Let M be an n-dimensional complete manifold. Consider a family of
smooth metrics gij(t) evolving by the Ricci flow with uniformly bounded
curvature for t ∈ [0, T ] with T < +∞. Denote by dt(x, y) the distance
between two points x, y ∈ M with respect to the metric gij(t). First we
need the following useful fact (cf. [116])
Lemma 2.1.1. There exists a smooth function f on M such that f ≥ 1
everywhere, f(x)→ +∞ as d0(x, x0)→ +∞ (for some fixed x0 ∈M),
|∇f |gij(t) ≤ C and |∇2f |gij(t) ≤ C
on M × [0, T ] for some positive constant C.
Proof. Let ϕ(v) be a smooth function on Rn which is nonnegative,
rotationally symmetric and has compact support in a small ball centered at
the origin with
∫
Rn
ϕ(v)dv = 1.
For each x ∈M , set
f(x) =
∫
Rn
ϕ(v)(d0(x0, expx(v)) + 1)dv,
where the integral is taken over the tangent space TxM at x which we have
identified with Rn. If the size of the support of ϕ(v) is small compared to
the maximum curvature, then it is well known that this defines a smooth
function f on M with f(x) → +∞ as d0(x, x0) → +∞, while the bounds
on the first and second covariant derivatives of f with respect to the metric
gij(·, 0) follow from the Hessian comparison theorem. Thus it remains to
show these bounds hold with respect to the evolving metric gij(t).
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We compute, using the frame {F ia∇if} introduced in Section 1.3,
∂
∂t
∇af = ∂
∂t
(F ia∇if) = Rab∇bf.
Hence
|∇f | ≤ C1 · eC2t,
where C1, C2 are some positive constants depending only on the dimension.
Also
∂
∂t
(∇a∇bf) = ∂
∂t
(
F iaF
j
b
(
∂2f
∂xi∂xj
− Γkij
∂f
∂xk
))
= Rac∇b∇cf +Rbc∇a∇cf + (∇cRab −∇aRbc −∇bRac)∇cf.
Then by Shi’s derivative estimate (Theorem 1.4.1), we have
∂
∂t
|∇2f | ≤ C3|∇2f |+ C3√
t
,
which implies
|∇2f |gij(t) ≤ eC3t
(
|∇2f |gij(0) +
∫ t
0
C3√
τ
e−C3τdτ
)
for some positive constants C3 depending only on the dimension and the
curvature bound. 
We now use the weak maximum principle to derive the following result
(cf. [60] and [118]).
Proposition 2.1.2. If the scalar curvature R of the solution gij(t), 0 ≤
t ≤ T , to the Ricci flow is nonnegative at t = 0, then it remains so on
0 ≤ t ≤ T .
Proof. Let f be the function constructed in Lemma 2.1.1 and recall
∂R
∂t
= ∆R+ 2|Ric |2.
For any small constant ε > 0 and large constant A > 0, we have
∂
∂t
(R+ εeAtf) =
∂R
∂t
+ εAeAtf
= ∆(R+ εeAtf) + 2|Ric|2 + εeAt(Af −∆f)
> ∆(R+ εeAtf)
by choosing A large enough.
We claim that
R+ εeAtf > 0 on M × [0, T ].
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Suppose not, then there exist a first time t0 > 0 and a point x0 ∈ M such
that
(R+ εeAtf)(x0, t0) = 0,
∇(R+ εeAtf)(x0, t0) = 0,
∆(R+ εeAtf)(x0, t0) ≥ 0,
and
∂
∂t
(R+ εeAtf)(x0, t0) ≤ 0.
Then
0 ≥ ∂
∂t
(R+ εeAtf)(x0, t0) > ∆(R+ εe
Atf)(x0, t0) ≥ 0,
which is a contradiction. So we have proved that
R+ εeAtf > 0 on M × [0, T ].
Letting ε→ 0, we get
R ≥ 0 on M × [0, T ].
This finishes the proof of the proposition. 
Next we derive a maximum principle of Hamilton for tensors. Let M
be a complete manifold with a metric g = {gij}, V a vector bundle over M
with a metric h = {hαβ} and a connection ∇ = {Γαiβ} compatible with h,
and suppose h is fixed but g and ∇ may vary smoothly with time t. Let
Γ(V ) be the vector space of C∞ sections of V . The Laplacian ∆ acting on
a section σ ∈ Γ(V ) is defined by
∆σ = gij∇i∇jσ.
LetMαβ be a symmetric bilinear form on V . We sayMαβ ≥ 0 ifMαβvαvβ ≥
0 for all vectors v = {vα}. Assume Nαβ = P(Mαβ , hαβ) is a polynomial in
Mαβ formed by contracting products of Mαβ with itself using the metric
h = {hαβ}. Assume that the tensor Mαβ is uniformly bounded in space-
time and let gij evolve by the Ricci flow with bounded curvature.
Lemma 2.1.3 (Hamilton [60]). Suppose that on 0 ≤ t ≤ T ,
∂
∂t
Mαβ = ∆Mαβ + u
i∇iMαβ +Nαβ
where ui(t) is a time-dependent vector field on M with uniform bound and
Nαβ = P(Mαβ , hαβ) satisfies
Nαβv
αvβ ≥ 0 whenever Mαβvβ = 0.
If Mαβ ≥ 0 at t = 0, then it remains so on 0 ≤ t ≤ T .
Proof. Set
M˜αβ =Mαβ + εe
Atfhαβ,
where A > 0 is a suitably large constant (to be chosen later) and f is the
function constructed in Lemma 2.1.1.
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We claim that M˜αβ > 0 on M × [0, T ] for every ε > 0. If not, then
for some ε > 0, there will be a first time t0 > 0 where M˜αβ acquires a null
vector vα of unit length at some point x0 ∈M . At (x0, t0),
Nαβv
αvβ ≥ Nαβvαvβ − N˜αβvαvβ
≥ −CεeAt0f(x0),
where N˜αβ = P(M˜αβ , hαβ), and C is a positive constant (depending on the
bound of Mαβ , but independent of A).
Let us extend vα to a local vector field in a neighborhood of x0 by parallel
translating vα along geodesics (with respect to the metric gij(t0)) emanating
radially out of x0, with v
α independent of t. Then, at (x0, t0), we have
∂
∂t
(M˜αβv
αvβ) ≤ 0,
∇(M˜αβvαvβ) = 0,
and ∆(M˜αβv
αvβ) ≥ 0.
But
0 ≥ ∂
∂t
(M˜αβv
αvβ) =
∂
∂t
(Mαβv
αvβ + εeAtf),
= ∆(M˜αβv
αvβ)−∆(εeAtf) + ui∇i(M˜αβvαvβ)
− ui∇i(εeAtf) +Nαβvαvβ + εAeAt0f(x0)
≥ −CεeAt0f(x0) + εAeAt0f(x0) > 0
when A is chosen sufficiently large. This is a contradiction. 
By applying Lemma 2.1.3 to the evolution equation
∂
∂t
Mαβ = ∆Mαβ +M
2
αβ +M
#
αβ
of the curvature operator Mαβ, we immediately obtain the following impor-
tant result.
Proposition 2.1.4 (Hamilton [61]). Nonnegativity of the curvature op-
erator Mαβ is preserved by the Ricci flow.
In the Ka¨hler case, the nonnegativity of the holomorpic bisectional cur-
vature is preserved under the Ka¨hler-Ricci flow. This result is proved by
Bando [5] for complex dimension n = 3 and by Mok [95] for general dimen-
sion n when the manifold is compact, and by Shi [119] when the manifold
is noncompact.
Proposition 2.1.5. Under the Ka¨hler-Ricci flow if the initial metric
has positive (nonnegative) holomorphic bisectional curvature then the evolved
metric also has positive (nonnegative) holomorphic bisectional curvature.
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2.2. Strong Maximum Principle
Let Ω be a bounded, connected open set of a complete n-dimensional
manifold M , and let gij(x, t) be a smooth solution to the Ricci flow on
Ω × [0, T ]. Consider a vector bundle V over Ω with a fixed metric hαβ
(independent of time), and a connection ∇ = {Γαiβ} which is compatible
with hαβ and may vary with time t. Let Γ(V ) be the vector space of C
∞
sections of V over Ω. The Laplacian ∆ acting on a section σ ∈ Γ(V ) is
defined by
∆σ = gij(x, t)∇i∇jσ.
Consider a family of smooth symmetric bilinear forms Mαβ evolving by
(2.2.1)
∂
∂t
Mαβ = ∆Mαβ +Nαβ , on Ω× [0, T ],
where Nαβ = P (Mαβ , hαβ) is a polynomial in Mαβ formed by contracting
products of Mαβ with itself using the metric hαβ and satisfies
Nαβ ≥ 0, whenever Mαβ ≥ 0.
The following result, due to Hamilton [61], shows that the solution of (2.2.1)
satisfies a strong maximum principle.
Theorem 2.2.1 (Hamilton’s strong maximum principle). Let Mαβ be
a smooth solution of the equation (2.2.1). Suppose Mαβ ≥ 0 on Ω × [0, T ].
Then there exists a positive constant 0 < δ ≤ T such that on Ω × (0, δ),
the rank of Mαβ is constant, and the null space of Mαβ is invariant under
parallel translation and invariant in time and also lies in the null space of
Nαβ.
Proof. Set
l = max
x∈Ω
{rank of Mαβ(x, 0)}.
Then we can find a nonnegative smooth function ρ(x), which is positive
somewhere and has compact support in Ω, so that at every point x ∈ Ω,
n−l+1∑
i=1
Mαβ(x, 0)v
α
i v
β
i ≥ ρ(x)
for any (n − l + 1) orthogonal unit vectors {v1, . . . , vn−l+1} at x.
Let us evolve ρ(x) by the heat equation
∂
∂t
ρ = ∆ρ
with the Dirichlet condition ρ|∂Ω = 0 to get a smooth function ρ(x, t) defined
on Ω × [0, T ]. By the standard strong maximum principle, we know that
ρ(x, t) is positive everywhere in Ω for all t ∈ (0, T ].
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For every ε > 0, we claim that at every point (x, t) ∈ Ω × [0, T ], there
holds
n−l+1∑
i=1
Mαβ(x, t)v
α
i v
β
i + εe
t > ρ(x, t)
for any (n − l + 1) orthogonal unit vectors {v1, . . . , vn−l+1} at x.
We argue by contradiction. Suppose not, then for some ε > 0, there
will be a first time t0 > 0 and some (n − l + 1) orthogonal unit vectors
{v1, . . . , vn−l+1} at some point x0 ∈ Ω so that
n−l+1∑
i=1
Mαβ(x0, t0)v
α
i v
β
i + εe
t0 = ρ(x0, t0)
Let us extend each vi (i = 1, . . . , n− l + 1) to a local vector field, inde-
pendent of t, in a neighborhood of x0 by parallel translation along geodesics
(with respect to the metric gij(t0)) emanating radially out of x0. Clearly
{v1, . . . , vn−l+1} remain orthogonal unit vectors in the neighborhood. Then,
at (x0, t0), we have
∂
∂t
(
n−l+1∑
i=1
Mαβv
α
i v
β
i + εe
t − ρ
)
≤ 0,
and ∆
(
n−l+1∑
i=1
Mαβv
α
i v
β
i + εe
t − ρ
)
≥ 0.
But, since Nαβ ≥ 0 by our assumption, we have
0 ≥ ∂
∂t
(
n−l+1∑
i=1
Mαβv
α
i v
β
i + εe
t − ρ
)
=
n−l+1∑
i=1
(∆Mαβ +Nαβ)v
α
i v
β
i + εe
t −∆ρ
≥
n−l+1∑
i=1
∆(Mαβv
α
i v
β
i ) + εe
t −∆ρ
=
n−l+1∑
i=1
∆(Mαβv
α
i v
β
i + εe
t − ρ) + εet
≥ εet > 0.
This is a contradiction. Thus by letting ε→ 0, we prove that
n−l+1∑
i=1
Mαβ(x, t)v
α
i v
β
i ≥ ρ(x, t)
for any (n − l + 1) orthogonal unit vectors {v1, . . . , vn−l+1} at x ∈ Ω and
t ∈ [0, T ]. Hence Mαβ has at least rank l everywhere in the open set Ω for
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all t ∈ (0, T ]. Therefore we can find a positive constant δ(≤ T ) such that
the rank Mαβ is constant over Ω× (0, δ).
Next we proceed to analyze the null space of Mαβ . Let v be any smooth
section of V in the null of Mαβ on 0 < t < δ. Then
0 =
∂
∂t
(Mαβv
αvβ)
=
(
∂
∂t
Mαβ
)
vαvβ + 2Mαβv
α ∂v
β
∂t
=
(
∂
∂t
Mαβ
)
vαvβ ,
and
0 = ∆(Mαβv
αvβ)
= (∆Mαβ)v
αvβ + 4gkl∇kMαβ · vα∇lvβ
+ 2Mαβg
kl∇kvα · ∇lvβ + 2Mαβvα∆vβ
= (∆Mαβ)v
αvβ + 4gkl∇kMαβ · vα∇lvβ + 2Mαβgkl∇kvα · ∇lvβ.
By noting that
0 = ∇k(Mαβvβ) = (∇kMαβ)vα +Mαβ∇kvα
and using the evolution equation (2.2.1), we get
Nαβv
αvβ + 2Mαβg
kl∇kvα · ∇lvβ = 0.
Since Mαβ ≥ 0 and Nαβ ≥ 0, we must have
v ∈ null (Nαβ) and ∇iv ∈ null (Mαβ), for all i.
The first inclusion shows that null (Mαβ) ⊂ null (Nαβ), and the second
inclusion shows that null (Mαβ) is invariant under parallel translation.
To see null (Mαβ) is also invariant in time, we first note that
∆v = ∇i(∇iv) ∈ null (Mαβ)
and then
gkl∇kMαβ · ∇lvα = gkl∇k(Mαβ∇lvα)−Mαβ∆vα = 0.
Thus we have
0 = ∆(Mαβv
α)
= (∆Mαβ)v
α + 2gkl∇kMαβ · ∇lvα +Mαβ∆vα
= (∆Mαβ)v
α,
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and hence
0 =
∂
∂t
(Mαβv
α)
= (∆Mαβ +Nαβ)v
α +Mαβ
∂vα
∂t
=Mαβ
∂vα
∂t
.
This shows that
∂v
∂t
∈ null (Mαβ),
so the null space of Mαβ is invariant in time. 
We now apply Hamilton’s strong maximum principle to the evolution
equation of the curvature operator Mαβ. Recall
∂Mαβ
∂t
= ∆Mαβ +M
2
αβ +M
#
αβ
where M#αβ = C
ξγ
α C
ηθ
β MξηMγθ. Suppose we have a solution to the Ricci
flow with nonnegative curvature operator. Then by Theorem 2.2.1, the null
space of the curvature operator Mαβ of the solution has constant rank and
is invariant in time and under parallel translation over some time interval
0 < t < δ . Moreover the null space of Mαβ must also lie in the null space
of M#αβ .
Denote by (n−k) the rank ofMαβ on 0 < t < δ. Let us diagonalize Mαβ
so that Mαα = 0 if α ≤ k and Mαα > 0 if α > k. Then we have M#αα = 0
also for α ≤ k from the evolution equation of Mαα. Since
0 =M#αα = C
ξγ
α C
ηθ
α MξηMγθ,
it follows that
Cξγα = 〈vα, [vξ , vγ ]〉
= 0, if α ≤ k and ξ, γ > k.
This says that the image ofMαβ is a Lie subalgebra (in fact it is the subalge-
bra of the restricted holonomy group by using the Ambrose-Singer holonomy
theorem [3]). This proves the following result.
Theorem 2.2.2 (Hamilton [61]). Suppose the curvature operator Mαβ
of the initial metric is nonnegative. Then, under the Ricci flow, for some
interval 0 < t < δ the image of Mαβ is a Lie subalgebra of so(n) which has
constant rank and is invariant under parallel translation and invariant in
time.
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2.3. Advanced Maximum Principle for Tensors
In this section we present Hamilton’s advanced maximum principle [61]
for tensors which generalizes Lemma 2.1.3 and shows how a tensor evolving
by a nonlinear heat equation may be controlled by a system of ODEs. Our
presentation in this section follows closely the papers of Hamilton [61] and
Chow-Lu [42]. An important application of the advanced maximum princi-
ple is the Hamilton-Ivey curvature pinching estimate for the Ricci flow on
three-manifolds given in the next section. More applications will be given
in Chapter 5.
Let M be a complete manifold equipped with a one-parameter family
of Riemannian metrics gij(t), 0 ≤ t ≤ T , with T < +∞. Let V → M be a
vector bundle with a time-independent bundle metric hab and Γ(V ) be the
vector space of C∞ sections of V . Let
∇t : Γ(V )→ Γ(V ⊗ T ∗M), t ∈ [0, T ]
be a smooth family of time-dependent connections compatible with hab, i.e.
(∇t)ihab ∆= (∇t) ∂
∂xi
hab = 0,
for any local coordinate { ∂
∂x1
, . . . , ∂∂xn }. The Laplacian ∆t acting on a section
σ ∈ Γ(V ) is defined by
∆tσ = g
ij(x, t)(∇t)i(∇t)jσ.
For the application to the Ricci flow, we will always assume that the metrics
gij(·, t) evolve by the Ricci flow. Since M may be noncompact, we assume
that, for the sake of simplicity, the curvature of gij(t) is uniformly bounded
on M × [0, T ].
Let N : V × [0, T ] → V be a fiber preserving map, i.e., N(x, σ, t) is
a time-dependent vector field defined on the bundle V and tangent to the
fibers. We assume that N(x, σ, t) is continuous in x, t and satisfies
|N(x, σ1, t)−N(x, σ2, t)| ≤ CB |σ1 − σ2|
for all x ∈M , t ∈ [0, T ] and |σ1| ≤ B, |σ2| ≤ B, where CB is a positive con-
stant depending only on B. Then we can form the nonlinear heat equation
(PDE)
∂
∂t
σ(x, t) = ∆tσ(x, t) + u
i(∇t)iσ(x, t) +N(x, σ(x, t), t)
where ui = ui(t) is a time-dependent vector field on M which is uniformly
bounded on M × [0, T ]. Let K be a closed subset of V . One important
question is under what conditions will solutions of the PDE which start
in K remain in K. To answer this question, Hamilton [61] imposed the
following two conditions on K:
(H1) K is invariant under parallel translation defined by the connection
∇t for each t ∈ [0, T ];
(H2) in each fiber Vx, the set Kx
∆
= Vx ∩K is closed and convex.
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Then one can judge the behavior of the PDE by comparing to that of the
following ODE
(ODE)
dσx
dt
= N(x, σx, t)
for σx = σx(t) in each fiber Vx. The following version of Hamilton’s advanced
maximum principle is from Chow-Lu [42]
Theorem 2.3.1 (Hamilton’s advanced maximum principle [61]). Let
K be a closed subset of V satisfying the hypothesis (H1) and (H2). Suppose
that for any x ∈M and any initial time t0 ∈ [0, T ), any solution σx(t) of the
(ODE) which starts in Kx at t0 will remain in Kx for all later times. Then
for any initial time t0 ∈ [0, T ) the solution σ(x, t) of the (PDE) will remain
in K for all later times provided σ(x, t) starts in K at time t0 and σ(x, t) is
uniformly bounded with respect to the bundle metric hab on M × [t0, T ].
We remark that Lemma 2.1.3 is a special case of the above theorem
where V is given by a symmetric tensor product of a vector bundle and
K corresponds to the convex set consisting of all nonnegative symmetric
bilinear forms. We also remark that Hamilton [61] established the above
theorem for a general evolving metric gij(x, t) which does not necessarily
satisfy the Ricci flow.
Before proving Theorem 2.3.1, we need to establish three lemmas in [61].
Let ϕ : [a, b]→ R be a Lipschitz function. We consider dϕdt (t) at t ∈ [a, b) in
the sense of limsup of the forward difference quotients, i.e.,
dϕ
dt
(t) = lim sup
h→0+
ϕ(t+ h)− ϕ(t)
h
.
Lemma 2.3.2 (Hamilton [61]). Suppose ϕ : [a, b] → R is Lipschitz
continuous and suppose for some constant C < +∞,
d
dt
ϕ(t) ≤ Cϕ(t), whenever ϕ(t) ≥ 0 on [a, b),
and ϕ(a) ≤ 0.
Then ϕ(t) ≤ 0 on [a, b].
Proof. By replacing ϕ by e−Ctϕ, we may assume
d
dt
ϕ(t) ≤ 0, whenever ϕ(t) ≥ 0 on [a, b),
and ϕ(a) ≤ 0.
For arbitrary ε > 0, we shall show ϕ(t) ≤ ε(t− a) on [a, b]. Clearly we may
assume ϕ(a) = 0. Since
lim sup
h→0+
ϕ(a+ h)− ϕ(a)
h
≤ 0,
there must be some interval a ≤ t < δ on which ϕ(t) ≤ ε(t− a).
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Let a ≤ t < c be the largest interval with c ≤ b such that ϕ(t) ≤ ε(t−a)
on [a, c). Then by continuity ϕ(t) ≤ ε(t − a) on the closed interval [a, c].
We claim that c = b. Suppose not, then we can find δ > 0 such that
ϕ(t) ≤ ε(t− a) on [a, c + δ] since
lim sup
h→0+
ϕ(c+ h)− ϕ(c)
h
≤ 0.
This contradicts the choice of the largest interval [a, c). Therefore, since
ε > 0 can be arbitrary small, we have proved ϕ(t) ≤ 0 on [a, b]. 
The second lemma below is a general principle on the derivative of a
sup-function which will bridge solutions between ODEs and PDEs. Let X
be a complete smooth manifold and Y be a compact subset of X. Let ψ(x, t)
be a smooth function on X× [a, b] and let ϕ(t) = sup{ψ(y, t) | y ∈ Y }. Then
it is clear that ϕ(t) is Lipschitz continuous. We have the following useful
estimate on its derivative.
Lemma 2.3.3 (Hamilton [61]).
d
dt
ϕ(t) ≤ sup
{
∂ψ
∂t
(y, t) | y ∈ Y satisfies ψ(y, t) = ϕ(t)
}
.
Proof. Choose a sequence of times {tj} decreasing to t for which
lim
tj→t
ϕ(tj)− ϕ(t)
tj − t =
dϕ(t)
dt
.
Since Y is compact, we can choose yj ∈ Y with ϕ(tj) = ψ(yj , tj). By passing
to a subsequence, we can assume yj → y for some y ∈ Y . By continuity, we
have ϕ(t) = ψ(y, t). It follows that ψ(yj , t) ≤ ψ(y, t), and then
ϕ(tj)− ϕ(t) ≤ ψ(yj, tj)− ψ(yj , t)
=
∂
∂t
ψ(yj , t˜j) · (tj − t)
for some t˜j ∈ [t, tj ] by the mean value theorem. Thus we have
lim
tj→t
ϕ(tj)− ϕ(t)
tj − t ≤
∂
∂t
ψ(y, t).
This proves the result. 
We remark that the above two lemmas are somewhat standard facts
in the theory of PDEs and we have implicitly used them in the previous
sections when we apply the maximum principle. The third lemma gives a
characterization of when a system of ODEs preserve closed convex sets in
Euclidean space. We will use the version given in [42]. Let Z ⊂ Rn be
a closed convex subset. We define the tangent cone TϕZ to the closed
convex set Z at a point ϕ ∈ ∂Z as the smallest closed convex cone with
vertex at ϕ which contains Z.
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Lemma 2.3.4 (Hamilton [61]). Let U ⊂ Rn be an open set and Z ⊂ U
be a closed convex subset. Consider the ODE
(2.3.1)
dϕ
dt
= N(ϕ, t)
where N : U × [0, T ] → Rn is continuous and Lipschitz in ϕ. Then the
following two statements are equivalent.
(i) For any initial time t0 ∈ [0, T ], any solution of the ODE (2.3.1)
which starts in Z at t0 will remain in Z for all later times;
(ii) ϕ+N(ϕ, t) ∈ TϕZ for all ϕ ∈ ∂Z and t ∈ [0, T ).
Proof. We say that a linear function l on Rn is a support function for
Z at ϕ ∈ ∂Z and write l ∈ SϕZ if |l| = 1 and l(ϕ) ≥ l(η) for all η ∈ Z. Then
ϕ + N(ϕ, t) ∈ TϕZ if and only if l(N(ϕ, t)) ≤ 0 for all l ∈ SϕZ. Suppose
l(N(ϕ, t)) > 0 for some ϕ ∈ ∂Z and some l ∈ SϕZ. Then
d
dt
l(ϕ) = l
(
dϕ
dt
)
= l(N(ϕ, t)) > 0,
so l(ϕ) is strictly increasing and the solution ϕ(t) of the ODE (2.3.1) cannot
remain in Z.
To see the converse, first note that we may assume Z is compact. This
is because we can modify the vector field N(ϕ, t) by multiplying a cutoff
function which is everywhere nonnegative, equals one on a large ball and
equals zero on the complement of a larger ball. The paths of solutions of the
ODE are unchanged inside the first large ball, so we can intersect Z with the
second ball to make Z convex and compact. If there were a counterexample
before the modification there would still be one after as we chose the first
ball large enough.
Let s(ϕ) be the distance from ϕ to Z in Rn. Clearly s(ϕ) = 0 if ϕ ∈ Z.
Then
s(ϕ) = sup{l(ϕ− η) | η ∈ ∂Z and l ∈ SηZ}.
The sup is taken over a compact subset of Rn×Rn. Hence by Lemma 2.3.3
d
dt
s(ϕ) ≤ sup{l(N(ϕ, t)) | η ∈ ∂Z, l ∈ SηZ and s(ϕ) = l(ϕ− η)}.
It is clear that the sup on the RHS of the above inequality can be takeen only
when η is the unique closest point in Z to ϕ and l is the linear function of
length one with gradient in the direction of ϕ−η. Since N(ϕ, t) is Lipschitz
in ϕ and continuous in t, we have
|N(ϕ, t) −N(η, t)| ≤ C|ϕ− η|
for some constant C and all ϕ and η in the compact set Z.
By hypothesis (ii),
l(N(η, t)) ≤ 0,
and for the unique η, the closest point in Z to ϕ,
|ϕ− η| = s(ϕ).
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Thus
d
dt
s(ϕ) ≤ sup
{
l(N(η, t)) + |l(N(ϕ, t)) − l(N(η, t))| | η ∈ ∂Z,
l ∈ SηZ, and s(ϕ) = l(ϕ− η)
}
≤ Cs(ϕ).
Since s(ϕ) = 0 to start at t0, it follows from Lemma 2.3.2 that s(ϕ) = 0 for
t ∈ [t0, T ]. This proves the lemma. 
We are now ready to prove Theorem 2.3.1.
Proof of Theorem 2.3.1. Since the solution σ(x, t) of the (PDE) is
uniformly bounded with respect to the bundle metric hab on M × [t0, T ] by
hypothesis, we may assume that K is contained in a tubular neighborhood
V (r) of the zero section in V whose intersection with each fiber Vx is a ball
of radius r around the origin measured by the bundle metric hab for some
large r > 0.
Recall that gij(·, t), t ∈ [0, T ], is a smooth solution to the Ricci flow
with uniformly bounded curvature on M × [0, T ]. From Lemma 2.1.1, we
have a smooth function f such that f ≥ 1 everywhere, f(x) → +∞ as
d0(x, x0) → +∞ for some fixed point x0 ∈ M , and the first and second co-
variant derivatives with respect to the metrics gij(·, t) are uniformly bounded
on M × [0, T ]. Using the metric hab in each fiber Vx and writing |ϕ− η| for
the distance between ϕ ∈ Vx and η ∈ Vx, we set
s(t) = sup
x∈M
{inf{|σ(x, t) − η| | η ∈ Kx ∆= K ∩ Vx} − ǫeAtf(x)}
where ǫ is an arbitrarily small positive number and A is a positive constant
to be determined. We rewrite the function s(t) as
s(t) = sup{l(σ(x, t) − η)− ǫeAtf(x) | x ∈M,η ∈ ∂Kx and l ∈ SηKx}.
By the construction of the function f , we see that the sup is taken in a
compact subset of M × V × V ∗ for all t. Then by Lemma 2.3.3,
(2.3.2)
ds(t)
dt
≤ sup
{
∂
∂t
l(σ(x, t) − η)− ǫAeAtf(x)
}
where the sup is over all x ∈M,η ∈ ∂Kx and l ∈ SηKx such that
l(σ(x, t)− η)− ǫeAtf(x) = s(t);
in particular we have |σ(x, t) − η| = l(σ(x, t) − η), where η is the unique
closest point in Kx to σ(x, t), and l is the linear function of length one on
the fiber Vx with gradient in the direction of η to σ(x, t). We compute at
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these (x, η, l),
∂
∂t
l(σ(x, t) − η)− ǫAeAtf(x)
(2.3.3)
= l
(
∂σ(x, t)
∂t
)
− ǫAeAtf(x)
= l(∆tσ(x, t)) + l(u
i(x, t)(∇t)iσ(x, t)) + l(N(x, σ(x, t), t)) − ǫAeAtf(x).
By the assumption and Lemma 2.3.4 we have η+N(x, η, t) ∈ TηKx. Hence,
for those (x, η, l), l(N(x, η, t)) ≤ 0 and then
l(N(x, σ(x, t), t))(2.3.4)
≤ l(N(x, η, t)) + |N(x, σ(x, t), t) −N(x, η, t)|
≤ C|σ(x, t)− η| = C(s(t) + ǫeAtf(x))
for some positive constant C by the assumption that N(x, σ, t) is Lipschitz in
σ and the fact that the sup is taken on a compact set. Thus the combination
of (2.3.2)–(2.3.4) gives
(2.3.5)
ds(t)
dt
≤ l(∆tσ(x, t)) + l(ui(x, t)(∇t)iσ(x, t)) + Cs(t) + ǫ(C −A)eAtf(x)
for those x ∈M,η ∈ ∂Kx and l ∈ SηKx such that l(σ(x, t)−η)−ǫeAtf(x) =
s(t).
Next we estimate the first two terms of (2.3.5). As we extend a vector in
a bundle from a point x by parallel translation along geodesics emanating
radially out of x, we will get a smooth section of the bundle in some small
neighborhood of x such that all the symmetrized covariant derivatives at x
are zero. Now let us extend η ∈ Vx and l ∈ V ∗x in this manner. Clearly, we
continue to have |l|(·) = 1. Since K is invariant under parallel translations,
we continue to have η(·) ∈ ∂K and l(·) as a support function for K at η(·).
Therefore
l(σ(·, t) − η(·)) − ǫeAtf(·) ≤ s(t)
in the neighborhood. It follows that the function l(σ(·, t) − η(·)) − ǫeAtf(·)
has a local maximum at x, so at x
(∇t)i(l(σ(x, t) − η)− ǫeAtf(x)) = 0,
and ∆t(l(σ(x, t) − η)− ǫeAtf(x)) ≤ 0.
Hence at x
l((∇t)iσ(x, t)) − ǫeAt(∇t)if(x) = 0,
and l(∆tσ(x, t)) − ǫeAt∆tf(x) ≤ 0.
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Therefore by combining with (2.3.5), we have
d
dt
s(t) ≤ Cs(t) + ǫ(∆tf(x) + ui(∇t)if(x) + (C −A)f(x))eAt
≤ Cs(t)
for A > 0 large enough, since f(x) ≥ 1 and the first and second covariant
derivatives of f are uniformly bounded onM×[0, T ]. So by applying Lemma
2.3.2 and the arbitrariness of ǫ, we have completed the proof of Theorem
2.3.1. 
Finally, we would like to state a useful generalization of Theorem 2.3.1
by Chow and Lu in [42] which allows the set K to depend on time. One
can consult the paper [42] for the proof.
Theorem 2.3.5 (Chow and Lu [42]). Let K(t) ⊂ V , t ∈ [0, T ] be closed
subsets which satisfy the following hypotheses
(H3) K(t) is invariant under parallel translation defined by the connec-
tion ∇t for each t ∈ [0, T ];
(H4) in each fiber Vx, the set Kx(t)
∆
= K(t)∩Vx is nonempty, closed and
convex for each t ∈ [0, T ];
(H5) the space-time track
⋃
t∈[0,T ]
(∂K(t) × {t}) is a closed subset of V ×
[0, T ].
Suppose that, for any x ∈ M and any initial time t0 ∈ [0, T ), and for any
solution σx(t) of the (ODE) which starts in Kx(t0), the solution σx(t) will
remain in Kx(t) for all later times. Then for any initial time t0 ∈ [0, T ) the
solution σ(x, t) of the (PDE) will remain in K(t) for all later times if σ(x, t)
starts in K(t0) at time t0 and the solution σ(x, t) is uniformly bounded with
respect to the bundle metric hab on M × [t0, T ].
2.4. Hamilton-Ivey Curvature Pinching Estimate
The Hamilton-Ivey curvature pinching estimate [65, 75] roughly says
that if a solution to the Ricci flow on a three-manifold becomes singular
(i.e., the curvature goes to infinity) as time t approaches the maximal time
T , then the most negative sectional curvature will be small compared to the
most positive sectional curvature. This pinching estimate plays a crucial
role in analyzing the formation of singularities in the Ricci flow on three-
manifolds. The proof here is based on the argument in Hamilton [65]. The
estimate was later improved by Hamilton [67] which will be presented in
Section 5.3 (see Theorem 5.3.2).
Consider a complete solution to the Ricci flow
∂
∂t
gij = −2Rij
on a complete three-manifold with bounded curvature in space for each time
t ≥ 0. Recall from Section 1.3 that the evolution equation of the curvature
66 H.-D. CAO AND X.-P. ZHU
operator Mαβ is given by
(2.4.1)
∂
∂t
Mαβ = ∆Mαβ +M
2
αβ +M
#
αβ
where M2αβ is the operator square
M2αβ =MαγMβγ
and M#αβ is the Lie algebra so(n) square
M#αβ = C
γζ
α C
ηθ
β MγηMζθ.
In dimension n = 3, we know that M#αβ is the adjoint matrix of Mαβ . If we
diagonalize Mαβ with eigenvalues λ ≥ µ ≥ ν so that
(Mαβ) =
 λ µ
ν
 ,
then M2αβ and M
#
αβ are also diagonal, with
(M2αβ) =
 λ2 µ2
ν2
 and (M#αβ) =
 µν λν
λµ
 .
Thus the ODE corresponding to PDE (2.4.1) for Mαβ (in the space of
3× 3 matrices) is given by the following system
(2.4.2)

d
dtλ = λ
2 + µν,
d
dtµ = µ
2 + λν,
d
dtν = ν
2 + λµ.
Let P be the principal bundle of the manifold and form the associated
bundle V = P×GE, where G = O(3) and E is the vector space of symmetric
bilinear forms on so(3). The curvature operator Mαβ is a smooth section of
V = P×GE. According to Theorem 2.3.1, any closed convex set of curvature
operator matrices Mαβ which is O(3)-invariant (and hence invariant under
parallel translation) and preserved by ODE (2.4.2) is also preserved by the
Ricci flow.
We are now ready to state and prove the Hamilton-Ivey pinching
estimate .
Theorem 2.4.1 (Hamilton [65], Ivey [75]). Suppose we have a solution
to the Ricci flow on a three-manifold which is complete with bounded cur-
vature for each t ≥ 0. Assume at t = 0 the eigenvalues λ ≥ µ ≥ ν of the
curvature operator at each point are bounded below by ν ≥ −1. The scalar
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curvature R = λ+µ+ ν is their sum. Then at all points and all times t ≥ 0
we have the pinching estimate
R ≥ (−ν)[log(−ν)− 3],
whenever ν < 0.
Proof. The proof is taken from Hamilton [65]. Consider the function
y = f(x) = x(log x− 3)
defined on e2 ≤ x < +∞. It is easy to check that f is increasing and convex
with range −e2 ≤ y < +∞. Let f−1(y) = x be the inverse function, which
is also increasing but concave and satisfies
(2.4.3) lim
y→∞
f−1(y)
y
= 0
Consider also the set K of matrices Mαβ defined by the inequalities
(2.4.4) K :
 λ+ µ+ ν ≥ −3,ν + f−1(λ+ µ+ ν) ≥ 0.
By Theorem 2.3.1 and the assumptions in Theorem 2.4.1 at t = 0, we only
need to check that the set K defined above is closed, convex and preserved
by the ODE (2.4.2).
Clearly K is closed because f−1 is continuous. λ+µ+ν is just the trace
function of 3×3 matrices which is a linear function. Hence the first inequality
in (2.4.4) defines a linear half-space, which is convex. The function ν is the
least eigenvalue function, which is concave. Also note that f−1 is concave.
Thus the second inequality in (2.4.4) defines a convex set as well. Therefore
we proved K is closed and convex.
Under the ODE (2.4.2)
d
dt
(λ+ µ+ ν) = λ2 + µ2 + ν2 + λµ+ λν + µν
=
1
2
[(λ+ µ)2 + (λ+ ν)2 + (µ+ ν)2]
≥ 0.
Thus the first inequality in (2.4.4) is preserved by the ODE.
The second inequality in (2.4.4) can be written as
λ+ µ+ ν ≥ f(−ν), whenever ν ≤ −e2,
which becomes
(2.4.5) λ+ µ ≥ (−ν)[log(−ν)− 2], whenever ν ≤ −e2.
To show the inequality is preserved we only need to look at points on the
boundary of the set. If ν+f−1(λ+µ+ν) = 0 then ν = −f−1(λ+µ+ν) ≤ −e2
since f−1(y) ≥ e2. Hence the RHS of (2.4.5) is nonnegative. We thus have
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λ ≥ 0 because λ ≥ µ. But µmay have either sign. We split our consideration
into two cases:
Case (i): µ ≥ 0.
We need to verify
dλ
dt
+
dµ
dt
≥ (log(−ν)− 1)d(−ν)
dt
when λ+ µ = (−ν)[log(−ν)− 2]. Solving for
log(−ν)− 2 = λ+ µ
(−ν)
and substituting above, we must show
λ2 + µν + µ2 + λν ≥
(
λ+ µ
(−ν) + 1
)
(−ν2 − λµ)
which is equivalent to
(λ2 + µ2)(−ν) + λµ(λ+ µ+ (−ν)) + (−ν)3 ≥ 0.
Since λ, µ and (−ν) are all nonnegative we are done in the first case.
Case (ii): µ < 0.
We need to verify
dλ
dt
≥ d(−µ)
dt
+ (log(−ν)− 1)d(−ν)
dt
when λ = (−µ) + (−ν)[log(−ν)− 2]. Solving for
log(−ν)− 2 = λ− (−µ)
(−ν)
and substituting above, we need to show
λ2 + µν ≥ −µ2 − λν +
(
λ− (−µ)
(−ν) + 1
)
(−ν2 − λµ)
or
λ2 + (−µ)(−ν) ≥ λ(−ν)− (−µ)2 +
(
λ− (−µ)
(−ν) + 1
)
(λ(−µ)− (−ν)2)
which reduces to
λ2(−ν) + λ(−µ)2 + (−µ)2(−ν) + (−ν)3 ≥ λ2(−µ) + λ(−µ)(−ν)
or equivalently
(λ2 − λ(−µ) + (−µ)2)((−ν)− (−µ)) + (−µ)3 + (−ν)3 ≥ 0.
Since λ2 − λ(−µ) + (−µ)2 ≥ 0 and (−ν) − (−µ) ≥ 0 we are also done in
the second case.
Therefore the proof is completed. 
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2.5. Li-Yau-Hamilton Estimates
In [85], Li-Yau developed a fundamental gradient estimate, now called
Li-Yau estimate, for positive solutions to the heat equation on a complete
Riemannian manifold with nonnegative Ricci curvature. They used it to
derive the Harnack inequality for such solutions by path integration. Then
based on the suggestion of Yau, Hamilton [62] developed a similar estimate
for the scalar curvature of solutions to the Ricci flow on a Riemann surface
with positive curvature, and later obtained a matrix version of the Li-Yau
estimate [63] for solutions to the Ricci flow with positive curvature operator
in all dimensions. This matrix version of the Li-Yau estimate is the Li-
Yau-Hamilton estimate, which we will present in this section. Most of
the presentation follows the original papers of Hamilton [62, 63, 68].
We have seen that in the Ricci flow the curvature tensor satisfies a
nonlinear heat equation, and the nonnegativity of the curvature operator
is preserved by the Ricci flow. Roughly speaking, the Li-Yau-Hamilton
estimate says the nonnegativity of a certain combination of the derivatives
of the curvature up to second order is also preserved by the Ricci flow. This
estimate plays a central role in the analysis of formation of singularities and
the application of the Ricci flow to three-manifold topology.
Let us begin by describing the Li-Yau estimate [85] for positive solutions
to the heat equation on a complete Riemannian manifold with nonnegative
Ricci curvature.
Theorem 2.5.1 (Li-Yau [85]). Let (M,gij) be an n-dimensional com-
plete Riemannian manifold with nonnegative Ricci curvature. Let u(x, t) be
any positive solution to the heat equation
∂u
∂t
= ∆u on M × [0,∞).
Then we have
(2.5.1)
∂u
∂t
− |∇u|
2
u
+
n
2t
u ≥ 0 on M × (0,∞).
We remark that, as observed by Hamilton (cf. [63]), one can in fact
prove that for any vector field V i on M ,
(2.5.2)
∂u
∂t
+ 2∇u · V + u|V |2 + n
2t
u ≥ 0.
If we take the optimal vector field V = −∇u/u, we recover the inequality
(2.5.1).
Now we consider the Ricci flow on a Riemann surface. Since in dimension
two the Ricci curvature is given by
Rij =
1
2
Rgij,
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the Ricci flow (1.1.5) becomes
(2.5.3)
∂gij
∂t
= −Rgij .
Now let gij(x, t) be a complete solution of the Ricci flow (2.5.3) on a
Riemann surface M and 0 ≤ t < T . Then the scalar curvature R(x, t)
evolves by the semilinear equation
∂R
∂t
= △R+R2
onM× [0, T ). Suppose the scalar curvature of the initial metric is bounded,
nonnegative everywhere and positive somewhere. Then it follows from
Proposition 2.1.2 that the scalar curvature R(x, t) of the evolving metric re-
mains nonnegative. Moreover, from the standard strong maximum principle
(which works in each local coordinate neighborhood), the scalar curvature
is positive everywhere for t > 0. In [62], Hamilton obtained the following
Li-Yau estimate for the scalar curvature R(x, t).
Theorem 2.5.2 (Hamilton [62]). Let gij(x, t) be a complete solution of
the Ricci flow on a surface M . Assume the scalar curvature of the initial
metric is bounded, nonnegative everywhere and positive somewhere. Then
the scalar curvature R(x, t) satisfies the Li-Yau estimate
(2.5.4)
∂R
∂t
− |∇R|
2
R
+
R
t
≥ 0.
Proof. By the above discussion, we know R(x, t) > 0 for t > 0. If we
set
L = logR(x, t) for t > 0,
then
∂
∂t
L =
1
R
(△R+R2)
= △L+ |∇L|2 +R
and (2.5.4) is equivalent to
∂L
∂t
− |∇L|2 + 1
t
= △L+R+ 1
t
≥ 0.
Following Li-Yau [85] in the linear heat equation case, we consider the
quantity
(2.5.5) Q =
∂L
∂t
− |∇L|2 = △L+R.
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Then by a direct computation,
∂Q
∂t
=
∂
∂t
(△L+R)
= △
(
∂L
∂t
)
+R△L+ ∂R
∂t
= △Q+ 2∇L · ∇Q+ 2|∇2L|2 + 2R(△L) +R2
≥ △Q+ 2∇L · ∇Q+Q2.
So we get
∂
∂t
(
Q+
1
t
)
≥ △
(
Q+
1
t
)
+ 2∇L · ∇
(
Q+
1
t
)
+
(
Q− 1
t
)(
Q+
1
t
)
.
Hence by a similar maximum principle argument as in the proof of Lemma
2.1.3, we obtain
Q+
1
t
≥ 0.
This proves the theorem. 
As an immediate consequence, we obtain the following Harnack inequal-
ity for the scalar curvature R by taking the Li-Yau type path integral as in
[85].
Corollary 2.5.3 (Hamilton [62]). Let gij(x, t) be a complete solution of
the Ricci flow on a surface with bounded and nonnegative scalar curvature.
Then for any points x1, x2 ∈M , and 0 < t1 < t2, we have
R(x2, t2) ≥ t1
t2
e−dt1 (x1,x2)
2/4(t2−t1)R(x1, t1).
Proof. Take the geodesic path γ(τ), τ ∈ [t1, t2], from x1 to x2 at time
t1 with constant velocity dt1(x1, x2)/(t2− t1). Consider the space-time path
η(τ) = (γ(τ), τ), τ ∈ [t1, t2]. We compute
log
R(x2, t2)
R(x1, t1)
=
∫ t2
t1
d
dτ
L(γ(τ), τ)dτ
=
∫ t2
t1
1
R
(
∂R
∂τ
+∇R · dγ
dτ
)
dτ
≥
∫ t2
t1
(
∂L
∂τ
− |∇L|2gij(τ) −
1
4
∣∣∣∣dγdτ
∣∣∣∣2
gij(τ)
)
dτ.
Then by Theorem 2.5.2 and the fact that the metric is shrinking (since the
scalar curvature is nonnegative), we have
log
R(x2, t2)
R(x1, t1)
≥
∫ t2
t1
(
−1
τ
− 1
4
∣∣∣∣dγdτ
∣∣∣∣2
gij(τ)
)
dτ
= log
t1
t2
− dt1(x1, x2)
2
4(t2 − t1)
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After exponentiating above, we obtain the desired Harnack inequality. 
To prove a similar inequality as (2.5.4) for the scalar curvature of solu-
tions to the Ricci flow in higher dimensions is not so simple. First of all,
we will need to require nonnegativity of the curvature operator (which we
know is preserved under the Ricci flow). Secondly, one does not get in-
equality (2.5.4) directly, but rather indirectly as the trace of certain matrix
estimate. The key ingredient in formulating this matrix version is to derive
some identities from the soliton solutions and prove an elliptic inequality
based on these quantities. Hamilton found such a general principle which
was based on the idea of Li-Yau [85] when an identity is checked on the heat
kernel before an inequality was found. To illustrate this point, let us first
examine the heat equation case. Consider the heat kernel
u(x, t) = (4πt)−n/2e−|x|
2/4t
for the standard heat equation on Rn which can be considered as an expand-
ing soliton solution.
Differentiating the function u, we get
(2.5.6) ∇ju = −uxj
2t
or ∇ju+ uVj = 0,
where
Vj =
xj
2t
= −∇ju
u
.
Differentiating (2.5.6), we have
(2.5.7) ∇i∇ju+∇iuVj + u
2t
δij = 0.
To make the expression in (2.5.7) symmetric in i, j, we multiply Vi to (2.5.6)
and add to (2.5.7) and obtain
(2.5.8) ∇i∇ju+∇iuVj +∇juVi + uViVj + u
2t
δij = 0.
Taking the trace in (2.5.8) and using the equation ∂u/∂t = ∆u, we arrive
at
∂u
∂t
+ 2∇u · V + u|V |2 + n
2t
u = 0,
which shows that the Li-Yau inequality (2.5.1) becomes an equality on our
expanding soliton solution u! Moreover, we even have the matrix identity
(2.5.8).
Based on the above observation and using a similar process, Hamilton
found a matrix quantity, which vanishes on expanding gradient Ricci solitons
and is nonnegative for any solution to the Ricci flow with nonnegative curva-
ture operator. Now we describe the process of finding the Li-Yau-Hamilton
quadratic for the Ricci flow in arbitrary dimension.
Consider a homothetically expanding gradient soliton g, we have
(2.5.9) Rab +
1
2t
gab = ∇aVb
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in the orthonormal frame coordinate chosen as in Section 1.3. Here Vb = ∇bf
for some function f . Differentiating (2.5.9) and commuting give the first
order relations
∇aRbc −∇bRac = ∇a∇bVc −∇b∇aVc(2.5.10)
= RabcdVd,
and differentiating again, we get
∇a∇bRcd −∇a∇cRbd = ∇a(RbcdeVe)
= ∇aRbcdeVe +Rbcde∇aVe
= ∇aRbcdeVe +RaeRbcde + 1
2t
Rbcda.
We further take the trace of this on a and b to get
∆Rcd −∇a∇cRad −RaeRacde + 1
2t
Rcd −∇aRacdeVe = 0,
and then by commuting the derivatives and second Bianchi identity,
∆Rcd− 1
2
∇c∇dR+ 2RcadeRae −RceRde + 1
2t
Rcd + (∇eRcd −∇dRce)Ve = 0.
Let us define
Mab = ∆Rab − 1
2
∇a∇bR+ 2RacbdRcd −RacRbc + 1
2t
Rab,
Pabc = ∇aRbc −∇bRac.
Then
(2.5.11) Mab + PcbaVc = 0,
We rewrite (2.5.10) as
Pabc = RabcdVd
and then
(2.5.12) PcabVc +RacbdVcVd = 0.
Adding (2.5.11) and (2.5.12) we have
Mab + (Pcab + Pcba)Vc +RacbdVcVd = 0
and then
MabWaWb + (Pcab + Pcba)WaWbVc +RacbdWaVcWbVd = 0.
If we write
Uab =
1
2
(VaWb − VbWa) = V ∧W,
then the above identity can be rearranged as
(2.5.13) Q
∆
=MabWaWb + 2PabcUabWc +RabcdUabUcd = 0.
This is the Li-Yau-Hamilton quadratic we look for. Note that the proof
of the Li-Yau-Hamilton estimate below does not depend on the existence of
such an expanding gradient Ricci soliton. It is only used as inspiration.
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Now we are ready to state the remarkable Li-Yau-Hamilton estimate
for the Ricci flow.
Theorem 2.5.4 (Hamilton [63]). Let gij(x, t) be a complete solution
with bounded curvature to the Ricci flow on a manifold M for t in some time
interval (0, T ) and suppose the curvature operator of gij(x, t) is nonnegative.
Then for any one-form Wa and any two-form Uab we have
MabWaWb + 2PabcUabWc +RabcdUabUcd ≥ 0
on M × (0, T ).
The proof of this theorem requires some rather intense calculations. Here
we only give a sketch of the proof. For more details, we refer the reader to
Hamilton’s original paper [63].
Sketch of the Proof. Let gij(x, t) be the complete solution with
bounded and nonnegative curvature operator. Recall that in the orthonor-
mal frame coordinate system, the curvatures evolve by
∂
∂tRabcd = ∆Rabcd + 2(Babcd −Babdc −Badbc +Bacbd),
∂
∂tRab = ∆Rab + 2RacbdRcd,
∂
∂tR = ∆R+ 2|Ric|2,
where Babcd = RaebfRcedf .
By a long but straightforward computation from these evolution equa-
tions, one can get(
∂
∂t
−∆
)
Pabc = 2RadbePdec + 2RadcePdbe + 2RbdcePade − 2Rde∇dRabce
and(
∂
∂t
−∆
)
Mab = 2RacbdMcd + 2Rcd(∇cPdab +∇cPdba)
+ 2PacdPbcd − 4PacdPbdc + 2RcdRceRadbe − 1
2t2
Rab.
Now consider
Q
∆
=MabWaWb + 2PabcUabWc +RabcdUabUcd.
At a point where
(2.5.14)
(
∂
∂t
−∆
)
Wa =
1
t
Wa,
(
∂
∂t
−∆
)
Uab = 0,
and
(2.5.15) ∇aWb = 0, ∇aUbc = 1
2
(RabWc −RacWb) + 1
4t
(gabWc − gacWb),
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we have (
∂
∂t
−∆
)
Q = 2RacbdMcdWaWb − 2PacdPbdcWaWb(2.5.16)
+ 8RadcePdbeUabWc + 4RaecfRbedfUabUcd
+ (PabcWc +RabcdUcd)(PabeWe +RabefUef ).
For simplicity we assume the manifold is compact and the curvature
operator is strictly positive. (For the general case we shall mess the formula
up a bit to sneak in the term ǫeAtf , as done in Lemma 2.1.3). Suppose
not; then there will be a first time when the quantity Q is zero, and a point
where this happens, and a choice of U and W giving the null eigenvectors.
We can extend U and W any way we like in space and time and still have
Q ≥0, up to the critical time. In particular we can make the first derivatives
in space and time to be anything we like, so we can extend first in space to
make (2.5.15) hold at that point. And then, knowing ∆Wa and ∆Uab, we
can extend in time to make (2.5.14) hold at that point and that moment.
Thus we have (2.5.16) at the point.
In the RHS of (2.5.16) the quadratic term
(PabcWc +RabcdUcd)(PabeWe +RabefUef )
is clearly nonnegative. By similar argument as in the proof of Lemma 2.1.3,
to get a contradiction we only need to show the remaining part in the RHS
of (2.5.16) is also nonnegative.
A nonnegative quadratic form can always be written as a sum of squares
of linear forms. This is equivalent to diagonalizing a symmetric matrix and
writing each nonnegative eigenvalue as a square. Write
Q =
∑
k
(XkaWa + Y
k
abUab)
2,
(
1 ≤ k ≤ n+ n(n− 1)
2
)
.
This makes
Mab =
∑
k
XkaX
k
b , Pabc =
∑
k
Y kabX
k
c
and
Rabcd =
∑
k
Y kabY
k
cd.
It is then easy to compute
2RacbdMcdWaWb − 2PacdPbdcWaWb + 8RadcePdbeUabWe
+ 4RaecfRbedfUabUcd
= 2
(∑
k
Y kacY
k
bd
)(∑
l
X laY
l
c
)
WaWb
− 2
(∑
k
Y kacX
k
d
)(∑
l
Y lbdX
l
c
)
WaWb
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+ 8
(∑
k
Y kadY
k
ce
)(∑
l
Y ldbX
l
e
)
UabWc
+ 4
(∑
k
Y kaeY
k
cf
)(∑
l
Y lbeY
l
df
)
UabUcd
=
∑
k,l
(Y kacX
l
cWa − Y lacXkcWa − 2Y kacY lbcUab)2
≥ 0.
This says that the remaining part in the RHS of (2.5.16) is also nonnegative.
Therefore we have completed the sketch of the proof. 
By taking Uab =
1
2(VaWb− VbWa) and tracing over Wa, we immediately
get
Corollary 2.5.5 (Hamilton [63]). For any one-form Va we have
∂R
∂t
+
R
t
+ 2∇aR · Va + 2RabVaVb ≥ 0.
In particular by taking V ≡ 0, we see that the function tR(x, t) is point-
wise nondecreasing in time. By combining this property with the local de-
rivative estimate of curvature, we have the following elliptic type estimate.
Corollary 2.5.6 (Hamilton [65]). Suppose we have a solution to the
Ricci flow for t > 0 which is complete with bounded curvature, and has
nonnegative curvature operator. Suppose also that at some time t > 0 we
have the scalar curvature R ≤M for some constant M in the ball of radius
r around some point p. Then for k = 1, 2, . . ., the kth order derivatives of
the curvature at p at the time t satisfy a bound
|∇kRm(p, t)|2 ≤ CkM2
(
1
r2k
+
1
tk
+Mk
)
for some constant Ck depending only on the dimension and k.
Proof. Since tR is nondecreasing in time, we get a bound R ≤ 2M in
the given region for times between t/2 and t. The nonnegative curvature hy-
pothesis tells us the metric is shrinking. So we can apply the local derivative
estimate in Theorem 1.4.2 to deduce the result. 
By a similar argument as in Corollary 2.5.3, one readily has the following
Harnack inequality.
Corollary 2.5.7 (Hamilton [63]). Let gij(x, t) be a complete solution
of the Ricci flow on a manifold with bounded and nonnegative curvature
operator, and let x1, x2 ∈ M, 0 < t1 < t2. Then the following inequality
holds
R(x2, t2) ≥ t1
t2
e−dt1 (x1,x2)
2/2(t2−t1) ·R(x1, t1).
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In the above discussion, we assumed that the solution to the Ricci flow
exists on 0 ≤ t < T , and we derived the Li-Yau-Hamilton estimate with
terms 1/t in it. When the solution happens to be ancient, i.e., defined
on −∞ < t < T , Hamilton [63] found an interesting and simple procedure
for getting rid of them. Suppose we have a solution on α < t < T we can
replace t by t − α in the Li-Yau-Hamilton estimate. If we let α → −∞,
then the expression 1/(t − α) → 0 and disappears! In particular the trace
Li-Yau-Hamilton estimate in Corollary 2.5.5 becomes
(2.5.17)
∂R
∂t
+ 2∇aR · Va + 2RabVaVb ≥ 0.
By taking V = 0, we see that ∂R∂t ≥ 0. Thus, we have the following
Corollary 2.5.8 (Hamilton [63]). Let gij(x, t) be a complete ancient
solution of the Ricci flow on M × (−∞, T ) with bounded and nonnegative
curvature operator, then the scalar curvature R(x, t) is pointwise nondecreas-
ing in time t.
Corollary 2.5.8 will be very useful later on when we study ancient κ-
solutions in Chapter 6, especially combined with Shi’s derivative estimate.
We end this section by stating the Li-Yau-Hamilton estimate for the
Ka¨hler-Ricci flow, due to the first author [13], under the weaker curvature
assumption of nonnegative holomorphic bisectional curvature. Note that
the following Li-Yau-Hamilton estimate in the Ka¨hler case is really a Li-
Yau-Hamilton estimate for the Ricci tensor of the evolving metric, so not
only can we derive an estimate on the scalar curvature, which is the trace of
the Ricci curvature, similar to Corollary 2.5.5 but also an estimate on the
determinant of the Ricci curvature as well.
Theorem 2.5.9 (Cao [13]). Let gαβ¯(x, t) be a complete solution to the
Ka¨hler-Ricci flow on a complex manifold M with bounded curvature and
nonnegtive bisectional curvature and 0 ≤ t < T . For any point x ∈ M and
any vector V in the holomorphic tangent space T 1,0x M , let
Qαβ¯ =
∂
∂t
Rαβ¯ +Rαγ¯Rγβ¯ +∇γRαβ¯V γ +∇γ¯Rαβ¯V γ¯ +Rαβ¯γδ¯V γV δ¯ +
1
t
Rαβ¯.
Then we have
Qαβ¯W
αW β¯ ≥ 0
for all x ∈M , V,W ∈ T 1,0x M , and t > 0.
Corollary 2.5.10 (Cao [13]). Under the assumptions of Theorem 2.5.9,
we have
(i) the scalar curvature R satisfies the estimate
∂R
∂t
− |∇R|
2
R
+
R
t
≥ 0,
and
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(ii) assuming Rαβ¯ > 0, the determinant φ = det(Rαβ¯)/det(gαβ¯) of the
Ricci curvature satisfies the estimate
∂φ
∂t
− |∇φ|
2
nφ
+
nφ
t
≥ 0
for all x ∈M and t > 0.
2.6. Perelman’s Estimate for Conjugate Heat Equations
In [107] Perelman obtained a Li-Yau type estimate for fundamental
solutions of the conjugate heat equation, which is a backward heat equation,
when the metric evolves by the Ricci flow. In this section we shall describe
how to get this estimate along the same line as in the previous section. More
importantly, we shall show how the Li-Yau path integral, when applied to
Perelman’s Li-Yau type estimate, leads to an important space-time distance
function introduced by Perelman [107]. We learned from Hamilton [69] this
idea of looking at Perelman’s Li-Yau estimate.
We saw in the previous section that the Li-Yau quantity and the Li-
Yau-Hamilton quantity vanish on expanding solutions. Note that when we
consider a backward heat equation, shrinking solitons can be viewed as ex-
panding backward in time. So we start by looking at shrinking gradient
Ricci solitons.
Suppose we have a shrinking gradient Ricci soliton gij with potential
function f on manifold M and −∞ < t < 0 so that, for τ = −t,
(2.6.1) Rij +∇j∇if − 1
2τ
gij = 0.
Then, by taking the trace, we have
(2.6.2) R+∆f − n
2τ
= 0.
Also, by similar calculations as in deriving (1.1.15), we get
(2.6.3) R+ |∇f |2 − f
τ
= C
where C is a constant which we can set to be zero.
Moreover, observe
(2.6.4)
∂f
∂t
= |∇f |2
because f evolves in time with the rate of change given by the Lie derivative
in the direction of ∇f generating the one-parameter family of diffeomor-
phisms.
Combining (2.6.2) with (2.6.4), we see f satisfies the backward heat
equation
(2.6.5)
∂f
∂t
= −∆f + |∇f |2 −R+ n
2τ
,
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or equivalently
(2.6.6)
∂f
∂τ
= ∆f − |∇f |2 +R− n
2τ
.
Recall the Li-Yau-Hamilton quadratic is a certain combination of the
second order space derivative (or first order time derivative), first order
space derivatives and zero orders. Multiplying (2.6.2) by a factor of 2 and
subtracting (2.6.3) yields
2∆f − |∇f |2 +R+ 1
τ
f − n
τ
= 0
valid for our potential function f of the shrinking gradient Ricci soliton. The
quantity on the LHS of the above identity is precisely the Li-Yau-Hamilton
type quadratic found by Perelman (cf. section 9 of [107]).
Note that a function f satisfies the backward heat equation (2.6.6) if
and only if the function
u = (4πτ)−
n
2 e−f
satisfies the so called conjugate heat equation
(2.6.7) ∗u ,
∂u
∂τ
−∆u+Ru = 0.
Lemma 2.6.1 (Perelman [107]). Let gij(x, t), 0 ≤ t < T , be a complete
solution to the Ricci flow on an n-dimensional manifold M and let u =
(4πτ)−
n
2 e−f be a solution to the conjugate equation (2.6.7) with τ = T − t.
Set
H = 2∆f − |∇f |2 +R+ f − n
τ
and
v = τHu =
(
τ(R+ 2∆f − |∇f |2) + f − n)u.
Then we have
∂H
∂τ
= ∆H − 2∇f · ∇H − 1
τ
H − 2
∣∣∣∣Rij +∇i∇jf − 12τ gij
∣∣∣∣2 ,
and
∂v
∂τ
= ∆v −Rv − 2τu
∣∣∣∣Rij +∇i∇jf − 12τ gij
∣∣∣∣2 .
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Proof. By direct computations, we have
∂
∂τ
H =
∂
∂τ
(
2△f − |∇f |2 +R+ f − n
τ
)
= 2△
(
∂f
∂τ
)
− 2〈2Rij , fij〉 − 2
〈
∇f,∇
(
∂f
∂τ
)〉
+ 2Ric (∇f,∇f)
+
∂
∂τ
R+
1
τ
∂
∂τ
f − f − n
τ2
= 2△
(
△f − |∇f |2 +R− n
2τ
)
− 4〈Rij , fij〉+ 2Ric (∇f,∇f)
− 2
〈
∇f,∇
(
△f − |∇f |2 +R− n
2τ
)〉
−△R− 2|Rij |2
+
1
τ
(
△f − |∇f |2 +R− n
2τ
)
− f − n
τ2
,
∇H = ∇
(
2△f − |∇f |2 +R+ f − n
τ
)
= 2∇(△f)− 2〈∇∇if,∇if〉+∇R+ 1
τ
∇f,
△H = △
(
2△f − |∇f |2 +R+ f − n
τ
)
= 2△(△f)−△(|∇f |2) +△R+ 1
τ
△f,
and
2∇H · ∇f = 2〈2∇(△f)− 2〈∇∇if,∇if〉+∇R+ 1
τ
∇f,∇f〉
= 2 [〈2∇(△f),∇f〉 − 2〈fij , fifj〉+ 〈∇R,∇f〉] + 2
τ
|∇f |2.
Thus we get
∂
∂τ
H −△H + 2∇f · ∇H + 1
τ
H
= −4〈Rij , fij〉+ 2Ric (∇f,∇f)− 2|Rij |2 −△(|∇f |2) + 2〈∇(△f),∇f〉
+
2
τ
△f + 2
τ
R− n
2τ2
= −2
[
|Rij |2 + |fij |2 + n
4τ2
+ 2〈Rij , fij〉 − R
τ
− 1
τ
△f
]
= −2
∣∣∣∣Rij +∇i∇jf − 12τ gij
∣∣∣∣2 ,
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and (
∂
∂τ
−△+R
)
v =
(
∂
∂τ
−△+R
)
(τHu)
=
(
∂
∂τ
−△
)
(τH) · u− 2〈∇(τH),∇u〉
=
((
∂
∂τ
−△
)
(τH)− 2〈∇(τH),∇f〉
)
u
= τ
(
∂H
∂τ
−△H + 2∇f · ∇H + 1
τ
H
)
u
= −2τu
∣∣∣∣Rij +∇i∇jf − 12τ gij
∣∣∣∣2 .

Note that, since f satisfies the equation (2.6.6), we can rewrite H as
(2.6.8) H = 2
∂f
∂τ
+ |∇f |2 −R+ 1
τ
f.
Then, by Lemma 2.6.1, we have
∂
∂τ
(τH) = ∆(τH)− 2∇f · ∇(τH)− 2τ
∣∣∣∣Ric +∇2f − 12τ g
∣∣∣∣2 .
So by the maximum principle, we find max(τH) is nonincreasing as τ in-
creasing. When u is chosen to be a fundamental solution to (2.6.7), one can
show that limτ→0 τH ≤ 0 and hence H ≤ 0 on M for all τ ∈ (0, T ] (see,
for example, [103]). Since this fact is not used in later chapters and will be
only used in the rest of the section to introduce a space-time distance via
Li-Yau path integral, we omit the details of the proof.
Once we have Perelman’s Li-Yau type estimate H ≤ 0, we can apply
the Li-Yau path integral as in [85] to estimate the above solution u (i.e.,
a heat kernel estimate for the conjugate heat equation, see also the earlier
work of Cheeger-Yau [29]). Let p, q ∈M be two points and γ(τ), τ ∈ [0, τ¯ ],
be a curve joining p and q, with γ(0) = p and γ(τ¯ ) = q. Then along the
space-time path (γ(τ), τ), τ ∈ [0, τ¯ ], we have
d
dτ
(
2
√
τf(γ(τ), τ)
)
= 2
√
τ
(
∂f
∂τ
+∇f · γ˙(τ)
)
+
1√
τ
f
≤ √τ(− |∇f |2gij(τ) + 2∇f · γ˙(τ))+√τR
= −√τ |∇f − γ˙(τ)|2gij(τ) +
√
τ(R+ |γ˙(τ)|2gij(τ))
≤ √τ(R+ |γ˙(τ)|2gij (τ))
where we have used the fact that H ≤ 0 and the expression for H in (2.6.8).
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Integrating the above inequality from τ = 0 to τ = τ¯ , we obtain
2
√
τ¯ f(q, τ¯) ≤
∫ τ¯
0
√
τ(R+ |γ˙(τ)|2gij(τ))dτ,
or
f(q, τ¯) ≤ 1
2
√
τ¯
L(γ),
where
(2.6.9) L(γ) ,
∫ τ¯
0
√
τ(R + |γ˙(τ)|2gij(τ))dτ.
Denote by
(2.6.10) l(q, τ¯ ) , inf
γ
1
2
√
τ¯
L(γ),
where the inf is taken over all space curves γ(τ), 0 ≤ τ ≤ τ¯ , joining p
and q. The space-time distance function l(q, τ¯) obtained by the above Li-
Yau path integral argument is first introduced by Perelman in [107] and is
what Perelman calls reduced distance. Since Perelman pointed out in page
19 of [107] that “an even closer reference in [85], where they use ‘length’,
associated to a linear parabolic equation, which is pretty much the same as
in our case”, it is natural to call l(q, τ¯ ) the Li-Yau-Perelman distance.
See Chapter 3 for much more detailed discussions.
Finally, we conclude this section by relating the quantity H (or v) and
theW-functional of Perelman defined in (1.5.9). Observe that v happens to
be the integrand of the W-functional,
W(gij(t), f, τ) =
∫
M
vdV.
Hence, when M is compact,
d
dτ
W =
∫
M
(
∂
∂τ
v +Rv
)
dV
= −2τ
∫
M
∣∣∣∣Ric +∇2f − 12τ g
∣∣∣∣2 udV
≤ 0,
or equivalently,
d
dt
W(gij(t), f(t), τ(t)) =
∫
M
2τ
∣∣∣∣Rij +∇i∇jf − 12τ gij
∣∣∣∣2 (4πτ)−n2 e−fdV,
which is the same as stated in Proposition 1.5.8.
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Chapter 3. Perelman’s Reduced Volume
In Section 1.5 we introduced the F-functional and the W-functional of
Perelman [107] and proved their monotonicity properties under the Ricci
flow. In the last section of the previous chapter we have defined the Li-
Yau-Perelman distance. The main purpose of this chapter is to use the
Li-Yau-Perelman distance to define the Perelman’s reduced volume, which
was introduced by Perelman in [107], and prove the monotonicity property
of the reduced volume under the Ricci flow. This new monotonicity formula
of Perelman [107] is more useful for local considerations, especially when
we consider the formation of singularities in Chapter 6 and work on the
Ricci flow with surgery in Chapter 7. As first applications we will present
two no local collapsing theorems of Perelman [107] in this chapter. More
applications can be found in Chapter 6 and 7. This chapter is a detailed
exposition of sections 6-8 of Perelman [107].
3.1. Riemannian Formalism in Potentially Infinite Dimensions
In Section 2.6, from an analytic view point, we saw how the Li-Yau path
integral of Perelman’s estimate for fundamental solutions to the conjugate
heat equation leads to the Li-Yau-Perelman distance. In this section we
present, from a geometric view point, another motivation (cf. section 6 of
[107]) how one is lead to the consideration of the Li-Yau-Perelman distance
function, as well as a reduced volume concept. Interestingly enough, the
Li-Yau-Hamilton quadratic introduced in Section 2.5 appears again in this
geometric consideration.
We consider the Ricci flow
∂
∂t
gij = −2Rij
on a manifold M where we assume that gij(·, t) are complete and have
uniformly bounded curvatures.
Recall from Section 2.5 that the Li-Yau-Hamilton quadratic introduced
in [63] is
Q =MijWiWj + 2PijkUijWk +RijklUijUkl
where
Mij = ∆Rij − 1
2
∇i∇jR+ 2RikjlRkl −RikRjk + 1
2t
Rij,
Pijk = ∇iRjk −∇jRik
and Uij is any two-form and Wi is any 1-form. Here and throughout this
chapter we do not always bother to raise indices; repeated indices is short
hand for contraction with respect to the metric.
In [65], Hamilton predicted that the Li-Yau-Hamilton quadratic is some
sort of jet extension of positive curvature operator on some larger space.
Such an interpretation of the Li-Yau-Hamilton quadratic as a curvature
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operator on the space M × R+ was found by Chow and Chu [39] where
a potentially degenerate Riemannian metric on M × R+ was constructed.
The degenerate Riemannian metric on M ×R+ is the limit of the following
two-parameter family of Riemannian metrics
gN,δ(x, t) = g(x, t) + (R(x, t) +
N
2(t+ δ)
)dt2
as N tends to infinity and δ tends to zero, where g(x, t) is the solution of
the Ricci flow on M and t ∈ R+.
To avoid the degeneracy, Perelman [107] considers the manifold M˜ =
M × SN × R+ with the following metric:
g˜ij = gij ,
g˜αβ = τgαβ ,
g˜oo =
N
2τ
+R,
g˜iα = g˜io = g˜αo = 0,
where i, j are coordinate indices on M ; α, β are coordinate indices on SN ;
and the coordinate τ onR+ has index o. Let τ = T−t for some fixed constant
T . Then gij will evolve with τ by the backward Ricci flow
∂
∂τ gij = 2Rij .
The metric gαβ on S
N is a metric with constant sectional curvature 12N .
We remark that the metric g˜αβ on S
N is chosen so that the product
metric (g˜ij , g˜αβ) on M ×SN evolves by the Ricci flow, while the component
g˜oo is just the scalar curvature of (g˜ij , g˜αβ). Thus the metric g˜ defined on
M˜ =M × SN ×R+ is exactly a “regularization” of Chow-Chu’s degenerate
metric on M × R+.
Proposition 3.1.1 (cf. [39]). The components of the curvature tensor
of the metric g˜ coincide (modulo N−1) with the components of the Li-Yau-
Hamilton quadratic.
Proof. By definition, the Christoffel symbols of the metric g˜ are given
by the following list:
Γ˜kij = Γ
k
ij,
Γ˜kiβ = 0 and Γ˜
γ
ij = 0,
Γ˜kαβ = 0 and Γ˜
γ
iβ = 0,
Γ˜kio = g
klRli and Γ˜
o
ij = −g˜ooRij ,
Γ˜koo = −
1
2
gkl
∂
∂xl
R and Γ˜oio =
1
2
g˜oo
∂
∂xi
R,
Γ˜oiβ = 0, Γ˜
k
oβ = 0 and Γ˜
γ
oj = 0,
Γ˜γαβ = Γ
γ
αβ,
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Γ˜γαo =
1
2τ
δγα and Γ˜
o
αβ = −
1
2
g˜oogαβ ,
Γ˜γoo = 0 and Γ˜
o
oβ = 0,
Γ˜ooo =
1
2
g˜oo
(
− N
2τ2
+
∂
∂τ
R
)
.
Fix a point (p, s, τ) ∈M × SN ×R+ and choose normal coordinates around
p ∈ M and normal coordinates around s ∈ SN such that Γkij(p) = 0 and
Γγαβ(s) = 0 for all i, j, k and α, β, γ. We compute the curvature tensor R˜m
of the metric g˜ at the point as follows:
R˜ijkl = Rijkl + Γ˜
k
ioΓ˜
o
jl − Γ˜kjoΓ˜oil = Rijkl +O
(
1
N
)
,
R˜ijkδ = 0,
R˜ijγδ = 0 and R˜iβkδ = Γ˜
k
ioΓ˜
o
βδ − Γ˜kβoΓ˜oiδ = −
1
2
g˜oogβδg
klRli = O
(
1
N
)
,
R˜iβγδ = 0,
R˜ijko =
∂
∂xi
Rjk − ∂
∂xj
Rik + Γ˜
k
ioΓ˜
o
jo − Γ˜kjoΓ˜oio = Pijk +O
(
1
N
)
,
R˜ioko = −1
2
∂2
∂xi∂xk
R− ∂
∂τ
(Rilg
lk) + Γ˜kioΓ˜
o
oo − Γ˜kojΓ˜jio − Γ˜kooΓ˜oio
= −1
2
∇i∇kR− ∂
∂τ
Rik + 2RikRlk − 1
2τ
Rik −RijRjk +O
(
1
N
)
=Mik +O(
1
N
),
R˜ijγo = 0 and R˜iγjo = 0,
R˜iβγo = −τ Γ˜γβoΓ˜oio = O
(
1
N
)
and R˜ioγδ = 0,
R˜ioγo = 0,
R˜αβγo = 0,
R˜αoγo =
(
1
2τ2
δγα + Γ˜
γ
αoΓ˜
o
oo − Γ˜γoβΓ˜βαo
)
τ = O
(
1
N
)
,
R˜αβγδ = O
(
1
N
)
.
Thus the components of the curvature tensor of the metric g˜ coincide
(modulo N−1) with the components of the Li-Yau-Hamilton quadratic. 
The following observation due to Perelman [107] gives an important
motivation to define Perelman’s reduced volume.
Corollary 3.1.2. All components of the Ricci tensor of g˜ are zero
(modulo N−1).
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Proof. From the list of the components of the curvature tensor of g˜
given above, we have
R˜ij = g˜
klR˜ijkl + g˜
αβR˜iαjβ + g˜
ooR˜iojo
= Rij − 1
2τ
gαβ g˜oogαβRij + g˜
oo
(
Mij − 1
2τ
Rij +O
(
1
N
))
= Rij − N
2τ
g˜ooRij +O
(
1
N
)
= O
(
1
N
)
,
R˜iγ = g˜
klR˜ikγl + g˜
αβR˜iαγβ + g˜
ooR˜ioγo = 0,
R˜io = g˜
klR˜ikol + g˜
αβR˜iαoβ + g˜
ooR˜iooo
= −gklPikl +O
(
1
N
)
,
R˜αβ = g˜
klR˜αkβl + g˜
γδR˜αγβδ + g˜
ooR˜αoβo
= O
(
1
N
)
,
R˜αo = g˜
klR˜αkol + g˜
βγR˜αβoγ + g˜
ooR˜αooo = 0,
R˜oo = g˜
klR˜okol + g˜
αβR˜oαoβ + g˜
ooR˜oooo
= gkl
(
Mkl +O
(
1
N
))
+O
(
1
N
)
.
Since g˜oo is of order N−1, we see that the norm of the Ricci tensor is given
by
|R˜ic |g˜ = O
(
1
N
)
.
This proves the result. 
We now use the Ricci-flatness of the metric g˜ to interpret the Bishop-
Gromov relative volume comparison theorem which will motivate another
monotonicity formula for the Ricci flow. The argument in the following
will not be rigorous. However it gives an intuitive picture of what one may
expect. Consider a metric ball in (M˜, g˜) centered at some point (p, s, 0) ∈ M˜ .
Note that the metric of the sphere SN at τ = 0 degenerates and it shrinks to
a point. Then the shortest geodesic γ(τ) between (p, s, 0) and an arbitrary
point (q, s¯, τ¯ ) ∈ M˜ is always orthogonal to the SN fibre. The length of γ(τ)
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can be computed as∫ τ¯
0
√(
N
2τ
+R
)
+ |γ˙(τ)|2gij (τ)dτ
=
√
2Nτ¯ +
1√
2N
∫ τ¯
0
√
τ(R + |γ˙(τ)|2gij )dτ +O(N−
3
2 ).
Thus a shortest geodesic should minimize
L(γ) =
∫ τ¯
0
√
τ(R + |γ˙(τ)|2gij )dτ.
Let L(q, τ¯) denote the corresponding minimum. We claim that a metric
sphere SM˜ (
√
2Nτ¯ ) in M˜ of radius
√
2Nτ¯ centered at (p, s, 0) is O(N−1)-
close to the hypersurface {τ = τ¯}. Indeed, if (x, s′, τ(x)) lies on the metric
sphere SM˜ (
√
2Nτ¯), then the distance between (x, s′, τ(x)) and (p, s, 0) is
√
2Nτ¯ =
√
2Nτ(x) +
1√
2N
L(x, τ(x)) +O
(
N−
3
2
)
which can be written as√
τ(x)−√τ¯ = − 1
2N
L(x, τ(x)) +O(N−2) = O(N−1).
This shows that the metric sphere SM˜ (
√
2Nτ¯ ) is O(N−1)-close to the hy-
persurface {τ = τ¯}. Note that the metric gαβ on SN has constant sectional
curvature 12N . Thus
Vol
(
SM˜
(√
2Nτ¯
))
≈
∫
M
(∫
SN
dVτ(x)gαβ
)
dVgij (x)
=
∫
M
(τ(x))
N
2 Vol (SN )dVM
≈ (2N)N2 ωN
∫
M
(√
τ¯ − 1
2N
L(x, τ(x)) +O(N−2)
)N
dVM
≈ (2N)N2 ωN
∫
M
(√
τ¯ − 1
2N
L(x, τ¯ ) + o(N−1)
)N
dVM ,
where ωN is the volume of the standard N -dimensional sphere. Now the
volume of Euclidean sphere of radius
√
2Nτ¯ in Rn+N+1 is
Vol (SRn+N+1(
√
2Nτ¯)) = (2Nτ¯ )
N+n
2 ωn+N .
Thus we have
Vol (SM˜ (
√
2Nτ¯ ))
Vol (SRn+N+1(
√
2Nτ¯))
≈ const ·N−n2 ·
∫
M
(τ¯)−
n
2 exp
{
− 1
2
√
τ¯
L(x, τ¯)
}
dVM .
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Since the Ricci curvature of M˜ is zero (modulo N−1), the Bishop-Gromov
volume comparison theorem then suggests that the integral
V˜ (τ¯)
∆
=
∫
M
(4πτ¯ )−
n
2 exp
{
− 1
2
√
τ¯
L(x, τ¯)
}
dVM ,
which we will call Perelman’s reduced volume, should be nonincreasing
in τ¯ . A rigorous proof of this monotonicity property will be given in the
next section. One should note the analog of reduced volume with the heat
kernel and there is a parallel calculation for the heat kernel of the Shro¨dinger
equation in the paper of Li-Yau [85].
3.2. Comparison Theorems for Perelman’s Reduced Volume
In this section we will write the Ricci flow in the backward version
∂
∂τ
gij = 2Rij
on a manifold M with τ = τ(t) satisfying dτ/dt = −1 (in practice we often
take τ = t0 − t for some fixed time t0). We always assume that either M
is compact or gij(τ) are complete and have uniformly bounded curvature.
To each (smooth) space curve γ(τ), 0 < τ1 ≤ τ ≤ τ2, in M , we define its
L-length as
L(γ) =
∫ τ2
τ1
√
τ(R(γ(τ), τ) + |γ˙(τ)|2gij (τ))dτ.
Let X(τ) = γ˙(τ), and let Y (τ) be any (smooth) vector field along γ(τ).
First of all, we compute the first variation formula for L-length (cf. section
7 of [107]).
Lemma 3.2.1 (First variation formula).
δY (L) = 2
√
τ〈X,Y 〉|τ2τ1 +
∫ τ2
τ1
√
τ
〈
Y,∇R− 2∇XX − 4Ric (·,X) − 1
τ
X
〉
dτ
where 〈·, ·〉 denotes the inner product with respect to the metric gij(τ).
Proof. By direct computations,
δY (L) =
∫ τ2
τ1
√
τ(〈∇R,Y 〉+ 2〈X,∇YX〉)dτ
=
∫ τ2
τ1
√
τ(〈∇R,Y 〉+ 2〈X,∇XY 〉)dτ
=
∫ τ2
τ1
√
τ
(
〈∇R,Y 〉+ 2 d
dτ
〈X,Y 〉 − 2〈∇XX,Y 〉 − 4Ric (X,Y )
)
dτ
= 2
√
τ〈X,Y 〉|τ2τ1 +
∫ τ2
τ1
√
τ
〈
Y,∇R− 2∇XX − 4Ric (·,X) − 1
τ
X
〉
dτ.

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A smooth curve γ(τ) in M is called an L-geodesic if it satisfies the
following L-geodesic equation
(3.2.1) ∇XX − 1
2
∇R+ 1
2τ
X + 2Ric (X, ·) = 0.
Given any two points p, q ∈ M and τ2 > τ1 > 0, there always exists an
L-shortest curve (or shortest L-geodesic) γ(τ): [τ1, τ2]→M connecting p to
q which satisfies the above L-geodesic equation. Multiplying the L-geodesic
equation (3.2.1) by
√
τ , we get
∇X(
√
τX) =
√
τ
2
∇R− 2√τRic (X, ·) on [τ1, τ2],
or equivalently
d
dτ
(
√
τX) =
√
τ
2
∇R− 2Ric (√τX, ·) on [τ1, τ2].
Thus if a continuous curve, defined on [0, τ2], satisfies the L-geodesic equa-
tion on every subinterval 0 < τ1 ≤ τ ≤ τ2, then √τ1X(τ1) has a limit as
τ1 → 0+. This allows us to extend the definition of the L-length to include
the case τ1 = 0 for all those (continuous) curves γ : [0, τ2] → M which
are smooth on (0, τ2] and have limits lim
τ→0+
√
τ γ˙(τ). Clearly, there still ex-
ists an L-shortest curve γ(τ) : [0, τ2] → M connecting arbitrary two points
p, q ∈M and satisfying the L-geodesic equation (3.2.1) on (0, τ2]. Moreover,
for any vector v ∈ TpM , we can find an L-geodesic γ(τ) starting at p with
lim
τ→0+
√
τ γ˙(τ) = v.
From now on, we fix a point p ∈ M and set τ1 = 0. The L-distance
function on the space-time M ×R+ is denoted by L(q, τ¯ ) and defined to be
the L-length of the L-shortest curve γ(τ) connecting p and q with 0 ≤ τ ≤ τ¯ .
Consider a shortest L-geodesic γ : [0, τ¯ ]→ M connecting p to q. In the
computations below we pretend that L-shortest geodesics between p and q
are unique for all pairs (q, τ¯); if this is not the case, the inequalities that we
obtain are still valid, by a standard barrier argument, when understood in
the sense of distributions (see, for example, [116]).
The first variation formula in Lemma 3.2.1 implies that
∇Y L(q, τ¯ ) =
〈
2
√
τ¯X(τ¯ ), Y (τ¯)
〉
.
Thus
∇L(q, τ¯ ) = 2√τ¯X(τ¯ ),
and
(3.2.2) |∇L|2 = 4τ¯ |X|2 = −4τ¯R+ 4τ¯ (R+ |X|2).
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We also compute
Lτ¯ (γ(τ¯ ), τ¯ ) =
d
dτ
L(γ(τ), τ)|τ=τ¯ − 〈∇L,X〉(3.2.3)
=
√
τ¯(R+ |X|2)− 2√τ¯ |X|2
= 2
√
τ¯R−√τ¯(R+ |X|2).
To evaluate R+ |X|2, we compute by using (3.2.1),
d
dτ
(R(γ(τ), τ) + |X(τ)|2gij (τ))
= Rτ + 〈∇R,X〉 + 2〈∇XX,X〉+ 2Ric (X,X)
= Rτ +
1
τ
R+ 2〈∇R,X〉 − 2Ric (X,X) − 1
τ
(R+ |X|2)
= −Q(X)− 1
τ
(R+ |X|2),
where
Q(X) = −Rτ − R
τ
− 2〈∇R,X〉+ 2Ric (X,X)
is the trace Li-Yau-Hamilton quadratic in Corollary 2.5.5. Hence
d
dτ
(τ
3
2 (R+ |X|2))|τ=τ¯ = 1
2
√
τ¯(R+ |X|2)− τ¯ 32Q(X)
=
1
2
d
dτ
L(γ(τ), τ)|τ=τ¯ − τ¯
3
2Q(X).
Therefore,
(3.2.4) τ¯
3
2 (R+ |X|2) = 1
2
L(q, τ¯)−K,
where
(3.2.5) K =
∫ τ¯
0
τ
3
2Q(X)dτ.
Combining (3.2.2) with (3.2.3), we obtain
(3.2.6) |∇L|2 = −4τ¯R+ 2√
τ¯
L− 4√
τ¯
K
and
(3.2.7) Lτ¯ = 2
√
τ¯R− 1
2τ¯
L+
1
τ¯
K.
Next we compute the second variation of an L-geodesic (cf. section 7 of
[107]).
Lemma 3.2.2 (Second variation formula). For any L-geodesic γ, we
have
δ2Y (L) = 2
√
τ〈∇Y Y,X〉|τ¯0 +
∫ τ¯
0
√
τ [2|∇XY |2 + 2〈R(Y,X)Y,X〉
+∇Y∇YR+ 2∇XRic (Y, Y )− 4∇Y Ric (Y,X)]dτ.
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Proof. We compute
δ2Y (L) = Y
(∫ τ¯
0
√
τ(Y (R) + 2〈∇YX,X〉)dτ
)
=
∫ τ¯
0
√
τ(Y (Y (R)) + 2〈∇Y∇YX,X〉 + 2|∇YX|2)dτ
=
∫ τ¯
0
√
τ(Y (Y (R)) + 2〈∇Y∇XY,X〉+ 2|∇XY |2)dτ
and
2〈∇Y∇XY,X〉
= 2〈∇X∇Y Y,X〉+ 2〈R(Y,X)Y,X〉
= 2
d
dτ
〈∇Y Y,X〉 − 4Ric (∇Y Y,X)− 2〈∇Y Y,∇XX〉
−
(
2
〈
d
dτ
∇Y Y,X
〉
− 2〈∇X∇Y Y,X〉
)
+ 2〈R(Y,X)Y,X〉
= 2
d
dτ
〈∇Y Y,X〉 − 4Ric (∇Y Y,X)− 2〈∇Y Y,∇XX〉
− 2
〈
Y iY j(gkl(∇iRlj +∇jRli −∇lRij)) ∂
∂xk
,X
〉
+ 2〈R(Y,X)Y,X〉
= 2
d
dτ
〈∇Y Y,X〉 − 4Ric (∇Y Y,X)− 2〈∇Y Y,∇XX〉 − 4∇Y Ric (X,Y )
+ 2∇XRic (Y, Y ) + 2〈R(Y,X)Y,X〉,
where we have used the computation
∂
∂τ
Γkij = g
kl(∇iRlj +∇jRli −∇lRij).
Thus by using the L-geodesic equation (3.2.1), we get
δ2Y (L) =
∫ τ¯
0
√
τ
[
Y (Y (R)) + 2
d
dτ
〈∇Y Y,X〉 − 4Ric (∇Y Y,X)
− 2〈∇Y Y,∇XX〉 − 4∇YRic (X,Y ) + 2∇XRic (Y, Y )
+ 2〈R(Y,X)Y,X〉 + 2|∇XY |2
]
dτ
=
∫ τ¯
0
[
2
√
τ
d
dτ
〈∇Y Y,X〉+ 1√
τ
〈∇Y Y,X〉
]
dτ
+
∫ τ¯
0
√
τ [Y (Y (R))− 〈∇Y Y,∇R〉 − 4∇Y Ric (X,Y )
+ 2∇XRic (Y, Y ) + 2〈R(Y,X)Y,X〉 + 2|∇XY |2]dτ
= 2
√
τ〈∇Y Y,X〉|τ¯0 +
∫ τ¯
0
√
τ [2|∇XY |2 + 2〈R(Y,X)Y,X〉
+∇Y∇YR− 4∇Y Ric (X,Y ) + 2∇XRic (Y, Y )]dτ. 
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We now use the above second variation formula to estimate the Hessian
of the L-distance function.
Let γ(τ) : [0, τ¯ ]→M be an L-shortest curve connecting p and q so that
the L-distance function L = L(q, τ¯ ) is given by the L-length of γ. We fix
a vector Y at τ = τ¯ with |Y |gij(τ¯ ) = 1, and extend Y along the L-shortest
geodesic γ on [0, τ¯ ] by solving the following ODE
(3.2.8) ∇XY = −Ric (Y, ·) + 1
2τ
Y.
This is similar to the usual parallel translation and multiplication with pro-
portional parameter. Indeed, suppose {Y1, . . . , Yn} is an orthonormal basis
at τ = τ¯ (with respect to the metric gij(τ¯ )) and extend this basis along the
L-shortest geodesic γ by solving the above ODE (3.2.8). Then
d
dτ
〈Yi, Yj〉 = 2Ric (Yi, Yj) + 〈∇XYi, Yj〉+ 〈Yi,∇XYj〉
=
1
τ
〈Yi, Yj〉
for all i, j. Hence,
(3.2.9) 〈Yi(τ), Yj(τ)〉 = τ
τ¯
δij
and {Y1(τ), . . . , Yn(τ)} remains orthogonal on [0, τ¯ ] with Yi(0) = 0, i =
1, . . . , n.
Proposition 3.2.3 (Perelman [107]). Given any unit vector Y at any
point q ∈ M with τ = τ¯ , consider an L-shortest geodesic γ connecting p to
q and extend Y along γ by solving the ODE (3.2.8). Then the Hessian of
the L-distance function L on M with τ = τ¯ satisfies
HessL(Y, Y ) ≤ 1√
τ¯
− 2√τ¯Ric (Y, Y )−
∫ τ¯
0
√
τQ(X,Y )dτ
in the sense of distributions, where
Q(X,Y ) = −∇Y∇YR− 2〈R(Y,X)Y,X〉 − 4∇XRic (Y, Y ) + 4∇Y Ric (Y,X)
− 2Ric τ (Y, Y ) + 2|Ric (Y, ·)|2 − 1
τ
Ric (Y, Y )
is the Li-Yau-Hamilton quadratic. Moreover the equality holds if and only
if the vector field Y (τ), τ ∈ [0, τ¯ ], is an L-Jacobian field (i.e., Y is the
derivative of a variation of γ by L-geodesics).
Proof. As said before, we pretend that the shortest L-geodesics between
p and q are unique so that L(q, τ¯) is smooth. Otherwise, the inequality is
still valid, by a standard barrier argument, when understood in the sense of
distributions (see, for example, [116]).
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Recall that ∇L(q, τ¯ ) = 2√τ¯X. Then 〈∇Y Y,∇L〉 = 2
√
τ¯〈∇Y Y,X〉. We
compute by using Lemma 3.2.2, (3.2.8) and (3.2.9),
HessL(Y, Y ) = Y (Y (L))(τ¯ )− 〈∇Y Y,∇L〉(τ¯ )
≤ δ2Y (L)− 2
√
τ¯〈∇Y Y,X〉(τ¯ )
=
∫ τ¯
0
√
τ [2|∇XY |2 + 2〈R(Y,X)Y,X〉 +∇Y∇YR
+ 2∇XRic (Y, Y )− 4∇Y Ric (Y,X)]dτ
=
∫ τ¯
0
√
τ
[
2
∣∣∣∣− Ric (Y, ·) + 12τ Y
∣∣∣∣2+ 2〈R(Y,X)Y,X〉 +∇Y∇YR
+ 2∇XRic (Y, Y )− 4∇Y Ric (Y,X)
]
dτ
=
∫ τ¯
0
√
τ
[
2|Ric (Y, ·)|2 − 2
τ
Ric (Y, Y ) +
1
2τ τ¯
+ 2〈R(Y,X)Y,X〉
+∇Y∇YR+ 2∇XRic (Y, Y )− 4∇Y Ric (Y,X)
]
dτ.
Since
d
dτ
Ric (Y, Y ) = Ric τ (Y, Y ) +∇XRic (Y, Y ) + 2Ric (∇XY, Y )
= Ric τ (Y, Y ) +∇XRic (Y, Y )− 2|Ric (Y, ·)|2 + 1
τ
Ric (Y, Y ),
we have
HessL(Y, Y )
≤
∫ τ¯
0
√
τ
[
2|Ric (Y, ·)|2 − 2
τ
Ric (Y, Y ) +
1
2τ τ¯
+ 2〈R(Y,X)Y,X〉
+∇Y∇YR− 4(∇Y Ric )(X,Y )−
(
2
d
dτ
Ric (Y, Y )− 2Ric τ (Y, Y )
+ 4|Ric (Y, ·)|2 − 2
τ
Ric (Y, Y )
)
+ 4∇XRic (Y, Y )
]
dτ
= −
∫ τ¯
0
[
2
√
τ
d
dτ
Ric (Y, Y ) +
1√
τ
Ric (Y, Y )
]
dτ +
1
2τ¯
∫ τ¯
0
1√
τ
dτ
+
∫ τ¯
0
√
τ
[
2〈R(Y,X)Y,X〉 +∇Y∇YR+ 1
τ
Ric (Y, Y )
+ 4(∇XRic (Y, Y )−∇Y Ric (X,Y )) + 2Ric τ (Y, Y )− 2|Ric (Y, ·)|2
]
dτ
=
1√
τ¯
− 2√τ¯Ric (Y, Y )−
∫ τ¯
0
√
τQ(X,Y )dτ.
This proves the inequality.
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As usual, the quadratic form
I(V, V ) =
∫ τ¯
0
√
τ [2|∇XV |2 + 2〈R(V,X)V,X〉 +∇V∇VR
+2∇XRic (V, V )− 4∇VRic (V,X)]dτ,
for any vector field V along γ, is called the index form. Since γ is shortest,
the standard Dirichlet principle for I(V, V ) implies that the equality holds
if and only if the vector field Y is the derivative of a variation of γ by
L-geodesics. 
Corollary 3.2.4 (Perelman [107]). We have
∆L ≤ n√
τ¯
− 2√τ¯R− 1
τ¯
K
in the sense of distribution. Moreover, the equality holds if and only if we
are on a gradient shrinking soliton with
Rij +
1
2
√
τ¯
∇i∇jL = 1
2τ¯
gij .
Proof. Choose an orthonormal basis {Y1, . . . , Yn} at τ = τ¯ and extend
them along the shortest L-geodesic γ to get vector fields Yi(τ), i = 1, . . . , n,
by solving the ODE (3.2.8), with 〈Yi(τ), Yj(τ)〉 = ττ¯ δij on [0, τ¯ ]. Taking
Y = Yi in Proposition 3.2.3 and summing over i, we get
∆L ≤ n√
τ¯
− 2√τ¯R−
n∑
i=1
∫ τ¯
0
√
τQ(X,Yi)dτ(3.2.10)
=
n√
τ¯
− 2√τ¯R−
∫ τ¯
0
√
τ
(τ
τ¯
)
Q(X)dτ
=
n√
τ¯
− 2√τ¯R− 1
τ¯
K.
Moreover, by Proposition 3.2.3, the equality in (3.2.10) holds everywhere if
and only if for each (q, τ¯) and any shortest L-geodesic γ on [0, τ¯ ] connecting
p and q, and for any unit vector Y at τ = τ¯ , the extended vector field
Y (τ) along γ by the ODE (3.2.8) must be an L-Jacobian field. When Yi(τ),
i = 1, . . . , n are L-Jacobian fields along γ, we have
d
dτ
〈Yi(τ), Yj(τ)〉
= 2Ric (Yi, Yj) + 〈∇XYi, Yj〉+ 〈Yi,∇XYj〉
= 2Ric (Yi, Yj) +
〈
∇Yi
(
1
2
√
τ¯
∇L
)
, Yj
〉
+
〈
Yi,∇Yj
(
1
2
√
τ¯
∇L
)〉
= 2Ric (Yi, Yj) +
1√
τ¯
HessL(Yi, Yj)
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and then by (3.2.9),
2Ric (Yi, Yj) +
1√
τ¯
HessL(Yi, Yj) =
1
τ¯
δij , at τ = τ¯ .
Therefore the equality in (3.2.10) holds everywhere if and only if we are on
a gradient shrinking soliton with
Rij +
1
2
√
τ¯
∇i∇jL = 1
2τ¯
gij .

In summary, from (3.2.6), (3.2.7) and Corollary 3.2.4, we have
∂L
∂τ¯ = 2
√
τ¯R− L2τ¯ + Kτ¯ ,
|∇L|2 = −4τ¯R+ 2√
τ¯
L− 4√
τ¯
K,
∆L ≤ −2√τ¯R+ n√
τ¯
− Kτ¯ ,
in the sense of distributions.
Now the Li-Yau-Perelman distance l = l(q, τ¯) is defined by
l(q, τ¯ ) = L(q, τ¯ )/2
√
τ¯ .
We thus have the following
Lemma 3.2.5 (Perelman [107]). For the Li-Yau-Perelman distance
l(q, τ¯) defined above, we have
∂l
∂τ¯
= − l
τ¯
+R+
1
2τ¯3/2
K,(3.2.11)
|∇l|2 = −R+ l
τ¯
− 1
τ¯3/2
K,(3.2.12)
∆l ≤ −R+ n
2τ¯
− 1
2τ¯3/2
K,(3.2.13)
in the sense of distributions. Moreover, the equality in (3.2.13) holds if and
only if we are on a gradient shrinking soliton.
As the first consequence, we derive the following upper bound on the
minimum of l(·, τ) for every τ which will be useful in proving the no local
collapsing theorem in the next section.
Corollary 3.2.6 (Perelman [107]). Let gij(τ), τ ≥ 0, be a family of
metrics evolving by the Ricci flow ∂∂τ gij = 2Rij on a compact n-dimensional
manifold M . Fix a point p in M and let l(q, τ) be the Li-Yau-Perelman
distance from (p, 0). Then for all τ ,
min{l(q, τ) | q ∈M} ≤ n
2
.
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Proof. Let
L¯(q, τ) = 4τ l(q, τ).
Then, it follows from (3.2.11) and (3.2.13) that
∂L¯
∂τ
= 4τR+
2K√
τ
,
and
∆L¯ ≤ −4τR+ 2n− 2K√
τ
.
Hence
∂L¯
∂τ
+∆L¯ ≤ 2n.
Thus, by a standard maximum principle argument, min{L¯(q, τ) − 2nτ | q ∈
M} is nonincreasing and therefore min{L¯(q, τ)| q ∈M} ≤ 2nτ . 
As another consequence of Lemma 3.2.5, we obtain
∂l
∂τ¯
−∆l + |∇l|2 −R+ n
2τ¯
≥ 0.
or equivalently (
∂
∂τ¯
−∆+R
)(
(4πτ¯)−
n
2 exp(−l)
)
≤ 0.
If M is compact, we define Perelman’s reduced volume by
V˜ (τ) =
∫
M
(4πτ)−
n
2 exp(−l(q, τ))dVτ (q),
where dVτ denotes the volume element with respect to the metric gij(τ).
Note that Perelman’s reduced volume resembles the expression in Huisken’s
monotonicity formula for the mean curvature flow [74]. It follows, from the
above computation, that
d
dτ¯
∫
M
(4πτ¯ )−
n
2 exp(−l(q, τ¯))dVτ¯ (q)
=
∫
M
[
∂
∂τ¯
((4πτ¯ )−
n
2 exp(−l(q, τ¯ ))) +R(4πτ¯ )−n2 exp(−l(q, τ¯ ))
]
dVτ¯ (q)
≤
∫
M
∆((4πτ¯ )−
n
2 exp(−l(q, τ¯)))dVτ¯ (q)
= 0.
This says that if M is compact, then Perelman’s reduced volume V˜ (τ) is
nonincreasing in τ ; moreover, the monotonicity is strict unless we are on a
gradient shrinking soliton.
In order to define and to obtain the monotonicity of Perelman’s reduced
volume for a complete noncompact manifold, we need to formulate the mono-
tonicity of Perelman’s reduced volume in a local version. This local version
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is very important and will play a crucial role in the analysis of the Ricci flow
with surgery in Chapter 7.
We define the L-exponential map (with parameter τ¯) L exp(τ¯) :
TpM →M as follows: for any X ∈ TpM , we set
L expX(τ¯) = γ(τ¯)
where γ(τ) is the L-geodesic, starting at p and having X as the limit of√
τ γ˙(τ) as τ → 0+. The associated Jacobian of the L-exponential map
is called L-Jacobian. We denote by J (τ) the L-Jacobian of L exp(τ) :
TpM →M . We can now deduce an estimate for the L-Jacobian as follows.
Let q = L expX(τ¯) and γ(τ), τ ∈ [0, τ¯ ], be the shortest L-geodesic
connecting p and q with
√
τ γ˙(τ)→ X as τ → 0+. For any vector v ∈ TpM ,
we consider the family of L-geodesics:
γs(τ) = L exp(X+sv)(τ), 0 ≤ τ ≤ τ¯ , s ∈ (−ǫ, ǫ).
The associated variation vector field V (τ), 0 ≤ τ ≤ τ¯ , is an L-Jacobian field
with V (0) = 0 and V (τ) = (L expX(τ))∗(v).
Let v1, . . . , vn be n linearly independent vectors in TpM . Then
Vi(τ) = (L expX(τ))∗(vi), i = 1, 2, . . . , n,
are n L-Jacobian fields along γ(τ), τ ∈ [0, τ¯ ]. The L-Jacobian J (τ) is given
by
J (τ) = |V1(τ) ∧ · · · ∧ Vn(τ)|gij (τ)/|v1 ∧ · · · ∧ vn|.
Now for fixed b ∈ (0, τ¯ ), we can choose linearly independent vectors
v1, . . . , vn ∈ TpM such that 〈Vi(b), Vj(b)〉gij(b) = δij. We compute
d
dτ
J 2
=
2
|v1 ∧ · · · ∧ vn|2
n∑
j=1
〈V1 ∧ · · · ∧ ∇XVj ∧ · · · ∧ Vn, V1 ∧ · · · ∧ Vn〉gij(τ)
+
2
|v1 ∧ · · · ∧ vn|2
n∑
j=1
〈V1 ∧ · · · ∧ Ric (Vj, ·) ∧ · · · ∧ Vn, V1 ∧ · · · ∧ Vn〉gij(τ).
At τ = b,
d
dτ
J 2(b) = 2|v1 ∧ · · · ∧ vn|2
n∑
j=1
(〈∇XVj , Vj〉gij(b) +Ric (Vj , Vj)).
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Thus,
d
dτ
logJ (b) =
n∑
j=1
(〈∇XVj , Vj〉gij(b) +Ric (Vj , Vj))
=
n∑
j=1
(〈
∇Vj
(
1
2
√
b
∇L
)
, Vj
〉
gij(b)
+Ric (Vj , Vj)
)
=
1
2
√
b
 n∑
j=1
HessL(Vj, Vj)
 +R
=
1
2
√
b
∆L+R.
Therefore, in view of Corollary 3.2.4, we obtain the following estimate for
L-Jacobian:
(3.2.14)
d
dτ
logJ (τ) ≤ n
2τ
− 1
2τ3/2
K on [0, τ¯ ].
On the other hand, by the definition of the Li-Yau-Perelman distance and
(3.2.4), we have
d
dτ
l(τ) = − 1
2τ
l +
1
2
√
τ
d
dτ
L(3.2.15)
= − 1
2τ
l +
1
2
√
τ
(
√
τ(R+ |X|2))
= − 1
2τ3/2
K.
Here and in the following we denote by l(τ) = l(γ(τ), τ). Now the com-
bination of (3.2.14) and (3.2.15) implies the following important Jacobian
comparison theorem of Perelman [107].
Theorem 3.2.7 (Perelman’s Jacobian comparison theorem). Let gij(τ)
be a family of complete solutions to the Ricci flow ∂∂τ gij = 2Rij on a manifold
M with bounded curvature. Let γ : [0, τ¯ ] → M be a shortest L-geodesic
starting from a fixed point p. Then Perelman’s reduced volume element
(4πτ)−
n
2 exp(−l(τ))J (τ)
is nonincreasing in τ along γ.
We now show how to integrate Perelman’s reduced volume element over
TpM to deduce the following monotonicity result of Perelman [107].
Theorem 3.2.8 (Monotonicity of Perelman’s reduced volume). Let gij
be a family of complete metrics evolving by the Ricci flow ∂∂τ gij = 2Rij on
a manifold M with bounded curvature. Fix a point p in M and let l(q, τ) be
the reduced distance from (p, 0). Then
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(i) Perelman’s reduced volume
V˜ (τ) =
∫
M
(4πτ)−
n
2 exp(−l(q, τ))dVτ (q)
is finite and nonincreasing in τ ;
(ii) the monotonicity is strict unless we are on a gradient shrinking
soliton.
Proof. For any v ∈ TpM we can find an L-geodesic γ(τ), starting at p,
with lim
τ→0+
√
τ γ˙(τ) = v. Recall that γ(τ) satisfies the L-geodesic equation
∇γ˙(τ)γ˙(τ)−
1
2
∇R+ 1
2τ
γ˙(τ) + 2Ric (γ˙(τ), ·) = 0.
Multiplying this equation by
√
τ , we get
(3.2.16)
d
dτ
(
√
τ γ˙)− 1
2
√
τ∇R+ 2Ric (√τ γ˙(τ), ·) = 0.
Since the curvature of the metric gij(τ) is bounded, it follows from Shi’s
derivative estimate (Theorem 1.4.1) that |∇R| is also bounded for small
τ > 0. Thus by integrating (3.2.16), we have
(3.2.17) |√τ γ˙(τ)− v| ≤ Cτ(|v|+ 1)
for τ small enough and for some positive constant C depending only the
curvature bound.
Let v1, . . . , vn be n linearly independent vectors in TpM and let
Vi(τ) = (L expv(τ))∗(vi) =
d
ds
|s=0L exp(v+svi)(τ), i = 1, . . . , n.
The L-Jacobian J (τ) is given by
J (τ) = |V1(τ) ∧ · · · ∧ Vn(τ)|gij(τ)/|v1 ∧ · · · ∧ vn|
By (3.2.17), we see that∣∣∣∣√τ ddτ L exp(v+svi)(τ)− (v + svi)
∣∣∣∣ ≤ Cτ(|v|+ |vi|+ 1)
for τ small enough and all s ∈ (−ǫ, ǫ) (for some ǫ > 0 small) and i = 1, . . . , n.
This implies that
lim
τ→0+
√
τ V˙i(τ) = vi, i = 1, . . . , n,
so we deduce that
(3.2.18) lim
τ→0+
τ−
n
2J (τ) = 1.
Meanwhile, by using (3.2.17), we have
l(τ) =
1
2
√
τ
∫ τ
0
√
τ(R + |γ˙(τ)|2)dτ
→ |v|2 as τ → 0+.
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Thus
(3.2.19) l(0) = |v|2.
Combining (3.2.18) and (3.2.19) with Theorem 3.2.7, we get
V˜ (τ) =
∫
M
(4πτ)−
n
2 exp(−l(q, τ))dVτ (q)
≤
∫
TpM
(4πτ)−
n
2 exp(−l(τ))J (τ)|τ=0dv
= (4π)−
n
2
∫
Rn
exp(−|v|2)dv
< +∞.
This proves that Perelman’s reduced volume is always finite and hence well
defined. Now the monotonicity assertion in (i) follows directly from Theorem
3.2.7.
For the assertion (ii), we note that the equality in (3.2.13) holds every-
where when the monotonicity of Perelman’s reduced volume is not strict.
Therefore we have completed the proof of the theorem. 
3.3. No Local Collapsing Theorem I
In this section we apply the monotonicity of Perelman’s reduced volume
in Theorem 3.2.8 to prove Perelman’s no local collapsing theorem I(cf.
section 7.3 and section 4 of [107]), which is extremely important not only
because it gives a local injectivity radius estimate in terms of local curvature
bound but also it will survive the surgeries in Chapter 7.
Definition 3.3.1. Let κ, r be two positive constants and let gij(t), 0 ≤
t < T, be a solution to the Ricci flow on an n-dimensional manifold M . We
call the solution gij(t) κ-noncollapsed at (x0, t0) ∈M × [0, T ) on the scale
r if it satisfies the following property: whenever
|Rm|(x, t) ≤ r−2
for all x ∈ Bt0(x0, r) and t ∈ [t0 − r2, t0], we have
V olt0(Bt0(x0, r)) ≥ κrn.
Here Bt0(x0, r) is the geodesic ball centered at x0 ∈M and of radius r with
respect to the metric gij(t0).
Now we are ready to state the no local collapsing theorem I of
Perelman [107].
Theorem 3.3.2 (No local collapsing theorem I). Given any metric gij
on an n-dimensional compact manifold M . Let gij(t) be the solution to the
Ricci flow on [0, T ), with T < +∞, starting at gij . Then there exist positive
constants κ and ρ0 such that for any t0 ∈ [0, T ) and any point x0 ∈M , the
solution gij(t) is κ-noncollapsed at (x0, t0) on all scales less than ρ0.
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Proof. We argue by contradiction. Suppose that there are sequences
pk ∈M , tk ∈ [0, T ) and rk → 0 such that
(3.3.1) |Rm|(x, t) ≤ r−2k
for x ∈ Bk = Btk(pk, rk) and tk − r2k ≤ t ≤ tk, but
(3.3.2) ǫk = r
−1
k V oltk(Bk)
1
n → 0 as k →∞.
Without loss of generality, we may assume that tk → T as k → +∞.
Let τ¯ (t) = tk − t, p = pk and
V˜k(τ¯ ) =
∫
M
(4πτ¯ )−
n
2 exp(−l(q, τ¯ ))dVtk−τ¯ (q),
where l(q, τ¯ ) is the Li-Yau-Perelman distance with respect to p = pk.
Step 1. We first want to show that for k large enough,
V˜k(ǫkr
2
k) ≤ 2ǫ
n
2
k .
For any v ∈ TpM we can find an L-geodesic γ(τ) starting at p with
lim
τ→0
√
τ γ˙(τ) = v. Recall that γ(τ) satisfies the equation (3.2.16). It follows
from assumption (3.3.1) and Shi’s local derivative estimate (Theorem 1.4.2)
that |∇R| has a bound in the order of 1/r3k for t ∈ [tk − ǫkr2k, tk]. Thus by
integrating (3.2.16) we see that for τ ≤ ǫkr2k satisfying the property that
γ(σ) ∈ Bk as long as σ < τ , there holds
(3.3.3) |√τ γ˙(τ)− v| ≤ Cǫk(|v| + 1)
where C is some positive constant depending only on the dimension. Here we
have implicitly used the fact that the metric gij(t) is equivalent for x ∈ Bk
and t ∈ [tk − ǫkr2k, tk]. In fact since ∂gij∂t = −2Rij and |Rm| ≤ r−2k on
Bk × [tk − r2k, tk], we have
(3.3.4) e−2ǫkgij(x, tk) ≤ gij(x, t) ≤ e2ǫkgij(x, tk),
for x ∈ Bk and t ∈ [tk − ǫkr2k, tk].
Suppose v ∈ TpM with |v| ≤ 14ǫ
− 1
2
k . Let τ ≤ ǫkr2k such that γ(σ) ∈ Bk as
long as σ < τ , where γ is the L-geodesic starting at p with lim
τ→0
√
τ γ˙(τ) = v.
Then, by (3.3.3) and (3.3.4), for k large enough,
dtk(pk, γ(τ)) ≤
∫ τ
0
|γ˙(σ)|gij (tk)dσ
<
1
2
ǫ
− 1
2
k
∫ τ
0
dσ√
σ
= ǫ
− 1
2
k
√
τ
≤ rk.
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This shows that for k large enough,
(3.3.5) L exp{|v|≤ 1
4
ǫ
−1/2
k }
(ǫkr
2
k) ⊂ Bk = Btk(pk, rk).
We now estimate the integral of V˜k(ǫkr
2
k) as follows,
V˜k(ǫkr
2
k) =
∫
M
(4πǫkr
2
k)
−n
2 exp(−l(q, ǫkr2k))dVtk−ǫkr2k(q)
(3.3.6)
=
∫
L exp
{|v|≤ 14 ǫ
−1/2
k
}
(ǫkr
2
k)
(4πǫkr
2
k)
−n
2 exp(−l(q, ǫkr2k))dVtk−ǫkr2k(q)
+
∫
M\L exp
{|v|≤14 ǫ
−1/2
k
}
(ǫkr
2
k)
(4πǫkr
2
k)
−n
2 exp(−l(q, ǫkr2k))dVtk−ǫkr2k(q).
We observe that for each q ∈ Bk,
L(q, ǫkr
2
k) =
∫ ǫkr2k
0
√
τ(R + |γ˙|2)dτ ≥ −C(n)r−2k (ǫkr2k)
3
2 = −C(n)ǫ
3
2
k rk,
hence l(q, ǫkr
2
k) ≥ −C(n)ǫk. Thus, the first term on the RHS of (3.3.6) can
be estimated by
∫
L exp
{|v|≤ 14 ǫ
−1/2
k
}
(ǫkr
2
k)
(4πǫkr
2
k)
−n
2 exp(−l(q, ǫkr2k))dVtk−ǫkr2k(q)(3.3.7)
≤ enǫk
∫
Bk
(4πǫkr
2
k)
−n
2 exp(−l(q, ǫkr2k))dVtk(q)
≤ enǫk(4π)−n2 · eC(n)ǫk · ǫ−
n
2
k · (r−nk Vol tk(Bk))
= e(n+C(n))ǫk(4π)−
n
2 · ǫ
n
2
k ,
where we have also used (3.3.5) and (3.3.4).
Meanwhile, by using (3.2.18), (3.2.19) and the Jacobian Comparison
Theorem 3.2.7, the second term on the RHS of (3.3.6) can be estimated as
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follows ∫
M\L exp
{|v|≤14 ǫ
− 12
k
}
(ǫkr
2
k)
(4πǫkr
2
k)
−n
2 exp(−l(q, ǫkr2k))dVtk−ǫkr2k(q)(3.3.8)
≤
∫
{|v|> 1
4
ǫ
−12
k }
(4πτ)−
n
2 exp(−l(τ))J (τ)|τ=0dv
= (4π)−
n
2
∫
{|v|> 1
4
ǫ
−12
k }
exp(−|v|2)dv
≤ ǫ
n
2
k ,
for k sufficiently large. Combining (3.3.6)-(3.3.8), we finish the proof of Step
1.
Step 2. We next want to show
V˜k(tk) = (4πtk)
−n
2
∫
M
exp(−l(q, tk))dV0(q) > C ′
for all k, where C ′ is some positive constant independent of k.
It suffices to show the Li-Yau-Perelman distance l(·, tk) is uniformly
bounded from above on M . By Corollary 3.2.6 we know that the minimum
of l(·, τ) does not exceed n2 for each τ > 0. Choose qk ∈ M such that
the minimum of l(·, tk − T2 ) is attained at qk. We now construct a path
γ : [0, tk]→M connecting pk to any given point q ∈M as follows: the first
half path γ|[0,tk−T2 ] connects pk to qk so that
l
(
qk, tk − T
2
)
=
1
2
√
tk − T2
∫ tk−T2
0
√
τ(R+ |γ˙(τ)|2)dτ ≤ n
2
and the second half path γ|[tk−T2 ,tk] is a shortest geodesic connecting qk to
q with respect to the initial metric gij(0). Then, for any q ∈Mn,
l(q, tk) =
1
2
√
tk
L(q, tk)
≤ 1
2
√
tk
(∫ tk−T2
0
+
∫ tk
tk−T2
)
√
τ(R+ |γ˙(τ)|2)dτ
≤ 1
2
√
tk
(
n
√
tk − T
2
+
∫ tk
tk−T2
√
τ(R+ |γ˙(τ)|2)dτ
)
≤ C
for some constant C > 0, since all geometric quantities in gij are uniformly
bounded when t ∈ [0, T2 ] (or equivalently, τ ∈ [tk − T2 , tk]).
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Combining Step 1 with Step 2, and using the monotonicity of V˜k(τ), we
get
C ′ < V˜k(tk) ≤ V˜k(ǫkr2k) ≤ 2ǫ
n
2
k → 0
as k → ∞. This gives the desired contradiction. Therefore we have proved
the theorem. 
The above no local collapsing theorem I says that if |Rm| ≤ r−2 on the
parabolic ball {(x, t) | dt0(x, x0) ≤ r, t0 − r2 ≤ t ≤ t0}, then the volume of
the geodesic ball Bt0(x0, r) (with respect to the metric gij(t0)) is bounded
from below by κrn. In [107], Perelman used the monotonicity of the W-
functional (defined by (1.5.9)) to obtain a stronger version of the no local
collapsing theorem, where the curvature bound assumption on the parabolic
ball is replaced by that on the geodesic ball Bt0(x0, r). The following result,
called no local collapsing theorem I′, gives a further extension where
the bound on the curvature tensor is replaced by the bound on the scalar
curvature only.
Theorem 3.3.3 (No local collapsing theorem I′). Suppose M is a com-
pact Riemannian manifold, and gij(t), 0 ≤ t < T < +∞, is a solution to
the Ricci flow. Then there exists a positive constant κ depending only the
initial metric and T such that for any (x0, t0) ∈M × (0, T ) if
R(x, t0) ≤ r−2, ∀x ∈ Bt0(x0, r)
with 0 < r ≤ √T , then we have
Volt0(Bt0(x0, r)) ≥ κrn.
Proof. We will prove the assertion
(∗)a Volt0(Bt0(x0, a)) ≥ κan
for all 0 < a ≤ r. Recall that
µ(gij , τ) = inf
{
W(gij , f, τ)
∣∣∣ ∫
M
(4πτ)−
n
2 e−fdV = 1
}
.
Set
µ0 = inf
0≤τ≤2T
µ(gij(0), τ) > −∞.
By Corollary 1.5.9, we have
µ(gij(t0), b) ≥ µ(gij(0), t0 + b)(3.3.9)
≥ µ0
for 0 < b ≤ r2. Let 0 < ζ ≤ 1 be a positive smooth function on R where
ζ(s) = 1 for |s| ≤ 12 , |ζ ′|2/ζ ≤ 20 everywhere, and ζ(s) is very close to zero
for |s| ≥ 1. Define a function f on M by
(4πr2)−
n
2 e−f(x) = e−c(4πr2)−
n
2 ζ
(
dt0(x, x0)
r
)
,
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where the constant c is chosen so that
∫
M (4πr
2)−
n
2 e−fdVt0 = 1. Then it
follows from (3.3.9) that
W(gij(t0), f, r2) =
∫
M
[r2(|∇f |2 +R) + f − n](4πr2)−n2 e−fdVt0(3.3.10)
≥ µ0.
Note that
1 =
∫
M
(4πr2)−
n
2 e−cζ
(
dt0(x, x0)
r
)
dVt0
≥
∫
Bt0 (x0,
r
2
)
(4πr2)−
n
2 e−cdVt0
= (4πr2)−
n
2 e−cVol t0
(
Bt0
(
x0,
r
2
))
.
By combining with (3.3.10) and the scalar curvature bound, we have
c ≥ −
∫
M
(
(ζ ′)2
ζ
− log ζ · ζ
)
e−c(4πr2)−
n
2 dVt0 + (n− 1) + µ0
≥ −2(20 + e−1)e−c(4πr2)−n2Vol t0(Bt0(x0, r)) + (n− 1) + µ0
≥ −2(20 + e−1) Volt0(Bt0(x0, r))
Vol t0(Bt0(x0,
r
2))
+ (n− 1) + µ0,
where we used the fact that ζ(s) is very close to zero for |s| ≥ 1. Note also
that
2
∫
Bt0 (x0,r)
e−c(4πr2)−
n
2 dVt0 ≥
∫
M
(4πr2)−
n
2 e−fdVt0 = 1.
Let us set
κ = min
{
1
2
exp(−2(20 + e−1)3−n + (n− 1) + µ0), 1
2
αn
}
where αn is the volume of the unit ball in R
n. Then we obtain
Volt0(Bt0(x0, r)) ≥
1
2
ec(4πr2)
n
2
≥ 1
2
(4π)
n
2 exp(−2(20 + e−1)3−n + (n− 1) + µ0) · rn
≥ κrn
provided Volt0(Bt0(x0,
r
2)) ≥ 3−nV olt0(Bt0(x0, r)).
Note that the above argument also works for any smaller radius a ≤ r.
Thus we have proved the following assertion:
(3.3.11) Volt0(Bt0(x0, a)) ≥ κan
whenever a ∈ (0, r] and Volt0(Bt0(x0, a2 )) ≥ 3−nVolt0(Bt0(x0, a)).
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Now we argue by contradiction to prove the assertion (∗)a for any a ∈
(0, r]. Suppose (∗)a fails for some a ∈ (0, r]. Then by (3.3.11) we have
Vol t0(Bt0(x0,
a
2
)) < 3−nVol t0(Bt0(x0, a))
< 3−nκan
< κ
(a
2
)n
.
This says that (∗)a
2
would also fail. By induction, we deduce that
Vol t0
(
Bt0
(
x0,
a
2k
))
< κ
( a
2k
)n
for all k ≥ 1.
This is a contradiction since lim
k→∞
Vol t0
(
Bt0
(
x0,
a
2k
))
/
(
a
2k
)n
= αn. 
3.4. No Local Collapsing Theorem II
By inspecting the arguments in the previous section, one can see that if
the injectivity radius of the initial metric is uniformly bounded from below,
then the no local collapsing theorem I of Perelman also holds for complete
solutions with bounded curvature on a complete noncompact manifold. In
this section we will use a cut-off argument to extend the no local collapsing
theorem to any complete solution with bounded curvature. In some sense,
the second no local collapsing theorem of Perelman [107] gives a good rela-
tive estimate of the volume element for the Ricci flow.
We first need the following useful lemma which contains two assertions.
The first one is a parabolic version of the Laplacian comparison theorem
(where the curvature sign restriction in the ordinary Laplacian comparison
is essentially removed in the Ricci flow). The second one is a generalization
of a result of Hamilton (Theorem 17.2 in [65]), where it was derived by an
integral version of Bonnet-Myers’ theorem.
Lemma 3.4.1 (Perelman [107]). Let gij(x, t) be a solution to the Ricci
flow on an n-dimensional manifold M and denote by dt(x, x0) the distance
between x and x0 with respect to the metric gij(t).
(i) Suppose Ric (·, t0) ≤ (n − 1)K on Bt0(x0, r0) for some x0 ∈ M
and some positive constants K and r0. Then the distance function
d(x, t) = dt(x, x0) satisfies, at t = t0 and outside Bt0(x0, r0), the
differential inequality:
∂
∂t
d−∆d ≥ −(n− 1)
(
2
3
Kr0 + r
−1
0
)
.
(ii) Suppose Ric (·, t0) ≤ (n−1)K on Bt0(x0, r0)
⋃
Bt0(x1, r0) for some
x0, x1 ∈M and some positive constants K and r0. Then, at t = t0,
d
dt
dt(x0, x1) ≥ −2(n− 1)
(
2
3
Kr0 + r
−1
0
)
.
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Proof. Let γ : [0, d(x, t0)] → M be a shortest normal geodesic from x0
to x with respect to the metric gij(t0). As usual, we may assume that x and
x0 are not conjugate to each other in the metric gij(t0), otherwise we can un-
derstand the differential inequality in the barrier sense. LetX = γ˙(0) and let
{X, e1, . . . , en−1} be an orthonormal basis of Tx0M . Extend this basis par-
allel along γ to form a parallel orthonormal basis {X(s), e1(s), . . . , en−1(s)}
along γ.
(i) Let Xi(s), i = 1, . . . , n− 1, be the Jacobian fields along γ such that
Xi(0) = 0 and Xi(d(x, t0)) = ei(d(x, t0)) for i = 1, . . . , n − 1. Then it is
well-known that (see for example [116])
∆dt0(x, x0) =
n−1∑
i=1
∫ d(x,t0)
0
(|X˙i|2 −R(X,Xi,X,Xi))ds
(in Proposition 3.2.3 we actually did this for the more complicated L-
distance function).
Define vector fields Yi, i = 1, . . . , n− 1, along γ as follows:
Yi(s) =
{
s
r0
ei(s), if s ∈ [0, r0],
ei(s), if s ∈ [r0, d(x, t0)].
which have the same value as the corresponding Jacobian fields Xi(s) at the
two end points of γ. Then by using the standard index comparison theorem
(see for example [23]) we have
∆dt0(x, x0) =
n−1∑
i=1
∫ d(x,t0)
0
(|X˙i|2 −R(X,Xi,X,Xi))ds
≤
n−1∑
i=1
∫ d(x,t0)
0
(|Y˙i|2 −R(X,Yi,X, Yi))ds
=
∫ r0
0
1
r20
(n− 1− s2Ric (X,X))ds +
∫ d(x,t0)
r0
(−Ric (X,X))ds
= −
∫
γ
Ric (X,X) +
∫ r0
0
(
(n− 1)
r20
+
(
1− s
2
r20
)
Ric (X,X)
)
ds
≤ −
∫
γ
Ric (X,X) + (n− 1)
(
2
3
Kr0 + r
−1
0
)
.
On the other hand,
∂
∂t
dt(x, x0) =
∂
∂t
∫ d(x,t0)
0
√
gijXiXjds
= −
∫
γ
Ric (X,X)ds.
Hence we obtain the desired differential inequality.
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(ii) The proof is divided into three cases.
Case (1): dt0(x0, x1) ≥ 2r0.
Define vector fields Yi, i = 1, . . . , n− 1, along γ as follows:
Yi(s) =

s
r0
ei(s), if s ∈ [0, r0],
ei(s), if s ∈ [r0, d(x1, t0)],
d(x1,t0)−s
r0
ei(s), if s ∈ [d(x1, t0)− r0, d(x1, t0)].
Then by the second variation formula, we have
n−1∑
i=1
∫ d(x1,t0)
0
R(X,Yi,X, Yi)ds ≤
n−1∑
i=1
∫ d(x1,t0)
0
|Y˙i|2ds,
which implies∫ r0
0
s2
r20
Ric (X,X)ds +
∫ d(x,t0)−r0
r0
Ric (X,X)ds
+
∫ d(x1,t0)
d(x1,t0)−r0
(
d(x1, t0)− s
r0
)2
Ric (X,X)ds ≤ 2(n− 1)
r0
.
Thus
d
dt
(dt(x0, x1))
≥ −
∫ r0
0
(
1− s
2
r20
)
Ric (X,X)ds
−
∫ d(x1,t0)
d(x1,t0)−r0
(
1−
(
d(x1, t0)− s
r0
)2)
Ric (X,X)ds − 2(n− 1)
r0
≥ −2(n − 1)
(
2
3
Kr0 + r
−1
0
)
.
Case (2): 2q
2K
3
≤ dt0(x0, x1) ≤ 2r0.
In this case, letting r1 =
1q
2K
3
and applying case (1) with r0 replaced by
r1, we get
d
dt
(dt(x0, x1)) ≥ −2(n − 1)
(
2
3
Kr1 + r
−1
1
)
≥ −2(n − 1)
(
2
3
Kr0 + r
−1
0
)
.
Case (3): dt0(x0, x1) ≤ min
{
2q
2K
3
, 2r0
}
.
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In this case,∫ d(x1,t0)
0
Ric (X,X)ds ≤ (n− 1)K 2√
2K
3
= (n− 1)
√
6K,
and
2(n− 1)
(
2
3
Kr0 + r
−1
0
)
≥ (n− 1)
√
32
3
K.
This proves the lemma. 
The following result, called the no local collapsing theorem II, was
obtained by Perelman in [107].
Theorem 3.4.2 (No local collapsing theorem II). For any A > 0 there
exists κ = κ(A) > 0 with the following property: if gij(t) is a complete
solution to the Ricci flow on 0 ≤ t ≤ r20 with bounded curvature and satifying
|Rm|(x, t) ≤ r−20 on B0(x0, r0)× [0, r20 ]
and
Vol 0(B0(x0, r0)) ≥ A−1rn0 ,
then gij(t) is κ-noncollapsed on all scales less than r0 at every point (x, r
2
0)
with dr20(x, x0) ≤ Ar0.
Proof. From the evolution equation of the Ricci flow, we know that the
metrics gij(·, t) are equivalent to each other on B0(x0, r0) × [0, r20 ]. Thus,
without loss of generality, we may assume that the curvature of the solution
is uniformly bounded for all t ∈ [0, r20 ] and all points in Bt(x0, r0). Fix a
point (x, r20) ∈ M × {r20}. By scaling we may assume r0 = 1. We may
also assume d1(x, x0) = A. Let p = x, τ¯ = 1 − t, and consider Perelman’s
reduced volume
V˜ (τ¯ ) =
∫
M
(4πτ¯ )−
n
2 exp(−l(q, τ¯ ))dV1−τ¯ (q),
where
l(q, τ¯) = inf
{
1
2
√
τ¯
∫ τ¯
0
√
τ(R+ |γ˙|2)dτ | γ : [0, τ¯ ]→M
with γ(0) = p, γ(τ¯ ) = q
}
is the Li-Yau-Perelman distance. We argue by contradiction. Suppose for
some 0 < r < 1 we have
|Rm|(y, t) ≤ r−2
whenever y ∈ B1(x, r) and 1 − r2 ≤ t ≤ 1, but ǫ = r−1Vol 1(B1(x, r)) 1n is
very small. Then arguing as in the proof of the no local collapsing theorem
I (Theorem 3.3.2), we see that Perelman’s reduced volume
V˜ (ǫr2) ≤ 2ǫn2
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On the other hand, from the monotonicity of Perelman’s reduced volume we
have
(4π)−
n
2
∫
M
exp(−l(q, 1))dV0(q) = V˜ (1) ≤ V˜ (ǫr2).
Thus once we bound the function l(q, 1) over B0(x0, 1) from above, we will
get the desired contradiction and will prove the theorem.
For any q ∈ B0(x0, 1), exactly as in the proof of the no local collapsing
theorem I, we choose a path γ : [0, 1] → M with γ(0) = x, γ(1) = q,
γ(12) = y ∈ B 12 (x0,
1
10 ) and γ(τ) ∈ B1−τ (x0, 1) for τ ∈ [12 , 1] such that
L(γ|[0, 1
2
]) = 2
√
1
2
l
(
y,
1
2
) (
= L
(
y,
1
2
))
.
Now L(γ|[ 1
2
,1]) =
∫ 1
1
2
√
τ(R(γ(τ), 1 − τ) + |γ˙(τ)|2gij(1−τ))dτ is bounded from
above by a uniform constant since all geometric quantities in gij are uni-
formly bounded on {(y, t) | t ∈ [0, 1/2], y ∈ Bt(x0, 1)} (where t ∈ [0, 1/2] is
equivalent to τ ∈ [1/2, 1]). Thus all we need is to estimate the minimum of
l(·, 12 ), or equivalently L¯(·, 12) = 412 l(·, 12 ), in the ball B 12 (x0,
1
10 ).
Recall that L¯ satisfies the differential inequality
(3.4.1)
∂L¯
∂τ
+∆L¯ ≤ 2n.
We will use this in a maximum principle argument. Let us define
h(y, t) = φ(d(y, t) −A(2t− 1)) · (L¯(y, 1− t) + 2n + 1)
where d(y, t) = dt(y, x0), and φ is a function of one variable, equal to 1 on
(−∞, 120), and rapidly increasing to infinity on ( 120 , 110) in such a way that:
(3.4.2) 2
(φ′)2
φ
− φ′′ ≥ (2A+ 100n)φ′ − C(A)φ
for some constant C(A) < +∞. The existence of such a function φ can
be justified as follows: put v = φ
′
φ , then the condition (3.4.2) for φ can be
written as
3v2 − v′ ≥ (2A+ 100n)v − C(A)
which can be solved for v.
Since the scalar curvature R evolves by
∂R
∂t
= ∆R+ 2|Rc|2 ≥ ∆R+ 2
n
R2,
we can apply the maximum principle as in Chapter 2 to deduce
R(x, t) ≥ − n
2t
for t ∈ (0, 1] and x ∈M.
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Thus for τ¯ = 1− t ∈ [0, 12 ],
L¯(·, τ¯ ) = 2√τ¯
∫ τ¯
0
√
τ(R+ |γ˙|2)dτ
≥ 2√τ¯
∫ τ¯
0
√
τ
(
− n
2(1− τ)
)
dτ
≥ 2√τ¯
∫ τ¯
0
√
τ(−n)dτ
> −2n.
That is
(3.4.3) L¯(·, 1 − t) + 2n+ 1 ≥ 1, for t ∈
[
1
2
, 1
]
.
Clearly min
y∈M
h(y, 12) is achieved by some y ∈ B 12 (x0,
1
10) and
(3.4.4) min
y∈M
h(y, 1) ≤ h(x, 1) = 2n+ 1.
We compute(
∂
∂t
−∆
)
h =
(
∂
∂t
−∆
)
φ · (L¯(y, 1− t) + 2n+ 1)
+ φ ·
(
∂
∂t
−∆
)
L¯(y, 1− t)− 2〈∇φ,∇L¯(y, 1− t)〉
=
(
φ′
[(
∂
∂t
−∆
)
d− 2A
]
− φ′′|∇d|2
)
· (L¯+ 2n + 1)
+ φ ·
(
− ∂
∂τ
−∆
)
L¯− 2〈∇φ,∇L¯〉
≥
(
φ′
[(
∂
∂t
−∆
)
d− 2A
]
− φ′′
)
· (L¯+ 2n + 1)
− 2nφ− 2〈∇φ,∇L¯〉
by using (3.4.1). At a minimizing point of h we have
∇φ
φ
= − ∇L¯
(L¯+ 2n + 1)
.
Hence
−2〈∇φ,∇L¯〉 = 2 |∇φ|
2
φ
(L¯+ 2n+ 1) = 2
(φ′)2
φ
(L¯+ 2n + 1).
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Then at the minimizing point of h, we compute(
∂
∂t
−∆
)
h ≥
(
φ′
[(
∂
∂t
−∆
)
d− 2A
]
− φ′′
)
· (L¯+ 2n+ 1)
− 2nφ+ 2(φ
′)2
φ
(L¯+ 2n+ 1)
≥
(
φ′
[(
∂
∂t
−∆
)
d− 2A
]
− φ′′
)
· (L¯+ 2n+ 1)
− 2nh+ 2(φ
′)2
φ
(L¯+ 2n + 1)
for t ∈ [12 , 1] and
∆h ≥ 0.
Let us denote by hmin(t) = min
y∈M
h(y, t). By applying Lemma 3.4.1(i) to the
set where φ′ 6= 0, we further obtain
d
dt
hmin ≥ (L¯+ 2n + 1) ·
[
φ′(−100n − 2A) − φ′′ + 2(φ
′)2
φ
]
− 2nhmin
≥ −(2n+ C(A))hmin, for t ∈ [1
2
, 1].
This implies that hmin(t) cannot decrease too fast. By combining (3.4.3)
and (3.4.4) we get the required estimate for the minimum L¯(·, 12) in the ball
B 1
2
(x0,
1
10 ).
Therefore we have completed the proof of the theorem. 
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Chapter 4. Formation of Singularities
Let gij(x, t) be a solution to the Ricci flow on M × [0, T ) and suppose
[0, T ), T ≤ ∞, is the maximal time interval. If T < +∞, then the short
time existence theorems in Section 1.2 tells us the curvature of the solution
becomes unbounded as t → T (cf. Theorem 8.1 of [65]). We then say the
solution develops a singularity as t→ T . As in the minimal surface theory
and harmonic map theory, one usually tries to understand the structure of a
singularity of the Ricci flow by rescaling the solution (or blow up) to obtain
a sequence of solutions to the Ricci flow with uniformly bounded curvature
on compact subsets and looking at its limit.
The main purpose of this chapter is to present the convergence theorem
of Hamilton [64] for a sequence of solutions to the Ricci flow with uniform
bounded curvature on compact subsets, and to use the convergence theorem
to give a rough classification in [65] for singularities of solutions to the Ricci
flow. Further studies on the structures of singularities of the Ricci flow will
be given in Chapter 6 and 7.
4.1. Cheeger Type Compactness
In this section, we establish Hamilton’s compactness theorem (Theorem
4.1.5) for solutions to the Ricci flow. The presentation is based on Hamilton
[64].
We begin with the concept of C∞loc convergence of tensors on a given man-
ifold M . Let Ti be a sequence of tensors on M . We say that Ti converges
to a tensor T in the C∞loc topology if we can find a covering {(Us, ϕs)},
ϕs : Us → Rn, of C∞ coordinate charts so that for every compact set
K ⊂ M , the components of Ti converge in the C∞ topology to the compo-
nents of T in the intersections of K with these coordinate charts, considered
as functions on ϕs(Us) ⊂ Rn. Consider a Riemannian manifold (M,g). A
marking on M is a choice of a point p ∈M which we call the origin. We
will refer to such a triple (M,g, p) as a marked Riemannian manifold.
Definition 4.1.1. Let (Mk, gk, pk) be a sequence of marked complete
Riemannian manifolds, with metrics gk and marked points pk ∈ Mk. Let
B(pk, sk) ⊂ Mk denote the geodesic ball centered at pk ∈ Mk and of ra-
dius sk (0 < sk ≤ +∞). We say a sequence of marked geodesic balls
(B(pk, sk), gk, pk) with sk → s∞(≤ +∞) converges in the C∞loc topology
to a marked (maybe noncomplete) manifold (B∞, g∞, p∞), which is an
open geodesic ball centered at p∞ ∈ B∞ and of radius s∞ with respect to
the metric g∞, if we can find a sequence of exhausting open sets Uk in B∞
containing p∞ and a sequence of diffeomorphisms fk of the sets Uk in B∞
to open sets Vk in B(pk, sk) ⊂ Mk mapping p∞ to pk such that the pull-
back metrics g˜k = (fk)
∗gk converge in C∞ topology to g∞ on every compact
subset of B∞.
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We remark that this concept of C∞loc-convergence of a sequence of marked
manifolds (Mk, gk, pk) is not the same as that of C
∞
loc-convergence of metric
tensors on a given manifold, even when we are considering the sequence of
Riemannian metric gk on the same space M . This is because one can have
a sequence of diffeomorphisms fk : M → M such that (fk)∗gk converges in
C∞loc topology while gk itself does not converge.
There have been a lot of work in Riemannian geometry on the conver-
gence of a sequence of compact manifolds with bounded curvature, diame-
ter and injectivity radius (see for example Gromov [55], Peters [110], and
Greene and Wu [53]). The following theorem, which is a slight generaliza-
tion of Hamilton’s convergence theorem [64], modifies these results in three
aspects: the first one is to allow noncompact limits and then to avoid any
diameter bound; the second one is to avoid having to assume a uniform lower
bound for the injectivity radius over the whole manifold, a hypothesis which
is much harder to satisfy in applications; the last one is to avoid a uniform
curvature bound over the whole manifold so that we can take a local limit.
Theorem 4.1.2 (Hamilton [64]). Let (Mk, gk, pk) be a sequence of
marked complete Riemannian manifolds of dimension n. Consider a se-
quence of geodesic balls B(pk, sk) ⊂ Mk of radius sk (0 < sk ≤ ∞), with
sk → s∞(≤ ∞), around the base point pk of Mk in the metric gk. Suppose
(a) for every radius r < s∞ and every integer l ≥ 0 there exists a con-
stant Bl,r, independent of k, and positive integer k(r, l) < +∞ such
that as k ≥ k(r, l), the curvature tensors Rm(gk) of the metrics gk
and their lth-covariant derivatives satisfy the bounds
|∇lRm(gk)| ≤ Bl,r
on the balls B(pk, r) of radius r around pk in the metrics gk; and
(b) there exists a constant δ > 0 independent of k such that the in-
jectivity radii inj (Mk, pk) of Mk at pk in the metric gk satisfy the
bound
inj (Mk, pk) ≥ δ.
Then there exists a subsequence of the marked geodesic balls (B(pk, sk), gk,
pk) which converges to a marked geodesic ball (B(p∞, s∞), g∞, p∞) in C∞loc
topology. Moreover the limit is complete if s∞ = +∞.
Proof. In [64] (see also Theorem 16.1 of [65]), Hamilton proved the
above convergence theorem for the case s∞ = +∞. Thus it remains to
prove the case of s∞ < +∞. Our proof here follows, with some slight mod-
ifications, the argument of Hamilton [64]. In fact, except Step 1, the proof
is essentially taken from Hamilton [64]. Suppose we are given a sequence
of geodesic balls (B(pk, sk), gk, pk) ⊂ (Mk, gk, pk), with sk → s∞(< +∞),
satisfying the assumptions of Theorem 4.1.2. We will split the proof into
three steps.
Step 1: Picking the subsequence.
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By the local injectivity radius estimate (4.2.2) in Corollary 4.2.3 of the
next section, we can find a positive decreasing C1 function ρ(r), 0 ≤ r < s∞,
independent of k such that
ρ(r) <
1
100
(s∞ − r),(4.1.1)
0 ≥ ρ′(r) ≥ − 1
1000
,(4.1.2)
and a sequence of positive constants εk → 0 so that the injectivity radius
at any point x ∈ B(pk, sk) with rk = dk(x, pk) < s∞ − εk is bounded from
below by
(4.1.3) inj (Mk, x) ≥ 500ρ(rk(x)),
where rk(x) = dk(x, pk) is the distance from x to pk in the metric gk of Mk.
We define
ρ˜(r) = ρ(r + 20ρ(r)), ˜˜ρ(r) = ρ˜(r + 20ρ˜(r)).
By (4.1.2) we know that both ρ˜(r) and ˜˜ρ(r) are nonincreasing positive func-
tions on [0, s∞).
In each B(pk, s∞) we choose inductively a sequence of points xαk for
α = 0, 1, 2, . . . in the following way. First we let x0k = pk. Once x
α
k are
chosen for α = 0, 1, 2, . . . , σ, we pick xσ+1k closest to pk so that r
σ+1
k =
rk(x
σ+1
k ) is as small as possible, subject to the requirement that the open
ball B(xσ+1k ,
˜˜ρσ+1k ) around x
σ+1
k of radius
˜˜ρσ+1k is disjoint from the balls
B(xαk ,
˜˜ραk ) for α = 0, 1, 2, . . . , σ, where
˜˜ραk =
˜˜ρ(rαk ) and r
α
k = rk(x
α
k ). In
particular, the open balls B(xαk ,
˜˜ραk ), α = 0, 1, 2, . . ., are all disjoint. We
claim the balls B(xαk , 2
˜˜ραk ) cover B(pk, s∞ − εk) and moreover for any r,
0 < r < s∞ − εk, we can find λ(r) independent of k such that for k large
enough, the geodesic balls B(xαk , 2
˜˜ραk ) for α ≤ λ(r) cover the ball B(pk, r).
To see this, let x ∈ B(pk, s∞−εk) and let r(x) be the distance from x to
pk and let ˜˜ρ = ˜˜ρ(r(x)). Consider those α with r
α
k ≤ r(x) < s∞ − εk. Then
˜˜ρ ≤ ˜˜ραk .
Now the given point x must lie in one of the balls B(xαk , 2
˜˜ραk ). If not, we
could choose the next point in the sequence of xβk to be x instead, for since
˜˜ραk +
˜˜ρ ≤ 2˜˜ραk the ball B(x, ˜˜ρ) would miss B(xαk , ˜˜ραk ) with rαk ≤ r(x). But this
is a contradiction. Moreover for any r, 0 < r < s∞− εk, using the curvature
bound and the injectivity radius bound, each ball B(xαk ,
˜˜ραk ) with r
α
k ≤ r has
volume at least ǫ(r)˜˜ρn where ǫ(r) > 0 is some constant depending on r but
independent of k. Now these balls are all disjoint and contained in the ball
B(pk, (r + s∞)/2). On the other hand, for large enough k, we can estimate
the volume of this ball from above, again using the curvature bound, by a
positive function of r that is independent of k. Thus there is a k′(r) > 0
such that for each k ≥ k′(r), there holds
(4.1.4) #{α | rαk ≤ r} ≤ λ(r)
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for some positive constant λ(r) depending only on r, and the geodesic balls
B(xαk , 2
˜˜ραk ) for α ≤ λ(r) cover the ball B(pk, r).
By the way, since
rαk ≤ rα−1k + ˜˜ρα−1k + ˜˜ραk
≤ rα−1k + 2˜˜ρα−1k ,
and by (4.1.1)
˜˜ρα−1k ≤
1
100
(s∞ − rα−1k ),
we get by induction
rαk ≤
49
50
rα−1k +
1
50
s∞
≤
(
49
50
)α
r0k +
1
50
(
1 +
49
50
+ · · · +
(
49
50
)α−1)
s∞
=
(
1−
(
49
50
)α)
s∞.
So for each α, with α ≤ λ(r) (r < s∞), there holds
(4.1.5) rαk ≤
(
1−
(
49
50
)λ(r))
s∞
for all k. And by passing to a subsequence (using a diagonalization argu-
ment) we may assume that rαk converges to some r
α for each α. Then ˜˜ραk
(respectively ρ˜αk , ρ
α
k ) converges to
˜˜ρα = ˜˜ρ(rα) (respectively ρ˜α = ρ˜(rα), ρα =
ρ(rα)).
Hence for all α we can find k(α) such that
1
2
˜˜ρα ≤ ˜˜ραk ≤ 2˜˜ρα
1
2
ρ˜α ≤ ρ˜αk ≤ 2ρ˜α and
1
2
ρα ≤ ραk ≤ 2ρα
whenever k ≥ k(α). Thus for all α, ˜˜ραk and ˜˜ρα are comparable when k is
large enough so we can work with balls of a uniform size, and the same
is true for ρ˜αk and ρ˜
α, and ραk and ρ
α. Let Bˆαk = B(x
α
k , 4
˜˜ρα), then ˜˜ραk ≤
2˜˜ρα and B(xαk , 2
˜˜ραk ) ⊂ B(xαk , 4˜˜ρα) = Bˆαk . So for every r if we let k(r) =
max{k(α) | α ≤ λ(r)} then when k ≥ k(r), the balls Bˆαk for α ≤ λ(r) cover
the ball B(pk, r) as well. Suppose that Bˆ
α
k and Bˆ
β
k meet for k ≥ k(α) and
k ≥ k(β), and suppose rβk ≤ rαk . Then, by the triangle inequality, we must
have
rαk ≤ rβk + 4˜˜ρα + 4˜˜ρβ ≤ rβk + 8˜˜ρβ < rβk + 16ρ˜βk .
This then implies
˜˜ρβk =
˜˜ρ(rβk ) = ρ˜(r
β
k + 20ρ˜(r
β
k )) < ρ˜(r
α
k ) = ρ˜
α
k
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and hence
˜˜ρβ ≤ 4ρ˜α.
Therefore Bˆβk ⊂ B(xαk , 36ρ˜α) whenever Bˆαk and Bˆβk meet and k ≥ max{k(α),
k(β)}.
Next we define the balls Bαk = B(x
α
k , 5
˜˜ρα) and B˜αk = B(x
α
k ,
˜˜ρα/2). Note
that B˜αk are disjoint since B˜
α
k ⊂ B(xαk , ˜˜ραk ). Since Bˆαk ⊂ Bαk , the balls Bαk
cover B(pk, r) for α ≤ λ(r) as before. If Bαk and Bβk meet for k ≥ k(α) and
k ≥ k(β) and rβk ≤ rαk , then by the triangle inequality we get
rαk ≤ rβk + 10˜˜ρβ < rβk + 20ρ˜βk ,
and hence
˜˜ρβ ≤ 4ρ˜α
again. Similarly,
ρ˜βk = ρ˜(r
β
k ) = ρ(r
β
k + 20ρ(r
β
k )) < ρ(r
α
k ) = ρ
α
k .
This makes
ρ˜β ≤ 4ρα.
Now any point in Bβk has distance at most
5˜˜ρα + 5˜˜ρβ + 5˜˜ρβ ≤ 45ρ˜α
from xαk , so B
β
k ⊂ B(xαk , 45ρ˜α). Likewise, whenever Bαk and Bβk meet for
k ≥ k(α) and k ≥ k(β), any point in the larger ball B(xβk , 45ρ˜β) has distance
at most
5˜˜ρα + 5˜˜ρβ + 45ρ˜β ≤ 205ρα
from xαk and hence B(x
β
k , 45ρ˜
β) ⊂ B(xαk , 205ρα). Now we define B¯αk =
B(xαk , 45ρ˜
α) and B¯
α
k = B(x
α
k , 205ρ
α). Then the above discussion says that
whenever Bαk and B
β
k meet for k ≥ k(α) and k ≥ k(β), we have
(4.1.6) Bβk ⊂ B¯αk and B¯βk ⊂ B¯
α
k .
Note that B¯
α
k is still a nice embedded ball since, by (4.1.3), 205ρ
α ≤ 410ραk <
inj(Mk, x
α
k ).
We claim there exist positive numbers N(r) and k′′(r) such that for any
given α with rα < r, as k ≥ k′′(r), there holds
(4.1.7) #{β | Bαk ∩Bβk 6= φ} ≤ N(r).
Indeed, if Bαk meets B
β
k then there is a positive k
′′(α) such that as
k ≥ k′′(α),
rβk ≤ rαk + 10˜˜ραk
≤ r + 20ρ(r)
≤ r + 1
5
(s∞ − r),
118 H.-D. CAO AND X.-P. ZHU
where we used (4.1.2) in the third inequality. Set
k′′(r) = max{k′′(α), k′(r) | α ≤ λ(r)}
and
N(r) = λ
(
r +
1
5
(s∞ − r)
)
.
Then by combining with (4.1.4), these give the desired estimate (4.1.7)
Next we observe that by passing to another subsequence we can guar-
antee that for any pair α and β we can find a number k(α, β) such that if
k ≥ k(α, β) then either Bαk always meets Bβk or it never does.
Hence by setting
k¯(r) = max
{
k(α, β), k(α), k(β), k′′(r) | α ≤ λ(r) and
β ≤ λ
(
r +
1
5
(s∞ − r)
)}
,
we have shown the following results: for every r < s∞, if k ≥ k¯(r), we have
(i) the ball B(pk, r) in Mk is covered by the balls B
α
k for α ≤ λ(r),
(ii) whenever Bαk and B
β
k meet for α ≤ λ(r), we have
Bβk ⊂ B¯αk and B¯βk ⊂ B¯
α
k ,
(iii) for each α ≤ λ(r), there no more than N(r) balls ever meet Bαk ,
and
(iv) for any α ≤ λ(r) and any β, either Bαk meets Bβk for all k ≥ k¯(r)
or none for all k ≥ k¯(r).
Now we let Eˆα, Eα, E¯α, and E¯
α
be the balls of radii 4˜˜ρα, 5˜˜ρα, 45ρ˜α, and
205ρα around the origin in Euclidean space Rn. At each point xαk ∈ B(pk, sk)
we define coordinate charts Hαk : E
α → Bαk as the composition of a linear
isometry of Rn to the tangent space TxαkMk with the exponential map expxαk
at xαk . We also get maps H¯
α
k : E¯
α → B¯αk and H¯
α
k : E¯
α → B¯αk in the
same way. Note that (4.1.3) implies that these maps are all well defined.
We denote by gαk (and g¯
α
k and g¯
α
k ) the pull-backs of the metric gk by H
α
k
(and H¯αk and H¯
α
k ). We also consider the coordinate transition functions
Jαβk : E
β → E¯α and J¯αβk : E¯β → E¯
α
defined by
Jαβk = (H¯
α
k )
−1Hβk and J¯
αβ
k = (H¯
α
k )
−1H¯βk .
Clearly J¯αβk J
βα
k = I. Moreover J
αβ
k is an isometry from g
β
k to g¯
α
k and J¯
αβ
k
from g¯βk to g¯
α
k .
Now for each fixed α, the metrics gαk are in geodesic coordinates and
have their curvatures and their covariant derivatives uniformly bounded.
Claim 1. By passing to another subsequence we can guarantee that for
each α (and indeed all α by diagonalization) the metrics gαk (or g¯
α
k or g¯
α
k )
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converge uniformly with their derivatives to a smooth metric gα (or g¯α or
g¯α) on Eα (or E¯α or E¯
α
) which is also in geodesic coordinates.
Look now at any pair α, β for which the balls Bαk and B
β
k always meet
for large k, and thus the maps Jαβk (and J¯
αβ
k and J
βα
k and J¯
βα
k ) are always
defined for large k.
Claim 2. The isometries Jαβk (and J¯
αβ
k and J
βα
k and J¯
βα
k ) always have
a convergent subsequence.
So by passing to another subsequence we may assume Jαβk → Jαβ (and
J¯αβk → J¯αβ and Jβαk → Jβα and J¯βαk → J¯βα). The limit maps Jαβ : Eβ →
E¯α and J¯αβ : E¯β → E¯α are isometries in the limit metrics gβ and gα.
Moreover
JαβJ¯βα = I.
We are now done picking subsequences, except we still owe the reader the
proofs of Claim 1 and Claim 2.
Step 2: Finding local diffeomorphisms which are approximate isometries.
Take the subsequence (B(pk, sk), gk, pk) chosen in Step 1 above. We
claim that for every r < s∞ and every (ǫ1, ǫ2, . . . , ǫp), and for all k and
l sufficiently large in comparison, we can find a diffeomorphism Fkl of a
neighborhood of the ball B(pk, r) ⊂ B(pk, sk) into an open set in B(pl, sl)
which is an (ǫ1, ǫ2, . . . , ǫp) approximate isometry in the sense that
|t∇Fkl∇Fkl − I| < ǫ1
and
|∇2Fkl| < ǫ2, . . . , |∇pFkl| < ǫp
where ∇pFkl is the pth covariant derivative of Fkl.
The idea (following Peters [110] or Greene and Wu [53]) of proving the
claim is to define the map Fαkℓ = H
α
l ◦ (Hαk )−1 (or F¯αkℓ = H¯αl ◦ (H¯αk )−1, resp.)
from Bαk to B
α
ℓ (or B¯
α
k to B¯
α
ℓ , resp.) for k and ℓ large compared to α so as
to be the identity map on Eα (or E¯α, resp.) in the coordinate charts Hαk
and Hαℓ (or H¯
α
k and H¯
α
ℓ , resp.), and then to define Fkℓ on a neighborhood of
B(pk, r) for k, ℓ ≥ k¯(r) be averaging the maps F¯ βkℓ for β ≤ λ(r+ 15(s∞−r)).
To describe the averaging process on Bαk with α ≤ λ(r) we only need to
consider those Bβk which meet B
α
k ; there are never more than N(r) of them
and each β ≤ λ(r + 15(s∞ − r)), and they are the same for k and ℓ when
k, ℓ ≥ k¯(r). The averaging process is defined by taking Fkℓ(x) to be the
center of mass of the F¯ βkℓ(x) for x ∈ Bαk averaging over those β where Bβk
meets Bαk using weights µ
β
k(x) defined by a partition of unity. The center of
mass of the points yβ = F βkℓ(x) with weights µ
β is defined to be the point y
such that
expy V
β = yβ and
∑
µβV β = 0.
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When the points yβ are all close and the weights µβ satisfy 0 ≤ µβ ≤ 1 then
there will be a unique solution y close to yβ which depends smoothly on the
yβ and the µβ (see [53] for the details). The point y is found by the inverse
function theorem, which also provides bounds on all the derivatives of y as
a function of the yβ and the µβ.
Since Bαk ⊆ B¯βk and B¯βℓ ⊆ B¯αℓ , the map F¯ βkℓ = H¯βl ◦ (H¯βk )−1 can be
represented in local coordinates by the map
Pαβkℓ : E
α → E¯α
defined by
Pαβkℓ = J¯
αβ
ℓ ◦ Jβαk .
Since Jβαk → Jβα as k →∞ and J¯αβℓ → J¯αβ as ℓ→∞ and J¯αβ ◦ Jβα = I,
we see that the maps Pαβkℓ → I as k, ℓ → ∞ for each choice of α and β.
The weights µβk are defined in the following way. We pick for each β a
smooth function ψβ which equals 1 on Eˆβ and equals 0 outside Eβ. We
then transfer ψβ to a function ψβk on Mk by the coordinate map H¯
β
k (i.e.
ψβk = ψ
β ◦ (H¯βk )−1). Then let
µβk = ψ
β
k
/∑
γ
ψγk
as usual. In the coordinate chart Eα the function ψβk looks like the compo-
sition of Jβαk with ψ
β . Call this function
ψαβk = ψ
β ◦ Jβαk .
Then as k →∞, ψαβk → ψαβ where
ψαβ = ψβ ◦ Jβα.
In the coordinate chart Eα the function µβk looks like
µαβk = ψ
αβ
k
/∑
γ
ψαγk
and µαβk → µαβ as k →∞ where
µαβ = ψαβ
/∑
γ
ψαγ .
Since the sets Bˆαk cover B(pk, r), it follows that
∑
γ ψ
γ
k ≥ 1 on this set and
by combining with (4.1.5) and (4.1.7) there is no problem bounding all these
functions and their derivatives. There is a small problem in that we want
to guarantee that the averaged map still takes pk to pℓ. This is true at least
for the map F 0kℓ. Therefore it will suffice to guarantee that µ
α
k = 0 in a
neighborhood of pk if α 6= 0. This happens if the same is true for ψαk . If not,
we can always replace ψαk by ψ˜
α
k = (1 − ψ0k)ψαk which still leaves ψ˜αk ≥ 12ψαk
or ψ0k ≥ 12 everywhere, and this is sufficient to make
∑
γ ψ˜
γ
k ≥ 12 everywhere.
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Now in the local coordinate Eα we are averaging maps Pαβkℓ which con-
verge to the identity with respect to weights µαβk which converge. It follows
that the averaged map converges to the identity in these coordinates. Thus
Fkℓ can be made to be an (ǫ1, ǫ2, . . . , ǫp) approximate isometry on B(pk, r)
when k and ℓ are suitably large. At least the estimates
|t∇Fkℓ · ∇Fkℓ − I| < ǫ1
and |∇2Fkℓ| < ǫ2, . . . , |∇pFkℓ| < ǫp on B(pk, r) follow from the local coordi-
nates. We still need to check that Fkℓ is a diffeomorphism on a neighborhood
of B(pk, r).
This, however, follows quickly enough from the fact that we also get a
map Fℓk on a slightly larger ball B(pℓ, r
′) which contains the image of Fkℓ on
B(pk, r) if we take r
′ = (1+ ǫ1)r, and Fℓk also satisfies the above estimates.
Also Fkℓ and Fℓk fix the markings, so the composition Fℓk ◦Fkℓ satisfies the
same sort of estimates and fixes the origin pk.
Since the maps Pαβkℓ and P
αβ
ℓk converge to the identity as k, ℓ tend to
infinity, Fℓk ◦ Fkℓ must be very close to the identity on B(pk, r). It follows
that Fkℓ is invertible. This finishes the proof of the claim and the Step 2.
Step 3: Constructing the limit geodesic ball (B∞, g∞, p∞).
We now know the geodesic balls (B(pk, sk), gk, pk) are nearly isomet-
ric for large k. We are now going to construct the limit B∞. For a se-
quence of positive numbers rj ր s∞ with each rj < sj, we choose the
numbers (ǫ1(rj), . . . , ǫj(rj)) so small that when we choose k(rj) large in
comparison and find the maps Fk(rj),k(rj+1) constructed above on neigh-
borhoods of B(pk(rj), rj), in Mk(rj) into Mk(rj+1) the image always lies in
B(pk(rj+1), rj+1) and the composition of Fk(rj),k(rj+1) with Fk(rj+1),k(rj+2) and
· · · and Fk(rs−1),k(rs) for any s > j is still an (η1(rj), . . . , ηj(rj)) isometry for
any choice of ηi(rj), say ηi(rj) = 1/j for 1 ≤ i ≤ j. Now we simplify the
notation by writing Mj in place of Mk(rj) and Fj in place of Fk(rj),k(rj+1).
Then
Fj : B(pj, rj)→ B(pj+1, rj+1)
is a diffeomorphism map from B(pj, rj) into B(pj+1, rj+1), and the compo-
sition
Fs−1 ◦ · · · ◦ Fj : B(pj, j)→ B(ps, s)
is always an (η1(rj), . . . , ηj(rj)) approximate isometry.
We now construct the limit B∞ as a topological space by identifying the
balls B(pj , rj) with each other using the homeomorphisms Fj . Given any
two points x and y in B∞, we have x ∈ B(pj, rj) and y ∈ B(ps, rs) for some
j and s. If j ≤ s then x ∈ B(ps, rs) also, by identification. A set in B∞ is
open if and only if it intersects each B(pj, rj) in an open set. Then choosing
disjoint neighborhoods of x and y in B(ps, rs) gives disjoint neighborhoods
of x and y in B∞. Thus B∞ is a Hausdorff space.
Any smooth chart on B(pj, rj) also gives a smooth chart on B(ps, rs)
for all s > j. The union of all such charts gives a smooth atlas on B∞.
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It is fairly easy to see the metrics gj on B(pj, rj), converge to a smooth
metric g∞ on B∞ uniformly together with all derivatives on compact sets.
For since the Fs−1 ◦ · · · ◦ Fj are very good approximate isometries, the gj
are very close to each other, and hence form a Cauchy sequence (together
with their derivatives, in the sense that the covariant derivatives of gj with
respect to gs are very small when j and s are both large). One checks in the
usual way that such a Cauchy sequence converges.
The origins pj are identified with each other, and hence with an origin
p∞ in B∞. Now it is the inverses of the maps identifying B(pj , rj) with open
subsets of B∞ that provide the diffeomorphisms of (relatively compact) open
sets in B∞ into the geodesic balls B(pj, sj) ⊂ Mj such that the pull-backs
of the metrics gj converge to g∞. This completes the proof of Step 3.
Now it remains to prove both Claim 1 and Claim 2 in Step 1.
Proof of Claim 1. It suffices to show the following general result:
There exists a constant c > 0 depending only on the dimension, and
constants Cq depending only on the dimension and q and bounds Bj on the
curvature and its derivatives for j ≤ q where |DjRm| ≤ Bj, so that for any
metric gkℓ in geodesic coordinates in the ball |x| ≤ r ≤ c/
√
B0, we have
1
2
Ikℓ ≤ gkℓ ≤ 2Ikℓ
and ∣∣∣ ∂
∂xj1
· · · ∂
∂xjq
gkℓ
∣∣∣ ≤ Cq,
where Ikℓ is the Euclidean metric.
Suppose we are given a metric gij(x)dx
idxj in geodesic coordinates in
the ball |x| ≤ r ≤ c/√B0 as in Claim 1. Then by definition every line
through the origin is a geodesic (parametrized proportional to arc length)
and gij = Iij at the origin. Also, the Gauss Lemma says that the metric
gij is in geodesic coordinates if and only if gijx
i = Iijx
i. Note in particular
that in geodesic coordinates
|x|2 = gijxixj = Iijxixj
is unambiguously defined. Also, in geodesic coordinates we have Γkij(0) = 0,
and all the first derivatives for gjk vanish at the origin.
Introduce the symmetric tensor
Aij =
1
2
xk
∂
∂xk
gij .
Since we have gjkx
k = Ijkx
k, we get
xk
∂
∂xi
gjk = Iij − gij = xk ∂
∂xj
gik
and hence from the formula for Γijk
xjΓijk = g
iℓAkℓ.
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Hence Akℓx
k = 0. Let Di be the covariant derivative with respect to the
metric gij . Then
Dix
k = Iki + Γ
k
ijx
j = Iki + g
kℓAiℓ.
Introduce the potential function
P = |x|2/2 = 1
2
gijx
ixj.
We can use the formulas above to compute
DiP = gijx
j.
Also we get
DiDjP = gij +Aij .
The defining equation for P gives
gijDiPDjP = 2P.
If we take the covariant derivative of this equation we get
gkℓDjDkPDℓP = DjP
which is equivalent to Ajkx
k = 0. But if we take the covariant derivative
again we get
gkℓDiDjDkPDℓP + g
kℓDjDkPDiDℓP = DiDjP.
Now switching derivatives
DiDjDkP = DiDkDjP = DkDiDjP +Rikjℓg
ℓmDmP
and if we use this and DiDjP = gij +Aij and g
kℓDℓP = x
k we find that
xkDkAij +Aij + g
kℓAikAjℓ +Rikjℓx
kxℓ = 0.
From our assumed curvature bounds we can take |Rijkℓ| ≤ B0. Then we get
the following estimate:
|xkDkAij +Aij | ≤ C|Aij |2 + CB0r2
on the ball |x| ≤ r for some constant C depending only on the dimension.
We now show how to use the maximum principle on such equations.
First of all, by a maximum principle argument, it is easy to show that if f
is a function on a ball |x| ≤ r and λ > 0 is a constant, then
λ sup |f | ≤ sup
∣∣∣xk ∂f
∂xk
+ λf
∣∣∣.
For any tensor T = {Ti···j} and any constant λ > 0, setting f = |T |2 in the
above inequality, we have
(4.1.8) λ sup |T | ≤ sup |xkDkT + λT |.
Applying this to the tensor Aij we get
sup
|x|≤r
|Aij | ≤ C sup
|x|≤r
|Aij |2 + CB0r2
for some constant depending only on the dimension.
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It is fairly elementary to see that there exist constants c > 0 and C0 <∞
such that if the metric gij is in geodesic coordinates with |Rijkℓ| ≤ B0 in the
ball of radius r ≤ c/√B0 then
|Aij | ≤ C0B0r2.
Indeed, since the derivatives of gij vanish at the origin, so does Aij . Hence
the estimate holds near the origin. But the inequality
sup
|x|≤r
|Aij | ≤ C sup
|x|≤r
|Aij |2 + CB0r2
says that |Aij | avoids an interval when c is chosen small. In fact the inequal-
ity
X ≤ CX2 +D
is equivalent to
|2CX − 1| ≥
√
1− 4CD
which makes X avoid an interval if 4CD < 1. (Hence in our case we need
to choose c with 4C2c2 < 1.) Then if X is on the side containing 0 we get
X ≤ 1−
√
1− 4CD
2C
≤ 2D.
This gives |Aij | ≤ C0B0r2 with C0 = 2C.
We can also derive bounds on all the covariant derivatives of P in terms
of bounds on the covariant derivatives of the curvature. To simplify the
notation, we let
DqP = {Dj1Dj2 · · ·DjqP}
denote the qth covariant derivative, and in estimating DqP we will lump all
the lower order terms into a general slush term Φq which will be a polynomial
in D1P,D2P, . . . ,Dq−1P and Rm,D1Rm, . . . ,Dq−2Rm. We already have
estimates on a ball of radius r
P ≤ r2/2
|D1P | ≤ r
|Aij | ≤ C0B0r2
and since DiDjP = gij + Aij and r ≤ c/
√
B0 if we choose c small we can
make
|Aij | ≤ 1/2,
and we get
|D2P | ≤ C2
for some constant C2 depending only on the dimension.
Start with the equation gijDiPDjP = 2P and apply repeated covariant
derivatives. Observe that we get an equation which starts out
gijDiPD
qDjP + · · · = 0
where the omitted terms only contain derivatives DqP and lower. If we
switch two derivatives in a term Dq+1P or lower, we get a term which is a
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product of a covariant derivative of Rm of order at most q − 2 (since the
two closest to P commute) and a covariant derivative of P of order at most
q − 1; such a term can be lumped in with the slush term Φq. Therefore up
to terms in Φq we can regard the derivatives as commuting. Then paying
attention to the derivatives in D1P we get an equation
gijDiPDjDk1 · · ·DkqP + gijDiDk1PDjDk2 · · ·DkqP
+gijDiDk2PDjDk1Dk3 · · ·DkqP + · · ·+ gijDiDkqPDjDk1 · · ·Dkq−1P
= Dk1 · · ·DkqP +Φq.
Recalling that DiDjP = gij +Aij we can rewrite this as
Φq = gijDiPDjDk1 · · ·Dkq + (q − 1)Dk1 · · ·DkqP
+ gijAik1DjDk2 · · ·DkqP + · · ·+ gijAikqDjDk1 · · ·Dkq−1P.
Estimating the product of tensors in the usual way gives
|xiDiDqP + (q − 1)DqP | ≤ q|A||DqP |+ |Φq|.
Applying the inequality λ sup |T | ≤ sup |xkDkT + λT | with T = DqP gives
(q − 1) sup |DqP | ≤ sup(q|A||DqP |+ |Φq|).
Now we can make |A| ≤ 1/2 by making r ≤ c/√B0 with c small; it is
important here that c is independent of q! Then we get
(q − 2) sup |DqP | ≤ 2 sup |Φq|
which is a good estimate for q ≥ 3. The term Φq is estimated inductively
from the terms Dq−1P and Dq−2Rm and lower. This proves that there
exist constants Cq for q ≥ 3 depending only on q and the dimension and on
|DjRm| for j ≤ q − 2 such that
|DqP | ≤ Cq
on the ball r ≤ c/√B0.
Now we turn our attention to estimating the Euclidean metric Ijk and
its covariant derivatives with respect to gjk. We will need the following
elementary fact: suppose that f is a function on a ball |x| ≤ r with f(0) = 0
and ∣∣∣xi ∂f
∂xi
∣∣∣ ≤ C|x|2
for some constant C. Then
(4.1.9) |f | ≤ C|x|2
for the same constant C. As a consequence, if T = {Tj···k} is a tensor which
vanishes at the origin and if
|xiDiT | ≤ C|x|2
on a ball |x| ≤ r then |T | ≤ C|x|2 with the same constant C. (Simply apply
the inequality (4.1.9) to the function f = |T |. In case this is not smooth,
we can use f =
√
|T |2 + ǫ2 − ǫ and then let ǫ→ 0.)
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Our application will be to the tensor Ijk which gives the Euclidean metric
as a tensor in geodesic coordinates. We have
DiIjk = −ΓpijIpk − ΓpikIpj
and since
xiΓpij = g
pqAjq
we get the equation
xiDiIjk = −gpqAjpIkq − gpqAkpIjq
.
We already have |Ajk| ≤ C0B0|x|2 for |x| ≤ r ≤ c/
√
B0. The tensor Ijk
doesn’t vanish at the origin, but the tensor
hjk = Ijk − gjk
does. We can then use
xiDihjk = −gpqAjphkq − gpqAkqhjq − 2Ajk.
Suppose M(s) = sup|x|≤s |hjk|. Then
|xiDihjk| ≤ 2[1 +M(s)]C0B0|x|2
and we get
|hjk| ≤ 2[1 +M(s)]C0B0|x|2
on |x| ≤ s. This makes
M(s) ≤ 2[1 +M(s)]C0B0s2.
Then for s ≤ r ≤ c/√B0 with c small compared to C0 we get 2C0B0s2 ≤ 1/2
and M(s) ≤ 4C0B0s2. Thus
|Ijk − gjk| = |hjk| ≤ 4C0B0|x|2
for |x| ≤ r ≤ c/√B0, and hence for c small enough
1
2
gjk ≤ Ijk ≤ 2gjk.
Thus the metrics are comparable. Note that this estimate only needs r
small compared to B0 and does not need any bounds on the derivatives of
the curvature.
Now to obtain bounds on the covariant derivative of the Eucliden metric
Ikℓ with respect to the Riemannian metric gkℓ we want to start with the
equation
xiDiIkℓ + g
mnAkmIℓn + g
mnAℓmIkn = 0
and apply q covariant derivatives Dj1 · · ·Djq . Each time we do this we must
interchange Dj and x
iDi, and since this produces a term which helps we
should look at it closely. If we write Rji = [Dj ,Di] for the commutator, this
operator on tensors involves the curvature but no derivatives. Since
Djx
i = Iij + g
imAjm
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we can compute
[Dj , x
iDi] = Dj + g
imAjmDi + x
iRji
and the term Dj in the commutator helps, while Ajm can be kept small and
Rji is zero order. It follows that we get an equation of the form
0 = xiDiDj1 · · ·DjqIkℓ + qDj1 · · ·DjqIkℓ
+
q∑
h=1
gimAjhmDj1 · · ·Djh−1DiDjh+1 · · ·DjqIkℓ
+ gmnAkmDj1 · · ·DjqIℓn + gmnAℓmDj1 · · ·DjqIkn +Ψq,
where the slush term Ψq is a polynomial in derivatives of Ikℓ of degree no
more than q−1 and derivatives of P of degree no more than q+2 (remember
xi = gijDjP and Aij = DiDjP − gij) and derivatives of the curvature Rm
of degree no more than q − 1. We now estimate
DqIkℓ = {Dj1 · · ·DjqIkℓ}
by induction on q using (4.1.8) with λ = q. Noticing a total of q + 2 terms
contracting Aij with a derivative of Ikℓ of degree q, we get the estimate
q sup |DqIkℓ| ≤ (q + 2) sup |A| sup |DqIkℓ|+ sup |Ψq|.
and everything works. This proves that there exists a constant c > 0 de-
pending only on the dimension, and constants Cq depending only on the
dimension and q and bounds Bj on the curvature and its derivatives for
j ≤ q where |DjRm| ≤ Bj , so that for any metric gkℓ in geodesic coordi-
nates in the ball |x| ≤ r ≤ c/√B0 the Euclidean metric Ikℓ satisfies
1
2
gkℓ ≤ Ikℓ ≤ 2gkℓ
and the covariant derivatives of Ikℓ with respect to gkℓ satisfy
|Dj1 · · ·DjqIkℓ| ≤ Cq.
The difference between a covariant derivative and an ordinary derivative
is given by the connection
−ΓpijIpk − ΓpikIpj
to get
Γkij =
1
2
Ikℓ(DℓIij −DiIjℓ −DjIiℓ).
This gives us bounds on Γkij. We then obtain bounds on the first derivatives
of gij from
∂
∂xi
gjk = gkℓΓ
ℓ
ij + gjℓΓ
ℓ
ik.
Always proceeding inductively on the order of the derivative, we now get
bounds on covariant derivatives of Γkij from the covariant derivatives of Ipk
and bounds of the ordinary derivatives of Γkij by relating the to the covariant
derivatives using the Γkij, and bounds on the ordinary derivatives of the gjk
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from bounds on the ordinary derivatives of the Γℓij. Consequently, we have
estimates
1
2
Ikℓ ≤ gkℓ ≤ 2Ikℓ
and ∣∣∣ ∂
∂xj1
· · · ∂
∂xjq
gkℓ
∣∣∣ ≤ C˜q
for similar constants C˜q.
Therefore we have finished the proof of Claim 1.
Proof of Claim 2: We need to show how to estimate the derivatives
of an isometry. We will prove that if y = F (x) is an isometry from a ball in
Euclidean space with a metric gijdx
idxj to a ball in Euclidean space with
a metric hkldy
kdyl. Then we can bound all of the derivatives of y with
respect to x in terms of bounds on gij and its derivatives with respect to x
and bound on hkl and its derivatives with respect to y. This would imply
Claim 2.
Since y = F (x) is an isometry we have the equation
hpq
∂yp
∂xj
∂yq
∂xk
= gjk.
Using bounds gjk ≤ CIjk and hpq ≥ cIpq comparing to the Euclidean metric,
we easily get estimates ∣∣∣∂yp
∂xj
∣∣∣ ≤ C.
Now if we differentiate the equation with respect to xi we get
hpq
∂2yp
∂xi∂xj
∂yq
∂xk
+ hpq
∂yp
∂xj
∂2yq
∂xi∂xk
=
∂gjk
∂xi
− ∂hpq
∂yr
∂yr
∂xi
∂yp
∂xj
∂yq
∂xk
.
Now let
Tijk = hpq
∂yp
∂xi
∂2yq
∂xj∂xk
and let
Uijk =
∂gjk
∂xi
− ∂hpq
∂yr
∂yr
∂xi
∂yp
∂xj
∂yq
∂xk
.
Then the above equation says
Tkij + Tjik = Uijk.
Using the obvious symmetries Tijk = Tikj and Uijk = Uikj we can solve this
in the usual way to obtain
Tijk =
1
2
(Ujik + Ukij − Uijk).
We can recover the second derivatives of y with respect to x from the formula
∂2yp
∂xi∂xj
= gkℓTkij
∂yp
∂xℓ
.
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Combining these gives an explicit formula giving ∂2yp/∂xi∂xj as a function
of gij , hpq, ∂gjk/∂x
i, ∂hpq/∂y
r, and ∂yp/∂yi. This gives bounds∣∣∣ ∂2yp
∂yi∂yj
∣∣∣ ≤ C
and bounds on all higher derivatives follow by differentiating the formula
and using induction. This completes the proof of Claim 2 and hence the
proof of Theorem 4.1.2. 
We now want to show how to use this convergence result on solutions
to the Ricci flow. Let us first state the definition for the convergence of
evolving manifolds.
Definition 4.1.3. Let (Mk, gk(t), pk) be a sequence of evolving marked
complete Riemannian manifolds, with the evolving metrics gk(t) over a fixed
time interval t ∈ (A,Ω], A < 0 ≤ Ω, and with the marked points pk ∈ Mk.
We say a sequence of evolving marked (B0(pk, sk), gk(t), pk) over t ∈ (A,Ω],
where B0(pk, sk) are geodesic balls of (Mk, gk(0)) centered at pk with the
radii sk → s∞(≤ +∞), converges in the C∞loc topology to an evolving
marked (maybe noncomplete) manifold (B∞, g∞(t), p∞) over t ∈ (A,Ω],
where, at the time t = 0, B∞ is a geodesic open ball centered at p∞ ∈ B∞
with the radius s∞, if we can find a sequence of exhausting open sets Uk
in B∞ containing p∞ and a sequence of diffeomorphisms fk of the sets Uk
in B∞ to open sets Vk in B(pk, sk) ⊂ Mk mapping p∞ to pk such that the
pull-back metrics g˜k(t) = (fk)
∗gk(t) converge in C∞ topology to g∞(t) on
every compact subset of B∞ × (A,Ω].
Now we fix a time interval A < t ≤ Ω with −∞ < A < 0 and 0 ≤
Ω < +∞. Consider a sequence of marked evolving complete manifolds
(Mk, gk(t), pk), t ∈ (A,Ω], with each gk(t), k = 1, 2, . . . , being a solution of
the Ricci flow
∂
∂t
gk(t) = −2Ric k(t)
on B0(pk, sk) × (A,Ω], where Rick is the Ricci curvature tensor of gk, and
B0(pk, sk) is the geodesic ball of (Mk, gk(0)) centered at pk with the radii
sk → s∞(≤ +∞).
Assume that for each r < s∞ there are positive constants C(r) and k(r)
such that the curvatures of gk(t) satisfy the bound
|Rm(gk)| ≤ C(r)
on B0(pk, r) × (A,Ω] for all k ≥ k(r). We also assume that (Mk, gk(t), pk),
k = 1, 2, . . . , have a uniform injectivity radius bound at the origins pk at
t = 0. By Shi’s derivatives estimate (Theorem 1.4.1), the above assumption
of uniform bound of the curvatures on the geodesic balls B0(pk, r) (r < s∞)
implies the uniform bounds on all the derivatives of the curvatures at t = 0
on the geodesic balls B0(pk, r) (r < s∞). Then by Theorem 4.1.2 we can find
a subsequence of marked evolving manifolds, still denoted by (Mk, gk(t), pk)
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with t ∈ (A,Ω], so that the geodesic balls (B0(pk, sk), gk(0), pk) converge in
the C∞loc topology to a geodesic ball (B∞(p∞, s∞), g∞(0), p∞). ¿From now
on, we consider this subsequence of marked evolving manifolds. By Defini-
tion 4.1.1, we have a sequence of (relatively compact) exhausting covering
{Uk} of B∞(p∞, s∞) containing p∞ and a sequence of diffeomorphisms fk
of the sets Uk in B∞(p∞, s∞) to open sets Vk in B0(pk, sk) mapping p∞ to
pk such that the pull-back metrics at t = 0
g˜k(0) = (fk)
∗gk(0)
C∞loc−→ g∞(0), as k → +∞, on B∞(p∞, s∞).
However, the pull-back metrics g˜k(t) = (fk)
∗gk(t) are also defined at all
times A < t ≤ Ω (although g∞(t) is not yet). We also have uniform bounds
on the curvature of the pull-back metrics g˜k(t) and all their derivatives,
by Shi’s derivative estimates (Theorem 1.4.1), on every compact subset of
B∞(p∞, s∞) × (A,Ω]. What we claim next is that we can find uniform
bounds on all the covariant derivatives of the g˜k taken with respect to the
fixed metric g∞(0).
Lemma 4.1.4 (Hamilton [64]). Let (M,g) be a Riemannian manifold,
K a compact subset of M , and g˜k(t) a collection of solutions to Ricci flow
defined on neighborhoods of K× [α, β] with [α, β] containing 0. Suppose that
for each l ≥ 0,
(a) C−10 g ≤ g˜k(0) ≤ C0g, on K, for all k,
(b) |∇lg˜k(0)| ≤ Cl, on K, for all k,
(c) |∇˜lkRm(g˜k)|k ≤ C ′l , on K × [α, β], for all k,
for some positive constants Cl, C
′
l , l = 0, 1, . . . , independent of k, where
Rm(g˜k) are the curvature tensors of the metrics g˜k(t), ∇˜k denote covariant
derivative with respect to g˜k(t), | · |k are the length of a tensor with respect to
g˜k(t), and | · | is the length with respect to g. Then the metrics g˜k(t) satisfy
C˜0
−1
g ≤ g˜k(t) ≤ C˜0g, on K × [α, β]
and
|∇lg˜k| ≤ C˜l, on K × [α, β], l = 1, 2, . . . ,
for all k, where C˜l, l = 0, 1, . . . , are positive constants independent of k.
Proof. First by using the equation
∂
∂t
g˜k = −2R˜ic k
and the assumption (c) we immediately get
(4.1.10) C˜0
−1
g ≤ g˜k(t) ≤ C˜0g, on K × [α, β]
for some positive constant C˜0 independent of k.
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Next we want to bound ∇g˜k. The difference of the connection Γ˜k of g˜k
and the connection Γ of g is a tensor. Taking Γ to be fixed in time, we get
∂
∂t
(Γ˜k − Γ) = ∂
∂t
(
1
2
(g˜k)
γδ
[
∂
∂xα
(g˜k)δβ +
∂
∂xβ
(g˜k)δα − ∂
∂xδ
(g˜k)αβ
])
=
1
2
(g˜k)
γδ
[
(∇˜k)α(−2(R˜ic k)βδ) + (∇˜k)β(−2(R˜ic k)αδ)
− (∇˜k)δ(−2(R˜ic k)αβ)
]
and then by the assumption (c) and (4.1.10),∣∣∣∣ ∂∂t(Γ˜k − Γ)
∣∣∣∣ ≤ C, for all k.
Note also that at a normal coordinate of the metric g at a fixed point and
at the time t = 0,
(Γ˜k)
γ
αβ − Γγαβ =
1
2
(g˜k)
γδ
(
∂
∂xα
(g˜k)δβ +
∂
∂xβ
(g˜k)δα − ∂
∂xδ
(g˜k)αβ
)
(4.1.11)
=
1
2
(g˜k)
γδ(∇α(g˜k)δβ +∇β(g˜k)δα −∇δ(g˜k)αβ),
thus by the assumption (b) and (4.1.10),
|Γ˜k(0)− Γ| ≤ C, for all k.
Integrating over time we deduce that
(4.1.12) |Γ˜k − Γ| ≤ C, on K × [α, β], for all k.
By using the assumption (c) and (4.1.10) again, we have∣∣∣∣ ∂∂t (∇g˜k)
∣∣∣∣ = | − 2∇R˜ic k|
= | − 2∇˜kR˜ic k + (Γ˜k − Γ) ∗ R˜ic k|
≤ C, for all k.
Hence by combining with the assumption (b) we get bounds
(4.1.13) |∇g˜k| ≤ C˜1, on K × [α, β],
for some positive constant C˜1 independent of k.
Further we want to bound ∇2g˜k. Again regarding ∇ as fixed in time,
we see
∂
∂t
(∇2g˜k) = −2∇2(R˜ick).
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Write
∇2R˜ic k = (∇− ∇˜k)(∇R˜ic k) + ∇˜k(∇− ∇˜k)R˜ic k + ∇˜2kR˜ic k
= (Γ− Γ˜k) ∗ ∇R˜ic k + ∇˜k((Γ− Γ˜k) ∗ R˜ic k) + ∇˜2kR˜ic k
= (Γ− Γ˜k) ∗ [(∇− ∇˜k)R˜ic k + ∇˜kR˜ic k]
+ ∇˜k(g˜−1k ∗ ∇g˜k ∗ R˜ic k) + ∇˜2kR˜ic k
= (Γ− Γ˜k) ∗ [(Γ− Γ˜k) ∗ R˜ic k + ∇˜kR˜ic k]
+ ∇˜k(g˜−1k ∗ ∇g˜k ∗ R˜ic k) + ∇˜2kR˜ic k
where we have used (4.1.11). Then by the assumption (c), (4.1.10), (4.1.12)
and (4.1.13) we have
| ∂
∂t
∇2g˜k| ≤ C + C · |∇˜k∇g˜k|
= C + C · |∇2g˜k + (Γ˜k − Γ) ∗ ∇g˜k|
≤ C + C|∇2g˜k|.
Hence by combining with the assumption (b) we get
|∇2g˜k| ≤ C˜2, on K × [α, β],
for some positive constant C˜2 independent of k.
The bounds on the higher derivatives can be derived by the same argu-
ment. Therefore we have completed the proof of the lemma. 
We now apply the lemma to the pull-back metrics g˜k(t) = (fk)
∗gk(t)
on B∞(p∞, s∞) × (A,Ω]. Since the metrics g˜k(0) have uniform bounds on
their curvature and all derivatives of their curvature on every compact set
of B∞(p∞, s∞) and converge to the metric g∞(0) in C∞loc topology, the as-
sumptions (a) and (b) are certainly held for every compact subset K ⊂
B∞(p∞, s∞) with g = g∞(0). For every compact subinterval [α, β] ⊂ (A,Ω],
we have already seen from Shi’s derivative estimates (Theorem 1.4.1) that
the assumption (c) is also held on K × [α, β]. Then all of the ∇lg˜k are
uniformly bounded with respect to the fixed metric g = g∞(0) on every
compact set of B∞(p∞, s∞) × (A,Ω]. By using the classical Arzela-Ascoli
theorem, we can find a subsequence which converges uniformly together
with all its derivatives on every compact subset of B∞(p∞, s∞) × (A,Ω].
The limit metric will agree with that obtained previously at t = 0, where
we know its convergence already. The limit g∞(t), t ∈ (A,Ω], is now clearly
itself a solution of the Ricci flow. Thus we obtain the following Cheeger
type compactness theorem to the Ricci flow, which is essentially obtained
by Hamilton in [64] and is called Hamilton’s compactness theorem.
Theorem 4.1.5 (Hamilton’s compactness theorem). Let (Mk, gk(t), pk),
t ∈ (A,Ω] with A < 0 ≤ Ω, be a sequence of evolving marked complete
Riemannian manifolds. Consider a sequence of geodesic balls B0(pk, sk) ⊂
Mk of radii sk(0 < sk ≤ +∞), with sk → s∞ (≤ +∞), around the base
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points pk in the metrics gk(0). Suppose each gk(t) is a solution to the Ricci
flow on B0(pk, sk)× (A,Ω]. Suppose also
(i) for every radius r < s∞ there exist positive constants C(r) and
k(r) independent of k such that the curvature tensors Rm(gk) of
the evolving metrics gk(t) satisfy the bound
|Rm(gk)| ≤ C(r),
on B0(pk, r)× (A,Ω] for all k ≥ k(r), and
(ii) there exists a constant δ > 0 such that the injectivity radii of Mk
at pk in the metric gk(0) satisfy the bound
inj (Mk, pk, gk(0)) ≥ δ > 0,
for all k = 1, 2, . . ..
Then there exists a subsequence of evolving marked (B0(pk, sk), gk(t), pk)
over t ∈ (A,Ω] which converge in C∞loc topology to a solution (B∞, g∞(t), p∞)
over t ∈ (A,Ω] to the Ricci flow, where, at the time t = 0, B∞ is a geodesic
open ball centered at p∞ ∈ B∞ with the radius s∞. Moreover the limiting
solution is complete if s∞ = +∞.
4.2. Injectivity Radius Estimates
We will use rescaling arguments to understand the formation of singular-
ities and long-time behaviors of the Ricci flow. In view of the compactness
property obtained in the previous section, on one hand one needs to control
the bounds on the curvature, and on the other hand one needs to control
the lower bounds of the injectivity radius. In applications we usually rescale
the solution so that the (rescaled) curvatures become uniformly bounded on
compact subsets and leave the injectivity radii of the (rescaled) solutions
to be estimated in terms of curvatures. In this section we will review a
number of such injectivity radius estimates in Riemannian geometry. The
combination of these injectivity estimates with Perelman’s no local collaps-
ing theorem I′ yields the well-known little loop lemma to the Ricci flow
which was conjectured by Hamilton in [65].
Let M be a Riemannian manifold. Recall that the injectivity radius
at a point p ∈M is defined by
inj (M,p) = sup{r > 0 | expp : B(O, r)(⊂ TpM)→M is injective},
and the injectivity radius of M is
inj (M) = inf{inj (M,p) | p ∈M}.
We begin with a basic lemma due to Klingenberg (cf. Corollary 5.7 of
Cheeger & Ebin [23]).
Klingenberg’s Lemma. Let M be a complete Riemannian manifold
and let p ∈M . Let lM (p) denote the minimal length of a nontrivial geodesic
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loop starting and ending at p (maybe not smooth at p). Then the injectivity
radius of M at p satisfies the inequality
inj (M,p) ≥ min
{
π√
Kmax
,
1
2
lM (p)
}
where Kmax denotes the supermum of the sectional curvature on M and we
understand π/
√
Kmax to be positive infinity if Kmax ≤ 0.
Based on this lemma and a second variation argument, Klingenberg
proved that the injectivity radius of an even-dimensional, compact, simply
connected Riemannian manifold of positive sectional curvature is bounded
from below by π/
√
Kmax. For odd-dimensional, compact, simply connected
Riemannian manifold of positive sectional curvature, the same injectivity
radius estimates was also proved by Klingenberg under an additional as-
sumption that the sectional curvature is strictly 14 -pinched (cf. Theorem
5.9 and 5.10 of [23]). We also remark that in dimension 7, there exists
a sequence of simply connected, homogeneous Einstein spaces whose sec-
tional curvatures are positive and uniformly bounded from above but their
injectivity radii converge to zero. (See [2].)
The next result, due to Gromoll and Meyer [54], shows that for com-
plete noncompact Riemannian manifold with positive sectional curvature,
the above injectivity radius estimate actually holds without any restriction
on dimensions. Since the result and proof were not explicitly given in [54],
we include a proof here.
Theorem 4.2.1 (The Gromoll-Meyer injectivity radius estimate). Let
M be a complete, noncompact Riemannian manifold with positive sectional
curvature. Then the injectivity radius of M satisfies the following estimate
inj (M) ≥ π√
Kmax
.
Proof. Let O be an arbitrary fixed point in M . We need to show
that the injectivity radius at O is not less than π/
√
Kmax. We argue by
contradiction. Suppose not, then by Klingenberg’s lemma there exists a
closed geodesic loop γ on M starting and ending at O (may be not smooth
at O).
Since M has positive sectional curvature, we know from the work of
Gromoll-Meyer [54] (also cf. Proposition 8.5 of [23]) that there exists a com-
pact totally convex subset C of M containing the geodesic loop γ. Among
all geodesic loops starting and ending at the same point and lying entirely
in the compact totally convex set C there will be a shortest one. Call it γ0,
and suppose γ0 starts and ends at a point we call p0.
First we claim that γ0 must be also smooth at the point p0. Indeed by
the curvature bound and implicit function theorem, there will be a geodesic
loop γ˜ close to γ0 starting and ending at any point p˜ close to p0. Let p˜ be
along γ0. Then by total convexity of the set C, γ˜ also lies entirely in C. If γ0
makes an angle different from π at p0, the first variation formula will imply
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that γ˜ is shorter than γ0. This contradicts with the choice of the geodesic
loop γ0 being the shortest.
Now let L : [0,+∞) → M be a ray emanating from p0. Choose r > 0
large enough and set q = L(r). Consider the distance between q and the
geodesic loop γ0. It is clear that the distance can be realized by a geodesic
β connecting the point q to a point p on γ0.
Let X be the unit tangent vector of the geodesic loop γ0 at p. Clearly X
is orthogonal to the tangent vector of β at p. We then translate the vector
X along the geodesic β to get a parallel vector field X(t), 0 ≤ t ≤ r. By
using this vector field we can form a variation fixing one endpoint q and the
other on γ0 such that the variational vector field is (1− tr )X(t). The second
variation of the arclength of this family of curves is given by
I
((
1− t
r
)
X(t),
(
1− t
r
)
X(t)
)
=
∫ r
0
[ ∣∣∣∣∇ ∂
∂t
((
1− t
r
)
X(t)
)∣∣∣∣2
−R
(
∂
∂t
,
(
1− t
r
)
X(t),
∂
∂t
,
(
1− t
r
)
X(t)
)]
dt
=
1
r
−
∫ r
0
(
1− t
r
)2
R
(
∂
∂t
,X(t),
∂
∂t
,X(t)
)
dt
< 0
when r is sufficiently large, since the sectional curvature of M is strictly
positive everywhere. This contradicts with the fact that β is the shortest
geodesic connecting the point q to the shortest geodesic loop γ0. Thus we
have proved the injectivity radius estimate. 
In contrast to the above injectivity radius estimates, the following well-
known injectivity radius estimate of Cheeger (cf. Theorem 5.8 of [23]) does
not impose the restriction on the sign of the sectional curvature.
Cheeger’s Lemma. LetM be an n-dimensional compact Riemannian
manifold with the sectional curvature |KM | ≤ λ, the diameter d(M) ≤ D,
and the volume Vol (M) ≥ v > 0. Then, we have
inj (M) ≥ Cn(λ,D, v)
for some positive constant Cn(λ,D, v) depending only on λ,D, v and the
dimension n.
For general manifolds, there are localized versions of the above Cheeger’s
Lemma. In 1981, Cheng-Li-Yau [36] first obtained the important estimate
of local injectivity radius under the normalization of the injectivity radius
at any fixed base point. Their result is what Hamilton needed to prove
his compactness result in [64]. Here, we also need the following version
of the local injectivity radius estimate, which appeared in the 1982 paper
of Cheeger-Gromov-Taylor [28], in which the normalization is in terms of
136 H.-D. CAO AND X.-P. ZHU
local volume of a ball. (According to Yau, the argument between local
volume and local injectivity radius was, however, initiated by him during
a conversation with Gromov in 1975 in an explanation of his paper [132]
on proving complete manifolds with positive Ricci curvature have infinite
volume.)
Theorem 4.2.2. Let B(x0, 4r0), 0 < r0 < ∞, be a geodesic ball in an
n-dimensional complete Riemannian manifold (M,g) such that the sectional
curvature K of the metric g on B(x0, 4r0) satisfies the bounds
λ ≤ K ≤ Λ
for some constants λ and Λ. Then for any positive constant r ≤ r0 (we will
also require r ≤ π/(4√Λ) if Λ > 0) the injectivity radius of M at x0 can be
bounded from below by
inj(M,x0) ≥ r · Vol (B(x0, r))
Vol (B(x0, r)) + V nλ (2r)
,
where V nλ (2r) denotes the volume of a geodesic ball of radius 2r in the n-
dimensional simply connected space form Mλ with constant sectional curva-
ture λ.
Proof. The following proof is essentially from Cheeger-Gromov-Taylor
[28] (cf. also [1]).
It is well known (cf. Lemma 5.6 of [23]) that
inj(M,x0) = min
{
conjugate radius of x0,
1
2
lM (x0)
}
where lM (x0) denotes the length of the shortest (nontrivial) closed geodesic
starting and ending at x0. Since by assumption r ≤ π/(4
√
Λ) if Λ > 0, the
conjugate radius of x0 is at least 4r. Thus it suffices to show
(4.2.1) lM (x0) ≥ 2r · Vol (B(x0, r))
Vol (B(x0, r)) + V nλ (2r)
.
The idea of Cheeger-Gromov-Taylor [28] for proving this inequality, as indi-
cated in [1], is to compare the geometry of the ball B(x0, 4r) ⊆ B(x0, 4r0) ⊂
M with the geometry of its lifting B˜4r ⊂ Tx0(M), via the exponential map
expx0 , equipped with the pull-back metric g˜ = exp
∗
x0g. Thus expx0 : B˜4r →
B(x0, 4r) is a length-preserving local diffeomorphism.
Let x˜0, x˜1, . . . , x˜N be the preimages of x0 in B˜r ⊂ B˜4r with x˜0 = 0.
Clearly they one-to-one correspond to the geodesic loops γ0, γ1, . . . , γN at
x0 of length less than r, where γ0 is the trivial loop. Now for each point x˜i
there exists exactly one isometric immersion ϕi : B˜r → B˜4r mapping 0 to x˜i
and such that expx0ϕi = expx0 .
Without loss of generality, we may assume γ1 is the shortest nontrivial
geodesic loop at x0. By analyzing short homotopies, one finds that ϕi(x˜) 6=
ϕj(x˜) for all x˜ ∈ B˜r and 0 ≤ i < j ≤ N . This fact has two consequences:
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(a) N ≥ 2m, where m = [r/lM (x0)]. To see this, we first observe
that the points ϕk1(0),−m ≤ k ≤ m, are preimages of x0 in B˜r because ϕ1
is an isometric immersion satisfying expx0ϕ1 = expx0 . Moreover we claim
they are distinct. For otherwise ϕ1 would act as a permutation on the set
{ϕk1(0) | −m ≤ k ≤ m}. Since the induced metric g˜ at each point in B˜r has
the injectivity radius at least 2r, it follows from the Whitehead theorem (see
for example [23]) that B˜r is geodesically convex. Then there would exist the
unique center of mass y˜ ∈ B˜r. But then y˜ = ϕ0(y˜) = ϕ1(y˜), a contradiction.
(b) Each point in B(x0, r) has at least N+1 preimages in Ω=∪Ni=0B(x˜i, r)
⊂ B˜2r. Hence by the Bishop volume comparison,
(N + 1)Vol (B(x0, r)) ≤ Volg˜(Ω) ≤ Volg˜(B˜2r) ≤ V nλ (2r).
Now the inequality (4.2.1) follows by combining the factN ≥ 2[r/lM (x0)]
with the above volume estimate. 
For our later applications, we now consider in a complete Riemannian
manifold M a geodesic ball B(p0, s0) (0 < s0 ≤ ∞) with the property that
there exists a positive increasing function Λ : [0, s0) → [0,∞) such that for
any 0 < s < s0 the sectional curvature K on the ball B(p0, s) of radius s
around p0 satisfies the bound
|K| ≤ Λ(s).
Using Theorem 4.2.2, we can control the injectivity radius at any point p ∈
B(p0, s0) in terms a positive constant that depends only on the dimension n,
the injectivity radius at the base point p0, the function Λ and the distance
d(p0, p) from p to p0. We now proceed to derive such an estimate. The
geometric insight of the following argument belongs to Yau [132] where he
obtained a lower bound estimate for volume by comparing various geodesic
balls. Indeed, it is a finite version of Yau’s Busemann function argument
which gives the information on comparing geodesic balls with centers far
apart.
For any point p ∈ B(p0, s0) with d(p0, p) = s, set r0 = (s0 − s)/4 (we
define r0=1 if s0 =∞). Define the set S to be the union of minimal geodesic
segments that connect p to each point in B(p0, r0). Now any point q ∈ S
has distance at most
r0 + r0 + s = s+ 2r0
from p0 and hence S ⊆ B(p0, s+2r0). For any 0 < r ≤ min{π/4
√
Λ(s + 2r0),
r0}, we denote by α(p, r) the sector S ∩ B(p, r) of radius r and by α(p, s +
r0) = S ∩ B(p, s + r0). Let α−Λ(s+2r0)(r0) (resp. α−Λ(s+2r0)(s + r0)) be a
corresponding sector of the same “angles” with radius r0 (resp. s + r0) in
the n-dimensional simply connected space form with constant sectional cur-
vature −Λ(s+2r0). Since B(p0, r0) ⊂ S ⊂ α(p, s+r0) and α(p, r) ⊂ B(p, r),
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the Bishop-Gromov volume comparison theorem implies that
Vol (B(p0, r0))
Vol (B(p, r))
≤ Vol (α(p, s + r0))
Vol (α(p, r))
≤ Vol (α−Λ(s+2r0)(s+ r0))
Vol (α−Λ(s+2r0)(r))
=
V n−Λ(s+2r0)(s+ r0)
V n−Λ(s+2r0)(r)
.
Combining this inequality with the local injectivity radius estimate in The-
orem 4.2.2, we get
inj (M,p)
≥ r
V n−Λ(s+2r0)(r) · Vol (B(p0, r0))
V n−Λ(s+2r0)(r)Vol (B(p0, r0)) + V
n
−Λ(s+2r0)(2r)V
n
−Λ(s+2r0)(s+ 2r0)
.
Thus, we have proved the following (cf. [36], [28] or [1])
Corollary 4.2.3. Suppose B(p0, s0) (0 < s0 ≤ ∞) is a geodesic ball
in an n-dimensional complete Riemannian manifold M having the property
that for any 0 < s < s0 the sectional curvature K on B(p0, s) satisfies the
bound
|K| ≤ Λ(s)
for some positive increasing function Λ defined on [0, s0). Then for
any point p ∈ B(p0, s0) with d(p0, p) = s and any positive number
r ≤ min{π/4
√
Λ(s+ 2r0), r0} with r0 = (s0 − s)/4, the injectivity radius of
M at p is bounded below by
inj (M,p)
≥ r
V n−Λ(s+2r0)(r) · Vol (B(p0, r0))
V n−Λ(s+2r0)(r)Vol (B(p0, r0)) + V
n
−Λ(s+2r0)(2r)V
n
−Λ(s+2r0)(s+ 2r0)
.
In particular, we have
(4.2.2) inj (M,p) ≥ ρn,δ,Λ(s)
where δ > 0 is a lower bound of the injectivity radius inj (M,p0) at the
origin p0 and ρn,δ,Λ : [0, s0) → R+ is a positive decreasing function that
depends only on the dimension n, the lower bound δ of the injectivity radius
inj (M,p0), and the function Λ.
We remark that in the above discussion if s0 = ∞ then we can apply
the standard Bishop relative volume comparison theorem to geodesic balls
directly. Indeed, for any p ∈M and any positive constants r and r0, we have
B(p0, r0) ⊆ B(p, rˆ) with rˆ ∆= max{r, r0 + d(p0, p)}. Suppose in addition the
curvature K on M is uniformly bounded by λ ≤ K ≤ Λ for some constants
λ and Λ, then the Bishop volume comparison theorem implies that
Vol (B(p0, r0))
Vol (B(p, r))
≤ Vol (B(p, rˆ))
Vol (B(p, r))
≤ Vλ(rˆ)
Vλ(r)
.
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Hence
(4.2.3) inj (M,p) ≥ r V
n
λ (r) ·Vol (B(p0, r0))
V nλ (r)Vol (B(p0, r0)) + V
n
λ (2r)V
n
λ (rˆ)
.
So we see that the injectivity radius inj(M,p) at p falls off at worst expo-
nentially as the distance d(p0, p) goes to infinity. In other words,
(4.2.4) inj (M,p) ≥ c√
B
(δ
√
B)ne−C
√
Bd(p,p0)
where B is an upper bound on the absolute value of the sectional curvature,
δ is a lower bound on the injectivity radius at p0 with δ < c/
√
B, and c > 0
and C < +∞ are positive constants depending only on the dimension n.
Finally, by combining Theorem 4.2.2 with Perelman’s no local collapsing
Theorem I′ (Theorem 3.3.3) we immediately obtain the following important
(due to Perelman [107]) Little Loop Lemma conjectured by Hamilton
[65].
Theorem 4.2.4 (Little Loop Lemma). Let gij(t), 0 ≤ t < T < +∞, be
a solution of the Ricci flow on a compact manifold M . Then there exists a
constant ρ > 0 having the following property: if at a point x0 ∈ M and a
time t0 ∈ [0, T ),
|Rm|(·, t0) ≤ r−2 on Bt0(x0, r)
for some r ≤ √T , then the injectivity radius of M with respect to the metric
gij(t0) at x0 is bounded from below by
inj (M,x0, gij(t0)) ≥ ρr.
4.3. Limiting Singularity Models
In [65], Hamilton classified singularities of the Ricci flow into three types
and showed each type has a corresponding singularity model. The main
purpose of this section is to discuss these results of Hamilton. Most of the
presentation follows Hamilton [65].
Consider a solution gij(x, t) of the Ricci flow on M × [0, T ), T ≤ +∞,
where either M is compact or at each time t the metric gij(·, t) is complete
and has bounded curvature. We say that gij(x, t) is a maximal solution
if either T = +∞ or T < +∞ and |Rm| is unbounded as t→ T .
Denote by
Kmax(t) = sup
x∈M
|Rm(x, t)|gij(t).
Definition 4.3.1. We say that {(xk, tk) ∈ M × [0, T )}, k = 1, 2, . . ., is
a sequence of (almost) maximum points if there exist positive constants
c1 and α ∈ (0, 1] such that
|Rm(xk, tk)| ≥ c1Kmax(t), t ∈ [tk − α
Kmax(tk)
, tk]
for all k.
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Definition 4.3.2. We say that the solution satisfies injectivity radius
condition if for any sequence of (almost) maximum points {(xk, tk)}, there
exists a constant c2 > 0 independent of k such that
inj (M,xk, gij(tk)) ≥ c2√
Kmax(tk)
for all k.
Clearly, by the Little Loop Lemma, a maximal solution on a compact
manifold with the maximal time T < +∞ always satisfies the injectivity
radius condition. Also by the Gromoll-Meyer injectivity radius estimate, a
solution on a complete noncompact manifold with positive sectional curva-
ture also satisfies the injectivity radius condition.
According to Hamilton [65], we can classify maximal solutions into three
types; every maximal solution is clearly of one and only one of the following
three types:
Type I: T < +∞ and sup
t∈[0,T )
(T − t)Kmax(t) < +∞;
Type II: (a) T < +∞ but sup
t∈[0,T )
(T − t)Kmax(t) = +∞;
(b) T = +∞ but sup
t∈[0,T )
tKmax(t) = +∞;
Type III: (a) T = +∞, sup
t∈[0,T )
tKmax(t) < +∞, and
lim sup
t→+∞
tKmax(t) > 0;
(b) T = +∞, sup
t∈[0,T )
tKmax(t) < +∞, and
lim sup
t→+∞
tKmax(t) = 0;
Note that Type III (b) is not compatible with the injectivity radius
condition unless it is a trivial flat solution. (Indeed under the Ricci flow the
length of a curve γ connecting two points x0, x1 ∈M evolves by
d
dt
Lt(γ) =
∫
γ
−Ric (γ˙, γ˙)ds
≤ C(n)Kmax(t) · Lt(γ)
≤ ǫ
t
Lt(γ), as t large enough,
for arbitrarily fixed ǫ > 0. Thus when we are considering the Ricci flow on a
compact manifold, the diameter of the evolving manifold grows at most as
tǫ. But the curvature of the evolving manifold decays faster than t−1. This
says, as choosing ǫ > 0 small enough,
diamt(M)
2 · |Rm(·, t)| → 0, as t→ +∞.
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Then it is well-known from Cheeger-Gromov [56] that the manifold is a
nilmanifold and the injectivity radius condition can not be satisfied as t large
enough. When we are considering the Ricci flow on a complete noncompact
manifold with nonnegative curvature operator or on a complete noncompact
Ka¨hler manifold with nonnegative holomorphic bisectional curvature, Li-
Yau-Hamilton inequalities imply that tR(x, t) is increasing in time t. Then
Type III(b) occurs only when the solution is a trivial flat metric.)
For each type of maximal solution, Hamilton [65] defined a correspond-
ing type of limiting singularity model.
Definition 4.3.3. A solution gij(x, t) to the Ricci flow on the manifold
M , where either M is compact or at each time t the metric gij(·, t) is com-
plete and has bounded curvature, is called a singularity model if it is not
flat and of one of the following three types:
Type I: The solution exists for t ∈ (−∞,Ω) for some constant Ω with
0 < Ω < +∞ and
|Rm| ≤ Ω/(Ω− t)
everywhere with equality somewhere at t = 0;
Type II: The solution exists for t ∈ (−∞,+∞) and
|Rm| ≤ 1
everywhere with equality somewhere at t = 0;
Type III: The solution exists for t ∈ (−A,+∞) for some constant A with
0 < A < +∞ and
|Rm| ≤ A/(A+ t)
everywhere with equality somewhere at t = 0.
Theorem 4.3.4 (Hamilton [65]). For any maximal solution to the Ricci
flow which satisfies the injectivity radius condition and is of Type I, II(a), (b),
or III(a), there exists a sequence of dilations of the solution along (almost)
maximum points which converges in the C∞loc topology to a singularity model
of the corresponding type.
Proof.
Type I: We consider a maximal solution gij(x, t) on M × [0, T ) with
T < +∞ and
Ω
∆
= lim sup
t→T
(T − t)Kmax(t) < +∞.
First we note that Ω > 0. Indeed by the evolution equation of curvature,
d
dt
Kmax(t) ≤ Const ·K2max(t).
This implies that
Kmax(t) · (T − t) ≥ Const > 0,
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because
lim sup
t→T
Kmax(t) = +∞.
Thus Ω must be positive.
Choose a sequence of points xk and times tk such that tk → T and
lim
k→∞
(T − tk)|Rm(xk, tk)| = Ω.
Denote by
ǫk =
1√
|Rm(xk, tk)|
.
We translate in time so that tk becomes 0, dilate in space by the factor ǫk
and dilate in time by ǫ2k to get
g˜
(k)
ij (·, t˜) = ǫ−2k gij(·, tk + ǫ2k t˜), t˜ ∈ [−tk/ǫ2k, (T − tk)/ǫ2k).
Then
∂
∂t˜
g˜
(k)
ij (·, t˜) = ǫ−2k
∂
∂t
gij(·, t) · ǫ2k
= −2Rij(·, tk + ǫ2k t˜)
= −2R˜(k)ij (·, t˜),
where R˜
(k)
ij is the Ricci curvature of the metric g˜
(k)
ij . So g˜
(k)
ij (·, t˜) is still a
solution to the Ricci flow which exists on the time interval [−tk/ǫ2k, (T −
tk)/ǫ
2
k), where
tk/ǫ
2
k = tk|Rm(xk, tk)| → +∞
and
(T − tk)/ǫ2k = (T − tk)|Rm(xk, tk)| → Ω.
For any ǫ > 0 we can find a time τ < T such that for t ∈ [τ, T ),
|Rm| ≤ (Ω + ǫ)/(T − t)
by the assumption. Then for t˜ ∈ [(τ − tk)/ǫ2k, (T − tk)/ǫ2k), the curvature of
g˜
(k)
ij (·, t˜) is bounded by
|R˜m(k)| = ǫ2k|Rm|
≤ (Ω + ǫ)/((T − t)|Rm(xk, tk)|)
= (Ω + ǫ)/((T − tk)|Rm(xk, tk)|+ (tk − t)|Rm(xk, tk)|)
→ (Ω + ǫ)/(Ω − t˜), as k → +∞.
This implies that {(xk, tk)} is a sequence of (almost) maximum points. And
then by the injectivity radius condition and Hamilton’s compactness theo-
rem 4.1.5, there exists a subsequence of the metrics g˜
(k)
ij (t˜) which converges
in the C∞loc topology to a limit metric g˜
(∞)
ij (t˜) on a limiting manifold M˜ with
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t˜ ∈ (−∞,Ω) such that g˜(∞)ij (t˜) is a complete solution of the Ricci flow and
its curvature satisfies the bound
|R˜m(∞)| ≤ Ω/(Ω− t˜)
everywhere on M˜ × (−∞,Ω) with the equality somewhere at t˜ = 0.
Type II(a): We consider a maximal solution gij(x, t) on M × [0, T )
with
T < +∞ and lim sup
t→T
(T − t)Kmax(t) = +∞.
Let Tk < T < +∞ with Tk → T , and γk ր 1, as k → +∞. Pick points
xk and times tk such that, as k → +∞,
(Tk − tk)|Rm(xk, tk)| ≥ γk sup
x∈M,t≤Tk
(Tk − t)|Rm(x, t)| → +∞.
Again denote by
ǫk =
1√
|Rm(xk, tk)|
and dilate the solution as before to get
g˜
(k)
ij (·, t˜) = ǫ−2k gij(·, tk + ǫ2k t˜), t˜ ∈ [−tk/ǫ2k, (Tk − tk)/ǫ2k),
which is still a solution to the Ricci flow and satisfies the curvature bound
|R˜m(k)| = ǫ2k|Rm|
≤ 1
γk
· (Tk − tk)
(Tk − t)
=
1
γk
(Tk − tk)|Rm(xk, tk)|
[(Tk − tk)|Rm(xk, tk)| − t˜]
for t˜ ∈
[
− tk
ǫ2k
,
(Tk − tk)
ǫ2k
)
,
since t = tk + ǫ
2
k t˜ and ǫk = 1/
√
|Rm(xk, tk)|. Hence {(xk, tk)} is a sequence
of (almost) maximum points. And then as before, by applying Hamilton’s
compactness theorem 4.1.5, there exists a subsequence of the metrics g˜
(k)
ij (t˜)
which converges in the C∞loc topology to a limit g˜
(∞)
ij (t˜) on a limiting manifold
M˜ and t˜ ∈ (−∞,+∞) such that g˜(∞)ij (t˜) is a complete solution of the Ricci
flow and its curvature satisfies
|R˜m(∞)| ≤ 1
everywhere on M˜ × (−∞,+∞) and the equality holds somewhere at t˜ = 0.
Type II(b): We consider a maximal solution gij(x, t) on M × [0, T )
with
T = +∞ and lim sup
t→T
tKmax(t) = +∞.
Again let Tk → T = +∞, and γk ր 1, as k → +∞. Pick xk and tk such
that
tk(Tk − tk)|Rm(xk, tk)| ≥ γk sup
x∈M,t≤Tk
t(Tk − t)|Rm(x, t)|.
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Define
g˜
(k)
ij (·, t˜) = ǫ−2k gij(·, tk + ǫ2k t˜), t˜ ∈ [−tk/ǫ2k, (Tk − tk)/ǫ2k),
where ǫk = 1/
√
|Rm(xk, tk)|.
Since
tk(Tk − tk)|Rm(xk, tk)| ≥ γk sup
x∈M,t≤Tk
t(Tk − t)|Rm(x, t)|
≥ γk sup
x∈M,t≤Tk/2
t(Tk − t)|Rm(x, t)|
≥ Tk
2
γk sup
x∈M,t≤Tk/2
t|Rm(x, t)|,
we have
tk
ǫ2k
= tk|Rm(xk, tk)| ≥ γk
2
(
Tk
Tk − tk
)
sup
x∈M,t≤Tk/2
t|Rm(x, t)| → +∞,
and
(Tk − tk)
ǫ2k
= (Tk−tk)|Rm(xk, tk)| ≥ γk
2
(
Tk
tk
)
sup
x∈M,t≤Tk/2
t|Rm(x, t)| → +∞,
as k → +∞. As before, we also have
∂
∂t˜
g˜
(k)
ij (·, t˜) = −2R˜(k)ij (·, t˜)
and
|R˜m(k)|
= ǫ2k|Rm|
≤ 1
γk
· tk(Tk − tk)
t(Tk − t)
=
1
γk
· tk(Tk − tk)|Rm(xk, tk)|
(tk + ǫ2k t˜)[(Tk − tk)− ǫ2k t˜] · |Rm(xk, tk)|
=
1
γk
· tk(Tk − tk)|Rm(xk, tk)|
(tk + ǫ2k t˜)[(Tk − tk)|Rm(xk, tk)| − t˜]
=
tk(Tk − tk)|Rm(xk, tk)|
γk(1+ t˜/(tk|Rm(xk, tk)|))[tk(Tk−tk)|Rm(xk, tk)|](1− t˜/((Tk−tk)|Rm(xk, tk)|))
→ 1, as k → +∞.
Hence {(xk, tk)} is again a sequence of (almost) maximum points. As before,
there exists a subsequence of the metrics g˜
(k)
ij (t˜) which converges in the C
∞
loc
topology to a limit g˜
(∞)
ij (t˜) on a limiting manifold M˜ and t˜ ∈ (−∞,+∞)
such that g˜
(∞)
ij (t˜) is a complete solution of the Ricci flow and its curvature
satisfies
|R˜m(∞)| ≤ 1
everywhere on M˜ × (−∞,+∞) with the equality somewhere at t˜ = 0.
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Type III(a): We consider a maximal solution gij(x, t) on M × [0, T )
with T = +∞ and
lim sup
t→T
tKmax(t) = A ∈ (0,+∞).
Choose a sequence of xk and tk such that tk → +∞ and
lim
k→∞
tk|Rm(xk, tk)| = A.
Set ǫk = 1/
√
|Rm(xk, tk)| and dilate the solution as before to get
g˜
(k)
ij (·, t˜) = ǫ−2k gij(·, tk + ǫ2k t˜), t˜ ∈ [−tk/ǫ2k,+∞)
which is still a solution to the Ricci flow. Also, for arbitrarily fixed ǫ > 0,
there exists a sufficiently large positive constant τ such that for t ∈ [τ,+∞),
|R˜m(k)| = ǫ2k|Rm|
≤ ǫ2k
(
A+ ǫ
t
)
= ǫ2k
(
A+ ǫ
tk + ǫ
2
k t˜
)
= (A+ ǫ)/(tk|Rm(xk, tk)|+ t˜), for t˜ ∈ [(τ − tk)/ǫ2k,+∞).
Note that
(A+ ǫ)/(tk|Rm(xk, tk)|+ t˜)→ (A+ ǫ)/(A+ t˜), as k → +∞
and
(τ − tk)/ǫ2k → −A, as k → +∞.
Hence {(xk, tk)} is a sequence of (almost) maximum points. And then as
before, there exists a subsequence of the metrics g˜
(k)
ij (t˜) which converges
in the C∞loc topology to a limit g˜
(∞)
ij (t˜) on a limiting manifold M˜ and t˜ ∈
(−A,+∞) such that g˜(∞)ij (t˜) is a complete solution of the Ricci flow and its
curvature satisfies
|R˜m(∞)| ≤ A/(A + t˜)
everywhere on M˜ × (−A,+∞) with the equality somewhere at t˜ = 0. 
In the case of manifolds with nonnegative curvature operator, or Ka¨hler
metrics with nonnegative holomorphic bisectional curvature, we can bound
the Riemannian curvature by the scalar curvature R up to a constant factor
depending only on the dimension. Then we can slightly modify the state-
ments in the previous theorem as follows
Corollary 4.3.5 (Hamilton [65]). For any complete maximal solution to
the Ricci flow satisfying the injectivity radius condition and with bounded and
nonnegative curvature operator on a Riemannian manifold, or on a Ka¨hler
manifold with bounded and nonnegative holomorphic bisectional curvature,
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there exists a sequence of dilations of the solution along (almost ) maximum
points which converges to a singular model.
For Type I solutions: the limit model exists for t ∈ (−∞,Ω) with 0 < Ω <
+∞ and has
R ≤ Ω/(Ω− t)
everywhere with equality somewhere at t = 0.
For Type II solutions: the limit model exists for t ∈ (−∞,+∞) and has
R ≤ 1
everywhere with equality somewhere at t = 0.
For Type III solutions: the limit model exists for t ∈ (−A,+∞) with 0 <
A < +∞ and has
R ≤ A/(A + t)
everywhere with equality somewhere at t = 0.
A natural and important question is to understand each of the three
types of singularity models. The following results obtained by Hamilton
[68] and Chen-Zhu [31] characterize the Type II and Type III singularity
models with nonnegative curvature operator and positive Ricci curvature
respectively.
Theorem 4.3.6.
(i) (Hamilton [68]) Any Type II singularity model with nonnegative
curvature operator and positive Ricci curvature to the Ricci flow on
a manifold M must be a (steady) Ricci soliton.
(ii) (Chen-Zhu [31]) Any Type III singularity model with nonnegative
curvature operator and positive Ricci curvature on a manifold M
must be a homothetically expanding Ricci soliton.
Proof. We only give the proof of (ii), since the proof of (i) is similar
and easier.
After a shift of the time variable, we may assume the Type III singularity
model is defined on 0 < t < +∞ and tR assumes its maximum in space-time.
Recall from the Li-Yau-Hamilton inequality (Theorem 2.5.4) that for
any vectors V i and W i,
(4.3.1) MijW
iW j + (Pkij + Pkji)V
kW iW j +RikjlW
iW jV kV l ≥ 0,
where
Mij = ∆Rij − 1
2
∇i∇jR+ 2RipjqRpq − gpqRipRjq + 1
2t
Rij
and
Pijk = ∇iRjk −∇jRik.
Take the trace on W to get
(4.3.2) Q
∆
=
∂R
∂t
+
R
t
+ 2∇iR · V i + 2RijV iV j ≥ 0
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for any vector V i. Let us choose V to be the vector field minimizing Q, i.e.,
(4.3.3) V i = −1
2
(Ric−1)ik∇kR,
where (Ric−1)ik is the inverse of the Ricci tensor Rij . Substitute this vector
field V into Q to get a smooth function Q˜. The calculations of Chow-
Hamilton in the proof of Theorem 6.1 of [40] give,
(4.3.4)
∂
∂t
Q˜ ≥ ∆Q˜− 2
t
Q˜.
Suppose tR assumes its maximum at (x0, t0) with t0 > 0, then
∂R
∂t
+
R
t
= 0, at (x0, t0).
This implies that the quantity
Q =
∂R
∂t
+
R
t
+ 2∇iR · V i + 2RijV iV j
vanishes in the direction V = 0 at (x0, t0). We claim that for any earlier
time t < t0 and any point x ∈ M , there is a vector V ∈ TxM such that
Q = 0.
We argue by contradiction. Suppose not, then there is x¯ ∈ M and
0 < t¯ < t0 such that Q˜ is positive at x = x¯ and t = t¯. We can find a
nonnegative smooth function ρ on M with support in a neighborhood of x¯
so that ρ(x¯) > 0 and
Q˜ ≥ ρ
t¯2
,
at t = t¯. Let ρ evolve by the heat equation
∂ρ
∂t
= ∆ρ.
It then follows from the standard strong maximum principle that ρ > 0
everywhere for any t > t¯. From (4.3.4) we see that
∂
∂t
(
Q˜− ρ
t2
)
≥ ∆
(
Q˜− ρ
t2
)
− 2
t
(
Q˜− ρ
t2
)
Then by the maximum principle as in Chapter 2, we get
Q˜ ≥ ρ
t2
> 0, for all t ≥ t¯.
This gives a contradiction with the fact Q = 0 for V = 0 at (x0, t0). We
thus prove the claim.
Consider each time t < t0. The null vector field of Q satisfies the equa-
tion
(4.3.5) ∇iR+ 2RijV j = 0,
by the first variation of Q in V . Since Rij is positive, we see that such a
null vector field is unique and varies smoothly in space-time.
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Substituting (4.3.5) into the expression of Q, we have
(4.3.6)
∂R
∂t
+
R
t
+∇iR · V i = 0
Denote by
Qij =Mij + (Pkij + Pkji)V
k +RikjlV
kV l.
From (4.3.1) we see that Qij is nonnegative definite with its trace Q = 0
for such a null vector V . It follows that
Qij =Mij + (Pkij + Pkji)V
k +RikjlV
kV l = 0.
Again from the first variation of Qij in V , we see that
(4.3.7) (Pkij + Pkji) + (Rikjl +Rjkil)V
l = 0,
and hence
(4.3.8) Mij −RikjlV kV l = 0.
Applying the heat operator to (4.3.5) and (4.3.6) we get
0 =
(
∂
∂t
−∆
)
(∇iR+ 2RijV j)(4.3.9)
= 2Rij
(
∂
∂t
−∆
)
V j +
(
∂
∂t
−∆
)
(∇iR)
+ 2V j
(
∂
∂t
−∆
)
Rij − 4∇kRij∇kV j,
and
0 =
(
∂
∂t
−∆
)(
∂R
∂t
+
R
t
+∇iR · V i
)
(4.3.10)
= ∇iR
(
∂
∂t
−∆
)
V i + V i
(
∂
∂t
−∆
)
(∇iR)− 2∇k∇iR · ∇kV i
+
(
∂
∂t
−∆
)(
∂R
∂t
+
R
t
)
.
Multiplying (4.3.9) by V i, summing over i and adding (4.3.10), as well
as using the evolution equations on curvature, we get
0 = 2V i(2∇i(|Rc|2)−Ril∇lR) + 2V iV j(2RpiqjRpq − 2gpqRpiRqj)(4.3.11)
− 4∇kRij · ∇kV j · V i − 2∇k∇iR · ∇kV i + 4Rij∇i∇jR
+ 4gklgmngpqRkmRnpRql + 4RijklR
ikV jV l − R
t2
.
From (4.3.5), we have the following equalities
(4.3.12)

−2V iRil∇lR− 4V iV jgpqRpiRqj = 0,
−4∇kRij · ∇kV j · V i − 2∇k∇iR · ∇kV i = 4Rij∇kV i · ∇kV j ,
∇i∇jR = −2∇iRjl · V l − 2Rjl∇iV l.
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Substituting (4.3.12) into (4.3.11), we obtain
8Rij(∇kRij · V k +RikjlV kV l −∇iRjl · V l −Rjl∇iV l)
+ 4Rij∇kV i · ∇kV j + 4gklgmngpqRkmRnpRql − R
t2
= 0.
By using (4.3.7), we know
Rij(∇kRij · V k +RikjlV kV l −∇iRjl · V l) = 0.
Then we have
(4.3.13)
− 8RijRjl∇iV l + 4Rij∇kV i · ∇kV j + 4gklgmngpqRkmRnpRql − R
t2
= 0.
By taking the trace in the last equality in (4.3.12) and using (4.3.6) and the
evolution equation of the scalar curvature, we can get
(4.3.14) Rij(Rij +
gij
2t
−∇iVj) = 0.
Finally by combining (4.3.13) and (4.3.14), we deduce
4Rijgkl
(
Rik +
gik
2t
−∇kVi
)(
Rjk +
gjk
2t
−∇kVj
)
= 0.
Since Rij is positive definite, we get
(4.3.15) ∇iVj = Rij + gij
2t
, for all i, j.
This means that gij(t) is a homothetically expanding Ricci soliton. 
Remark 4.3.7. Recall from Section 1.5 that any compact steady Ricci
soliton or expanding Ricci soliton must be Einstein. If the manifold M in
Theorem 4.3.6 is noncompact and simply connected, then the steady (or
expanding) Ricci soliton must be a steady (or expanding) gradient Ricci
soliton. For example, we know that ∇iVj is symmetric from (4.3.15). Also,
by the simply connectedness of M there exists a function F such that
∇i∇jF = ∇iVj , on M.
So
Rij = ∇i∇jF − gij
2t
, on M
This means that gij is an expanding gradient Ricci soliton.
In the Ka¨hler case, we have the following results for Type II and Type
III singularity models with nonnegative holomorphic bisectional curvature
obtained by the first author in [15].
Theorem 4.3.8 (Cao [15]).
(i) Any Type II singularity model on a Ka¨hler manifold with nonnega-
tive holomorphic bisectional curvature and positive Ricci curvature
must be a steady Ka¨hler-Ricci soliton.
150 H.-D. CAO AND X.-P. ZHU
(ii) Any Type III singularity model on a Ka¨hler manifold with nonnega-
tive holomorphic bisectional curvature and positive Ricci curvature
must be an expanding Ka¨hler-Ricci soliton.
To conclude this section, we state a result of Sesum [117] on compact
Type I singularity models. Recall that Perelman’s functionalW, introduced
in Section 1.5, is given by
W(g, f, τ) =
∫
M
(4πτ)−
n
2 [τ(|∇f |2 +R) + f − n]e−fdVg
with the function f satisfying the constraint∫
M
(4πτ)−
n
2 e−fdVg = 1.
And recall from Corollary 1.5.9 that
µ(g(t)) = inf
{
W(g(t), f, T − t)|
∫
M
(4π(T − t))−n2 e−fdVg(t) = 1
}
is strictly increasing along the Ricci flow unless we are on a gradient shrink-
ing soliton. If one can show that µ(g(t)) is uniformly bounded from above
and the minimizing functions f = f(·, t) have a limit as t → T , then the
rescaling limit model will be a shrinking gradient soliton. As shown by
Natasa Sesum in [117], Type I assumption guarantees the boundedness of
µ(g(t)), while the compactness assumption of the rescaling limit guarantees
the existence of the limit for the minimizing functions f(·, t). Therefore we
have
Theorem 4.3.9 (Sesum [117]). Let (M,gij(t)) be a Type I singularity
model obtained as a rescaling limit of a Type I maximal solution. Suppose
M is compact. Then (M,gij(t)) must be a gradient shrinking Ricci soliton.
It seems that the assumption on the compactness of the rescaling limit
is superfluous. We conjecture that any noncompact Type I limit is also a
gradient shrinking soliton.
4.4. Ricci Solitons
We now follow Hamilton [65] to examine the structure of a steady Ricci
soliton that we get as a Type II limit . The material is from section 20 of
Hamilton [65] and Hamilton [62].
Lemma 4.4.1 (Hamilton [65]). Suppose we have a complete gradient
steady Ricci soliton gij with bounded curvature so that
Rij = ∇i∇jF
for some function F on M . Assume the Ricci curvature is positive and the
scalar curvature R attains its maximum Rmax at a point x0 ∈M . Then
(4.4.1) |∇F |2 +R = Rmax
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everywhere on M , and furthermore F is convex and attains its minimum at
x0.
Proof. Recall that, from (1.1.15) and noting our F here is −f there,
the steady gradient Ricci soliton has the property
|∇F |2 +R = C0
for some constant C0. Clearly, C0 ≥ Rmax.
If C0 = Rmax, then ∇F = 0 at the point x0. Since ∇i∇jF = Rij > 0,
we see that F is convex and F attains its minimum at x0.
If C0 > Rmax, consider a gradient path of F in a local coordinate neigh-
borhood through x0 = (x
1
0, . . . , x
n
0 ) :{
xi = xi(u), u ∈ (−ε, ε), i = 1, . . . , n
xi0 = x
i(0),
and
dxi
du
= gij∇jF, u ∈ (−ε, ε).
Now |∇F |2 = C0 −R ≥ C0 −Rmax > 0 everywhere, while |∇F |2 is smallest
at x = x0 since R is largest there. But we compute
d
du
|∇F |2 = 2gjl
(
d
du
∇jF
)
∇lF
= 2gikgjl∇i∇jF · ∇kF∇lF
= 2gikgjlRij∇kF∇lF
> 0
since Rij > 0 and |∇F |2 > 0. Then |∇F |2 is not smallest at x0, and we
have a contradiction. 
We remark that when we are considering a complete expanding gradient
Ricci soliton on M with positive Ricci curvature and
Rij + ρgij = ∇i∇jF
for some constant ρ > 0 and some function F , the above argument gives
|∇F |2 +R− 2ρF = C
for some positive constant C. Moreover the function F is an exhausting and
convex function. In particular, such an expanding gradient Ricci soliton is
diffeomorphic to the Euclidean space Rn.
Let us introduce a geometric invariant as follows. Let O be a fixed point
in a Riemannian manifold M , s the distance to the fixed point O, and R
the scalar curvature. We define the asymptotic scalar curvature ratio
A = lim sup
s→+∞
Rs2.
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Clearly the definition is independent of the choice of the fixed point O and
invariant under dilation. This concept is particular useful on manifolds with
positive sectional curvature. The first type of gap theorem was obtained by
Mok-Siu-Yau [96] in understanding the hypothesis of the paper of Siu-Yau
[124]. Yau (see [51]) suggested that this should be a general phenome-
non. This was later conformed by Greene-Wu [51, 52], Eschenberg-Shrader-
Strake [47] and Drees [46] where they show that any complete noncompact
n-dimensional (except n = 4 or 8) Riemannian manifold of positive sectional
curvature must have A > 0. Similar results on complete noncompact Ka¨hler
manifolds of positive holomorphic bisectional curvature were obtained by
Chen-Zhu [32] and Ni-Tam [104].
Theorem 4.4.2 (Hamilton [65]). For a complete noncompact steady
gradient Ricci soliton with bounded curvature and positive sectional curva-
ture of dimension n ≥ 3 where the scalar curvature assume its maximum at
a point O ∈M , the asymptotic scalar curvature ratio is infinite, i.e.,
A = lim sup
s→+∞
Rs2 = +∞
where s is the distance to the point O.
Proof. The solution to the Ricci flow corresponding to the soliton exists
for −∞ < t < +∞ and is obtained by flowing along the gradient of a
potential function F of the soliton. We argue by contradiction. Suppose
Rs2 ≤ C. We will show that the limit
g¯ij(x) = lim
t→−∞ gij(x, t)
exists for x 6= O on the manifoldM and is a complete flat metric onM \{O}.
Since the sectional curvature of M is positive everywhere, it follows from
Cheeger-Gromoll [24] that M is diffeomorphic to Rn. Thus M \ {O} is
diffeomorphic to Sn−1×R. But for n ≥ 3 there is no flat metric on Sn−1×R,
and this will finish the proof.
To see the limit metric exists, we note that R → 0 as s → +∞, so
|∇F |2 → Rmax as s → +∞ by (4.4.1). The function F itself can be taken
to evolve with time, using the definition
∂F
∂t
= ∇iF · ∂x
i
∂t
= −|∇F |2 = ∆F −Rmax
which pulls F back by the flow along the gradient of F . Then we continue
to have ∇i∇jF = Rij for all time, and |∇F |2 → Rmax as s→ +∞ for each
time.
When we go backward in time, this is equivalent to flowing outwards
along the gradient of F , and our speed approaches
√
Rmax. So, starting
outside of any neighborhood of O we have
s
|t| =
dt(·, O)
|t| →
√
Rmax, as t→ −∞
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and
(4.4.2) R(·, t) ≤ C
Rmax · |t|2 , as |t| large enough.
Hence for |t| sufficiently large,
0 ≥ −2Rij
=
∂
∂t
gij
≥ −2Rgij
≥ − 2C
Rmax · |t|2 gij
which implies that for any tangent vector V ,
0 ≤ d
d|t|(log(gij(t)V
iV j)) ≤ 2C
Rmax · |t|2 .
These two inequalities show that gij(t)V
iV j has a limit g¯ijV
iV j as t→ −∞.
Since the metrics are all essentially the same, it always takes an infinite
length to get out to the infinity. This shows the limit g¯ij is complete at the
infinity. One the other hand, any point P other than O will eventually be
arbitrarily far from O, so the limit metric g¯ij is also complete away from O
in M \ {O}. Using Shi’s derivative estimates in Chapter 1, it follows that
gij(·, t) converges in the C∞loc topology to a complete smooth limit metric g¯ij
as t→ −∞, and the limit metric is flat by (4.4.2). 
The above argument actually shows that
(4.4.3) lim sup
s→+∞
Rs1+ε = +∞
for arbitrarily small ε > 0 and for any complete gradient Ricci soliton with
bounded and positive sectional curvature of dimension n ≥ 3 where the
scalar curvature assumes its maximum at a fixed point O.
Finally we conclude this section with the important result of Hamilton
on the uniqueness of complete Ricci soliton on two-dimensional Riemannian
manifolds.
Theorem 4.4.3 (cf. Theorem 10.1 of Hamilton [62]). The only complete
steady Ricci soliton on a two-dimensional manifold with bounded curvature
which assumes its maximum 1 at an origin is the “cigar” soliton on the
plane R2 with the metric
ds2 =
dx2 + dy2
1 + x2 + y2
.
Proof. Recall that the scalar curvature evolves by
∂R
∂t
= ∆R+R2
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on a two-dimensional manifold M . Denote by Rmin(t) = inf{R(x, t) | x ∈
M}. We see from the maximum principle (see for example Chapter 2) that
Rmin(t) is strictly increasing whenever Rmin(t) 6= 0, for −∞ < t < +∞.
This shows that the curvature of a steady Ricci soliton on a two-dimensional
manifold M must be nonnegative and Rmin(t) = 0 for all t ∈ (−∞,+∞).
Further by the strong maximum principle we see that the curvature is actu-
ally positive everywhere. In particular, the manifold must be noncompact.
So the manifold M is diffiomorphic to R2 and the Ricci soliton must be a
gradient soliton. Let F be a potential function of the gradient Ricci soliton.
Then, by definition, we have
∇iVj +∇jVi = Rgij
with Vi = ∇iF . This says that the vector field V must be conformal. In
complex coordinate a conformal vector field is holomorphic. Hence V is
locally given by V (z) ∂∂z for a holomorphic function V (z). At a zero of V
there will be a power series expansion
V (z) = azp + · · · , (a 6= 0)
and if p > 1 the vector field will have closed orbits in any neighborhood
of the zero. Now the vector field is gradient and a gradient flow cannot
have a closed orbit. Hence V (z) has only simple zeros. By Lemma 4.4.1, we
know that F is strictly convex with the only critical point being the minima,
chosen to be the origin of R2. So the holomorphic vector field V must be
V (z)
∂
∂z
= cz
∂
∂z
, for z ∈ C,
for some complex number c.
We now claim that c is real. Let us write the metric as
ds2 = g(x, y)(dx2 + dy2)
with z = x+
√−1y. Then ∇F = cz ∂∂z means that if c = a+
√−1b, then
∂F
∂x
= (ax− by)g, ∂F
∂y
= (bx+ ay)g.
Taking the mixed partial derivatives ∂
2F
∂x∂y and equating them at the origin
x = y = 0 gives b = 0, so c is real.
Let {
x = eu cos v, −∞ < u < +∞,
y = eu sin v, 0 ≤ v ≤ 2π.
Write
ds2 = g(x, y)(dx2 + dy2)
= g(eu cos v, eu sin v)e2u(du2 + dv2)
∆
= g(u, v)(du2 + dv2).
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Then we get the equations
∂F
∂u
= ag,
∂F
∂v
= 0
since the gradient of F is just a ∂∂u for a real constant a. The second equation
shows that F = F (u) is a function of u only, then the first equation shows
that g = g(u) is also a function of u only. Then we can write the metric as
ds2 = g(u)(du2 + dv2)(4.4.4)
= g(u)e−2u(dx2 + dy2).
This implies that e−2ug(u) must be a smooth function of x2 + y2 = e2u. So
as u→ −∞,
(4.4.5) g(u) = b1e
2u + b2(e
2u)2 + · · · ,
with b1 > 0.
The curvature of the metric is given by
R = −1
g
(
g′
g
)′
where (·)′ is the derivative with respect to u. Note that the soliton is by
translation in u with velocity c. Hence g = g(u + ct) satisfies
∂g
∂t
= −Rg
which becomes
cg′ =
(
g′
g
)′
.
Thus by (4.4.5),
g′
g
= cg + 2
and then by integrating
e2u
(
1
g
)
= − c
2
e2u + b1
i.e.,
g(u) =
e2u
b1 − c2e2u
.
In particular, we have c < 0 since the Ricci soliton is not flat. Therefore
ds2 = g(u)e−2u(dx2 + dy2) =
dx2 + dy2
α1 + α2(x2 + y2)
for some constants α1, α2 > 0. By the normalization condition that the
curvature attains its maximum 1 at the origin, we conclude that
ds2 =
dx2 + dy2
1 + (x2 + y2)
.

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Chapter 5. Long Time Behaviors
Let M be a complete manifold of dimension n. Consider a solution of
the Ricci flow gij(x, t) on M and on a maximal time interval [0, T ). When
M is compact, we usually consider the normalized Ricci flow
∂gij
∂t
=
2
n
rgij − 2Rij ,
where r =
∫
M RdV/
∫
M dV is the average scalar curvature. The factor r
serves to normalize the Ricci flow so that the volume is constant. To see
this we observe that dV =
√
det gij dx and then
∂
∂t
log
√
det gij =
1
2
gij
∂
∂t
gij = r −R,
d
dt
∫
M
dV =
∫
M
(r −R)dV = 0.
As observed by Hamilton [60], the Ricci flow and the normalized Ricci flow
differ only by a change of scale in space and a change of parametrization
in time. Indeed, we first assume that gij(t) evolves by the (unnormalized)
Ricci flow and choose the normalization factor ψ = ψ(t) so that g˜ij = ψgij ,
and
∫
M dµ˜ = 1. Next we choose a new time scale t˜ =
∫
ψ(t)dt. Then for the
normalized metric g˜ij we have
R˜ij = Rij , R˜ =
1
ψ
R, r˜ =
1
ψ
r.
Because
∫
M dV˜ = 1, we see that
∫
M dV = ψ
−n
2 . Then
d
dt
logψ =
(
− 2
n
)
d
dt
log
∫
M
dV
=
(
− 2
n
) ∫
M
∂
∂t
√
det gij dx∫
M dV
=
2
n
r,
since ∂∂tgij = −2Rij for the Ricci flow. Hence it follows that
∂
∂t˜
g˜ij =
∂
∂t
gij +
(
d
dt
logψ
)
gij
=
2
n
r˜g˜ij − 2R˜ij .
Thus studying the behavior of the Ricci flow near the maximal time is equiv-
alent to studying the long-time behavior of the normalized Ricci flow.
In this chapter we will discuss long-time behavior of the normalized Ricci
flow for the following special cases: (1) compact two-manifolds (cf. Hamilton
[62] and Chow [37]); (2) compact three-manifolds with nonnegative Ricci
curvature (cf. Hamilton [60]); (3) compact four-manifolds with nonnegative
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curvature operator (cf. Hamilton [61]); and (4) compact three-manifolds
with uniformly bounded normalized curvature (cf. Hamilton [67]).
5.1. The Ricci Flow on Two-manifolds
LetM be a compact surface, we will discuss in this section the evolution
of a Riemannian metric gij under the normalized Ricci flow. Most of the
presentation in this section follows Hamilton [62], as well as Chow [37]. We
also refer the reader to chapter 5 of Chow-Knopf’s book [41] for an excellent
description of the subject.
On a surface, the Ricci curvature is given by
Rij =
1
2
Rgij
so the normalized Ricci flow equation becomes
(5.1.1)
∂
∂t
gij = (r −R)gij .
Recall the Gauss-Bonnet formula says∫
M
RdV = 4πχ(M),
where χ(M) is the Euler characteristic number of M . Thus the average
scalar curvature r = 4πχ(M)/
∫
M dV is constant in time.
To obtain the evolution equation of the normalized curvature, we recall a
simple principle in [60] for converting from the unnormalized to the normal-
ized evolution equation on an n-dimensional manifold. Let P and Q be two
expressions formed from the metric and curvature tensors, and let P˜ and Q˜
be the corresponding expressions for the normalized Ricci flow. Since they
differ by dilations, they differ by a power of the normalized factor ψ = ψ(t).
We say P has degree k if P˜ = ψkP . Thus gij has degree 1, Rij has degree
0, R has degree −1.
Lemma 5.1.1 (Hamilton [60]). Suppose P satisfies
∂P
∂t
= ∆P +Q
for the unnormalized Ricci flow, and P has degree k. Then Q has degree
k − 1, and for the normalized Ricci flow,
∂P˜
∂t˜
= ∆˜P˜ + Q˜+
2
n
kr˜P˜ .
Proof. We first see Q has degree k − 1 since ∂t˜/∂t = ψ and ∆ = ψ∆˜.
Then
ψ
∂
∂t˜
(ψ−kP˜ ) = ψ∆˜(ψ−kP˜ ) + ψ−k+1Q˜
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which implies
∂P˜
∂t˜
= ∆˜P˜ + Q˜+
k
ψ
∂ψ
∂t˜
P˜
= ∆˜P˜ + Q˜+
2
n
kr˜P˜
since ∂
∂t˜
logψ = ( ∂∂t logψ)ψ
−1 = 2n r˜. 
We now come back to the normalized Ricci flow (5.1.1) on a compact
surface. By applying the above lemma to the evolution equation of unnor-
malized scalar curvature, we have
(5.1.2)
∂R
∂t
= ∆R+R2 − rR
for the normalized scalar curvature R. As a direct consequence, by using
the maximum principle, both nonnegative scalar curvature and nonpositive
scalar curvature are preserved for the normalized Ricci flow on surfaces.
Let us introduce a potential function ϕ as in the Ka¨hler-Ricci flow (see
for example [12]). Since R − r has mean value zero on a compact surface,
there exists a unique function ϕ, with mean value zero, such that
(5.1.3) ∆ϕ = R− r.
Differentiating (5.1.3) in time, we have
∂
∂t
R =
∂
∂t
(∆ϕ)
= (R− r)∆ϕ+ gij ∂
∂t
(
∂2ϕ
∂xi∂xj
− Γkij
∂ϕ
∂xk
)
= (R− r)∆ϕ+∆
(
∂ϕ
∂t
)
.
Combining with the equation (5.1.2), we get
∆
(
∂ϕ
∂t
)
= ∆(∆ϕ) + r∆ϕ
which implies that
(5.1.4)
∂ϕ
∂t
= ∆ϕ+ rϕ− b(t)
for some function b(t) of time only. Since
∫
M ϕdV = 0 for all t, we have
0 =
d
dt
∫
M
ϕdµ =
∫
M
(∆ϕ+ rϕ− b(t))dµ +
∫
M
ϕ(r −R)dµ
= −b(t)
∫
M
dµ+
∫
M
|∇ϕ|2dµ.
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Thus the function b(t) is given by
b(t) =
∫
M |∇ϕ|2dµ∫
M dµ
.
Define a function h by
h = ∆ϕ+ |∇ϕ|2 = (R− r) + |∇ϕ|2,
and set
Mij = ∇i∇j ϕ− 1
2
∆ ϕgij
to be the traceless part of ∇i∇j ϕ.
Lemma 5.1.2 (Hamilton [62]). The function h satisfies the evolution
equation
(5.1.5)
∂h
∂t
= ∆h− 2|Mij |2 + rh.
Proof. Under the normalized Ricci flow,
∂
∂t
|∇ϕ|2 =
(
∂
∂t
gij
)
∇iϕ∇jϕ+ 2gij
(
∂
∂t
∇iϕ
)
(∇jϕ)
= (R− r)|∇ϕ|2 + 2gij∇i(∆ϕ+ rϕ− b(t))∇jϕ
= (R+ r)|∇ϕ|2 + 2gij(∆∇iϕ−Rik∇kϕ)∇jϕ
= (R+ r)|∇ϕ|2 +∆|∇ϕ|2 − 2|∇2ϕ|2 − 2gijRik∇kϕ∇jϕ
= ∆|∇ϕ|2 − 2|∇2ϕ|2 + r|∇ϕ|2,
where Rik =
1
2Rgik on a surface.
On the other hand we may rewrite the evolution equation (5.1.2) as
∂
∂t
(R− r) = ∆(R− r) + (∆ϕ)2 + r(R− r).
Then the combination of above two equations yields
∂
∂t
h = ∆h− 2(|∇2ϕ|2 − 1
2
(∆ϕ)2) + rh
= ∆h− 2|Mij |2 + rh
as desired. 
As a direct consequence of the evolution equation (5.1.5) and the maxi-
mum principle, we have
(5.1.6) R ≤ C1ert + r
for some positive constant C1 depending only on the initial metric.
On the other hand, it follows from (5.1.2) that Rmin(t) = minx∈M R(x, t)
satisfies
d
dt
Rmin ≥ Rmin(Rmin − r) ≥ 0
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whenever Rmin ≤ 0. This says that
(5.1.7) Rmin(t) ≥ −C2, for all t > 0
for some positive constant C2 depending only on the initial metric.
Thus the combination of (5.1.6) and (5.1.7) implies the following long
time existence result.
Proposition 5.1.3 (Hamilton [62]). For any initial metric on a com-
pact surface, the normalized Ricci flow (5.1.1) has a solution for all time.
To investigate the long-time behavior of the solution, let us now divide
the discussion into three cases: χ(M) < 0; χ(M) = 0; and χ(M) > 0.
Case (1): χ(M) < 0 (i.e., r < 0).
From the evolution equation (5.1.2), we have
d
dt
Rmin ≥ Rmin(Rmin − r)
≥ r(Rmin − r), on M × [0,+∞)
which implies that
R− r ≥ −C˜1ert, on M × [0,+∞)
for some positive constant C˜1 depending only on the initial metric. Thus by
combining with (5.1.6) we have
(5.1.8) − C˜1ert ≤ R− r ≤ C1ert, on M × [0,+∞).
Theorem 5.1.4 (Hamilton [62]). On a compact surface with χ(M) < 0,
for any initial metric the solution of the normalized Ricci flow (5.1.1) exists
for all time and converges in the C∞ topology to a metric with negative
constant curvature.
Proof. The estimate (5.1.8) shows that the scalar curvature R(x, t)
converges exponentially to the negative constant r as t→ +∞.
Fix a tangent vector v ∈ TxM at a point x ∈ M and let |v|2t =
gij(x, t)v
ivj . Then we have
d
dt
|v|2t =
(
∂
∂t
gij(x, t)
)
vivj
= (r −R)|v|2t
which implies ∣∣∣∣ ddt log |v|2t
∣∣∣∣ ≤ Cert, for all t > 0
for some positive constant C depending only on the initial metric (by using
(5.1.8)). Thus |v|2t converges uniformly to a continuous function |v|2∞ as
t → +∞ and |v|2∞ 6= 0 if v 6= 0. Since the parallelogram law continues
to hold to the limit, the limiting norm |v|2∞ comes from an inner product
gij(∞). This says, the metrics gij(t) are all equivalent and as t→ +∞, the
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metric gij(t) converges uniformly to a positive-definite metric tensor gij(∞)
which is continuous and equivalent to the initial metric.
By the virtue of Shi’s derivative estimates of the unnormalized Ricci flow
in Section 1.4, we see that all derivatives and higher order derivatives of the
curvature of the solution gij of the normalized flow are uniformly bounded
on M × [0,+∞). This shows that the limiting metric gij(∞) is a smooth
metric with negative constant curvature and the solution gij(t) converges to
the limiting metric gij(∞) in the C∞ topology as t→ +∞. 
Case (2): χ(M) = 0, i.e., r = 0.
The following argument of dealing with the case χ(M) = 0 is adapted
from Chow-Knopf’s book (cf. section 5.6 of [41]). From (5.1.6) and (5.1.7)
we know that the curvature remains bounded above and below. To get
the convergence, we consider the potential function ϕ of (5.1.3) again. The
evolution of ϕ is given by (5.1.4). We renormalize the function ϕ by
ϕ˜(x, t) = ϕ(x, t) +
∫
b(t)dt, on M × [0,+∞).
Then, since r = 0, ϕ˜ evolves by
(5.1.9)
∂ϕ˜
∂t
= ∆ϕ˜, onM × [0,+∞).
From the proof of Lemma 5.1.2, we get
(5.1.10)
∂
∂t
|∇ϕ˜|2 = ∆|∇ϕ˜|2 − 2|∇2ϕ˜|2.
Clearly, we have
(5.1.11)
∂
∂t
ϕ˜2 = ∆ϕ˜2 − 2|∇ϕ˜|2.
Thus it follows that
∂
∂t
(t|∇ϕ˜|2 + ϕ˜2) ≤ ∆(t|∇ϕ˜|2 + ϕ˜2).
Hence by applying the maximum principle, there exists a positive constant
C3 depending only on the initial metric such that
(5.1.12) |∇ϕ˜|2(x, t) ≤ C3
1 + t
, onM × [0,+∞).
In the following we will use this decay estimate to obtain a decay estimate
for the scalar curvature.
By the evolution equations (5.1.2) and (5.1.10), we have
∂
∂t
(R+ 2|∇ϕ˜|2) = ∆(R+ 2|∇ϕ˜|2) +R2 − 4|∇2ϕ˜|2
≤ ∆(R+ 2|∇ϕ˜|2)−R2
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since R2 = (∆ϕ˜)2 ≤ 2|∇2ϕ˜|2. Thus by using (5.1.12), we have
∂
∂t
[t(R+ 2|∇ϕ˜|2)]
≤ ∆[t(R+ 2|∇ϕ˜|2)]− tR2 +R+ 2|∇ϕ˜|2
≤ ∆[t(R+ 2|∇ϕ˜|2)]− t(R+ 2|∇ϕ˜|2)2 + (1 + 4t|∇ϕ˜|2)(R + 2|∇ϕ˜|2)
≤ ∆[t(R+ 2|∇ϕ˜|2)]− [t(R+ 2|∇ϕ˜|2)− (1 + 4C3)](R + 2|∇ϕ˜|2)
≤ ∆[t(R+ 2|∇ϕ˜|2)]
wherever t(R+2|∇ϕ˜|2) ≥ (1+4C3). Hence by the maximum principle, there
holds
(5.1.13) R+ 2|∇ϕ˜|2 ≤ C4
1 + t
, onM × [0,+∞)
for some positive constant C4 depending only on the initial metric.
On the other hand, the scalar curvature satisfies
∂R
∂t
= ∆R+R2, on M × [0,+∞).
It is not hard to see that
(5.1.14) R ≥ Rmin(0)
1−Rmin(0)t , on M × [0,+∞),
by using the maximum principle. So we obtain the decay estimate for the
scalar curvature
(5.1.15) |R(x, t)| ≤ C5
1 + t
, on M × [0,+∞),
for some positive constant C5 depending only on the initial metric.
Theorem 5.1.5 (Hamilton [62]). On a compact surface with χ(M) = 0,
for any initial metric the solution of the normalized Ricci flow (5.1.1) exists
for all time and converges in C∞ topology to a flat metric.
Proof. Since ∂ϕ˜∂t = ∆ϕ˜, it follows from the maximum principle that
|ϕ˜(x, t)| ≤ C6, on M × [0,+∞)
for some positive constant C6 depending only on the initial metric. Recall
that ∆ϕ˜ = R. We thus obtain for any tangent vector v ∈ TxM at a point
x ∈M ,
d
dt
|v|2t =
(
∂
∂t
gij(x, t)
)
vivj
= −R(x, t)|v|2t
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and then ∣∣∣∣log |v|2t|v|20
∣∣∣∣ = ∣∣∣∣∫ t
0
d
dt
log
∣∣∣∣ vt|2dt|
=
∣∣∣∣∫ t
0
R(x, t)dt
∣∣∣∣
= |ϕ˜(x, t)− ϕ˜(x, 0)|
≤ 2C6,
for all x ∈ M and t ∈ [0,+∞). This shows that the solution gij(t) of the
normalized Ricci flow are all equivalent. This gives us control of the diameter
and injectivity radius.
As before, by Shi’s derivative estimates of the unnormalized Ricci flow,
all derivatives and higher order derivatives of the curvature of the solution gij
of the normalized Ricci flow (5.1.1) are uniformly bounded on M × [0,+∞).
By the virtue of Hamilton’s compactness theorem (Theorem 4.1.5) we see
that the solution gij(t) subsequentially converges in C
∞ topology. The decay
estimate (5.1.15) implies that each limit must be a flat metric onM . Clearly,
we will finish the proof if we can show that limit is unique.
Note that the solution gij(t) is changing conformally under the Ricci
flow (5.1.1) on surfaces. Thus each limit must be conformal to the initial
metric, denoted by g¯ij . Let us denote gij(∞) = eug¯ij to be a limiting metric.
Since gij(∞) is flat, it is easy to compute
0 = e−u(R¯− ∆¯u), on M,
where R¯ is the curvature of g¯ij and ∆¯ is the Laplacian in the metric g¯ij .
The solution of Poission equation
∆¯u = R¯, on M
is unique up to constant. Moreover the constant must be also uniquely
determined since the area of the solution of the normalized Ricci flow (5.1.1)
is constant in time. So the limit is unique and we complete the proof of
Theorem 5.1.5. 
Case (3): χ(M) > 0, i.e., r > 0.
This is the most difficult case. The first proof is due to Ben Chow[37],
based on the important work of Hamilton [62]. By now there exist several
proofs (cf. Bartz-Struwe-Ye [6] and Struwe [125], etc). But, in contrast
to the previous two cases, none of the proofs depends only on maximum
principle type argument. In fact, all the proofs rely on some kind of combi-
nation of the maximum principle argument and certain integral estimate of
the curvature.
In the pioneer work [62], Hamilton considered the important special
case when the initial metric is of positive scalar curvature. He introduced
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an integral quantity
E =
∫
M
R logR dV,
which he called entropy, for the (normalized) Ricci flow on a surface M
with positive curvature, and showed that the entropy is monotone decreasing
under the flow. By combining this entropy estimate with the Harnack in-
equality for the curvature (Corollary 2.5.3), Hamilton obtained the uniform
bound on the curvature of the normalized Ricci flow on M with positive
curvature. Furthermore, he showed that the evolving metric converges to
a shrinking Ricci soliton on M and that the shrinking Ricci soliton must
be a round metric on the 2-sphere S2. Subsequently, Chow [37] extended
Hamilton’s work to the general case when the curvature may change signs.
More precisely, he proved that given any initial metric on a compact sur-
face M with χ(M) > 0, the evolving metric under the (normalized) Ricci
flow will have positive curvature after a finite time. Hence, when combined
with Hamilton’s result, B. Chow’s result implies that the solution under the
normalized flow on M converges to the round metric on S2.
In the following we will basically follow the arguments of Hamilton [62]
and Chow [37], except when we prove the uniform bound of the evolving
scalar curvature we will present a new argument using the Harnack inequal-
ity of Chow [37] and Perelman’s no local collapsing theorem I′ (as was done
in the joint work of Bing-Long Chen and the authors [16] where they con-
sidered the Ka¨hler-Ricci flow of nonnegative holomorphic bisectional curva-
ture).
Given any initial metric on M with χ(M) > 0, we consider the solution
gij(t) of the normalized Ricci flow (5.1.1). Recall that the (scalar) curvature
R satisfies the evolution equation
∂
∂t
R = ∆R+R2 − rR.
The corresponding ODE is
(5.1.16)
ds
dt
= s2 − rs.
Let us choose c > 1 and close to 1 so that r/(1 − c) < minx∈M R(x, 0).
It is clear that the function s(t) = r/(1− cert) < 0 is a solution of the ODE
(5.1.16) with s(0) < min
x∈M
R(x, 0). Then the difference of R and s evolves by
(5.1.17)
∂
∂t
(R− s) = ∆(R− s) + (R− r + s)(R− s).
Since minx∈M R(x, 0)−s(0) > 0, the maximum principle implies that R−s >
0 for all times.
First, we need the Harnack inequality obtained by B. Chow [37], which is
an extension of Theorem 2.5.2, for the normalized Ricci flow whose curvature
may change signs.
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Consider the quantity
L = log(R− s).
It is easy to compute
∂L
∂t
= ∆L+ |∇L|2 +R− r + s.
Set
Q =
∂L
∂t
− |∇L|2 − s = ∆L+R− r.
By a direct computation and using the estimate (5.1.8), we have
∂
∂t
Q = ∆
(
∂L
∂t
)
+ (R− r)∆L+ ∂R
∂t
= ∆Q+ 2|∇2L|2 + 2〈∇L,∇(∆L)〉 +R|∇L|2
+ (R− r)∆L+∆R+R(R− r)
= ∆Q+ 2|∇2L|2 + 2〈∇L,∇Q〉+ 2(R − r)∆L+ (R− r)2
+ (r − s)∆L+ s|∇L|2 + r(R− r)
= ∆Q+ 2〈∇L,∇Q〉+ 2|∇2L|2 + 2(R − r)∆L+ (R− r)2
+ (r − s)Q+ s|∇L|2 + s(R− r)
≥ ∆Q+ 2〈∇L,∇Q〉+Q2 + (r − s)Q+ s|∇L|2 − C.
Here and below C is denoted by various positive constants depending only
on the initial metric.
In order to control the bad term s|∇L|2, we consider
∂
∂t
(sL) = ∆(sL) + s|∇L|2 + s(R− r + s) + s(s− r)L
≥ ∆(sL) + 2〈∇L,∇(sL)〉 − s|∇L|2 − C
by using the estimate (5.1.8) again. Thus
∂
∂t
(Q+ sL) ≥ ∆(Q+ sL) + 2〈∇L,∇(Q+ sL)〉+Q2 + (r − s)Q− C
≥ ∆(Q+ sL) + 2〈∇L,∇(Q+ sL)〉+ 1
2
[(Q+ sL)2 − C2],
since sL is bounded by (5.1.8). This, by the maximum principle, implies
that
Q ≥ −C, for all t ∈ [0,+∞).
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Then for any two points x1, x2 ∈M and two times t2 > t1 ≥ 0, and a path
γ : [t1, t2]→M connecting x1 to x2, we have
L(x2, t2)− L(x1, t1) =
∫ t2
t1
d
dt
L(γ(t), t)dt
=
∫ t2
t1
(
∂L
∂t
+ 〈∇L, γ˙〉
)
dt
≥ −1
4
∆− C(t2 − t1)
where
∆ = ∆(x1, t1;x2, t2)
= inf
{∫ t2
t1
|γ˙(t)|2gij(t)dt | γ : [t1, t2]→M with γ(t1) = x1, γ(t2) = x2
}
.
Thus we have proved the following Harnack inequality of B. Chow.
Lemma 5.1.6 (Chow [37]). There exists a positive constant C depend-
ing only on the initial metric such that for any x1, x2 ∈M and t2 > t1 ≥ 0,
R(x1, t1)− s(t1) ≤ e
∆
4
+C(t2−t1)(R(x2, t2)− s(t2))
where
∆ = inf
{∫ t2
t1
|γ˙(t)|2t dt | γ : [t1, t2]→M with γ(t1) = x1, γ(t2) = x2
}
.
We now state and prove the following uniform bound estimate for the
curvature, a consequence of the results of Hamilton [62] and Chow [37]. We
remark the special case when the scalar curvature R > 0 is first proved by
Hamilton [62]. As we mentioned before, the proof here is adapted from [16].
Proposition 5.1.7 (cf. Lemma 5.74 and Lemma 5.76 of [41]). Let
(M,gij(t)) be a solution of the normalized Ricci flow on a compact surface
with χ(M) > 0. Then there exist a time t0 > 0 and a positive constant C
such that the estimate
C−1 ≤ R(x, t) ≤ C
holds for all x ∈M and t ∈ [t0,+∞).
Proof. Recall that
R(x, t) ≥ s(t) = r
1− cert , onM × [0,+∞).
For any ε ∈ (0, r), there exists a large enough t0 > 0 such that
(5.1.18) R(x, t) ≥ −ε2, onM × [t0,+∞).
Let t be any fixed time with t ≥ t0 + 1. Obviously there is some point
x0 ∈M such that R(x0, t+ 1) = r.
Consider the geodesic ball Bt(x0, 1), centered at x0 and radius 1 with
respect to the metric at the fixed time t. For any point x ∈ Bt(x0, 1), we
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choose a geodesic γ: [t, t+1]→M connecting x and x0 with respect to the
metric at the fixed time t. Since
∂
∂t
gij = (r −R)gij ≤ 2rgij on M × [t0,+∞),
we have ∫ t+1
t
|γ˙(τ)|2τdτ ≤ e2r
∫ t+1
t
|γ˙(τ)|2t dτ ≤ e2r.
Then by Lemma 5.1.6, we have
R(x, t) ≤ s(t) + exp
{
1
4
e2r + C
}
· (R(x0, t+ 1)− s(t+ 1))(5.1.19)
≤ C1, as x ∈ Bt(x0, 1),
for some positive constant C1 depending only on the initial metric. Note the
the corresponding unnormalized Ricci flow in this case has finite maximal
time since its volume decreases at a fixed rate −4πχ(M) < 0. Hence the
no local collapsing theorem I′ (Theorem 3.3.3) implies that the volume of
Bt(x0, 1) with respect to the metric at the fixed time t is bounded from
below by
(5.1.20) Vol t(Bt(x0, 1)) ≥ C2
for some positive constant C2 depending only on the initial metric.
We now want to bound the diameter of (M,gij(t)) from above. The
following argument is analogous to Yau in [132] where he got a lower bound
for the volume of geodesic balls of a complete Riemannian manifold with
nonnegative Ricci curvature. Without loss of generality, we may assume
that the diameter of (M,gij(t)) is at least 3. Choose a point x1 ∈ M such
that the distance dt(x0, x1) between x1 and x0 with respect to the metric at
the fixed time t is at least a half of the diameter of (M,gij(t)). By (5.1.18),
the standard Laplacian comparison theorem (c.f. [116]) implies
∆ρ2 = 2ρ∆ρ+ 2 ≤ 2(1 + ερ) + 2
in the sense of distribution, where ρ is the distance function from x1 (with
respect to the metric gij(t)). That is, for any ϕ ∈ C∞0 (M), ϕ ≥ 0, we have
(5.1.21) −
∫
M
∇ρ2 · ∇ϕ ≤
∫
M
[2(1 + ερ) + 2]ϕ.
Since C∞0 (M) functions can be approximated by Lipschitz functions in the
above inequality, we can set ϕ(x) = ψ(ρ(x)), x ∈M , where ψ(s) is given by
ψ(s) =

1, 0 ≤ s ≤ dt(x0, x1)− 1,
ψ′(s) = −12 , dt(x0, x1)− 1 ≤ s ≤ dt(x0, x1) + 1,
0, s ≥ dt(x0, x1) + 1.
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Thus, by using (5.1.20), the left hand side of (5.1.21) is
−
∫
M
∇ρ2 · ∇ϕ
=
∫
Bt(x1,dt(x0,x1)+1)\Bt(x1,dt(x0,x1)−1)
ρ
≥ (dt(x0, x1)− 1)Vol t(Bt(x1, dt(x0, x1) + 1) \Bt(x1, dt(x0, x1)− 1))
≥ (dt(x0, x1)− 1)Vol t(Bt(x0, 1))
≥ (dt(x0, x1)− 1)C2,
and the right hand side of (5.1.21) is∫
M
[2(1 + ερ) + 2]ϕ ≤
∫
Bt(x1,dt(x0,x1)+1)
[2(1 + ερ) + 2]
≤ [2(1 + εdt(x0, x1)) + 4]Vol t(Bt(x1, dt(x0, x1) + 1))
≤ [2(1 + εdt(x0, x1)) + 4]A
where A is the area of M with respect to the initial metric. Here we have
used the fact that the area of solution of the normalized Ricci flow is constant
in time. Hence
C2(dt(x0, x1)− 1) ≤ [2(1 + εdt(x0, x1)) + 4]A,
which implies, by choosing ε > 0 small enough,
dt(x0, x1) ≤ C3
for some positive constant C3 depending only on the initial metric. There-
fore, the diameter of (M,gij(t)) is uniformly bounded above by
(5.1.22) diam (M,gij(t)) ≤ 2C3
for all t ∈ [t0,+∞).
We then argue, as in deriving (5.1.19), by applying Lemma 5.1.6 again
to obtain
R(x, t) ≤ C4, on M × [t0,+∞)
for some positive constant C4 depending only on the initial metric.
It remains to prove a positive lower bound estimate of the curvature.
First, we note that the function s(t) → 0 as t → +∞, and the average
scalar curvature of the solution equals to r, a positive constant. Thus the
Harnack inequality in Lemma 5.1.6 and the diameter estimate (5.1.22) imply
a positive lower bound for the curvature. Therefore we have completed the
proof of Proposition 5.1.7. 
Next we consider long-time convergence of the normalized flow.
Recall that the trace-free part of the Hessian of the potential ϕ of the
curvature is the tensor Mij defined by
Mij = ∇i∇jϕ− 1
2
∆ϕ · gij ,
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where by (5.1.3),
∆ϕ = R− r.
Lemma 5.1.8 (Hamilton [62]). We have
(5.1.23)
∂
∂t
|Mij |2 = ∆|Mij |2 − 2|∇kMij|2 − 2R|Mij |2, on M × [0,+∞).
Proof. This follows from a standard computation (e.g., cf. Editors’
note on p. 217 of [18]).
First we note the time-derivative of the Levi-Civita connection is
∂
∂t
Γkij =
1
2
gkl
(
∇i ∂
∂t
gjl +∇j ∂
∂t
gil −∇l ∂
∂t
gij
)
=
1
2
(
−∇iR · δkj −∇jR · δki +∇kR · gij
)
.
By using this and (5.1.4), we have
∂
∂t
Mij = ∇i∇j
(
∂ϕ
∂t
)
−
(
∂
∂t
Γkij
)
∇kϕ− 1
2
∂
∂t
[(R− r)gij ]
= ∇i∇j∆ϕ+ 1
2
(∇iR · ∇jϕ+∇jR · ∇iϕ− 〈∇R,∇ϕ〉gij)
− 1
2
∆R · gij + rMij.
Since on a surface,
Rijkl =
1
2
R(gilgjk − gikgjl),
we have
∇i∇j∆ϕ
= ∇i∇k∇j∇kϕ−∇i(Rjl∇lϕ)
= ∇k∇i∇j∇kϕ−Rlikj∇l∇kϕ−Ril∇j∇lϕ−Rjl∇i∇lϕ−∇iRjl∇lϕ
= ∆∇i∇jϕ−∇k(Rlikj∇lϕ)−Rlikj∇l∇kϕ
−Ril∇j∇lϕ−Rjl∇i∇lϕ−∇iRjl∇lϕ
= ∆∇i∇jϕ− 1
2
(∇iR · ∇jϕ+∇jR · ∇iϕ− 〈∇R,∇ϕ〉gij)
− 2R
(
∇i∇jϕ− 1
2
∆ϕ · gij
)
.
Combining these identities, we get
∂
∂t
Mij = ∆∇i∇jϕ− 1
2
∆R · gij + (r − 2R)Mij
= ∆
(
∇i∇jϕ− 1
2
(R − r)gij
)
+ (r − 2R)Mij .
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Thus the evolution Mij is given by
(5.1.24)
∂Mij
∂t
= ∆Mij + (r − 2R)Mij .
Now the lemma follows from (5.1.24) and a straightforward computation. 
Proposition 5.1.7 tells us that the curvature R of the solution to the
normalized Ricci flow is uniformly bounded from below by a positive con-
stant for t large. Thus we can apply the maximum principle to the equation
(5.1.23) in Lemma 5.1.8 to obtain the following estimate.
Proposition 5.1.9 (Hamilton [62] and Chow [37]). Let (M,gij(t)) be a
solution of the normalized Ricci flow on a compact surface with χ(M) > 0.
Then there exist positive constants c and C depending only on the initial
metric such that
|Mij |2 ≤ Ce−ct, on M × [0,+∞).
Now we consider a modification of the normalized Ricci flow. Consider
the equation
(5.1.25)
∂
∂t
gij = 2Mij = (r −R)gij + 2∇i∇jϕ.
As we saw in Section 1.3, the solution of this modified flow differs from that
of the normalized Ricci flow only by a one parameter family of diffeomor-
phisms generated by the gradient vector field of the potential function ϕ.
Since the quantity |Mij |2 is invariant under diffeomorphisms, the estimate
|Mij |2 ≤ Ce−ct also holds for the solution of the modified flow (5.1.25). This
exponential decay estimate then implies the solution gij(x, t) of the mod-
ified flow (5.1.25) converges exponentially to a continuous metric gij(∞)
as t → +∞. Furthermore, by the virtue of Hamilton’s compactness theo-
rem (Theorem 4.1.5) we see that the solution gij(x, t) of the modified flow
actually converges exponentially in C∞ topology to gij(∞). Moreover the
limiting metric gij(∞) satisfies
Mij = (r −R)gij + 2∇i∇jϕ = 0, on M.
That is, the limiting metric is a shrinking gradient Ricci soliton on the
surface M .
The next result was first obtained by Hamilton in [62]. The following
simplified proof by using the Kazdan-Warner identity has been widely known
to experts in the field (e.g., cf. Proposition 5.21 of [41]).
Proposition 5.1.10 (Hamilton [62]). On a compact surface there are
no shrinking Ricci solitons other than constant curvature.
Proof. By definition, a shrinking Ricci soliton on a compact surface M
is given by
(5.1.26) ∇iXj +∇jXi = (R − r)gij
HAMILTON-PERELMAN’S PROOF 171
for some vector field X = Xj . By contracting the above equation by Rg
−1,
we have
2R(R − r) = 2R divX,
and hence ∫
M
(R− r)2dV =
∫
M
R(R− r)dV =
∫
M
R divXdV.
Since X is a conformal vector field (by the Ricci soliton equation (5.1.26)),
by integrating by parts and applying the Kazdan-Warner identity [79], we
obtain ∫
M
(R− r)2dV = −
∫
M
〈∇R,X〉dV = 0.
Hence R ≡ r, and the lemma is proved. 
Now back to the solution of the modified flow (5.1.25). We have seen the
curvature converges exponentially to its limiting value in the C∞ topology.
But since there are no nontrivial soliton on M , we must have R converging
exponentially to the constant value r in the C∞ topology. This then implies
that the unmodified flow (5.1.1) will converge to a metric of positive constant
curvature in the C∞ topology.
In conclusion, we have proved the following main theorem of this section.
Theorem 5.1.11 (Hamilton [62] and Chow [37]). On a compact surface
with χ(M) > 0, for any initial metric, the solution of the normalized Ricci
flow (5.1.1) exists for all time, and converges in the C∞ topology to a metric
with positive constant curvature.
5.2. Differentiable Sphere Theorems in 3-D and 4-D
An important problem in Riemannian geometry is to understand the in-
fluence of curvatures, in particular the sign of curvatures, on the topology of
underlying manifolds. Classical results of this type include sphere theorem
and its refinements stated below (e.g., cf. Theorem 6.1, Theorem 7.16, and
Theorem 6.6 of [23]). In this section we shall use the long-time behavior of
the Ricci flow on positively curved manifolds to establish Hamilton’s differ-
entiable sphere theorems in dimensions three and four. Our presentation is
based on Hamilton [60, 61].
Let us first recall some classical sphere theorems. Given a Remannian
manifold M , we denote by KM the sectional curvature of M .
Classical Sphere Theorems (cf. [23]). Let M be a complete, simply
connected n-dimensional manifold.
(i) If 14 < KM ≤ 1, then M is homeomorphic to the n-sphere Sn.
(ii) There exists a positive constant δ ∈ (14 , 1) such that if δ < KM ≤ 1,
then M is diffeomorphic to the n-sphere Sn.
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Result (ii) is called the differentiable sphere theorem. If we relax the
assumptions on the strict lower bound in (i), then we have the following
rigidity result.
Berger’s Rigidity Theorem (cf. [23]). Let M be a complete,
simply connected n-dimensional manifold with 14 ≤ KM ≤ 1. Then either
M is homeomorphic to Sn or M is isometric to a symmetric space.
We remark that it follows from the classification of symmetric spaces
(see for example [70]) that the only simply connected symmetric spaces
with positive curvature are Sn, CP
n
2 , QP
n
4 , and the Cayley plane.
In early and mid 80’s respectively, Hamilton [60, 61] used the Ricci flow
to prove the following differential sphere theorems.
Theorem 5.2.1 (Hamilton [60]). A compact three-manifold with posi-
tive Ricci curvature must be diffeomorphic to the three-sphere S3 or a quo-
tient of it by a finite group of fixed point free isometries in the standard
metric.
Theorem 5.2.2 (Hamilton [61]). A compact four-manifold with pos-
itive curvature operator is diffeomorphic to the four-sphere S4 or the real
projective space RP4.
Note that in above two theorems, we only assume curvatures to be
strictly positive, but not any strong pinching conditions as in the classical
sphere theorems. In fact, one of the important special features discovered by
Hamilton is that if the initial metric has positive curvature, then the metric
will get rounder and rounder as it evolves under the Ricci flow, at least in
dimension three and four, so any small initial pinching will get improved.
Indeed, the pinching estimate is a key step in proving both Theorem 5.2.1
and 5.2.2.
The following results are concerned with compact three-manifolds or
four-manifolds with weakly positive curvatures.
Theorem 5.2.3 (Hamilton [61]).
(i) A compact three-manifold with nonnegative Ricci curvature is dif-
feomorphic to S3, or a quotient of one of the spaces S3 or S2×R1 or
R3 by a group of fixed point free isometries in the standard metrics.
(ii) A compact four-manifold with nonnegative curvature operator is
diffeomorphic to S4 or CP2 or S2 × S2, or a quotient of one of the
spaces S4 or CP2 or S3×R1 or S2×S2 or S2×R2 or R4 by a group
of fixed point free isometries in the standard metrics.
The rest of the section will be devoted to prove Theorems 5.2.1-5.2.3
and the presentation follows Hamilton [60, 61] (also cf. [65]).
Recall that the curvature operator Mαβ evolves by
(5.2.1)
∂
∂t
Mαβ = ∆Mαβ +M
2
αβ +M
#
αβ.
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where (see Section 1.3 and Section 2.4) M2αβ is the operator square
M2αβ =MαγMβγ
and M#αβ is the Lie algebra so(n) square
M#αβ = C
γζ
α C
ηθ
β MγηMζθ.
We begin with the curvature pinching estimates of the Ricci flow in three
dimensions. In dimension n = 3, we know that M#αβ is the adjoint matrix
of Mαβ . If we diagonalize Mαβ with eigenvalues λ ≥ µ ≥ ν so that
(Mαβ) =
 λ µ
ν
 ,
then M2αβ and M
#
αβ are also diagonal, with
(M2αβ) =
 λ2 µ2
ν2
 and (M#αβ) =
 µν λν
λµ
 ,
and the ODE corresponding to PDE (5.2.1) is then given by the system
(5.2.2)

d
dtλ = λ
2 + µν,
d
dtµ = µ
2 + λν,
d
dtν = ν
2 + λµ.
Lemma 5.2.4 (Hamilton [60, 65]). For any ε ∈ [0, 13 ], the pinching
condition
Rij ≥ 0 and Rij ≥ εRgij
is preserved by the Ricci flow.
Proof. If we diagonalize the 3× 3 curvature operator matrix Mαβ with
eigenvalues λ ≥ µ ≥ ν, then nonnegative sectional curvature corresponds
to ν ≥ 0 and nonnegative Ricci curvature corresponds to the inequality
µ+ ν ≥ 0. Also, the scalar curvature R = λ+ µ+ ν. So we need to show
µ+ ν ≥ 0 and µ+ ν ≥ δλ, with δ = 2ε/(1 − 2ε),
are preserved by the Ricci flow. By Hamilton’s advanced maximum principle
(Theorem 2.3.1), it suffices to show that the closed convex set
K = {Mαβ | µ+ ν ≥ 0 and µ+ ν ≥ δλ}
is preserved by the ODE system (5.2.2).
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Now suppose we have diagonalized Mαβ with eigenvalues λ ≥ µ ≥ ν at
t = 0, then both M2αβ and M
#
αβ are diagonal, so the matrix Mαβ remains
diagonal for t > 0. Moreover, since
d
dt
(µ− ν) = (µ− ν)(µ+ ν − λ),
it is clear that µ ≥ ν for t > 0 also. Similarly, we have λ ≥ µ for t > 0.
Hence the inequalities λ ≥ µ ≥ ν persist. This says that the solutions of the
ODE system (5.2.2) agree with the original choice for the eigenvalues of the
curvature operator.
The condition µ+ ν ≥ 0 is clearly preserved by the ODE, because
d
dt
(µ+ ν) = µ2 + ν2 + λ(µ+ ν) ≥ 0.
It remains to check
d
dt
(µ+ ν) ≥ δ d
dt
λ
or
µ2 + λν + ν2 + λµ ≥ δ(λ2 + µν)
on the boundary where
µ+ ν = δλ ≥ 0.
In fact, since
(λ− ν)µ2 + (λ− µ)ν2 ≥ 0,
we have
λ(µ2 + ν2) ≥ (µ+ ν)µν.
Hence
µ2 + µλ+ ν2 + νλ ≥
(
µ+ ν
λ
)
(λ2 + µν)
= δ(λ2 + µν).
So we get the desired pinching estimate. 
Proposition 5.2.5 (cf. Hamilton [61] or [65]). Suppose that the initial
metric of the solution to the Ricci flow on M3 × [0, T ) has positive Ricci
curvature. Then for any ε > 0 we can find Cε < +∞ such that∣∣∣∣Rij − 13Rgij
∣∣∣∣ ≤ εR + Cε
for all subsequent t ∈ [0, T ).
Proof. Again we consider the ODE system (5.2.2). Let Mαβ be diago-
nalized with eigenvalues λ ≥ µ ≥ ν at t = 0. We saw in the proof of Lemma
5.2.4 the inequalities λ ≥ µ ≥ ν persist for t > 0. We only need to show
that there are positive constants δ and C such that the closed convex set
K = { Mαβ | λ− ν ≤ C(λ+ µ+ ν)1−δ}
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is preserved by the ODE.
We compute
d
dt
(λ− ν) = (λ− ν)(λ+ ν − µ)
and
d
dt
(λ+ µ+ ν) = (λ+ µ+ ν)(λ+ ν − µ) + µ2
+ µ(µ+ ν) + λ(µ− ν)
≥ (λ+ µ+ ν)(λ+ ν − µ) + µ2.
Thus, without loss of generality, we may assume λ− ν > 0 and get
d
dt
log(λ− ν) = λ+ ν − µ
and
d
dt
log(λ+ µ+ ν) ≥ λ+ ν − µ+ µ
2
λ+ µ+ ν
.
By Lemma 5.2.4, there exists a positive constant C depending only on the
initial metric such that
λ ≤ λ+ µ ≤ C(µ+ ν) ≤ 2Cµ,
λ+ ν − µ ≤ λ+ µ+ ν ≤ 6Cµ,
and hence with ǫ = 1/36C2,
d
dt
log(λ+ µ+ ν) ≥ (1 + ǫ)(λ+ ν − µ).
Therefore with (1− δ) = 1/(1 + ǫ),
d
dt
log((λ− ν)/(λ+ µ+ ν)1−δ) ≤ 0.
This proves the proposition. 
We now are ready to prove Theorem 5.2.1.
Proof of Theorem 5.2.1. Let M be a compact three-manifold with
positive Ricci curvature and let the metric evolve by the Ricci flow. By
Lemma 5.2.4 we know that there exists a positive constant β > 0 such that
Rij ≥ βRgij
for all t ≥ 0 as long as the solution exists. The scalar curvature evolves by
∂R
∂t
= ∆R+ 2|Rij |2
≥ ∆R+ 2
3
R2,
which implies, by the maximum principle, that the scalar curvature remains
positive and tends to +∞ in finite time.
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We now use a blow up argument as in Section 4.3 to get the following
gradient estimate.
Claim. For any ε > 0, there exists a positive constant Cε < +∞ such
that for any time τ ≥ 0, we have
max
t≤τ
max
x∈M
|∇Rm(x, t)| ≤ εmax
t≤τ
max
x∈M
|Rm(x, t)| 32 + Cε.
We argue by contradiction. Suppose the above gradient estimate fails
for some fixed ε0 > 0. Pick a sequence Cj → +∞, and pick points xj ∈ M
and times τj such that
|∇Rm(xj, τj)| ≥ ε0max
t≤τj
max
x∈M
|Rm(x, t)| 32 + Cj, j = 1, 2, . . . .
Choose xj to be the origin, and pull the metric back to a small ball on the
tangent space TxjM of radius rj proportional to the reciprocal of the square
root of the maximum curvature up to time τj (i.e., maxt≤τj maxx∈M |Rm(x,
t)|). Clearly the maximum curvatures go to infinity by Shi’s derivative esti-
mate of curvature (Theorem 1.4.1). Dilate the metrics so that the maximum
curvature
max
t≤τj
max
x∈M
|Rm(x, t)|
becomes 1 and translate time so that τj becomes the time 0. By Theorem
4.1.5, we can take a (local) limit. The limit metric satisfies
|∇Rm(0, 0)| ≥ ε0 > 0.
However the pinching estimate in Proposition 5.2.5 tells us the limit metric
has
Rij − 1
3
Rgij ≡ 0.
By using the contracted second Bianchi identity
1
2
∇iR = ∇jRij = ∇j
(
Rij − 1
3
Rgij
)
+
1
3
∇iR,
we get
∇iR ≡ 0 and then ∇iRjk ≡ 0.
For a three-manifold, this in turn implies
∇Rm = 0
which is a contradiction. Hence we have proved the gradient estimate
claimed.
We can now show that the solution to the Ricci flow becomes round
as the time t tends to the maximal time T . We have seen that the scalar
curvature goes to infinity in finite time. Pick a sequence of points xj ∈ M
and times τj where the curvature at xj is as large as it has been anywhere
for 0 ≤ t ≤ τj and τj tends to the maximal time. Since |∇Rm| is very small
compared to |Rm(xj , τj)| by the above gradient estimate and |Rij − 13Rgij|
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is also very small compared to |Rm(xj , τj)| by Proposition 5.2.5, the cur-
vature is nearly constant and positive in a large ball around xj at the time
τj. But then the Bonnet-Myers’ theorem tells us this is the whole manifold.
For j large enough, the sectional curvature of the solution at the time τj
is sufficiently pinched. Then it follows from the Klingenberg injectivity ra-
dius estimate (see Section 4.2) that the injectivity radius of the metric at
time τj is bounded from below by c/
√|Rm(xj, τj)| for some positive con-
stant c independent of j. Dilate the metrics so that the maximum curvature
|Rm(xj, τj)| = maxt≤τj maxx∈M |Rm(x, t)| becomes 1 and shift the time τj
to the new time 0. Then we can apply Hamilton’s compactness theorem
(Theorem 4.1.5) to take a limit. By the pinching estimate in Proposition
5.2.5, we know that the limit has positive constant curvature which is either
the round S3 or a metric quotient of the round S3. Consequently, the com-
pact three-manifold M is diffeomorphic to the round S3 or a metric quotient
of the round S3. 
Next we consider the pinching estimates of the Ricci flow on a compact
four-manifoldM with positive curvature operator. The arguments are taken
Hamilton [61].
In dimension 4, we saw in Section 1.3 when we decompose orthogonally
Λ2 = Λ2+ ⊕ Λ2− into the eigenspaces of Hodge star with eigenvalue ±1, we
have a block decomposition of Mαβ as
Mαβ =
(
A B
tB C
)
and then
M#αβ = 2
(
A# B#
tB# C#
)
where A#, B#, C# are the adjoints of 3× 3 submatrices as before.
Thus the ODE
d
dt
Mαβ =M
2
αβ +M
#
αβ
corresponding to the PDE (5.2.1) breaks up into the system of three equa-
tions
(5.2.3)

d
dtA = A
2 +BtB + 2A#,
d
dtB = AB +BC + 2B
#,
d
dtC = C
2 + tBB + 2C#.
As shown in Section 1.3, by the Bianchi identity, we know that trA = trC.
For the symmetric matrices A and C, we can choose an orthonormal basis
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x1, x2, x3 of Λ
2
+ such that
A =

a1 0 0
0 a2 0
0 0 a3
 ,
and an orthonormal basis z1, z2, z3 of Λ
2− such that
C =

c1 0 0
0 c2 0
0 0 c3
 .
For matrix B, we can choose orthonormal basis y+1 , y
+
2 , y
+
3 of Λ
2
+ and y
−
1 , y
−
2 ,
y−3 of Λ
2− such that
B =

b1 0 0
0 b2 0
0 0 b3
 .
with 0 ≤ b1 ≤ b2 ≤ b3. We may also arrange the eigenvalues of A and C
as a1 ≤ a2 ≤ a3 and c1 ≤ c2 ≤ c3. In view of the advanced maximum
principle Theorem 2.3.1, we only need to establish the pinching estimates
for the ODE (5.2.3).
Note that
a1 = inf{A(x, x) | x ∈ Λ2+ and |x| = 1},
a3 = sup{A(x, x) | x ∈ Λ2+ and |x| = 1},
c1 = inf{C(z, z) | z ∈ Λ2− and |z| = 1},
c3 = sup{C(z, z) | z ∈ Λ2− and |z| = 1}.
We can compute their derivatives by Lemma 2.3.3 as follows:
(5.2.4)

d
dta1 ≥ a21 + b21 + 2a2a3,
d
dta3 ≤ a23 + b23 + 2a1a2,
d
dtc1 ≥ c21 + b21 + 2c2c3,
d
dtc3 ≤ c23 + b23 + 2c1c2.
We shall make the pinching estimates by using the functions b2 + b3 and
a− 2b + c, where a = a1 + a2 + a3 = c = c1 + c2 + c3 and b = b1 + b2 + b3.
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Since
b2 + b3 = B(y
+
2 , y
−
2 ) +B(y
+
3 , y
−
3 )
= sup{B(y+, y−) +B(y˜+, y˜−) | y+, y˜+ ∈ Λ2+ with |y+| = |y˜+| = 1,
y+⊥y˜+, and y−, y˜− ∈ Λ2− with |y−| = |y˜−| = 1, y−⊥y˜−},
We compute by Lemma 2.3.3,
d
dt
(b2 + b3) ≤ d
dt
B(y+2 , y
−
2 ) +
d
dt
B(y+3 , y
−
3 )(5.2.5)
= AB(y+2 , y
−
2 ) +BC(y
+
2 , y
−
2 ) + 2B
#(y+2 , y
−
2 )
+AB(y+3 , y
−
3 ) +BC(y
+
3 , y
−
3 ) + 2B
#(y+3 , y
−
3 )
= b2A(y
+
2 , y
+
2 ) + b2C(y
−
2 , y
−
2 ) + 2b1b3
+ b3A(y
+
3 , y
+
3 ) + b3C(y
−
3 , y
−
3 ) + 2b1b2
≤ a2b2 + a3b3 + b2c2 + b3c3 + 2b1b2 + 2b1b3,
where we used the facts that A(y+2 , y
+
2 )+A(y
+
3 , y
+
3 ) ≤ a2+a3 and C(y−2 , y−2 )+
C(y−3 , y
−
3 ) ≤ c2 + c3.
Note also that the function a = trA = c = trC is linear, and the function
b is given by
b = B(y+1 , y
−
1 ) +B(y
+
2 , y
−
2 ) +B(y
+
3 , y
−
3 )
= sup
{
B(Ty+1 , T˜ y
−
1 ) +B(Ty
+
2 , T˜ y
−
2 ) +B(Ty
+
3 , T˜ y
−
3 ) | T, T˜ are
othogonal transformations of Λ2+ and Λ
2
− respectively
}
.
Indeed,
B(Ty+1 , T˜ y
−
1 ) +B(Ty
+
2 , T˜ y
−
2 ) +B(Ty
+
3 , T˜ y
−
3 )
= B(y+1 , T
−1T˜ (y−1 )) +B(y
+
2 , T
−1T˜ (y−2 )) +B(y
+
3 , T
−1T˜ (y−3 ))
= b1t11 + b2t22 + b3t33
where t11, t22, t33 are diagonal elements of the orthogonal matrix T
−1T˜ with
t11, t22, t33 ≤ 1. Thus by using Lemma 2.3.3 again, we compute
d
dt
(a− 2b+ c) ≥ tr
(
d
dt
A− 2 d
dt
B +
d
dt
C
)
= tr ((A−B)2 + (C −B)2 + 2(A# − 2B# + C#))
evaluated in those coordinates where B is diagonal as above. Recalling the
definition of Lie algebra product
P#Q =
1
2
εαβγεζηθPβηQγθ
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with εαβγ being the permutation tensor, we see that the Lie algebra product
# gives a symmetric bilinear operation on matrices, and then
tr (2(A# − 2B# + C#))
= tr ((A− C)# + (A+ 2B + C)#(A− 2B + C))
= −1
2
tr (A−C)2 + 1
2
(tr (A− C))2
+ tr ((A+ 2B + C)#(A− 2B + C))
= −1
2
tr (A−C)2 + tr ((A+ 2B + C)#(A− 2B + C))
by the Bianchi identity. It is easy to check that
tr (A−B)2 + tr (C −B)2 − 1
2
tr (A− C)2 = 1
2
tr (A− 2B + C)2 ≥ 0.
Thus we obtain
d
dt
(a− 2b+ c) ≥ tr ((A+ 2B + C)#(A− 2B + C))
Since Mαβ ≥ 0 and
Mαβ =
 A B
tB C
 ,
we see that A+ 2B + C ≥ 0 and A− 2B + C ≥ 0, by applying Mαβ to the
vectors (x, x) and (x,−x). It is then not hard to see
tr ((A+ 2B + C)#(A− 2B +C)) ≥ (a1 + 2b1 + c1)(a− 2b+ c).
Hence we obtain
(5.2.6)
d
dt
(a− 2b+ c) ≥ (a1 + 2b1 + c1)(a− 2b+ c).
We now state and prove the following pinching estimates of Hamilton
for the associated ODE (5.2.3).
Proposition 5.2.6 (Hamilton [61]). If we choose successively positive
constants G large enough, H large enough, δ small enough, J large enough,
ε small enough, K large enough, θ small enough, and L large enough, with
each depending on those chosen before, then the closed convex subset X of
{Mαβ ≥ 0} defined by the inequalities
(1) (b2 + b3)
2 ≤ Ga1c1,
(2) a3 ≤ Ha1 and c3 ≤ Hc1,
(3) (b2 + b3)
2+δ ≤ Ja1c1(a− 2b+ c)δ,
(4) (b2 + b3)
2+ε ≤ Ka1c1,
(5) a3 ≤ a1 + La1−θ1 and c3 ≤ c1 + Lc1−θ1 ,
is preserved by ODE (5.2.3). Moreover every compact subset of {Mαβ > 0}
lies in some such set X.
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Proof. Clearly the subset X is closed and convex. We first note that
we may assume b2+ b3 > 0 because if b2 + b3 = 0, then from (5.2.5), b2+ b3
will remain zero and then the inequalities (1), (3) and (4) concerning b2+ b3
are automatically satisfied. Likewise we may assume a3 > 0 and c3 > 0 from
(5.2.4).
Let G be a fixed positive constant. To prove the inequality (1) we only
need to check
(5.2.7)
d
dt
log
a1c1
(b2 + b3)2
≥ 0
whenever (b2+ b3)
2 = Ga1c1 and b2+ b3 > 0. Indeed, it follows from (5.2.4)
and (5.2.5) that
d
dt
log a1 ≥ 2b1 + 2a3 + (a1 − b1)
2
a1
+ 2
a3
a1
(a2 − a1),(5.2.8)
d
dt
log c1 ≥ 2b1 + 2c3 + (c1 − b1)
2
c1
+ 2
c3
c1
(c2 − c1),(5.2.9)
and
d
dt
log(b2 + b3) ≤ 2b1 + a3 + c3 − b2
b2 + b3
[(a3 − a2) + (c3 − c2)],(5.2.10)
which immediately give the desired inequality (5.2.7).
By (5.2.4), we have
(5.2.11)
d
dt
log a3 ≤ a3 + 2a1 + b
2
3
a3
− 2a1
a3
(a3 − a2).
From the inequality (1) there holds b23 ≤ Ga1c1. Since trA = trC, c1 ≤
c1 + c2 + c3 = a1 + a2 + a3 ≤ 3a3 which shows
b23
a3
≤ 3Ga1.
Thus by (5.2.8) and (5.2.11),
d
dt
log
a3
a1
≤ (3G + 2)a1 − a3.
So if H ≥ (3G + 2), then the inequalities a3 ≤ Ha1 and likewise c3 ≤ Hc1
are preserved.
For the inequality (3), we compute from (5.2.8)-(5.2.10)
d
dt
log
a1c1
(b2 + b3)2
≥ (a1 − b1)
2
a1
+
(c1 − b1)2
c1
+ 2
a3
a1
(a2 − a1) + 2c3
c1
(c2 − c1)
+
2b2
b2 + b3
[(a3 − a2) + (c3 − c2)].
If b1 ≤ a1/2, then
(a1 − b1)2
a1
≥ a1
4
≥ 1
4H
a3,
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and if b1 ≥ a1/2, then
2b2
b2 + b3
≥ 2b2√
Ga1c1
≥ 2b2√
3Ga1a3
≥ 2b2√
3GH · a1
≥ 1√
3GH
.
Thus by combining with 3a3 ≥ c3, we have
d
dt
log
a1c1
(b2 + b3)2
≥ δ(a3 − a1) + δ(c3 − c1)
provided δ ≤ min( 124H , 1√3GH ). On the other hand, it follows from (5.2.6)
and (5.2.10) that
d
dt
log
b2 + b3
a− 2b+ c ≤ (a3 − a1) + (c3 − c1).
Therefore the inequality (3)
(b2 + b3)
2+δ ≤ Ja1c1(a− 2b+ c)δ
will be preserved by any positive constant J .
To verify the inequality (4), we first note that there is a small η > 0
such that
b ≤ (1− η)a,
on the set defined by the inequality (3). Indeed, if b ≤ a2 , this is trivial and
if b ≥ a2 , then (a
3
)2+δ
≤ (b2 + b3)2+δ ≤ 2δJa2(a− b)δ
which makes b ≤ (1− η)a for some η > 0 small enough. Consequently,
ηa ≤ a− b ≤ 3(a3 − b1)
which implies either
a3 − a1 ≥ 1
6
ηa,
or
a1 − b1 ≥ 1
6
ηa.
Thus as in the proof of the inequality (3), we have
d
dt
log
a1c1
(b2 + b3)2
≥ δ(a3 − a1)
and
d
dt
log
a1c1
(b2 + b3)2
≥ (a1 − b1)
2
a1
,
which in turn implies
d
dt
log
a1c1
(b2 + b3)2
≥
(
max
{
1
6
ηδ,
1
36
η2
})
· a.
On the other hand, it follows from (5.2.10) that
d
dt
log(b2 + b3) ≤ 2b1 + a3 + c3 ≤ 4a
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since Mαβ ≥ 0. Then if ε > 0 is small enough
d
dt
log
a1c1
(b2 + b3)2+ε
≥ 0
and it follows that the inequality (4) is preserved by any positive K.
Finally we consider the inequality (5). From (5.2.8) we have
d
dt
log a1 ≥ a1 + 2a3
and then for θ ∈ (0, 1),
d
dt
log(a1 + La
1−θ
1 ) ≥
a1 + (1− θ)La1−θ1
a1 + La
1−θ
1
(a1 + 2a3).
On the other hand, the inequality (4) tells us
b23 ≤ K˜a1−θ1 a3
for some positive constant K˜ large enough with θ to be fixed small enough.
And then
d
dt
log a3 ≤ a3 + 2a1 + K˜a1−θ1 ,
by combining with (5.2.11). Thus by choosing θ ≤ 16H and L ≥ 2K˜,
d
dt
log
a1 + La
1−θ
1
a3
≥ (a3 − a1)− θ La
1−θ
1
a1 + La
1−θ
1
(a1 + 2a3)− K˜a1−θ1
≥ (a3 − a1)− θ La
1−θ
1
a1 + La
1−θ
1
· 3Ha1 − K˜a1−θ1
≥ (a3 − a1)− (3θHL+ K˜)a1−θ1
= [L− (3θHL+ K˜)]a1−θ1
≥ 0
whenever a1 + La
1−θ
1 = a3. Consequently the set {a1 + La1−θ1 ≥ a3} is
preserved. A similar argument works for the inequality in C. This completes
the proof of Proposition 5.2.6. 
The combination of the advanced maximum principle Theorem 2.3.1 and
the pinching estimates of the ODE (5.2.3) in Proposition 5.2.6 immediately
gives the following pinching estimate for the Ricci flow on a compact four-
manifold.
Corollary 5.2.7 (Hamilton [61]). Suppose that the initial metric of the
solution to the Ricci flow on a compact four-manifold has positive curvature
operator. Then for any ε > 0 we can find positive constant Cε < +∞ such
that
|
◦
Rm| ≤ εR+ Cε
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for all t ≥ 0 as long as the solution exists, where
◦
Rm is the traceless part of
the curvature operator.
Proof of Theorem 5.2.2. Let M be a compact four-manifold with
positive curvature operator and let us evolve the metric by the Ricci flow.
Again the evolution equation of the scalar curvature tells us that the scalar
curvature remains positive and becomes unbounded in finite time. Pick a
sequence of points xj ∈M and times τj where the curvature at xj is as large
as it has been anywhere for 0 ≤ t ≤ τj. Dilate the metrics so that the max-
imum curvature |Rm(xj, τj)| = maxt≤τj maxx∈M |Rm(x, t)| becomes 1 and
shift the time so that the time τj becomes the new time 0. The Klingenberg
injectivity radius estimate in Section 4.2 tells us that the injectivity radii of
the rescaled metrics at the origins xj and at the new time 0 are uniformly
bounded from below. Then we can apply the Hamilton’s compactness theo-
rem (Theorem 4.1.5) to take a limit. By the pinching estimate in Corollary
5.2.7, we know that the limit metric has positive constant curvature which is
either S4 or RP4. Therefore the compact four-manifold M is diffeomorphic
to the sphere S4 or the real projective space RP4. 
Remark 5.2.8. The proofs of Theorem 5.2.1 and Theorem 5.2.2 also
show that the Ricci flow on a compact three-manifold with positive Ricci
curvature or a compact four-manifold with positive curvature operator is
subsequentially converging (up to scalings) in the C∞ topology to the same
underlying compact manifold with a metric of positive constant curvature.
Of course, this subsequential convergence is in the sense of Hamilton’s com-
pactness theorem (Theorem 4.1.5) which is also up to the pullbacks of diffeo-
morphisms. Actually in [60] and [61], Hamilton obtained the convergence in
the stronger sense that the (rescaled) metrics converge (in the C∞ topology)
to a constant (positive) curvature metric.
In the following we use Hamilton’s strong maximum principle (Theorem
2.2.1) to prove Theorem 5.2.3.
Proof of Theorem 5.2.3. In views of Theorem 5.2.1 and Theorem
5.2.2, we may assume the Ricci curvature (in dimension 3) and the curvature
operator (in dimension 4) always have nontrivial kernels somewhere along
the Ricci flow.
(i) In the case of dimension 3, we consider the evolution equation (1.3.5)
of the Ricci curvature
∂Rab
∂t
= △Rab + 2RacbdRcd
HAMILTON-PERELMAN’S PROOF 185
in an orthonormal frame coordinate. At each point, we diagonalize Rab with
eigenvectors e1, e2, e3 and eigenvalues λ1 ≤ λ2 ≤ λ3. Since
R1c1dRcd = R1212R22 +R1313R33
=
1
2
((λ3 − λ2)2 + λ1(λ2 + λ3)),
we know that ifRab ≥ 0, then RacbdRcd ≥ 0. By Hamilton’s strong maximum
principle (Theorem 2.2.1), there exists an interval 0 < t < δ on which the
rank of Rab is constant and the null space of Rab is invariant under parallel
translation and invariant in time and also lies in the null space of RacbdRcd.
If the null space of Rab has rank one, then λ1 = 0 and λ2 = λ3 > 0.
In this case, by De Rham decomposition theorem, the universal cover M˜
of the compact M splits isometrically as R × Σ2 and the curvature of Σ2
has a positive lower bound. Hence Σ2 is diffeomorphic to S2. Assume
M = R × Σ2/Γ, for some isometric subgroup Γ of R × Σ2. Note that Γ
remains to be an isometric subgroup of R×Σ2 during the Ricci flow by the
uniqueness (Theorem 1.2.4). Since the Ricci flow on R×Σ2/Γ converges to
the standard metric by Theorem 5.1.11, Γ must be an isometric subgroup
of R × S2 in the standard metric. If the null space of Rab has rank greater
than one, then Rab = 0 and the manifold is flat. This proves Theorem 5.2.3
part (i).
(ii) In the case of dimension 4, we classify the manifolds according to
the (restricted) holonomy algebra G. Note that the curvature operator has
nontrivial kernel and G is the image of the the curvature operator, we see
that G is a proper subalgebra of so(4). We divide the argument into two
cases.
Case 1. G is reducible.
In this case the universal cover M˜ splits isometrically as M˜1 × M˜2. By
the above results on two and three dimensional Ricci flow, we see that M
is diffeomorphic to a quotient of one of the spaces R4, R × S3, R2 × S2,
S2 × S2 by a group of fixed point free isometries. As before by running the
Ricci flow until it converges and using the uniqueness (Theorem 1.2.4), we
see that this group is actually a subgroup of the isometries in the standard
metrics.
Case 2. G is not reducible (i.e., irreducible).
If the manifold is not Einstein, then by Berger’s classification theorem
for holonomy groups [7], G = so(4) or u(2). Since the curvature operator is
not strictly positive, G = u(2), and the universal cover M˜ of M is Ka¨hler
and has positive bisectional curvature. In this case M˜ is biholomorphic to
CP2 by the result of Andreotti-Frankel [49] (also cf. Mori [100] and Siu-Yau
[124]).
If the manifold is Einstein, then by the block decomposition of the cur-
vature operator matrix in four-manifolds (see the third section of Chapter
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1),
Rm(Λ2+,Λ
2
−) = 0.
Let ϕ 6= 0, and
ϕ = ϕ+ + ϕ− ∈ Λ2+ ⊕ Λ2−,
lies in the kernel of the curvature operator, then
0 = Rm(ϕ+, ϕ+) +Rm(ϕ−, ϕ−).
It follows that
Rm(ϕ+, ϕ+) = 0, and Rm(ϕ−, ϕ−) = 0.
We may assume ϕ+ 6= 0 (the argument for the other case is similar). We
consider the restriction of Rm to Λ2+, since Λ
2
+ is an invariant subspace of
Rm and the intersection of Λ2+ with the null space of Rm is nontrivial. By
considering the null space of Rm and its orthogonal complement in Λ2+, we
obtain a parallel distribution of rank one in Λ2+. This parallel distribution
gives a parallel translation invariant two-form ω ∈ Λ2+ on the universal cover
M˜ of M . This two-form is nondegenerate, so it induces a Ka¨hler structure
of M˜ . Since the Ka¨hler metric is parallel with respect to the original metric
and the manifold is irreducible, the Ka¨hler metric is proportional to the
original metric. Hence the manifold M˜ is Ka¨hler-Einstein with nonnegative
curvature operator. Taking into account the irreducibility of G, it follows
that M˜ is biholomorphic to CP2. Therefore the proof of Theorem 5.2.3 is
completed. 
To end this section, we mention some generalizations of Hamilton’s dif-
ferential sphere theorem (Theorem 5.2.1 and Theorem 5.2.2) to higher di-
mensions.
It is well-known that the curvature tensor Rm = {Rijkl} of a Riemannian
manifold can be decomposed into three orthogonal components which have
the same symmetries as Rm:
Rm =W + V + U.
Here W = {Wijkl} is the Weyl conformal curvature tensor, whereas V =
{Vijkl} and U = {Uijkl} denote the traceless Ricci part and the scalar cur-
vature part respectively. The following pointwisely pinching sphere theorem
under the additional assumption that the manifold is compact was first ob-
tained by Huisken [73], Margerin [86], [87] and Nishikawa [105] by using
the Ricci flow. The compactness assumption was later removed by Chen
and the second author in [31].
Theorem 5.2.9. Let n ≥ 4. Suppose M is a complete n-dimensional
manifold with positive and bounded scalar curvature and satisfies the point-
wisely pinching condition
|W |2 + |V |2 ≤ δn(1− ε)2|U |2,
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where ε > 0, δ4 =
1
5 , δ5 =
1
10 , and
δn =
2
(n− 2)(n + 1) , n ≥ 6.
Then M is diffeomorphic to the sphere Sn or a quotient of it by a finite
group of fixed point free isometries in the standard metric.
Also, using the minimal surface theory, Micallef and Moore [91] proved
any compact simply connected n-dimensional manifold with positive curva-
ture operator is homeomorphic1 to the n-sphere Sn.
Finally, in [31], Chen and the second author also used the Ricci flow to
obtain the following flatness theorem for noncompact three-manifolds.
Theorem 5.2.10. Let M be a three-dimensional complete noncompact
Riemannian manifold with bounded and nonnegative sectional curvature.
Suppose M satisfies the following Ricci pinching condition
Rij ≥ εRgij , on M,
for some ε > 0. Then M is flat.
5.3. Nonsingular Solutions on Three-manifolds
We have seen in the previous section that a good understanding of the
long time behaviors for solutions to the Ricci flow could lead to remarkable
topological or geometric consequences for the underlying manifolds. Since
one of the central themes of the Ricci flow is to study the geometry and
topology of three-manifolds, we will start to analyze the long time behavior
of the Ricci flow on a compact three-manifold. Here, we shall first consider a
special class of solutions, the nonsingular solutions (see the definition below).
The main purpose of this section is to present Hamilton’s important result
in [67] that any compact three-manifold admitting a nonsingular solution
is geometrizable in the sense of Thurston[126]. Most of the presentation is
based on Hamilton [67].
Let M be a compact three-manifold. We will consider the (unnormal-
ized) Ricci flow
∂
∂t
gij = −2Rij ,
and the normalized Ricci flow
∂
∂t
gij =
2
3
rgij − 2Rij
1Very recently, Bo¨hm and Wilking [8] have proved, by using the Ricci flow, that a
compact simply connected n-dimensional manifold with positive (or 2-positive) curvature
operator is diffeomorphic to Sn. This gives an affirmative answer to a long-standing
conjecture of Hamilton.
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where r = r(t) is the function of the average of the scalar curvature. Recall
that the normalized flow differs from the unnormalized flow only by rescaling
in space and time so that the total volume V =
∫
M dµ remains constant.
As we mentioned before, in this section we only consider a special class of
solutions that we now define.
Definition 5.3.1. A nonsingular solution of the Ricci flow is one
where the solution of the normalized flow exists for all time 0 ≤ t <∞, and
the curvature remains bounded |Rm| ≤ C < +∞ for all time with some
constant C independent of t.
Clearly any solution to the Ricci flow on a compact three-manifold with
nonnegative Ricci curvature is nonsingular. Currently there are few condi-
tions which guarantee a solution will remain nonsingular. Nevertheless, the
ideas and arguments of Hamilton [67] as described below is extremely im-
portant. One will see in Chapter 7 that these arguments will be modified to
analyze the long-time behavior of arbitrary solutions, or even the solutions
with surgery, to the Ricci flow on three-manifolds.
We begin with an improvement of Hamilton-Ivey pinching result (The-
orem 2.4.1).
Theorem 5.3.2 (Hamilton [67]). Suppose we have a solution to the
(unnormalized ) Ricci flow on a three–manifold which is complete with
bounded curvature for each t ≥ 0. Assume at t = 0 the eigenvalues λ ≥
µ ≥ ν of the curvature operator at each point are bounded below by ν ≥ −1.
Then at all points and all times t ≥ 0 we have the pinching estimate
R ≥ (−ν)[log(−ν) + log(1 + t)− 3]
whenever ν < 0.
Proof. As before, we study the ODE system
dλ
dt
= λ2 + µν,
dµ
dt
= µ2 + λν,
dν
dt
= ν2 + λµ.
Consider again the function
y = f(x) = x(log x− 3)
for e2 ≤ x < +∞, which is increasing and convex with range −e2 ≤ y < +∞.
Its inverse function x = f−1(y) is increasing and concave on −e2 ≤ y < +∞.
For each t ≥ 0, we consider the set K(t) of 3×3 symmetric matrices defined
by the inequalities:
(5.3.1) λ+ µ+ ν ≥ − 3
1 + t
,
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and
(5.3.2) ν(1 + t) + f−1((λ+ µ+ ν)(1 + t)) ≥ 0,
which is closed and convex (as we saw in the proof of Theorem 2.4.1). By the
assumptions at t = 0 and the advanced maximum principle Theorem 2.3.5,
we only need to check that the set K(t) is preserved by the ODE system.
Since R = λ+ µ+ ν, we get from the ODE that
dR
dt
≥ 2
3
R2 ≥ 1
3
R2
which implies that
R ≥ − 3
1 + t
, for all t ≥ 0.
Thus the first inequality (5.3.1) is preserved. Note that the second inequality
(5.3.2) is automatically satisfied when (−ν) ≤ 3/(1 + t). Now we compute
from the ODE system,
d
dt
(
R
(−ν) − log(−ν)) =
1
(−ν)2
[
(−ν) · dR
dt
− (R+ (−ν))d(−ν)
dt
]
=
1
(−ν)2 [(−ν)
3 + (−ν)µ2 + λ2((−ν) + µ)− λµ(ν − µ)]
≥ (−ν)
≥ 3
(1 + t)
≥ d
dt
[log(1 + t)− 3]
whenever R = (−ν)[log(−ν) + log(1 + t) − 3] and (−ν) ≥ 3/(1 + t). Thus
the second inequality (5.3.2) is also preserved under the system of ODE.
Therefore we have proved the theorem. 
Denote by
ρˆ(t) = max{inj (x, gij(t)) | x ∈M}
where inj (x, gij(t)) is the injectivity radius of the manifold M at x with
respect to the metric gij(t).
Definition 5.3.3. We say a solution to the normalized Ricci flow is
collapsed if there is a sequence of times tk → +∞ such that ρˆ(tk) → 0 as
k → +∞.
When a nonsingular solution of the Ricci flow on M is collapsed, it
follows from the work of Cheeger-Gromov [25, 26] or Cheeger-Gromov-
Fukaya [27] that the manifold M has an F-structure and then its topology
is completely understood. Thus, in the following, we always assume our
nonsingular solutions are not collapsed.
Now suppose that we have a nonsingular solution which does not col-
lapse. Then for arbitrary sequence of times tj →∞, we can find a sequence
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of points xj and some δ > 0 so that the injectivity radius of M at xj in the
metric at time tj is at least δ. Clearly the Hamilton’s compactness theorem
(Theorem 4.1.5) also holds for the normalized Ricci flow. Then by taking
the xj as origins and the tj as initial times, we can extract a convergent
subsequence. We call such a limit a noncollapsing limit. Of course the
limit has also finite volume. However the volume of the limit may be smaller
than the original one if the diameter goes to infinity.
The main result of this section is the following theorem of Hamilton [67].
Theorem 5.3.4 (Hamilton [67]). Let gij(t), 0 ≤ t < +∞, be a non-
collapsing nonsingular solution of the normalized Ricci flow on a compact
three-manifold M . Then either
(i) there exist a sequence of times tk → +∞ and a sequence of diffeo-
morphisms ϕk : M →M so that the pull-back of the metric gij(tk)
by ϕk converges in the C
∞ topology to a metric on M with constant
sectional curvature; or
(ii) we can find a finite collection of complete noncompact hyperbolic
three-manifolds H1, . . . ,Hm with finite volume, and for all t be-
yond some time T < +∞ we can find compact subsets K1, . . . ,Km
of H1, . . . ,Hm respectively obtained by truncating each cusp of the
hyperbolic manifolds along constant mean curvature torus of small
area, and diffeomorphisms ϕl(t), 1 ≤ l ≤ m, of Kl into M so that
as long as t sufficiently large, the pull-back of the solution metric
gij(t) by ϕl(t) is as close as to the hyperbolic metric as we like on
the compact sets K1, . . . ,Km; and moreover if we call the excep-
tional part of M those points where they are not in the image of
any ϕl, we can take the injectivity radii of the exceptional part at
everywhere as small as we like and the boundary tori of each Kl
are incompressible in the sense that each ϕl injects π1(∂Kl) into
π1(M).
Remark 5.3.5. The exceptional part has bounded curvature and arbi-
trarily small injectivity radii everywhere as t large enough. Moreover the
boundary of the exceptional part consists of a finite disjoint union of tori with
sufficiently small area and is convex. Then by the work of Cheeger-Gromov
[25], [26] or Cheeger-Gromov-Fukaya [27], there exists an F-structure on
the exceptional part. In particular, the exceptional part is a graph manifold,
which have been topologically classified. Hence any nonsingular solution
to the normalized Ricci flow is geometrizable in the sense of Thurston
(see the last section of Chapter 7 for details).
The rest of this section is devoted to the proof of Theorem 5.3.4. We
now present the proof given by Hamilton [67] and will divide his arguments
in [67] into the following three parts.
Part I: Subsequence Convergence
HAMILTON-PERELMAN’S PROOF 191
According to Lemma 5.1.1, the scalar curvature of the normalized flow
evolves by the equation
∂
∂t
R = ∆R+ 2|Ric|2 − 2
3
rR(5.3.3)
= ∆R+ 2|
◦
Ric |2 + 2
3
R(R− r)
where
◦
Ric is the traceless part of the Ricci tensor. As before, we denote by
Rmin(t) = minx∈M R(x, t). It then follows from the maximum principle that
(5.3.4)
d
dt
Rmin ≥ 2
3
Rmin(Rmin − r),
which implies that if Rmin ≤ 0 it must be nondecreasing, and if Rmin ≥ 0 it
cannot go negative again. We can then divide the noncollapsing solutions
of the normalized Ricci flow into three cases.
Case (1): Rmin(t) > 0 for some t > 0;
Case (2): Rmin(t) ≤ 0 for all t ∈ [0,+∞) and lim
t→+∞Rmin(t) = 0;
Case (3): Rmin(t) ≤ 0 for all t ∈ [0,+∞) and lim
t→+∞Rmin(t) < 0.
Let us first consider Case (1). In this case the maximal time interval
[0, T ) of the corresponding solution of the unnormalized flow is finite, since
the unnormalized scalar curvature R˜ satisfies
∂
∂t
R˜ = ∆R˜+ 2|R˜ic|2
≥ ∆R˜+ 2
3
R˜2
which implies that the curvature of the unnormalized solution blows up in
finite time. Without loss of generality, we may assume that for the initial
metric at t = 0, the eigenvalues λ˜ ≥ µ˜ ≥ ν˜ of the curvature operator are
bounded below by ν˜ ≥ −1. It follows from Theorem 5.3.2 that the pinching
estimate
R˜ ≥ (−ν˜)[log(−ν˜) + log(1 + t)− 3]
holds whenever ν˜ < 0. This shows that when the unnormalized curvature
big, the negative ones are not nearly as large as the positive ones. Note that
the unnormalized curvature becomes unbounded in finite time. Thus when
we rescale the unnormalized flow to the normalized flow, the scaling factor
must go to infinity. In the nonsingular case the rescaled positive curvature
stay finite, so the rescaled negative curvature (if any) go to zero. Hence we
can take a noncollapsing limit for the nonsingular solution of the normalized
flow so that it has nonnegative sectional curvature.
Since the volume of the limit is finite, it follows from a result of Calabi
and Yau (cf. [116]) that the limit must be compact and the limiting manifold
is the original one. Then by the strong maximum principle as in the proof of
Theorem 5.2.3 (i), either the limit is flat, or it is a compact metric quotient
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of the product of a positively curved surface Σ2 with R, or it has strictly
positive curvature. By the work of Schoen-Yau [114], a flat three-manifold
cannot have a metric of positive scalar curvature, but our manifold does in
Case (1). This rules out the possibility of a flat limit. Clearly the limit is also
a nonsingular solution to the normalized Ricci flow. Note that the curvature
of the surface Σ2 has a positive lower bound and is compact since it comes
from the lifting of the compact limiting manifold. From Theorem 5.1.11,
we see the metric of the two-dimensional factor Σ2 converges to the round
two-sphere S2 in the normalized Ricci flow. Note also that the normalized
factors in two-dimension and three-dimension are different. This implies that
the compact quotient of the product Σ2 × R cannot be nonsingular, which
is also ruled out for the limit. Thus the limit must have strictly positive
sectional curvature. Since the convergence takes place everywhere for the
compact limit, it follows that as t large enough the original nonsingular
solution has strictly positive sectional curvature. This in turn shows that
the corresponding unnormalized flow has strictly positive sectional curvature
after some finite time. Then in views of the proof of Theorem 5.2.1, in
particular the pinching estimate in Proposition 5.2.5, the limit has constant
Ricci curvature and then constant sectional curvature for three-manifolds.
This finishes the proof in Case (1).
We next consider Case (2). In this case we only need to show that we
can take a noncollapsing limit which has nonnegative sectional curvature.
Indeed, if this is true, then as in the previous case, the limit is compact and
either it is flat, or it splits as a product (or a quotient of a product) of a
positively curved S2 with a circle S1, or it has strictly positive curvature.
But the assumption Rmin(t) ≤ 0 for all times t ≥ 0 in this case implies the
limit must be flat.
Let us consider the corresponding unnormalized flow g˜ij(t) associated to
the noncollapsing nonsingular solution. The pinching estimate in Theorem
5.3.2 tells us that we may assume the unnormalized flow g˜ij(t) exists for
all times 0 ≤ t < +∞, for otherwise, the scaling factor approaches infinity
as in the previous case which implies the limit has nonnegative sectional
curvature. The volume V˜ (t) of the unnormalized solution g˜ij(t) now changes.
We divide the discussion into three subcases.
Subcase (2.1): there is a sequence of times t˜k → +∞ such that V˜ (t˜k)→
+∞;
Subcase (2.2): there is a sequence of times t˜k → +∞ such that V˜ (t˜k)→
0;
Subcase (2.3): there exist two positive constants C1, C2 such that C1 ≤
V˜ (t) ≤ C2 for all 0 ≤ t < +∞.
For Subcase (2.1), because
dV˜
dt
= −rV˜
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we have
log
V˜ (t˜k)
V˜ (0)
= −
∫ t˜k
0
r(t)dt→ +∞, as k → +∞,
which implies that there exists another sequence of times, still denoted by
t˜k, such that t˜k → +∞ and r(t˜k) ≤ 0. Let tk be the corresponding times for
the normalized flow. Thus there holds for the normalized flow
r(tk)→ 0, as k →∞,
since 0 ≥ r(tk) ≥ Rmin(tk)→ 0 as k → +∞. Then∫
M
(R−Rmin)dµ(tk) = (r(tk)−Rmin(tk))V → 0, as k →∞.
As we take a noncollapsing limit along the time sequence tk, we get∫
M∞
Rdµ∞ = 0
for the limit of the normalized solutions at the new time t = 0. But R ≥ 0
for the limit because lim
t→+∞Rmin(t) = 0 for the nonsingular solution. So
R = 0 at t = 0 for the limit. Since the limit flow exists for −∞ < t < +∞
and the scalar curvature of the limit flow evolves by
∂
∂t
R = ∆R+ 2|Ric |2 − 2
3
r∞R, t ∈ (−∞,+∞)
where r∞ is the limit of the function r(t) by translating the times tk as the
new time t = 0. It follows from the strong maximum principle that
R ≡ 0, on M∞ × (−∞,+∞).
This in turn implies, in view of the above evolution equation, that
Ric ≡ 0, on M∞ × (−∞,+∞).
Hence this limit must be flat. Since the limit M∞ is complete and has
finite volume, the flat manifold M∞ must be compact. Thus the underlying
manifold M∞ must agree with the original M (as a topological manifold).
This says that the limit was taken on M .
For Subcase (2.2), we may assume as before that for the initial metric
at t = 0 of the unnormalized flow g˜ij(t), the eigenvalues λ˜ ≥ µ˜ ≥ ν˜ of the
curvature operator satisfy ν˜ ≥ −1. It then follows from Theorem 5.3.2 that
R˜ ≥ (−ν˜)[log(−ν˜) + log(1 + t)− 3], for all t ≥ 0
whenever ν˜ < 0.
Let tk be the sequence of times in the normalized flow which corresponds
to the sequence of times t˜k. Take a noncollapsing limit for the normalized
flow along the times tk. Since V˜ (t˜k)→ 0, the normalized curvatures at the
times tk are reduced by multiplying the factor (V˜ (t˜k))
2
3 . We claim the non-
collapsing limit has nonnegative sectional curvature. Indeed if the maximum
value of (−ν˜) at the time t˜k does not go to infinity, the normalized eigenvalue
−ν at the corresponding time tk must get rescaled to tend to zero; while if
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the maximum value of (−ν˜) at the time t˜k does go to infinity, the maximum
value of R˜ at t˜k will go to infinity even faster from the pinching estimate,
and when we normalize to keep the normalized scalar curvature R bounded
at the time tk so the normalized (−ν) at the time tk will go to zero. Thus
in either case the noncollapsing limit has nonnegative sectional curvature at
the initial time t = 0 and then has nonnegative sectional curvature for all
times t ≥ 0.
For Subcase (2.3), normalizing the flow only changes quantities in a
bounded way. As before we have the pinching estimate
R ≥ (−ν)[log(−ν) + log(1 + t)−C]
for the normalized Ricci flow, where C is a positive constant depending only
on the constants C1, C2 in the assumption of Subcase (2.3). If
(−ν) ≤ A
1 + t
for any fixed positive constant A, then (−ν) → 0 as t → +∞ and we can
take a noncollapsing limit which has nonnegative sectional curvature. On
the other hand if we can pick a sequence of times tk → ∞ and points xk
where (−ν)(xk, tk) = max
x∈M
(−ν)(x, tk) satisfies
(−ν)(xk, tk)(1 + tk)→ +∞, as k → +∞,
then from the pinching estimate, we have
R(xk, tk)
(−ν)(xk, tk) → +∞, as k → +∞.
But R(xk, tk) are uniformly bounded since normalizing the flow only changes
quantities in bounded way. This shows sup(−ν)(·, tk) → 0 as k → +∞.
Thus we can take a noncollapsing limit along tk which has nonnegative
sectional curvature. Hence we have completed the proof of Case (2).
We now come to the most interesting Case (3) where Rmin increases
monotonically to a limit strictly less than zero. By scaling we can assume
Rmin(t)→ −6 as t→ +∞.
Lemma 5.3.6 (Hamilton [67]). In Case (3) where Rmin → −6 as t →
+∞, all noncollapsing limit are hyperbolic with constant sectional curvature
−1.
Proof. By (5.3.4) and the fact Rmin(t) ≤ −6, we have
d
dt
Rmin(t) ≥ 4(r(t) −Rmin(t))
and ∫ ∞
0
(r(t)−Rmin(t))dt < +∞.
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Since r(t)−Rmin(t) ≥ 0 and Rmin(t)→ −6 as t→ +∞, it follows that the
function r(t) has the limit
r = −6,
for any convergent subsequence. And since∫
M
(R−Rmin(t))dµ = (r(t)−Rmin(t)) · V,
it then follows that
R ≡ −6 for the limit.
The limit still has the following evolution equation for the limiting scalar
curvature
∂
∂t
R = ∆R+ 2|
◦
Ric|2 + 2
3
R(R− r).
Since R ≡ r ≡ −6 in space and time for the limit, it follows directly that
|
◦
Ric| ≡ 0 for the limit. Thus the limit metric has λ = µ = ν = −2, so it has
constant sectional curvature −1 as desired. 
If in the discussion above there exists a compact noncollapsing limit, then
we know that the underlying manifold M is compact and we fall into the
conclusion of Theorem 5.3.4(i) for the constant negative sectional curvature
limit. Thus it remains to show when every noncollapsing limit is a complete
noncompact hyperbolic manifold with finite volume, we have conclusion (ii)
in Theorem 5.3.4.
Now we first want to find a finite collection of persistent complete non-
compact hyperbolic manifolds as stated in Theorem 5.3.4 (ii).
Part II: Persistence of Hyperbolic Pieces
We begin with the definition of the topology of C∞ convergence on
compact sets for maps F :M → N of one Riemannian manifold to another.
For any compact set K ⊂⊂M and any two maps F,G :M → N , we define
dK(F,G) = sup
x∈K
d(F (x), G(x))
where d(y, z) is the geodesic distance from y to z on N . This gives the
C0loc topology for maps between M and N . To define C
k
loc topology for any
positive integer k ≥ 1, we consider the k-jet space JkM of a manifold M
which is the collection of all
(x, J1, J2, . . . , Jk)
where x is a point on M and J i is a tangent vector for 1 ≤ i ≤ k defined by
the ith covariant derivative J i = ∇i∂
∂t
γ(0) for a path γ passing through the
point x with γ(0) = x. A smooth map F :M → N induces a map
JkF : JkM → JkN
defined by
JkF (x, J1, . . . , Jk) = (F (x),∇ ∂
∂t
(F (γ))(0), . . . ,∇k∂
∂t
(F (γ))(0))
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where γ is a path passing through the point x with J i = ∇i∂
∂t
γ(0), 1 ≤ i ≤ k.
Define the k-jet distance between F and G on a compact set K ⊂⊂M
by
dCk(K)(F,G) = dBJkK(J
kF, JkG)
where BJkK consists of all k-jets (x, J1, . . . , Jk) with x ∈ K and
|J1|2 + |J2|2 + · · ·+ |Jk|2 ≤ 1.
Then the convergence in the metric dCk(K) for all positive integers k and all
compact sets K defines the topology of C∞ convergence on compact sets for
the space of maps.
We will need the following Mostow type rigidity result (cf. Corollary
8.3 of [67]).
Lemma 5.3.7. For any complete noncompact hyperbolic three-manifold
H with finite volume with metric h, we can find a compact set K of H such
that for every integer k and every ε > 0, there exist an integer q and a δ > 0
with the following property: if F is a diffeomorphism of K into another
complete noncompact hyperbolic three-manifold H˜ with no fewer cusps (than
H), finite volume with metric h˜ such that
‖F ∗h˜− h‖Cq(K) < δ
then there exists an isometry I of H to H˜ such that
dCk(K)(F, I) < ε.
Proof. This version of Mostow rigidity is given by Hamilton (cf. section
8 of [67]). The following argument is in part based on the Editors’ notes in
p.323-324 of [18].
First we claim that H is isometric to H˜ for an appropriate choice of
compact set K, positive integer q and positive number δ. Let l : H → R be a
function defined at each point by the length of the shortest non-contractible
loop starting and ending at this point. Denote the Margulis constant by µ.
Then by Margulis lemma (see for example [57] or [78]), for any 0 < ε0 <
1
2µ,
the set l−1([0, ε0]) ⊂ H consists of finitely many components and each of
these components is isometric to a cusp or to a tube. Topologically, a tube
is just a solid torus. Let ε0 be even smaller than one half of the minimum
of the lengths of the all closed geodesics on the tubes. Then l−1([0, ε0])
consists of finite number of cusps. Set K0 = l−1([ε0,∞)). The boundary
of K0 consists of flat tori with constant mean curvatures. Note that each
embedded torus in a complete hyperbolic three-manifold with finite volume
either bounds a solid torus or is isotopic to a standard torus in a cusp.
The diffeomorphism F implies the boundary F (∂K0) are embedded tori. If
one of components bounds a solid torus, then as δ sufficiently small and q
sufficiently large, H˜ would have fewer cusps than H, which contradicts with
our assumption. Consequently, H˜ is diffeomorphic to F (
o
K0). Here
o
K0 is the
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interior of the set K0. Since H is diffeomorphic to
o
K0, H is diffeomorphic to
H˜. Hence by Mostow’s rigidity theorem (see [101] and [111]), H is isometric
to H˜.
So we can assume H˜ = H. For K = K0, we argue by contradiction.
Suppose there is some k > 0 and ε > 0 so that there exist sequences of
integers qj →∞, δj → 0+ and diffeomorphisms Fj mapping K into H with
‖F ∗j h− h‖Cqj (K) < δj
and
dCk(K)(Fj , I) ≥ ε
for all isometries I of H to itself. We can extract a subsequence of Fj
convergent to a map F∞ with F ∗∞h = h on K.
We need to check that F∞ is still a diffeomorphism on K. Since F∞ is
a local diffeomorphism and is the limit of diffeomorphisms, we can find an
inverse of F∞ on F∞(
o
K). So F∞ is a diffeomorphism on
o
K. We claim the
image of the boundary can not touch the image of the interior. Indeed, if
F∞(x1) = F∞(x2) with x1 ∈ ∂K and x2 ∈
o
K, then we can find x3 ∈
o
K
near x1 and x4 ∈
o
K near x2 with F∞(x3) = F∞(x4), since F∞ is a local
diffeomorphism. This contradicts with the fact that F∞ is a diffeomorphism
on
o
K. This proves our claim. Hence, the only possible overlap is at the
boundary. But the image F∞(∂K) is strictly concave, this prevents the
boundary from touching itself. We conclude that the mapping F∞ is a
diffeomorphism on K, hence an isometry.
To extend F∞ to a global isometry, we argue as follows. For each trun-
cated cusp end of K, the area of constant mean curvature flat torus is strictly
decreasing. Since F∞ takes each such torus to another of the same area, we
see that F∞ takes the foliation of an end by constant mean curvature flat
tori to another such foliation. So F∞ takes cusps to cusps and preserves
their foliations. Note that the isometric type of a cusp is just the isometric
type of the torus, more precisely, let (N, dr2 + e−2rgV) be a cusp (where gV
is the flat metric on the torus V), 0 < a < b are two constants, any isometry
of N ∩ l−1[a, b] to itself is just an isometry of V. Hence the isometry F∞ can
be extended to the whole cusps. This gives a global isometry I contradicting
our assumption when j large enough.
The proof of the Lemma 5.3.7 is completed. 
In order to obtain the persistent hyperbolic pieces stated in Theorem
5.3.4 (ii), we will need to use a special parametrization given by harmonic
maps.
Lemma 5.3.8 (Hamilton [67]). Let (X, g) be a compact Riemannian
manifold with strictly negative Ricci curvature and with strictly concave
boundary. Then there are positive integer l0 and small number ε0 > 0 such
that for each positive integer l ≥ l0 and positive number ε ≤ ε0 we can find
198 H.-D. CAO AND X.-P. ZHU
positive integer q and positive number δ > 0 such that for every metric g˜ on
X with ||g˜ − g||Cq(X) ≤ δ we can find a unique diffeomorphism F of X to
itself so that
(a) F : (X, g)→ (X, g˜) is harmonic,
(b) F takes the boundary ∂X to itself and satisfies the free boundary
condition that the normal derivative ∇NF of F at the boundary
is normal to the boundary,
(c) dCl(X)(F, Id) < ε, where Id is the identity map.
Proof. The following argument is adapted from Hamilton’s paper [67]
and the Editors’ note on p.325 of [18]. Let Φ(X,∂X) be the space of maps
of X to itself which take ∂X to itself. Then Φ(X,∂X) is a Banach man-
ifold and the tangent space to Φ(X,∂X) at the identity is the space of
vector fields V = V i ∂
∂xi
tangent to the boundary. Consider the map send-
ing F ∈ Φ(X,∂X) to the pair {∆F, (∇NF )//} consisting of the harmonic
map Laplacian and the tangential component (in the target) of the normal
derivative of F at the boundary. By using the inverse function theorem, we
only need to check that the derivative of this map is an isomorphism at the
identity with g˜ = g.
Let {xi}i=1,...,n be a local coordinates of (X, g) and {yα}α=1,...,n be a local
coordinates of (X, g˜). The harmonic map Laplacian of F : (X, g) → (X, g˜)
is given in local coordinates by
(∆F )α = ∆(Fα) + gij(Γ˜αβγ ◦ F )
∂F β
∂xi
∂F γ
∂xj
where ∆(Fα) is the Laplacian of the function Fα on X and Γ˜αβγ is the
connection of g˜. Let F be a one-parameter family with F |s=0 = Id and
dF
ds |s=0 = V , a smooth vector field on X tangent to the boundary (with
respect to g). At an arbitrary given point x ∈ X, we choose the coordinates
{xi}i=1,...,n so that Γijk(x) = 0. We compute at the point x with g˜ = g,
d
ds
∣∣∣
s=0
(∆F )α = ∆(V α) + gij
(
∂
∂xk
Γαij
)
V k.
Since
(∇iV )α = ∇iV α + (Γαiβ ◦ F )V β ,
we have, at s = 0 and the point x,
(∆V )α = ∆(V α) + gij
∂
∂xi
ΓαjkV
k.
Thus we obtain
d
ds
|s=0(∆F )α = (∆V )α + gij
(
∂
∂xk
Γαij −
∂
∂xi
Γαjk
)
V k(5.3.5)
= (∆V )α + gαiRikV
k.
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Since
(∇NF )(F−1(x)) = N i(F−1(x))∂F
j
∂xi
(F−1(x))
∂
∂xj
(x) on ∂X,
we have
d
ds
|s=0{(∇NF )//} =
d
ds
|s=0(∇NF − 〈∇NF,N〉N)(5.3.6)
=
d
ds
|s=0(∇NF )−
〈
d
ds
|s=0∇NF,N
〉
N
− 〈∇NF,∇VN〉N |s=0 − 〈∇NF,N〉∇VN |s=0
=
(
d
ds
|s=0∇NF
)
//
−∇VN
=
(
−V (N i) ∂
∂xi
+N(V j)
∂
∂xj
)
//
− II(V )
= [N,V ]// − II(V )
= (∇NV )// − 2II(V )
where II is the second fundamental form of the boundary (as an automor-
phism of T (∂X)). Thus by (5.3.5) and (5.3.6), the kernel of the map sending
F ∈ Φ(X,∂X) to the pair {∆F, (∇NF )//} is the space of solutions of elliptic
boundary value problem
(5.3.7)

∆V +Ric (V ) = 0 on X
V⊥ = 0, at ∂X,
(∇NV )// − 2II(V ) = 0, at ∂X,
where V⊥ is the normal component of V .
Now using these equations and integrating by parts gives∫ ∫
X
|∇V |2 =
∫ ∫
X
Ric (V, V ) + 2
∫
∂X
II(V, V ).
Since Rc < 0 and II < 0 we conclude that the kernel is trivial. Clearly this
elliptic boundary value is self-adjoint because of the free boundary condition.
Thus the cokernel is trivial also. This proves the lemma. 
Now we can prove the persistence of hyperbolic pieces. Let gij(t), 0 ≤
t < +∞, be a noncollapsing nonsingular solution of the normalized Ricci flow
on a compact three-manifoldM . Assume that any noncollapsing limit of the
nonsingular solution is a complete noncompact hyperbolic three-manifold
with finite volume. Consider all the possible hyperbolic limits of the given
nonsingular solution, and among them choose one such complete noncom-
pact hyperbolic three-manifold H with the least possible number of cusps.
In particular, we can find a sequence of times tk → +∞ and a sequence
of points Pk on M such that the marked three-manifolds (M,gij(tk), Pk)
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converge in the C∞loc topology to H with hyperbolic metric hij and marked
point P ∈ H.
For any small enough a > 0 we can truncate each cusp of H along a
constant mean curvature torus of area a which is uniquely determined; the
remainder we denote by Ha. Clearly as a → 0 the Ha exhaust H. Pick a
sufficiently small number a > 0 to truncate cusps so that Lemma 5.3.7 is
applicable for the compact set K = Ha. Choose an integer l0 large enough
and an ε0 sufficiently small to guarantee from Lemma 5.3.8 the uniqueness
of the identity map Id among maps close to Id as a harmonic map F from
Ha to itself with taking ∂Ha to itself, with the normal derivative of F at
the boundary of the domain normal to the boundary of the target, and with
dCl0 (Ha)(F, Id) < ε0. Then choose positive integer q0 and small number
δ0 > 0 from Lemma 5.3.7 such that if F˜ is a diffeomorphism of Ha into
another complete noncompact hyperbolic three-manifold H˜ with no fewer
cusps (than H), finite volume with metric h˜ij satisfying
||F˜ ∗h˜ij − hij ||Cq0 (Ha) ≤ δ0,
then there exists an isometry I of H to H˜ such that
(5.3.8) dCl0 (Ha)(F˜ , I) < ε0.
And we further require q0 and δ0 from Lemma 5.3.8 to guarantee the exis-
tence of harmonic diffeomorphism from (Ha, g˜ij) to (Ha, hij) for any metric
g˜ij on Ha with ||g˜ij − hij ||Cq0 (Ha) ≤ δ0.
By definition, there exist a sequence of exhausting compact sets Uk of
H (each Uk ⊃ Ha) and a sequence of diffeomorphisms Fk from Uk into M
such that Fk(P ) = Pk and ||F ∗k gij(tk) − hij ||Cm(Uk) → 0 as k → +∞ for
all positive integers m. Note that ∂Ha is strictly concave and we can fo-
liate a neighborhood of ∂Ha with constant mean curvature hypersurfaces
where the area a has a nonzero gradient. As the approximating maps
Fk : (Uk, hij) → (M,gij(tk)) are close enough to isometries on this col-
lar of ∂Ha, the metrics gij(tk) on M will also admit a unique constant mean
curvature hypersurface with the same area a near Fk(∂Ha)(⊂ M) by the
inverse function theorem. Thus we can change the map Fk by an amount
which goes to zero as k →∞ so that now Fk(∂Ha) has constant mean cur-
vature with the area a. Furthermore, by applying Lemma 5.3.8 we can again
change Fk by an amount which goes to zero as k → ∞ so as to make Fk
a harmonic diffeomorphism and take ∂Ha to the constant mean curvature
hypersurface Fk(∂Ha) and also satisfy the free boundary condition that the
normal derivative of Fk at the boundary of the domain is normal to the
boundary of the target. Hence for arbitrarily given positive integer q ≥ q0
and positive number δ < δ0, there exists a positive integer k0 such that for
the modified harmonic diffeomorphism Fk, when k ≥ k0,
||F ∗k gij(tk)− hij ||Cq(Ha) < δ.
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For each fixed k ≥ k0, by the implicit function theorem we can first
find a constant mean curvature hypersurface near Fk(∂Ha) in M with the
metric gij(t) for t close to tk and with the same area for each component
since ∂Ha is strictly concave and a neighborhood of ∂Ha is foliated by con-
stant mean curvature hypersurfaces where the area a has a nonzero gradient
and Fk : (Ha, hij) → (M,gij(tk)) is close enough to an isometry and gij(t)
varies smoothly. Then by applying Lemma 5.3.8 we can smoothly continue
the harmonic diffeomorphism Fk forward in time a little to a family of har-
monic diffeomorphisms Fk(t) from Ha into M with the metric gij(t), with
Fk(tk) = Fk, where each Fk(t) takes ∂Ha into the constant mean curvature
hypersurface we just found in (M,gij(t)) and satisfies the free boundary
condition, and also satisfies
||F ∗k (t)gij(t)− hij ||Cq(Ha) < δ.
We claim that for all sufficiently large k, we can smoothly extend the har-
monic diffeomorphism Fk to the family harmonic diffeomorphisms Fk(t) with
||F ∗k (t)gij(t) − hij ||Cq(Ha) ≤ δ on a maximal time interval tk ≤ t ≤ ωk (or
tk ≤ t < ωk when ωk = +∞); and if ωk < +∞, then
(5.3.9) ||F ∗k (ωk)gij(ωk)− hij||Cq(Ha) = δ.
Clearly the above argument shows that the set of t where we can extend
the harmonic diffeomorphisms as desired is open. To verify claim (5.3.9), we
thus only need to show that if we have a family of harmonic diffeomorphisms
Fk(t) such as we desire for tk ≤ t < ω(< +∞), we can take the limit of Fk(t)
as t→ ω to get a harmonic diffeomorphism Fk(ω) satisfying
||F ∗k (ω)gij(ω)− hij ||Cq(Ha) ≤ δ,
and if
||F ∗k (ω)gij(ω)− hij ||Cq(Ha) < δ,
then we can extend Fk(ω) forward in time a little (i.e., we can find a constant
mean curvature hypersurface near Fk(ω)(∂Ha) in M with the metric gij(t)
for each t close to ω and with the same area a for each component). Note
that
(5.3.10) ||F ∗k (t)gij(t)− hij ||Cq(Ha) < δ.
for tk ≤ t < ω and the metrics gij(t) for tk ≤ t ≤ ω are uniformly equivalent.
We can find a subsequence tn → ω for which Fk(tn) converge to Fk(ω) in
Cq−1(Ha) and the limit map has
||F ∗k (ω)gij(ω)− hij ||Cq−1(Ha) ≤ δ.
We need to check that Fk(ω) is still a diffeomorphism. We at least know
Fk(ω) is a local diffeomorphism, and Fk(ω) is the limit of diffeomorphisms, so
the only possibility of overlap is at the boundary. Hence we use the fact that
Fk(ω)(∂Ha) is still strictly concave since q is large and δ is small to prevent
the boundary from touching itself. Thus Fk(ω) is a diffeomorphism. A limit
of harmonic maps is harmonic, so Fk(ω) is a harmonic diffeomorphism from
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Ha intoM with the metric gij(ω). Moreover Fk(ω) takes ∂Ha to the constant
mean curvature hypersurface ∂(Fk(ω)(Ha)) of the area a in (M,gij(ω)) and
continue to satisfy the free boundary condition. As a consequence of the
standard regularity result of elliptic partial differential equations (see for
example [50]), the map Fk(ω) ∈ C∞(Ha) and then from (5.3.10) we have
||F ∗k (ω)gij(ω)− hij ||Cq(Ha) ≤ δ.
If ||F ∗k (ω)gij(ω) − hij ||Cq(Ha) = δ, we then finish the proof of the claim. So
we may assume that ||F ∗k (ω)gij(ω)− hij ||Cq(Ha) < δ. We want to show that
Fk(ω) can be extended forward in time a little.
We argue by contradiction. Suppose not, then we consider the new
sequence of the manifolds M with metric gij(ω) and the origins Fk(ω)(P ).
Since Fk(ω) are close to isometries, the injectivity radii of the metrics gij(ω)
at Fk(ω)(P ) do not go to zero, and we can extract a subsequence which
converges to a hyperbolic limit H˜ with the metric h˜ij and the origin P˜ and
with finite volume. The new limit H˜ has at least as many cusps as the old
limit H, since we choose H with cusps as few as possible. By the definition
of convergence, we can find a sequence of compact sets B˜k exhausting H˜
and containing P˜ , and a sequence of diffeomorphisms F˜k of neighborhoods
of B˜k into M with F˜k(P˜ ) = Fk(ω)(P ) such that for each compact set B˜ in
H˜ and each integer m
||F˜ ∗k (gij(ω))− h˜ij ||Cm( eB) → 0
as k → +∞. For large enough k the set F˜k(B˜k) will contain all points out
to any fixed distance we need from the point Fk(ω)(P ), and then
F˜k(B˜k) ⊃ Fk(ω)(Ha)
since the points of Ha have a bounded distance from P and Fk(ω) are rea-
sonably close to preserving the metrics. Hence we can form the composition
Gk = F˜
−1
k ◦ Fk(ω) : Ha → H˜.
Arbitrarily fix δ′ ∈ (δ, δ0). Since the F˜k are as close to preserving the metric
as we like, we have
||G∗kh˜ij − hij ||Cq(Ha) < δ′
for all sufficiently large k. By Lemma 5.3.7, we deduce that there exists an
isometry I of H to H˜, and then (M,gij(ω), Fk(ω)(P )) (on compact subsets)
is very close to (H, hij , P ) as long as δ small enough and k large enough.
Since Fk(ω)(∂Ha) is strictly concave and the foliation of a neighborhood
of Fk(ω)(∂Ha) by constant mean curvature hypersurfaces has the area as
a function with nonzero gradient, by the implicit function theorem, there
exists a unique constant mean curvature hypersurface with the same area a
near Fk(ω)(∂Ha) in M with the metric gij(t) for t close to ω. Hence, when
k sufficiently large, Fk(ω) can be extended forward in time a little. This is
a contradiction and we have proved claim (5.3.9).
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We further claim that there must be some k such that ωk = +∞ (i.e.,
we can smoothly continue the family of harmonic diffeomorphisms Fk(t) for
all tk ≤ t < +∞, in other words, there must be at least one hyperbolic piece
persisting). We argue by contradiction. Suppose for each k large enough,
we can continue the family Fk(t) for tk ≤ t ≤ ωk < +∞ with
||F ∗k (ωk)gij(ωk)− hij||Cq(Ha) = δ.
Then as before, we consider the new sequence of the manifolds M with
metrics gij(ωk) and origins Fk(ωk)(P ). For sufficiently large k, we can obtain
diffeomorphisms F˜k of neighborhoods of B˜k intoM with F˜k(P˜ ) = Fk(ωk)(P )
which are as close to preserving the metric as we like, where B˜k is a sequence
of compact sets, exhausting some hyperbolic three-manifold H˜, of finite
volume and with no fewer cusps (than H), and containing P˜ ; moreover, the
set F˜k(B˜k) will contain all the points out to any fixed distance we need from
the point Fk(ωk)(P ); and hence
F˜k(B˜k) ⊇ Fk(ωk)(Ha)
since Ha is at bounded distance from P and Fk(ωk) is reasonably close to
preserving the metrics. Then we can form the composition
Gk = F˜
−1
k ◦ Fk(ωk) : Ha → H˜.
Since the F˜k are as close to preserving the metric as we like, for any δ˜ > δ
we have
||G∗kh˜ij − hij ||Cq(Ha) < δ˜
for large enough k. Then a subsequence of Gk converges at least in C
q−1(Ha)
topology to a map G∞ of Ha into H˜. By the same reason as in the argu-
ment of previous two paragraphs, the limit map G∞ is a smooth harmonic
diffeomorphism from Ha into H˜ with the metric h˜ij , and takes ∂Ha to a
constant mean curvature hypersurface G∞(∂Ha) of (H˜, h˜ij) with the area
a, and also satisfies the free boundary condition. Moreover we still have
(5.3.11) ||G∗∞h˜ij − hij ||Cq(Ha) = δ.
Now by Lemma 5.3.7 we deduce that there exists an isometry I of H to H˜
with
dCl0 (Ha)(G∞, I) < ε0.
By using I to identify H˜a and Ha, we see that the map I−1 ◦ G∞ is a
harmonic diffeomorphism of Ha to itself which satisfies the free boundary
condition and
dCl0 (Ha)(I
−1 ◦G∞, Id) < ε0.
From the uniqueness in Lemma 5.3.8 we conclude that I−1 ◦ G∞ = Id
which contradicts with (5.3.11). This shows at least one hyperbolic piece
persists. Moreover the pull-back of the solution metric gij(t) by Fk(t), for
tk ≤ t < +∞, is as close to the hyperbolic metric hij as we like.
204 H.-D. CAO AND X.-P. ZHU
We can continue to form other persistent hyperbolic pieces in the same
way as long as there are any points Pk outside of the chosen pieces where
the injectivity radius at times tk → ∞ are all at least some fixed positive
number ρ > 0. The only modification in the proof is to take the new limit
H to have the least possible number of cusps out of all remaining possible
limits.
Note that the volume of the normalized Ricci flow is constant in time.
Therefore by combining with Margulis lemma (see for example [57] [78]),
we have proved that there exists a finite collection of complete noncompact
hyperbolic three-manifolds H1, . . . ,Hm with finite volume, a small number
a > 0 and a time T < +∞ such that for all t beyond T we can find
diffeomorphisms ϕl(t) of (Hl)a into M , 1 ≤ l ≤ m, so that the pull-back of
the solution metric gij(t) by ϕl(t) is as close to the hyperbolic metrics as we
like and the exceptional part of M where the points are not in the image of
any ϕl has the injectivity radii everywhere as small as we like.
Part III: Incompressibility
We remain to show that the boundary tori of any persistent hyperbolic
piece are incompressible, in the sense that the fundamental group of the
torus injects into that of the whole manifold. The argument of this part
is a parabolic version of Schoen and Yau’s minimal surface argument in
[113, 114, 115].
Let B be a small positive number and assume the above positive number
a is much smaller than B. Denote by Ma a persistent hyperbolic piece of
the manifold M truncated by boundary tori of area a with constant mean
curvature and denote by M ca = M\
◦
Ma the part of M exterior to Ma.
Thus there is a persistent hyperbolic piece MB ⊂ Ma of the manifold M
truncated by boundary tori of area B with constant mean curvature. We
also denote by M cB = M\
◦
MB . By Van Kampen’s Theorem, if π1(∂MB)
injects into π1(M
c
B) then it injects into π1(M) also. Thus we only need to
show π1(∂MB) injects into π1(M
c
B).
We will argue by contradiction. Let T be a torus in ∂MB . Suppose
π1(T ) does not inject into π1(M
c
B), then by Dehn’s Lemma the kernel is
a cyclic subgroup of π1(T ) generated by a primitive element. The work of
Meeks-Yau [89] or Meeks-Simon-Yau [90] shows that among all disks inM cB
whose boundary curve lies in T and generates the kernel, there is a smooth
embedded disk normal to the boundary which has the least possible area.
Let A = A(t) be the area of this disk. This is defined for all t sufficiently
large. We will show that A(t) decreases at a rate bounded away from zero
which will be a contradiction.
Let us compute the rate at which A(t) changes under the Ricci flow. We
need to show A(t) decrease at least at a certain rate, and since A(t) is the
minimum area to bound any disk in the given homotopy class, it suffices to
find some such disk whose area decreases at least that fast. We choose this
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disk as follows. Pick the minimal disk at time t0, and extend it smoothly
a little past the boundary torus since the minimal disk is normal to the
boundary. For times t a little bigger than t0, the boundary torus may need
to move a little to stay constant mean curvature with area B as the metrics
change, but we leave the surface alone and take the bounding disk to be the
one cut off from it by the new torus. The change of the area A˜(t) of such
disk comes from the change in the metric and the change in the boundary.
For the change in the metric, we choose an orthonormal frame X,Y,Z
at a point x in the disk so that X and Y are tangent to the disk while Z is
normal and compute the rate of change of the area element dσ on the disk
as
∂
∂t
dσ =
1
2
(gij)T
(
2
3
r(gij
)T
− 2(Rij)T )dσ
=
[
2
3
r − Ric (X,X) − Ric (Y, Y )
]
dσ,
since the metric evolves by the normalized Ricci flow. Here (·)T denotes
the tangential projections on the disk. Notice the torus T may move in
time to preserve constant mean curvature and constant area B. Suppose
the boundary of the disk evolves with a normal velocity N . The change of
the area at boundary along a piece of length ds is given by Nds. Thus the
total change of the area A˜(t) is given by
dA˜
dt
=
∫ ∫ (
2
3
r − Ric (X,X) − Ric (Y, Y )
)
dσ +
∫
∂
Nds.
Note that
Ric (X,X) + Ric (Y, Y ) = R(X,Y,X, Y ) +R(X,Z,X,Z)
+R(Y,X, Y,X) +R(Y,Z, Y, Z)
=
1
2
R+R(X,Y,X, Y ).
By the Gauss equation, the Gauss curvature K of the disk is given by
K = R(X,Y,X, Y ) + det II
where II is the second fundamental form of the disk in M cB . This gives at
t = t0,
dA
dt
≤
∫ ∫ (
2
3
r − 1
2
R
)
dσ −
∫ ∫
(K − det II)dσ +
∫
∂
Nds
Since the bounding disk is a minimal surface, we have
det II ≤ 0.
The Gauss-Bonnet Theorem tells us that for a disk∫ ∫
Kdσ +
∫
∂
kds = 2π
206 H.-D. CAO AND X.-P. ZHU
where k is the geodesic curvature of the boundary. Thus we obtain
(5.3.12)
dA
dt
≤
∫ ∫ (
2
3
r − 1
2
R
)
dσ +
∫
∂
kds +
∫
∂
Nds− 2π.
Recall that we are assuming Rmin(t) increases monotonically to −6 as t→
+∞. By the evolution equation of the scalar curvature,
d
dt
Rmin(t) ≥ 4(r(t) −Rmin(t))
and then ∫ ∞
0
(r(t)−Rmin(t))dt < +∞.
This implies that r(t) → −6 as t → +∞ by using the derivatives estimate
for the curvatures. Thus for every ε > 0 we have
2
3
r − 1
2
R ≤ −(1− ε)
for t sufficiently large. And then the first term on RHS of (5.3.12) is bounded
above by ∫ ∫ (
2
3
r − 1
2
R
)
dσ ≤ −(1− ε)A.
The geodesic curvature k of the boundary of the minimal disk is the ac-
celeration of a curve moving with unit speed along the intersection of the
disk with the torus; since the disk and torus are normal, this is the same
as the second fundamental form of the torus in the direction of the curve of
intersection. Now if the metric were actually hyperbolic, the second funda-
mental form of the torus would be exactly 1 in all directions. Note that the
persistent hyperbolic pieces are as close to the standard hyperbolic as we
like. This makes that the second term of RHS of (5.3.12) is bounded above
by ∫
∂
kds ≤ (1 + ε0)L
for some sufficiently small positive number ε0 > 0, where L is the length
of the boundary curve. Also since the metric on the persistent hyperbolic
pieces are close to the standard hyperbolic as we like, its change under the
normalized Ricci flow is as small as we like; So the motion of the constant
mean curvature torus of fixed area B will have a normal velocity N as small
as we like. This again makes the third term of RHS of (5.3.12) bounded
above by ∫
∂
Nds ≤ ε0L.
Combining these estimates, we obtain
(5.3.13)
dA
dt
≤ (1 + 2ε0)L− (1− ε0)A− 2π
on the persistent hyperbolic piece, where ε0 is some sufficiently small positive
number.
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We next need to bound the length L in terms of the area A. Since a
is much smaller than B, for large t the metric is as close as we like to the
standard hyperbolic one; not just on the persistent hyperbolic pieceMB but
as far beyond as we like. Thus for a long distance into M cB the metric will
look nearly like a standard hyperbolic cusplike collar.
Let us first recall a special coordinate system on the standard hyperbolic
cusp projecting beyond torus T1 in ∂H1 as follows. The universal cover of
the flat torus T1 can be mapped conformally to the x-y plane so that the
deck transformation of T1 become translations in x and y, and so that the
Euclidean area of the quotient is 1; then these coordinates are unique up to
a translation. The hyperbolic cusp projecting beyond the torus T1 in ∂H1
can be parametrized by {(x, y, z) ∈ R3 | z > 0} with the hyperbolic metric
(5.3.14) ds2 =
dx2 + dy2 + dz2
z2
.
Note that we can make the solution metric, in an arbitrarily large neighbor-
hood of the torus T (of ∂MB), as close to hyperbolic as we wish (in the sense
that there exists a diffeomorphism from a large neighborhood of the torus
TB (of ∂HB) on the standard hyperbolic cusp to the above neighborhood
of the torus T (of ∂MB) such that the pull-back of the solution metric by
the diffeomorphism is as close to the hyperbolic metric as we wish). Then
by using this diffeomorphism (up to a slight modification) we can param-
etrize the cusplike tube of M cB projecting beyond the torus T in ∂MB by
{(x, y, z) | z ≥ ζ} where the height ζ is chosen so that the torus in the
hyperbolic cusp at height ζ has the area B.
Now consider our minimal disk, and let L(z) be the length of the curve of
the intersection of the disk with the torus at height z in the above coordinate
system, and also let A(z) be the area of the part of the disk between ζ and
z. We now want to derive a monotonicity formula on the area A(z) for the
minimal surface.
For almost every z the intersection of the disk with the torus at height
z is a smooth embedded curve or a finite union of them by the standard
transversality theorem. If there is more than one curve, at least one of them
is not homotopic to a point in T and represents the primitive generator in
the kernel of π1(T ) such that a part of the original disk beyond height z
continues to a disk that bounds it. We extend this disk back to the initial
height ζ by dropping the curve straight down. Let L˜(z) be the length of the
curve we picked at height z; of course L˜(z) ≤ L(z) with equality if it is the
only piece. Let L˜(w) denote the length of the same curve in the x-y plane
dropped down to height w for ζ ≤ w ≤ z. In the hyperbolic space we would
have
L˜(w) =
z
w
L˜(z)
exactly. In our case there is a small error proportional to L˜(z) and we
can also take it proportional to the distance z − w by which it drops since
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L˜(w)|w=z = L˜(z) and the solution metric is close to the hyperbolic in the
C∞loc topology. Thus, for arbitrarily given δ > 0 and ζ
∗ > ζ, as the solution
metric is sufficiently close to hyperbolic, we have
|L˜(w) − z
w
L˜(z)| ≤ δ(z − w)L˜(z)
for all z and w in ζ ≤ w ≤ z ≤ ζ∗. Now given ε and ζ∗ pick δ = 2ε/ζ∗.
Then
(5.3.15) L˜(w) ≤ z
w
L˜(z)
[
1 +
2ε(z − w)
w
]
.
When we drop the curve vertically for the construction of the new disk we
get an area A˜(z) between ζ and z given by
A˜(z) = (1 + o(1))
∫ z
ζ
L˜(w)
w
dw.
Here and in the following o(1) denotes various small error quantities as the
solution metric close to hyperbolic. On the other hand if we do not drop
vertically we pick up even more area, so the area A(z) of the original disk
between ζ and z has
(5.3.16) A(z) ≥ (1− o(1))
∫ z
ζ
L(w)
w
dw.
Since the original disk minimized among all disks bounded a curve in the
primitive generator of the kernel of π1(T ), and the new disk beyond the
height z is part of the original disk, we have
A(z) ≤ A˜(z)
and then by combining with (5.3.15),∫ z
ζ
L(w)
w
dw ≤ (1 + o(1))zL˜(z)
∫ z
ζ
[
1− 2ε
w2
+
2εz
w3
]
dw
≤ (1 + o(1))L(z)(z − ζ)
ζ
[
1 + ε
(
z − ζ
ζ
)]
.
Here we used the fact that L˜(z) ≤ L(z). Since the solution metric is suffi-
ciently close to hyperbolic, we have
d
dz
(∫ z
ζ
L(w)
w
dw
)
=
L(z)
z
≥ (1− o(1)) ζ
z(z − ζ)
[
1− ε
(
z − ζ
ζ
)]∫ z
ζ
L(w)
w
dw
≥
[
1
z − ζ −
1 + 2ε
z
] ∫ z
ζ
L(w)
w
dw,
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or equivalently
(5.3.17)
d
dz
log
{
z1+2ε
(z − ζ)
∫ z
ζ
L(w)
w
dw
}
≥ 0.
This is the desired monotonicity formula for the area A(z).
It follows directly from (5.3.16) and (5.3.17) that
z1+2ε
(z − ζ)A(z) ≥ (1− o(1))ζ
2εL(ζ),
or equivalently
L(ζ) ≤ (1 + o(1))
(
z
ζ
)2ε z
z − ζA(z)
for all z ∈ [ζ, ζ∗]. Since the solution metric, in an arbitrarily large neighbor-
hood of the torus T (of ∂MB), as close to hyperbolic as we wish, we may
assume that ζ∗ is so large that
√
ζ∗ > ζ and
√
ζ∗√
ζ∗−ζ is close to 1, and also
ε > 0 is so small that (
√
ζ∗
ζ )
2ε is close to 1. Thus for arbitrarily small δ0 > 0,
we have
(5.3.18) L(ζ) ≤ (1 + δ0)A
(√
ζ∗
)
.
Now recall that (5.3.13) states
dA
dt
≤ (1 + 2ε0)L− (1− ε0)A− 2π.
We now claim that if
(1 + 2ε0)L− (1− ε0)A ≥ 0
then L = L(ζ) is uniformly bounded from above.
Indeed by the assumption we have
A(ζ∗) ≤ (1 + 2ε0)
(1− ε0) L(ζ)
since A(ζ∗) ≤ A. By combining with (5.3.16) we have some z0 ∈ (
√
ζ∗, ζ∗)
satisfying
L(z0)
z0
(
ζ∗ −
√
ζ∗
)
≤
∫ ζ∗
√
ζ∗
L(w)
w
dw
≤ (1 + o(1))A(ζ∗)
≤ (1 + o(1))
(
1 + 2ε0
1− ε0
)
L(ζ).
Thus for ζ∗ suitably large, by noting that the solution metric on a large
neighborhood of T (of ∂MB) is sufficiently close to hyperbolic, we have
(5.3.19) L(z0) ≤ (1 + 4ε0)z0
ζ∗
L(ζ)
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for some z0 ∈ (
√
ζ∗, ζ∗). It is clear that we may assume the intersection
curve between the minimal disk with the torus at this height z0 is smooth
and embedded. If the intersection curve at the height z0 has more than
one piece, as before one of them will represent the primitive generator in the
kernel of π1(T ), and we can ignore the others. Let us move (the piece of) the
intersection curve on the torus at height z0 through as small as possible area
in the same homotopy class of π1(T ) to a curve which is a geodesic circle
in the flat torus coming from our special coordinates, and then drop this
geodesic circle vertically in the special coordinates to obtain another new
disk. We will compare the area of this new disk with the original minimal
disk as follows.
Denote by G the length of the geodesic circle in the standard hyperbolic
cusp at height 1. Then the length of the geodesic circle at height z0 will
be G/z0. Observe that given an embedded curve of length l circling the
cylinder S1 × R of circumference w once, it is possible to deform the curve
through an area not bigger than lw into a meridian circle. Note that (the
piece of) the intersection curve represents the primitive generator in the
kernel of π1(T ). Note also that the solution metric is sufficiently close to the
hyperbolic metric. Then the area of the deformation from (the piece of) the
intersection curve on the torus at height z0 to the geodesic circle at height
z0 is bounded by
(1 + o(1))
(
G
z0
)
· L(z0).
The area to drop the geodesic circle from height z0 to height ζ is bounded
by
(1 + o(1))
∫ z0
ζ
G
w2
dw.
Hence comparing the area of the original minimal disk to that of this new
disk gives
A(z0) ≤ (1 + o(1))G
[
L(z0)
z0
+
(
1
ζ
− 1
z0
)]
.
By (5.3.18), (5.3.19) and the fact that z0 ∈ (
√
ζ∗, ζ∗), this in turn gives
L(ζ) ≤ (1 + δ0)A(z0)
≤ (1 + δ0)G
[
(1 + 4ε0)
L(ζ)
ζ∗
+
1
ζ
]
.
Since ζ∗ is suitably large, we obtain
L(ζ) ≤ 2G/ζ
This gives the desired assertion since G is fixed from the geometry of the
limit hyperbolic manifold H and ζ is very large as long as the area B of
∂MB small enough.
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Thus the combination of (5.3.13), (5.3.18) and the assertion implies that
either
d
dt
A ≤ −2π,
or
d
dt
A ≤ (1 + 2ε0)L− (1− ε0)A− 2π
≤ (1 + 2ε0)2G
ζ
− 2π
≤ −π,
since the solution metric on a very large neighborhood of the torus T (of
∂MB) is sufficiently close to hyperbolic and ζ is very large as the area B
of ∂MB small enough. This is impossible because A ≥ 0 and the persistent
hyperbolic pieces go on forever. The contradiction shows that π1(T ) in fact
injects into π1(M
c
B). This proves that π1(∂MB) injects into π1(M).
Therefore we have completed the proof of Theorem 5.3.4. 
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Chapter 6. Ancient κ-solutions
Let us consider a solution of the Ricci flow on a compact manifold. If the
solution blows up in finite time (i.e., the maximal solution exists only on a
finite time interval), then as we saw in Chapter 4 a sequence of rescalings of
the solution around the singularities converge to a solution which exists at
least on the time interval (−∞, T ) for some finite number T . Furthermore,
by Perelman’s no local collapsing theorem I (Theorem 3.3.2), we see that
the limit is κ-noncollapsed on all scales for some positive constant κ. In
addition, if the dimension n = 3 then the Hamilton-Ivey pinching estimate
implies that the limiting solution must have nonnegative curvature operator.
We call a solution to the Ricci flow an ancient κ-solution if it is com-
plete (either compact or noncompact) and defined on an ancient time inter-
val (−∞, T ) with T > 0, has nonnegative curvature operator and bounded
curvature, and is κ-noncollapsed on all scales for some positive constant κ.
In this chapter we study ancient κ-solutions of the Ricci flow. We will
obtain crucial curvature estimates of such solutions and determine their
structures in lower dimensional cases. In particular, Sections 6.2-6.4 give a
detailed exposition of Perelman’s work in section 11 of [107] and section 1
of [108]. We also remak that the earlier work on ancient solutions can be
found in Hamilton [65].
6.1. Preliminaries
We first present a useful geometric property (cf. Proposition 2.2 of [35])
for complete noncompact Riemannian manifolds with nonnegative sectional
curvature.
Let (M,gij) be an n-dimensional complete Riemannian manifold and let
ε be a positive constant. We call an open subset N ⊂ M an ε-neck of
radius r if (N, r−2gij) is ε-close, in the C [ε
−1] topology, to a standard neck
Sn−1 × I, where Sn−1 is the round (n − 1)-sphere with scalar curvature 1
and I is an interval of length 2ε−1. The following result is, to some extent,
in similar spirit of Yau’s volume lower bound estimate [132].
Proposition 6.1.1. There exists a positive constant ε0 = ε0(n) such
that every complete noncompact n-dimensional Riemannian manifold (M,gij)
of nonnegative sectional curvature has a positive constant r0 such that any
ε-neck of radius r on (M,gij) with ε ≤ ε0 must have r ≥ r0.
Proof. The following argument is taken from [35]. We argue by con-
tradiction. Suppose there exist a sequence of positive constants εα → 0 and
a sequence of n-dimensional complete noncompact Riemannian manifolds
(Mα, gαij) such that for each fixed α, there exists a sequence of ε
α-necks Nk
of radius at most 1/k in Mα with centers Pk divergent to infinity.
Fix a point P on the manifold Mα and connect each Pk to P by a
minimizing geodesic γk. By passing to a subsequence we may assume the
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angle θkl between geodesic γk and γl at P is very small and tends to zero
as k, l → +∞, and the length of γk+1 is much bigger than the length of γk.
Let us connect Pk to Pl by a minimizing geodesic ηkl. For each fixed l > k,
let P˜k be a point on the geodesic γl such that the geodesic segment from P
to P˜k has the same length as γk and consider the triangle ∆PPkP˜k in M
α
with vertices P , Pk and P˜k. By comparing with the corresponding triangle
in the Euclidean plane R2 whose sides have the same corresponding lengths,
Toponogov’s comparison theorem implies
d(Pk, P˜k) ≤ 2 sin
(
1
2
θkl
)
· d(Pk, P ).
Since θkl is very small, the distance from Pk to the geodesic γl can be
realized by a geodesic ζkl which connects Pk to a point P
′
k on the interior of
the geodesic γl and has length at most 2 sin(
1
2θkl)·d(Pk, P ). Clearly the angle
between ζkl and γl at the intersection point P
′
k is
π
2 . Consider α to be fixed
and sufficiently large. We claim that for large enough k, each minimizing
geodesic γl with l > k, connecting P to Pl, goes through the neck Nk.
Suppose not; then the angle between γk and ζkl at Pk is close to either
zero or π since Pk is in the center of an ε
α-neck and α is sufficiently large.
If the angle between γk and ζkl at Pk is close to zero, we consider the
triangle ∆PPkP
′
k in M
α with vertices P , Pk, and P
′
k. Note that the length
between Pk and P
′
k is much smaller than the lengths from Pk or P
′
k to P .
By comparing the angles of this triangle with those of the corresponding
triangle in the Euclidean plane with the same corresponding lengths and
using Toponogov’s comparison theorem, we find that it is impossible. Thus
the angle between γk and ζkl at Pk is close to π. We now consider the triangle
∆PkP
′
kPl in M
α with the three sides ζkl, ηkl and the geodesic segment from
P ′k to Pl on γl. We have seen that the angle of ∆PkP
′
kPl at Pk is close to
zero and the angle at P ′k is
π
2 . By comparing with corresponding triangle
∆¯P¯kP¯
′
kP¯l in the Euclidean plane R
2 whose sides have the same corresponding
lengths, Toponogov’s comparison theorem implies
∠P¯lP¯kP¯
′
k + ∠P¯lP¯
′
kP¯k ≤ ∠PlPkP ′k + ∠PlP ′kPk <
3
4
π.
This is impossible since the length between P¯k and P¯
′
k is much smaller than
the length from P¯l to either P¯k or P¯
′
k. So we have proved each γl with l > k
passes through the neck Nk.
Hence by taking a limit, we get a geodesic ray γ emanating from P
which passes through all the necks Nk, k = 1, 2, . . . , except a finite number
of them. Throwing these finite number of necks away, we may assume γ
passes through all necks Nk, k = 1, 2, . . . . Denote the center sphere of Nk
by Sk, and their intersection points with γ by pk ∈ Sk ∩ γ, k = 1, 2, . . . .
Take a sequence of points γ(m) with m = 1, 2, . . . . For each fixed neck
Nk, arbitrarily choose a point qk ∈ Nk near the center sphere Sk and draw
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a geodesic segment γkm from qk to γ(m). Now we claim that for any neck
Nl with l > k, γ
km will pass through Nl for all sufficiently large m.
We argue by contradiction. Let us place all the necks Ni horizontally
so that the geodesic γ passes through each Ni from the left to the right.
We observe that the geodesic segment γkm must pass through the right
half of Nk; otherwise γ
km cannot be minimal. Then for large enough m,
the distance from pl to the geodesic segment γ
km must be achieved by the
distance from pl to some interior point pk
′ of γkm. Let us draw a minimal
geodesic η from pl to the interior point pk
′ with the angle at the intersection
point pk
′ ∈ η ∩ γkm to be π2 . Suppose the claim is false. Then the angle
between η and γ at pl is close to 0 or π since ε
α is small.
If the angle between η and γ at pl is close to 0, we consider the tri-
angle ∆plpk
′γ(m) and construct a comparison triangle ∆¯p¯lp¯k ′γ¯(m) in the
plane with the same corresponding length. Then by Toponogov’s compari-
son theorem, we see the sum of the inner angles of the comparison triangle
∆¯p¯lp¯k
′γ¯(m) is less than 3π/4, which is impossible.
If the angle between η and γ at pl is close to π, by drawing a minimal
geodesic ξ from qk to pl, we see that ξ must pass through the right half of
Nk and the left half of Nl; otherwise ξ cannot be minimal. Thus the three
inner angles of the triangle ∆plpk
′qk are almost 0, π/2, and 0 respectively.
This is also impossible by the Toponogov comparison theorem.
Hence we have proved that the geodesic segment γkm passes through Nl
for m large enough.
Consider the triangle ∆pkqkγ(m) with two long sides pkγ(m)(⊂ γ) and
qkγ(m)(= γ
km). For any s > 0, choose points p˜k on pkγ(m) and q˜k on
qkγ(m) with d(pk, p˜k) = d(qk, q˜k) = s. By Toponogov’s comparison theorem,
we have(
d(p˜k, q˜k)
d(pk, qk)
)2
=
d(p˜k, γ(m))
2 + d(q˜k, γ(m))
2 − 2d(p˜k, γ(m))d(q˜k, γ(m)) cos ∡¯(p˜kγ(m)q˜k)
d(pk, γ(m))2 + d(qk, γ(m))2 − 2d(pk, γ(m))d(qk, γ(m)) cos ∡¯(pkγ(m)qk)
≥ d(p˜k, γ(m))
2 + d(q˜k, γ(m))
2 − 2d(p˜k, γ(m))d(q˜k, γ(m)) cos ∡¯(p˜kγ(m)q˜k)
d(pk, γ(m))2 + d(qk, γ(m))2 − 2d(pk, γ(m))d(qk, γ(m)) cos ∡¯(p˜kγ(m)q˜k)
=
(d(p˜k, γ(m))− d(q˜k, γ(m)))2 + 2d(p˜k, γ(m))d(q˜k, γ(m))(1− cos ∡¯(p˜kγ(m)q˜k))
(d(p˜k, γ(m))− d(q˜k, γ(m)))2 + 2d(pk, γ(m))d(qk, γ(m))(1− cos ∡¯(p˜kγ(m)q˜k))
≥ d(p˜k, γ(m))d(q˜k, γ(m))
d(pk, γ(m))d(qk, γ(m))
→ 1
as m → ∞, where ∡¯(pkγ(m)qk) and ∡¯(p˜kγ(m)q˜k) are the corresponding
angles of the comparison triangles.
Letting m → ∞, we see that γkm has a convergent subsequence whose
limit γk is a geodesic ray passing through all Nl with l > k. Let us denote
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by pj = γ(tj), j = 1, 2, . . .. From the above computation, we deduce that
d(pk, qk) ≤ d(γ(tk + s), γk(s))
for all s > 0.
Let ϕ(x) = limt→+∞(t − d(x, γ(t))) be the Busemann function con-
structed from the ray γ. Note that the level set ϕ−1(ϕ(pj)) ∩Nj is close to
the center sphere Sj for any j = 1, 2, . . .. Now let qk be any fixed point
in ϕ−1(ϕ(pk)) ∩ Nk. By the definition of Busemann function ϕ associ-
ated to the ray γ, we see that ϕ(γk(s1)) − ϕ(γk(s2)) = s1 − s2 for any
s1, s2 ≥ 0. Consequently, for each l > k, by choosing s = tl − tk, we see
γk(tl − tk) ∈ ϕ−1(ϕ(pl)) ∩Nl. Since γ(tk + tl − tk) = pl, it follows that
d(pk, qk) ≤ d(pl, γk(s)).
with s = tl − tk > 0. This implies that the diameter of ϕ−1(ϕ(pk)) ∩Nk is
not greater than the diameter of ϕ−1(ϕ(pl)) ∩ Nl for any l > k, which is a
contradiction for l much larger than k.
Therefore we have proved the proposition. 
In [65], Hamilton discovered an important repulsion principle (cf. The-
orem 21.4 of [65]) about the influence of a bump of strictly positive curva-
ture in a complete noncompact manifold of nonnegative sectional curvature.
Namely minimal geodesic paths that go past the bump have to avoid it. As
a consequence he obtained a finite bump theorem (cf. Theorem 21.5 of [65])
that gives a bound on the number of bumps of curvature.
Let M be a complete noncompact Riemannian manifold with nonnega-
tive sectional curvature K ≥ 0. A geodesic ball B(p, r) of radius r centered
at a point p ∈ M is called a curvature β-bump if sectional curvature
K ≥ β/r2 at all points in the ball. The ball B(p, r) is called λ-remote from
an origin O if d(p,O) ≥ λr.
Finite Bump Theorem (Hamilton [65]). For every β > 0 there
exists λ < ∞ such that in any complete manifold of nonnegative sectional
curvature there are at most a finite number of disjoint balls which are λ-
remote curvature β-bumps.
This finite bump theorem played an important role in Hamilton’s study
of the behavior of singularity models at infinity and in the dimension re-
duction argument he developed for the Ricci flow (cf. Section 22 of [65],
see also [30] for application to the Ka¨hler-Ricci flow and uniformization
problem in complex dimension two). A special consequence of the finite
bump theorem is that if we have a complete noncompact solution to the
Ricci flow on an ancient time interval −∞ < t < T with T > 0 satisfying
certain local injectivity radius bound, with curvature bounded at each time
and with asymptotic scalar curvature ratio A = lim supRs2 = ∞, then we
can find a sequence of points pj going to ∞ (as in the following Lemma
6.1.3) such that a cover of the limit of dilations around these points at time
t = 0 splits as a product with a flat factor. The following result, somewhat
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known in Alexandrov space theory (e.g., Perelman wrote in [107] (page 29,
line 3) “this follows from a standard argument based on the Aleksandrov-
Toponogov concavity” and the essentially same statement also appeared in
[80], [35] and [43]), is in similar spirit as Hamilton’s finite bumps theorem
and its consequence. The advantage is that we will get in the limit of dila-
tions a product of the line with a lower dimensional manifold, instead of a
quotient of such a product.
Proposition 6.1.2. Suppose (M,gij) is a complete n-dimensional Rie-
mannian manifold with nonnegative sectional curvature. Let P ∈M be fixed,
and Pk ∈M a sequence of points and λk a sequence of positive numbers with
d(P,Pk)→ +∞ and λkd(P,Pk)→ +∞. Suppose also that the marked man-
ifolds (M,λ2kgij , Pk) converge in the C
∞
loc topology to a Riemannian manifold
M˜ . Then the limit M˜ splits isometrically as the metric product of the form
R×N , where N is a Riemannian manifold with nonnegative sectional cur-
vature.
Proof. We now follow an argument given in [35]. Let us denote by
|OQ| = d(O,Q) the distance between two points O,Q ∈ M . Without loss
of generality, we may assume that for each k,
(6.1.1) 1 + 2|PPk| ≤ |PPk+1|.
Draw a minimal geodesic γk from P to Pk and a minimal geodesic σk from
Pk to Pk+1, both parametrized by arclength. We may further assume
(6.1.2) θk = |∡(γ˙k(0), γ˙k+1(0))| < 1
k
.
By assumption, the sequence (M,λ2kgij , Pk) converges (in the C
∞
loc topol-
ogy) to a Riemannian manifold (M˜, g˜ij , P˜ ) with nonnegative sectional cur-
vature. By a further choice of subsequences, we may also assume γk and σk
converge to geodesic rays γ˜ and σ˜ starting at P˜ respectively. We will prove
that γ˜ ∪ σ˜ forms a line in M˜ , and then by the Toponogov splitting theorem
[92] the limit M˜ must be splitted as R×N .
We argue by contradiction. Suppose γ˜ ∪ σ˜ is not a line; then for each k,
there exist two points Ak ∈ γk and Bk ∈ σk such that as k → +∞,
(6.1.3)

λkd(Pk, Ak)→ A > 0,
λkd(Pk, Bk)→ B > 0,
λkd(Ak, Bk)→ C > 0,
but A+B > C.
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Now draw a minimal geodesic δk from Ak to Bk. Consider comparison
triangles △¯P¯kP¯ P¯k+1 and △¯P¯kA¯kB¯k in R2 with
|P¯kP¯ | = |PkP |, |P¯kP¯k+1| = |PkPk+1|, |P¯ P¯k+1| = |PPk+1|,
and |P¯kA¯k| = |PkAk|, |P¯kB¯k| = |PkBk|, |A¯kB¯k| = |AkBk|.
By Toponogov’s comparison theorem [9], we have
(6.1.4) ∡A¯kP¯kB¯k ≥ ∡P¯ P¯kP¯k+1.
On the other hand, by (6.1.2) and using Toponogov’s comparison theorem
again, we have
(6.1.5) ∡P¯kP¯ P¯k+1 ≤ ∡PkPPk+1 < 1
k
,
and since |P¯kP¯k+1| > |P¯ P¯k| by (6.1.1), we further have
(6.1.6) ∡P¯kP¯k+1P¯ ≤ ∡P¯kP¯ P¯k+1 < 1
k
.
Thus the above inequalities (6.1.4)-(6.1.6) imply that
∡A¯kP¯kB¯k > π − 2
k
.
Hence
(6.1.7) |A¯kB¯k|2 ≥ |A¯kP¯k|2 + |P¯kB¯k|2 − 2|A¯kP¯k| · |P¯kB¯k| cos
(
π − 2
k
)
.
Multiplying the above inequality by λ2k and letting k → +∞, we get
C ≥ A+B
which contradicts (6.1.3).
Therefore we have proved the proposition. 
LetM be an n-dimensional complete noncompact Riemannian manifold.
Pick an origin O ∈M . Let s be the geodesic distance to the origin O of M ,
and R the scalar curvature. Recall that in Chapter 4 we have defined the
asymptotic scalar curvature ratio
A = lim sup
s→+∞
Rs2.
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We now state a useful lemma of Hamilton (cf. Lemma 22.2 of [65])
about picking local (almost) maximum curvature points at infinity.
Lemma 6.1.3 (Hamilton [65]). Given a complete noncompact Rie-
mannian manifold with bounded curvature and with asymptotic scalar cur-
vature ratio
A = lim sup
s→+∞
Rs2 = +∞,
we can find a sequence of points xj divergent to infinity, a sequence of radii
rj and a sequence of positive numbers δj → 0 such that
(i) R(x) ≤ (1 + δj)R(xj) for all x in the ball B(xj, rj) of radius rj
around xj,
(ii) r2jR(xj)→ +∞,
(iii) λj = d(xj , O)/rj → +∞,
(iv) the balls B(xj, rj) are disjoint,
where d(xj , O) is the distance of xj from the origin O.
Proof. The proof is essentially from Hamilton [65]. Pick a sequence of
positive numbers ǫj → 0, then choose Aj → +∞ so that Ajǫ2j → +∞. Let
σj be the largest number such that
sup{R(x)d(x,O)2 | d(x,O) ≤ σj} ≤ Aj .
Then there exists some yj ∈M such that
R(yj)d(yj , O)
2 = Aj and d(yj , O) = σj.
Now pick xj ∈M so that d(xj , O) ≥ σj and
R(xj) ≥ 1
1 + ǫj
sup{R(x) | d(x,O) ≥ σj}.
Finally pick rj = ǫjσj. We check the properties (i)-(iv) as follows.
(i) If x ∈ B(xj, rj) ∩ {d(·, O) ≥ σj}, we have
R(x) ≤ (1 + ǫj)R(xj)
by the choice of the point xj; while if x ∈ B(xj , rj)∩{d(·, O) ≤ σj}, we have
R(x) ≤ Aj/d(x,O)2
≤ 1
(1− ǫj)2 (Aj/σ
2
j )
=
1
(1− ǫj)2R(yj)
≤ (1 + ǫj)
(1− ǫj)2R(xj),
since d(x,O) ≥ d(xj , O) − d(x, xj) ≥ σj − rj = (1 − ǫj)σj . Thus we have
obtained
R(x) ≤ (1 + δj)R(xj), ∀ x ∈ B(xj, rj),
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where δj =
(1+ǫj)
(1−ǫj)2 − 1→ 0 as j → +∞.
(ii) By the choices of rj , xj and yj, we have
r2jR(xj) = ǫ
2
jσ
2
jR(xj)
≥ ǫ2jσ2j
[
1
1 + ǫj
R(yj)
]
=
ǫ2j
1 + ǫj
Aj → +∞, as j → +∞.
(iii) Since d(xj , O) ≥ σj = rj/ǫj , it follows that λj = d(xj , O)/rj →
+∞ as j → +∞.
(iv) For any x ∈ B(xj, rj), the distance from the origin
d(x,O) ≥ d(xj , O)− d(x, xj)
≥ σj − rj
= (1− ǫj)σj → +∞, as j → +∞.
Thus any fixed compact set does not meet the balls B(xj, rj) for large enough
j. If we pass to a subsequence, the balls will all avoid each other. 
The above point picking lemma of Hamilton, as written down in Lemma
22.2 of [65], requires the curvature of the manifold to be bounded. When the
manifold has unbounded curvature, we will appeal to the following simple
lemma.
Lemma 6.1.4. Given a complete noncompact Riemannian manifold
with unbounded curvature, we can find a sequence of points xj divergent
to infinity such that for each positive integer j, we have |Rm(xj)| ≥ j, and
|Rm(x)| ≤ 4|Rm(xj)|
for x ∈ B(xj, j√|Rm(xj )|).
Proof. Each xj can be constructed as a limit of a finite sequence {yi},
defined as follows. Let y0 be any fixed point with |Rm(y0)| ≥ j. Inductively,
if yi cannot be taken as xj, then there is a yi+1 such that
|Rm(yi+1)| > 4|Rm(yi)|,
d(yi, yi+1) 6
j√
|Rm(yi)|
.
Thus we have
|Rm(yi)| > 4i|Rm(y0)| ≥ 4ij,
d(yi, y0) ≤ j
i∑
k=1
1√
4k−1j
< 2
√
j.
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Since the manifold is smooth, the sequence {yi} must be finite. The last
element fits. 
6.2. Asymptotic Shrinking Solitons
The main purpose of this section is to prove a result of Perelman (cf.
Proposition 11.2 of [107]) on the asymptotic shapes of ancient κ-solutions
as time t→ −∞.
We begin with the study of the asymptotic behavior of an ancient κ-
solution gij(x, t), on M× (−∞, T ) with T > 0, to the Ricci flow as t→ −∞.
Pick an arbitrary point (p, t0) ∈ M × (−∞, 0] and recall from Chapter
3 that
τ = t0 − t, for t < t0,
l(q, τ) =
1
2
√
τ
inf
{∫ τ
0
√
s
(
R(γ(s), t0 − s)
+ |γ˙(s)|2gij(t0−s)
)
ds
∣∣∣∣ γ : [0, τ ]→M withγ(0) = p, γ(τ) = q
}
and
V˜ (τ) =
∫
M
(4πτ)−
n
2 exp(−l(q, τ))dVt0−τ (q).
We first observe that Corollary 3.2.6 also holds for the general complete
manifold M . Indeed, since the scalar curvature is nonnegative, the function
L¯(·, τ) = 4τ l(·, τ) achieves its minimum onM for each fixed τ > 0. Thus the
same argument in the proof of Corollary 3.2.6 shows there exists q = q(τ)
such that
(6.2.1) l(q(τ), τ) ≤ n
2
for each τ > 0.
Recall from (3.2.11)-(3.2.13), the Li-Yau-Perelman distance l satisfies
the following
∂
∂τ
l = − l
τ
+R+
1
2τ3/2
K,(6.2.2)
|∇l|2 = −R+ l
τ
− 1
τ3/2
K,(6.2.3)
∆l ≤ −R+ n
2τ
− 1
2τ3/2
K,(6.2.4)
and the equality in (6.2.4) holds everywhere if and only if we are on a
gradient shrinking soliton. Here K =
∫ τ
0 s
3/2Q(X)ds, Q(X) is the trace
Li-Yau-Hamilton quadratic given by
Q(X) = −Rτ − R
τ
− 2〈∇R,X〉+ 2Ric (X,X)
and X is the tangential (velocity) vector field of an L-shortest curve γ :
[0, τ ]→M connecting p to q.
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By applying the trace Li-Yau-Hamilton inequality (Corollary 2.5.5) to
the ancient κ-solution, we have
Q(X) = −Rτ − R
τ
− 2〈∇R,X〉+ 2Ric (X,X)
≥ −R
τ
and hence
K =
∫ τ
0
s3/2Q(X)ds
≥ −
∫ τ
0
√
sRds
≥ −L(q, τ).
Thus by (6.2.3) we get
(6.2.5) |∇l|2 +R ≤ 3l
τ
.
We are now state and prove the following
Theorem 6.2.1 (Perelman [107]). Let gij(·, t),−∞ < t < T with some
T > 0, be a nonflat ancient κ-solution for some κ > 0. Then there exist
a sequence of points qk and a sequence of times tk → −∞ such that the
scalings of gij(·, t) around qk with factor |tk|−1 and with the times tk shifting
to the new time zero converge to a nonflat gradient shrinking soliton in C∞loc
topology.
Proof. The proof basically follows the argument of Perelman (11.2 of
[107]). Clearly, we may assume that the nonflat ancient κ-solution is not a
gradient shrinking soliton. For the arbitrarily fixed (p, t0), let q(τ)(τ = t0−t)
be chosen as in (6.2.1) with l(q(τ), τ) ≤ n2 . We only need to show that the
scalings of gij(·, t) around q(τ) with factor τ−1 converge along a subsequence
of τ → +∞ to a nonflat gradient shrinking soliton in the C∞loc topology.
We first claim that for any A ≥ 1, one can find B = B(A) < +∞ such
that for every τ¯ > 1 there holds
(6.2.6) l(q, τ) ≤ B and τR(q, t0 − τ) ≤ B,
whenever 12 τ¯ ≤ τ ≤ Aτ¯ and d2t0− τ¯2 (q, q(
τ¯
2 )) ≤ Aτ¯.
Indeed, by using (6.2.5) at τ = τ¯2 , we have√
l(q,
τ¯
2
) ≤
√
n
2
+ sup{|∇
√
l|} · dt0− τ¯2
(
q, q
( τ¯
2
))
(6.2.7)
≤
√
n
2
+
√
3
2τ¯
·
√
Aτ¯
=
√
n
2
+
√
3A
2
,
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and
R
(
q, t0 − τ¯
2
)
≤ 3l(q,
τ¯
2 )
( τ¯2 )
(6.2.8)
≤ 6
τ¯
(√
n
2
+
√
3A
2
)2
,
for q ∈ Bt0− τ¯2 (q(
τ¯
2 ),
√
Aτ¯). Recall that the Li-Yau-Hamilton inequality im-
plies that the scalar curvature of the ancient solution is pointwise nonde-
creasing in time. Thus we know from (6.2.8) that
(6.2.9) τR(q, t0 − τ) ≤ 6A
(√
n
2
+
√
3A
2
)2
whenever 12 τ¯ ≤ τ ≤ Aτ¯ and d2t0− τ¯2 (q, q(
τ¯
2 )) ≤ Aτ¯.
By (6.2.2) and (6.2.3) we have
∂l
∂τ
+
1
2
|∇l|2 = − l
2τ
+
R
2
.
This together with (6.2.9) implies that
∂l
∂τ
≤ − l
2τ
+
3A
τ
(√
n
2
+
√
3A
2
)2
i.e.,
∂
∂τ
(
√
τ l) ≤ 3A√
τ
(√
n
2
+
√
3A
2
)2
whenever 12 τ¯ ≤ τ ≤ Aτ¯ and d2t0− τ¯2
(
q, q
(
τ¯
2
)) ≤ Aτ¯. Hence by integrating this
differential inequality, we obtain
√
τ l(q, τ)−
√
τ¯
2
l
(
q,
τ¯
2
)
≤ 6A
(√
n
2
+
√
3A
2
)2√
τ
and then by (6.2.7),
l(q, τ) ≤ l
(
q,
τ¯
2
)
+ 6A
(√
n
2
+
√
3A
2
)2
(6.2.10)
≤ 7A
(√
n
2
+
√
3A
2
)2
whenever 12 τ¯ ≤ τ ≤ Aτ¯ and d2t0− τ¯2 (q, q(
τ¯
2 )) ≤ Aτ¯. So we have proved claim
(6.2.6).
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Recall that gij(τ) = gij(·, t0 − τ) satisfies (gij)τ = 2Rij . Let us take the
scaling of the ancient κ-solution around q( τ¯2 ) with factor (
τ¯
2 )
−1, i.e.,
g˜ij(s) =
2
τ¯
gij
(
·, t0 − s τ¯
2
)
where s ∈ [0,+∞). Claim (6.2.6) says that for all s ∈ [1, 2A] and all q such
that dist2g˜ij(1)(q, q(
τ¯
2 )) ≤ A, we have R˜(q, s) = τ¯2R(q, t0−s τ¯2 ) ≤ B. Now tak-
ing into account the κ-noncollapsing assumption and Theorem 4.2.2, we can
use Hamilton’s compactness theorem (Theorem 4.1.5) to obtain a sequence
τ¯k → +∞ such that the marked evolving manifolds (M, g˜(k)ij (s), q( τ¯k2 )),
with g˜
(k)
ij (s) =
2
τ¯k
gij(·, t0 − s τ¯k2 ) and s ∈ [1,+∞), converge to a manifold
(M¯, g¯ij(s), q¯) with s ∈ [1,+∞), where g¯ij(s) is also a solution to the Ricci
flow on M¯ .
Denote by l˜k the corresponding Li-Yau-Perelman distance of g˜
(k)
ij (s). It
is easy to see that l˜k(q, s) = l(q,
τ¯k
2 s), for s ∈ [1,+∞). From (6.2.5), we also
have
(6.2.11) |∇l˜k|2
g˜
(k)
ij
+ R˜(k) ≤ 6l˜k,
where R˜(k) is the scalar curvature of the metric g˜
(k)
ij . Claim (6.2.6) says
that l˜k are uniformly bounded on compact subsets of M × [1,+∞) (with
the corresponding origins q( τ¯k2 )). Thus the above gradient estimate (6.2.11)
implies that the functions l˜k tend (up to a subsequence) to a function l¯ which
is a locally Lipschitz function on M¯ .
We know from (6.2.2)-(6.2.4) that the Li-Yau-Perelman distance l˜k sat-
isfies the following inequalities:
(6.2.12) (l˜k)s −∆l˜k + |∇l˜k|2 − R˜(k) + n
2s
≥ 0,
(6.2.13) 2∆l˜k − |∇l˜k|2 + R˜(k) + l˜k − n
s
≤ 0.
We next show that the limit l¯ also satisfies the above two inequalities in the
sense of distributions. Indeed the above two inequalities can be rewritten as
(6.2.14)
(
∂
∂s
−△+ R˜(k)
)(
(4πs)−
n
2 exp(−l˜k)
)
≤ 0,
(6.2.15) − (4△− R˜(k))e− l˜k2 + l˜k − n
s
e−
l˜k
2 ≤ 0,
in the sense of distributions. Note that the estimate (6.2.11) implies that
l˜k → l¯ in the C0,αloc norm for any 0 < α < 1. Thus the inequalities (6.2.14)
and (6.2.15) imply that the limit l satisfies
(6.2.16)
(
∂
∂s
−△+R
)(
(4πs)−
n
2 exp(−l)
)
≤ 0,
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(6.2.17) − (4△−R)e− l2 + l¯ − n
s
e−
l
2 ≤ 0,
in the sense of distributions.
Denote by V˜ (k) (s) Perelman’s reduced volume of the scaled metric
g˜
(k)
ij (s). Since l˜k(q, s) = l(q,
τ¯k
2 s), we see that V˜
(k)(s) = V˜ ( τ¯k2 s) where V˜ is
Perelman’s reduced volume of the ancient κ-solution. The monotonicity of
Perelman’s reduced volume (Theorem 3.2.8) then implies that
(6.2.18) lim
k→∞
V˜ (k)(s) = V¯ , for s ∈ [1, 2],
for some nonnegative constant V¯ .
(We remark that by the Jacobian comparison theorem (Theorem 3.2.7),
(3.2.18) and (3.2.19), the integrand of V˜ (k)(s) is bounded by
(4πs)−
n
2 exp(−l˜k(X, s))J˜ (k)(s) ≤ (4π)−
n
2 exp(−|X|2)
on TpM , where J˜ (k)(s) is the L-Jacobian of the L-exponential map of the
metric g˜
(k)
ij (s) at TpM . Thus we can apply the dominant convergence the-
orem to get the convergence in (6.2.18). But we are not sure whether the
limiting V¯ is exactly Perelman’s reduced volume of the limiting manifold
(M¯, g¯ij(s)), because the points q(
τ¯k
2 ) may diverge to infinity. Nevertheless,
we can ensure that V¯ is not less than Perelman’s reduced volume of the
limit.)
Note by (6.2.5) that
V˜ (k)(2) − V˜ (k)(1)(6.2.19)
=
∫ 2
1
d
ds
(V˜ (k)(s))ds
=
∫ 2
1
ds
∫
M
(
∂
∂s
−∆+ R˜(k)
)(
(4πs)−
n
2 exp(−l˜k)
)
dV
g˜
(k)
ij (s)
.
Thus we deduce that in the sense of distributions,
(6.2.20)
(
∂
∂s
−∆+ R¯
)(
(4πs)−
n
2 exp(−l¯)
)
= 0,
and
(4∆ − R¯)e− l¯2 = l¯ − n
s
e−
l¯
2
or equivalently,
(6.2.21) 2∆l¯ − |∇l¯|2 + R¯+ l¯ − n
s
= 0,
on M¯ × [1, 2]. Thus by applying standard parabolic equation theory to
(6.2.20) we find that l¯ is actually smooth. Here we used (6.2.2)-(6.2.4) to
show that the equality in (6.2.16) implies the equality in (6.2.17).
Set
v = [s(2∆l¯ − |∇l¯|2 + R¯) + l¯ − n] · (4πs)−n2 e−l¯.
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Then by applying Lemma 2.6.1, we have
(6.2.22)
(
∂
∂s
−∆+ R¯
)
v = −2s|R¯ij +∇i∇j l¯ − 1
2s
g¯ij |2 · (4πs)−
n
2 e−l¯.
We see from (6.2.21) that the LHS of the equation (6.2.22) is identically
zero. Thus the limit metric g¯ij satisfies
(6.2.23) R¯ij +∇i∇j l¯ − 1
2s
g¯ij = 0,
so we have shown the limit is a gradient shrinking soliton.
To show that the limiting gradient shrinking soliton is nonflat, we first
show that the constant function V¯ (s) is strictly less than 1. Consider Perel-
man’s reduced volume V˜ (τ) of the ancient κ-solution. By using Perelman’s
Jacobian comparison theorem (Theorem 3.2.7), (3.2.18) and (3.2.19) as be-
fore, we have
V˜ (τ) =
∫
(4πτ)−
n
2 e−l(X,τ)J (τ)dX
≤
∫
TpM
(4π)−
n
2 e−|X|
2
dX
= 1.
Recall that we have assumed the nonflat ancient κ-solution is not a
gradient shrinking soliton. Thus for τ > 0, we must have V˜ (τ) < 1. Since
the limiting function V¯ (s) is the limit of V˜ ( τ¯k2 s) with τ¯k → +∞, we deduce
that the constant V¯ (s) is strictly less than 1, for s ∈ [1, 2].
We now argue by contradiction. Suppose the limiting gradient shrinking
soliton g¯ij(s) is flat. Then by (6.2.23),
∇i∇j l¯ = 1
2s
g¯ij and ∆l¯ =
n
2s
.
Putting these into the identity (6.2.21), we get
|∇l¯|2 = l¯
s
Since the function l¯ is strictly convex, it follows that
√
4sl¯ is a distance
function (from some point) on the complete flat manifold M¯ . From the
smoothness of the function l¯, we conclude that the flat manifold M¯ must be
Rn. In this case we would have its reduced distance to be l¯ and its reduced
volume to be 1. Since V¯ is not less than the reduced volume of the limit,
this is a contradiction. Therefore the limiting gradient shrinking soliton g¯ij
is not flat. 
To conclude this section, we use the above theorem to derive the classifi-
cation of all two-dimensional ancient κ-solutions which was obtained earlier
by Hamilton in Section 26 of [65].
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Theorem 6.2.2 (Hamilton [65]). The only nonflat ancient κ-solutions
to Ricci flow on two-dimensional manifolds are the round sphere S2 and the
round real projective plane RP2.
Proof. Let gij(x, t) be a nonflat ancient κ-solution defined on M ×
(−∞, T ) (for some T > 0), where M is a two-dimensional manifold. Note
that the ancient κ-solution satisfies the Li-Yau-Hamilton inequality (Corol-
lary 2.5.5). In particular by Corollary 2.5.8, the scalar curvature of the an-
cient κ-solution is pointwise nondecreasing in time. Moreover by the strong
maximum principle, the ancient κ-solution has strictly positive curvature
everywhere.
By the above Theorem 6.2.1, we know that the scalings of the ancient
κ-solution along a sequence of points qk in M and a sequence of times
tk → −∞ converge to a nonflat gradient shrinking soliton (M¯ , g¯ij(x, t))
with −∞ < t ≤ 0.
We first show that the limiting gradient shrinking soliton (M¯ , g¯ij(x, t))
has uniformly bounded curvature. Clearly, the limiting soliton has nonneg-
ative curvature and is κ-noncollapsed on all scales, and its scalar curvature
is still pointwise nondecreasing in time. Thus we only need to show that the
limiting soliton has bounded curvature at t = 0. We argue by contradiction.
Suppose the curvature of the limiting soliton is unbounded at t = 0. Of
course in this case the limiting soliton M¯ is noncompact. Then by applying
Lemma 6.1.4, we can choose a sequence of points xj , j = 1, 2, . . . , divergent
to infinity such that the scalar curvature R¯ of the limit satisfies
R¯(xj , 0) ≥ j and R¯(x, 0) ≤ 4R¯(xj , 0)
for all j = 1, 2, . . . , and x ∈ B0(xj , j/
√
R¯(xj , 0)). And then by the nonde-
creasing (in time) of the scalar curvature, we have
R¯(x, t) ≤ 4R¯(xj , 0),
for all j = 1, 2, . . ., x ∈ B0(xj , j/
√
R¯(xj , 0)) and t ≤ 0. By combining with
Hamilton’s compactness theorem (Theorem 4.1.5) and the κ-noncollapsing,
we know that a subsequence of the rescaling solutions
(M¯, R¯(xj , 0)g¯ij(x, t/R¯(xj , 0)), xj), j = 1, 2, . . . ,
converges in the C∞loc topology to a nonflat smooth solution of the Ricci flow.
Then Proposition 6.1.2 implies that the new (two-dimensional) limit must
be flat. This arrives at a contradiction. So we have proved that the limiting
gradient shrinking soliton has uniformly bounded curvature.
We next adapt an argument of Perelman (cf. the proof of Lemma 1.2
in [108]) to show that the limiting soliton is compact. Suppose the limiting
soliton is (complete and) noncompact. By the strong maximum principle we
know that the limiting soliton also has strictly positive curvature everywhere.
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After a shift of the time, we may assume that the limiting soliton satisfies
the following equation
(6.2.24) ∇i∇jf + R¯ij + 1
2t
g¯ij = 0, on −∞ < t < 0,
everywhere for some function f . Differentiating the equation (6.2.24) and
switching the order of differentiations, as in the derivation of (1.1.14), we
get
(6.2.25) ∇iR¯ = 2R¯ij∇jf.
Fix some t < 0, say t = −1, and consider a long shortest geodesic γ(s),
0 ≤ s ≤ s. Let x0 = γ(0) and X(s) = γ˙(s). Let V (0) be any unit vector
orthogonal to γ˙(0) and translate V (0) along γ(s) to get a parallel vector
field V (s), 0 ≤ s ≤ s on γ. Set
V̂ (s) =

sV (s), for 0 ≤ s ≤ 1,
V (s), for 1 ≤ s ≤ s− 1,
(s − s)V (s), for s− 1 ≤ s ≤ s.
It follows from the second variation formula of arclength that∫ s
0
(| ˙̂V (s)|2 − R¯(X, V̂ ,X, V̂ ))ds ≥ 0.
Thus we clearly have ∫ s
0
R¯(X, V̂ ,X, V̂ )ds ≤ const.,
and then
(6.2.26)
∫ s
0
R¯ic(X,X)ds ≤ const..
By integrating the equation (6.2.24) we get
X(f(γ(s))) −X(f(γ(0))) +
∫ s
0
R¯ic(X,X)ds − 1
2
s = 0
and then by (6.2.26), we deduce
d
ds
(f ◦ γ(s)) ≥ s
2
− const.,
and f ◦ γ(s) ≥ s
2
4
− const. · s− const.
for s > 0 large enough. Thus at large distances from the fixed point x0
the function f has no critical points and is proper. It then follows from the
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Morse theory that any two high level sets of f are diffeomorphic via the
gradient curves of f . Since by (6.2.25),
d
ds
R¯(η(s),−1) = 〈∇R¯, η˙(s)〉
= 2R¯ij∇if∇jf
≥ 0
for any integral curve η(s) of ∇f , we conclude that the scalar curvature
R¯(x,−1) has a positive lower bound on M¯ , which contradicts the Bonnet-
Myers Theorem. So we have proved that the limiting gradient shrinking
soliton is compact.
By Proposition 5.1.10, the compact limiting gradient shrinking soliton
has constant curvature. This says that the scalings of the ancient κ-solution
(M,gij(x, t)) along a sequence of points qk ∈ M and a sequence of times
tk → −∞ converge in the C∞ topology to the round S2 or the round RP2.
In particular, by looking at the time derivative of the volume and the Gauss-
Bonnet theorem, we know that the ancient κ-solution (M,gij(x, t)) exists on
a maximal time interval (−∞, T ) with T < +∞.
Consider the scaled entropy of Hamilton [62]
E(t) =
∫
M
R log[R(T − t)]dVt.
We compute
d
dt
E(t) =
∫
M
log[R(T − t)]∆RdVt +
∫
M
[
∆R+R2 − R
(T − t)
]
dVt
(6.2.27)
=
∫
M
[
−|∇R|
2
R
+R2 − rR
]
dVt
=
∫
M
[
−|∇R|
2
R
+ (R − r)2
]
dVt
where r =
∫
M RdVt/V olt(M) and we have used Vol t(M) = (
∫
M RdVt) · (T −
t) (by the Gauss-Bonnet theorem).
We now need an inequality of Chow in [38]. For sake of completeness,
we present his proof as follows. For a smooth function f on the surface M ,
one can readily check∫
M
(∆f)2 = 2
∫
M
∣∣∣∣∇i∇jf − 12(∆f)gij
∣∣∣∣2 + ∫
M
R|∇f |2,∫
M
|∇R+R∇f |2
R
=
∫
M
|∇R|2
R
− 2
∫
M
R(∆f) +
∫
M
R|∇f |2,
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and then ∫
M
|∇R|2
R
+
∫
M
(∆f)(∆f − 2R)
= 2
∫
M
∣∣∣∣∇i∇jf − 12(∆f)gij
∣∣∣∣2 + ∫
M
|∇R+R∇f |2
R
.
By choosing ∆f = R− r, we get∫
M
|∇R|2
R
−
∫
M
(R− r)2
= 2
∫
M
∣∣∣∣∇i∇jf − 12(∆f)gij
∣∣∣∣2 + ∫
M
|∇R+R∇f |2
R
≥ 0.
If the equality holds, then we have
∇i∇jf − 1
2
(∆f)gij = 0
i.e., ∇f is conformal. By the Kazdan-Warner identity [79], it follows that∫
M
∇R · ∇f = 0,
so
0 = −
∫
M
R∆f
= −
∫
M
(R− r)2.
Hence we have proved the following inequality due to Chow [38]
(6.2.28)
∫
M
|∇R|2
R
≥
∫
M
(R− r)2,
and the equality holds if and only if R ≡ r.
The combination (6.2.27) and (6.2.28) shows that the scaled entropy
E(t) is strictly decreasing along the Ricci flow unless we are on the round
sphere S2 or its quotient RP2. Moreover the convergence result in Theorem
5.1.11 shows that the scaled entropy E has its minimum value at the con-
stant curvature metric (round S2 or round RP2). We had shown that the
scalings of the nonflat ancient κ-solution along a sequence of times tk → −∞
converge to the constant curvature metric. Then E(t) has its minimal value
at t = −∞, so it was constant all along, hence the ancient κ-solution must
have constant curvature for each t ∈ (−∞, T ). This proves the theorem. 
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6.3. Curvature Estimates via Volume Growth
For solutions to the Ricci flow, Perelman’s no local collapsing theorems
tell us that the local curvature upper bounds imply the local volume lower
bounds. Conversely, one would expect to get local curvature upper bounds
from local volume lower bounds. If this is the case, one will be able to
establish an elliptic type estimate for the curvatures of solutions to the Ricci
flow. This will provide the key estimate for the canonical neighborhood
structure and thick-thin decomposition of the Ricci flow on three-manifolds.
In this section we derive such curvature estimates for nonnegatively curved
solutions. In the next chapter we will derive similar estimates for all smooth
solutions, as well as surgically modified solutions, of the Ricci flow on three-
manifolds.
Let M be an n-dimensional complete noncompact Riemannian man-
ifold with nonnegative Ricci curvature. Pick an origin O ∈ M . The
well-known Bishop-Gromov volume comparison theorem tells us the ratio
V ol(B(O, r))/rn is monotone nonincreasing in r ∈ [0,+∞). Thus there
exists a limit
νM = lim
r→+∞
Vol (B(O, r))
rn
.
Clearly the number νM is invariant under dilation and is independent of the
choice of the origin. νM is called the asymptotic volume ratio of the
Riemannian manifold M .
The following result obtained by Perelman (cf. Proposition 11.4 of [107])
shows that any ancient κ-solution must have zero asymptotic volume ratio.
This result for the Ricci flow on Ka¨hler manifolds was implicitly and inde-
pendently given by Chen and the second author in the proof of Theorem
5.1 of [33]. Moreover in the Ka¨hler case, as shown by Chen, Tang and the
second author (implicitly in the proof of Theorem 4.1 of [30] for complex
two dimension) and by Ni (in [102] for all dimensions), the condition of
nonnegative curvature operator can be replaced by the weaker condition of
nonnegative bisectional curvature.
Lemma 6.3.1 (Perelman [107]). Let M be an n-dimensional com-
plete noncompact Riemannian manifold. Suppose gij(x, t), x ∈ M and
t ∈ (−∞, T ) with T > 0, is a nonflat ancient solution of the Ricci flow
with nonnegative curvature operator and bounded curvature. Then the as-
ymptotic volume ratio of the solution metric satisfies
νM (t) = lim
r→+∞
Vol t(Bt(O, r))
rn
= 0
for each t ∈ (−∞, T ).
Proof. The proof is by induction on the dimension. When the dimen-
sion is two, the lemma is valid by Theorem 6.2.2. For dimension ≥ 3, we
argue by contradiction.
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Suppose the lemma is valid for dimensions ≤ n−1 and suppose νM(t0) >
0 for some n-dimensional nonflat ancient solution with nonnegative curva-
ture operator and bounded curvature at some time t0 ≤ 0. Fixing a point
x0 ∈M , we consider the asymptotic scalar curvature ratio
A = lim sup
dt0 (x,x0)→+∞
R(x, t0)d
2
t0(x, x0).
We divide the proof into three cases.
Case 1: A = +∞.
By Lemma 6.1.3, there exist sequences of points xk ∈ M divergent to
infinity, of radii rk → +∞, and of positive constants δk → 0 such that
(i) R(x, t0) ≤ (1+δk)R(xk, t0) for all x in the ball Bt0(xk, rk) of radius
rk around xk,
(ii) r2kR(xk, t0)→ +∞ as k → +∞,
(iii) dt0(xk, x0)/rk → +∞.
By scaling the solution around the points xk with factor R(xk, t0), and
shifting the time t0 to the new time zero, we get a sequence of rescaled
solutions
gk(s) = R(xk, t0)g
(
·, t0 + s
R(xk, t0)
)
to the Ricci flow. Since the ancient solution has nonnegative curvature
operator and bounded curvature, there holds the Li-Yau-Hamilton inequality
(Corollary 2.5.5). Thus the rescaled solutions satisfy
Rk(x, s) ≤ (1 + δk)
for all s ≤ 0 and x ∈ Bgk(0)(xk, rk
√
R(xk, t0)). Since νM (t0) > 0, it follows
from the standard volume comparison and Theorem 4.2.2 that the injec-
tivity radii of the rescaled solutions gk at the points xk and the new time
zero is uniformly bounded below by a positive number. Then by Hamil-
ton’s compactness theorem (Theorem 4.1.5), after passing to a subsequence,
(M,gk(s), xk) will converge to a solution (M˜ , g˜(s), O) to the Ricci flow with
R˜(y, s) ≤ 1, for all s ≤ 0 and y ∈ M˜,
and
R˜(O, 0) = 1.
Since the metric is shrinking, by (ii) and (iii), we get
R(xk, t0)d
2
g(·,t0+ sR(xk,t0) )
(x0, xk) ≥ R(xk, t0)d2g(·,t0)(x0, xk)
which tends to +∞, as k → +∞, for all s ≤ 0. Thus by Proposition 6.1.2,
for each s ≤ 0, (M˜, g˜(s)) splits off a line. We now consider the lifting
of the solution (M˜, g˜(s)), s ≤ 0, to its universal cover and denote it by
( ˜˜M, ˜˜g(s)), s ≤ 0. Clearly we still have
νM˜ (0) > 0 and ν ˜˜M
(0) > 0.
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By applying Hamilton’s strong maximum principle and the de Rham de-
composition theorem, the universal cover ˜˜M splits isometrically as X × R
for some (n − 1)-dimensional nonflat (complete) ancient solution X with
nonnegative curvature operator and bounded curvature. These imply that
νX(0) > 0, which contradicts the induction hypothesis.
Case 2: 0 < A < +∞.
Take a sequence of points xk divergent to infinity such that
R(xk, t0)d
2
t0(xk, x0)→ A, as k → +∞.
Consider the rescaled solutions (M,gk(s)) (around the fixed point x0), where
gk(s) = R(xk, t0)g
(
·, t0 + s
R(xk, t0)
)
, s ∈ (−∞, 0].
Then there is a constant C > 0 such that
(6.3.1)

Rk(x, 0) ≤ C/d2k(x, x0, 0),
Rk(xk, 0) = 1,
dk(xk, x0, 0)→
√
A > 0,
where dk(·, x0, 0) is the distance function from the point x0 in the metric
gk(0).
Since νM (t0) > 0, it is a basic result in Alexandrov space theory (see for
example Theorem 7.6 of [21]) that a subsequence of (M,gk(s), x0) converges
in the Gromov-Hausdorff sense to an n-dimensional metric cone (M˜, g˜(0), x0)
with vertex x0.
By (6.3.1), the standard volume comparison and Theorem 4.2.2, we know
that the injectivity radius of (M,gk(0)) at xk is uniformly bounded from be-
low by a positive number ρ0. After taking a subsequence, we may assume
xk converges to a point x∞ in M˜ \ {x0}. Then by Hamilton’s compactness
theorem (Theorem 4.1.5), we can take a subsequence such that the met-
rics gk(s) on the metric balls B0(xk,
1
2ρ0)(⊂ M with respect to the metric
gk(0)) converge in the C
∞
loc topology to a solution of the Ricci flow on a ball
B0(x∞, 12ρ0). Clearly the C
∞
loc limit has nonnegative curvature operator and
it is a piece of the metric cone at the time s = 0. By (6.3.1), we have
(6.3.2) R˜(x∞, 0) = 1.
Let x be any point in the limiting ball B0(x∞, 12ρ0) and e1 be any radial
direction at x. Clearly R˜ic(e1, e1) = 0. Recall that the evolution equation
of the Ricci tensor in frame coordinates is
∂
∂t
R˜ab = △˜R˜ab + 2R˜acbdR˜cd.
Since the curvature operator is nonnegative, by applying Hamilton’s strong
maximum principle (Theorem 2.2.1) to the above equation, we deduce that
the null space of R˜ic is invariant under parallel translation. In particular,
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all radial directions split off locally and isometrically. While by (6.3.2), the
piece of the metric cone is nonflat. This gives a contradiction.
Case 3: A = 0.
The gap theorem as was initiated by Mok-Siu-Yau [96] and established
by Greene-Wu [51, 52], Eschenberg-Shrader-Strake [47], and Drees [46]
shows that a complete noncompact n-dimensional (except n = 4 or 8) Rie-
mannian manifold with nonnegative sectional curvature and the asymptotic
scalar curvature ratio A = 0 must be flat. So the present case is ruled out
except in dimension n = 4 or 8. Since in our situation the asymptotic vol-
ume ratio is positive and the manifold is the solution of the Ricci flow, we
can give an alternative proof for all dimensions as follows.
We claim the sectional curvature of (M,gij(x, t0)) is positive everywhere.
Indeed, by Theorem 2.2.2, the image of the curvature operator is just the
restricted holonomy algebra G of the manifold. If the sectional curvature
vanishes for some two-plane, then the holonomy algebra G cannot be so(n).
We observe the manifold is not Einstein since it is noncompact, nonflat and
has nonnegative curvature operator. If G is irreducible, then by Berger’s
Theorem [7], G = u(n2 ). Thus the manifold is Ka¨hler with bounded and
nonnegative bisectional curvature and with curvature decay faster than qua-
dratic. Then by the gap theorem obtained by Chen and the second author
in [32], this Ka¨hler manifold must be flat. This contradicts the assumption.
Hence the holonomy algebra G is reducible and the universal cover of M
splits isometrically as M˜1 × M˜2 nontrivially. Clearly the universal cover of
M has positive asymptotic volume ratio. So M˜1 and M˜2 still have posi-
tive asymptotic volume ratio and at least one of them is nonflat. By the
induction hypothesis, this is also impossible. Thus our claim is proved.
Now we know that the sectional curvature of (M,gij(x, t0)) is positive
everywhere. Choose a sequence of points xk divergent to infinity such that
R(xk, t0)d
2
t0(xk, x0) = sup{R(x, t0)d2t0(x, x0) | dt0(x, x0) ≥ dt0(xk, x0)},
dt0(xk, x0) ≥ k,
R(xk, t0)d
2
t0(xk, x0) = εk → 0.
Consider the rescaled metric
gk(0) = R(xk, t0)g(·, t0)
as before. Then
(6.3.3)
{
Rk(x, 0) ≤ εk/d2k(x, x0, 0), for dk(x, x0, 0) ≥
√
εk,
dk(xk, x0, 0) =
√
εk → 0.
As in Case 2, the rescaled marked solutions (M,gk(0), x0) will converge in the
Gromov-Hausdorff sense to a metric cone (M˜, g˜(0), x0). And by the virtue
of Hamilton’s compactness theorem (Theorem 4.1.5), up to a subsequence,
the convergence is in the C∞loc topology in M˜ \ {x0}. We next claim the
metric cone (M˜, g˜(0), x0) is isometric to R
n.
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Indeed, let us write the metric cone M˜ as a warped product R+×rXn−1
for some (n − 1)-dimensional manifold Xn−1. By (6.3.3), the metric cone
must be flat and Xn−1 is isometric to a quotient of the round sphere Sn−1 by
fixed point free isometries in the standard metric. To show M˜ is isometric
to Rn, we only need to verify that Xn−1 is simply connected.
Let ϕ be the Busemann function of (M,gij(·, t0)) with respect to the
point x0. Since (M,gij(·, t0)) has nonnegative sectional curvature, it is easy
to see that for any small ε > 0, there is a r0 > 0 such that
(1− ε)dt0(x, x0) ≤ ϕ(x) ≤ dt0(x, x0)
for all x ∈M \Bt0(x0, r0). The strict positivity of the sectional curvature of
the manifold (M,gij(·, t0)) implies that the square of the Busemann function
is strictly convex (and exhausting). Thus every level set ϕ−1(a), with a >
inf{ϕ(x) | x ∈ M}, of the Busemann function ϕ is diffeomorphic to the
(n − 1)-sphere Sn−1. In particular, ϕ−1([a, 32a]) is simply connected for
a > inf{ϕ(x) | x ∈M} since n ≥ 3.
Consider an annulus portion [1, 2]×Xn−1 of the metric cone M˜ = R+×r
Xn−1. It is the limit of (Mk, gk(0)), where
Mk =
{
x ∈M
∣∣∣ 1√
R(xk, t0)
≤ dt0(x, x0) ≤
2√
R(xk, t0)
}
.
It is clear that
ϕ−1
([
1√
R(xk, t0)
,
2(1 − ε)√
R(xk, t0)
])
⊂Mk
⊂ ϕ−1
([
1− ε√
R(xk, t0)
,
2√
R(xk, t0)
])
for k large enough. Thus any closed loop in {32} ×Xn−1 can be shrunk to
a point by a homotopy in [1, 2] × Xn−1. This shows that Xn−1 is simply
connected. Hence we have proven that the metric cone (M˜ , g˜(0), x0) is
isometric to Rn. Consequently,
lim
k→+∞
Vol g(t0)
(
Bg(t0)
(
x0,
r√
R(xk ,t0)
)
\Bg(t0)
(
x0,
σr√
R(xk ,t0)
))
(
r√
R(xk ,t0)
)n = αn(1−σn)
for any r > 0 and 0 < σ < 1, where αn is the volume of the unit ball
in the Euclidean space Rn. Finally, by combining with the monotonicity
of the Bishop-Gromov volume comparison, we conclude that the manifold
(M,gij(·, t0)) is flat and isometric to Rn. This contradicts the assumption.
Therefore, we have proved the lemma. 
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Finally we would like to include an alternative simpler argument, in-
spired by Ni [102], for the above Case 2 and Case 3 to avoid the use of the
gap theorem, holonomy groups, and asymptotic cone structure.
Alternative Proof for Case 2 and Case 3.
Let us consider the situation of 0 ≤ A < +∞ in the above proof. Observe
that νM (t) is nonincreasing in time t by using Lemma 3.4.1(ii) and the fact
that the metric is shrinking in t. Suppose νM (t0) > 0, then the solution
gij(·, t) is κ-noncollapsed for t ≤ t0 for some uniform κ > 0. By combining
with Theorem 6.2.1, there exist a sequence of points qk and a sequence of
times tk → −∞ such that the scalings of gij(·, t) around qk with factor |tk|−1
and with the times tk shifting to the new time zero converge to a nonflat
gradient shrinking soliton M¯ in the C∞loc topology. This gradient soliton
also has maximal volume growth (i.e. νM¯ (t) > 0) and satisfies the Li-
Yau-Hamilton estimate (Corollary 2.5.5). If the curvature of the shrinking
soliton M¯ at the time −1 is bounded, then we see from the proof of Theorem
6.2.2 that by using the equations (6.2.24)-(6.2.26), the scalar curvature has
a positive lower bound everywhere on M¯ at the time −1. In particular,
this implies the asymptotic scalar curvature ratio A = ∞ for the soliton at
the time −1, which reduces to Case 1 and arrives at a contradiction by the
dimension reduction argument. On the other hand, if the scalar curvature is
unbounded, then by Lemma 6.1.4, the Li-Yau-Hamilton estimate (Corollary
2.5.5) and Lemma 6.1.2, we can do the same dimension reduction as in Case
1 to arrive at a contradiction also. 
The following lemma is a local and space-time version of Lemma 6.1.4
on picking local (almost) maximum curvature points. We formulate it from
Perelman’s arguments in section 10 of [107].
Lemma 6.3.2. For any positive constants B,C with B > 4 and C >
1000, there exists 1 ≤ A < min{14B, 11000C} which tends to infinity as B
and C tend to infinity and satisfies the following property. Suppose we have
a (not necessarily complete) solution gij(t) to the Ricci flow, defined on
M × [−t0, 0], so that at each time t ∈ [−t0, 0] the metric ball Bt(x0, 1) is
compactly contained inM . Suppose there exists a point (x′, t′) ∈M×(−t0, 0]
such that
dt′(x
′, x0) ≤ 1
4
and |Rm(x′, t′)| > C +B(t′ + t0)−1.
Then we can find a point (x¯, t¯) ∈M × (−t0, 0] such that
dt¯(x¯, x0) <
1
3
with Q = |Rm(x¯, t¯)| > C +B(t¯+ t0)−1,
and
|Rm(x, t)| ≤ 4Q
for all (−t0 <) t¯−AQ−1 ≤ t ≤ t¯ and dt(x, x¯) ≤ 110A
1
2Q−
1
2 .
236 H.-D. CAO AND X.-P. ZHU
Proof. We first claim that there exists a point (x¯, t¯) with −t0 < t¯ ≤ 0
and dt¯(x¯, x0) <
1
3 such that
Q = |Rm(x¯, t¯)| > C +B(t¯+ t0)−1,
and
(6.3.4) |Rm(x, t)| ≤ 4Q
wherever t¯−AQ−1 ≤ t ≤ t¯, dt(x, x0) ≤ dt¯(x¯, x0) + (AQ−1)
1
2 .
We will construct such (x¯, t¯) as a limit of a finite sequence of points.
Take an arbitrary (x1, t1) such that
dt1(x1, x0) ≤
1
4
, −t0 < t1 ≤ 0 and |Rm(x1, t1)| > C +B(t1 + t0)−1.
Such a point clearly exists by our assumption. Assume we have already
constructed (xk, tk). If we cannot take the point (xk, tk) to be the desired
point (x¯, t¯), then there exists a point (xk+1, tk+1) such that
tk −A|Rm(xk, tk)|−1 ≤ tk+1 ≤ tk,
and
dtk+1(xk+1, x0) ≤ dtk(xk, x0) + (A|Rm(xk, tk)|−1)
1
2 ,
but
|Rm(xk+1, tk+1)| > 4|Rm(xk, tk)|.
It then follows that
dtk+1(xk+1, x0) ≤ dt1(x1, x0) +A
1
2
(
k∑
i=1
|Rm(xi, ti)|−
1
2
)
≤ 1
4
+A
1
2
(
k∑
i=1
2−(i−1)|Rm(x1, t1)|−
1
2
)
≤ 1
4
+ 2(AC−1)
1
2
<
1
3
,
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tk+1 − (−t0) =
k∑
i=1
(ti+1 − ti) + (t1 − (−t0))
≥ −
k∑
i=1
A|Rm(xi, ti)|−1 + (t1 − (−t0))
≥ −A
k∑
i=1
4−(i−1)|Rm(x1, t1)|−1 + (t1 − (−t0))
≥ −2A
B
(t1 + t0) + (t1 + t0)
≥ 1
2
(t1 + t0),
and
|Rm(xk+1, tk+1)| > 4k|Rm(x1, t1)|
≥ 4kC → +∞ as k → +∞.
Since the solution is smooth, the sequence {(xk, tk)} is finite and its last
element fits. Thus we have proved assertion (6.3.4).
From the above construction we also see that the chosen point (x¯, t¯)
satisfies
dt¯(x¯, x0) <
1
3
and
Q = |Rm(x¯, t¯)| > C +B(t¯+ t0)−1.
Clearly, up to some adjustment of the constant A, we only need to show
that
(6.3.4)′ |Rm(x, t)| ≤ 4Q
wherever t¯− 1200nA
1
2Q−1 ≤ t ≤ t¯ and dt(x, x¯) ≤ 110A
1
2Q−
1
2 .
For any point (x, t¯) with dt¯(x, x¯) ≤ 110A
1
2Q−
1
2 , we have
dt¯(x, x0) ≤ dt¯(x¯, x0) + dt¯(x, x¯)
≤ dt¯(x¯, x0) + (AQ−1)
1
2
and then by (6.3.4)
|Rm(x, t¯)| ≤ 4Q.
Thus by continuity, there is a minimal t¯′ ∈ [t¯− 1200nA
1
2Q−1, t¯] such that
(6.3.5) sup
{
|Rm(x, t)| | t¯′ ≤ t ≤ t¯, dt(x, x¯) ≤ 1
10
A
1
2Q−
1
2
}
≤ 5Q.
For any point (x, t) with t¯′ ≤ t ≤ t¯ and dt(x, x¯) ≤ 110 (AQ−1)
1
2 , we divide
the discussion into two cases.
Case (1): dt(x¯, x0) ≤ 310 (AQ−1)
1
2 .
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From assertion (6.3.4) we see that
(6.3.5)′ sup{|Rm(x, t)| | t¯′ ≤ t ≤ t¯, dt(x, x0) ≤ (AQ−1)
1
2 } ≤ 4Q.
Since dt(x¯, x0) ≤ 310(AQ−1)
1
2 , we have
dt(x, x0) ≤ dt(x, x¯) + dt(x¯, x0)
≤ 1
10
(AQ−1)
1
2 +
3
10
(AQ−1)
1
2
≤ (AQ−1) 12
which implies the estimate |Rm(x, t)| ≤ 4Q from (6.3.5)′.
Case (2): dt(x¯, x0) >
3
10 (AQ
−1)
1
2 .
From the curvature bounds in (6.3.5) and (6.3.5)′, we can apply Lemma
3.4.1 (ii) with r0 =
1
10Q
− 1
2 to get
d
dt
(dt(x¯, x0)) ≥ −40(n − 1)Q
1
2
and then
dt(x¯, x0) ≤ dtˆ(x¯, x0) + 40n(Q
1
2 )
(
1
200n
A
1
2Q−1
)
≤ dtˆ(x¯, x0) +
1
5
(AQ−1)
1
2
where tˆ ∈ (t, t¯] satisfies the property that ds(x¯, x0) ≥ 310(AQ−1)
1
2 whenever
s ∈ [t, tˆ]. So we have either
dt(x, x0) ≤ dt(x, x¯) + dt(x¯, x0)
≤ 1
10
(AQ−1)
1
2 +
3
10
(AQ−1)
1
2 +
1
5
(AQ−1)
1
2
≤ (AQ−1) 12 ,
or
dt(x, x0) ≤ dt(x, x¯) + dt(x¯, x0)
≤ 1
10
(AQ−1)
1
2 + dt¯(x¯, x0) +
1
5
(AQ−1)
1
2
≤ dt¯(x¯, x0) + (AQ−1)
1
2 .
It then follows from (6.3.4) that |Rm(x, t)| ≤ 4Q.
Hence we have proved
|Rm(x, t)| ≤ 4Q
for any point (x, t) with t¯′ ≤ t ≤ t¯ and dt(x, x¯) ≤ 110 (AQ−1)
1
2 . By combining
with the choice of t¯′ in (6.3.5), we must have t¯′ = t¯ − 1200nA
1
2Q−1. This
proves assertion (6.3.4)′.
Therefore we have completed the proof of the lemma. 
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We now use the volume lower bound assumption to establish the crucial
curvature upper bound estimate of Perelman [107] for the Ricci flow. For
the Ricci flow on Ka¨hler manifolds, a global version of this estimate (i.e.,
curvature decaying linear in time and quadratic in space) was independently
obtained in [30] and [33]. Note that the volume estimate conclusion in the
following Theorem 6.3.3 (ii) was not stated in Corollary 11.6 (b) of Perelman
[107]. The estimate will be used later in the proof of Theorem 7.2.2 and
Theorem 7.5.2.
Theorem 6.3.3 (Perelman [107]). For every w > 0 there exist B =
B(w) < +∞, C = C(w) < +∞, τ0 = τ0(w) > 0, and ξ = ξ(w) > 0
(depending also on the dimension) with the following properties. Suppose we
have a (not necessarily complete) solution gij(t) to the Ricci flow, defined on
M × [−t0r20, 0], so that at each time t ∈ [−t0r20, 0] the metric ball Bt(x0, r0)
is compactly contained in M.
(i) If at each time t ∈ [−t0r20, 0],
Rm(., t) ≥ −r−20 on Bt(x0, r0)
and Vol t(Bt(x0, r0)) ≥ wrn0 ,
then we have the estimate
|Rm(x, t)| ≤ Cr−20 +B(t+ t0r20)−1
whenever −t0r20 < t ≤ 0 and dt(x, x0) ≤ 14r0.
(ii) If for some 0 < τ¯ ≤ t0,
Rm(x, t) ≥ −r−20 for t ∈ [−τ¯ r20, 0], x ∈ Bt(x0, r0),
and Vol 0(B0(x0, r0)) ≥ wrn0 ,
then we have the estimates
Vol t(Bt(x0, r0)) ≥ ξrn0 for all max{−τ¯ r20,−τ0r20} ≤ t ≤ 0,
and
|Rm(x, t)| ≤ Cr−20 +B(t−max{−τ¯ r20,−τ0r20})−1
whenever max{−τ¯ r20,−τ0r20} < t ≤ 0 and dt(x, x0) ≤ 14r0.
Proof. By scaling we may assume r0 = 1.
(i) By the standard (relative) volume comparison, we know that there
exists some w′ > 0, with w′ ≤ w, depending only on w, such that for each
point (x, t) with −t0 ≤ t ≤ 0 and dt(x, x0) ≤ 13 , and for each r ≤ 13 , there
holds
(6.3.6) Vol t(Bt(x, r)) ≥ w′rn.
We argue by contradiction. Suppose there are sequences B,C → +∞,
of solutions gij(t) and points (x
′, t′) such that
dt′(x
′, x0) ≤ 1
4
, −t0 < t′ ≤ 0 and |Rm(x′, t′)| > C +B(t′ + t0)−1.
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Then by Lemma 6.3.2, we can find a sequence of points (x¯, t¯) such that
dt¯(x¯, x0) <
1
3
,
Q = |Rm(x¯, t¯)| > C +B(t¯+ t0)−1,
and
|Rm(x, t)| ≤ 4Q
wherever (−t0 <) t¯ − AQ−1 ≤ t ≤ t¯, dt(x, x¯) ≤ 110A
1
2Q−
1
2 , where A
tends to infinity with B,C. Thus we may take a blow-up limit along the
points (x¯, t¯) with factors Q and get a non-flat ancient solution (M∞, g
(∞)
ij (t))
with nonnegative curvature operator and with the asymptotic volume ratio
νM∞(t) ≥ w′ > 0 for each t ∈ (−∞, 0] (by (6.3.6)). This contradicts Lemma
6.3.1.
(ii) Let B(w), C(w) be good for the first part of the theorem. By the
volume assumption at t = 0 and the standard (relative) volume comparison,
we still have the estimate
(6.3.6)′ Vol 0(B0(x, r)) ≥ w′rn
for each x ∈M with d0(x, x0) ≤ 13 and r ≤ 13 . We will show that ξ = 5−nw′,
B = B(5−nw′) and C = C(5−nw′) are good for the second part of the
theorem.
By continuity and the volume assumption at t = 0, there is a maximal
subinterval [−τ, 0] of the time interval [−τ¯ , 0] such that
Vol t(Bt(x0, 1)) ≥ w ≥ 5−nw′ for all t ∈ [−τ, 0].
This says that the assumptions of (i) hold with 5−nw′ in place of w and with
τ in place of t0. Thus the conclusion of the part (i) gives us the estimate
(6.3.7) |Rm(x, t)| ≤ C +B(t+ τ)−1
whenever t ∈ (−τ, 0] and dt(x, x0) ≤ 14 .
We need to show that one can choose a positive τ0 depending only on w
and the dimension such that the maximal τ ≥ min{τ¯ , τ0}.
For t ∈ (−τ, 0] and 18 ≤ dt(x, x0) ≤ 14 , we use (6.3.7) and Lemma 3.4.1(ii)
to get
d
dt
dt(x, x0) ≥ −10(n− 1)(
√
C + (
√
B/
√
t+ τ))
which further gives
d0(x, x0) ≥ d−τ (x, x0)− 10(n − 1)(τ
√
C + 2
√
Bτ).
This means
(6.3.8) B(−τ)(x0,
1
4
) ⊃ B0
(
x0,
1
4
− 10(n − 1)(τ
√
C + 2
√
Bτ)
)
.
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Note that the scalar curvature R ≥ −C(n) for some constant C(n)
depending only on the dimension since Rm ≥ −1. We have
d
dt
Vol t
(
B0
(
x0,
1
4
− 10(n − 1)(τ
√
C + 2
√
Bτ)
))
=
∫
B0(x0,
1
4
−10(n−1)(τ√C+2√Bτ ))
(−R)dVt
≤ C(n)Vol t
(
B0
(
x0,
1
4
− 10(n − 1)(τ
√
C + 2
√
Bτ)
))
and then
Vol t
(
B0
(
x0,
1
4
− 10(n − 1)(τ
√
C + 2
√
Bτ)
))
(6.3.9)
≤ eC(n)τVol (−τ)
(
B0
(
x0,
1
4
− 10(n − 1)(τ
√
C + 2
√
Bτ)
))
.
Thus by (6.3.6)′, (6.3.8) and (6.3.9),
Vol (−τ)(B(−τ))(x0, 1)
≥ Vol (−τ)(B(−τ))
(
x0,
1
4
)
≥ Vol (−τ)
(
B0
(
x0,
1
4
− 10(n − 1)(τ
√
C + 2
√
Bτ)
))
≥ e−C(n)τVol 0
(
B0
(
x0,
1
4
− 10(n − 1)(τ
√
C + 2
√
Bτ)
))
≥ e−C(n)τw′
(
1
4
− 10(n − 1)(τ
√
C + 2
√
Bτ)
)n
.
So it suffices to choose τ0 = τ0(w) small enough so that
e−C(n)τ0
(
1
4
− 10(n − 1)(τ0
√
C + 2
√
Bτ0)
)n
≥
(
1
5
)n
.
Therefore we have proved the theorem. 
6.4. Ancient κ-solutions on Three-manifolds
In this section we will determine the structures of ancient κ-solutions on
three-manifolds.
First of all, we consider a special class of ancient solutions — gradient
shrinking Ricci solitons. Recall that a solution gij(t) to the Ricci flow is
said to be a gradient shrinking Ricci soliton if there exists a smooth
function f such that
(6.4.1) ∇i∇jf +Rij + 1
2t
gij = 0 for −∞ < t < 0.
A gradient shrinking Ricci soliton moves by the one parameter group of
diffeomorphisms generated by ∇f and shrinks by a factor at the same time.
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The following result of Perelman [108] gives a complete classification for
all three-dimensional complete κ-noncollapsed gradient shrinking solitons
with bounded and nonnegative sectional curvature.
Lemma 6.4.1 (Classification of three-dimensional shrinking solitons).
Let (M,gij(t)) be a nonflat gradient shrinking soliton on a three-manifold.
Suppose (M,gij(t)) has bounded and nonnegative sectional curvature and is
κ-noncollapsed on all scales for some κ > 0. Then (M,gij(t)) is one of the
following:
(i) the round three-sphere S3, or a metric quotient of S3;
(ii) the round infinite cylinder S2 × R, or one of its Z2 quotients.
Proof. We first consider the case that the sectional curvature of the non-
flat gradient shrinking soliton is not strictly positive. Let us pull back the
soliton to its universal cover. Then the pull-back metric is again a nonflat an-
cient κ-solution. By Hamilton’s strong maximum principle (Theorem 2.2.1),
we know that the pull-back solution splits as the metric product of a two-
dimensional nonflat ancient κ-solution and R. Since the two-dimensional
nonflat ancient κ-solution is simply connected, it follows from Theorem 6.2.2
that it must be the round sphere S2. Thus, the gradient shrinking soliton
must be S2 × R/Γ, a metric quotient of the round cylinder.
For each σ ∈ Γ and (x, s) ∈ S2×R, we write σ(x, s) = (σ1(x, s), σ2(x, s))
∈ S2×R. Since σ sends lines to lines, and sends cross spheres to cross spheres,
we have σ2(x, s) = σ2(y, s), for all x, y ∈ S2. This says that σ2 reduces to
a function of s alone on R. Moreover, for any (x, s), (x′, s′) ∈ S2 × R, since
σ preserves the distances between cross spheres S2 × {s} and S2 × {s′}, we
have |σ2(x, s)−σ2(x′, s′)| = |s− s′|. So the projection Γ2 of Γ to the second
factor R is an isometry subgroup of R. If the metric quotient S2 × R/Γ
were compact, it would not be κ-noncollapsed on sufficiently large scales as
t→ −∞. Thus the metric quotient S2×R/Γ is noncompact. It follows that
Γ2 = {1} or Z2. In particular, there is a Γ-invariant cross sphere S2 in the
round cylinder S2 × R. Denote it by S2 × {0}. Then Γ acts on the round
two-sphere S2 × {0} isometrically without fixed points. This implies Γ is
either {1} or Z2. Hence we conclude that the gradient shrinking soliton is
either the round cylinder S2 ×R, or RP2 ×R, or the twisted product S2×˜R
where Z2 flips both S
2 and R.
We next consider the case that the gradient shrinking soliton is compact
and has strictly positive sectional curvature everywhere. By the proof of
Theorem 5.2.1 (see also Remark 5.2.8) we see that the compact gradient
shrinking soliton is getting round and tends to a space form (with posi-
tive constant curvature) as the time approaches the maximal time t = 0.
Since the shape of a gradient shrinking Ricci soliton does not change up to
reparametrizations and homothetical scalings, the gradient shrinking soliton
has to be the round three-sphere S3 or a metric quotient of S3.
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Finally we want to exclude the case that the gradient shrinking soliton
is noncompact and has strictly positive sectional curvature everywhere. The
following argument follows the proof of Lemma 1.2 of Perelman [108].
Suppose there is a (complete three-dimensional) noncompact κ-non-
collapsed gradient shrinking soliton gij(t), −∞ < t < 0, with bounded and
positive sectional curvature at each t ∈ (−∞, 0) and satisfying the equation
(6.4.1). Then as in (6.2.25), we have
(6.4.2) ∇iR = 2Rij∇jf.
Fix some t < 0, say t = −1, and consider a long shortest geodesic γ(s),
0 ≤ s ≤ s¯. Let x0 = γ(0) and X(s) = γ˙(s). Let U(0) be any unit vector
orthogonal to γ˙(0) and translate U(0) along γ(s) to get a parallel vector
field U(s), 0 ≤ s ≤ s¯, on γ. Set
U˜(s) =

sU(s), for 0 ≤ s ≤ 1,
U(s), for 1 ≤ s ≤ s¯− 1
(s¯− s)U(s), for s¯− 1 ≤ s ≤ s¯.
It follows from the second variation formula of arclength that∫ s¯
0
(| ˙˜U (s)|2 −R(X, U˜ ,X, U˜ ))ds ≥ 0.
Since the curvature of the metric gij(−1) is bounded, we clearly have∫ s¯
0
R(X,U,X,U)ds ≤ const.
and then
(6.4.3)
∫ s¯
0
Ric (X,X)ds ≤ const..
Moreover, since the curvature of the metric gij(−1) is positive, it follows
from the Cauchy-Schwarz inequality that for any unit vector field Y along
γ and orthogonal to X(= γ˙(s)), we have∫ s¯
0
|Ric (X,Y )|2ds ≤
∫ s¯
0
Ric (X,X)Ric (Y, Y )ds
≤ const. ·
∫ s¯
0
Ric (X,X)ds
≤ const.
and then
(6.4.4)
∫ s¯
0
|Ric (X,Y )|ds ≤ const. · (√s¯+ 1).
From (6.4.1) we know
∇X∇Xf +Ric (X,X) − 1
2
= 0
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and by integrating this equation we get
X(f(γ(s¯)))−X(f(γ(0))) +
∫ s¯
0
Ric (X,X)ds − 1
2
s¯ = 0.
Thus by (6.4.3) we deduce
(6.4.5)
s¯
2
− const. ≤ 〈X,∇f(γ(s¯))〉 ≤ s¯
2
+ const..
Similarly by integrating (6.4.1) and using (6.4.4) we can deduce
(6.4.6) |〈Y,∇f(γ(s¯))〉| ≤ const. · (√s¯+ 1).
These two inequalities tell us that at large distances from the fixed point x0
the function f has no critical point, and its gradient makes a small angle
with the gradient of the distance function from x0.
Now from (6.4.2) we see that at large distances from x0, R is strictly
increasing along the gradient curves of f , in particular
R¯ = lim sup
d(−1)(x,x0)→+∞
R(x,−1) > 0.
Let us choose a sequence of points (xk,−1) where R(xk,−1) → R¯. By the
noncollapsing assumption we can take a limit along this sequence of points
of the gradient soliton and get an ancient κ-solution defined on −∞ < t < 0.
By Proposition 6.1.2, we deduce that the limiting ancient κ-solution splits
off a line. Since the soliton has positive sectional curvature, we know from
Gromoll-Meyer [54] that it is orientable. Then it follows from Theorem 6.2.2
that the limiting solution is the shrinking round infinite cylinder with scalar
curvature R¯ at time t = −1. Since the limiting solution exists on (−∞, 0),
we conclude that R¯ ≤ 1. Hence
R(x,−1) < 1
when the distance from x to the fixed x0 is large enough on the gradient
shrinking soliton.
Let us consider the level surface {f = a} of f . The second fundamental
form of the level surface is given by
hij =
〈
∇i
( ∇f
|∇f |
)
, ej
〉
= ∇i∇jf/|∇f |, i, j = 1, 2,
where {e1, e2} is an orthonormal basis of the level surface. By (6.4.1), we
have
∇ei∇eif =
1
2
− Ric (ei, ei) ≥ 1
2
− R
2
> 0, i = 1, 2,
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since for a three-manifold the positivity of sectional curvature is equivalent
to R ≥ 2Ric . It then follows from the first variation formula that
d
da
Area {f = a} =
∫
{f=a}
div
( ∇f
|∇f |
)
(6.4.7)
≥
∫
{f=a}
1
|∇f |(1−R)
>
∫
{f=a}
1
|∇f |(1− R¯)
≥ 0
for a large enough. We conclude that Area {f = a} strictly increases as a
increases. From (6.4.5) we see that for s large enough
∣∣∣∣dfds − s2
∣∣∣∣ ≤ const.,
and then ∣∣∣∣f − s24
∣∣∣∣ ≤ const. · (s+ 1).
Thus we get from (6.4.7)
d
da
Area {f = a} > 1− R¯
2
√
a
Area {f = a}
for a large enough. This implies that
log Area {f = a} > (1− R¯)√a− const.
for a large enough. But it is clear from (6.4.7) that Area {f = a} is uniformly
bounded from above by the area of the round sphere of scalar curvature R¯
for all large a. Thus we deduce that R¯ = 1. So
(6.4.8) Area {f = a} < 8π
for a large enough.
Denote by X the unit normal vector to the level surface {f = a}. By
using the Gauss equation and (6.4.1), the intrinsic curvature of the level
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surface {f = a} can be computed as
intrinsic curvature
(6.4.9)
= R1212 + det(hij)
=
1
2
(R− 2Ric (X,X)) + det(Hess (f))|∇f |2
≤ 1
2
(R− 2Ric (X,X)) + 1
4|∇f |2 (tr (Hess (f)))
2
=
1
2
(R− 2Ric (X,X)) + 1
4|∇f |2 (1− (R− Ric (X,X)))
2
=
1
2
[
1− Ric (X,X) − (1−R+Ric (X,X)) + (1−R+Ric (X,X))
2
2|∇f |2
]
<
1
2
for sufficiently large a, since (1−R+Ric(X,X)) > 0 and |∇f | is large when
a is large. Thus the combination of (6.4.8) and (6.4.9) gives a contradiction
to the Gauss-Bonnet formula.
Therefore we have proved the lemma. 
As a direct consequence, there is a universal positive constant κ0 such
that any nonflat three-dimensional gradient shrinking soliton, which is also
an ancient κ-solution, to the Ricci flow must be κ0-noncollapsed on all scales
unless it is a metric quotient of round three-sphere. The following result,
claimed by Perelman in the section 1.5 of [108], shows that this property
actually holds for all nonflat three-dimensional ancient κ-solutions.
Proposition 6.4.2 (Universal noncollapsing). There exists a positive
constant κ0 with the following property. Suppose we have a nonflat three-
dimensional ancient κ-solution for some κ > 0. Then either the solution is
κ0-noncollapsed on all scales, or it is a metric quotient of the round three-
sphere.
Proof. Let gij(x, t), x ∈ M and t ∈ (−∞, 0], be a nonflat ancient κ-
solution for some κ > 0. For an arbitrary point (p, t0) ∈ M × (−∞, 0], we
define as in Chapter 3 that
τ = t0 − t, for t < t0,
l(q, τ) =
1
2
√
τ
inf
{∫ τ
0
√
s(R(γ(s), t0 − s) + |γ˙(s)|2gij(t0−s))ds|
γ : [0, τ ]→M with γ(0) = p, γ(τ) = q
}
,
and V˜ (τ) =
∫
M
(4πτ)−
3
2 exp(−l(q, τ))dVt0−τ (q).
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Recall from (6.2.1) that for each τ > 0 we can find q = q(τ) such that
l(q, τ) ≤ 32 . In view of Lemma 6.4.1, we may assume that the ancient κ-
solution is not a gradient shrinking Ricci soliton. Thus by (the proof of)
Theorem 6.2.1, the scalings of gij(t0 − τ) at q(τ) with factor τ−1 converge
along a subsequence of τ → +∞ to a nonflat gradient shrinking soliton with
nonnegative curvature operator which is κ-noncollapsed on all scales. We
now show that the limit has bounded curvature.
Denote the limiting nonflat gradient shrinking soliton by (M¯ , g¯ij(x, t))
with −∞ < t ≤ 0. Note that there holds the Li-Yau-Hamilton inequality
(Theorem 2.5.4) on any ancient κ-solution and in particular, the scalar cur-
vature of the ancient κ-solution is pointwise nondecreasing in time. This
implies that the scalar curvature of the limiting soliton (M¯ , g¯ij(x, t)) is still
pointwise nondecreasing in time. Thus we only need to show that the lim-
iting soliton has bounded curvature at t = 0.
We argue by contradiction. By lifting to its orientable cover, we may
assume that M¯ is orientable. Suppose the curvature of the limiting soliton
is unbounded at t = 0. Of course in this case the limiting soliton M¯ is
noncompact. Then by applying Lemma 6.1.4, we can choose a sequence of
points xj, j = 1, 2, . . . , divergent to infinity such that the scalar curvature
R¯ of the limit satisfies
R¯(xj , 0) ≥ j and R¯(x, 0) ≤ 4R¯(xj , 0)
for all x ∈ B0(xj , j/
√
R¯(xj , 0)) and j = 1, 2, . . .. Since the scalar curvature
is nondecreasing in time, we have
(6.4.10) R¯(x, t) ≤ 4R¯(xj , 0),
for all x ∈ B0(xj , j/
√
R¯(xj , 0)), all t ≤ 0 and j = 1, 2, . . .. By com-
bining with Hamilton’s compactness theorem (Theorem 4.1.5) and the κ-
noncollapsing, we know that a subsequence of the rescaled solutions
(M¯, R¯(xj, 0)g¯ij(x, t/R¯(xj , 0)), xj), j = 1, 2, . . . ,
converges in the C∞loc topology to a nonflat smooth solution of the Ricci
flow. Then Proposition 6.1.2 implies that the new limit at the new time
{t = 0} must split off a line. By pulling back the new limit to its universal
cover and applying Hamilton’s strong maximum principle, we deduce that
the pull-back of the new limit on the universal cover splits off a line for all
time t ≤ 0. Thus by combining with Theorem 6.2.2 and the argument in
the proof of Lemma 6.4.1, we further deduce that the new limit is either
the round cylinder S2×R or the round RP2×R. Since M¯ is orientable, the
new limit must be S2 × R. Since (M¯ , g¯ij(x, 0)) has nonnegative curvature
operator and the points {xj} going to infinity and R¯(xj, 0)→ +∞, this gives
a contradiction to Proposition 6.1.1. So we have proved that the limiting
gradient shrinking soliton has bounded curvature at each time.
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Hence by Lemma 6.4.1, the limiting gradient shrinking soliton is either
the round three-sphere S3 or its metric quotients, or the infinite cylinder
S2×R or one of its Z2 quotients. If the asymptotic gradient shrinking soliton
is the round three-sphere S3 or its metric quotients, it follows from Lemma
5.2.4 and Proposition 5.2.5 that the ancient κ-solution must be round. Thus
in the following we may assume the asymptotic gradient shrinking soliton is
the infinite cylinder S2 × R or a Z2 quotient of S2 × R.
We now come back to consider the original ancient κ-solution (M,gij(x,
t)). By rescaling, we can assume that R(x, t) ≤ 1 for all (x, t) satisfying
dt0(x, p) ≤ 2 and t ∈ [t0 − 1, t0]. We will argue as in the proof of Theorem
3.3.2 (Perelman’s no local collapsing theorem I) to obtain a positive lower
bound for Vol t0(Bt0(p, 1)).
Denote by ξ = Vol t0(Bt0(p, 1))
1
3 . For any v ∈ TpM we can find an L-
geodesic γ(τ), starting at p, with limτ→0+
√
τ γ˙(τ) = v. It follows from the
L-geodesic equation (3.2.1) that
d
dτ
(
√
τ γ˙)− 1
2
√
τ∇R+ 2Ric (√τ γ˙, ·) = 0.
By integrating as before we see that for τ ≤ ξ with the property γ(σ) ∈
Bt0(p, 1) as long as σ < τ , there holds
|√τ γ˙(τ)− v| ≤ Cξ(|v|+ 1)
where C is some positive constant depending only on the dimension. With-
out loss of generality, we may assume Cξ ≤ 14 and ξ ≤ 1100 . Then for
v ∈ TpM with |v| ≤ 14ξ−
1
2 and for τ ≤ ξ with the property γ(σ) ∈ Bt0(p, 1)
as long as σ < τ , we have
dt0(p, γ(τ)) ≤
∫ τ
0
|γ˙(σ)|dσ
<
1
2
ξ−
1
2
∫ τ
0
dσ√
σ
= 1.
This shows
(6.4.11) L exp
{
|v| ≤ 1
4
ξ−
1
2
}
(ξ) ⊂ Bt0(p, 1).
We decompose Perelman’s reduced volume V˜ (ξ) as
V˜ (ξ) =
∫
L exp
n
|v|≤ 1
4
ξ−
1
2
o
(ξ)
(6.4.12)
+
∫
M\L exp
n
|v|≤ 1
4
ξ−
1
2
o
(ξ)
(4πξ)−
3
2 exp(−l(q, ξ))dVt0−ξ(q).
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By using (6.4.11) and the metric evolution equation of the Ricci flow, the
first term on the RHS of (6.4.12) can be estimated by∫
L exp{|v|≤ 1
4
ξ−
1
2 }(ξ)
(4πξ)−
3
2 exp(−l(q, ξ))dVt0−ξ(q)
≤
∫
Bt0 (p,1)
(4πξ)−
3
2 e3ξdVt0(q)
= (4π)−
3
2 e3ξξ
3
2
< ξ
3
2 ,
while by using Theorem 3.2.7 (Perelman’s Jacobian comparison theorem),
the second term on the RHS of (6.4.12) can be estimated by∫
M\L exp
n
|v|≤ 1
4
ξ−
1
2
o
(ξ)
(4πξ)−
3
2 exp(−l(q, ξ))dVt0−ξ(q)(6.4.13)
≤
∫
{|v|> 1
4
ξ−
1
2 }
(4πτ)−
3
2 exp(−l(τ))J (τ)|τ=0dv
= (4π)−
3
2
∫
{|v|> 1
4
ξ−
1
2 }
exp(−|v|2)dv
< ξ
3
2
since limτ→0+ τ−
3
2J (τ) = 1 and limτ→0+ l(τ) = |v|2 by (3.2.18) and (3.2.19)
respectively. Thus we obtain
(6.4.14) V˜ (ξ) < 2ξ
3
2 .
On the other hand, we recall that there exist a sequence τk → +∞ and
a sequence of points q(τk) ∈ M with l(q(τk), τk) ≤ 32 so that the scalings
of the ancient κ-solution at q(τk) with factor τ
−1
k converge to either round
S2 × R or one of its Z2 quotients. For sufficiently large k, we construct a
path γ : [0, 2τk]→M , connecting p to any given point q ∈M , as follows:
the first half path γ|[0,τk] connects p to q(τk) such that
l(q(τk), τk) =
1
2
√
τk
∫ τk
0
√
τ(R+ |γ˙(τ)|2)dτ ≤ 2,
and the second half path γ|[τk,2τk ] is a shortest geodesic connecting q(τk)
to q with respect to the metric gij(t0 − τk). Note that the rescaled metric
τ−1k gij(t0 − τ) over the domain Bt0−τk(q(τk),
√
τk) × [t0 − 2τk, t0 − τk] is
sufficiently close to the round S2 × R or its Z2 quotients. Then there is a
250 H.-D. CAO AND X.-P. ZHU
universal positive constant β such that
l(q, 2τk) ≤ 1
2
√
2τk
(∫ τk
0
+
∫ 2τk
τk
)√
τ(R+ |γ˙(τ)|2)dτ
≤
√
2 +
1
2
√
2τk
∫ 2τk
τk
√
τ(R+ |γ˙(τ)|2)dτ
≤ β
for all q ∈ Bt0−τk(q(τk),
√
τk). Thus
V˜ (2τk) =
∫
M
(4π(2τk))
− 3
2 exp(−l(q, 2τk))dVt0−2τk(q)
≥ e−β
∫
Bt0−τk (q(τk),
√
τk)
(4π(2τk))
− 3
2 dVt0−2τk(q)
≥ β˜
for some universal positive constant β˜. Here we have used the curvature
estimate (6.2.6). By combining with the monotonicity of Perelman’s reduced
volume (Theorem 3.2.8) and (6.4.14), we deduce that
β˜ ≤ V˜ (2τk) ≤ V˜ (ξ) < 2ξ
3
2 .
This proves
Vol t0(Bt0(p, 1)) ≥ κ0 > 0
for some universal positive constant κ0. So we have proved that the ancient
κ-solution is also an ancient κ0-solution. 
The important Li-Yau-Hamilton inequality gives rise to a parabolic Har-
nack estimate (Corollary 2.5.7) for solutions of the Ricci flow with bounded
and nonnegative curvature operator. As explained in the previous section,
the no local collapsing theorem of Perelman implies a volume lower bound
from a curvature upper bound, while the estimate in the previous section
implies a curvature upper bound from a volume lower bound. The combi-
nation of these two estimates as well as the Li-Yau-Hamilton inequality will
give an important elliptic type property for three-dimensional ancient κ-
solutions. This elliptic type property was first implicitly given by Perelman
in [107] and it will play a crucial role in the analysis of singularities.
Theorem 6.4.3 (Elliptic type estimate). There exist a positive constant
η and a positive increasing function ω : [0,+∞) → (0,+∞) with the fol-
lowing properties. Suppose we have a three-dimensional ancient κ-solution
(M,gij(t)),−∞ < t ≤ 0, for some κ > 0. Then
(i) for every x, y ∈M and t ∈ (−∞, 0], there holds
R(x, t) ≤ R(y, t) · ω(R(y, t)d2t (x, y));
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(ii) for all x ∈M and t ∈ (−∞, 0], there hold
|∇R|(x, t) ≤ ηR 32 (x, t) and
∣∣∣∣∂R∂t
∣∣∣∣ (x, t) ≤ ηR2(x, t).
Proof.
(i) Consider a three-dimensional nonflat ancient κ-solution gij(x, t) on
M × (−∞, 0]. In view of Proposition 6.4.2, we may assume that the ancient
solution is universal κ0-noncollapsed. Obviously we only need to establish
the estimate at t = 0. Let y be an arbitrarily fixed point inM . By rescaling,
we can assume R(y, 0) = 1.
Let us first consider the case that sup{R(x, 0)d20(x, y) | x ∈M} > 1. De-
fine z to be the closest point to y (at time t = 0) satisfying R(z, 0)d20(z, y) =
1. We want to bound R(x, 0)/R(z, 0) from above for x ∈ B0(z, 2R(z, 0)− 12 ).
Connect y and z by a shortest geodesic and choose a point z˜ lying on the
geodesic satisfying d0(z˜, z) =
1
4R(z, 0)
− 1
2 . Denote by B the ball centered at
z˜ and with radius 14R(z, 0)
− 1
2 (with respect to the metric at t = 0). Clearly
the ball B lies in B0(y,R(z, 0)
− 1
2 ) and lies outside B0(y,
1
2R(z, 0)
− 1
2 ). Thus
for x ∈ B, we have
R(x, 0)d20(x, y) ≤ 1 and d0(x, y) ≥
1
2
R(z, 0)−
1
2
and hence
R(x, 0) ≤ 1
(12R(z, 0)
− 1
2 )2
for all x ∈ B.
Then by the Li-Yau-Hamilton inequality and the κ0-noncollapsing, we have
Vol 0(B) ≥ κ0
(
1
4
R(z, 0)−
1
2
)3
,
and then
Vol 0(B0(z, 8R(z, 0)
− 1
2 )) ≥ κ0
215
(8R(z, 0)−
1
2 )3.
So by Theorem 6.3.3(ii), there exist positive constants B(κ0), C(κ0), and
τ0(κ0) such that
(6.4.15) R(x, 0) ≤ (C(κ0) + B(κ0)
τ0(κ0)
)R(z, 0)
for all x ∈ B0(z, 2R(z, 0)− 12 ).
We now consider the remaining case. If R(x, 0)d20(x, y) ≤ 1 everywhere,
we choose a point z satisfying sup{R(x, 0) | x ∈ M} ≤ 2R(z, 0). Obviously
we also have the estimate (6.4.15) in this case.
We next want to bound R(z, 0) for the chosen z ∈ M . By (6.4.15) and
the Li-Yau-Hamilton inequality, we have
R(x, t) ≤ (C(κ0) + B(κ0)
τ0(κ0)
)R(z, 0)
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for all x ∈ B0(z, 2R(z, 0)− 12 ) and all t ≤ 0. It then follows from the local
derivative estimates of Shi that
∂R
∂t
(z, t) ≤ C˜(κ0)R(z, 0)2, for all −R−1(z, 0) ≤ t ≤ 0
which implies
(6.4.16) R(z,−cR−1(z, 0)) ≥ cR(z, 0)
for some small positive constant c depending only on κ0. On the other hand,
by using the Harnack estimate in Corollary 2.5.7, we have
(6.4.17) 1 = R(y, 0) ≥ c˜R(z,−cR−1(z, 0))
for some small positive constant c˜ depending only on κ0, since d0(y, z) ≤
R(z, 0)−
1
2 and the metric gij(t) is equivalent on
B0(z, 2R(z, 0)
− 1
2 )× [−cR−1(z, 0), 0]
with c > 0 small enough. Thus we get from (6.4.16) and (6.4.17) that
(6.4.18) R(z, 0) ≤ A˜
for some positive constant A˜ depending only on κ0.
Since B0(z, 2R(z, 0)
− 1
2 ) ⊃ B0(y,R(z, 0)− 12 ) and R(z, 0)− 12 ≥ (A˜)− 12 , the
combination of (6.4.15) and (6.4.18) gives
(6.4.19) R(x, 0) ≤ (C(κ0) + B(κ0)
τ0(κ0)
)A˜
whenever x ∈ B0(y, (A˜)− 12 ). Then by the κ0-noncollapsing there exists a
positive constant r0 depending only on κ0 such that
Vol 0(B0(y, r0)) ≥ κ0r30.
For any fixed R0 ≥ r0, we then have
Vol 0(B0(y,R0)) ≥ κ0r30 = κ0(
r0
R0
)3 · R30.
By applying Theorem 6.3.3 (ii) again and noting that the constant κ0 is
universal, there exists a positive constant ω(R0) depending only on R0 such
that
R(x, 0) ≤ ω(R20) for all x ∈ B0(y,
1
4
R0).
This gives the desired estimate.
(ii) This follows immediately from conclusion (i), the Li-Yau-Hamilton
inequality and the local derivative estimate of Shi. 
As a consequence, we have the following compactness result due to Perel-
man [107].
HAMILTON-PERELMAN’S PROOF 253
Corollary 6.4.4 (Compactness of ancient κ0-solutions). The set of non-
flat three-dimensional ancient κ0-solutions is compact modulo scaling in the
sense that for any sequence of such solutions and marking points (xk, 0) with
R(xk, 0) = 1, we can extract a C
∞
loc converging subsequence whose limit is
also an ancient κ0-solution.
Proof. Consider any sequence of three-dimensional ancient κ0-solutions
and marking points (xk, 0) with R(xk, 0) = 1. By Theorem 6.4.3(i), the
Li-Yau-Hamilton inequality and Hamilton’s compactness theorem (Theo-
rem 4.1.5), we can extract a C∞loc converging subsequence such that the
limit (M¯, g¯ij(x, t)), with −∞ < t ≤ 0, is an ancient solution to the Ricci
flow with nonnegative curvature operator and κ0-noncollapsed on all scales.
Since any ancient κ0-solution satisfies the Li-Yau-Hamilton inequality, it im-
plies that the scalar curvature R¯(x, t) of the limit (M¯ , g¯ij(x, t)) is pointwise
nondecreasing in time. Thus it remains to show that the limit solution has
bounded curvature at t = 0.
Obviously we may assume the limiting manifold M¯ is noncompact. By
pulling back the limiting solution to its orientable cover, we can assume
that the limiting manifold M¯ is orientable. We now argue by contradiction.
Suppose the scalar curvature R¯ of the limit at t = 0 is unbounded.
By applying Lemma 6.1.4, we can choose a sequence of points xj ∈
M¯, j = 1, 2, . . . , divergent to infinity such that the scalar curvature R¯ of the
limit satisfies
R¯(xj , 0) ≥ j and R¯(x, 0) ≤ 4R¯(xj , 0)
for all j = 1, 2, . . . , and x ∈ B0(xj , j/
√
R¯(xj , 0)). Then from the fact that
the limiting scalar curvature R¯(x, t) is pointwise nondecreasing in time, we
have
(6.4.20) R¯(x, t) ≤ 4R¯(xj , 0)
for all j = 1, 2, . . ., x ∈ B0(xj , j/
√
R¯(xj , 0)) and t ≤ 0. By combining with
Hamilton’s compactness theorem (Theorem 4.1.5) and the κ0-noncollapsing,
we know that a subsequence of the rescaled solutions
(M¯, R¯(xj, 0)g¯ij(x, t/R¯(xj , 0)), xj), j = 1, 2, . . . ,
converges in the C∞loc topology to a nonflat smooth solution of the Ricci flow.
Then Proposition 6.1.2 implies that the new limit at the new time {t = 0}
must split off a line. By pulling back the new limit to its universal cover
and applying Hamilton’s strong maximum principle, we deduce that the
pull-back of the new limit on the universal cover splits off a line for all time
t ≤ 0. Thus by combining with Theorem 6.2.2 and the argument in the proof
of Lemma 6.4.1, we further deduce that the new limit is either the round
cylinder S2×R or the round RP2×R. Since M¯ is orientable, the new limit
must be S2 × R. Moreover, since (M¯, g¯ij(x, 0)) has nonnegative curvature
operator and the points {xj} are going to infinity and R¯(xj, 0)→ +∞, this
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gives a contradiction to Proposition 6.1.1. So we have proved that the limit
(M¯, g¯ij(x, t)) has uniformly bounded curvature. 
Arbitrarily fix ε > 0. Let gij(x, t) be a nonflat ancient κ-solution on
a three-manifold M for some κ > 0. We say that a point x0 ∈ M is
the center of an evolving ε-neck at t = 0, if the solution gij(x, t) in
the set {(x, t) | − ε−2Q−1 < t ≤ 0, d2t (x, x0) < ε−2Q−1}, where Q =
R(x0, 0), is, after scaling with factor Q, ε-close (in the C
[ε−1] topology) to
the corresponding set of the evolving round cylinder having scalar curvature
one at t = 0.
As another consequence of the elliptic type estimate, we have the follow-
ing global structure result obtained by Perelman in [107] for noncompact
ancient κ-solutions.
Corollary 6.4.5 (Perelman [107]). For any ε > 0 there exists C =
C(ε) > 0, such that if gij(t) is a nonflat ancient κ-solution on a noncompact
three-manifold M for some κ > 0, and Mε denotes the set of points in M
which are not centers of evolving ε-necks at t = 0, then at t = 0, either the
whole manifold M is the round cylinder S2 × R or its Z2 metric quotients,
or Mε satisfies the following
(i) Mε is compact,
(ii) diamMε ≤ CQ− 12 and C−1Q ≤ R(x, 0) ≤ CQ, whenever x ∈ Mε,
where Q = R(x0, 0) for some x0 ∈ ∂Mε.
Proof. We first consider the easy case that the curvature operator
of the ancient κ-solution has a nontrivial null vector somewhere at some
time. Let us pull back the solution to its universal cover. By applying
Hamilton’s strong maximum principle and Theorem 6.2.2, we see that the
universal cover is the evolving round cylinder S2 × R. Thus in this case,
by the argument in the proof of Lemma 6.4.1, we conclude that the ancient
κ-solution is either isometric to the round cylinder S2 × R or one of its Z2
metric quotients (i.e., RP2×R, or the twisted product S2×˜R where Z2 flips
both S2, or R).
We then assume that the curvature operator of the nonflat ancient κ-
solution is positive everywhere. Firstly we want to showMε is compact. We
argue by contradiction. Suppose there exists a sequence of points zk, k =
1, 2, . . ., going to infinity (with respect to the metric gij(0)) such that each
zk is not the center of any evolving ε-neck. For an arbitrarily fixed point
z0 ∈M , it follows from Theorem 6.4.3(i) that
0 < R(z0, 0) ≤ R(zk, 0) · ω(R(zk, 0)d20(zk, z0))
which implies that
lim
k→∞
R(zk, 0)d
2
0(zk, z0) = +∞.
Since the sectional curvature of the ancient κ-solution is positive everywhere,
the underlying manifold is diffeomorphic to R3, and in particular, orientable.
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Then as before, by Proposition 6.1.2, Theorem 6.2.2 and Corollary 6.4.4, we
conclude that zk is the center of an evolving ε-neck for k sufficiently large.
This is a contradiction, so we have proved that Mε is compact.
Again, we notice that M is diffeomorphic to R3 since the curvature
operator is positive. According to the resolution of the Schoenflies con-
jecture in three-dimensions, every approximately round two-sphere cross-
section through the center of an evolving ε-neck divides M into two parts
such that one of them is diffeomorphic to the three-ball B3. Let ϕ be the
Busemann function on M , it is a standard fact that ϕ is convex and proper.
Since Mε is compact, Mε is contained in a compact set K = ϕ
−1((−∞, A])
for some large A. We note that each point x ∈ M \Mε is the center of
an ε-neck. It is clear that there is an ε-neck N lying entirely outside K.
Consider a point x on one of the boundary components of the ε-neck N .
Since x ∈ M \Mε, there is an ε-neck adjacent to the initial ε-neck, pro-
ducing a longer neck. We then take a point on the boundary of the second
ε-neck and continue. This procedure can either terminate when we get into
Mε or go on infinitely to produce a semi-infinite (topological) cylinder. The
same procedure can be repeated for the other boundary component of the
initial ε-neck. This procedure will give a maximal extended neck N˜ . If N˜
never touches Mε, the manifold will be diffeomorphic to the standard infi-
nite cylinder, which is a contradiction. If both ends of N˜ touch Mε, then
there is a geodesic connecting two points of Mε and passing through N .
This is impossible since the function ϕ is convex. So we conclude that one
end of N˜ will touch Mε and the other end will tend to infinity to produce
a semi-infinite (topological) cylinder. Thus we can find an approximately
round two-sphere cross-section which encloses the whole setMε and touches
some point x0 ∈ ∂Mε. We next want to show that R(x0, 0) 12 · diam(Mε) is
bounded from above by some positive constant C = C(ε) depending only
on ε.
Suppose not; then there exists a sequence of nonflat noncompact three-
dimensional ancient κ-solutions with positive curvature operator such that
for the above chosen points x0 ∈ ∂Mε there would hold
(6.4.21) R(x0, 0)
1
2 · diam (Mε)→ +∞.
By Proposition 6.4.2, we know that the ancient solutions are κ0-noncollapsed
on all scales for some universal positive constant κ0. Let us dilate the ancient
solutions around the points x0 with the factors R(x0, 0). By Corollary 6.4.4,
we can extract a convergent subsequence. From the choice of the points x0
and (6.4.21), the limit has at least two ends. Then by Toponogov’s splitting
theorem the limit is isometric to X × R for some nonflat two-dimensional
ancient κ0-solution X. Since M is orientable, we conclude from Theorem
6.2.2 that limit must be the evolving round cylinder S2×R. This contradicts
the fact that each chosen point x0 is not the center of any evolving ε-neck.
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Therefore we have proved
diam (Mε) ≤ CQ−
1
2
for some positive constant C = C(ε) depending only on ε, where Q =
R(x0, 0).
Finally by combining this diameter estimate with Theorem 6.4.3(i), we
immediately deduce
C˜−1Q ≤ R(x, 0) ≤ C˜Q, whenever x ∈Mε,
for some positive constant C˜ depending only on ε. 
We now can describe the canonical structures for three-dimensional non-
flat (compact or noncompact) ancient κ-solutions. The following theorem
was given by Perelman in the section 1.5 of [108]. Recently in [35], this
canonical neighborhood result has been extended to four-dimensional an-
cient κ-solutions with isotropic curvature pinching.
Theorem 6.4.6 (Canonical neighborhood theorem). For any ε > 0
one can find positive constants C1 = C1(ε) and C2 = C2(ε) with the fol-
lowing property. Suppose we have a three-dimensional nonflat (compact or
noncompact) ancient κ-solution (M,gij(x, t)). Then either the ancient so-
lution is the round RP2 ×R, or every point (x, t) has an open neighborhood
B, with Bt(x, r) ⊂ B ⊂ Bt(x, 2r) for some 0 < r < C1R(x, t)− 12 , which falls
into one of the following three categories:
(a) B is an evolving ε-neck (in the sense that it is the slice at the time
t of the parabolic region {(x′, t′) | x′ ∈ B, t′ ∈ [t− ε−2R(x, t)−1, t]}
which is, after scaling with factor R(x, t) and shifting the time t to
zero, ε-close (in the C [ε
−1] topology) to the subset (S2×I)×[−ε−2, 0]
of the evolving standard round cylinder with scalar curvature 1 and
length 2ε−1 to I at the time zero), or
(b) B is an evolving ε-cap (in the sense that it is the time slice at
the time t of an evolving metric on B3 or RP3 \ B¯3 such that the
region outside some suitable compact subset of B3 or RP3 \ B¯3 is an
evolving ε-neck), or
(c) B is a compact manifold (without boundary) with positive sectional
curvature (thus it is diffeomorphic to the round three-sphere S3 or
a metric quotient of S3);
furthermore, the scalar curvature of the ancient κ-solution on B at time t
is between C−12 R(x, t) and C2R(x, t), and the volume of B in case (a) and
case (b) satisfies
(C2R(x, t))
− 3
2 ≤ Vol t(B) ≤ εr3.
Proof. As before, we first consider the easy case that the curvature
operator has a nontrivial null vector somewhere at some time. By pulling
back the solution to its universal cover and applying Hamilton’s strong max-
imum principle and Theorem 6.2.2, we deduce that the universal cover is the
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evolving round cylinder S2 × R. Then exactly as before, by the argument
in the proof of Lemma 6.4.1, we conclude that the ancient κ-solution is iso-
metric to the round S2 × R, RP2 × R, or the twisted product S2×˜R where
Z2 flips both S
2 and R. Clearly each point of the round cylinder S2 × R or
the twisted product S2×˜R has a neighborhood falling into the category (a)
or (b) (over RP3 \ B¯3).
We now assume that the curvature operator of the nonflat ancient κ-
solution is positive everywhere. Then the manifold is orientable by the
Cheeger-Gromoll theorem [24] for the noncompact case or the Synge theo-
rem [23] for the compact case.
Without loss of generality, we may assume ε is suitably small, say 0 <
ε < 1100 . If the nonflat ancient κ-solution is noncompact, the conclusions
follow immediately from the combination of Corollary 6.4.5 and Theorem
6.4.3(i). Thus we may assume the nonflat ancient κ-solution is compact.
By Proposition 6.4.2, either the compact ancient κ-solution is isometric to
a metric quotient of the round S3, or it is κ0-noncollapsed on all scales for
the universal positive constant κ0. Clearly each point of a metric quotient
of the round S3 has a neighborhood falling into category (c). Thus we may
further assume the ancient κ-solution is also κ0-noncollapsing.
We argue by contradiction. Suppose that for some ε ∈ (0, 1100 ), there
exist a sequence of compact orientable ancient κ0-solutions (Mk, gk) with
positive curvature operator, a sequence of points (xk, 0) with xk ∈ Mk and
sequences of positive constants C1k → ∞ and C2k = ω(4C21k), with the
function ω given in Theorem 6.4.3, such that for every radius r, 0 < r <
C1kR(xk, 0)
− 1
2 , any open neighborhood B, with B0(xk, r) ⊂ B ⊂ B0(xk, 2r),
does not fall into one of the three categories (a), (b) and (c), where in the
case (a) and case (b), we require the neighborhood B to satisfy the volume
estimate
(C2kR(xk, 0))
− 3
2 ≤ Vol 0(B) ≤ εr3.
By Theorem 6.4.3(i) and the choice of the constants C2k we see that
the diameter of each Mk at t = 0 is at least C1kR(xk, 0)
− 1
2 ; otherwise
we can choose suitable r ∈ (0, C1kR(xk, 0)−
1
2 ) and B = Mk, which falls
into the category (c) with the scalar curvature between C−12k R(x, 0) and
C2kR(x, 0) on B. Now by scaling the ancient κ0-solutions along the points
(xk, 0) with factors R(xk, 0), it follows from Corollary 6.4.4 that a sequence
of the ancient κ0-solutions converge in the C
∞
loc topology to a noncompact
orientable ancient κ0-solution.
If the curvature operator of the noncompact limit has a nontrivial null
vector somewhere at some time, it follows exactly as before by using the
argument in the proof of Lemma 6.4.1 that the orientable limit is isometric
to the round S2 × R, or the twisted product S2×˜R where Z2 flips both S2
and R. Then for k large enough, a suitable neighborhood B (for suitable r)
of the point (xk, 0) would fall into the category (a) or (b) (over RP
3 \ B¯3)
with the desired volume estimate. This is a contradiction.
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If the noncompact limit has positive sectional curvature everywhere,
then by using Corollary 6.4.5 and Theorem 6.4.3(i) for the noncompact
limit we see that for k large enough, a suitable neighborhood B (for suitable
r) of the point (xk, 0) would fall into category (a) or (b) (over B
3) with the
desired volume estimate. This is also a contradiction.
Finally, the statement on the curvature estimate in the neighborhood B
follows directly from Theorem 6.4.3(i). 
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Chapter 7. Ricci Flow on Three-manifolds
We will use the Ricci flow to study the topology of compact orientable
three-manifolds. LetM be a compact three-dimensional orientable manifold.
Arbitrarily given a Riemannian metric on the manifold, we evolve it by the
Ricci flow. The basic idea is to understand the topology of the underlying
manifold by studying long-time behavior of the solution of the Ricci flow.
We have seen in Chapter 5 that for a compact three-manifold with positive
Ricci curvature as initial data, the solution to the Ricci flow tends, up to
scalings, to a metric of positive constant curvature. Consequently, a compact
three-manifold with positive Ricci curvature is diffeomorphic to the round
three-sphere or a metric quotient of it.
However, for general initial metrics, the Ricci flow may develop singu-
larities in some parts while it keeps smooth in other parts. Naturally one
would like to cut off the singularities and continue to run the Ricci flow.
If the Ricci flow still develops singularities after a while, one can do the
surgeries and run the Ricci flow again. By repeating this procedure, one
will get a kind of “weak” solution to the Ricci flow. Furthermore, if the
“weak” solution has only a finite number of surgeries at any finite time in-
terval and one can remember what had been cut during the surgeries, and
if the “weak” solution has a well-understood long-time behavior, then one
will also get the topology structure of the initial manifold. This theory of
surgically modified Ricci flow was first developed by Hamilton [66] for com-
pact four-manifolds and further developed more recently by Perelman [108]
for compact orientable three-manifolds.
The main purpose of this chapter is to give a complete and detailed dis-
cussion of Perelman’s work on the Ricci flow with surgery on three-manifolds.
More specifically, Sections 7.1-7.2 give a detailed exposition of section 12 of
Perelman’s first paper [107]; Sections 7.3-7.6 give a detailed exposition of
sections 2-7 of Perelman’s second paper [108], except the general collapsing
result, Theorem 7.4 of [108], claimed by Perelman (a special case of which
has been proved by Shioya-Yamaguchi [122]). In Section 7.7, we combine
the long time behavior result in Section 7.6 and the collapsing result of
Shioya-Yamaguchi [122] to present a proof of Thurston’s geometrization
conjecture.
7.1. Canonical Neighborhood Structures
Let us call a Riemannian metric on a compact orientable three-dimen-
sional manifold normalized if the eigenvalues of its curvature operator at
every point are bounded by 110 ≥ λ ≥ µ ≥ ν ≥ − 110 , and every geodesic
ball of radius one has volume at least one. By the evolution equation of the
curvature and the maximum principle, it is easy to see that any solution
to the Ricci flow with (compact and three-dimensional) normalized initial
metric exists on a maximal time interval [0, tmax) with tmax > 1.
260 H.-D. CAO AND X.-P. ZHU
Consider a smooth solution gij(x, t) to the Ricci flow onM×[0, T ), where
M is a compact orientable three-manifold and T < +∞. After rescaling, we
may always assume the initial metric gij(·, 0) is normalized. By Theorem
5.3.2, the solution gij(·, t) then satisfies the pinching estimate
(7.1.1) R ≥ (−ν)[log(−ν) + log(1 + t)− 3]
whenever ν < 0 on M × [0, T ). Recall the function
y = f(x) = x(log x− 3), for e2 ≤ x < +∞,
is increasing and convex with range −e2 ≤ y < +∞, and its inverse function
is also increasing and satisfies
lim
y→+∞ f
−1(y)/y = 0.
We can rewrite the pinching estimate (7.1.1) as
(7.1.2) Rm(x, t) ≥ −[f−1(R(x, t)(1 + t))/(R(x, t)(1 + t))]R(x, t)
on M × [0, T ).
Suppose that the solution gij(·, t) becomes singular as t → T . Let us
take a sequence of times tk → T , and a sequence of points pk ∈M such that
for some positive constant C, |Rm|(x, t) ≤ CQk with Qk = |Rm(pk, tk)| for
all x ∈M and t ∈ [0, tk]. Thus, (pk, tk) is a sequence of (almost) maximum
points. By applying Hamilton’s compactness theorem and Perelman’s no
local collapsing theorem I as well as the pinching estimate (7.1.2), a sequence
of the scalings of the solution gij(x, t) around the points pk with factors
Qk converges to a nonflat complete three-dimensional orientable ancient κ-
solution (for some κ > 0). For an arbitrarily given ε > 0, the canonical
neighborhood theorem (Theorem 6.4.6) in the previous chapter implies that
each point in the ancient κ-solution has a neighborhood which is either an
evolving ε-neck, or an evolving ε-cap, or a compact (without boundary)
positively curved manifold. This gives the structure of singularities coming
from a sequence of (almost) maximum points.
However the above argument does not work for singularities coming from
a sequence of points (yk, τk) with τk → T and |Rm(yk, τk)| → +∞ when
|Rm(yk, τk)| is not comparable with the maximum of the curvature at the
time τk, since we cannot take a limit directly. In [107], Perelman developed
a refined rescaling argument to obtain the following singularity structure
theorem. We remark that our statement of the singularity structure theorem
below is slightly different from Perelman’s original statement (cf. Theorem
12.1 of [107]). While Perelman assumed the condition of κ-noncollapsing on
scales less than r0, we assume that the initial metric is normalized so that
from the rescaling argument one can get the κ-noncollapsing on all scales
for the limit solutions.
Theorem 7.1.1 (Singularity structure theorem). Given ε > 0 and T0 >
1, one can find r0 > 0 with the following property. If gij(x, t), x ∈M and t ∈
[0, T ) with 1 < T ≤ T0, is a solution to the Ricci flow on a compact orientable
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three-manifold M with normalized initial metric, then for any point (x0, t0)
with t0 ≥ 1 and Q = R(x0, t0) ≥ r−20 , the solution in {(x, t) | d2t0(x, x0) <
ε−2Q−1, t0− ε−2Q−1 ≤ t ≤ t0} is, after scaling by the factor Q, ε-close (in
the C [ε
−1]-topology) to the corresponding subset of some orientable ancient
κ-solution (for some κ > 0).
Proof. The proof is basically along the line sketched by Perelman (cf.
section 12 of [107]). However, the proof of Step 2 follows, with some mod-
ifications, the argument given in the initial notes of Kleiner-Lott [80] on
Perelman’s first paper [107]. Also, we give a proof of Step 4 which is differ-
ent from both Perelman [107] and Kleiner-Lott [80].
Since the initial metric is normalized, it follows from the no local col-
lapsing theorem I or I’ (and their proofs) that there is a positive constant
κ, depending only on T0, such that the solution in Theorem 7.1.1 is κ-
noncollapsed on all scales less than
√
T0. Let C(ε) be a positive constant
larger than or equal to ε−2. It suffices to prove that there exists r0 > 0
such that for any point (x0, t0) with t0 ≥ 1 and Q = R(x0, t0) ≥ r−20 ,
the solution in the parabolic region {(x, t) ∈ M × [0, T ) | d2t0(x, x0) <
C(ε)Q−1, t0 − C(ε)Q−1 ≤ t ≤ t0} is, after scaling by the factor Q, ε-close
to the corresponding subset of some orientable ancient κ-solution. The con-
stant C(ε) will be determined later.
We argue by contradiction. Suppose for some ε > 0, there exist a se-
quence of solutions (Mk, gk(·, t)) to the Ricci flow on compact orientable
three-manifolds with normalized initial metrics, defined on the time inter-
vals [0,Tk) with 1 < Tk ≤ T0, a sequence of positive numbers rk → 0, and a
sequence of points xk ∈ Mk and times tk ≥ 1 with Qk = Rk(xk, tk) ≥ r−2k
such that each solution (Mk, gk(·, t)) in the parabolic region {(x, t) ∈Mk ×
[0, Tk) | d2tk(x, xk) < C(ε)Q−1k , tk−C(ε)Q−1k ≤ t ≤ tk} is not, after scaling by
the factor Qk, ε-close to the corresponding subset of any orientable ancient
κ-solution, where Rk denotes the scalar curvature of (Mk, gk).
For each solution (Mk, gk(·, t)), we may adjust the point (xk, tk) with
tk ≥ 12 and with Qk = Rk(xk, tk) to be as large as possible so that the
conclusion of the theorem fails at (xk, tk), but holds for any (x, t) ∈ Mk ×
[tk − HkQ−1k , tk] satisfying Rk(x, t) ≥ 2Qk, where Hk = 14r−2k → +∞ as
k → +∞. Indeed, suppose not, by setting (xk1 , tk1) = (xk, tk), we can choose
a sequence of points (xkl , tkl) ∈Mk× [tk(l−1)−HkRk(xk(l−1) , tk(l−1))−1, tk(l−1) ]
such that Rk(xkl , tkl) ≥ 2Rk(xk(l−1) , tk(l−1)) and the conclusion of the the-
orem fails at (xkl , tkl) for each l = 2, 3, . . . . Since the solution is smooth,
but
Rk(xkl , tkl) ≥ 2Rk(xk(l−1) , tk(l−1)) ≥ · · · ≥ 2l−1Rk(xk, tk),
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and
tkl ≥ tk(l−1) −HkRk(xk(l−1) , tk(l−1))−1
≥ tk −Hk
l−1∑
i=1
1
2i−1
Rk(xk, tk)
−1
≥ 1
2
,
this process must terminate after a finite number of steps and the last ele-
ment fits.
Let (Mk, g˜k(·, t), xk) be the rescaled solutions obtained by rescal-
ing (Mk, gk(·, t)) around xk with the factors Qk = Rk(xk, tk) and shifting
the time tk to the new time zero. Denote by R˜k the rescaled scalar curva-
ture. We will show that a subsequence of the orientable rescaled solutions
(Mk, g˜k(·, t), xk) converges in the C∞loc topology to an orientable ancient κ-
solution, which is a contradiction. In the following we divide the argument
into four steps.
Step 1. First of all, we need a local bound on curvatures. The following
lemma is the Claim 1 of Perelman in his proof Theorem 12.1 of [107].
Lemma 7.1.2. For each (x¯, t¯) with tk − 12HkQ−1k ≤ t¯ ≤ tk, we have
Rk(x, t) ≤ 4Q¯k whenever t¯ − cQ¯−1k ≤ t ≤ t¯ and d2t¯ (x, x¯) ≤ cQ¯−1k , where
Q¯k = Qk +Rk(x¯, t¯) and c > 0 is a small universal constant.
Proof. Consider any point (x, t) ∈ Bt¯(x¯, (cQ¯−1k )
1
2 ) × [t¯ − cQ¯−1k , t¯] with
c > 0 to be determined. If Rk(x, t) ≤ 2Qk, there is nothing to show. If
Rk(x, t) > 2Qk, consider a space-time curve γ from (x, t) to (x¯, t¯) that goes
straight from (x, t) to (x, t¯) and goes from (x, t¯) to (x¯, t¯) along a minimizing
geodesic (with respect to the metric gk(·, t¯)). If there is a point on γ with
the scalar curvature 2Qk, let y0 be the nearest such point to (x, t). If not,
put y0 = (x¯, t¯). On the segment of γ from (x, t) to y0, the scalar curvature
is at least 2Qk. According to the choice of the point (xk, tk), the solution
along the segment is ε-close to that of some ancient κ-solution. It follows
from Theorem 6.4.3 (ii) that
|∇(R−
1
2
k )| ≤ 2η and
∣∣∣∣ ∂∂t(R−1k )
∣∣∣∣ ≤ 2η
on the segment. (Here, without loss of generality, we may assume ε is suit-
ably small). Then by choosing c > 0 (depending only on η) small enough
we get the desired curvature bound by integrating the above derivative es-
timates along the segment. This proves the lemma. 
Step 2. Next we want to show that for each A < +∞, there exist
a positive constant C(A) (independent of k) such that the curvatures of
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the rescaled solutions g˜k(·, t) at the new time t = 0 (corresponding to the
original times tk) satisfy the estimate
|R˜mk|(y, 0) ≤ C(A)
whenever dg˜k(·,0)(y, xk) ≤ A and k ≥ 1. (This is just a weak version of
the Claim 2 of Perelman in his proof of Theorem 12.1 of [107]. The first
detailed exposition on this weak version was given by Kleiner-Lott in their
June 2003 notes [80]. We now follow their argument as in [80] here with
some modifications.)
For each ρ ≥ 0, set
M(ρ) = sup{R˜k(x, 0) | k ≥ 1, x ∈Mk with d0(x, xk) ≤ ρ}
and
ρ0 = sup{ρ ≥ 0 | M(ρ) < +∞}.
By the pinching estimate (7.1.1), it suffices to show ρ0 = +∞.
Note that ρ0 > 0 by applying Lemma 7.1.2 with (x¯, t¯) = (xk, tk). We
now argue by contradiction to show ρ0 = +∞. Suppose not, we may find
(after passing to a subsequence if necessary) a sequence of points yk ∈ Mk
with d0(xk, yk) → ρ0 < +∞ and R˜k(yk, 0) → +∞. Let γk(⊂ Mk) be a
minimizing geodesic segment from xk to yk. Let zk ∈ γk be the point on γk
closest to yk with R˜k(zk, 0) = 2, and let βk be the subsegment of γk running
from zk to yk. By Lemma 7.1.2 the length of βk is bounded away from zero
independent of k. By the pinching estimate (7.1.1), for each ρ < ρ0, we have
a uniform bound on the curvatures on the open balls B0(xk, ρ) ⊂ (Mk, g˜k).
The injectivity radii of the rescaled solutions g˜k at the points xk and the
time t = 0 are also uniformly bounded from below by the κ-noncollapsing
property. Therefore by Lemma 7.1.2 and Hamilton’s compactness theorem
(Theorem 4.1.5), after passing to a subsequence, we can assume that the
marked sequence (B0(xk, ρ0), g˜k(·, 0), xk) converges in the C∞loc topology to
a marked (noncomplete) manifold (B∞, g˜∞, x∞), the segments γk converge
to a geodesic segment (missing an endpoint) γ∞ ⊂ B∞ emanating from x∞,
and βk converges to a subsegment β∞ of γ∞. Let B¯∞ denote the completion
of (B∞, g˜∞), and y∞ ∈ B¯∞ the limit point of γ∞.
Denote by R˜∞ the scalar curvature of (B∞, g˜∞). Since the rescaled
scalar curvatures R˜k along βk are at least 2, it follows from the choice of
the points (xk, 0) that for any q0 ∈ β∞, the manifold (B∞, g˜∞) in {q ∈
B∞| dist2g˜∞(q, q0) < C(ε)(R˜∞(q0))−1} is 2ε-close to the corresponding sub-
set of (a time slice of) some orientable ancient κ-solution. Then by Theorem
6.4.6, we know that the orientable ancient κ-solution at each point (x, t) has
a radius r, 0 < r < C1(2ε)R(x, t)
− 1
2 , such that its canonical neighborhood
B, with Bt(x, r) ⊂ B ⊂ Bt(x, 2r), is either an evolving 2ε-neck, or an evolv-
ing 2ε-cap, or a compact manifold (without boundary) diffeomorphic to a
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metric quotient of the round three-sphere S3, and moreover the scalar cur-
vature is between (C2(2ε))
−1R(x, t) and C2(2ε)R(x, t), where C1(2ε) and
C2(2ε) are the positive constants in Theorem 6.4.6.
We now choose C(ε) = max{2C21 (2ε), ε−2}. By the local curvature es-
timate in Lemma 7.1.2, we see that the scalar curvature R˜∞ becomes un-
bounded when approaching y∞ along γ∞. This implies that the canonical
neighborhood around q0 cannot be a compact manifold (without boundary)
diffeomorphic to a metric quotient of the round three-sphere S3. Note that
γ∞ is shortest since it is the limit of a sequence of shortest geodesics. With-
out loss of generality, we may assume ε is suitably small (say, ε ≤ 1100 ).
These imply that as q0 gets sufficiently close to y∞, the canonical neighbor-
hood around q0 cannot be an evolving 2ε-cap. Thus we conclude that each
q0 ∈ γ∞ sufficiently close to y∞ is the center of an evolving 2ε-neck.
Let
U =
⋃
q0∈γ∞
B(q0, 4π(R˜∞(q0))−
1
2 ) (⊂ (B∞, g˜∞)),
where B(q0, 4π(R˜∞(q0))−
1
2 ) is the ball centered at q0 ∈ B∞ with the radius
4π(R˜∞(q0))−
1
2 . Clearly U has nonnegative sectional curvature by the pinch-
ing estimate (7.1.1). Since the metric g˜∞ is cylindrical at any point q0 ∈ γ∞
which is sufficiently close to y∞, we see that the metric space U = U ∪{y∞}
by adding in the point y∞, is locally complete and intrinsic near y∞. Fur-
thermore y∞ cannot be an interior point of any geodesic segment in U . This
implies the curvature of U at y∞ is nonnegative in the Alexandrov sense. It
is a basic result in Alexandrov space theory (see for example Theorem 10.9.3
and Corollary 10.9.5 of [10]) that there exists a three-dimensional tangent
cone Cy∞U at y∞ which is a metric cone. It is clear that its aperture is
≤ 10ε, thus the tangent cone is nonflat.
Pick a point p ∈ Cy∞U such that the distance from the vertex y∞ to
p is one and it is nonflat around p. Then the ball B(p, 12) ⊂ Cy∞U is the
Gromov-Hausdorff limit of the scalings of a sequence of balls B0(pk, sk) ⊂
(Mk, g˜k(·, 0)) by some factors ak, where sk → 0+. Since the tangent cone is
three-dimensional and nonflat around p, the factors ak must be comparable
with R˜k(pk, 0). By using the local curvature estimate in Lemma 7.1.2, we
actually have the convergence in the C∞loc topology for the solutions g˜k(·, t)
on the balls B0(pk, sk) and over some time interval t ∈ [−δ, 0] for some
sufficiently small δ > 0. The limiting ball B(p, 12) ⊂ Cy∞U is a piece of
the nonnegative curved and nonflat metric cone whose radial directions are
all Ricci flat. On the other hand, by applying Hamilton’s strong maximum
principle to the evolution equation of the Ricci curvature tensor as in the
proof of Lemma 6.3.1, the limiting ball B(p, 12) would split off all radial
directions isometrically (and locally). Since the limit is nonflat around p,
this is impossible. Therefore we have proved that the curvatures of the
rescaled solutions g˜k(·, t) at the new times t = 0 (corresponding to the
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original times tk) stay uniformly bounded at bounded distances from xk for
all k.
We have proved that for each A < +∞, the curvature of the marked
manifold (Mk, g˜k(·, 0), xk) at each point y ∈ Mk with distance from xk at
most A is bounded by C(A). Lemma 7.1.2 extends this curvature control to
a backward parabolic neighborhood centered at y whose radius depends only
on the distance from y to xk. Thus by Shi’s local derivative estimates (The-
orem 1.4.2) we can control all derivatives of the curvature in such backward
parabolic neighborhoods. Then by using the κ-noncollapsing and Hamil-
ton’s compactness theorem (Theorem 4.1.5), we can take a C∞loc subsequent
limit to obtain (M∞, g˜∞(·, t), x∞), which is κ-noncollapsed on all scales and
is defined on a space-time open subset of M∞× (−∞, 0] containing the time
slice M∞ × {0}. Clearly it follows from the pinching estimate (7.1.1) that
the limit (M∞, g˜∞(·, 0), x∞) has nonnegative curvature operator (and hence
nonnegative sectional curvature).
Step 3. We further claim that the limit (M∞, g˜∞(·, 0), x∞) at the time
slice {t = 0} has bounded curvature.
We know that the sectional curvature of the limit (M∞, g˜∞(·, 0), x∞) is
nonnegative everywhere. Argue by contradiction. Suppose the curvature
of (M∞, g˜∞(·, 0), x∞) is not bounded, then by Lemma 6.1.4, there exists
a sequence of points qj ∈ M∞ diverging to infinity such that their scalar
curvatures R˜∞(qj , 0)→ +∞ as j → +∞ and
R˜∞(x, 0) ≤ 4R˜∞(qj, 0)
for x ∈ B(qj, j/
√
R˜∞(qj , 0)) ⊂ (M∞, g˜∞(·, 0)). By combining with Lemma
7.1.2 and the κ-noncollapsing, a subsequence of the rescaled and marked
manifolds (M∞, R˜∞(qj , 0)g˜∞(·, 0), qj) converges in the C∞loc topology to a
smooth nonflat limit Y . By Proposition 6.1.2, the new limit Y is isometric
to a metric product N × R for some two-dimensional manifold N . On
the other hand, in view of the choice of the points (xk, tk), the original
limit (M∞, g˜∞(·, 0), x∞) at the point qj has a canonical neighborhood which
is either a 2ε-neck, a 2ε-cap, or a compact manifold (without boundary)
diffeomorphic to a metric quotient of the round S3. It follows that for j large
enough, qj is the center of a 2ε-neck of radius (R˜∞(qj, 0))−
1
2 . Without loss
of generality, we may further assume that 2ε < ε0, where ε0 is the positive
constant given in Proposition 6.1.1. Since (R˜∞(qj , 0))−
1
2 → 0 as j → +∞,
this contradicts Proposition 6.1.1. So the curvature of (M∞, g˜∞(·, 0)) is
bounded.
Step 4. Finally we want to extend the limit backwards in time to −∞.
By Lemma 7.1.2 again, we now know that the limiting solution (M∞,
g˜∞(·, t)) is defined on a backward time interval [−a, 0] for some a > 0.
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Denote by
t′ = inf{t˜| we can take a smooth limit on (t˜, 0] (with bounded
curvature at each time slice) from a subsequence
of the convergent rescaled solutions g˜k}.
We first claim that there is a subsequence of the rescaled solutions g˜k which
converges in the C∞loc topology to a smooth limit (M∞, g˜∞(·, t)) on the max-
imal time interval (t′, 0].
Indeed, let t′k be a sequence of negative numbers such that t
′
k → t′ and
there exist smooth limits (M∞, g˜k∞(·, t)) defined on (t′k, 0]. For each k, the
limit has nonnegative sectional curvature and has bounded curvature at each
time slice. Moreover by Lemma 7.1.2, the limit has bounded curvature on
each subinterval [−b, 0] ⊂ (t′k, 0]. Denote by Q˜ the scalar curvature upper
bound of the limit at time zero (where Q˜ is the same for all k). Then we
can apply the Li-Yau-Hamilton estimate (Corollary 2.5.7) to get
R˜k∞(x, t) ≤ Q˜
( −t′k
t− t′k
)
,
where R˜k∞(x, t) are the scalar curvatures of the limits (M∞, g˜k∞(·, t)). Hence
by the definition of convergence and the above curvature estimates, we can
find a subsequence of the above convergent rescaled solutions g˜k which con-
verges in the C∞loc topology to a smooth limit (M∞, g˜∞(·, t)) on the maximal
time interval (t′, 0].
We next claim that t′ = −∞.
Suppose not, then by Lemma 7.1.2, the curvature of the limit (M∞,
g˜∞(·, t)) becomes unbounded as t → t′ > −∞. By applying the maxi-
mum principle to the evolution equation of the scalar curvature, we see that
the infimum of the scalar curvature is nondecreasing in time. Note that
R˜∞(x∞, 0) = 1. Thus there exists some point y∞ ∈M∞ such that
R˜∞
(
y∞, t′ +
c
10
)
<
3
2
where c > 0 is the universal constant in Lemma 7.1.2. By using Lemma
7.1.2 again we see that the limit (M∞, g˜∞(·, t)) in a small neighborhood of
the point (y∞, t′+ c10) extends backwards to the time interval [t
′− c10 , t′+ c10 ].
We remark that the distances at time t and time 0 are roughly equivalent
in the following sense
(7.1.3) dt(x, y) ≥ d0(x, y) ≥ dt(x, y)− const.
for any x, y ∈M∞ and t ∈ (t′, 0]. Indeed from the Li-Yau-Hamilton inequal-
ity (Corollary 2.5.7) we have the estimate
R˜∞(x, t) ≤ Q˜
( −t′
t− t′
)
, on M∞ × (t′, 0].
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By applying Lemma 3.4.1 (ii), we have
dt(x, y) ≤ d0(x, y) + 30(−t′)
√
Q˜
for any x, y ∈M∞ and t ∈ (t′, 0]. On the other hand, since the curvature of
the limit metric g˜∞(·, t) is nonnegative, we have
dt(x, y) ≥ d0(x, y)
for any x, y ∈M∞ and t ∈ (t′, 0]. Thus we obtain the estimate (7.1.3).
Let us still denote by (Mk, g˜k(·, t)) the subsequence which converges on
the maximal time interval (t′, 0]. Consider the rescaled sequence (Mk, g˜k(·, t))
with the marked points xk replaced by the associated sequence of points
yk → y∞ and the (original unshifted) times tk replaced by any sk ∈ [tk +
(t′− c20 )Q−1k , tk+(t′+ c20 )Q−1k ]. It follows from Lemma 7.1.2 that for k large
enough, the rescaled solutions (Mk, g˜k(·, t)) at yk satisfy
R˜k(yk, t) ≤ 10
for all t ∈ [t′ − c10 , t′ + c10 ]. By applying the same arguments as in the
above Step 2, we conclude that for any A > 0, there is a positive constant
C(A) < +∞ such that
R˜k(x, t) ≤ C(A)
for all (x, t) with dt(x, yk) ≤ A and t ∈ [t′− c20 , t′+ c20 ]. The estimate (7.1.3)
implies that there is a positive constant A0 such that for arbitrarily given
small ǫ′ ∈ (0, c100 ), for k large enough, there hold
dt(xk, yk) ≤ A0
for all t ∈ [t′ + ǫ′, 0]. By combining with Lemma 7.1.2, we then conclude
that for any A > 0, there is a positive constant C˜(A) such that for k large
enough, the rescaled solutions (Mk, g˜k(·, t)) satisfy
R˜k(x, t) ≤ C˜(A)
for all x ∈ B˜0(xk, A) and t ∈ [t′ − c100 (C(A))−1, 0].
Now, by taking convergent subsequences from the (original) rescaled
solutions (Mk, g˜k(·, t), xk), we see that the limiting solution (M∞, g˜∞(·, t))
is defined on a space-time open subset of M∞ × (−∞, 0] containing M∞ ×
[t′, 0]. By repeating the argument of Step 3 and using Lemma 7.1.2, we
further conclude the limit (M∞, g˜∞(·, t)) has uniformly bounded curvature
on M∞ × [t′, 0]. This is a contradiction.
Therefore we have proved a subsequence of the rescaled solutions (Mk,
g˜k(·, t), xk) converges to an orientable ancient κ-solution, which gives the
desired contradiction. This completes the proof of the theorem. 
We remark that this singularity structure theorem has been extended
by Chen and the second author in [35] to the Ricci flow on compact four-
manifolds with positive isotropic curvature.
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7.2. Curvature Estimates for Smooth Solutions
Let us consider solutions to the Ricci flow on compact orientable three-
manifolds with normalized initial metrics. The above singularity structure
theorem of Perelman (Theorem 7.1.1) tells us that the solutions around high
curvature points are sufficiently close to ancient κ-solutions. It is thus rea-
sonable to expect that the elliptic type estimate (Theorem 6.4.3) and the cur-
vature estimate via volume growth (Theorem 6.3.3) for ancient κ-solutions
are heritable to general solutions of the Ricci flow on three-manifolds. The
main purpose of this section is to establish such curvature estimates. In
the fifth section of this chapter, we will further extend these estimates to
surgically modified solutions.
The first result of this section is an extension of the elliptic type estimate
(Theorem 6.4.3) by Perelman (cf. Theorem 12.2 of [107]). This result is
reminiscent of the second step in the proof of Theorem 7.1.1.
Theorem 7.2.1 (Perelman [107]). For any A < +∞, there exist K =
K(A) < +∞ and α = α(A) > 0 with the following property. Suppose
we have a solution to the Ricci flow on a three-dimensional, compact and
orientable manifold M with normalized initial metric. Suppose that for some
x0 ∈M and some r0 > 0 with r0 < α, the solution is defined for 0 ≤ t ≤ r20
and satisfies
|Rm|(x, t) ≤ r−20 , for 0 ≤ t ≤ r20, d0(x, x0) ≤ r0,
and
Vol 0(B0(x0, r0)) ≥ A−1r30.
Then R(x, r20) ≤ Kr−20 whenever dr20(x, x0) < Ar0.
Proof. Given any large A > 0 and letting α > 0 be chosen later, by
Perelman’s no local collapsing theorem II (Theorem 3.4.2), there exists a
positive constant κ = κ(A) (independent of α) such that any complete so-
lution satisfying the assumptions of the theorem is κ-noncollapsed on scales
≤ r0 over the region {(x, t) | 15r20 ≤ t ≤ r20, dt(x, x0) ≤ 5Ar0}. Set
ε = min
{
1
4
ε0,
1
100
}
,
where ε0 is the positive constant in Proposition 6.1.1. We first prove the
following assertion.
Claim. For the above fixed ε > 0, one can find K = K(A, ε) < +∞
such that if we have a three-dimensional complete orientable solution with
normalized initial metric and satisfying
|Rm|(x, t) ≤ r−20 for 0 ≤ t ≤ r20, d0(x, x0) ≤ r0,
and
Vol 0(B0(x0, r0)) ≥ A−1r30
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for some x0 ∈ M and some r0 > 0, then for any point x ∈ M with
dr20(x, x0) < 3Ar0, either
R(x, r20) < Kr
−2
0
or the subset {(y, t) | d2
r20
(y, x) ≤ ε−2R(x, r20)−1, r20 − ε−2R(x, r20)−1 ≤ t ≤
r20} around the point (x, r20) is ε-close to the corresponding subset of an
orientable ancient κ-solution.
Notice that in this assertion we don’t impose the restriction of r0 < α,
so we can consider for the moment r0 > 0 to be arbitrary in proving the
above claim. Note that the assumption on the normalization of the initial
metric is just to ensure the pinching estimate. By scaling, we may assume
r0 = 1. The proof of the claim is essentially adapted from that of Theorem
7.1.1. But we will meet the difficulties of adjusting points and verifying a
local curvature estimate.
Suppose that the claim is not true. Then there exist a sequence of
solutions (Mk, gk(·, t)) to the Ricci flow satisfying the assumptions of the
claim with the origins x0k , and a sequence of positive numbers Kk →
∞, times tk = 1 and points xk ∈ Mk with dtk (xk, x0k) < 3A such that
Qk = Rk(xk, tk) ≥ Kk and the solution in {(x, t) | tk − C(ε)Q−1k ≤ t ≤
tk, d
2
tk
(x, xk) ≤ C(ε)Q−1k } is not, after scaling by the factorQk, ε-close to the
corresponding subset of any orientable ancient κ-solution, where Rk denotes
the scalar curvature of (Mk, gk(·, t)) and C(ε)(≥ ε−2) is the constant defined
in the proof of Theorem 7.1.1. As before we need to first adjust the point
(xk, tk) with tk ≥ 12 and dtk(xk, x0k) < 4A so that Qk = Rk(xk, tk) ≥ Kk and
the conclusion of the claim fails at (xk, tk), but holds for any (x, t) satisfying
Rk(x, t) ≥ 2Qk, tk−HkQ−1k ≤ t ≤ tk and dt(x, x0k ) < dtk(xk, x0k)+H
1
2
k Q
− 1
2
k ,
where Hk =
1
4Kk →∞, as k → +∞.
Indeed, by starting with (xk1 , tk1) = (xk, 1) we can choose (xk2 , tk2) ∈
Mk × (0, 1] with tk1 − HkRk(xk1 , tk1)−1 ≤ tk2 ≤ tk1, and dtk2 (xk2 , x0k) <
dtk1 (xk1 , x0k)+H
1
2
k Rk(xk1 , tk1)
− 1
2 such that Rk(xk2 , tk2) ≥ 2Rk(xk1 , tk1) and
the conclusion of the claim fails at (xk2 , tk2); otherwise we have the desired
point. Repeating this process, we can choose points (xki , tki), i = 2, . . . , j,
such that
Rk(xki , tki) ≥ 2Rk(xki−1 , tki−1),
tki−1 −HkRk(xki−1 , tki−1)−1 ≤ tki ≤ tki−1,
dtki (xki , x0k) < dtki−1 (xki−1 , x0k) +H
1
2
k Rk(xki−1 , tki−1)
− 1
2 ,
and the conclusion of the claim fails at the points (xki , tki), i = 2, . . . , j.
These inequalities imply
Rk(xkj , tkj ) ≥ 2j−1Rk(xk1 , tk1) ≥ 2j−1Kk,
1 ≥ tkj ≥ tk1 −Hk
j−2∑
i=0
1
2i
Rk(xk1 , tk1)
−1 ≥ 1
2
,
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and
dtkj (xkj , x0k) < dtk1 (xk1 , x0k) +H
1
2
k
j−2∑
i=0
1
(
√
2)i
Rk(xk1 , tk1)
− 1
2 < 4A.
Since the solutions are smooth, this process must terminate after a finite
number of steps to give the desired point, still denoted by (xk, tk).
For each adjusted (xk, tk), let [t
′, tk] be the maximal subinterval of [tk −
1
2ε
−2Q−1k , tk] so that the conclusion of the claim with K = 2Qk holds on
P
(
xk, tk,
1
10
H
1
2
k Q
− 1
2
k , t
′ − tk
)
=
{
(x, t) | x ∈ Bt
(
xk,
1
10
H
1
2
k Q
− 1
2
k
)
, t ∈ [t′, tk]
}
for all sufficiently large k. We now want to show t′ = tk − 12ε−2Q−1k .
Consider the scalar curvature Rk at the point xk over the time interval
[t′, tk]. If there is a time t˜ ∈ [t′, tk] satisfying Rk(xk, t˜) ≥ 2Qk, we let t˜
be the first of such time from tk. Then the solution (Mk, gk(·, t)) around
the point xk over the time interval [t˜ − 12ε−2Q−1k , t˜] is ε-close to some ori-
entable ancient κ-solution. Note from the Li-Yau-Hamilton inequality that
the scalar curvature of any ancient κ-solution is pointwise nondecreasing in
time. Consequently, we have the following curvature estimate
Rk(xk, t) ≤ 2(1 + ε)Qk
for t ∈ [t˜ − 12ε−2Q−1k , tk] (or t ∈ [t′, tk] if there is no such time t˜). By
combining with the elliptic type estimate for ancient κ-solutions (Theorem
6.4.3) and the Hamilton-Ivey pinching estimate, we further have
(7.2.1) |Rm(x, t)| ≤ 5ω(1)Qk
for all x ∈ Bt(xk, (3Qk)−
1
2 ) and t ∈ [t˜− 12ε−2Q−1k , tk] (or t ∈ [t′, tk]) and all
sufficiently large k, where ω is the positive function in Theorem 6.4.3.
For any point (x, t) with t˜ − 12ε−2Q−1k ≤ t ≤ tk (or t ∈ [t′, tk]) and
dt(x, xk) ≤ 110H
1
2
k Q
− 1
2
k , we divide the discussion into two cases.
Case (1): dt(xk, x0k) ≤ 310H
1
2
k Q
− 1
2
k .
dt(x, x0k ) ≤ dt(x, xk) + dt(xk, x0k)(7.2.2)
≤ 1
10
H
1
2
k Q
− 1
2
k +
3
10
H
1
2
k Q
− 1
2
k
≤ 1
2
H
1
2
k Q
− 1
2
k .
Case (2): dt(xk, x0k) >
3
10H
1
2
k Q
− 1
2
k .
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From the curvature bound (7.2.1) and the assumption, we apply Lemma
3.4.1(ii) with r0 = Q
− 1
2
k to get
d
dt
(dt(xk, x0k)) ≥ −20(ω(1) + 1)Q
1
2
k ,
and then for k large enough,
dt(xk, x0k) ≤ dtˆ(xk, x0k) + 20(ω(1) + 1)ε−2Q
− 1
2
k
≤ dtˆ(xk, x0k) +
1
10
H
1
2
k Q
− 1
2
k ,
where tˆ ∈ (t, tk] satisfies the property that ds(xk, x0k) ≥ 310H
1
2
k Q
− 1
2
k whenever
s ∈ [t, tˆ]. So we have
dt(x, x0k) ≤ dt(x, xk) + dt(xk, x0k)(7.2.3)
≤ 1
10
H
1
2
k Q
− 1
2
k + dtˆ(xk, x0k) +
1
10
H
1
2
k Q
− 1
2
k
≤ dtk(xk, x0k) +
1
2
H
1
2
k Q
− 1
2
k ,
for all sufficiently large k. Then the combination of (7.2.2), (7.2.3) and the
choice of the points (xk, tk) implies t
′ = tk − 12ε−2Q−1k for all sufficiently
large k. (Here we also used the maximality of the subinterval [t′, tk] in the
case that there is no time in [t′, tk] with Rk(xk, ·) ≥ 2Qk.)
Now we rescale the solutions (Mk, gk(·, t)) into (Mk, g˜k(·, t)) around the
points xk by the factors Qk = Rk(xk, tk) and shift the times tk to the
new times zero. Then the same arguments from Step 1 to Step 3 in the
proof of Theorem 7.1.1 prove that a subsequence of the rescaled solutions
(Mk, g˜k(·, t)) converges in the C∞loc topology to a limiting (complete) solution
(M∞, g˜∞(·, t)), which is defined on a backward time interval [−a, 0] for some
a > 0. (The only modification is in Lemma 7.1.2 of Step 1 by further
requiring tk − 14ε−2Q−1k ≤ t¯ ≤ tk).
We next study how to adapt the argument of Step 4 in the proof of
Theorem 7.1.1. As before, we have a maximal time interval (t∞, 0] for
which we can take a smooth limit (M∞, g˜∞(·, t), x∞) from a subsequence of
the rescaled solutions (Mk, g˜k(·, t), xk). We want to show t∞ = −∞.
Suppose not; then t∞ > −∞. Let c > 0 be a positive constant much
smaller than 110ε
−2. Note that the infimum of the scalar curvature is non-
decreasing in time. Then we can find some point y∞ ∈M∞ and some time
t = t∞ + θ with 0 < θ < c3 such that R˜∞(y∞, t∞ + θ) ≤ 32 .
Consider the (unrescaled) scalar curvature Rk of (Mk, gk(·, t)) at the
point xk over the time interval [tk + (t∞ + θ2)Q
−1
k , tk]. Since the scalar
curvature R˜∞ of the limit on M∞ × [t∞ + θ3 , 0] is uniformly bounded by
some positive constant C, we have the curvature estimate
Rk(xk, t) ≤ 2CQk
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for all t ∈ [tk + (t∞ + θ2)Q−1k , tk] and all sufficiently large k. Then by
repeating the same arguments as in deriving (7.2.1), (7.2.2) and (7.2.3), we
deduce that the conclusion of the claim withK = 2Qk holds on the parabolic
neighborhood P (xk, tk,
1
10H
1
2
k Q
− 1
2
k , (t∞ +
θ
2 )Q
−1
k ) for all sufficiently large k.
Let (yk, tk+(t∞+θk)Q−1k ) be a sequence of associated points and times in
the (unrescaled) solutions (Mk, gk(·, t)) so that after rescaling, the sequence
converges to the (y∞, t∞ + θ) in the limit. Clearly θ2 ≤ θk ≤ 2θ for all
sufficiently large k. Then, by considering the scalar curvature Rk at the
point yk over the time interval [tk + (t∞ − c3)Q−1k , tk + (t∞ + θk)Q−1k ], the
above argument (as in deriving the similar estimates (7.2.1)-(7.2.3)) implies
that the conclusion of the claim with K = 2Qk holds on the parabolic
neighborhood P (yk, tk,
1
10H
1
2
k Q
− 1
2
k , (t∞ − c3)Q−1k ) for all sufficiently large k.
In particular, we have the curvature estimate
Rk(yk, t) ≤ 4(1 + ε)Qk
for t ∈ [tk + (t∞ − c3)Q−1k , tk + (t∞ + θk)Q−1k ] for all sufficiently large k.
We now consider the rescaled sequence (Mk, g˜k(·, t)) with the marked
points replaced by yk and the times replaced by sk ∈ [tk+(t∞− c4)Q−1k , tk+
(t∞ + c4)Q
−1
k ]. By applying the same arguments from Step 1 to Step 3
in the proof of Theorem 7.1.1 and the Li-Yau-Hamilton inequality as in
Step 4 of Theorem 7.1.1, we conclude that there is some small constant
a′ > 0 such that the original limit (M∞, g˜∞(·, t)) is actually well defined on
M∞×[t∞−a′, 0] with uniformly bounded curvature. This is a contradiction.
Therefore we have checked the claim.
To finish the proof, we next argue by contradiction. Suppose there
exist sequences of positive numbers Kk → +∞, αk → 0, as k → +∞,
and a sequence of solutions (Mk, gk(·, t)) to the Ricci flow satisfying the
assumptions of the theorem with origins x0k and with radii r0k satisfying
r0k < αk such that for some points xk ∈ Mk with dr20k (xk, x0k) < Ar0k we
have
(7.2.4) R(xk, r
2
0k
) > Kkr
−2
0k
for all k. Let (Mk, gˆk(·, t), x0k ) be the rescaled solutions of (Mk, gk(·, t))
around the origins x0k by the factors r
−2
0k
and shifting the times r20k to the
new times zero. The above claim tells us that for k large, any point (y, 0) ∈
(Mk, gˆk(·, 0), x0k ) with dgˆk(·,0)(y, x0k) < 3A and with the rescaled scalar
curvature Rˆk(y, 0) > Kk has a canonical neighborhood which is either a 2ε-
neck, or a 2ε-cap, or a compact manifold (without boundary) diffeomorphic
to a metric quotient of the round three-sphere. Note that the pinching
estimate (7.1.1) and the condition αk → 0 imply any subsequential limit
of the rescaled solutions (Mk, gˆk(·, t), x0k ) must have nonnegative sectional
curvature. Thus the same argument as in Step 2 of the proof of Theorem
7.1.1 shows that for all sufficiently large k, the curvatures of the rescaled
solutions at the time zero stay uniformly bounded at those points whose
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distances from the origins x0k do not exceed 2A. This contradicts (7.2.4)
for k large enough.
Therefore we have completed the proof of the theorem. 
The next result is a generalization of the curvature estimate via volume
growth in Theorem 6.3.3 (ii) where the condition on the curvature lower
bound over a time interval is replaced by that at a time slice only.
Theorem 7.2.2 (Perelman [107]). For any w > 0 there exist τ =
τ(w) > 0, K = K(w) < +∞, α = α(w) > 0 with the following property.
Suppose we have a three-dimensional, compact and orientable solution to the
Ricci flow defined on M× [0, T ) with normalized initial metric. Suppose that
for some radius r0 > 0 with r0 < α and a point (x0, t0) ∈ M × [0, T ) with
T > t0 ≥ 4τr20, the solution on the ball Bt0(x0, r0) satisfies
Rm(x, t0) ≥ −r−20 on Bt0(x0, r0),
and Vol t0(Bt0(x0, r0)) ≥ wr30 .
Then R(x, t) ≤ Kr−20 whenever t ∈ [t0 − τr20, t0] and dt(x, x0) ≤ 14r0.
Proof. The following argument basically follows the proof of Theorem
12.3 of Perelman [107].
If we knew that
Rm(x, t) ≥ −r−20
for all t ∈ [0, t0] and dt(x, x0) ≤ r0, then we could just apply Theorem 6.3.3
(ii) and take τ(w) = τ0(w)/2, K(w) = C(w) + 2B(w)/τ0(w). Now fix these
values of τ and K.
We argue by contradiction. Consider a three-dimensional, compact and
orientable solution gij(t) to the Ricci flow with normalized initial metric, a
point (x0, t0) and some radius r0 > 0 with r0 < α, for α > 0 a sufficiently
small constant to be determined later, such that the assumptions of the
theorem do hold whereas the conclusion does not. We first claim that we
may assume that any other point (x′, t′) and radius r′ > 0 with the same
property has either t′ > t0 or t′ < t0 − 2τr20 , or 2r′ > r0. Indeed, suppose
otherwise. Then there exist (x′0, t
′
0) and r
′
0 with t
′
0 ∈ [t0 − 2τr20, t0] and
r′0 ≤ 12r0, for which the assumptions of the theorem hold but the conclusion
does not. Thus, there is a point (x, t) such that
t ∈ [t′0 − τ(r′0)2, t′0] ⊂
[
t0 − 2τr20 −
τ
4
r20, t0
]
and R(x, t) > K(r′0)
−2 ≥ 4Kr−20 .
If the point (x′0, t
′
0) and the radius r
′
0 satisfy the claim then we stop, and
otherwise we iterate the procedure. Since t0 ≥ 4τr20 and the solution is
smooth, the iteration must terminate in a finite number of steps, which
provides the desired point and the desired radius.
Let τ ′ ≥ 0 be the largest number such that
(7.2.5) Rm(x, t) ≥ −r−20
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whenever t ∈ [t0 − τ ′r20, t0] and dt(x, x0) ≤ r0. If τ ′ ≥ 2τ , we are done by
Theorem 6.3.3 (ii). Thus we may assume τ ′ < 2τ . By applying Theorem
6.3.3(ii), we know that at time t′ = t0 − τ ′r20, the ball Bt′(x0, r0) has
(7.2.6) Vol t′(Bt′(x0, r0)) ≥ ξ(w)r30
for some positive constant ξ(w) depending only on w. We next claim that
there exists a ball (at time t′ = t0 − τ ′r20) Bt′(x′, r′) ⊂ Bt′(x0, r0) with
(7.2.7) Vol t′(Bt′(x
′, r′)) ≥ 1
2
α3(r
′)3
and with
(7.2.8)
r0
2
> r′ ≥ c(w)r0
for some small positive constant c(w) depending only on w, where α3 is
the volume of the unit ball B3 in the Euclidean space R3. (The following
argument in deriving (7.2.7) and (7.2.8) is a standard one in the Alexandrov
space theory and has nothing to do with the Ricci flow. Our presentation
here is inspired from Lemma 53.1 of Kleiner-Lott notes [80].)
Indeed, suppose that it is not true. Then after rescaling, there is a
sequence of Riemannian manifoldsMi, i = 1, 2, . . . , with balls B(xi, 1) ⊂Mi
so that
(7.2.5)′ Rm ≥ −1 on B(xi, 1)
and
(7.2.6)′ Vol (B(xi, 1)) ≥ ξ(w)
for all i, but all balls B(x′i, r
′
i) ⊂ B(xi, 1) with 12 > r′i ≥ 1i satisfy
(7.2.9) Vol (B(x′i, r
′
i)) <
1
2
α3(r
′
i)
3.
It follows from basic results in Alexandrov space theory (see for example
Theorem 10.7.2 and Theorem 10.10.10 of [10]) that, after taking a subse-
quence, the marked balls (B(xi, 1), xi) converge in the Gromov-Hausdorff
topology to a marked length space (B∞, x∞) with curvature bounded from
below by −1 in the Alexandrov space sense, and the associated Riemannian
volume forms dVolMi over (B(xi, 1), xi) converge weakly to the Hausdorff
measure µ of B∞. It is well-known that the Hausdorff dimension of any
Alexandrov space is either an integer or infinity (see for example Theorem
10.8.2 of [10]). Then by (7.2.6)′, we know the limit (B∞, x∞) is a three-
dimensional Alexandrov space of curvature ≥ −1. In the Alexandrov space
theory, a point p ∈ B∞ is said to be regular if the tangent cone of B∞ at p
is isometric to R3. It is also a basic result in Alexandrov space theory (see
for example Corollary 10.9.13 of [10]) that the set of regular points in B∞
is dense and for each regular point there is a small neighborhood which is
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almost isometric to an open set of the Euclidean space R3. Thus for any
ε > 0, there are balls B(x′∞, r′∞) ⊂ B∞ with 0 < r′∞ < 13 and satisfying
µ(B(x′∞, r
′
∞)) ≥ (1− ε)α3(r′∞)3.
This is a contradiction with (7.2.9).
Without loss of generality, we may assume w ≤ 14α3. Since τ ′ < 2τ , it
follows from the choice of the point (x0, t0) and the radius r0 and (7.2.5),
(7.2.7), (7.2.8) that the conclusion of the theorem holds for (x′, t′) and r′.
Thus we have the estimate
R(x, t) ≤ K(r′)−2
whenever t ∈ [t′ − τ(r′)2, t′] and dt(x, x′) ≤ 14r′. For α > 0 small, by
combining with the pinching estimate (7.1.1), we have
|Rm(x, t)| ≤ K ′(r′)−2
whenever t ∈ [t′ − τ(r′)2, t′] and dt(x, x′) ≤ 14r′, where K ′ is some positive
constant depending only on K. Note that this curvature estimate implies
the evolving metrics are equivalent over a suitable subregion of {(x, t) | t ∈
[t′ − τ(r′)2, t′] and dt(x, x′) ≤ 14r′}. Now we can apply Theorem 7.2.1 to
choose α = α(w) > 0 so small that
(7.2.10) R(x, t) ≤ K˜(w)(r′)−2 ≤ K˜(w)c(w)−2r−20
whenever t ∈ [t′ − τ2 (r′)2, t′] and dt(x, x′) ≤ 10r0. Then the combination of
(7.2.10) with the pinching estimate (7.1.2) would imply
Rm(x, t) ≥ −[f−1(R(x, t)(1 + t))/(R(x, t)(1 + t))]R(x, t)
≥ −1
2
r−20
on the region {(x, t) | t ∈ [t′ − τ2 (r′)2, t′] and dt(x, x0) ≤ r0} when α =
α(w) > r0 small enough. This contradicts the choice of τ
′. Therefore we
have proved the theorem. 
The combination of the above two theorems immediately gives the fol-
lowing consequence.
Corollary 7.2.3. For any w > 0 and A < +∞, there exist τ =
τ(w,A) > 0, K = K(w,A) < +∞, and α = α(w,A) > 0 with the fol-
lowing property. Suppose we have a three-dimensional, compact and ori-
entable solution to the Ricci flow defined on M × [0, T ) with normalized
initial metric. Suppose that for some radius r0 > 0 with r0 < α and a point
(x0, t0) ∈M × [0, T ) with T > t0 ≥ 4τr20, the solution on the ball Bt0(x0, r0)
satisfies
Rm(x, t0) ≥ −r−20 on Bt0(x0, r0),
and Vol t0(Bt0(x0, r0)) ≥ wr30 .
Then R(x, t) ≤ Kr−20 whenever t ∈ [t0 − τr20, t0] and dt(x, x0) ≤ Ar0.
We can also state the previous corollary in the following version.
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Corollary 7.2.4 (Perelman [107]). For any w > 0 one can find ρ =
ρ(w) > 0 such that if gij(t) is a complete solution to the Ricci flow defined
on M × [0, T ) with T > 1 and with normalized initial metric, where M is a
three-dimensional, compact and orientable manifold, and if Bt0(x0, r0) is a
metric ball at time t0 ≥ 1, with r0 < ρ, such that
min{Rm(x, t0) | x ∈ Bt0(x0, r0)} = −r−20 ,
then
Vol t0(Bt0(x0, r0)) ≤ wr30 .
Proof. We argue by contradiction. Suppose for any ρ > 0, there is
a solution and a ball Bt0(x0, r0) satisfying the assumption of the corollary
with r0 < ρ, t0 ≥ 1, and with
min{Rm(x, t0) | x ∈ Bt0(x0, r0)} = −r−20 ,
but
Vol t0(Bt0(x0, r0)) > wr
3
0 .
We can apply Corollary 7.2.3 to get
R(x, t) ≤ Kr−20
whenever t ∈ [t0 − τr20, t0] and dt(x, x0) ≤ 2r0, provided ρ > 0 is so small
that 4τρ2 ≤ 1 and ρ < α, where τ, α and K are the positive constants
obtained in Corollary 7.2.3. Then for r0 < ρ and ρ > 0 sufficiently small, it
follows from the pinching estimate (7.1.2) that
Rm(x, t) ≥ −[f−1(R(x, t)(1 + t))/(R(x, t)(1 + t))]R(x, t)
≥ −1
2
r−20
in the region {(x, t) | t ∈ [t0− τ(r0)2, t0] and dt(x, x0) ≤ 2r0}. In particular,
this would imply
min{Rm(x, t0)|x ∈ Bt0(x0, r0)} > −r−20 .
This contradicts the assumption. 
7.3. Ricci Flow with Surgery
One of the central themes of the Ricci flow theory is to give a classifi-
cation of all compact orientable three-manifolds. As we mentioned before,
the basic idea is to obtain long-time behavior of solutions to the Ricci flow.
However the solutions will in general become singular in finite time. For-
tunately, we now understand the precise structures of the solutions around
the singularities, thanks to Theorem 7.1.1. When a solution develops sin-
gularities, one can perform geometric surgeries by cutting off the canonical
neighborhoods around the singularities and gluing back some known pieces,
and then continue running the Ricci flow. By repeating this procedure,
one hopes to get a kind of “weak” solution. In this section we will give a
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detailed description of this surgery procedure (cf. [66, 108]) and define a
global “weak” solution to the Ricci flow. This section is a detailed exposition
of sections 3 and 4 of Perelman [108].
Given any ε > 0, based on the singularity structure theorem (Theorem
7.1.1), we can get a clear picture of the solution near the singular time as
follows.
Let (M,gij(·, t)) be a maximal solution to the Ricci flow on the maxi-
mal time interval [0, T ) with T < +∞, where M is a connected compact
orientable three-manifold and the initial metric is normalized. For the given
ε > 0 and the solution (M,gij(·, t)), we can find r0 > 0 such that each point
(x, t) with R(x, t) ≥ r−20 satisfies the derivative estimates
(7.3.1) |∇R(x, t)| < ηR 32 (x, t) and
∣∣∣∣ ∂∂tR(x, t)
∣∣∣∣ < ηR2(x, t),
where η > 0 is a universal constant, and has a canonical neighborhood which
is either an evolving ε-neck, or an evolving ε-cap, or a compact positively
curved manifold (without boundary). In the last case the solution becomes
extinct at the maximal time T and the manifold M is diffeomorphic to the
round three-sphere S3 or a metric quotient of S3 by Theorem 5.2.1.
Let Ω denote the set of all points in M where the curvature stays
bounded as t → T . The gradient estimates in (7.3.1) imply that Ω is open
and that R(x, t)→∞ as t→ T for each x ∈M \Ω.
If Ω is empty, then the solution becomes extinct at time T . In this case,
either the manifold M is compact and positively curved, or it is entirely
covered by evolving ε-necks and evolving ε-caps shortly before the maximal
time T . So the manifoldM is diffeomorphic to either S3, or a metric quotient
of the round S3, or S2×S1, or RP3#RP3. The reason is as follows. Clearly, we
only need to consider the situation that the manifold M is entirely covered
by evolving ε-necks and evolving ε-caps shortly before the maximal time
T . If M contains a cap C, then there is a cap or a neck adjacent to the
neck-like end of C. The former case implies that M is diffeomorphic to S3,
RP3, or RP3#RP3. In the latter case, we get a new longer cap and continue.
Finally, we must end up with a cap, producing a S3, RP3, or RP3#RP3. If
M contains no caps, we start with a neck N . By connecting with the necks
that are adjacent to the boundary of N , we get a longer neck and continue.
After a finite number of steps, the resulting neck must repeat itself. Since
M is orientable, we conclude that M is diffeomorphic to S2 × S1.
We can now assume that Ω is nonempty. By using the local derivative
estimates of Shi (Theorem 1.4.2), we see that as t→ T the solution gij(·, t)
has a smooth limit g¯ij(·) on Ω. Let R¯(x) denote the scalar curvature of g¯ij .
For any ρ < r0, let us consider the set
Ωρ = {x ∈ Ω | R¯(x) ≤ ρ−2}.
By the evolution equation of the Ricci flow, we see that the initial metric
gij(·, 0) and the limit metric gij(·) are equivalent over any fixed region where
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the curvature remains uniformly bounded. Note that for any fixed x ∈ ∂Ω,
and any sequence of points xj ∈ Ω with xj → x with respect to the initial
metric gij(·, 0), we have R(xj) → +∞. In fact, if there were a subsequence
xjk so that limk→∞R(xjk) exists and is finite, then it would follow from
the gradient estimates (7.3.1) that R is uniformly bounded in some small
neighborhood of x ∈ ∂Ω (with respect to the induced topology of the initial
metric gij(·, 0)); this is a contradiction. From this observation and the com-
pactness of the initial manifold, we see that Ωρ is compact (with respect to
the metric gij(·)).
For further discussions, let us introduce the following terminologies. De-
note by I an interval.
Recall that an ε-neck (of radius r) is an open set with a Riemannian
metric, which is, after scaling the metric with factor r−2, ε-close to the
standard neck S2 × I with the product metric, where S2 has constant scalar
curvature one and I has length 2ε−1 and the ε-closeness refers to the C [ε−1]
topology.
A metric on S2 × I, such that each point is contained in some ε-neck, is
called an ε-tube, or an ε-horn, or a double ε-horn, if the scalar curvature
stays bounded on both ends, or stays bounded on one end and tends to
infinity on the other, or tends to infinity on both ends, respectively.
A metric on B3 or RP3 \ B¯3 is called a ε-cap if the region outside some
suitable compact subset is an ε-neck. A metric on B3 or RP3 \ B¯3 is called
an capped ε-horn if each point outside some compact subset is contained
in an ε-neck and the scalar curvature tends to infinity on the end.
Now take any ε-neck in (Ω, g¯ij) and consider a point x on one of its
boundary components. If x ∈ Ω \ Ωρ, then there is either an ε-cap or an
ε-neck, adjacent to the initial ε-neck. In the latter case we can take a point
on the boundary of the second ε-neck and continue. This procedure can
either terminate when we get into Ωρ or an ε-cap, or go on indefinitely,
producing an ε-horn. The same procedure can be repeated for the other
boundary component of the initial ε-neck. Therefore, taking into account
that Ω has no compact components, we conclude that each ε-neck of (Ω, g¯ij)
is contained in a subset of Ω of one of the following types:
(a) an ε-tube with boundary components in Ωρ, or
(b) an ε-cap with boundary in Ωρ, or
(c) an ε-horn with boundary in Ωρ, or(7.3.2)
(d) a capped ε-horn, or
(e) a double ε-horn.
Similarly, each ε-cap of (Ω, g¯ij) is contained in a subset of Ω of either
type (b) or type (d).
It is clear that there is a definite lower bound (depending on ρ) for the
volume of subsets of types (a), (b) and (c), so there can be only a finite
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number of them. Thus we conclude that there is only a finite number of
components of Ω containing points of Ωρ, and every such component has
a finite number of ends, each being an ε-horn. On the other hand, every
component of Ω, containing no points of Ωρ, is either a capped ε-horn, or a
double ε-horn. If we look at the solution at a slightly earlier time, the above
argument shows each ε-neck or ε-cap of (M,gij(·, t)) is contained in a subset
of types (a) or (b), while the ε-horns, capped ε-horns and double ε-horns
(at the maximal time T) are connected together to form ε-tubes and ε-caps
at the times t shortly before T .
Ωρ
@R
Ωρ
@R
ε-horn
@I ε-tube
@I
double ε-horn
6
capped ε-horn
6
Hence, by looking at the solution at times shortly before T , we see that
the topology of M can be reconstructed as follows: take the components
Ωj, 1 ≤ j ≤ k, of Ω which contain points of Ωρ, truncate their ε-horns,
and glue to the boundary components of truncated Ωj a finite collection
of tubes S2 × I and caps B3 or RP3 \ B¯3. Thus, M is diffeomorphic to a
connected sum of Ω¯j, 1 ≤ j ≤ k, with a finite number of copies of S2 × S1
(which correspond to gluing a tube to two boundary components of the same
Ωj), and a finite number of copies of RP
3. Here Ω¯j denotes Ωj with each
ε-horn one point compactified. More geometrically, one can get Ω¯j in the
following way: in every ε-horn of Ωj one can find an ε-neck, cut it along
the middle two-sphere, remove the horn-shaped end, and glue back a cap (or
more precisely, a differentiable three-ball). Thus to understand the topology
ofM , one only needs to understand the topologies of the compact orientable
three-manifolds Ω¯j, 1 ≤ j ≤ k.
Naturally one can evolve each Ω¯j by the Ricci flow again and, when
singularities develop again, perform the above surgery for each ε-horn to get
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new compact orientable three-manifolds. By repeating this procedure indef-
initely, it will likely give a long-time “weak” solution to the Ricci flow. The
following abstract definition for this kind of “weak” solution was introduced
by Perelman in [108] .
Definition 7.3.1. Suppose we are given a (finite or countably infinite)
collection of three-dimensional smooth solutions gkij(t) to the Ricci flow de-
fined on Mk × [t−k , t+k ) and go singular as t → t+k , where each manifold Mk
is compact and orientable, possibly disconnected with only a finite number
of connected components. Let (Ωk, g¯
k
ij) be the limits of the corresponding
solutions gkij(t) as t → t+k , as above. Suppose also that for each k we have
t−k = t
+
k−1, and that (Ωk−1, g¯
k−1
ij ) and (Mk, g
k
ij(t
−
k )) contain compact (pos-
sibly disconnected) three-dimensional submanifolds with smooth boundary
which are isometric. Then by identifying these isometric submanifolds, we
say the collection of solutions gkij(t) is a solution to the Ricci flow with
surgery (or a surgically modified solution to the Ricci flow) on the time
interval which is the union of all [t−k , t
+
k ), and say the times t
+
k are surgery
times.
To get the topology of the initial manifold from the solution to the Ricci
flow with surgery, one has to overcome the following two difficulties:
(i) how to prevent the surgery times from accumulating?
(ii) how to obtain the long time behavior of the solution to the Ricci
flow with surgery?
Thus it is natural to consider those solutions having “good” properties.
For any arbitrarily fixed positive number ε, we will only consider those
solutions to the Ricci flow with surgery which satisfy the following a priori
assumptions (with accuracy ε).
Pinching assumption. The eigenvalues λ ≥ µ ≥ ν of the curvature
operator of the solution to the Ricci flow with surgery at each point and
each time satisfy
(7.3.3) R ≥ (−ν)[log(−ν) + log(1 + t)− 3]
whenever ν < 0.
Canonical neighborhood assumption (with accuracy ε). For
any given ε > 0, there exist positive constants C1 and C2 depending only
on ε, and a nonincreasing positive function r : [0,+∞) → (0,+∞) such
that at each time t > 0, every point x where scalar curvature R(x, t) is at
least r−2(t) has a neighborhood B, with Bt(x, σ) ⊂ B ⊂ Bt(x, 2σ) for some
0 < σ < C1R
− 1
2 (x, t), which falls into one of the following three categories:
(a) B is a strong ε-neck (in the senseB is the slice at time t of the par-
abolic neighborhood {(x′, t′) | x′ ∈ B, t′ ∈ [t−R(x, t)−1, t]}, where
the solution is well defined on the whole parabolic neighborhood
and is, after scaling with factor R(x, t) and shifting the time to
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zero, ε-close (in the C [ε
−1] topology) to the subset (S2× I)× [−1, 0]
of the evolving standard round cylinder with scalar curvature 1 to
S2 and length 2ε−1 to I at time zero), or
(b) B is an ε-cap, or
(c) B is a compact manifold (without boundary) of positive sectional
curvature.
Furthermore, the scalar curvature in B at time t is between C−12 R(x, t) and
C2R(x, t), satisfies the gradient estimates
(7.3.4) |∇R| < ηR 32 and
∣∣∣∣∂R∂t
∣∣∣∣ < ηR2,
and the volume of B in case (a) and case (b) satisfies
(C2R(x, t))
− 3
2 ≤ Vol t(B) ≤ εσ3.
Here η is a universal positive constant.
Without loss of generality, we always assume the above constants C1
and C2 are twice bigger than the corresponding constants C1(
ε
2 ) and C2(
ε
2 )
in Theorem 6.4.6 with the accuracy ε2 .
We remark that the above definition of the canonical neighborhood as-
sumption is slightly different from that of Perelman in [108] in two aspects:
(1) it allows the parameter r to depend on time; (2) it also includes an
volume upper bound for the canonical neighborhoods of types (a) and (b).
Arbitrarily given a compact orientable three-manifold with a Riemann-
ian metric, by scaling, we may assume the Riemannian metric is normalized.
In the rest of this section and the next section, we will show the Ricci flow
with surgery, with the normalized metric as initial data, has a long-time
solution which satisfies the above a priori assumptions and has only a finite
number of surgery times at each finite time interval. The construction of
the long-time solution will be given by an induction argument.
First, for the arbitrarily given compact orientable normalized three-
dimensional Riemannian manifold (M,gij(x)), the Ricci flow with it as initial
data has a maximal solution gij(x, t) on a maximal time interval [0, T ) with
T > 1. It follows from Theorem 5.3.2 and Theorem 7.1.1 that the a priori
assumptions (with accuracy ε) hold for the smooth solution on [0, T ). If
T = +∞, we have the desired long time solution. Thus, without loss of
generality, we may assume the maximal time T < +∞ so that the solution
goes singular at time T .
Suppose that we have a solution to the Ricci flow with surgery, with the
normalized metric as initial data, satisfying the a priori assumptions (with
accuracy ε), defined on [0, T ) with T < +∞, going singular at time T and
having only a finite number of surgery times on [0, T ). Let Ω denote the set
of all points where the curvature stays bounded as t→ T . As we have seen
before, the canonical neighborhood assumption implies that Ω is open and
282 H.-D. CAO AND X.-P. ZHU
that R(x, t) → ∞ as t → T for all x lying outside Ω. Moreover, as t → T ,
the solution gij(x, t) has a smooth limit g¯ij(x) on Ω.
For some δ > 0 to be chosen much smaller than ε, we let ρ = δr(T ) where
r(t) is the positive nonincreasing function in the definition of the canonical
neighborhood assumption. We consider the corresponding compact set
Ωρ = {x ∈ Ω | R¯(x) ≤ ρ−2},
where R¯(x) is the scalar curvature of g¯ij . If Ωρ is empty, the manifold (near
the maximal time T ) is entirely covered by ε-tubes, ε-caps and compact
components with positive curvature. Clearly, the number of the compact
components is finite. Then in this case the manifold (near the maximal
time T ) is diffeomorphic to the union of a finite number of copies of S3, or
metric quotients of the round S3, or S2 × S1, or a connected sum of them.
Thus when Ωρ is empty, the procedure stops here, and we say the solution
becomes extinct. We now assume Ωρ is not empty. Then we know that
every point x ∈ Ω \ Ωρ lies in one of the subsets of Ω listed in (7.3.2), or in
a compact component with positive curvature, or in a compact component
which is contained in Ω \ Ωρ and is diffeomorphic to either S3, or S2 × S1
or RP3#RP3. Note again that the number of the compact components
is finite. Let us throw away all the compact components lying in Ω \ Ωρ
and all the compact components with positive curvature, and then consider
those components Ωj , 1 ≤ j ≤ k, of Ω which contain points of Ωρ. (We
will consider those components of Ω \ Ωρ consisting of capped ε-horns and
double ε-horns later). We will perform surgical procedures, as we roughly
described before, by finding an ε-neck in every horn of Ωj, 1 ≤ j ≤ k, and
then cutting it along the middle two-sphere, removing the horn-shaped end,
and gluing back a cap.
In order to maintain the a priori assumptions with the same accuracy
after the surgery, we will need to find sufficient “fine” necks in the ε-horns
and to glue sufficient “fine” caps. Note that δ > 0 will be chosen much
smaller than ε > 0. The following lemma due to Perelman [108] gives us
the “fine” necks in the ε-horns. (At the first sight, we should also cut off all
those ε-tubes and ε-caps in the surgery procedure. However, in general we
are not able to find a “fine” neck in an ε-tube or in an ε-cap, and surgeries
at “rough” ε-necks will certainly lose some accuracy. If we perform surgeries
at the necks with some fixed accuracy ε in the high curvature region at each
surgery time, then it is possible that the errors of surgeries may accumulate
to a certain amount so that at some later time we cannot recognize the
structure of very high curvature regions. This prevents us from carrying out
the whole process in finite time with a finite number of steps. This is the
reason why we will only perform the surgeries at the ε-horns.)
Lemma 7.3.2 (Perelman [108]). Given 0 < ε ≤ 1100 , 0 < δ < ε and
0 < T < +∞, there exists a radius 0 < h < δρ, depending only on δ and
r(T ), such that if we have a solution to the Ricci flow with surgery, with a
normalized metric as initial data, satisfying the a priori assumptions (with
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accuracy ε), defined on [0, T ), going singular at time T and having only a
finite number of surgery times on [0, T ), then for each point x with h(x) =
R¯−
1
2 (x) ≤ h in an ε-horn of (Ω, g¯ij) with boundary in Ωρ, the neighborhood
BT (x, δ
−1h(x)) , {y ∈ Ω | dT (y, x) ≤ δ−1h(x)} is a strong δ-neck (i.e.,
BT (x, δ
−1h(x)) × [T − h2(x), T ] is, after scaling with factor h−2(x), δ-close
(in the C [δ
−1] topology) to the corresponding subset of the evolving standard
round cylinder S2 × R over the time interval [−1, 0] with scalar curvature 1
at time zero).
strong δ-neck
Ωρ
Proof. The following proof is essentially given by Perelman (cf. 4.3 of
[108]).
We argue by contradiction. Suppose that there exists a sequence of
solutions gkij(·, t), k = 1, 2, . . ., to the Ricci flow with surgery, satisfying
the a priori assumptions (with accuracy ε), defined on [0, T ) with limit
metrics (Ωk, g¯kij), k = 1, 2, . . ., and points x
k, lying inside an ε-horn of Ωk
with boundary in Ωkρ, and having h(x
k) → 0 such that the neighborhoods
BT (x
k, δ−1h(xk)) = {y ∈ Ωk | dT (y, xk) ≤ δ−1h(xk)} are not strong δ-necks.
Let g˜kij(·, t) be the solutions obtained by rescaling by the factor R¯(xk) =
h−2(xk) around xk and shifting the time T to the new time zero. We now
want to show that a subsequence of g˜kij(·, t), k = 1, 2, . . ., converges to the
evolving round cylinder, which will give a contradiction.
Note that g˜kij(·, t), k = 1, 2, . . . , are solutions modified by surgery. So,
we cannot apply Hamilton’s compactness theorem directly since it is stated
only for smooth solutions. For each (unrescaled) surgical solution g¯kij(·, t),
we pick a point zk, with R¯(zk) = 2C22 (ε)ρ
−2, in the ε-horn of (Ωk, g¯kij)
with boundary in Ωkρ, where C2(ε) is the positive constant in the canonical
neighborhood assumption. From the definition of ε-horn and the canonical
neighborhood assumption, we know that each point x lying inside the ε-horn
of (Ωk, g¯kij) with dg¯kij
(x,Ωkρ) ≥ dg¯kij (z
k,Ωkρ) has a strong ε-neck as its canonical
neighborhood. Since h(xk)→ 0, each xk lies deeply inside an ε-horn. Thus
for each positive A < +∞, the rescaled (surgical) solutions g˜kij(·, t) with the
marked origins xk over the geodesic balls Begkij(·,0)(xk, A), centered at xk of
radii A (with respect to the metrics g˜kij(·, 0)), will be smooth on some uniform
(size) small time intervals for all sufficiently large k whenever the curvatures
of the rescaled solutions g˜kij at t = 0 inBegkij(·,0)(xk, A) are uniformly bounded.
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In such a situation, Hamilton’s compactness theorem is applicable. Then we
can apply the same argument as in the second step of the proof of Theorem
7.1.1 to conclude that for each A < +∞, there exists a positive constant
C(A) such that the curvatures of the rescaled solutions g˜kij(·, t) at the new
time 0 satisfy the estimate
|R˜mk|(y, 0) ≤ C(A)
whenever degkij(·,0)(y, xk) ≤ A and k ≥ 1; otherwise we would get a piece of
a non-flat nonnegatively curved metric cone as a blow-up limit, which con-
tradicts Hamilton’s strong maximum principle. Moreover, by Hamilton’s
compactness theorem (Theorem 4.1.5), a subsequence of the rescaled solu-
tions g˜kij(·, t) converges to a C∞loc limit g˜∞ij (·, t), defined on a spacetime set
which is relatively open in the half spacetime {t ≤ 0} and contains the time
slice t = 0.
By the pinching assumption, the limit is a complete manifold with non-
negative sectional curvature. Since xk was contained in an ε-horn with
boundary in Ωkρ and h(x
k)/ρ → 0, the limiting manifold has two ends.
Thus, by Toponogov’s splitting theorem, the limiting manifold admits a
metric splitting Σ2 × R, where Σ2 is diffeomorphic to the two-sphere S2
because xk was the center of a strong ε-neck.
By combining with the canonical neighborhood assumption (with accu-
racy ε), we see that the limit is defined on the time interval [−1, 0] and is
ε-close to the evolving standard round cylinder. In particular, the scalar
curvature of the limit at time t = −1 is ε-close to 1/2.
Since h(xk)/ρ → 0, each point in the limiting manifold at time t = −1
also has a strong ε-neck as its canonical neighborhood. Thus the limit is
defined at least on the time interval [−2, 0] and the limiting manifold at time
t = −2 is, after rescaling, ε-close to the standard round cylinder.
By using the canonical neighborhood assumption again, every point in
the limiting manifold at time t = −2 still has a strong ε-neck as its canonical
neighborhood. Also note that the scalar curvature of the limit at t = −2
is not bigger than 1/2 + ε. Thus the limit is defined at least on the time
interval [−3, 0] and the limiting manifold at time t = −3 is, after rescaling,
ε-close to the standard round cylinder. By repeating this argument we prove
that the limit exists on the ancient time interval (−∞, 0].
The above argument also shows that at every time, each point of the
limit has a strong ε-neck as its canonical neighborhood. This implies that the
limit is κ-noncollaped on all scales for some κ > 0. Therefore, by Theorem
6.2.2, the limit is the evolving round cylinder S2×R, which gives the desired
contradiction. 
In the above lemma, the property that the radius h depends only on δ
and the time T but is independent of the surgical solution is crucial; oth-
erwise we will not be able to cut off enough volume at each surgery to
guarantee the number of surgeries being finite in each finite time interval.
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We also remark that the above proof actually proves a stronger result: the
parabolic region {(y, t) | y ∈ BT (x, δ−1h(x)), t ∈ [T − δ−2h2(x), T ]} is, after
scaling with factor h−2(x), δ-close (in the C [δ
−1] topology) to the corre-
sponding subset of the evolving standard round cylinder S2 × R over the
time interval [−δ−2, 0] with scalar curvature 1 at the time zero. This fact
will be used later in the proof of Proposition 7.4.1.
We next want to construct “fine” caps. Take a rotationally symmet-
ric metric on R3 with nonnegative sectional curvature and positive scalar
curvature such that outside some compact set it is a semi-infinite standard
round cylinder (i.e. the metric product of a ray with the round two-sphere
of scalar curvature 1). We call such a metric on R3 a standard capped
infinite cylinder. By the short-time existence theorem of Shi (Theorem
1.2.3), the Ricci flow with a standard capped infinite cylinder as initial data
has a complete solution on a maximal time interval [0, T ) such that the cur-
vature of the solution is bounded on R3 × [0, T ′] for each 0 < T ′ < T . Such
a solution is called a standard solution by Perelman [108].
The following result, proved by Chen and the second author in [35], gives
the curvature estimate for standard solutions. This curvature estimate in the
special case, when the dimension is three and the initial metric is rotationally
symmetric, was first claimed by Perelman in [108].
Proposition 7.3.3. Let gij be a complete Riemannian metric on R
n
(n ≥ 3) with nonnegative curvature operator and positive scalar curvature
which is asymptotic to a round cylinder of scalar curvature 1 at infinity.
Then there is a complete solution gij(·, t) to the Ricci flow, with gij as initial
metric, which exists on the time interval [0, n−12 ), has bounded curvature at
each time t ∈ [0, n−12 ), and satisfies the estimate
R(x, t) ≥ C
−1
n−1
2 − t
for some C depending only on the initial metric gij .
Proof. Since the initial metric has bounded curvature operator and a
positive lower bound on its scalar curvature, the Ricci flow has a solution
gij(·, t) defined on a maximal time interval [0, T ) with T < ∞ which has
bounded curvature on Rn×[0, T ′] for each 0 < T ′ < T . By Proposition 2.1.4,
the solution gij(·, t) has nonnegative curvature operator for all t ∈ [0, T ).
Note that the injectivity radius of the initial metric has a positive lower
bound. As we remarked at the beginning of Section 3.4, the same proof
of Perelman’s no local collapsing theorem I concludes that gij(·, t) is κ-
noncollapsed on all scales less than
√
T for some κ > 0 depending only on
the initial metric.
We will first prove the following assertion.
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Claim 1. There is a positive function ω : [0,∞) → [0,∞) depending
only on the initial metric and κ such that
R(x, t) ≤ R(y, t)ω(R(y, t)d2t (x, y))
for all x, y ∈ Rn, t ∈ [0, T ).
The proof is similar to that of Theorem 6.4.3. Notice that the initial
metric has nonnegative curvature operator and its scalar curvature satisfies
the bounds
(7.3.5) C−1 6 R(x) 6 C
for some positive constant C. By the maximum principle, we know T ≥
1
2nC and R(x, t) ≤ 2C for t ∈ [0, 14nC ]. The assertion is clearly true for
t ∈ [0, 14nC ].
Now fix (y, t0) ∈ Rn×[0, T ) with t0 ≥ 14nC . Let z be the closest point to y
with the property R(z, t0)d
2
t0(z, y) = 1 (at time t0). Draw a shortest geodesic
from y to z and choose a point z˜ on the geodesic satisfying dt0(z, z˜) =
1
4R(z, t0)
− 1
2 , then we have
R(x, t0) ≤ 1
(12R(z, t0)
− 1
2 )2
on Bt0
(
z˜,
1
4
R(z, t0
)− 1
2
).
Note that R(x, t) > C−1 everywhere by the evolution equation of the
scalar curvature. Then by the Li-Yau-Hamilton inequality (Corollary 2.5.5),
for all (x, t) ∈ Bt0(z˜, 18nCR(z, t0)−
1
2 )× [t0 − ( 18nCR(z, t0)−
1
2 )2, t0], we have
R(x, t) ≤
 t0
t0 −
(
1
8n
√
C
)2
 1(
1
2R(z, t0)
− 1
2
)2
≤
[
1
8nC
R(z, t0)
− 1
2
]−2
.
Combining this with the κ-noncollapsing property, we have
Vol
(
Bt0
(
z˜,
1
8nC
R(z, t0)
− 1
2
))
≥ κ
(
1
8nC
R(z, t0)
− 1
2
)n
and then
Vol
(
Bt0
(
z, 8R(z, t0)
− 1
2
))
≥ κ
(
1
64nC
)n (
8R(z, t0)
− 1
2
)n
.
So by Theorem 6.3.3 (ii), we have
R(x, t0) ≤ C(κ)R(z, t0) for all x ∈ Bt0
(
z, 4R(z, t0)
− 1
2
)
.
Here and in the following we denote by C(κ) various positive constants
depending only on κ, n and the initial metric.
HAMILTON-PERELMAN’S PROOF 287
Now by the Li-Yau-Hamilton inequality (Corollary 2.5.5) and local gra-
dient estimate of Shi (Theorem 1.4.2), we obtain
R(x, t) ≤ C(κ)R(z, t0) and
∣∣∣∣ ∂∂tR
∣∣∣∣ (x, t) ≤ C(κ)(R(z, t0))2
for all (x, t) ∈ Bt0(z, 2R(z, t0)−
1
2 )) × [t0 − ( 18nCR(z, t0)−
1
2 )2, t0]. Therefore
by combining with the Harnack estimate (Corollary 2.5.7), we obtain
R(y, t0) ≥ C(κ)−1R(z, t0 − C(κ)−1R(z, t0)−1)
≥ C(κ)−2R(z, t0)
Consequently, we have showed that there is a constant C(κ) such that
Vol
(
Bt0
(
y,R(y, t0)
− 1
2
))
≥ C(κ)−1
(
R(y, t0)
− 1
2
)n
and
R(x, t0) ≤ C(κ)R(y, t0) for all x ∈ Bt0
(
y,R(y, t0)
− 1
2
)
.
In general, for any r ≥ R(y, t0)− 12 , we have
Vol (Bt0(y, r)) ≥ C(κ)−1(r2R(y, t0))−
n
2 rn.
By applying Theorem 6.3.3(ii) again, there exists a positive constant
ω(r2R(y, t0)) depending only on the constant r
2R(y, t0) and κ such that
R(x, t0) ≤ R(y, t0)ω(r2R(y, t0)) for all x ∈ Bt0
(
y,
1
4
r
)
.
This proves the desired Claim 1.
Now we study the asymptotic behavior of the solution at infinity. For any
0 < t0 < T , we know that the metrics gij(x, t) with t ∈ [0, t0] has uniformly
bounded curvature. Let xk be a sequence of points with d0(x0, xk) → ∞.
After passing to a subsequence, gij(x, t) around xk will converge to a solution
to the Ricci flow on R×Sn−1 with round cylinder metric of scalar curvature
1 as initial data. Denote the limit by g˜ij . Then by the uniqueness theorem
(Theorem 1.2.4), we have
R˜(x, t) =
n−1
2
n−1
2 − t
for all t ∈ [0, t0].
It follows that T ≤ n−12 . In order to show T = n−12 , it suffices to prove the
following assertion.
Claim 2. Suppose T < n−12 . Fix a point x0 ∈ Rn, then there is a
δ > 0, such that for any x ∈M with d0(x, x0) ≥ δ−1, we have
R(x, t) ≤ 2C + n− 1n−1
2 − t
for all t ∈ [0, T ),
where C is the constant in (7.3.5).
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In view of Claim 1, if Claim 2 holds, then
sup
Mn×[0,T )
R(y, t) ≤ ω
(
δ−2
(
2C +
n− 1
n−1
2 − T
))(
2C +
n− 1
n−1
2 − T
)
<∞
which will contradict the definition of T .
To show Claim 2, we argue by contradiction. Suppose for each δ > 0,
there is a point (xδ, tδ) with 0 < tδ < T such that
R(xδ, tδ) > 2C +
n− 1
n−1
2 − tδ
and d0(xδ, x0) ≥ δ−1.
Let
t¯δ = sup
{
t
∣∣∣ sup
Mn\B0(x0,δ−1)
R(y, t) < 2C +
n− 1
n−1
2 − t
}
.
Since lim
d0(y,x0)→∞
R(y, t) =
n−1
2
n−1
2
−t and supM×[0, 14nC ]R(y, t) ≤ 2C, we know
1
4nC ≤ t¯δ ≤ tδ and there is a x¯δ such that d0(x0, x¯δ) ≥ δ−1 and R(x¯δ, t¯δ) =
2C + n−1n−1
2
−t¯δ . By Claim 1 and Hamilton’s compactness theorem (Theorem
4.1.5), for δ → 0 and after taking a subsequence, the metrics gij(x, t) on
B0(x¯δ,
δ−1
2 ) over the time interval [0, t¯δ] will converge to a solution g˜ij on
R× Sn−1 with the standard metric of scalar curvature 1 as initial data over
the time interval [0, t¯∞], and its scalar curvature satisfies
R˜(x¯∞, t¯∞) = 2C +
n− 1
n−1
2 − t¯∞
,
R˜(x, t) 6 2C +
n− 1
n−1
2 − t¯∞
, for all t ∈ [0, t¯∞],
where (x¯∞, t¯∞) is the limit of (x¯δ, t¯δ). On the other hand, by the uniqueness
theorem (Theorem 1.2.4) again, we know
R˜(x¯∞, t¯∞) =
n−1
2
n−1
2 − t¯∞
which is a contradiction. Hence we have proved Claim 2 and then have
verified T = n−12 .
Now we are ready to show
(7.3.6) R(x, t) ≥ C˜
−1
n−1
2 − t
, for all (x, t) ∈ Rn ×
[
0,
n− 1
2
)
,
for some positive constant C˜ depending only on the initial metric.
For any (x, t) ∈ Rn × [0, n−12 ), by Claim 1 and κ-noncollapsing, there is
a constant C(κ) > 0 such that
Vol t(Bt(x,R(x, t)
− 1
2 )) ≥ C(κ)−1(R(x, t)− 12 )n.
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Then by the well-known volume estimate of Calabi-Yau (see for example
[132] or [116]) for complete manifolds with Ric ≥ 0, for any a ≥ 1, we have
Vol t(Bt(x, aR(x, t)
− 1
2 )) ≥ C(κ)−1 a
8n
(R(x, t)−
1
2 )n.
On the other hand, since (Rn, gij(·, t)) is asymptotic to a cylinder of scalar
curvature (n−12 )/(
n−1
2 − t), for sufficiently large a > 0, we have
Vol t
(
Bt
(
x, a
√
n− 1
2
− t
))
≤ C(n)a
(
n− 1
2
− t
)n
2
.
Combining the two inequalities, for all sufficiently large a, we have:
C(n)a
(
n− 1
2
− t
)n
2
≥ Vol t
Bt
x, a

√
n−1
2 − t
R(x, t)−
1
2
R(x, t)− 12

≥ C(κ)−1 a
8n

√
n−1
2 − t
R(x, t)−
1
2
(R(x, t)− 12)n ,
which gives the desired estimate (7.3.6). Therefore the proof of the propo-
sition is complete. 
We now fix a standard capped infinite cylinder for dimension n = 3
as follows. Consider the semi-infinite standard round cylinder N0 = S
2 ×
(−∞, 4) with the metric g0 of scalar curvature 1. Denote by z the coordinate
of the second factor (−∞, 4). Let f be a smooth nondecreasing convex
function on (−∞, 4) defined by
(7.3.7)

f(z) = 0, z ≤ 0,
f(z) = ce−
P
z , z ∈ (0, 3],
f(z) is strictly convex on z ∈ [3, 3.9],
f(z) = −12 log(16− z2), z ∈ [3.9, 4),
where the (small) constant c > 0 and (big) constant P > 0 will be deter-
mined later. Let us replace the standard metric g0 on the portion S
2× [0, 4)
of the semi-infinite cylinder by gˆ = e−2fg0. Then the resulting metric gˆ will
be smooth on R3 obtained by adding a point to S2 × (−∞, 4) at z = 4. We
denote by C(c, P ) = (R3, gˆ). Clearly, C(c, P ) is a standard capped infinite
cylinder.
We next use a compact portion of the standard capped infinite cylinder
C(c, P ) and the δ-neck obtained in Lemma 7.3.2 to perform the following
surgery procedure due to Hamilton [66].
Consider the metric g¯ at the maximal time T < +∞. Take an ε-horn
with boundary in Ωρ. By Lemma 7.3.2, there exists a δ-neck N of radius
0 < h < δρ in the ε-horn. By definition, (N,h−2g¯) is δ-close (in the C [δ
−1]
290 H.-D. CAO AND X.-P. ZHU
topology) to the standard round neck S2 × I of scalar curvature 1 with
I = (−δ−1, δ−1). Using the parameter z ∈ I, we see the above function f is
defined on the δ-neck N .
Let us cut the δ-neck N along the middle (topological) two-sphere
N
⋂{z = 0}. Without loss of generality, we may assume that the right hand
half portion N
⋂{z ≥ 0} is contained in the horn-shaped end. Let ϕ be a
smooth bump function with ϕ = 1 for z ≤ 2, and ϕ = 0 for z ≥ 3. Construct
a new metric g˜ on a (topological) three-ball B3 as follows
(7.3.8) g˜ =

g¯, z = 0,
e−2f g¯, z ∈ [0, 2],
ϕe−2f g¯ + (1− ϕ)e−2fh2g0, z ∈ [2, 3],
h2e−2fg0, z ∈ [3, 4].
The surgery is to replace the horn-shaped end by the cap (B3, g˜). We call
such surgery procedure a δ-cutoff surgery.
The following lemma determines the constants c and P in the δ-cutoff
surgery so that the pinching assumption is preserved under the surgery (cf
4.4 of Perelman [108]).
Lemma 7.3.4 (Justification of the pinching assumption). There are
universal positive constants δ0, c0 and P0 such that if we take a δ-cutoff
surgery at a δ-neck of radius h at time T with δ ≤ δ0 and h−2 ≥ 2e2 log(1+
T ), then we can choose c = c0 and P = P0 in the definition of f(z) such
that after the surgery, there still holds the pinching condition
(7.3.9) R˜ ≥ (−ν˜)[log(−ν˜) + log(1 + T )− 3]
whenever ν˜ < 0, where R˜ is the scalar curvature of the metric g˜ and ν˜ is the
least eigenvalue of the curvature operator of g˜. Moreover, after the surgery,
any metric ball of radius δ−
1
2h with center near the tip (i.e., the origin of
the attached cap) is, after scaling with factor h−2, δ
1
2 -close (in the C [δ
− 12 ]
topology) to the corresponding ball of the standard capped infinite cylinder
C(c0, P0).
Proof. First, we consider the metric g˜ on the portion {0 ≤ z ≤ 2}.
Under the conformal change g˜ = e−2f g¯, the curvature tensor R˜ijkl is given
by
R˜ijkl = e
−2f
[
R¯ijkl + |∇¯f |2(g¯ilg¯jk − g¯ikg¯jl) + (fik + fifk)g¯jl
+ (fjl + fjfl)g¯ik − (fil + fifl)g¯jk − (fjk + fjfk)g¯il
]
.
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If {F¯a = F¯ ia ∂∂xi } is an orthonormal frame for g¯ij , then {F˜a = ef F¯a = F˜ ia ∂∂xi }
is an orthonormal frame for g˜ij . Let
R¯abcd = R¯ijklF¯
i
aF¯
j
b F¯
k
c F¯
l
d,
R˜abcd = R˜ijklF˜
i
aF˜
j
b F˜
k
c F˜
l
d,
then
R˜abcd = e
2f
[
R¯abcd + |∇¯f |2(δadδbc − δacδbd) + (fac + fafc)δbd(7.3.10)
+ (fbd + fbfd)δac − (fad + fafd)δbc − (fbc + fbfc)δad
]
,
and
(7.3.11) R˜ = e2f (R¯+ 4△¯f − 2|∇¯f |2).
Since
df
dz
= ce−
P
z
P
z2
,
d2f
dz2
= ce−
P
z
(
P 2
z4
− 2P
z3
)
,
then for any small θ > 0, we may choose c > 0 small and P > 0 large such
that for z ∈ [0, 3], we have
(7.3.12) |e2f − 1|+
∣∣∣∣dfdz
∣∣∣∣+
∣∣∣∣∣
(
df
dz
)2∣∣∣∣∣ < θd2fdz2 , d2fdz2 < θ.
On the other hand, by the definition of δ-neck of radius h, we have
|g¯ − h2g0|g0 < δh2,
|
o
∇j g¯|g0 < δh2, for 1 ≤ j ≤ [δ−1],
where g0 is the standard metric of the round cylinder S
2 × R. Note that in
three dimensions, we can choose the orthonormal frame {F¯1, F¯2, F¯3} for the
metric g¯ so that its curvature operator is diagonal in the orthonormal frame
{√2F¯2 ∧ F¯3,
√
2F¯3 ∧ F¯1,
√
2F¯1 ∧ F¯2} with eigenvalues ν¯ ≤ µ¯ ≤ λ¯ and
ν¯ = 2R¯2323, µ¯ = 2R¯3131, λ¯ = 2R¯1212.
Since h−2g¯ is δ-close to the standard round cylinder metric g0 on the δ-neck,
we have
(7.3.13)

|R¯3131|+ |R¯2323| < δ 78h−2,
|R¯1212 − 12h−2| < δ
7
8h−2,
|F¯3 − h−1 ∂∂z |g0 < δ
7
8h−1,
for suitably small δ > 0. Since ∇¯az = ∇¯z(F¯a) and ∇¯a∇¯bz = ∇¯2z(F¯a, F¯b), it
follows that
|∇¯3z − h−1| < δ
7
8h−1,
|∇¯1z|+ |∇¯2z| < δ
7
8h−1,
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and
|∇¯a∇¯bz| < δ
7
8h−2, for 1 ≤ a, b ≤ 3.
By combining with
∇¯af = df
dz
∇¯az, ∇¯a∇¯bf = df
dz
∇¯a∇¯bz + d
2f
dz2
∇¯az∇¯bz
and (7.3.12), we get
(7.3.14)

|∇¯af | < 2θh−1 d
2f
dz2
, for 1 ≤ a ≤ 3,
|∇¯a∇¯bf | < δ
3
4h−2 d
2f
dz2 , unless a = b = 3,
|∇¯3∇¯3f − h−2 d
2f
dz2 | < δ
3
4h−2 d
2f
dz2 .
By combining (7.3.10) and (7.3.14), we have
(7.3.15)

R˜1212 ≥ R¯1212 − (θ 12 + δ 58 )h−2 d
2f
dz2
,
R˜3131 ≥ R¯3131 + (1− θ 12 − δ 58 )h−2 d
2f
dz2
,
R˜2323 ≥ R¯2323 + (1− θ 12 − δ 58 )h−2 d
2f
dz2
,
|R˜abcd| ≤ (θ
1
2 + δ
5
8 )h−2 d
2f
dz2
, otherwise,
where θ and δ are suitably small. Then it follows that
R˜ ≥ R¯+ [4− 6(θ 13 + δ 12 )]h−2 d
2f
dz2
,
−ν˜ ≤ −ν¯ − [2− 2(θ 13 + δ 12 )]h−2 d
2f
dz2
,
for suitably small θ and δ.
If 0 < −ν˜ ≤ e2, then by the assumption that h−2 ≥ 2e2 log(1 + T ), we
have
R˜ ≥ R¯
≥ 1
2
h−2
≥ e2 log(1 + T )
≥ (−ν˜)[log(−ν˜) + log(1 + T )− 3].
While if −ν˜ > e2, then by the pinching estimate of g¯, we have
R˜ ≥ R¯
≥ (−ν¯)[log(−ν¯) + log(1 + T )− 3]
≥ (−ν˜)[log(−ν˜) + log(1 + T )− 3].
So we have verified the pinching condition on the portion {0 ≤ z ≤ 2}.
Next, we consider the metric g˜ on the portion {2 ≤ z ≤ 4}. Let θ be a
fixed suitably small positive number. Then the constant c = c0 and P = P0
are fixed. So ζ = minz∈[1,4]
d2f
dz2
> 0 is also fixed. By the same argument
as in the derivation of (7.3.15) from (7.3.10), we see that the curvature of
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the metric gˆ = e−2fg0 of the standard capped infinite cylinder C(c0, P0) on
the portion {1 ≤ z ≤ 4} is bounded from below by 23ζ > 0. Since h−2g¯ is
δ-close to the standard round metric g0, the metric h
−2g˜ defined by (7.3.8)
is clearly δ
3
4 -close to the metric gˆ = e−2fg0 of the standard capped infinite
cylinder on the portion {1 ≤ z ≤ 4}. Thus as δ is sufficiently small, the
curvature operator of g˜ on the portion {2 ≤ z ≤ 4} is positive. Hence the
pinching condition (7.3.9) holds trivially on the portion {2 ≤ z ≤ 4}.
The last statement in Lemma 7.3.4 is obvious from the definition (7.3.8).

Recall from Lemma 7.3.2 that the δ-necks at a time t > 0, where we per-
formed Hamilton’s surgeries, have their radii 0 < h < δρ = δ2r(t). Without
loss of generality, we may assume the positive nonincreasing function r(t) in
the definition of the canonical neighborhood assumption is less than 1 and
the universal constant δ0 in Lemma 7.3.4 is also less than 1. We define a
positive function δ¯(t) by
(7.3.16) δ¯(t) = min
{
1
2e2 log(1 + t)
, δ0
}
for t ∈ [0,+∞).
From now on, we always assume 0 < δ < δ¯(t) for any δ-cutoff surgery
at time t > 0 and assume c = c0 and P = P0. As a result, the standard
capped infinite cylinder and the standard solution are also fixed. The fol-
lowing lemma, which was claimed by Perelman in [108], gives the canonical
neighborhood structure for the fixed standard solution.
Lemma 7.3.5. Let gij(x, t) be the above fixed standard solution to the
Ricci flow on R3 × [0, 1). Then for any ε > 0, there is a positive constant
C(ε) such that each point (x, t) ∈ R3 × [0, 1) has an open neighborhood B,
with Bt(x, r) ⊂ B ⊂ Bt(x, 2r) for some 0 < r < C(ε)R(x, t)− 12 , which falls
into one of the following two categories: either
(a) B is an ε-cap, or
(b) B is an ε-neck and it is the slice at the time t of the parabolic neigh-
borhood Bt(x, ε
−1R(x, t)−
1
2 ) × [t − min{R(x, t)−1, t}, t], on which
the standard solution is, after scaling with the factor R(x, t) and
shifting the time t to zero, ε-close (in the C [ε
−1] topology) to the
corresponding subset of the evolving standard cylinder S2 × R over
the time interval [−min{tR(x, t), 1}, 0] with scalar curvature 1 at
the time zero.
Proof. The proof of the lemma is reduced to two assertions. We now
state and prove the first assertion which takes care of those points with times
close to 1.
Assertion 1. For any ε > 0, there is a positive number θ = θ(ε) with
0 < θ < 1 such that for any (x0, t0) ∈ R3 × [θ, 1), the standard solution on
the parabolic neighborhood Bt0(x, ε
−1R(x0, t0)−
1
2 )× [t0−ε−2R(x0, t0)−1, t0]
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is well-defined and is, after scaling with the factor R(x0, t0), ε-close (in the
C [ε
−1] topology) to the corresponding subset of some orientable ancient κ-
solution.
We argue by contradiction. Suppose Assertion 1 is not true, then there
exist ε¯ > 0 and a sequence of points (xk, tk) with tk → 1, such that for each
k, the standard solution on the parabolic neighborhood
Btk(xk, ε¯
−1R(xk, tk)−
1
2 )× [tk − ε¯−2R(xk, tk)−1, tk]
is not, after scaling by the factor R(xk, tk), ε¯-close to the corresponding
subset of any ancient κ-solution. Note that by Proposition 7.3.3, there is a
constant C > 0 (depending only on the initial metric, hence it is universal )
such that R(x, t) ≥ C−1/(1 − t). This implies
ε¯−2R(xk, tk)−1 ≤ Cε¯−2(1− tk) < tk,
and then the standard solution on the parabolic neighborhood Btk(xk,
ε¯−1R(xk, tk)−
1
2 ) × [tk − ε¯−2R(xk, tk)−1, tk] is well-defined for k large. By
Claim 1 in the proof of Proposition 7.3.3, there is a positive function ω :
[0,∞)→ [0,∞) such that
R(x, tk) ≤ R(xk, tk)ω(R(xk, tk)d2tk(x, xk))
for all x ∈ R3. Now by scaling the standard solution gij(·, t) around xk with
the factor R(xk, tk) and shifting the time tk to zero, we get a sequence of the
rescaled solutions g˜kij(x, t˜) = R(xk, tk)gij(x, tk+ t˜/R(xk, tk)) to the Ricci flow
defined on R3 with t˜ ∈ [−R(xk, tk)tk, 0]. We denote the scalar curvature and
the distance of the rescaled metric g˜kij by R˜
k and d˜. By combining with Claim
1 in the proof of Proposition 7.3.3 and the Li-Yau-Hamilton inequality, we
get
R˜k(x, 0) ≤ ω(d˜20(x, xk))
R˜k(x, t˜) ≤ R(xk, tk)tk
t˜+R(xk, tk)tk
ω(d˜20(x, xk))
for any x ∈ R3 and t˜ ∈ (−R(xk, tk)tk, 0]. Note that R(xk, tk)tk → ∞ by
Proposition 7.3.3. We have shown in the proof of Proposition 7.3.3 that the
standard solution is κ-noncollapsed on all scales less than 1 for some κ >
0. Then from the κ-noncollapsing property, the above curvature estimates
and Hamilton’s compactness theorem, we know g˜kij(x, t˜) has a convergent
subsequence (as k →∞) whose limit is an ancient, κ-noncollapsed, complete
and orientable solution with nonnegative curvature operator. This limit
must have bounded curvature by the same proof of Step 3 in the proof of
Theorem 7.1.1. This gives a contradiction. Hence Assertion 1 is proved.
We now fix the constant θ(ε) obtained in Assertion 1. Let O be the
tip of the standard capped infinite cylinder R3 (it is rotationally symmetric
about O at time 0, and it remains so as t > 0 by the uniqueness Theorem
1.2.4).
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Assertion 2. There are constants B1(ε) and B2(ε) depending only on
ε, such that if (x0, t0) ∈ R3 × [0, θ) with dt0(x0, O) ≤ B1(ε), then there is a
0 < r < B2(ε) such that Bt0(x0, r) is an ε-cap; if (x0, t0) ∈ R3 × [0, θ) with
dt0(x0, O) ≥ B1(ε), then the parabolic neighborhoodBt0(x0, ε−1R(x0, t0)−
1
2 )
×[t0 −min{R(x0, t0)−1, t0}, t0] is after scaling with the factor R(x0, t0) and
shifting the time t0 to zero, ε-close (in the C
[ε−1] topology) to the corre-
sponding subset of the evolving standard cylinder S2 × R over the time
interval [−min{t0R(x0, t0), 1}, 0] with scalar curvature 1 at time zero.
Since the standard solution exists on the time interval [0, 1), there is a
constant B0(ε) such that the curvatures on [0, θ(ε)] are uniformly bounded
by B0(ε). This implies that the metrics in [0, θ(ε)] are equivalent. Note
that the initial metric is asymptotic to the standard capped infinite cylin-
der. For any sequence of points xk with d0(O,xk) → ∞, after passing to
a subsequence, gij(x, t) around xk will converge to a solution to the Ricci
flow on R × S2 with round cylinder metric of scalar curvature 1 as initial
data. By the uniqueness theorem (Theorem 1.2.4), the limit solution must
be the standard evolving round cylinder. This implies that there is a con-
stant B1(ε) > 0 depending on ε such that for any (x0, t0) with t0 ≤ θ(ε)
and dt0(x0, O) ≥ B1(ε), the standard solution on the parabolic neighbor-
hood Bt0(x0, ε
−1R(x0, t0)−
1
2 )× [t0−min{R(x0, t0)−1, t0}, t0] is, after scaling
with the factor R(x0, t0), ε-close to the corresponding subset of the evolv-
ing round cylinder. Since the solution is rotationally symmetric around O,
the cap neighborhood structures of those points x0 with dt0(x0, O) ≤ B1(ε)
follow directly. Hence Assertion 2 is proved.
The combination of these two assertions proves the lemma. 
Since there are only a finite number of horns with the other end con-
nected to Ωρ, we perform only a finite number of such δ-cutoff surgeries at
time T . Besides those horns, there could be capped horns and double horns
which lie in Ω \ Ωρ. As explained before, they are connected to form tubes
or capped tubes at any time slightly before T . So we can regard the capped
horns and double horns (of Ω \ Ωρ) to be extinct and throw them away at
time T . We only need to remember that the connected sums were broken
there. Remember that we have thrown away all compact components, either
lying in Ω \ Ωρ or with positive sectional curvature, each of which is diffeo-
morphic to either S3, or a metric quotient of S3, or S2×S1 or RP3#RP3. So
we have also removed a finite number of copies of S3, or metric quotients of
S3, or S2× S1 or RP3#RP3 at the time T . Let us agree to declare extinct
every compact component either with positive sectional curvature
or lying in Ω \Ωρ; in particular, this allows us to exclude the components
with positive sectional curvature from the list of canonical neighborhoods.
In summary, our surgery at time T consists of the following four proce-
dures:
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(1) perform δ-cutoff surgeries for all ε-horns, whose other ends are con-
nected to Ωρ;
(2) declare extinct every compact component which has positive sectional
curvature;
(3) throw away all capped horns and double horns lying in Ω \ Ωρ;
(4) declare extinct all compact components lying in Ω \Ωρ.
(In Sections 7.6 and 7.7, we will add one more procedure by declaring extinct
every compact component which has nonnegative scalar curvature.)
By Lemma 7.3.4, after performing surgeries at time T , the pinching
assumption (7.3.3) still holds for the surgically modified manifold. With this
surgically modified manifold (possibly disconnected) as initial data, we now
continue our solution under the Ricci flow until it becomes singular again at
some time T ′(> T ). Therefore, we have extended the solution to the Ricci
flow with surgery, originally defined on [0, T ) with T < +∞, to the new time
interval [0, T ′) with T ′ > T . By the proof of Theorem 5.3.2, we see that the
solution to the Ricci flow with surgery also satisfies the pinching assumption
on [0, T ′). It remains to verify the canonical neighborhood assumption (with
accuracy ε) for the solution on the time interval [T, T ′) and to prove that
this extension procedure works indefinitely (unless it becomes extinct at
some finite time) and that there exists at most a finite number of surgeries
at every finite time interval. We leave these arguments to the next section.
Before we end this section, we check the following two results of Perelman
in [108] which will be used in the next section to estimate the Li-Yau-
Perelman distance of space-time curves which stretch to surgery regions.
The proofs are basically given by Perelman (cf. 4.5 and 4.6 of [108]).
Lemma 7.3.6 (Perelman [108]). For any 0 < ε ≤ 1/100, 1 < A < +∞
and 0 < θ < 1, one can find δ¯ = δ¯(A, θ, ε) with the following property.
Suppose we have a solution to the Ricci flow with surgery which satisfies
the a priori assumptions (with accuracy ε) on [0, T ] and is obtained from
a compact orientable three-manifold by a finite number of δ-cutoff surgeries
with each δ < δ¯. Suppose we have a cutoff surgery at time T0 ∈ (0, T ), let x0
be any fixed point on the gluing caps (i.e., the regions affected by the cutoff
surgeries at time T0), and let T1 = min{T, T0 + θh2}, where h is the cutoff
radius around x0 obtained in Lemma 7.3.2. Then either
(i) the solution is defined on P (x0, T0, Ah, T1 − T0) , {(x, t) | x ∈
Bt(x0, Ah),
t ∈ [T0, T1]} and is, after scaling with factor h−2 and shifting time
T0 to zero, A
−1-close to a corresponding subset of the standard
solution, or
(ii) the assertion (i) holds with T1 replaced by some time t
+ ∈ (T0, T1),
where t+ is a surgery time; moreover, for each point in BT0(x0, Ah),
the solution is defined for t ∈ [T0, t+) but is not defined past t+ (i.e.,
the whole ball BT0(x0, Ah) is cut off at the time t
+).
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Proof. Let Q be the maximum of the scalar curvature of the standard
solution in the time interval [0, θ] and choose a large positive integer N so
that ∆t = (T1−T0)N < εη
−1Q−1h2, where the positive constant η is given in
the canonical neighborhood assumption. Set tk = T0+k∆t, k = 0, 1, . . . , N .
From Lemma 7.3.4, the geodesic ball BT0(x0, A0h) at time T0, with
A0 = δ
− 1
2 is, after scaling with factor h−2, δ
1
2 -close to the corresponding ball
in the standard capped infinite cylinder with the center near the tip. Assume
first that for each point in BT0(x0, A0h), the solution is defined on [T0, t1].
By the gradient estimates (7.3.4) in the canonical neighborhood assumption
and the choice of ∆t we have a uniform curvature bound on this set for h−2-
scaled metric. Then by the uniqueness theorem (Theorem 1.2.4), if δ
1
2 → 0
(i.e. A0 = δ
− 1
2 → +∞), the solution with h−2-scaled metric will converge
to the standard solution in the C∞loc topology. Therefore we can define A1,
depending only on A0 and tending to infinity with A0, such that the solution
in the parabolic region P (x0, T0, A1h, t1−T0) , {(x, t) | x ∈ Bt(x0, A1h), t ∈
[T0, T0 + (t1 − T0)]} is, after scaling with factor h−2 and shifting time T0 to
zero, A−11 -close to the corresponding subset in the standard solution. In
particular, the scalar curvature on this subset does not exceed 2Qh−2. Now
if for each point in BT0(x0, A1h) the solution is defined on [T0, t2], then
we can repeat the procedure, defining A2, such that the solution in the
parabolic region P (x0, T0, A2h, t2 − T0) , {(x, t) | x ∈ Bt(x0, A2h), t ∈
[T0, T0 + (t2 − T0)]} is, after scaling with factor h−2 and shifting time T0 to
zero, A−12 -close to the corresponding subset in the standard solution. Again,
the scalar curvature on this subset still does not exceed 2Qh−2. Continuing
this way, we eventually define AN . Note that N is depends only on θ and
ε. Thus there exists a positive δ¯ = δ¯(A, θ, ε) such that for δ < δ¯, we have
A0 > A1 > · · · > AN > A, and assertion (i) holds when the solution is
defined on BT0(x0, A(N−1)h)× [T0, T1].
The above argument shows that either assertion (i) holds, or there exists
some k (0 ≤ k ≤ N − 1) and a surgery time t+ ∈ (tk, tk+1] such that the
solution on BT0(x0, Akh) is defined on [T0, t
+), but for some point of this set
it is not defined past t+. Now we consider the latter case. Clearly the above
argument also shows that the parabolic region P (x0, T0, Ak+1h, t
+ − T0) ,
{(x, t) | x ∈ Bt(x,Ak+1h), t ∈ [T0, t+)} is, after scaling with factor h−2
and shifting time T0 to zero, A
−1
k+1-close to the corresponding subset in the
standard solution. In particular, as time tends to t+, the ball BT0(x0, Ak+1h)
keeps on looking like a cap. Since the scalar curvature on BT0(x0, Akh) ×
[T0, tk] does not exceed 2Qh
−2, it follows from the pinching assumption,
the gradient estimates in the canonical neighborhood assumption and the
evolution equation of the metric that the diameter of the set BT0(x0, Akh)
at any time t ∈ [T0, t+) is bounded from above by 4δ− 12h. These imply that
no point of the ball BT0(x0, Akh) at any time near t
+ can be the center
of a δ-neck for any 0 < δ < δ¯(A, θ, ε) with δ¯(A, θ, ε) > 0 small enough,
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since 4δ−
1
2h is much smaller than δ−1h. However the solution disappears
somewhere in the set BT0(x0, Akh) at time t
+ by a cutoff surgery and the
surgery is always done along the middle two-sphere of a δ-neck. So the set
BT0(x0, Akh) at time t
+ is a part of a capped horn. (Recall that we have
declared extinct every compact component with positive curvature and every
compact component lying in Ω \ Ωρ). Hence for each point of BT0(x0, Akh)
the solution terminates at t+. This proves assertion (ii). 
Corollary 7.3.7 (Perelman [108]). For any l < ∞ one can find A =
A(l) < ∞ and θ = θ(l), 0 < θ < 1, with the following property. Suppose
we are in the situation of the lemma above, with δ < δ¯(A, θ, ε). Consider
smooth curves γ in the set BT0(x0, Ah), parametrized by t ∈ [T0, Tγ ], such
that γ(T0) ∈ BT0(x0, Ah2 ) and either Tγ = T1 < T , or Tγ < T1 and γ(Tγ) ∈
∂BT0(x0, Ah), where x0 is any fixed point on a gluing cap at T0 and T1 =
min{T, T0 + θh2}. Then∫ Tγ
T0
(R(γ(t), t) + |γ˙(t)|2)dt > l.
Proof. We know from Proposition 7.3.3 that on the standard solution,∫ θ
0
Rdt ≥ const.
∫ θ
0
(1− t)−1dt
= −const. · log(1− θ).
By choosing θ = θ(l) sufficiently close to 1 we have the desired estimate for
the standard solution.
Let us consider the first case: Tγ = T1 < T . For θ = θ(l) fixed above, by
Lemma 7.3.6, our solution in the subset BT0(x0, Ah) and in the time interval
[T0, Tγ ] is, after scaling with factor h
−2 and shifting time T0 to zero, A−1-
close to the corresponding subset in the standard solution for any sufficiently
large A. So we have∫ Tγ
T0
(R(γ(t), t) + |γ˙(t)|2)dt ≥ const.
∫ θ
0
(1− t)−1dt
= −const. · log(1− θ).
Hence we have obtained the desired estimate in the first case.
We now consider the second case: Tγ < T1 and γ(Tγ) ∈ ∂BT0(x0, Ah).
Let θ = θ(l) be chosen above and let Q = Q(l) be the maximum of the
scalar curvature on the standard solution in the time interval [0, θ].
On the standard solution, we can choose A = A(l) so large that for each
t ∈ [0, θ],
distt(x0, ∂B0(x0, A)) ≥ dist0(x0, ∂B0(x0, A)) − 4(Q+ 1)t
≥ A− 4(Q+ 1)θ
≥ 4
5
A
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and
distt
(
x0, ∂B0
(
x0,
A
2
))
≤ A
2
,
where we have used Lemma 3.4.1(ii) in the first inequality. Now our solution
in the subset BT0(x0, Ah) and in the time interval [T0, Tγ ] is, after scaling
with factor h−2 and shifting time T0 to zero, A−1-close to the corresponding
subset in the standard solution. This implies that for A = A(l) large enough
1
5
Ah ≤
∫ Tγ
T0
|γ˙(t)|dt ≤
(∫ Tγ
T0
|γ˙(t)|2dt
) 1
2
· (Tγ − T0)
1
2 ,
Hence ∫ Tγ
T0
(R(γ(t), t) + |γ˙(t)|2)dt ≥ A
2
25θ
> l.
This proves the desired estimate. 
7.4. Justification of the Canonical Neighborhood Assumptions
We continue the induction argument for the construction of a long-time
solution to the Ricci flow with surgery. Let us recall what we have done in the
previous section. Let ε be an arbitrarily given positive constant satisfying
0 < ε ≤ 1/100. For an arbitrarily given compact orientable normalized
three-manifold, we evolve it by the Ricci flow. We may assume that the
solution goes singular at some time 0 < t+1 < +∞ and know that the
solution satisfies the a priori assumptions (with accuracy ε) on [0, t+1 ) for
a nonincreasing positive function r = r1(t) (defined on [0,+∞)). Suppose
that we have a solution to the Ricci flow with surgery, defined on [0, t+k ) with
0 < t+1 < t
+
2 < · · · < t+k < +∞, satisfying the a priori assumptions (with
accuracy ε) for some nonincreasing positive function r = rk(t) (defined on
[0,+∞)), going singular at time t+k and having δi-cutoff surgeries at each
time t+i , 1 ≤ i ≤ k − 1, where δi < δ¯(t+i ) for each 1 ≤ i ≤ k − 1. Then
for any 0 < δk < δ¯(t
+
k ), we can perform δk-cutoff surgeries at the time t
+
k
and extend the solution to the interval [0, t+k+1) with t
+
k+1 > t
+
k . Here δ¯(t) is
the positive function defined in (7.3.16). We have already shown in Lemma
7.3.4 that the extended solution still satisfies the pinching assumption on
[0, t+k+1).
In view of Theorem 7.1.1, there always is a nonincreasing positive func-
tion r = rk+1(t), defined on [0,+∞), such that the canonical neighborhood
assumption (with accuracy ε) holds on the extended time interval [0, t+k+1)
with the positive function r = rk+1(t). Nevertheless, in order to prevent
the surgery times from accumulating, the key is to choose the nonincreasing
positive functions r = ri(t), i = 1, 2, . . ., uniformly. That is, to justify the
canonical neighborhood assumption (with accuracy ε) for the indefinitely
extending solution, we need to show that there exists a nonincreasing posi-
tive function r˜(t), defined on [0,+∞), which is independent of k, such that
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the above chosen nonincreasing positive functions satisfy
ri(t) ≥ r˜(t), on [0,+∞),
for all i = 1, 2, . . . , k + 1.
By a further restriction on the positive function δ¯(t), we can verify this
after proving the following assertion which was stated by Perelman in [108].
Proposition 7.4.1 (Justification of the canonical neighborhood as-
sumption ). Given any small ε > 0, there exist decreasing sequences 0 < r˜j <
ε, κj > 0, and 0 < δ˜j < ε
2, j = 1, 2, . . ., with the following property. Define
the positive function δ˜(t) on [0,+∞) by δ˜(t) = δ˜j for t ∈ [(j−1)ε2, jε2). Sup-
pose there is a surgically modified solution, defined on [0, T ) with T < +∞,
to the Ricci flow which satisfies the following:
(1) it starts on a compact orientable three-manifold with normalized
initial metric, and
(2) it has only a finite number of surgeries such that each surgery at a
time t ∈ (0, T ) is a δ(t)-cutoff surgery with
0 < δ(t) ≤ min{δ˜(t), δ¯(t)}.
Then on each time interval [(j− 1)ε2, jε2]⋂[0, T ), j = 1, 2, · · · , the solution
satisfies the κj-noncollapsing condition on all scales less than ε and the
canonical neighborhood assumption (with accuracy ε) with r = r˜j .
Here and in the following, we call a (three-dimensional) surgically mod-
ified solution gij(t), 0 ≤ t < T , κ-noncollapsed at (x0, t0) on the scales less
than ρ (for some κ > 0, ρ > 0) if it satisfies the following property: whenever
r < ρ and
|Rm(x, t)| ≤ r−2
for all those (x, t) ∈ P (x0, t0, r,−r2) = {(x′, t′) | x′ ∈ Bt′(x0, r), t′ ∈ [t0 −
r2, t0]}, for which the solution is defined, we have
Vol t0(Bt0(x0, r)) ≥ κr3.
Before we give the proof of the proposition, we need to verify a κ-non-
collapsing estimate which was given by Perelman in [108].
Lemma 7.4.2 (Perelman [108]). Given any 0 < ε ≤ ε¯0 (for some
sufficiently small universal constant ε¯0), suppose we have constructed the
sequences satisfying the proposition for 1 ≤ j ≤ m (for some positive integer
m). Then there exists κ > 0, such that for any r, 0 < r < ε, one can find
δ˜ = δ˜(r, ε), 0 < δ˜ < ε2, which may also depend on the already constructed
sequences, with the following property. Suppose we have a solution with a
compact orientable normalized three-manifold as initial data, to the Ricci
flow with finite number of surgeries on a time interval [0, T¯ ] with mε2 ≤
T¯ < (m+1)ε2, satisfying the assumptions and the conclusions of Proposition
7.4.1 on [0,mε2), and the canonical neighborhood assumption (with accuracy
ε) with r on [mε2, T¯ ], as well as 0 < δ(t) ≤ min{δ˜, δ¯(t)} for any δ-cutoff
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surgery with δ = δ(t) at a time t ∈ [(m − 1)ε2, T¯ ]. Then the solution is
κ-noncollapsed on [0, T¯ ] for all scales less than ε.
Proof. Consider a parabolic neighborhood
P (x0, t0, r0,−r20) , {(x, t) | x ∈ Bt(x0, r0), t ∈ [t0 − r20, t0]}
with mε2 ≤ t0 ≤ T¯ and 0 < r0 < ε, where the solution satisfies |Rm| ≤ r−20 ,
whenever it is defined. We will use an argument analogous to the proof of
Theorem 3.3.2 (no local collapsing theorem I) to prove
(7.4.1) Vol t0(Bt0(x0, r0)) ≥ κr30.
Let η be the universal positive constant in the definition of the canonical
neighborhood assumption. Without loss of generality, we always assume
η ≥ 10. Firstly, we want to show that one may assume r0 ≥ 12η r.
Obviously, the curvature satisfies the estimate
|Rm(x, t)| ≤ 20r−20 ,
for those (x, t) ∈ P (x0, t0, 12η r0,− 18η r20) = {(x, t) | x ∈ Bt(x0, 12η r0), t ∈
[t0 − 18η r20, t0]}, for which the solution is defined. When r0 < 12η r, we can
enlarge r0 to some r
′
0 ∈ [r0, r] so that
|Rm| ≤ 20r′−20
on P (x0, t0,
1
2η r
′
0,− 18η r′20 ) (whenever it is defined), and either the equality
holds somewhere in P (x0, t0,
1
2η r
′
0,−( 18η r′20+ ǫ′)) for arbitrarily small ǫ′ > 0,
or r′0 = r.
In the case that the equality holds somewhere, it follows from the pinch-
ing assumption that we have
R > 10r′−20
somewhere in P (x0, t0,
1
2η r
′
0,−( 18η r′20+ ǫ′)) for arbitrarily small ǫ′ > 0. Here,
without loss of generality, we have assumed r is suitably small. Then by the
gradient estimates in the definition of the canonical neighborhood assump-
tion, we know
R(x0, t0) > r
′−2
0 ≥ r−2.
Hence the desired noncollapsing estimate (7.4.1) in this case follows directly
from the canonical neighborhood assumption. (Recall that we have ex-
cluded every compact component which has positive sectional curvature in
the surgery procedure and then we have excluded them from the list of
canonical neighborhoods. Here we also used the standard volume compari-
son when the canonical neighborhood is an ε-cap.)
While in the case that r′0 = r, we have the curvature bound
|Rm(x, t)| ≤
(
1
2η
r
)−2
,
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for those (x, t) ∈ P (x0, t0, 12η r,−( 12η r)2) = {(x, t) | x ∈ Bt(x0, 12η r), t ∈ [t0 −
( 12η r)
2, t0]}, for which the solution is defined. It follows from the standard
volume comparison that we only need to verify the noncollapsing estimate
(7.4.1) for r0 =
1
2η r. Thus we have reduced the proof to the case r0 ≥ 12η r.
Recall from Theorem 3.3.2 that if a solution is smooth everywhere, we
can get a lower bound for the volume of the ball Bt0(x0, r0) as follows: define
τ(t) = t0 − t and consider Perelman’s reduced volume function and the Li-
Yau-Perelman distance associated to the point x0; take a point x¯ at the
time t = ε2 so that the Li-Yau-Perelman distance l attains its minimum
lmin(τ) = l(x¯, τ) ≤ 32 for τ = t0 − ε2; use it to obtain an upper bound
for the Li-Yau-Perelman distance from x0 to each point of B0(x¯, 1), thus
getting a lower bound for Perelman’s reduced volume at τ = t0; apply the
monotonicity of Perelman’s reduced volume to deduce a lower bound for
Perelman’s reduced volume at τ near 0, and then get the desired estimate
for the volume of the ball Bt0(x0, r0). Now since our solution has undergone
surgeries, we need to localize this argument to the region which is unaffected
by surgery.
We call a space-time curve in the solution track admissible if it stays in
the space-time region unaffected by surgery, and we call a space-time curve
in the solution track a barely admissible curve if it is on the boundary
of the set of admissible curves.
First of all, we want to estimate the L-length of a barely admissible
curve.
Claim. For any L < ∞ one can find δ¯ = δ¯(L, r, r˜m, ε) > 0 with
the following property. Suppose that we have a curve γ, parametrized by
t ∈ [T0, t0], (m− 1)ε2 ≤ T0 < t0, such that γ(t0) = x0, T0 is a surgery time,
and γ(T0) lies in the gluing cap. Suppose also each δ-cutoff surgery at a
time in [(m− 1)ε2, T¯ ] has δ ≤ δ¯. Then we have an estimate
(7.4.2)
∫ t0
T0
√
t0 − t(R+(γ(t), t) + |γ˙(t)|2)dt ≥ L
where R+ = max{R, 0}.
Since r0 ≥ 12η r and |Rm| ≤ r−20 on P (x0, t0, r0,−r20) (whenever it is
defined), we can require δ¯ > 0, depending on r and r˜m, to be so small that
γ(T0) does not lie in the region P (x0, t0, r0,−r20). Let ∆t be the maximal
number such that γ|[t0−∆t,t0] ⊂ P (x0, t0, r0,−∆t) (i.e., t0 − ∆t is the first
time when γ escapes the parabolic region P (x0, t0, r0,−r20)). Obviously we
only need to consider the case:∫ t0
t0−∆t
√
t0 − t(R+(γ(t), t) + |γ˙(t)|2)dt < L.
We observe that ∆t can be bounded from below in terms of L and r0.
Indeed, if ∆t ≥ r20, there is nothing to prove. Thus we may assume ∆t < r20.
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By the curvature bound |Rm| ≤ r−20 on P (x0, t0, r0,−r20) and the Ricci flow
equation we see ∫ t0
t0−∆t
|γ˙(t)|dt ≥ cr0
for some universal positive constant c. On the other hand, by the Cauchy-
Schwarz inequality, we have∫ t0
t0−∆t
|γ˙(t)|dt ≤
(∫ t0
t0−∆t
√
t0 − t(R+ + |γ˙|2)dt
) 1
2
·
(∫ t0
t0−∆t
1√
t0 − t
dt
) 1
2
≤ (2L) 12 (∆t) 14 ,
which implies
(7.4.3) (∆t)
1
2 ≥ c
2r20
2L
.
Thus∫ t0
T0
√
t0 − t(R+ + |γ˙|2)dt ≥
∫ t0−∆t
T0
√
t0 − t(R+ + |γ˙|2)dt
≥ (∆t) 12
∫ t0−∆t
T0
(R+ + |γ˙|2)dt
≥
(
min
{
c2r20
2L
, r0
})∫ t0−∆t
T0
(R+ + |γ˙|2)dt,
while by Corollary 7.3.7, we can find δ¯ = δ¯(L, r, r˜m, ε) > 0 so small that∫ t0−∆t
T0
(R+ + |γ˙|2)dt ≥ L
(
min
{
c2r20
2L
, r0
})−1
.
Then we have proved the desired assertion (7.4.2).
Recall that for a curve γ, parametrized by τ = t0 − t ∈ [0, τ¯ ], with
γ(0) = x0 and τ¯ ≤ t0 − (m− 1)ε2, we have L(γ) =
∫ τ¯
0
√
τ(R + |γ˙|2)dτ . We
can also define L+(γ) by replacing R withR+ in the previous formula. Recall
that R ≥ −1 at the initial time t = 0 for the normalized initial manifold.
Recall that the surgeries occur at the parts where the scalar curvatures are
very large. Thus we can apply the maximum principle to conclude that the
solution with surgery still satisfies R ≥ −1 everywhere in space-time. This
implies
(7.4.4) L+(γ) ≤ L(γ) + (2ε2)
3
2 .
By applying the assertion (7.4.2), we now choose δ˜ > 0 (depending on
r, ε and r˜m) such that as each δ-cutoff surgery at the time interval t ∈
[(m− 1)ε2, T ] has δ ≤ δ˜, every barely admissible curve γ from (x0, t0) to a
point (x, t) (with t ∈ [(m− 1)ε2, t0)) has
L+(γ) ≥ 22
√
2.
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Thus if the Li-Yau-Perelman distance from (x0, t0) to a point (x, t) (with
t ∈ [(m−1)ε2, t0)) is achieved by a space-time curve which is not admissible,
then its Li-Yau-Perelman distance has
(7.4.5) l ≥ L+ − (2ε
2)
3
2
2
√
2ε
> 10ε−1.
We also observe that the absolute value of l(x0, τ) is very small as τ closes to
zere. Thus the maximum principle argument in Corollary 3.2.6 still works
for our solutions with surgery because barely admissible curves do not attain
the minimum. So we conclude that
lmin(τ¯) = min{l(x, τ¯ ) | x lies in the solution manifold at t0 − τ¯} ≤ 3
2
for τ¯ ∈ (0, t0 − (m− 1)ε2]. In particular, there exists a minimizing curve γ
of lmin(t0 − (m − 1)ε2), defined on τ ∈ [0, t0 − (m − 1)ε2] with γ(0) = x0,
such that
L+(γ) ≤ 3
2
· 2
√
2ε+ 2
√
2ε3(7.4.6)
≤ 5ε,
since 0 < ε ≤ ε¯0 with ε¯0 sufficiently small (to be further determined).
Consequently, there exists a point (x¯, t¯) on the minimizing curve γ with
t¯ ∈ [(m − 1)ε2 + 14ε2, (m − 1)ε2 + 34ε2] (i.e., τ ∈ [t0 − (m − 1)ε2 − 34ε2, t0 −
(m− 1)ε2 − 14ε2]) such that
(7.4.7) R(x¯, t¯) ≤ 25r˜−2m .
Otherwise, we have
L+(γ) ≥
∫ t0−(m−1)ε2− 14ε2
t0−(m−1)ε2− 34 ε2
√
τR(γ(τ), t0 − τ)dτ
> 25r˜−2m
√
1
4
ε2
(
1
2
ε2
)
> 5ε,
since 0 < r˜m < ε. This contradicts (7.4.6).
Next we want to get a lower bound for Perelman’s reduced volume of a
ball around x¯ of radius about r˜m at some time slightly before t¯.
Denote by θ1 =
1
16η
−1 and θ2 = 164η
−1, where η is the universal positive
constant in the gradient estimates (7.3.4). Since the solution satisfies the
canonical neighborhood assumption on the time interval [(m − 1)ε2,mε2),
it follows from the gradient estimates (7.3.4) that
(7.4.8) R(x, t) ≤ 400r˜−2m
for those (x, t) ∈ P (x¯, t¯, θ1r˜m,−θ2r˜2m) , {(x′, t′) | x′ ∈ Bt′(x¯, θ1r˜m), t′ ∈
[t¯ − θ2r˜2m, t¯]}, for which the solution is defined. And since the scalar cur-
vature at the points where the δ-cutoff surgeries occur in the time interval
[(m − 1)ε2,mε2) is at least (δ˜)−2r˜−2m , the solution is well-defined on the
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whole parabolic region P (x¯, t¯, θ1r˜m,−θ2r˜2m) (i.e., this parabolic region is
unaffected by surgery). Thus by combining (7.4.6) and (7.4.8), we know
that the Li-Yau-Perelman distance from (x0, t0) to each point of the ball
Bt¯−θ2er2m(x¯, θ1r˜m) is uniformly bounded by some universal constant. Let us
define Perelman’s reduced volume of the ball Bt¯−θ2er2m(x¯, θ1r˜m), by
V˜t0−t¯+θ2er2m(Bt¯−θ2er2m(x¯, θ1r˜m))
=
∫
B
t¯−θ2er
2
m
(x¯,θ1erm)
(4π(t0 − t¯+ θ2r˜2m))−
3
2
· exp(−l(q, t0 − t¯+ θ2r˜2m))dVt¯−θ2er2m(q),
where l(q, τ) is the Li-Yau-Perelman distance from (x0, t0). Hence by the κm-
noncollapsing assumption on the time interval [(m−1)ε2,mε2), we conclude
that Perelman’s reduced volume of the ball Bt¯−θ2er2m(x¯, θ1r˜m) is bounded
from below by a positive constant depending only on κm and r˜m.
Finally we want to apply a local version of the monotonicity of Perel-
man’s reduced volume to get a lower bound estimate for the volume of the
ball Bt0(x0, r0).
We have seen that the Li-Yau-Perelman distance from (x0, t0) to each
point of the ball Bt¯−θ2er2m(x¯, θ1r˜m) is uniformly bounded by some universal
constant. Now we can choose a sufficiently small (universal) positive con-
stant ε¯0 such that when 0 < ε ≤ ε¯0, by (7.4.5), all the points in the ball
Bt¯−θ2er2m(x¯, θ1r˜m) can be connected to (x0, t0) by shortest L-geodesics, and
all of these L-geodesics are admissible (i.e., they stay in the region unaf-
fected by surgery). The union of all shortest L-geodesics from (x0, t0) to the
ball Bt¯−θ2er2m(x¯, θ1r˜m) defined by CBt¯−θ2er2m(x¯, θ1r˜m) = {(x, t) | (x, t) lies in
a shortest L-geodesic from (x0, t0) to a point in Bt¯−θ2er2m(x¯, θ1r˜m)}, forms a
cone-like subset in space-time with the vertex (x0, t0). Denote B(t) by the
intersection of the cone-like subset CBt¯−θ2er2m(x¯, θ1r˜m) with the time-slice at
t. Perelman’s reduced volume of the subset B(t) is given by
V˜t0−t(B(t)) =
∫
B(t)
(4π(t0 − t))−
3
2 exp(−l(q, t0 − t))dVt(q).
Since the cone-like subset CBt¯−θ2er2m(x¯, θ1r˜m) lies entirely in the region un-
affected by surgery, we can apply Perelman’s Jacobian comparison theorem
(Theorem 3.2.7) to conclude that
V˜t0−t(B(t)) ≥ V˜t0−t¯+θ2er2m(Bt¯−θ2er2m(x¯, θ1r˜m))(7.4.9)
≥ c(κm, r˜m),
for all t ∈ [t¯−θ2r˜2m, t0], where c(κm, r˜m) is some positive constant depending
only on κm and r˜m.
Set ξ = r−10 Vol t0(Bt0(x0, r0))
1
3 . Our purpose is to give a positive lower
bound for ξ. Without loss of generality, we may assume ξ < 14 , thus 0 <
ξr20 < t0 − t¯ + θ2r˜2m. Denote by B˜(t0 − ξr20) the subset of the time-slice
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{t = t0 − ξr20} of which every point can be connected to (x0, t0) by an
admissible shortest L-geodesic. Clearly, B(t0− ξr20) ⊂ B˜(t0− ξr20). We now
argue as in the proof of Theorem 3.3.2 to bound Perelman’s reduced volume
of B˜(t0 − ξr20) from above.
Since r0 ≥ 12η r and δ˜ = δ˜(r, ε, r˜m) sufficiently small, the whole region
P (x0, t0, r0, −r20) is unaffected by surgery. Then by exactly the same ar-
gument as in deriving (3.3.5), we see that there exists a universal positive
constant ξ0 such that when 0 < ξ ≤ ξ0, there holds
(7.4.10) L exp{|υ|≤ 1
4
ξ−
1
2 }(ξr
2
0) ⊂ Bt0(x0, r0).
Perelman’s reduced volume of B˜(t0 − ξr20) is given by
V˜ξr20(B˜(t0 − ξr
2
0))
(7.4.11)
=
∫
eB(t0−ξr20)
(4πξr20)
− 3
2 exp(−l(q, ξr20))dVt0−ξr20(q)
=
∫
eB(t0−ξr20)∩L exp
{|υ|≤ 14 ξ
− 12 }
(ξr20)
(4πξr20)
− 3
2 exp(−l(q, ξr20))dVt0−ξr20(q)
+
∫
eB(t0−ξr20)\L exp
{|υ|≤ 14 ξ
− 12 }
(ξr20)
(4πξr20)
− 3
2 exp(−l(q, ξr20))dVt0−ξr20(q).
The first term on the RHS of (7.4.11) can be estimated by∫
eB(t0−ξr20)∩L exp
{|υ|≤ 14 ξ
− 12 }
(ξr20)
(4πξr20)
− 3
2 exp(−l(q, ξr20))dVt0−ξr20(q)(7.4.12)
≤ eCξ(4π)− 32 · ξ 32
for some universal constant C, as in deriving (3.3.7). While as in deriving
(3.3.8), the second term on the RHS of (7.4.11) can be estimated by∫
eB(t0−ξr20)\L exp
{|υ|≤14 ξ
− 12 }
(ξr20)
(4πξr20)
− 3
2 exp(−l(q, ξr20))dVt0−ξr20(q)(7.4.13)
≤
∫
{|υ|> 1
4
ξ−
1
2 }
(4πτ)−
3
2 exp(−l(τ))J (τ)|τ=0dυ
= (4π)−
3
2
∫
{|υ|> 1
4
ξ−
1
2 }
exp(−|υ|2)dυ,
where we have used Perelman’s Jacobian comparison theorem (Theorem
3.2.7) in the first inequality. Hence the combination of (7.4.9), (7.4.11),
(7.4.12) and (7.4.13) bounds ξ from below by a positive constant depending
only on κm and r˜m. Therefore we have completed the proof of the lemma.

HAMILTON-PERELMAN’S PROOF 307
We are ready to prove the proposition.
Proof of Proposition 7.4.1. We now follow Perelman [108] to prove
the proposition by induction: having constructed our sequences for 1 ≤
j ≤ m, we make one more step, defining r˜m+1, κm+1, δ˜m+1, and redefining
δ˜m = δ˜m+1. In view of the previous lemma, we only need to define r˜m+1
and δ˜m+1.
In Theorem 7.1.1 we have obtained the canonical neighborhood structure
for smooth solutions. When adapting the arguments in the proof of Theorem
7.1.1 to the present surgical solutions, we will encounter the new difficulty
of how to take a limit for the surgically modified solutions. The idea to
overcome the difficulty consists of two parts. The first part, due to Perelman
[108], is to choose δ˜m and δ˜m+1 small enough to push the surgical regions
to infinity in space. (This is the reason why we need to redefine δ˜m =
δ˜m+1.) The second part (see Assertions 1-3 proved in step 2 below), due
to the authors and Bing-Long Chen, is to show that solutions are smooth
on some small, but uniform, time intervals (on compact subsets) so that we
can apply Hamilton’s compactness theorem, since we only have curvature
bounds; otherwise Shi’s interior derivative estimate may not be applicable.
We now argue by contradiction. Suppose for sequence of positive num-
bers rα and δ˜αβ , satisfying rα → 0 as α → ∞ and δ˜αβ ≤ 1α·β (→ 0), there
exist sequences of solutions gαβij to the Ricci flow with surgery, where each
of them has only a finite number of cutoff surgeries and has a compact ori-
entable normalized three-manifold as initial data, so that the following two
assertions hold:
(i) each δ-cutoff at a time t ∈ [(m− 1)ε2, (m+ 1)ε2] satisfies δ ≤ δ˜αβ ;
and
(ii) the solutions satisfy the statement of the proposition on [0,mε2],
but violate the canonical neighborhood assumption (with accuracy
ε) with r = rα on [mε2, (m+ 1)ε2].
For each solution gαβij , we choose t¯ (depending on α and β) to be the
nearly first time for which the canonical neighborhood assumption (with
accuracy ε) is violated. More precisely, we choose t¯ ∈ [mε2, (m + 1)ε2] so
that the canonical neighborhood assumption with r = rα and with accuracy
parameter ε is violated at some (x¯, t¯), however the canonical neighborhood
assumption with accuracy parameter 2ε holds on t ∈ [mε2, t¯]. After passing
to subsequences, we may assume each δ˜αβ is less than the δ˜ in Lemma 7.4.2
with r = rα when α is fixed. Then by Lemma 7.4.2 we have uniform κ-
noncollapsing on all scales less than ε on [0, t¯] with some κ > 0 independent
of α, β.
Slightly abusing notation, we will often drop the indices α and β.
Let g˜αβij be the rescaled solutions around (x¯, t¯) with factors R(x¯, t¯)(≥
r−2 → +∞) and shift the times t¯ to zero. We hope to take a limit of the
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rescaled solutions for subsequences of α, β → ∞ and show the limit is an
orientable ancient κ-solution, which will give the desired contradiction. We
divide our arguments into the following six steps.
Step 1. Let (y, tˆ) be a point on the rescaled solution g˜αβij with R˜(y, tˆ) ≤ A
(for some A ≥ 1) and tˆ ∈ [−(t¯−(m−1)ε2)R(x¯, t¯), 0]. Then we have estimate
(7.4.14) R˜(x, t) ≤ 10A
for those (x, t) in the parabolic neighborhood P (y, tˆ, 12η
−1A−
1
2 ,−18η−1A−1)
, {(x′, t′) | x′ ∈ B˜t′(y, 12η−1A−
1
2 ), t′ ∈ [tˆ − 18η−1A−1, tˆ]}, for which the
rescaled solution is defined.
Indeed, as in the first step of the proof of Theorem 7.1.1, this follows
directly from the gradient estimates (7.3.4) in the canonical neighborhood
assumption with parameter 2ε.
Step 2. In this step, we will prove three time extension results.
Assertion 1. For arbitrarily fixed α, 0 < A < +∞, 1 ≤ C < +∞ and
0 ≤ B < 12ε2(rα)−2 − 18η−1C−1, there is a β0 = β0(ε,A,B,C) (independent
of α) such that if β ≥ β0 and the rescaled solution g˜αβij on the ball B˜0(x¯, A)
is defined on a time interval [−b, 0] with 0 ≤ b ≤ B and the scalar curvature
satisfies
R˜(x, t) ≤ C, on B˜0(x¯, A)× [−b, 0],
then the rescaled solution g˜αβij on the ball B˜0(x¯, A) is also defined on the
extended time interval [−b− 18η−1C−1, 0].
Before giving the proof, we make a simple observation: once a space
point in the Ricci flow with surgery is removed by surgery at some time,
then it never appears for later time; if a space point at some time t cannot
be defined before the time t , then either the point lies in a gluing cap of
the surgery at time t or the time t is the initial time of the Ricci flow.
Proof of Assertion 1. Firstly we claim that there exists β0 =
β0(ε,A,B,C) such that when β ≥ β0, the rescaled solution g˜αβij on the
ball B˜0(x¯, A) can be defined before the time −b (i.e., there are no surgeries
interfering in B˜0(x¯, A)× [−b− ǫ′,−b] for some ǫ′ > 0).
We argue by contradiction. Suppose not, then there is some point x˜ ∈
B˜0(x¯, A) such that the rescaled solution g˜
αβ
ij at x˜ cannot be defined before
the time −b. By the above observation, there is a surgery at the time −b
such that the point x˜ lies in the instant gluing cap.
Let h˜ (= R(x¯, t¯)
1
2h) be the cut-off radius at the time −b for the
rescaled solution. Clearly, there is a universal constant D such that D−1h˜ ≤
R˜(x˜,−b)− 12 ≤ Dh˜.
By Lemma 7.3.4 and looking at the rescaled solution at the time −b, the
gluing cap and the adjacent δ-neck, of radius h˜, constitute a (δ˜αβ)
1
2 -cap K.
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For any fixed small positive constant δ′ (much smaller than ε), we see that
B˜(−b)(x˜, (δ′)
−1
R˜(x˜,−b)− 12 ) ⊂ K
when β large enough. We first verify the following
Claim 1. For any small constants 0 < θ˜ < 1, δ′ > 0, there exists a
β(δ′, ε, θ˜) > 0 such that when β ≥ β(δ′, ε, θ˜), we have
(i) the rescaled solution g˜αβij over B˜(−b)(x˜, (δ
′)−1h˜) is defined on the
time interval [−b, 0] ∩ [−b,−b+ (1− θ˜)h˜2];
(ii) the ball B˜(−b)(x˜, (δ′)
−1h˜) in the (δ˜αβ)
1
2 -cap K evolved by the Ricci
flow on the time interval [−b, 0] ∩ [−b,−b + (1 − θ˜)h˜2] is, after
scaling with factor h˜−2, δ′-close (in the C [δ
′−1] topology) to the
corresponding subset of the standard solution.
This claim essentially follows from Lemma 7.3.6. Indeed, suppose there
is a surgery at some time ˜˜t ∈ [−b, 0] ∩ (−b,−b + (1 − θ˜)h˜2] which removes
some point ˜˜x ∈ B˜(−b)(x˜, (δ′)−1h˜). We assume ˜˜t ∈ (−b, 0] is the first time
with that property.
Then by Lemma 7.3.6, there is a δ¯ = δ¯(δ′, ε, θ˜) such that if δ˜αβ < δ¯,
then the ball B˜(−b)(x˜, (δ′)
−1h˜) in the (δ˜αβ)
1
2 -cap K evolved by the Ricci flow
on the time interval [−b, ˜˜t) is, after scaling with factor h˜−2, δ′-close to the
corresponding subset of the standard solution. Note that the metrics for
times in [−b, ˜˜t) on B˜(−b)(x˜, (δ′)−1h˜) are equivalent. By Lemma 7.3.6, the
solution on B˜(−b)(x˜, (δ′)
−1h˜) keeps looking like a cap for t ∈ [−b, ˜˜t). On the
other hand, by the definition, the surgery is always done along the middle
two-sphere of a δ-neck with δ < δ˜αβ . Then for β large, all the points in
B˜(−b)(x˜, (δ′)
−1h˜) are removed (as a part of a capped horn) at the time ˜˜t.
But x˜ (near the tip of the cap) exists past the time ˜˜t. This is a contradiction.
Hence we have proved that B˜(−b)(x˜, (δ′)−1h˜) is defined on the time interval
[−b, 0] ∩ [−b,−b+ (1− θ˜)h˜2].
The δ′-closeness of the solution on B˜(−b)(x˜, (δ′)
−1h)×([−b, 0]∩ [−b,−b+
(1 − θ˜)h˜2]) with the corresponding subset of the standard solution follows
from Lemma 7.3.6. Then we have proved Claim 1.
We next verify the following
Claim 2. There is θ˜ = θ˜(CB), 0 < θ˜ < 1, such that b ≤ (1− θ˜)h˜2 when
β large.
Note from Proposition 7.3.3, there is a universal constant D′ > 0 such
that the standard solution satisfies the following curvature estimate
R(y, s) ≥ 2D
′
1− s.
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We choose θ˜ = D′/2(D′ + CB). Then for β large enough, the rescaled
solution satisfies
(7.4.15) R˜(x, t) ≥ D
′
1− (t+ b)h˜−2 h˜
−2
on B˜(−b)(x˜, (δ′)
−1h˜)× ([−b, 0] ∩ [−b,−b+ (1− θ˜)h˜2]).
Suppose b ≥ (1−θ˜)h˜2. Then by combining with the assumption R˜(x˜, t) ≤
C for t = (1− θ˜)h˜2 − b, we have
C ≥ D
′
1− (t+ b)h˜−2 h˜
−2,
and then
1 ≥ (1− θ˜)
(
1 +
D′
CB
)
.
This is a contradiction. Hence we have proved Claim 2.
The combination of the above two claims shows that there is a positive
constant 0 < θ˜ = θ˜(CB) < 1 such that for any small δ′ > 0, there is a
positive β(δ′, ε, θ˜) such that when β ≥ β(δ′, ε, θ˜), we have b ≤ (1− θ˜)h˜2 and
the rescaled solution in the ball B˜(−b)(x˜, (δ′)−1h˜) on the time interval [−b, 0]
is, after scaling with factor h˜−2, δ′-close ( in the C [(δ′)−1] topology) to the
corresponding subset of the standard solution.
By (7.4.15) and the assumption R˜ ≤ C on B˜0(x¯, A) × [−b, 0], we know
that the cut-off radius h˜ at the time −b for the rescaled solution satisfies
h˜ ≥
√
D′
C
.
Let δ′ > 0 be much smaller than ε and min{A−1, A}. Since d˜0(x˜, x¯) ≤
A, it follows that there is constant C(θ˜) depending only on θ˜ such that
d˜(−b)(x˜, x¯) ≤ C(θ˜)A≪ (δ′)−1h˜. We now apply Lemma 7.3.5 with the accu-
racy parameter ε/2. Let C(ε/2) be the positive constant in Lemma 7.3.5.
Without loss of generality, we may assume the positive constant C1(ε) in the
canonical neighborhood assumption is larger than 4C(ε/2). When δ′(> 0)
is much smaller than ε and min{A−1, A}, the point x¯ at the time t¯ has a
neighborhood which is either a 34ε-cap or a
3
4ε-neck.
Since the canonical neighborhood assumption with accuracy parameter
ε is violated at (x¯, t¯), the neighborhood of the point x¯ at the new time zero
for the rescaled solution must be a 34ε-neck. By Lemma 7.3.5 (b), we know
the neighborhood is the slice at the time zero of the parabolic neighborhood
P (x¯, 0,
4
3
ε−1R˜(x¯, 0)−
1
2 ,−min{R˜(x¯, 0)−1, b})
(with R˜(x¯, 0) = 1) which is 34ε-close (in the C
[ 4
3
ε−1] topology) to the cor-
responding subset of the evolving standard cylinder S2 × R over the time
interval [−min{b, 1}, 0] with scalar curvature 1 at the time zero. If b ≥ 1,
the 34ε-neck is strong, which is a contradiction. While if b < 1, the
3
4ε-neck
HAMILTON-PERELMAN’S PROOF 311
at time −b is contained in the union of the gluing cap and the adjacent δ-
neck where the δ-cutoff surgery took place. Since ε is small (say ε < 1/100),
it is clear that the point x¯ at time −b is the center of an ε-neck which is
entirely contained in the adjacent δ-neck. By the proof of Lemma 7.3.2, the
adjacent δ-neck approximates an ancient κ-solution. This implies the point
x¯ at the time t¯ has a strong ε-neck, which is also a contradiction.
Hence we have proved that there exists β0 = β0(ε,A,B,C) such that
when β ≥ β0, the rescaled solution on the ball B˜0(x¯, A) can be defined
before the time −b.
Let [tαβA , 0] ⊃ [−b, 0] be the largest time interval so that the rescaled
solution g˜αβij can be defined on B˜0(x¯, A) × [tαβA , 0]. We finally claim that
tαβA ≤ −b− 18η−1C−1 for β large enough.
Indeed, suppose not, by the gradient estimates as in Step 1, we have the
curvature estimate
R˜(x, t) ≤ 10C
on B˜0(x¯, A)× [tαβA ,−b]. Hence we have the curvature estimate
R˜(x, t) ≤ 10C
on B˜0(x¯, A) × [tαβA , 0]. By the above argument there is a β0 = β0(ε,A,B +
1
8η
−1C−1, 10C) such that for β ≥ β0, the solution in the ball B˜0(x¯, A) can
be defined before the time tαβA . This is a contradiction.
Therefore we have proved Assertion 1.
Assertion 2. For arbitrarily fixed α, 0 < A < +∞, 1 ≤ C < +∞ and
0 < B < 12ε
2(rα)−2 − 150η−1, there is a β0 = β0(ε,A,B,C) (independent of
α) such that if β ≥ β0 and the rescaled solution g˜αβij on the ball B˜0(x¯, A) is
defined on a time interval [−b + ǫ′, 0] with 0 < b ≤ B and 0 < ǫ′ < 150η−1
and the scalar curvature satisfies
R˜(x, t) ≤ C on B˜0(x¯, A)× [−b+ ǫ′, 0],
and there is a point y ∈ B˜0(x¯, A) such that R˜(y,−b + ǫ′) ≤ 32 , then the
rescaled solution g˜αβij at y is also defined on the extended time interval
[−b− 150η−1, 0] and satisfies the estimate
R˜(y, t) ≤ 15
for t ∈ [−b− 150η−1,−b+ ǫ′].
Proof of Assertion 2. We imitate the proof of Assertion 1. If
the rescaled solution g˜αβij at y cannot be defined for some time in [−b −
1
50η
−1,−b+ǫ′), then there is a surgery at some time ˜˜t ∈ [−b− 150η−1,−b+ǫ′]
such that y lies in the instant gluing cap. Let h˜ (= R(x¯, t¯)
1
2h) be the cutoff
radius at the time ˜˜t for the rescaled solution. Clearly, there is a univer-
sal constant D > 1 such that D−1h˜ ≤ R˜(y, ˜˜t)− 12 ≤ Dh˜. By the gradient
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estimates as in Step 1, the cutoff radius satisfies
h˜ ≥ D−115− 12 .
As in Claim 1 (i) in the proof of Assertion 1, for any small constants
0 < θ˜ < 12 , δ
′ > 0, there exists a β(δ′, ε, θ˜) > 0 such that for β ≥ β(δ′, ε, θ˜),
there is no surgery interfering in B˜˜˜t(y, (δ
′)−1h˜)× ([˜˜t, (1 − θ˜)h˜2 + ˜˜t] ∩ (˜˜t, 0]).
Without loss of generality, we may assume that the universal constant η is
much larger than D. Then we have (1− θ˜)h˜2+ ˜˜t > −b+ 150η−1. As in Claim
2 in the proof of Assertion 1, we can use the curvature bound assumption
to choose θ˜ = θ˜(B,C) such that (1− θ˜)h˜2 + ˜˜t ≥ 0; otherwise
C ≥ D
′
θ˜h˜2
for some universal constant D′ > 1, and
|˜˜t+ b| ≤ 1
50
η−1,
which implies
1 ≥ (1− θ˜)
(
1 +
D′
C
(
B + 150η
−1)
)
.
This is a contradiction if we choose θ˜ = D′/2(D′ + C(B + 150η
−1)).
So there is a positive constant 0 < θ˜ = θ˜(B,C) < 1 such that for any
δ′ > 0, there is a positive β(δ′, ε, θ˜) such that when β ≥ β(δ′, ε, θ˜), we have
−˜˜t ≤ (1−θ˜)h˜2 and the solution in the ball B˜˜˜t(x˜, (δ′)
−1h˜) on the time interval
[˜˜t, 0] is, after scaling with factor h˜−2, δ′-close (in the C [δ′−1] topology) to the
corresponding subset of the standard solution.
Then exactly as in the proof of Assertion 1, by using the canonical neigh-
borhood structure of the standard solution in Lemma 7.3.5, this gives the
desired contradiction with the hypothesis that the canonical neighborhood
assumption with accuracy parameter ε is violated at (x¯, t¯), for β sufficiently
large.
The curvature estimate at the point y follows from Step 1. Therefore
the proof of Assertion 2 is complete.
Note that the standard solution satisfies R(x1, t) ≤ D′′R(x2, t) for any
t ∈ [0, 12 ] and any two points x1, x2, where D′′ ≥ 1 is a universal constant.
Assertion 3. For arbitrarily fixed α, 0 < A < +∞, 1 ≤ C < +∞,
there is a β0 = β0(ε,AC
1
2 ) such that if any point (y0, t0) with 0 ≤ −t0 <
1
2ε
2(rα)−2 − 18η−1C−1 of the rescaled solution g˜αβij for β ≥ β0 satisfies
R˜(y0, t0) ≤ C , then either the rescaled solution at y0 can be defined at
least on [t0 − 116η−1C−1, t0] and the rescaled scalar curvature satisfies
R˜(y0, t) ≤ 10C for t ∈
[
t0 − 1
16
η−1C−1, t0
]
,
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or we have
R˜(x1, t0) ≤ 2D′′R˜(x2, t0)
for any two points x1, x2 ∈ B˜t0(y0, A), where D′′ is the above universal
constant.
Proof of Assertion 3. Suppose the rescaled solution g˜αβij at y0 cannot
be defined for some t ∈ [t0 − 116η−1C−1, t0); then there is a surgery at some
time t˜ ∈ [t0 − 116η−1C−1, t0] such that y0 lies in the instant gluing cap. Let
h˜ (= R(x¯, t¯)
1
2h) be the cutoff radius at the time t˜ for the rescaled solution
g˜αβij . By the gradient estimates as in Step 1, the cutoff radius satisfies
h˜ ≥ D−110− 12C− 12 ,
where D is the universal constant in the proof of the Assertion 1. Since
we assume η is suitably larger than D as before, we have 12 h˜
2 + t˜ > t0. As
in Claim 1 (ii) in the proof of Assertion 1, for arbitrarily small δ′ > 0, we
know that for β large enough the rescaled solution on B˜t˜(y0, (δ
′)−1h˜)× [t˜, t0]
is, after scaling with factor h˜−2, δ′-close (in the C [(δ′)−1] topology) to the
corresponding subset of the standard solution. Since (δ′)−1h˜ ≫ A for β
large enough, Assertion 3 follows from the curvature estimate of standard
solution in the time interval [0, 12 ].
Step 3. For any subsequence (αk, βk) of (α, β) with r
αk → 0 and δαkβk →
0 as k → ∞, we next argue as in the second step of the proof of Theorem
7.1.1 to show that the curvatures of the rescaled solutions g˜αkβkij at the new
times zero (after shifting) stay uniformly bounded at bounded distances
from x¯ for all sufficiently large k. More precisely, we will prove the following
assertion:
Assertion 4. Given any subsequence of the rescaled solutions g˜αkβkij
with rαk → 0 and δαkβk → 0 as k → ∞, then for any L > 0, there are
constants C(L) > 0 and k(L) such that the rescaled solutions g˜αkβkij satisfy
(i) R˜(x, 0) ≤ C(L) for all points x with d˜0(x, x¯) ≤ L and all k ≥ 1;
(ii) the rescaled solutions over the ball B˜0(x¯, L) are defined at least on
the time interval [− 116η−1C(L)−1, 0] for all k ≥ k(L).
Proof of Assertion 4. For each ρ > 0, set
M(ρ) = sup
{
R˜(x, 0) | k ≥ 1 and d˜0(x, x¯) ≤ ρ
in the rescaled solutions g˜αkβkij
}
and
ρ0 = sup{ρ > 0 | M(ρ) < +∞}.
Note that the estimate (7.4.14) implies that ρ0 > 0. For (i), it suffices to
prove ρ0 = +∞.
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We argue by contradiction. Suppose ρ0 < +∞. Then there is a sequence
of points y in the rescaled solutions g˜αkβkij with d˜0(x¯, y) → ρ0 < +∞ and
R˜(y, 0) → +∞. Denote by γ a minimizing geodesic segment from x¯ to y
and denote by B˜0(x¯, ρ0) the open geodesic ball centered at x¯ of radius ρ0 on
the rescaled solution g˜αkβkij .
First, we claim that for any 0 < ρ < ρ0 with ρ near ρ0, the rescaled solu-
tions on the balls B˜0(x¯, ρ) are defined on the time interval [− 116η−1M(ρ)−1, 0]
for all large k. Indeed, this follows from Assertion 3 or Assertion 1. For
the later purpose in Step 6, we now present an argument by using As-
sertion 3. If the claim is not true, then there is a surgery at some time
t˜ ∈ [− 116η−1M(ρ)−1, 0] such that some point y˜ ∈ B˜0(x¯, ρ) lies in the instant
gluing cap. We can choose sufficiently small δ′ > 0 such that 2ρ0 < (δ′)−
1
2 h˜,
where h˜ ≥ D−120− 12M(ρ)− 12 is the cutoff radius of the rescaled solutions
at t˜. By applying Assertion 3 with (y˜, 0) = (y0, t0), we see that there is a
k(ρ0,M(ρ)) > 0 such that when k ≥ k(ρ0,M(ρ)),
R˜(x, 0) ≤ 2D′′
for all x ∈ B˜0(x¯, ρ). This is a contradiction as ρ→ ρ0.
Since for each fixed 0 < ρ < ρ0 with ρ near ρ0, the rescaled solutions
are defined on B˜0(x¯, ρ) × [− 116η−1M(ρ)−1, 0] for all large k, by Step 1 and
Shi’s derivative estimate, we know that the covariant derivatives and higher
order derivatives of the curvatures on B˜0(x¯, ρ− (ρ0−ρ)2 )× [− 132η−1M(ρ)−1, 0]
are also uniformly bounded.
By the uniform κ-noncollapsing property and Hamilton’s compactness
theorem (Theorem 4.1.5), after passing to a subsequence, we can assume that
the marked sequence (B˜0(x¯, ρ0), g˜
αkβk
ij , x¯) converges in the C
∞
loc topology to
a marked (noncomplete) manifold (B∞, g˜∞ij , x¯) and the geodesic segments γ
converge to a geodesic segment (missing an endpoint) γ∞ ⊂ B∞ emanating
from x¯.
Clearly, the limit has nonnegative sectional curvature by the pinching
assumption. Consider a tubular neighborhood along γ∞ defined by
V =
⋃
q0∈γ∞
B∞(q0, 4π(R˜∞(q0))−
1
2 ),
where R˜∞ denotes the scalar curvature of the limit and
B∞(q0, 4π(R˜∞(q0))−
1
2 )
is the ball centered at q0 ∈ B∞ with the radius 4π(R˜∞(q0))− 12 . Let B¯∞
denote the completion of (B∞, g˜∞ij ), and y∞ ∈ B¯∞ the limit point of γ∞.
Exactly as in the second step of the proof of Theorem 7.1.1, it follows from
the canonical neighborhood assumption with accuracy parameter 2ε that the
limiting metric g˜∞ij is cylindrical at any point q0 ∈ γ∞ which is sufficiently
close to y∞ and then the metric space V¯ = V ∪{y∞} by adding the point y∞
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has nonnegative curvature in the Alexandrov sense. Consequently we have
a three-dimensional non-flat tangent cone Cy∞ V¯ at y∞ which is a metric
cone with aperture ≤ 20ε.
On the other hand, note that by the canonical neighborhood assumption,
the canonical 2ε-neck neighborhoods are strong. Thus at each point q ∈
V near y∞, the limiting metric g˜∞ij actually exists on the whole parabolic
neighborhood
V
⋂
P
(
q, 0,
1
3
η−1(R˜∞(q))−
1
2 ,− 1
10
η−1(R˜∞(q))−1
)
,
and is a smooth solution of the Ricci flow there. Pick z ∈ Cy∞ V¯ with
distance one from the vertex y∞ and it is nonflat around z. By definition
the ball B(z, 12 ) ⊂ Cy∞ V¯ is the Gromov-Hausdorff convergent limit of the
scalings of a sequence of balls B∞(zℓ, σℓ)(⊂ (V, g˜∞ij )) where σℓ → 0. Since the
estimate (7.4.14) survives on (V, g˜∞ij ) for all A < +∞, and the tangent cone
is three-dimensional and nonflat around z, we see that this convergence is
actually in the C∞loc topology and over some ancient time interval. Since the
limiting B∞(z, 12 )(⊂ Cy∞ V¯ ) is a piece of nonnegatively curved nonflat metric
cone, we get a contradiction with Hamilton’s strong maximum principle
(Theorem 2.2.1) as before. So we have proved ρ0 =∞. This proves (i).
By the same proof of Assertion 1 in Step 2, we can further show that for
any L, the rescaled solutions on the balls B˜0(x¯, L) are defined at least on
the time interval [− 116η−1C(L)−1, 0] for all sufficiently large k. This proves
(ii).
Step 4. For any subsequence (αk, βk) of (α, β) with r
αk → 0 and
δ˜αkβk → 0 as k → ∞, by Step 3, the κ-noncollapsing property and Hamil-
ton’s compactness theorem, we can extract a C∞loc convergent subsequence
of g˜αkβkij over some space-time open subsets containing the slice {t = 0}.
We now want to show any such limit has bounded curvature at t = 0. We
prove by contradiction. Suppose not, then there is a sequence of points zℓ
divergent to infinity in the limiting metric at time zero with curvature di-
vergent to infinity. Since the curvature at zℓ is large (comparable to one),
zℓ has a canonical neighborhood which is a 2ε-cap or strong 2ε-neck. Note
that the boundary of 2ε-cap lies in some 2ε-neck. So we get a sequence of
2ε-necks with radius going to zero. Note also that the limit has nonnegative
sectional curvature. Without loss of generality, we may assume 2ε < ε0,
where ε0 is the positive constant in Proposition 6.1.1. Thus this arrives at
a contradiction with Proposition 6.1.1.
Step 5. In this step, we will choose some subsequence (αk, βk) of (α, β)
so that we can extract a complete smooth limit of the rescaled solutions
g˜αkβkij to the Ricci flow with surgery on a time interval [−a, 0] for some
a > 0.
Choose αk, βk → ∞ so that rαk → 0, δ˜αkβk → 0, and Assertion 1, 2,
3 hold with α = αk, β = βk for all A ∈ {p/q | p, q = 1, 2, . . . , k}, and
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B,C ∈ {1, 2, . . . , k}. By Step 3, we may assume the rescaled solutions g˜αkβkij
converge in the C∞loc topology at the time t = 0. Since the curvature of the
limit at t = 0 is bounded by Step 4, it follows from Assertion 1 in Step 2 and
the choice of the sequence (αk, βk) that the limiting (M∞, g˜∞ij (·, t)) is defined
at least on a backward time interval [−a, 0] for some positive constant a and
is a smooth solution to the Ricci flow there.
Step 6. We further want to extend the limit in Step 5 backwards in
time to infinity to get an ancient κ-solution. Let g˜αkβkij be the convergent
sequence obtained in the above Step 5.
Denote by
tmax = sup
{
t′ | we can take a smooth limit on (−t′, 0] (with bounded
curvature at each time slice) from a subsequence of
the rescaled solutions g˜αkβkij
}
.
We first claim that there is a subsequence of the rescaled solutions g˜αkβkij
which converges in the C∞loc topology to a smooth limit (M∞, g˜
∞
ij (·, t)) on
the maximal time interval (−tmax, 0].
Indeed, let tℓ be a sequence of positive numbers such that tℓ → tmax and
there exist smooth limits (M∞, g˜∞ℓ (·, t)) defined on (−tℓ, 0]. For each ℓ, the
limit has nonnegative sectional curvature and has bounded curvature at each
time slice. Moreover by the gradient estimate in canonical neighborhood
assumption with accuracy parameter 2ε, the limit has bounded curvature
on each subinterval [−b, 0] ⊂ (−tℓ, 0]. Denote by Q˜ the scalar curvature
upper bound of the limit at time zero (Q˜ is independent of ℓ). Then we can
apply Li-Yau-Hamilton inequality (Corollary 2.5.5) to get
R˜∞ℓ (x, t) ≤
tℓ
t+ tℓ
Q˜,
where R˜∞ℓ (x, t) are the scalar curvatures of the limits (M∞, g˜
∞
ℓ (·, t)). Hence
by the definition of convergence and the above curvature estimates, we can
find a subsequence of the rescaled solutions g˜αkβkij which converges in the
C∞loc topology to a smooth limit (M∞, g˜
∞
ij (·, t)) on the maximal time interval
(−tmax, 0].
We need to show −tmax = −∞. Suppose −tmax > −∞, there are only
the following two possibilities: either
(1) The curvature of the limiting solution (M∞, g˜∞ij (·, t)) becomes un-
bounded as tց −tmax; or
(2) For each small constant θ > 0 and each large integer k0 > 0, there
is some k ≥ k0 such that the rescaled solution g˜αkβkij has a surgery
time Tk ∈ [−tmax − θ, 0] and a surgery point xk lying in a gluing
cap at the times Tk so that d
2
Tk
(xk, x¯) is uniformly bounded from
above by a constant independent of θ and k0.
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We next claim that the possibility (1) always occurs. Suppose not; then
the curvature of the limiting solution (M∞, g˜∞ij (·, t)) is bounded on M∞ ×
(−tmax, 0] by some positive constant Cˆ. In particular, for any A > 0, there
is a sufficiently large integer k1 > 0 such that any rescaled solution g˜
αkβk
ij
with k ≥ k1 on the geodesic ball B˜0(x¯, A) is defined on the time interval
[−tmax + 150η−1Cˆ−1, 0] and its scalar curvature is bounded by 2Cˆ there.
(Here, without loss of generality, we may assume that the upper bound Cˆ
is so large that −tmax + 150η−1Cˆ−1 < 0.) By Assertion 1 in Step 2, for k
large enough, the rescaled solution g˜αkβkij over B˜0(x¯, A) can be defined on the
extended time interval [−tmax − 150η−1Cˆ−1, 0] and has the scalar curvature
R˜ ≤ 10Cˆ on B˜0(x¯, A)× [−tmax− 150η−1Cˆ−1, 0]. So we can extract a smooth
limit from the sequence to get the limiting solution which is defined on a
larger time interval [−tmax − 150η−1Cˆ−1, 0]. This contradicts the definition
of the maximal time −tmax.
It remains to exclude the possibility (1).
By using Li-Yau-Hamilton inequality (Corollary 2.5.5) again, we have
R˜∞(x, t) ≤ tmax
t+ tmax
Q˜.
So we only need to control the curvature near −tmax. Exactly as in Step 4
in the proof of Theorem 7.1.1, it follows from Li-Yau-Hamilton inequality
that
(7.4.16) d˜0(x, y) ≤ d˜t(x, y) ≤ d˜0(x, y) + 30tmax
√
Q˜
for any x, y ∈M∞ and t ∈ (−tmax, 0].
Since the infimum of the scalar curvature is nondecreasing in time, we
have some point y∞ ∈ M∞ and some time −tmax < t∞ < −tmax + 150η−1
such that R˜∞(y∞, t∞) < 5/4. By (7.4.16), there is a constant A˜0 > 0 such
that d˜t(x¯, y∞) ≤ A˜0/2 for all t ∈ (−tmax, 0].
Now we come back to the rescaled solution g˜αkβkij . Clearly, for arbitrarily
given small ǫ′ > 0, when k large enough, there is a point yk in the underlying
manifold of g˜αkβkij at time 0 satisfying the following properties
(7.4.17) R˜(yk, t∞) <
3
2
, d˜t(x¯, yk) ≤ A˜0
for t ∈ [−tmax + ǫ′, 0]. By the definition of convergence, we know that for
any fixed A0 ≥ 2A˜0, for k large enough, the rescaled solution over B˜0(x¯, A0)
is defined on the time interval [t∞, 0] and satisfies
R˜(x, t) ≤ 2tmax
t+ tmax
Q˜
on B˜0(x¯, A0)× [t∞, 0]. Then by Assertion 2 of Step 2, we have proved that
there is a sufficiently large integer k¯0 such that when k ≥ k¯0, the rescaled
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solutions g˜αkβkij at yk can be defined on [−tmax − 150η−1, 0], and satisfy
R˜(yk, t) ≤ 15
for t ∈ [−tmax − 150η−1, t∞].
We now prove a statement analogous to Assertion 4 (i) of Step 3.
Assertion 5. For the above rescaled solutions g˜αkβkij and k¯0, we have
that for any L > 0, there is a positive constant ω(L) such that the rescaled
solutions g˜αkβkij satisfy
R˜(x, t) ≤ ω(L)
for all (x, t) with d˜t(x, yk) ≤ L and t ∈ [−tmax − 150η−1, t∞], and for all
k ≥ k¯0.
Proof of Assertion 5. We slightly modify the argument in the proof
of Assertion 4 (i). Let
M(ρ) = sup
{
R˜(x, t) | d˜t(x, yk) ≤ ρ and t ∈ [−tmax − 1
50
η−1, t∞]
in the rescaled solutions g˜αkβkij , k ≥ k¯0
}
and
ρ0 = sup{ρ > 0 | M(ρ) < +∞}.
Note that the estimate (7.4.14) implies that ρ0 > 0. We only need to show
ρ0 = +∞.
We argue by contradiction. Suppose ρ0 < +∞. Then, after passing to a
subsequence, there is a sequence (y˜k, tk) in the rescaled solutions g˜
αkβk
ij with
tk ∈ [−tmax − 150η−1, t∞] and d˜tk(yk, y˜k)→ ρ0 < +∞ such that R˜(y˜k, tk)→
+∞. Denote by γk a minimizing geodesic segment from yk to y˜k at the time
tk and denote by B˜tk(yk, ρ0) the open geodesic ball centered at yk of radius
ρ0 on the rescaled solution g˜
αkβk
ij (·, tk).
For any 0 < ρ < ρ0 with ρ near ρ0, by applying Assertion 3 as be-
fore, we get that the rescaled solutions on the balls B˜tk(yk, ρ) are defined
on the time interval [tk − 116η−1M(ρ)−1, tk] for all large k. By Step 1
and Shi’s derivative estimate, we further know that the covariant deriva-
tives and higher order derivatives of the curvatures on B˜tk(yk, ρ− (ρ0−ρ)2 )×
[tk − 132η−1M(ρ)−1, tk] are also uniformly bounded. Then by the uniform
κ-noncollapsing property and Hamilton’s compactness theorem (Theorem
4.1.5), after passing to a subsequence, we can assume that the marked
sequence (B˜tk(yk, ρ0), g˜
αkβk
ij (·, tk), yk) converges in the C∞loc topology to a
marked (noncomplete) manifold (B∞, g˜∞ij , y∞) and the geodesic segments
γk converge to a geodesic segment (missing an endpoint) γ∞ ⊂ B∞ emanat-
ing from y∞.
Clearly, the limit also has nonnegative sectional curvature by the pinch-
ing assumption. Then by repeating the same argument as in the proof of
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Assertion 4 (i) in the rest, we derive a contradiction with Hamilton’s strong
maximum principle. This proves Assertion 5.
We then apply the second estimate of (7.4.17) and Assertion 5 to con-
clude that for any large constant 0 < A < +∞, there is a positive constant
C(A) such that for any small ǫ′ > 0, the rescaled solutions g˜αkβkij satisfy
(7.4.18) R˜(x, t) ≤ C(A),
for all x ∈ B˜0(x¯, A) and t ∈ [−tmax + ǫ′, 0], and for all sufficiently large
k. Then by applying Assertion 1 in Step 2, we conclude that the rescaled
solutions g˜αkβkij on the geodesic balls B˜0(x¯, A) are also defined on the ex-
tended time interval [−tmax+ ǫ′− 18η−1C(A)−1, 0] for all sufficiently large k.
Furthermore, by the gradient estimates as in Step 1, we have
R˜(x, t) ≤ 10C(A),
for x ∈ B˜0(x¯, A) and t ∈ [−tmax + ǫ′ − 18η−1C(A)−1, 0]. Since ǫ′ > 0 is
arbitrarily small and the positive constant C(A) is independent of ǫ′, we
conclude that the rescaled solutions g˜αkβkij on B˜0(x¯, A) are defined on the
extended time interval [−tmax − 116η−1C(A)−1, 0] and satisfy
(7.4.19) R˜(x, t) ≤ 10C(A),
for x ∈ B˜0(x¯, A) and t ∈ [−tmax − 116η−1C(A)−1, 0], and for all sufficiently
large k.
Now, by taking convergent subsequences from the rescaled solutions
g˜αkβkij , we see that the limit solution is defined smoothly on a space-time
open subset of M∞×(−∞, 0] containing M∞× [−tmax, 0]. By Step 4, we see
that the limiting metric g˜∞ij (·,−tmax) at time −tmax has bounded curvature.
Then by combining with the canonical neighborhood assumption of accu-
racy 2ε, we conclude that the curvature of the limit is uniformly bounded
on the time interval [−tmax, 0]. So we have excluded the possibility (1).
Hence we have proved a subsequence of the rescaled solutions converges
to an orientable ancient κ-solution.
Finally by combining with the canonical neighborhood theorem (Theo-
rem 6.4.6), we see that (x¯, t¯) has a canonical neighborhood with parameter
ε, which is a contradiction. Therefore we have completed the proof of the
proposition. 
Summing up, we have proved that for any ε > 0, (without loss of gener-
ality, we may assume ε ≤ ε¯0), there exist nonincreasing (continuous) positive
functions δ˜(t) and r˜(t), defined on [0,+∞) with
δ˜(t) ≤ δ¯(t) = min
{
1
2e2 log(1 + t)
, δ0
}
,
such that for arbitrarily given (continuous) positive function δ(t) with δ(t) <
δ˜(t) on [0,+∞), and arbitrarily given a compact orientable normalized three-
manifold as initial data, the Ricci flow with surgery has a solution on [0, T )
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obtained by evolving the Ricci flow and by performing δ-cutoff surgeries at
a sequence of times 0 < t1 < t2 < · · · < ti < · · · < T , with δ(ti) ≤ δ ≤
δ˜(ti) at each time ti, so that the pinching assumption and the canonical
neighborhood assumption (with accuracy ε) with r = r˜(t) are satisfied. (At
this moment we still do not know whether the surgery times ti are discrete.)
Since the δ-cutoff surgeries occur at the points lying deeply in the ε-
horns, the minimum of the scalar curvature Rmin(t) of the solution to the
Ricci flow with surgery at each time-slice is achieved in the region unaffected
by the surgeries. Thus we know from the evolution equation of the scalar
curvature that
(7.4.20)
d
dt
Rmin(t) ≥ 2
3
R2min(t).
In particular, the minimum of the scalar curvature Rmin(t) is nondecreasing
in time. Also note that each δ-cutoff surgery decreases volume. Then the
upper derivative of the volume in time satisfies
¯( d
dt
)
V (t) , lim sup
△t→0
V (t+△t)− V (t)
△t
≤ −Rmin(0)V (t)
which implies that
V (t) ≤ V (0)e−Rmin(0)t.
On the other hand, by Lemma 7.3.2 and the δ-cutoff procedure given
in the previous section, we know that at each time ti, each δ-cutoff surgery
cuts down the volume at least at an amount of h3(ti) with h(ti) depending
only on δ(ti) and r˜(ti). Thus the surgery times ti cannot accumulate in any
finite interval. When the solution becomes extinct at some finite time T ,
the solution at time near T is entirely covered by canonical neighborhoods
and then the initial manifold is diffeomorphic to a connected sum of a finite
copies of S2× S1 and S3/Γ (the metric quotients of round three-sphere). So
we have proved the following long-time existence result which was given by
Perelman in [108].
Theorem 7.4.3 (Long-time existence theorem). For any fixed constant
ε > 0, there exist nonincreasing (continuous) positive functions δ˜(t) and
r˜(t), defined on [0,+∞), such that for an arbitrarily given (continuous)
positive function δ(t) with δ(t) ≤ δ˜(t) on [0,+∞), and arbitrarily given a
compact orientable normalized three-manifold as initial data, the Ricci flow
with surgery has a solution with the following properties: either
(i) it is defined on a finite interval [0, T ) and obtained by evolving the
Ricci flow and by performing a finite number of cutoff surgeries,
with each δ-cutoff at a time t ∈ (0, T ) having δ = δ(t), so that
the solution becomes extinct at the finite time T , and the initial
manifold is diffeomorphic to a connected sum of a finite copies of
S2 × S1 and S3/Γ (the metric quotients of round three-sphere) ; or
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(ii) it is defined on [0,+∞) and obtained by evolving the Ricci flow
and by performing at most countably many cutoff surgeries, with
each δ-cutoff at a time t ∈ [0,+∞) having δ = δ(t), so that the
pinching assumption and the canonical neighborhood assumption
(with accuracy ε) with r = r˜(t) are satisfied, and there exist at
most a finite number of surgeries on every finite time interval.
In particular, if the initial manifold has positive scalar curvature, say
R ≥ a > 0, then by (7.4.20), the solution becomes extinct at T ≤ 32a. Hence
we have the following topological description of compact three-manifolds
with nonnegative scalar curvature which improves the well-known work of
Schoen-Yau [113], [114].
Corollary 7.4.4 (Perelman [108]). Let M be a compact orientable
three-manifold with nonnegative scalar curvature. Then either M is flat
or it is diffeomorphic to a connected sum of a finite copies of S2 × S1 and
S3/Γ (the metric quotients of the round three-sphere).
The famous Poincare´ conjecture states that every compact three-
manifold with trivial fundamental group is diffeomorphic to S3. Developing
tools to attack the conjecture formed the basis for much of the works in
three-dimensional topology over the last one hundred years. Now we use
the Ricci flow to discuss the Poincare´ conjecture.
Let M be a compact three-manifold with trivial fundamental group. In
particular, the three-manifoldM is orientable. Arbitrarily given a Riemann-
ian metric on M , by scaling we may assume the metric is normalized. With
this normalized metric as initial data, we consider the solution to the Ricci
flow with surgery. If one can show the solution becomes extinct in finite
time, it will follow from Theorem 7.4.3 (i) that the three-manifold M is
diffeomorphic to the three-sphere S3. Such a finite extinction time result
was first proposed by Perelman in [109]. Recently, Colding-Minicozzi has
published a proof of it in [44]. So the combination of Theorem 7.4.3
(i) and the finite extinction result [109, 44] gives a proof of the
Poincare´ conjecture.
We also remark that the above long-time existence result of Perelman has
been extended to compact four-manifolds with positive isotropic curvature
by Chen and the second author in [35]. As a consequence it gave a complete
proof of the following classification theorem of compact four-manifolds, with
no essential incompressible space-form and with a metric of positive isotropic
curvature. The theorem was first proved by Hamilton in ([66]), though it
was later found that the proof contains some gaps (see for example the
comment of Perelman in Page 1, the second paragraph, of [108]).
Theorem 7.4.5. A compact four-manifold with no essential incompress-
ible space-form and with a metric of positive isotropic curvature is diffeo-
morphic to S4, or RP4, or S3 × S1, or S3×˜S1 (the Z2 quotient of S3 × S1
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where Z2 flips S
3 antipodally and rotates S1 by 1800), or a connected sum of
them.
7.5. Curvature Estimates for Surgically Modified Solutions
This section is a detailed exposition of section 6 of Perelman [108]. Here
we will generalize the curvature estimates for smooth solutions in Section
7.2 to that of solutions with cutoff surgeries. We first state and prove a
version of Theorem 7.2.1.
Theorem 7.5.1 (Perelman [108]). For any ε > 0 and 1 ≤ A < +∞,
one can find κ = κ(A, ε) > 0, K1 = K1(A, ε) < +∞, K2 = K2(A, ε) < +∞
and r¯ = r¯(A, ε) > 0 such that for any t0 < +∞ there exists δ¯A = δ¯A(t0) > 0
(depending also on ε), nonincreasing in t0, with the following property. Sup-
pose we have a solution, constructed by Theorem 7.4.3 with the nonincreas-
ing (continuous) positive functions δ˜(t) and r˜(t), to the Ricci flow with δ-
cutoff surgeries on time interval [0, T ] and with a compact orientable normal-
ized three-manifold as initial data, where each δ-cutoff at a time t satisfies
δ = δ(t) ≤ δ˜(t) on [0, T ] and δ = δ(t) ≤ δ¯A on [ t02 , t0]; assume that the
solution is defined on the whole parabolic neighborhood P (x0, t0, r0,−r20) ,
{(x, t) | x ∈ Bt(x0, r0), t ∈ [t0 − r20, t0]}, 2r20 < t0, and satisfies
|Rm| ≤ r−20 on P (x0, t0, r0,−r20),
and Vol t0(Bt0(x0, r0)) ≥ A−1r30.
Then
(i) the solution is κ-noncollapsed on all scales less than r0 in the ball
Bt0(x0, Ar0);
(ii) every point x ∈ Bt0(x0, Ar0) with R(x, t0) ≥ K1r−20 has a canonical
neighborhood B, with Bt0(x, σ) ⊂ B ⊂ Bt0(x, 2σ) for some 0 < σ <
C1(ε)R
− 1
2 (x, t0), which is either a strong ε-neck or an ε-cap;
(iii) if r0 ≤ r¯
√
t0 then R ≤ K2r−20 in Bt0(x0, Ar0).
Here C1(ε) is the positive constant in the canonical neighborhood assump-
tion.
Proof. Without loss of generality, we may assume 0 < ε ≤ ε¯0, where ε¯0
is the sufficiently small (universal) positive constant in Lemma 7.4.2.
(i) This is analog of no local collapsing theorem II (Theorem 3.4.2). In
comparison with the no local collapsing theorem II, this statement gives κ-
noncollapsing property no matter how big the time is and it also allows the
solution to be modified by surgery.
Let η(≥ 10) be the universal constant in the definition of the canonical
neighborhood assumption. Recall that we had removed every component
which has positive sectional curvature in our surgery procedure. By the
same argument as in the first part of the proof of Lemma 7.4.2, the canonical
neighborhood assumption of the solution implies the κ-noncollapsing on the
HAMILTON-PERELMAN’S PROOF 323
scales less than 12η r˜(t0) for some positive constant κ depending only on C1(ε)
and C2(ε) (in the definition of the canonical neighborhood assumption). So
we may assume 12η r˜(t0) ≤ r0 ≤
√
t0
2 , and study the scales ρ,
1
2η r˜(t0) ≤ ρ ≤
r0. Let x ∈ Bt0(x0, Ar0) and assume that the solution satisfies
|Rm| ≤ ρ−2
for those points in P (x, t0, ρ,−ρ2) , {(y, t) | y ∈ Bt(x, ρ), t ∈ [t0−ρ2, t0]} for
which the solution is defined. We want to bound the ratio Vol t0(Bt0(x, ρ))/ρ
3
from below.
Recall that a space-time curve is called admissible if it stays in the region
unaffected by surgery, and a space-time curve on the boundary of the set of
admissible curves is called a barely admissible curve. Consider any barely
admissible curve γ, parametrized by t ∈ [tγ , t0], t0 − r20 ≤ tγ ≤ t0, with
γ(t0) = x. The same proof for the assertion (7.4.2) (in the proof of Lemma
7.4.2) shows that for arbitrarily large L > 0 (to be determined later), one
can find a sufficiently small δ¯(L, t0, r˜(t0), r˜(
t0
2 ), ε) > 0 such that when each
δ-cutoff in [ t02 , t0] satisfies δ ≤ δ¯(L, t0, r˜(t0), r˜( t02 ), ε), there holds
(7.5.1)
∫ t0
tγ
√
t0 − t(R+(γ(t), t) + |γ˙(t)|2)dt ≥ Lr0.
From now on, we assume that each δ-cutoff of the solution in the time
interval [ t02 , t0] satisfies δ ≤ δ¯(L, t0, r˜(t0), r˜( t02 ), ε).
Let us scale the solution, still denoted by gij(·, t), to make r0 = 1 and
the time as t0 = 1. By the maximum principle, it is easy to see that the
(rescaled) scalar curvature satisfies
R ≥ − 3
2t
on (0, 1]. Let us consider the time interval [12 , 1] and define a function of the
form
h(y, t) = φ(dt(x0, y)−A(2t− 1))(L¯(y, τ) + 2
√
τ)
where τ = 1 − t, φ is the function of one variable chosen in the proof of
Theorem 3.4.2 which is equal to one on (−∞, 120 ), rapidly increasing to
infinity on ( 120 ,
1
10), and satisfies 2
(φ′)2
φ − φ′′ ≥ (2A + 300)φ′ − C(A)φ for
some constant C(A) < +∞, and L¯ is the function defined by
L¯(q, τ) = inf
{
2
√
τ
∫ τ
0
√
s(R + |γ˙|2)ds | (γ(s), s), s ∈ [0, τ ]
is a space-time curve with γ(0) = x and γ(τ) = q
}
.
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Note that
L¯(y, τ) ≥ 2√τ
∫ τ
0
√
sRds(7.5.2)
≥ −4τ2
> −2√τ
since R ≥ −3 and 0 < τ ≤ 12 . This says h is positive for t ∈ [12 , 1]. Also note
that
(7.5.3)
∂
∂τ
L¯+△L¯ ≤ 6
as long as L¯ is achieved by admissible curves. Then as long as the shortest L-
geodesics from (x0, 0) to (y, τ) are admissible, there holds at y and t = 1−τ ,(
∂
∂t
−△
)
h ≥
(
φ′
[(
∂
∂t
−△
)
dt − 2A
]
− φ′′
)
· (L¯+ 2√τ)
−
(
6 +
1√
τ
)
φ− 2〈∇φ,∇L¯〉.
Firstly, we may assume the constant L in (7.5.1) is not less than
2 exp(C(A) + 100). We claim that Lemma 3.4.1(i) is applicable for d =
dt(·, x0) at y and t = 1− τ (with τ ∈ [0, 12 ]) whenever L¯(y, τ) is achieved by
admissible curves and satisfies the estimate
L¯(y, τ) ≤ 3√τ exp(C(A) + 100).
Indeed, since the solution is defined on the whole neighborhood P (x0, t0, r0,
−r20) with r0 = 1 and t0 = 1, the point x0 at the time t = 1− τ lies on the
region unaffected by surgery. Note that R ≥ −3 for t ∈ [12 , 1]. When L¯(y, τ)
is achieved by admissible curves and satisfies L¯(y, τ) ≤ 3√τ exp(C(A)+100),
the estimate (7.5.1) implies that the point y at the time t = 1−τ does not lie
in the collars of the gluing caps. Thus any minimal geodesic (with respect
to the metric gij(·, t) with t = 1 − τ) connecting x0 and y also lies in the
region unaffected by surgery; otherwise the geodesic is not minimal. Then
from the proof of Lemma 3.4.1(i), we see that it is applicable.
Assuming the minimum of h at a time, say t = 1 − τ , is achieved at
a point, say y, and assuming L¯(y, τ) is achieved by admissible curves and
satisfies L¯(y, τ) ≤ 3√τ exp(C(A) + 100), we have
(L¯+ 2
√
τ)∇φ = −φ∇L¯,
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and then by the computations and estimates in the proof of Theorem 3.4.2,(
∂
∂t
−△
)
h
≥
(
φ′
[(
∂
∂t
−△
)
dt − 2A
]
− φ′′ + 2(φ
′)2
φ
)
· (L¯+ 2√τ)−
(
6 +
1√
τ
)
φ
≥ −C(A)h−
(
6 +
1√
τ
)
h
(2
√
τ − 4τ2) ,
at y and t = 1− τ . Here we used (7.5.2) and Lemma 3.4.1(i).
As before, denoting by hmin(τ) = minz h(z, 1 − τ), we obtain
d
dτ
(
log
(
hmin(τ)√
τ
))
≤ C(A) + 6
√
τ + 1
2τ − 4τ2√τ −
1
2τ
(7.5.4)
≤ C(A) + 50√
τ
,
as long as the associated shortest L-geodesics are admissible with L¯ ≤
3
√
τ exp(C(A) + 100). On the other hand, by definition, we have
(7.5.5) lim
τ→0+
hmin(τ)√
τ
≤ φ(d1(x0, x)−A) · 2 = 2.
The combination of (7.5.4) and (7.5.5) gives the following assertion:
Let τ ∈ [0, 12 ]. If for each s ∈ [0, τ ], inf{L¯(y, s) | dt(x0, y) ≤ A(2t− 1)+
1
10 with s = 1− t} is achieved by admissible curves, then we have
inf
{
L¯(y, τ) | dt(x0, y) ≤ A(2t− 1) + 1
10
with τ = 1− t
}
(7.5.6)
≤ 2√τ exp(C(A) + 100).
Note again that R ≥ −3 for t ∈ [12 , 1]. By combining with (7.5.1),
we know that any barely admissible curve γ, parametrized by s ∈ [0, τ ],
0 ≤ τ ≤ 12 , with γ(0) = x, satisfies∫ τ
0
√
s(R+ |γ˙|2)ds ≥ 7
4
exp(C(A) + 100),
by assuming L ≥ 2 exp(C(A) + 100).
Since |Rm| ≤ ρ−2 on P (x, t0, ρ,−ρ2) with ρ ≥ 12η r˜(t0) (and t0 = 1) and
δ¯(L, t0, r˜(t0), r˜(
t0
2 ), ε) > 0 is sufficiently small, the parabolic neighborhood
P (x, 1, ρ,−ρ2) around the point (x, 1) is contained in the region unaffected
by the surgery. Thus as τ = 1− t is sufficiently close to zero, 1
2
√
τ
inf L¯ can
be bounded from above by a small positive constant and then the infimum
inf{L¯(y, τ) | dt(x0, y) ≤ A(2t − 1) + 110 with τ = 1 − t} is achieved by
admissible curves.
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Hence we conclude that for each τ ∈ [0, 12 ], any minimizing curve γτ of
inf{L¯(y, τ)| dt(x0, y) ≤ A(2t − 1) + 110 with τ = 1 − t} is admissible and
satisfies ∫ τ
0
√
s(R+ |γ˙τ |2)ds ≤ exp(C(A) + 100).
Now we come back to the unrescaled solution. It then follows that the
Li-Yau-Perelman distance l from (x, t0) satisfies the following estimate
(7.5.7)
min
{
l
(
y, t0 − 1
2
r20
) ∣∣∣ y ∈ Bt0− 12 r20
(
x0,
1
10
r0
)}
≤ exp(C(A) + 100),
by noting the (parabolic) scaling invariance of the Li-Yau-Perelman distance.
By the assumption that |Rm| ≤ r−20 on P (x0, t0, r0,−r20), exactly as be-
fore, for any q ∈ Bt0−r20(x0, r0), we can choose a path γ parametrized by τ ∈
[0, r20 ] with γ(0) = x, γ(r
2
0) = q, and γ(
1
2r
2
0) = y ∈ Bt0− 12 r20(x0,
1
10r0), where
γ|[0, 1
2
r20]
achieves the minimum min{l(y, t0 − 12r20) | y ∈ Bt0− 12 r20(x0,
1
10r0)}
and γ|[ 1
2
r20 ,r
2
0]
is a suitable curve satisfying γ|[ 1
2
r20,r
2
0]
(τ) ∈ Bt0−τ (x0, r0), for
each τ ∈ [12r20, r20 ], so that the L-length of γ is uniformly bounded from above
by a positive constant (depending only on A) multiplying r0. This implies
that the Li-Yau-Perelman distance from (x, t0) to the ball Bt0−r20(x0, r0) is
uniformly bounded by a positive constant L(A) (depending only on A). Now
we can choose the constant L in (7.5.1) by
L = max{2L(A), 2 exp(C(A) + 100)}.
Thus every shortest L-geodesic from (x, t0) to the ball Bt0−r20(x0, r0) is neces-
sarily admissible. By combining with the assumption that Vol t0(Bt0(x0, r0))
≥ A−1 r30, we conclude that Perelman’s reduced volume of the ball
Bt0−r20(x0, r0) satisfies the estimate
V˜r20(Bt0−r20(x0, r0)) =
∫
B
t0−r
2
0
(x0,r0)
(4πr20)
− 3
2 exp(−l(q, r20))dVt0−r20(q)
(7.5.8)
≥ c(A)
for some positive constant c(A) depending only on A.
We can now argue as in the last part of the proof of Lemma 7.4.2 to get
a lower bound estimate for the volume of the ball Bt0(x, ρ). The union of
all shortest L-geodesics from (x, t0) to the ball Bt0−r20(x0, r0), defined by
CBt0−r20(x0, r0) = {(y, t) | (y, t) lies in a shortest L-geodesic from
(x, t0) to a point in Bt0−r20(x0, r0)},
forms a cone-like subset in space-time with vertex (x, t0). Denote by B(t)
the intersection of the cone-like subset CBt0−r20(x0, r0) with the time-slice
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at t. Perelman’s reduced volume of the subset B(t) is given by
V˜t0−t(B(t)) =
∫
B(t)
(4π(t0 − t))−
3
2 exp(−l(q, t0 − t))dVt(q).
Since the cone-like subset CBt0−r20(x0, r0) lies entirely in the region unaf-
fected by surgery, we can apply Perelman’s Jacobian comparison Theorem
3.2.7 and the estimate (7.5.8) to conclude that
V˜t0−t(B(t)) ≥ V˜r20(Bt0−r20(x0, r0))(7.5.9)
≥ c(A)
for all t ∈ [t0 − r20, t0].
As before, denoting by ξ = ρ−1Vol t0(Bt0(x, ρ))
1
3 , we only need to get
a positive lower bound for ξ. Of course we may assume ξ < 1. Consider
B˜(t0 − ξρ2), the subset at the time-slice {t = t0 − ξρ2} where every point
can be connected to (x, t0) by an admissible shortest L-geodesic. Perelman’s
reduced volume of B˜(t0 − ξρ2) is given by
V˜ξρ2(B˜(t0 − ξρ2))
(7.5.10)
=
∫
eB(t0−ξρ2)
(4πξρ2)−
3
2 exp(−l(q, ξρ2))dVt0−ξρ2(q)
=
∫
eB(t0−ξρ2)∩L exp
{|υ|≤ 14 ξ
− 12 }
(ξρ2)
(4πξρ2)−
3
2 exp(−l(q, ξρ2))dVt0−ξρ2(q)
+
∫
eB(t0−ξρ2)\L exp
{|υ|≤ 14 ξ
− 12 }
(ξρ2)
(4πξρ2)−
3
2 exp(−l(q, ξρ2))dVt0−ξρ2(q).
Note that the whole region P (x, t0, ρ,−ρ2) is unaffected by surgery because
ρ ≥ 12η r˜(t0) and δ¯(L, t0, r˜(t0), r˜( t02 ), ε) > 0 is sufficiently small. Then exactly
as before, there is a universal positive constant ξ0 such that when 0 < ξ ≤ ξ0,
there holds
L exp{|υ|≤ 1
4
ξ−
1
2 }(ξρ
2) ⊂ Bt0(x, ρ)
and the first term on RHS of (7.5.10) can be estimated by
∫
eB(t0−ξρ2)∩L exp
{|υ|≤ 14 ξ
− 12 }
(ξρ2)
(4πξρ2)−
3
2 exp(−l(q, ξρ2))dVt0−ξρ2(q)
(7.5.11)
≤ eCξ(4π)− 32 ξ 32
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for some universal constant C; while the second term on RHS of (7.5.10)
can be estimated by∫
eB(t0−ξρ2)\L exp
{|υ|≤ 14 ξ
− 12 }
(ξρ2)
(4πξρ2)−
3
2 exp(−l(q, ξρ2))dVt0−ξρ2(q)(7.5.12)
≤ (4π)− 32
∫
{|υ|> 1
4
ξ−
1
2 }
exp(−|υ|2)dυ.
Since B(t0− ξρ2) ⊂ B˜(t0− ξρ2), the combination of (7.5.9)-(7.5.12) bounds
ξ from below by a positive constant depending only on A. This proves the
statement (i).
(ii) This is analogous to the claim in the proof of Theorem 7.2.1. We
argue by contradiction. Suppose that for some A < +∞ and a sequence
Kα1 → ∞, there exists a sequence tα0 such that for any sequences δ¯αβ > 0
with δ¯αβ → 0 for fixed α, we have sequences of solutions gαβij to the Ricci
flow with surgery and sequences of points xαβ0 , of radii r
αβ
0 , which satisfy the
assumptions but violate the statement (ii) at some xαβ ∈ Btα0 (x
αβ
0 , Ar
αβ
0 )
with R(xαβ, tα0 ) ≥ Kα1 (rαβ0 )−2. Slightly abusing notation, we will often drop
the indices α, β in the following argument.
Exactly as in the proof of Theorem 7.2.1, we need to adjust the point
(x, t0). More precisely, we claim that there exists a point (x¯, t¯)∈Bt¯(x0, 2Ar0)
×[t0 − r
2
0
2 , t0] with Q¯ , R(x¯, t¯) ≥ K1r−20 such that the point (x¯, t¯) does not
satisfy the canonical neighborhood statement, but each point (y, t) ∈ P¯ with
R(y, t) ≥ 4Q¯ does, where P¯ is the set of all (x′, t′) satisfying t¯− 14K1Q¯−1 ≤
t′ ≤ t¯, dt′(x0, x′) ≤ dt¯(x0, x¯) +K
1
2
1 Q¯
− 1
2 . Indeed as before, the point (x¯, t¯) is
chosen by an induction argument. We first choose (x1, t1) = (x, t0) which
satisfies dt1(x0, x1) ≤ Ar0 and R(x1, t1) ≥ K1r−20 , but does not satisfy
the canonical neighborhood statement. Now if (xk, tk) is already chosen
and is not the desired (x¯, t¯), then some point (xk+1, tk+1) satisfies tk −
1
4K1R(xk, tk)
−1 ≤ tk+1 ≤ tk, dtk+1(x0, xk+1) ≤ dtk(x0, xk)+K
1
2
1 R(xk, tk)
− 1
2 ,
and R(xk+1, tk+1) ≥ 4R(xk, tk), but (xk+1, tk+1) does not satisfy the canon-
ical neighborhood statement. Then we have
R(xk+1, tk+1) ≥ 4kR(x1, t1) ≥ 4kK1r−20 ,
dtk+1(x0, xk+1) ≤ dt1(x0, x1) +K
1
2
1
k∑
i=1
R(xi, ti)
− 1
2 ≤ Ar0 + 2r0,
and
t0 ≥ tk+1 ≥ t0 − 1
4
K1
k∑
i=1
R(xi, ti)
−1 ≥ t0 − 1
2
r20.
So the sequence must be finite and its last element is the desired (x¯, t¯).
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Rescale the solutions along (x¯, t¯) with factor R(x¯, t¯)(≥ K1r−20 ) and shift
the times t¯ to zero. We will adapt both the proof of Proposition 7.4.1 and
that of Theorem 7.2.1 to show that a sequence of the rescaled solutions g˜αβij
converges to an ancient κ-solution, which will give the desired contradiction.
Since we only need to consider the scale of the curvature less than r˜(t¯)−2,
the present situation is much easier than that of Proposition 7.4.1.
Firstly as before, we need to get a local curvature estimate.
For each adjusted (x¯, t¯), let [t′, t¯] be the maximal subinterval of [t¯ −
1
20η
−1Q¯−1, t¯] so that for each sufficiently large α and then sufficiently
large β, the canonical neighborhood statement holds for any (y, t) in P (x¯, t¯,
1
10K
1
2
1 Q¯
− 1
2 , t′ − t¯) = {(x, t) | x ∈ Bt(x¯, 110K
1
2
1 Q¯
− 1
2 ), t ∈ [t′, t¯]} with R(y, t) ≥
4Q¯, where η is the universal positive constant in the definition of canonical
neighborhood assumption. We want to show
(7.5.13) t′ = t¯− 1
20
η−1Q¯−1.
Consider the scalar curvature R at the point x¯ over the time interval
[t′, t¯]. If there is a time t˜ ∈ [t′, t¯] satisfying R(x¯, t˜) ≥ 4Q¯, we let t˜ be the
first of such time from t¯. Since the chosen point (x¯, t¯) does not satisfy the
canonical neighborhood statement, we know R(x¯, t¯) ≤ r˜(t¯)−2. Recall from
our designed surgery procedure that if there is a cutoff surgery at a point
x at a time t, the scalar curvature at (x, t) is at least (δ¯αβ)−2r˜(t)−2. Then
for each fixed α, for β large enough, the solution gαβij (·, t) around the point
x¯ over the time interval [t˜ − 120η−1Q¯−1, t˜] is well defined and satisfies the
following curvature estimate
R(x¯, t) ≤ 8Q¯,
for t ∈ [t˜ − 120η−1Q¯−1, t¯] (or t ∈ [t′, t¯] if there is no such time t˜). By the
assumption that t0 > 2r
2
0, we have
t¯R(x¯, t¯) ≥ t0
2
R(x¯, t¯)
≥ r20(K1r−20 )
= K1 → +∞.
Thus by using the pinching assumption and the gradient estimates in the
canonical neighborhood assumption, we further have
|Rm(x, t)| ≤ 30Q¯,
for all x ∈ Bt(x¯, 110η−1Q¯−
1
2 ) and t ∈ [t˜− 120η−1Q¯−1, t¯] (or t ∈ [t′, t¯]) and all
sufficiently large α and β. Observe that Lemma 3.4.1 (ii) is applicable for
dt(x0, x¯) with t ∈ [t˜− 120η−1Q¯−1, t¯] (or t ∈ [t′, t¯]) since any minimal geodesic,
with respect to the metric gij(·, t), connecting x0 and x¯ lies in the region
unaffected by surgery; otherwise the geodesic is not minimal. After having
obtained the above curvature estimate, we can argue as deriving (7.2.2) and
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(7.2.3) in the proof of Theorem 7.2.1 to conclude that any point (x, t), with
t˜− 120η−1Q¯−1 ≤ t ≤ t¯ (or t ∈ [t′, t¯]) and dt(x, x¯) ≤ 110K
1
2
1 Q¯
− 1
2 , satisfies
dt(x, x0) ≤ dt¯(x¯, x0) +
1
2
K
1
2
1 Q¯
− 1
2 ,
for all sufficiently large α and β. Then by combining with the choice of
the points (x¯, t¯), we prove t′ = t¯ − 120η−1Q¯−1 (i.e., the canonical neigh-
borhood statement holds for any point (y, t) in the parabolic neighborhood
P (x¯, t¯, 110K
1
2
1 Q¯
− 1
2 ,− 120η−1Q¯−1) with R(y, t) ≥ 4Q¯) for all sufficiently large α
and then sufficiently large β.
Now it follows from the gradient estimates in the canonical neighborhood
assumption that the scalar curvatures of the rescaled solutions g˜αβij satisfy
R˜(x, t) ≤ 40
for those (x, t) ∈ P (x¯, 0, 110η−1,− 120η−1) , {(x′, t′) | x′ ∈ B˜t′(x¯, 110η−1), t′ ∈
[− 120η−1, 0]}, for which the rescaled solution is defined. (Here B˜t′ denotes the
geodesic ball in the rescaled solution at time t′). Note again that R(x¯, t¯) ≤
r˜(t¯)−2 and recall from our designed surgery procedure that if there is a cutoff
surgery at a point x at a time t, the scalar curvature at (x, t) is at least
(δ¯αβ)−2r˜(t)−2. Then for each fixed sufficiently large α, for β large enough,
the rescaled solution g˜αβij is defined on the whole parabolic neighborhood
P (x¯, 0, 110η
−1,− 120η−1). More generally, for arbitrarily fixed 0 < K˜ < +∞,
there is a positive integer α0 so that for each α ≥ α0 we can find β0 > 0
(depending on α) such that if β ≥ β0 and (y, 0) is a point on the rescaled
solution g˜αβij with R˜(y, 0) ≤ K˜ and d˜0(y, x¯) ≤ K˜, we have estimate
(7.5.14) R˜(x, t) ≤ 40K˜
for (x, t) ∈ P (y, 0, 110 η−1 K˜−
1
2 , − 120 η−1K˜−1) , {(x′, t′) | x′ ∈ B˜t′(y,
1
10η
−1K˜−
1
2 ), t′ ∈ [− 120η−1K˜−1, 0]}. In particular, the rescaled solution is de-
fined on the whole parabolic neighborhood P (y, 0, 110η
−1K˜−
1
2 ,− 120η−1K˜−1).
Next, we want to show the curvature of the rescaled solutions at the new
times zero (after shifting) stay uniformly bounded at bounded distances from
x¯ for some subsequences of α and β. Let αm, βm → +∞ be chosen so that
the estimate (7.5.14) holds with K˜ = m. For all ρ ≥ 0, set
M(ρ) = sup{R˜(x, 0) | m ≥ 1, d0(x, x¯) ≤ ρ in the rescaled solutions g˜αmβmij }
and
ρ0 = sup{ρ ≥ 0 | M(ρ) < +∞}.
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Clearly the estimate (7.5.14) yields ρ0 > 0. As we consider the unshifted
time t¯, by combining with the assumption that t0 > 2r
2
0 , we have
t¯R(x¯, t¯) ≥ t0
2
R(x¯, t¯)(7.5.15)
≥ r20(K1r−20 )
= K1 → +∞.
It then follows from the pinching assumption that we only need to show ρ0 =
+∞. As before, we argue by contradiction. Suppose we have a sequence
of points ym in the rescaled solutions g˜
αmβm
ij with d˜0(x¯, ym) → ρ0 < +∞
and R˜(ym, 0) → +∞. Denote by γm a minimizing geodesic segment from
x¯ to ym and denote by B˜0(x¯, ρ0) the open geodesic balls centered at x¯ of
radius ρ0 of the rescaled solutions. By applying the assertion in statement
(i), we have uniform κ-noncollapsing at the points (x¯, t¯). By combining with
the local curvature estimate (7.5.14) and Hamilton’s compactness theorem,
we can assume that, after passing to a subsequence, the marked sequence
(B˜0(x¯, ρ0), g˜
αmβm
ij , x¯) converges in the C
∞
loc topology to a marked (noncom-
plete) manifold (B∞, g˜∞ij , x∞) and the geodesic segments γm converge to
a geodesic segment (missing an endpoint) γ∞ ⊂ B∞ emanating from x∞.
Moreover, by the pinching assumption and the estimate (7.5.15), the limit
has nonnegative sectional curvature.
Then exactly as before, we consider the tubular neighborhood along γ∞
V =
⋃
q0∈γ∞
B∞(q0, 4π(R˜∞(q0))−
1
2 )
and the completion B¯∞ of (B∞, g˜∞ij ) with y∞ ∈ B¯∞ the limit point of γ∞.
As before, by the choice of the points (x¯, t¯), we know that the limiting
metric g˜∞ij is cylindrical at any point q0 ∈ γ∞ which is sufficiently close to
y∞. Then by the same reason as before the metric space V¯ = V ∪{y∞} has
nonnegative curvature in Alexandrov sense, and we have a three-dimensional
nonflat tangent cone Cy∞ V¯ at y∞. Pick z ∈ Cy∞ V¯ with distance one from
the vertex and it is nonflat around z. By definition B(z, 12)(⊂ Cy∞ V¯ ) is
the Gromov-Hausdoff convergent limit of the scalings of a sequence of balls
B∞(zk, σk)(⊂ (V, g˜∞ij )) with σk → 0. Since the estimate (7.5.14) survives
on (V, g˜∞ij ) for all K˜ < +∞, we know that this convergence is actually in
the C∞loc topology and over some time interval. Since the limit B(z,
1
2)(⊂
Cy∞ V¯ ) is a piece of a nonnegatively curved nonflat metric cone, we get a
contradiction with Hamilton’s strong maximum Principle (Theorem 2.2.1)
as before. Hence we have proved that a subsequence of the rescaled solution
g˜αmβmij has uniformly bounded curvatures at bounded distance from x¯ at the
new times zero.
Further, by the uniform κ-noncollapsing at the points (x¯, t¯) and the
estimate (7.5.14) again, we can take a C∞loc limit (M∞, g˜
∞
ij , x∞), defined on
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a space-time subset which contains the time slice {t = 0} and is relatively
open in M∞ × (−∞, 0], for the subsequence of the rescaled solutions. The
limit is a smooth solution to the Ricci flow, and is complete at t = 0, as well
as has nonnegative sectional curvature by the pinching assumption and the
estimate (7.5.15). Thus by repeating the same argument as in the Step 4 of
the proof Proposition 7.4.1, we conclude that the curvature of the limit at
t = 0 is bounded.
Finally we try to extend the limit backwards in time to get an ancient
κ-solution. Since the curvature of the limit is bounded at t = 0, it fol-
lows from the estimate (7.5.14) that the limit is a smooth solution to the
Ricci flow defined at least on a backward time interval [−a, 0] for some pos-
itive constant a. Let (t∞, 0] be the maximal time interval over which we
can extract a smooth limiting solution. It suffices to show t∞ = −∞. If
t∞ > −∞, there are only two possibilities: either there exist surgeries in
finite distance around the time t∞ or the curvature of the limiting solution
becomes unbounded as tց t∞.
Let c > 0 be a positive constant much smaller than 1100η
−1. Note again
that the infimum of the scalar curvature is nondecreasing in time. Then we
can find some point y∞ ∈ M∞ and some time t = t∞ + θ with 0 < θ < c3
such that R˜∞(y∞, t∞ + θ) ≤ 2.
Consider the (unrescaled) scalar curvature R of gαmβmij (·, t) at the point
x¯ over the time interval [t¯+ (t∞ + θ2 )Q¯
−1, t¯]. Since the scalar curvature R∞
of the limit on M∞ × [t∞ + θ3 , 0] is uniformly bounded by some positive
constant C, we have the curvature estimate
R(x¯, t) ≤ 2CQ¯
for all t ∈ [t¯+ (t∞ + θ2)Q¯−1, t¯] and all sufficiently large m. For each fixed m
and αm, we may require the chosen βm to satisfy
(δ¯αmβm)−2
(
r˜
(
tαm0
2
))−2
≥ mr˜(tαm0 )−2 ≥ mQ¯.
Whenm is large enough, we observe again that Lemma 3.4.1 (ii) is applicable
for dt(x0, x¯) with t ∈ [t¯+ (t∞ + θ2)Q¯−1, t¯]. Then by repeating the argument
as in the derivation of (7.2.1), (7.2.2) and (7.2.3), we deduce that for all
sufficiently large m, the canonical neighborhood statement holds for any
(y, t) in the parabolic neighborhood P (x¯, t¯, 110K
1
2
1 Q¯
− 1
2 , (t∞ + θ2)Q¯
−1) with
R(y, t) ≥ 4Q¯.
Let (ym, t¯+(t∞+ θm)Q¯−1) be a sequence of associated points and times
in the (unrescaled) solutions gαmβmij (·, t) so that after rescaling, the sequence
converges to (y∞, t∞+θ) in the limit. Clearly θ2 ≤ θm ≤ 2θ for all sufficiently
large m. Then by the argument as in the derivation of (7.5.13), we know
that for all sufficiently large m, the solution gαmβmij (·, t) at ym is defined on
the whole time interval [t¯+ (t∞ + θm − 120η−1)Q¯−1, t¯+ (t∞ + θm)Q¯−1] and
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satisfies the curvature estimate
R(ym, t) ≤ 8Q¯
there; moreover the canonical neighborhood statement holds for any (y, t)
with R(y, t) ≥ 4Q¯ in the parabolic neighborhood P (ym, t¯, 110K
1
2
1 Q¯
− 1
2 , (t∞ −
c
3)Q¯
−1).
We now consider the rescaled sequence g˜αmβmij (·, t) with the marked
points replaced by ym and the times replaced by sm ∈ [t¯+ (t∞− c4 )Q¯−1, t¯+
(t∞+ c4)Q¯
−1]. As before the Li-Yau-Hamilton inequality implies the rescaling
limit around (ym, sm) agrees with the original one. Then the arguments in
previous paragraphs imply the limit is well-defined and smooth on a space-
time open neighborhood of the maximal time slice {t = t∞}. Particularly
this excludes the possibility of existing surgeries in finite distance around the
time t∞. Moreover, the limit at t = t∞ also has bounded curvature. By us-
ing the gradient estimates in the canonical neighborhood assumption on the
parabolic neighborhood P (ym, t¯,
1
10K
1
2
1 Q¯
− 1
2 , (t∞ − c3)Q¯−1), we see that the
second possibility is also impossible. Hence we have proved a subsequence
of the rescaled solutions converges to an ancient κ-solution.
Therefore we have proved the canonical neighborhood statement (ii).
(iii) This is analogous to Theorem 7.2.1. We also argue by contradiction.
Suppose for some A < +∞ and sequences of positive numbers Kα2 → +∞,
r¯α → 0 there exists a sequence of times tα0 such that for any sequences
δ¯αβ > 0 with δ¯αβ → 0 for fixed α, we have sequences of solutions gαβij to the
Ricci flow with surgery and sequences of points xαβ0 , of positive constants
rαβ0 with r
αβ
0 ≤ r¯α
√
tα0 which satisfy the assumptions, but for all α, β there
hold
(7.5.16) R(xαβ , tα0 ) > K
α
2 (r
αβ
0 )
−2, for some xαβ ∈ Btα0 (x
αβ
0 , Ar
αβ
0 ).
We may assume that δ¯αβ ≤ δ¯4A(tα0 ) for all α, β, where δ¯4A(tα0 ) is chosen
so that the statements (i) and (ii) hold on Btα0 (x
αβ
0 , 4Ar
αβ
0 ). Let gˆ
αβ
ij be the
rescaled solutions of gαβij around the origins x
αβ
0 with factor (r
αβ
0 )
−2 and shift
the times tα0 to zero. Then by applying the statement (ii), we know that the
regions, where the scalar curvature of the rescaled solutions gˆαβij is at least
K1(= K1(4A)), are canonical neighborhood regions. Note that canonical
ε-neck neighborhoods are strong. Also note that the pinching assumption
and the assertion
tα0 (r
αβ
0 )
−2 ≥ (r¯α)−2 → +∞, as α→ +∞,
imply that any subsequent limit of the rescaled solutions gˆαβij must have
nonnegative sectional curvature. Thus by the above argument in the proof
of the statement (ii) (or the argument in Step 2 of the proof of Theorem
7.1.1), we conclude that there exist subsequences α = αm, β = βm such
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that the curvatures of the rescaled solutions gˆαmβmij stay uniformly bounded
at distances from the origins xαmβm0 not exceeding 2A. This contradicts
(7.5.16) for m sufficiently large. This proves the statements (iii).
Clearly for fixed A, after defining the δ¯A(t0) for each t0, one can adjust
the δ¯A(t0) so that it is nonincreasing in t0.
Therefore we have completed the proof of the theorem. 
From now on we redefine the function δ˜(t) so that it is also less than
δ¯2(t+1)(2t) and then the above theorem always holds for A ∈ [1, 2(t0 + 1)].
Particularly, we still have
δ˜(t) ≤ δ¯(t) = min{ 1
2e2 log(1 + t)
, δ0},
which tends to zero as t→ +∞. We may also require that r˜(t) tends to zero
as t→ +∞.
The next result is a version of Theorem 7.2.2 for solutions with surgery.
Theorem 7.5.2 (Perelman [108]). For any ε > 0 and w > 0, there exist
τ = τ(w, ε) > 0, K = K(w, ε) < +∞, r¯ = r¯(w, ε) > 0, θ = θ(w, ε) > 0 and
T = T (w) < +∞ with the following property. Suppose we have a solution,
constructed by Theorem 7.4.3 with the nonincreasing (continuous) positive
functions δ˜(t) and r˜(t), to the Ricci flow with surgery on the time interval
[0, t0] with a compact orientable normalized three-manifold as initial data,
where each δ-cutoff at a time t ∈ [0, t0] has δ = δ(t) ≤ min{δ˜(t), r˜(2t)}. Let
r0, t0 satisfy θ
−1h ≤ r0 ≤ r¯
√
t0 and t0 ≥ T , where h is the maximal cutoff
radius for surgeries in [ t02 , t0] (if there is no surgery in the time interval
[ t02 , t0], we take h = 0), and assume that the solution on the ball Bt0(x0, r0)
satisfies
Rm(x, t0) ≥ −r−20 , on Bt0(x0, r0),
and Vol t0(Bt0(x0, r0)) ≥ wr30 .
Then the solution is well defined and satisfies
R(x, t) < Kr−20
in the whole parabolic neighborhood
P
(
x0, t0,
r0
4
,−τr20
)
=
{
(x, t) | x ∈ Bt
(
x0,
r0
4
)
, t ∈ [t0 − τr20, t0]
}
.
Proof. We are given that Rm(x, t0) ≥ −r−20 for x ∈ Bt0(x0, r0), and
Vol t0(Bt0(x0, r0)) ≥ wr30. The same argument in the derivation of (7.2.7)
and (7.2.8) (by using the Alexandrov space theory) implies that there exists
a ball Bt0(x
′, r′) ⊂ Bt0(x0, r0) with
(7.5.17) Vol t0(Bt0(x
′, r′)) ≥ 1
2
α3(r
′)3
and with
(7.5.18) r′ ≥ c(w)r0
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for some small positive constant c(w) depending only on w, where α3 is the
volume of the unit ball in R3.
As in (7.1.2), we can rewrite the pinching assumption (7.3.3) as
Rm ≥ −[f−1(R(1 + t))/(R(1 + t))]R,
where
y = f(x) = x(log x− 3), for e2 ≤ x < +∞,
is increasing and convex with range −e2 ≤ y < +∞, and its inverse function
is also increasing and satisfies
lim
y→+∞ f
−1(y)/y = 0.
Note that t0r
−2
0 ≥ r¯−2 by the hypotheses. We may require T (w) ≥
8c(w)−1. Then by applying Theorem 7.5.1 (iii) with A = 8c(w)−1 and
combining with the pinching assumption, we can reduce the proof of the
theorem to the special case w = 12α3. In the following we simply assume
w = 12α3.
Let us first consider the case r0 < r˜(t0). We claim that R(x, t0) ≤ C20r−20
on Bt0(x0,
r0
3 ), for some sufficiently large positive constant C0 depending
only on ε. If not, then there is a canonical neighborhood around (x, t0).
Note that the type (c) canonical neighborhood has already been ruled out by
our design of cutoff surgeries. Thus (x, t0) belongs to an ε-neck or an ε-cap.
This tells us that there is a nearby point y, with R(y, t0) ≥ C−12 R(x, t0) >
C−12 C
2
0r
−2
0 and dt0(y, x) ≤ C1R(x, t0)−
1
2 ≤ C1C−10 r0, which is the center of
the ε-neck Bt0(y, ε
−1R(y, t0)−
1
2 ). (Here C1, C2 are the positive constants
in the definition of canonical neighborhood assumption). Clearly, when
we choose C0 to be much larger than C1, C2 and ε
−1, the whole ε-neck
Bt0(y, ε
−1R(y, t0)−
1
2 ) is contained in Bt0(x0,
r0
2 ) and we have
(7.5.19)
Vol t0(Bt0(y, ε
−1R(y, t0)−
1
2 ))
(ε−1R(y, t0)−
1
2 )3
≤ 8πε2.
Without loss of generality, we may assume ε > 0 is very small. Since we have
assumed that Rm ≥ −r−20 on Bt0(x0, r0) and Vol t0(Bt0(x0, r0)) ≥ 12α3r30, we
then get a contradiction by applying the standard Bishop-Gromov volume
comparison. Thus we have the desired curvature estimate R(x, t0) ≤ C20r−20
on Bt0(x0,
r0
3 ).
Furthermore, by using the gradient estimates in the definition of canon-
ical neighborhood assumption, we can take K = 10C20 , τ =
1
100η
−1C−20 and
θ = 15C
−1
0 in this case. And since r0 ≥ θ−1h, we have R < 10C20r−20 ≤ 12h−2
and the surgeries do not interfere in P (x0, t0,
r0
4 ,−τr20).
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We now consider the remaining case r˜(t0) ≤ r0 ≤ r¯
√
t0. Let us redefine
τ = min
{
τ¯0
2
,
1
100
η−1C−20
}
,
K = max
{
2
(
C¯ +
2B¯
τ¯0
)
, 25C20
}
,
and
θ =
1
2
K−
1
2
where τ¯0 = τ0(w), B¯ = B(w) and C¯ = C(w) are the positive constants
in Theorem 6.3.3(ii) with w = 12α3, and C0 is the positive constant cho-
sen above. We will show there is a sufficiently small r¯ > 0 such that the
conclusion of the theorem for w = 12α3 holds for the chosen τ,K and θ.
Argue by contradiction. Suppose not, then there exist a sequence of
r¯α → 0, and a sequence of solutions gαij with points (xα0 , tα0 ) and radii
rα0 such that the assumptions of the theorem do hold with r˜(t
α
0 ) ≤ rα0 ≤
r¯α
√
tα0 whereas the conclusion does not. Similarly as in the proof of Theo-
rem 7.2.2, we claim that we may assume that for all sufficiently large α,
any other point (xα, tα) and radius rα > 0 with that property has ei-
ther tα > tα0 or t
α = tα0 with r
α ≥ rα0 ; moreover tα tends to +∞ as
α → +∞. Indeed, for fixed α and the solution gαij , let tαmin be the infi-
mum of all possible times tα with some point xα and some radius rα having
that property. Since each such tα satisfies r¯α
√
tα ≥ rα ≥ r˜(tα), it fol-
lows that when α is large, tαmin must be positive and very large. Clearly
for each fixed sufficiently large α, by passing to a limit, there exist some
point xαmin and some radius r
α
min(≥ r˜(tαmin) > 0) so that all assumptions
of the theorem still hold for (xαmin, t
α
min) and r
α
min, whereas the conclu-
sion of the theorem does not hold with R ≥ K(rαmin)−2 somewhere in
P (xαmin, t
α
min,
1
4r
α
min,−τ(rαmin)2) for all sufficiently large α. Here we used the
fact that if R < K(rαmin)
−2 on P (xαmin, t
α
min,
1
4r
α
min,−τ(rαmin)2), then there
is no δ-cutoff surgery there; otherwise there must be a point there with
scalar curvature at least 12δ
−2( t
α
min
2 )(r˜(
tαmin
2 ))
−2 ≥ 12 (r˜(tαmin))−2(r˜(
tαmin
2 ))
−2 ≫
K(rαmin)
−2 since r¯α
√
tαmin ≥ rαmin ≥ r˜(tαmin) and r¯α → 0, which is a contra-
diction.
After choosing the first time tαmin, by passing to a limit again, we can
then choose rαmin to be the smallest radius for all possible (x
α
min, t
α
min)’s and
rαmin’s with that property. Thus we have verified the claim.
For simplicity, we will drop the index α in the following arguments. By
the assumption and the standard volume comparison, we have
Vol t0
(
Bt0
(
x0,
1
2
r0
))
≥ ξ0r30
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for some universal positive ξ0. As in deriving (7.2.7) and (7.2.8), we can find
a ball Bt0(x
′
0, r
′
0) ⊂ Bt0(x0, r02 ) with
Vol t0(Bt0(x
′
0, r
′
0)) ≥
1
2
α3(r
′
0)
3 and
1
2
r0 ≥ r′0 ≥ ξ′0r0
for some universal positive constant ξ′0. Then by what we had proved in the
previous case and by the choice of the first time t0 and the smallest radius
r0, we know that the solution is defined in P (x
′
0, t0,
r′0
4 ,−τ(r′0)2) with the
curvature bound
R < K(r′0)
−2 ≤ K(ξ′0)−2r−20 .
Since r¯
√
t0 ≥ r0 ≥ r˜(t0) and r¯ → 0 as α → ∞, we see that t0 → +∞ and
t0r
−2
0 → +∞ as α → +∞. Define T (w) = 8c(w)−1 + ξ¯, for some suitable
large universal positive constant ξ¯. Then for α sufficiently large, we can
apply Theorem 7.5.1(iii) and the pinching assumption to conclude that
(7.5.20) R ≤ K ′r−20 , on P
(
x0, t0, 4r0,−τ
2
(ξ′0)
2r20
)
,
for some positive constant K ′ depending only on K and ξ′0.
Furthermore, by combining with the pinching assumption, we deduce
that when α sufficiently large,
Rm ≥ −[f−1(R(1 + t))/(R(1 + t))]R(7.5.21)
≥ −r−20
on P (x0, t0, r0,− τ2 (ξ′0)2r20). So by applying Theorem 6.3.3(ii) with w = 12α3,
we have that when α sufficiently large,
(7.5.22) Vol t(Bt(x0, r0)) ≥ ξ1r30,
for all t ∈ [t0 − τ2 (ξ′0)2r20, t0], and
(7.5.23) R ≤
(
C¯ +
2B¯
τ¯0
)
r−20 ≤
1
2
Kr−20
on P (x0, t0,
r0
4 ,− τ2 (ξ′0)2r20), where ξ1 is some universal positive constant.
Next we want to extend the estimate (7.5.23) backwards in time. Denote
by t1 = t0 − τ2 (ξ′0)2r20. The estimate (7.5.22) gives
Vol t1(Bt1(x0, r0)) ≥ ξ1r30.
By the same argument in the derivation of (7.2.7) and (7.2.8) again, we can
find a ball Bt1(x1, r1) ⊂ Bt1(x0, r0) with
Vol t1(Bt1(x1, r1)) ≥
1
2
α3r
3
1
and with
r1 ≥ ξ′1r0
for some universal positive constant ξ′1. Then by what we had proved in
the previous case and by the lower bound (7.5.21) at t1 and the choice of
the first time t0, we know that the solution is defined on P (x1, t1,
r1
4 ,−τr21)
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with the curvature bound R < Kr−21 . By applying Theorem 7.5.1(iii) and
the pinching assumption again we get that for α sufficiently large,
(7.5.20)′ R ≤ K ′′r−20
on P (x0, t1, 4r0,− τ2 (ξ′1)2r20), for some positive constant K ′′ depending only
on K and ξ′1. Moreover, by combining with the pinching assumption, we
have
Rm ≥ −[f−1(R(1 + t))/(R(1 + t))]R(7.5.21)′
≥ −r−20
on P (x0, t1, 4r0,− τ2 (ξ′1)2r20), for α sufficiently large. So by applying Theorem
6.3.3 (ii) with w = 12α3 again, we have that for α sufficiently large,
(7.5.22)′ Vol t(Bt(x0, r0)) ≥ ξ1r30,
for all t ∈ [t0 − τ2 (ξ′0)2r20 − τ2 (ξ′1)2r20, t0], and
(7.5.23)′ R ≤
(
C¯ +
2B¯
τ¯0
)
r−20 ≤
1
2
Kr−20
on P (x0, t0,
r0
4 ,− τ2 (ξ′0)2r20 − τ2 (ξ′1)2r20).
Note that the constants ξ0, ξ
′
0, ξ1 and ξ
′
1 are universal, independent of
the time t1 and the choice of the ball Bt1(x1, r1). Then we can repeat the
above procedure as many times as we like, until we reach the time t0− τr20.
Hence we obtain the estimate
(7.5.23)′′ R ≤ (C¯ + 2B¯
τ¯0
)r−20 ≤
1
2
Kr−20
on P (x0, t0,
r0
4 ,−τr20), for sufficiently large α. This contradicts the choice
of the point (x0, t0) and the radius r0 which make R ≥ Kr−20 somewhere in
P (x0, t0,
r0
4 ,−τr20).
Therefore we have completed the proof of the theorem. 
Consequently, we have the following result which is analog of Corollary
7.2.4. This result is a weak version of a claim in the section 7.3 of Perelman
[108].
Corollary 7.5.3. For any ε > 0 and w > 0, there exist r¯ = r¯(w, ε) > 0,
θ = θ(w, ε) > 0 and T = T (w) with the following property. Suppose we have
a solution, constructed by Theorem 7.4.3 with the positive functions δ˜(t) and
r˜(t), to the Ricci flow with surgery with a compact orientable normalized
three-manifold as initial data, where each δ-cutoff at a time t has δ = δ(t) ≤
min{δ˜(t), r˜(2t)}. If Bt0(x0, r0) is a geodesic ball at time t0, with θ−1h ≤
r0 ≤ r¯
√
t0 and t0 ≥ T , where h is the maximal cutoff radii for surgeries in
[ t02 , t0] (if there is no surgery in the time interval [
t0
2 , t0], we take h = 0),
and satisfies
min{Rm(x, t0) | x ∈ Bt0(x0, r0)} = −r−20 ,
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then
Vol t0(Bt0(x0, r0)) < wr
3
0 .
Proof. We argue by contradiction. Let θ = θ(w, ε) and T = 2T (w),
where θ(w, ε) and T (w) are the positive constant in Theorem 7.5.2. Suppose
for any r¯ > 0 there is a solution and a geodesic ball Bt0(x0, r0) satisfying
the assumptions of the corollary with θ−1h ≤ r0 ≤ r¯
√
t0 and t0 ≥ T , and
with
min{Rm(x, t0) | x ∈ Bt0(x0, r0)} = −r−20 ,
but
Vol t0(Bt0(x0, r0)) ≥ wr30 .
Without loss of generality, we may assume that r¯ is less than the corre-
sponding constant in Theorem 7.5.2. We can then apply Theorem 7.5.2 to
get
R(x, t) ≤ Kr−20
whenever t ∈ [t0−τr20, t0] and dt(x, x0) ≤ r04 , where τ and K are the positive
constants in Theorem 7.5.2. Note that t0r
−2
0 ≥ r¯−2 → +∞ as r¯ → 0. By
combining with the pinching assumption we have
Rm ≥ −[f−1(R(1 + t))/(R(1 + t))]R
≥ −1
2
r−20
in the region P (x0, t0,
r0
4 ,−τr20) = {(x, t) | x ∈ Bt(x0, r04 ), t ∈ [t0 − τr20, t0]},
provided r¯ > 0 is sufficiently small. Thus we get the estimate
|Rm| ≤ K ′r−20
in P (x0, t0,
r0
4 ,−τr20), where K ′ is a positive constant depending only on w
and ε.
We can now apply Theorem 7.5.1 (iii) to conclude that
R(x, t) ≤ K˜r−20
whenever t ∈ [t0− τ2r20, t0] and dt(x, x0) ≤ r0, where K˜ is a positive constant
depending only on w and ε. By using the pinching assumption again we
further have
Rm(x, t) ≥ −1
2
r−20
in the region P (x0, t0, r0,− τ2 r20) = {(x, t) | x ∈ Bt(x0, r0), t ∈ [t0 − τ2r20, t0]},
as long as r¯ is sufficiently small. In particular, this would imply
min{Rm(x, t0) | x ∈ Bt0(x0, r0)} > −r−20 ,
which is a contradiction. 
Remark 7.5.4. In section 7.3 of [108], Perelman claimed a stronger
statement than the above Corollary 7.5.3 that allows r0 < θ
−1h in the as-
sumptions. Nevertheless, the above weaker statement is sufficient to deduce
the geometrization result.
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7.6. Long Time Behavior
In Section 5.3, we obtained the long time behavior for smooth (compact)
solutions to the three-dimensional Ricci flow with bounded normalized cur-
vature. The purpose of this section is to adapt Hamilton’s arguments there
to solutions of the Ricci flow with surgery and to drop the bounded normal-
ized curvature assumption as sketched by Perelman [108].
Recall from Corollary 7.4.4 that we have completely understood the
topological structure of a compact, orientable three-manifold with nonnega-
tive scalar curvature. From now on we assume that our initial manifold does
not admit any metric with nonnegative scalar curvature, and that once we
get a compact component with nonnegative scalar curvature, it is
immediately removed. Furthermore, if a solution to the Ricci flow with
surgery becomes extinct in a finite time, we have also obtained the topolog-
ical structure of the initial manifold. So in the following we only consider
those solutions to the Ricci flow with surgery which exist for all times t ≥ 0.
Let gij(t), 0 ≤ t < +∞, be a solution to the Ricci flow with δ-cutoff
surgeries, constructed by Theorem 7.4.3 with normalized initial data. Let
0 < t1 < t2 < · · · < tk < · · · be the surgery times, where each δ-cutoff at a
time tk has δ = δ(tk) ≤ min{δ˜(tk), r˜(2tk)}. On each time interval (tk−1, tk)
(denote by t0 = 0), the scalar curvature satisfies the evolution equation
(7.6.1)
∂
∂t
R = ∆R+ 2|
◦
Ric |2 + 2
3
R2
where
◦
Ric is the trace-free part of Ric . Then Rmin(t), the minimum of the
scalar curvature at the time t, satisfies
d
dt
Rmin(t) ≥ 2
3
R2min(t)
for t ∈ (tk−1, tk), for each k = 1, 2, . . .. Since our surgery procedure had
removed all components with nonnegative scalar curvature, the minimum
Rmin(t) is negative for all t ∈ [0,+∞). Also recall that the cutoff surgeries
were performed only on δ-necks. Thus the surgeries do not occur at the
parts where Rmin(t) are achieved. So the differential inequality
d
dt
Rmin(t) ≥ 2
3
R2min(t)
holds for all t ≥ 0, and then by normalization, Rmin(0) ≥ −1, we have
(7.6.2) Rmin(t) ≥ −3
2
· 1
t+ 32
, for all t ≥ 0.
Meanwhile, on each time interval (tk−1, tk), the volume satisfies the evolution
equation
d
dt
V = −
∫
RdV
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and then by (7.6.2),
d
dt
V ≤ 3
2
· 1
(t+ 32 )
V.
Since the cutoff surgeries do not increase volume, we thus have
(7.6.3)
d
dt
log
(
V (t)
(
t+
3
2
)− 3
2
)
≤ 0
for all t ≥ 0. Equivalently, the function V (t)(t + 32)−
3
2 is nonincreasing on
[0,+∞).
We can now use the monotonicity of the function V (t)(t + 32 )
− 3
2 to ex-
tract the information of the solution at large times. On each time interval
(tk−1, tk), we have
d
dt
log
(
V (t)
(
t+
3
2
)− 3
2
)
= −
(
Rmin(t) +
3
2
(
t+ 32
))+ 1
V
∫
M
(Rmin(t)−R)dV.
Then by noting that the cutoff surgeries do not increase volume, we get
V (t)
(t+ 32)
3
2
≤ V (0)
(32 )
3
2
exp
{
−
∫ t
0
(
Rmin(t) +
3
2(t+ 32)
)
dt(7.6.4)
−
∫ t
0
1
V
∫
M
(R−Rmin(t))dV dt
}
for all t > 0. Now by this inequality and the equation (7.6.1), we obtain the
following consequence (cf. Lemma 7.1 of Hamilton [67] and section 7.1 of
Perelman [108]).
Lemma 7.6.1. Let gij(t) be a solution to the Ricci flow with surgery,
constructed by Theorem 7.4.3 with normalized initial data. If for a fixed
0 < r < 1 and a sequence of times tα → ∞, the rescalings of the solu-
tion on the parabolic neighborhoods P (xα, tα, r
√
tα,−r2tα) = {(x, t) | x ∈
Bt(x
α, r
√
tα), t ∈ [tα − r2tα, tα]}, with factor (tα)−1 and shifting the times
tα to 1, converge in the C∞ topology to some smooth limiting solution, de-
fined in an abstract parabolic neighborhood P (x¯, 1, r,−r2), then this limiting
solution has constant sectional curvature −1/4t at any time t ∈ [1− r2, 1].
In the previous section we obtained several curvature estimates for the
solutions to the Ricci flow with surgery. Now we combine the curvature
estimates with the above lemma to derive the following asymptotic result
for the curvature.
Lemma 7.6.2 (Perelman [108]). For any ε > 0, let gij(t), 0 ≤ t < +∞,
be a solution to the Ricci flow with surgery, constructed by Theorem 7.4.3
with normalized initial data.
342 H.-D. CAO AND X.-P. ZHU
(i) Given w > 0, r > 0, ξ > 0, one can find T = T (w, r, ξ, ε) < +∞
such that if the geodesic ball Bt0(x0, r
√
t0) at some time t0 ≥ T has
volume at least wr3t
3
2
0 and the sectional curvature at least −r−2t−10 ,
then the curvature at x0 at time t = t0 satisfies
(7.6.5) |2tRij + gij | < ξ.
(ii) Given in addition 1 ≤ A < ∞ and allowing T to depend on A, we
can ensure (7.6.5) for all points in Bt0(x0, Ar
√
t0).
(iii) The same is true for all points in the forward parabolic neighborhood
P (x0, t0, Ar
√
t0, Ar
2t0) , {(x, t) | x ∈ Bt(x0, Ar
√
t0), t ∈ [t0, t0 +
Ar2t0]}.
Proof. (i) By the assumptions and the standard volume comparison,
we have
Vol t0(Bt0(x0, ρ)) ≥ cwρ3
for all 0 < ρ ≤ r√t0, where c is a universal positive constant. Let r¯ =
r¯(cw, ε) be the positive constant in Theorem 7.5.2 and set r0 = min{r, r¯}.
On Bt0(x0, r0
√
t0)(⊂ Bt0(x0, r
√
t0)), we have
Rm ≥ −(r0
√
t0)
−2(7.6.6)
and Vol t0(Bt0(x0, r0
√
t0)) ≥ cw(r0
√
t0)
3.
Obviously, there holds θ−1h ≤ r0
√
t0 ≤ r¯
√
t0 when t0 is large enough, where
θ = θ(cw, ε) is the positive constant in Theorem 7.5.2 and h is the maximal
cutoff radius for surgeries in [ t02 , t0] (if there is no surgery in the time interval
[ t02 , t0], we take h = 0). Then it follows from Theorem 7.5.2 that the solution
is defined and satisfies
R < K(r0
√
t0)
−2
on whole parabolic neighborhood P (x0, t0,
r0
√
t0
4 ,−τ(r0
√
t0)
2). Here τ =
τ(cw, ε) and K = K(cw, ε) are the positive constants in Theorem 7.5.2. By
combining with the pinching assumption we have
Rm ≥ −[f−1(R(1 + t))/(R(1 + t))]R
≥ −const. K(r0
√
t0)
−2
in the region P (x0, t0,
r0
√
t0
4 ,−τ(r0
√
t0)
2). Thus we get the estimate
(7.6.7) |Rm| ≤ K ′(r0
√
t0)
−2
on P (x0, t0,
r0
√
t0
4 ,−τ(r0
√
t0)
2), for some positive constant K ′ = K ′(w, ε)
depending only on w and ε.
The curvature estimate (7.6.7) and the volume estimate (7.6.6) ensure
that as t0 → +∞ we can take smooth (subsequent) limits for the rescalings
of the solution with factor (t0)
−1 on parabolic neighborhoods P (x0, t0,
r0
√
t0
4 ,
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−τ(r0
√
t0)
2). Then by applying Lemma 7.6.1, we can find T = T (w, r, ξ, ε) <
+∞ such that when t0 ≥ T , there holds
(7.6.8) |2tRij + gij | < ξ,
on P (x0, t0,
r0
√
t0
4 ,−τ(r0
√
t0)
2), in particular,
|2tRij + gij |(x0, t0) < ξ.
This proves the assertion (i).
(ii) In view of the above argument, to get the estimate (7.6.5) for all
points in Bt0(x0, Ar
√
t0), the key point is to get a upper bound for the scalar
curvature on the parabolic neighborhood P (x0, t0, Ar
√
t0,−τ(r0
√
t0)
2). Af-
ter having the estimates (7.6.6) and (7.6.7), one would like to use Theorem
7.5.1(iii) to obtain the desired scalar curvature estimate. Unfortunately it
does not work since our r0 may be much larger than the constant r¯(A, ε)
there when A is very large. In the following we will use Theorem 7.5.1(ii)
to overcome the difficulty.
Given 1 ≤ A < +∞, based on (7.6.6) and (7.6.7), we can use Theo-
rem 7.5.1(ii) to find a positive constant K1 = K1(w, r,A, ε) such that each
point in Bt0(x0, 2Ar
√
t0) with its scalar curvature at least K1(r
√
t0)
−2 has a
canonical neighborhood. We claim that there exists T = T (w, r,A, ε) < +∞
so that when t0 ≥ T , we have
(7.6.9) R < K1(r
√
t0)
−2, on Bt0(x0, 2Ar
√
t0).
Argue by contradiction. Suppose not; then there exist a sequence of
times tα0 → +∞ and sequences of points xα0 , xα with xα ∈ Btα0 (xα0 , 2Ar
√
tα0 )
and R(xα, tα0 ) = K1(r
√
tα0 )
−2. Since there exist canonical neighborhoods
(ε-necks or ε-caps) around the points (xα, tα0 ), there exist positive constants
c1, C2 depending only on ε such that
Vol tα0 (Btα0 (x
α,K
− 1
2
1 (r
√
tα0 ))) ≥ c1(K
− 1
2
1 (r
√
tα0 ))
3
and
C−12 K1(r
√
tα0 )
−2 ≤ R(x, tα0 ) ≤ C2K1(r
√
tα0 )
−2,
on Btα0 (x
α,K
− 1
2
1 (r
√
tα0 )), for all α. By combining with the pinching assump-
tion we have
Rm ≥ −[f−1(R(1 + t))/(R(1 + t))]R
≥ −const. C2K1(r
√
tα0 )
−2,
on Btα0 (x
α,K
− 1
2
1 (r
√
tα0 )), for all α. It then follows from the assertion (i) we
just proved that
lim
α→+∞ |2tRij + gij |(x
α, tα0 ) = 0.
In particular, we have
tα0R(x
α, tα0 ) < −1
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for α sufficiently large. This contradicts our assumption that R(xα, tα0 ) =
K1(r
√
tα0 )
−2. So we have proved assertion (7.6.9).
Now by combining (7.6.9) with the pinching assumption as before, we
have
(7.6.10) Rm ≥ −K2(r
√
t0)
−2
on Bt0(x0, 2Ar
√
t0), where K2 = K2(w, r,A, ε) is some positive constant
depending only on w, r, A and ε. Thus by (7.6.9) and (7.6.10) we have
(7.6.11) |Rm| ≤ K ′1(r
√
t0)
−2, on Bt0(x0, 2Ar
√
t0),
for some positive constant K ′1 = K
′
1(w, r,A, ε) depending only on w, r,
A and ε. This gives us the curvature estimate on Bt0(x0, 2Ar
√
t0) for all
t0 ≥ T (w, r,A, ε).
From the arguments in proving the above assertion (i), we have the esti-
mates (7.6.6) and (7.6.7) and the solution is well-defined on the whole par-
abolic neighborhood P (x0, t0,
r0
√
t0
4 ,−τ(r0
√
t0)
2) for all t0 ≥ T (w, r,A, ε).
Clearly we may assume that (K ′1)
− 1
2 r < min{ r04 ,
√
τr0}. Thus by combining
with the curvature estimate (7.6.11), we can apply Theorem 7.5.1(i) to get
the following volume control
(7.6.12) Vol t0(Bt0(x, (K
′
1)
− 1
2 r
√
t0)) ≥ κ((K ′1)−
1
2 r
√
t0)
3
for any x ∈ Bt0(x0, Ar
√
t0), where κ = κ(w, r,A, ε) is some positive constant
depending only on w, r, A and ε. So by using the assertion (i), we see that
for t0 ≥ T with T = T (w, r, ξ,A, ε) large enough, the curvature estimate
(7.6.5) holds for all points in Bt0(x0, Ar
√
t0).
(iii) We next want to extend the curvature estimate (7.6.5) to all points
in the forward parabolic neighborhood P (x0, t0, Ar
√
t0, Ar
2t0). Consider the
time interval [t0, t0+Ar
2t0] in the parabolic neighborhood. In assertion (ii),
we have obtained the desired estimate (7.6.5) at t = t0. Suppose estimate
(7.6.5) holds on a maximal time interval [t0, t
′) with t′ ≤ t0 + Ar2t0. This
says that we have
(7.6.13) |2tRij + gij | < ξ
on P (x0, t0, Ar
√
t0, t
′ − t0) , {(x, t) | x ∈ Bt(x0, Ar
√
t0), t ∈ [t0, t′)} so that
either there exists a surgery in the ball Bt′(x0, Ar
√
t0) at t = t
′, or there
holds |2tRij + gij | = ξ somewhere in Bt′(x0, Ar
√
t0) at t = t
′. Since the
Ricci curvature is near − 12t′ in the geodesic ball, the surgeries cannot occur
there. Thus we only need to consider the latter possibility.
Recall that the evolution of the length of a curve γ and the volume of a
domain Ω are given by
d
dt
Lt(γ) = −
∫
γ
Ric (γ˙, γ˙)dst
and
d
dt
V olt(Ω) = −
∫
Ω
RdVt.
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By substituting the curvature estimate (7.6.13) into the above two evolution
equations and using the volume lower bound (7.6.6), it is not hard to see
(7.6.14) Vol t′(Bt′(x0,
√
t′)) ≥ κ′(t′) 32
for some positive constant κ′ = κ′(w, r, ξ,A, ε) depending only on w, r, ξ,
A and ε. Then by the above assertion (ii), the combination of the curva-
ture estimate (7.6.13) and the volume lower bound (7.6.14) implies that the
curvature estimate (7.6.5) still holds for all points in Bt′(x0, Ar
√
t0) pro-
vided T = T (w, r, ξ,A, ε) is chosen large enough. This is a contradiction.
Therefore we have proved assertion (iii). 
We now state and prove the following important Thick-thin decom-
position theorem. A more general version (without the restriction on ε)
was implicitly claimed by Perelman in [107] and [108].
Theorem 7.6.3 (The Thick-thin decomposition theorem). For any w >
0 and 0 < ε ≤ 12w, there exists a positive constant ρ = ρ(w, ε) ≤ 1
with the following property. Suppose gij(t) (t ∈ [0,+∞)) is a solution,
constructed by Theorem 7.4.3 with the nonincreasing (continuous) positive
functions δ˜(t) and r˜(t), to the Ricci flow with surgery and with a compact
orientable normalized three-manifold as initial data, where each δ-cutoff at
a time t has δ = δ(t) ≤ min{δ˜(t), r˜(2t)}. Then for any arbitrarily fixed
ξ > 0, for t large enough, the manifold Mt at time t admits a decomposition
Mt =Mthin(w, t) ∪Mthick(w, t) with the following properties:
(a) For every x ∈ Mthin(w, t), there exists some r = r(x, t) > 0, with
0 < r
√
t < ρ
√
t, such that
Rm ≥ −(r
√
t)−2 on Bt(x, r
√
t), and
Vol t(Bt(x, r
√
t)) < w(r
√
t)3.
(b) For every x ∈Mthick(w, t), we have
|2tRij + gij | < ξ on Bt(x, ρ
√
t), and
Vol t(Bt(x, ρ
√
t)) ≥ 1
10
w(ρ
√
t)3.
Moreover, if we take any sequence of points xα ∈ Mthick(w, tα), tα → +∞,
then the scalings of gij(t
α) around xα with factor (tα)−1 converge smoothly,
along a subsequence of α→ +∞, to a complete hyperbolic manifold of finite
volume with constant sectional curvature −14 .
Proof. Let r¯ = r¯(w, ε), θ = θ(w, ε) and h be the positive constants
obtained in Corollary 7.5.3. We may assume ρ ≤ r¯ ≤ e−3. For any point
x ∈Mt, there are two cases: either
(i) min{Rm | Bt(x, ρ
√
t)} ≥ −(ρ
√
t)−2,
or
(ii) min{Rm | Bt(x, ρ
√
t)} < −(ρ
√
t)−2.
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Let us first consider Case (i). If Vol t(Bt(x, ρ
√
t)) < 110w(ρ
√
t)3, then we
can choose r slightly less than ρ so that
Rm ≥ −(ρ
√
t)−2 ≥ −(r
√
t)−2
on Bt(x, r
√
t)(⊂ Bt(x, ρ
√
t)), and
Vol t(Bt(x, r
√
t)) <
1
10
w(ρ
√
t)3 < w(r
√
t)3;
thus x ∈ Mthin(w, t). If Vol t(Bt(x, ρ
√
t)) ≥ 110w(ρ
√
t)3, we can apply
Lemma 7.6.2(ii) to conclude that for t large enough,
|2tRij + gij | < ξ on Bt(x, ρ
√
t);
thus x ∈Mthick(w, t).
Next we consider Case (ii). By continuity, there exists 0 < r = r(x, t) <
ρ such that
(7.6.15) min{Rm | Bt(x, r
√
t)} = −(r
√
t)−2.
If θ−1h ≤ r√t (≤ r¯√t), we can apply Corollary 7.5.3 to conclude
Vol t(Bt(x, r
√
t)) < w(r
√
t)3;
thus x ∈Mthin(w, t).
We now consider the difficult subcase r
√
t < θ−1h. By the pinching
assumption, we have
R ≥ (r
√
t)−2(log[(r
√
t)−2(1 + t)]− 3)
≥ (log r−2 − 3)(r
√
t)−2
≥ 2(r
√
t)−2
≥ 2θ2h−2
somewhere in Bt(x, r
√
t). Since h is the maximal cutoff radius for surgeries
in [ t2 , t], by the design of the δ-cutoff surgery, we have
h ≤ sup
{
δ2(s)r˜(s) | s ∈
[
t
2
, t
]}
≤ δ˜
(
t
2
)
r˜(t)r˜
(
t
2
)
.
Note also δ˜( t2) → 0 as t → +∞. Thus from the canonical neighborhood
assumption, we see that for t large enough, there exists a point in the ball
Bt(x, r
√
t) which has a canonical neighborhood.
We claim that for t sufficiently large, the point x satisfies
R(x, t) ≥ 1
2
(r
√
t)−2,
and then the above argument shows that the point x also has a canonical
ε-neck or ε-cap neighborhood. Otherwise, by continuity, we can choose a
point x∗ ∈ Bt(x, r
√
t) with R(x∗, t) = 12(r
√
t)−2. Clearly the new point x∗
HAMILTON-PERELMAN’S PROOF 347
has a canonical neighborhood B∗ by the above argument. In particular,
there holds
C−12 (ε)R ≤
1
2
(r
√
t)−2 ≤ C2(ε)R
on the canonical neighborhood B∗. By the definition of canonical neighbor-
hood assumption, we have
Bt(x
∗, σ∗) ⊂ B∗ ⊂ Bt(x∗, 2σ∗)
for some σ∗ ∈ (0, C1(ε)R− 12 (x∗, t)). Clearly, without loss of generality, we
may assume (in the definition of canonical neighborhood assumption) that
σ∗ > 2R−
1
2 (x∗, t). Then
R(1 + t) ≥ 1
2
C−12 (ε)r
−2
≥ 1
2
C−12 (ε)ρ
−2
on Bt(x
∗, 2r
√
t). Thus when we choose ρ = ρ(w, ε) small enough, it follows
from the pinching assumption that
Rm ≥ −[f−1(R(1 + t))/(R(1 + t))]R
≥ −1
2
(r
√
t)−2,
on Bt(x
∗, 2r
√
t). This is a contradiction with (7.6.15).
We have seen that tR(x, t) ≥ 12r−2(≥ 12ρ−2). Since r−2 > θ2h−2t in this
subcase, we conclude that for arbitrarily given A < +∞,
(7.6.16) tR(x, t) > A2ρ−2
as long as t is large enough.
Let B, with Bt(x, σ) ⊂ B ⊂ Bt(x, 2σ), be the canonical ε-neck or ε-
cap neighborhood of (x, t). By the definition of the canonical neighborhood
assumption, we have
0 < σ < C1(ε)R
− 1
2 (x, t),
C−12 (ε)R ≤ R(x, t) ≤ C2(ε)R, on B,
and
(7.6.17) Vol t(B) ≤ εσ3 ≤ 1
2
wσ3.
Choose 0 < A < C1(ε) so that σ = AR
− 1
2 (x, t). For sufficiently large t, since
R(1 + t) ≥ C−12 (ε)(tR(x, t))
≥ 1
2
C−12 (ε)ρ
−2,
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on B, we can require ρ = ρ(w, ε) to be smaller still, and use the pinching
assumption to conclude
Rm ≥ −[f−1(R(1 + t))/(R(1 + t))]R(7.6.18)
≥ −(AR− 12 (x, t))−2
= −σ−2,
on B. For sufficiently large t, we adjust
r = σ(
√
t)−1(7.6.19)
= (AR−
1
2 (x, t))(
√
t)−1
< ρ,
by (7.6.16). Then the combination of (7.6.17), (7.6.18) and (7.6.19) implies
that x ∈Mthin(w, t).
The last statement in (b) follows directly from Lemma 7.6.2. (Here we
also used Bishop-Gromov volume comparison, Theorem 7.5.2 and Hamil-
ton’s compactness theorem to take a subsequent limit.)
Therefore we have completed the proof of the theorem. 
To state the long-time behavior of a solution to the Ricci flow with
surgery, we first recall some basic terminology in three-dimensional topol-
ogy. A three-manifold M is called irreducible if every smooth two-sphere
embedded in M bounds a three-ball in M . If we have a solution (Mt, gij(t))
obtained by Theorem 7.4.3 with a compact, orientable and irreducible three-
manifold (M,gij) as initial data, then at each time t > 0, by the cutoff
surgery procedure, the solution manifold Mt consists of a finite number of
components where one of the components, called the essential component
and denoted by M
(1)
t , is diffeomorphic to the initial manifold M while the
rest are diffeomorphic to the three-sphere S3.
The main result of this section is the following generalization of Theorem
5.3.4. A more general version of the result (without the restriction on ε)
was implicitly claimed by Perelman in [108].
Theorem 7.6.4 (Long-time behavior of the Ricci flow with surgery).
Let w> 0 and 0 <ε ≤ 12w be any small positive constants and let (Mt, gij(t)),
0 < t < +∞, be a solution to the Ricci flow with surgery, constructed by
Theorem 7.4.3 with the nonincreasing (continuous) positive functions δ˜(t)
and r˜(t) and with a compact, orientable, irreducible and normalized three-
manifold M as initial data, where each δ-cutoff at a time t has δ = δ(t) ≤
min{δ˜(t), r˜(2t)}. Then one of the following holds: either
(i) for all sufficiently large t, we have Mt =Mthin(w, t); or
(ii) there exists a sequence of times tα → +∞ such that the scalings of
gij(t
α) on the essential component M
(1)
tα , with factor (t
α)−1, con-
verge in the C∞ topology to a hyperbolic metric on the initial com-
pact manifold M with constant sectional curvature −14 ; or
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(iii) we can find a finite collection of complete noncompact hyperbolic
three-manifolds H1, . . . ,Hm, with finite volume, and compact sub-
sets K1, . . . ,Km of H1, . . . ,Hm respectively obtained by truncating
each cusp of the hyperbolic manifolds along constant mean curva-
ture torus of small area, and for all t beyond some time T < +∞
we can find diffeomorphisms ϕl, 1 ≤ l ≤ m, of Kl intoMt so that as
long as t is sufficiently large, the metric t−1ϕ∗l (t)gij(t) is as close to
the hyperbolic metric as we like on the compact sets K1, . . . ,Km;
moreover, the complement Mt\(ϕ1(K1) ∪ · · · ∪ ϕm(Km)) is con-
tained in the thin part Mthin(w, t), and the boundary tori of each
Kl are incompressible in the sense that each ϕl injects π1(∂Kl) into
π1(Mt).
Proof. The proof of the theorem follows, with some modifications, the
same argument of Hamilton [67] as in the proof of Theorem 5.3.4.
Clearly we may assume that the thick partMthick(w, t) is not empty for a
sequence tα → +∞, since otherwise we have case (i). If we take a sequence of
points xα ∈ Mthick(w, tα), then by Theorem 7.6.3(b) the scalings of gij(tα)
around xα with factor (tα)−1 converge smoothly, along a subsequence of
α→ +∞, to a complete hyperbolic manifold of finite volume with constant
sectional curvature −14 . The limits may be different for different choices of
(xα, tα). If a limit is compact, we have case (ii). Thus we assume that all
limits are noncompact.
Consider all the possible hyperbolic limits of the solution, and among
them choose one such complete noncompact hyperbolic three-manifold H
with the least possible number of cusps. Denote by hij the hyperbolic metric
of H. For all small a > 0 we can truncate each cusp of H along a constant
mean curvature torus of area a which is uniquely determined; we denote
the remainder by Ha. Fix a > 0 so small that Lemma 5.3.7 is applicable
for the compact set K = Ha. Pick an integer l0 sufficiently large and an
ǫ0 sufficiently small to guarantee from Lemma 5.3.8 that the identity map
Id is the only harmonic map F from Ha to itself with taking ∂Ha to itself,
with the normal derivative of F at the boundary of the domain normal to
the boundary of the target, and with dCl0 (Ha)(F, Id) < ǫ0. Then choose a
positive integer q0 and a small number δ0 > 0 from Lemma 5.3.7 such that if
F˜ is a diffeomorphism of Ha into another complete noncompact hyperbolic
three-manifold (H˜, h˜ij) with no fewer cusps (than H), of finite volume and
satisfying
‖F˜ ∗h˜ij − hij‖Cq0 (Ha) ≤ δ0,
then there exists an isometry I of H to H˜ such that
dCl0 (Ha)(F˜ , I) < ǫ0.
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By Lemma 5.3.8 we further require q0 and δ0 to guarantee the existence of
a harmonic diffeomorphism from (Ha, g˜ij) to (Ha, hij) for any metric g˜ij on
Ha with ‖g˜ij − hij‖Cq0 (Ha) ≤ δ0.
Let xα ∈Mthick(w, tα), tα → +∞, be a sequence of points such that the
scalings of gij(t
α) around xα with factor (tα)−1 converge to hij . Then there
exist a marked point x∞ ∈ Ha and a sequence of diffeomorphisms Fα from
Ha into Mtα such that Fα(x∞) = xα and
‖(tα)−1F ∗αgij(tα)− hij‖Cm(Ha) → 0
as α → ∞ for all positive integers m. By applying Lemma 5.3.8 and the
implicit function theorem, we can change Fα by an amount which goes to
zero as α → ∞ so as to make Fα a harmonic diffeomorphism taking ∂Ha
to a constant mean curvature hypersurface Fα(∂Ha) of (Mtα , (tα)−1gij(tα))
with the area a and satisfying the free boundary condition that the normal
derivative of Fα at the boundary of the domain is normal to the boundary of
the target; and by combining with Lemma 7.6.2 (iii), we can smoothly con-
tinue each harmonic diffeomorphism Fα forward in time a little to a family of
harmonic diffeomorphisms Fα(t) from Ha into Mt with the metric t−1gij(t),
with Fα(t
α) = Fα and with the time t slightly larger than t
α, where Fα(t)
takes ∂Ha into a constant mean curvature hypersurface of (Mt, t−1gij(t))
with the area a and also satisfies the free boundary condition. Moreover,
since the surgeries do not take place at the points where the scalar curva-
ture is negative, by the same argument as in Theorem 5.3.4 for an arbitrarily
given positive integer q ≥ q0, positive number δ < δ0, and sufficiently large α,
we can ensure the extension Fα(t) satisfies ‖t−1F ∗α(t)gij(t)− hij‖Cq(Ha) ≤ δ
on a maximal time interval tα ≤ t ≤ ωα (or tα ≤ t < ωα when ωα = +∞),
and with ‖(ωα)−1F ∗α(ωα)gij(ωα) − hij‖Cq(Ha) = δ, when ωα < +∞. Here
we have implicitly used the fact that Fα(ω
α)(∂Ha) is still strictly concave
to ensure the map Fα(ω
α) is diffeomorphic.
We further claim that there must be some α such that ωα = +∞; in
other words, at least one hyperbolic piece persists. Indeed, suppose that
for each large enough α we can only continue the family Fα(t) on a finite
interval tα ≤ t ≤ ωα < +∞ with
‖(ωα)−1F ∗α(ωα)gij(ωα)− hij‖Cq(Ha) = δ.
Consider the new sequence of manifolds (Mωα , gij(ω
α)). Clearly by Lemma
7.6.1, the scalings of gij(ω
α) around the new origins Fα(ω
α)(x∞) with fac-
tor (ωα)−1 converge smoothly (by passing to a subsequence) to a complete
noncompact hyperbolic three-manifold H˜ with the metric h˜ij and the origin
x˜∞ and with finite volume. By the choice of the old limit H, the new limit
H˜ has at least as many cusps as H. By the definition of convergence, we can
find a sequence of compact subsets U˜α exhausting H˜ and containing x˜∞,
and a sequence of diffeomorphisms F˜α of neighborhood of U˜α into Mωα with
F˜α(x˜
∞) = Fα(ωα)(x∞) such that for each compact subset U˜ of H˜ and each
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integer m,
‖(ωα)−1F˜ ∗α(gij(ωα))− h˜ij‖Cm(eU) → 0
as α→ +∞. Thus for sufficiently large α, we have the map
Gα = F˜
−1
α ◦ Fα(ωα) : Ha → H˜
such that
‖G∗αh˜ij − hij‖Cq(Ha) < δ˜
for any fixed δ˜ > δ. Then a subsequence of Gα converges at least in the
Cq−1(Ha) topology to a map G∞ of Ha into H˜ which is a harmonic map
from Ha into H˜ and takes ∂Ha to a constant mean curvature hypersurface
G∞(∂Ha) of (H˜, h˜ij) with the area a, as well as satisfies the free boundary
condition. Clearly, G∞ is at least a local diffeomorphism. Since G∞ is the
limit of diffeomorphisms, the only possibility of overlap is at the boundary.
Note that G∞(∂Ha) is still strictly concave. So G∞ is still a diffeomorphism.
Moreover by using the standard regularity result of elliptic partial differential
equations (see for example [50]), we also have
(7.6.20) ‖G∗∞h˜ij − hij‖Cq(Ha) = δ.
Now by Lemma 5.3.7 we deduce that there exists an isometry I of H to H˜
with
dCl0 (Ha)(G∞, I) < ǫ0.
Thus I−1 ◦G∞ is a harmonic diffeomorphism of Ha to itself which satisfies
the free boundary condition and
dCl0 (Ha)(I
−1 ◦G∞, Id) < ǫ0.
However the uniqueness in Lemma 5.3.8 concludes that I−1◦G∞ = Id which
contradicts (7.6.20). So we have shown that at least one hyperbolic piece
persists and the metric t−1F ∗α(t)gij(t), for ωα ≤ t < ∞, is as close to the
hyperbolic metric hij as we like.
We can continue to form other persistent hyperbolic pieces in the same
way as long as there is a sequence of points yβ ∈ Mthick(w, tβ), tβ → +∞,
lying outside the chosen pieces. Note that V (t)(t + 32 )
− 3
2 is nonincreasing
on [0,+∞). Therefore by combining with Margulis lemma (see for example
[57] or [78]), we have proved that there exists a finite collection of complete
noncompact hyperbolic three-manifolds H1, . . . ,Hm with finite volume, a
small number a > 0 and a time T < +∞ such that for all t beyond T
we can find diffeomorphisms ϕl(t) of (Hl)a into Mt, 1 ≤ l ≤ m, so that
as long as t is sufficiently large, the metric t−1ϕ∗l (t)gij(t) is as close to the
hyperbolic metrics as we like and the complement Mt\(ϕ1(t)((H1)a)∪ · · · ∪
ϕm(t)((Hm)a)) is contained in the thin part Mthin(w, t).
It remains to show the boundary tori of any persistent hyperbolic piece
are incompressible. Let B be a small positive number and assume the above
positive number a is much smaller than B. Let Ma(t) = ϕl(t)((Hl)a) (1 ≤
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l ≤ m) be such a persistent hyperbolic piece of the manifold Mt truncated
by boundary tori of area at with constant mean curvature, and denote by
M ca(t) = Mt\
◦
Ma (t) the part of Mt exterior to Ma(t). Thus there exists a
family of subsets MB(t) ⊂ Ma(t) which is a persistent hyperbolic piece of
the manifold Mt truncated by boundary tori of area Bt with constant mean
curvature. We also denote by M cB(t) = Mt\
◦
MB (t). By Van Kampen’s
Theorem, if π1(∂MB(t)) injects into π1(M
c
B(t)) then it injects into π1(Mt)
also. Thus we only need to show π1(∂MB(t)) injects into π1(M
c
B(t)).
As before we will use a contradiction argument to show π1(∂MB(t))
injects into π1(M
c
B(t)). Let T be a torus in ∂MB(t) and suppose π1(T ) does
not inject into π1(M
c
B(t)). By Dehn’s Lemma we know that the kernel is
a cyclic subgroup of π1(T ) generated by a primitive element. Consider the
normalized metric g˜ij(t) = t
−1gij(t) on Mt. Then by the work of Meeks-
Yau [89] or Meeks-Simon-Yau [90], we know that among all disks in M cB(t)
whose boundary curve lies in T and generates the kernel of π1(T ), there
is a smooth embedded disk normal to the boundary which has the least
possible area (with respect to the normalized metric g˜ij(t)). Denote by D
the minimal disk and A˜ = A˜(t) its area. We will show that A˜(t) decreases
at a certain rate which will arrive at a contradiction.
We first consider the case that there exist no surgeries at the time t.
Exactly as in Part III of the proof of Theorem 5.3.4, the change of the area
A˜(t) comes from the change in the metric and the change in the boundary.
For the change in the metric, we choose an orthonormal frame X,Y,Z at a
point x in the disk D so that X and Y are tangent to the disk D while Z is
normal. Since the normalized metric g˜ij evolves by
∂
∂t
g˜ij = −t−1(g˜ij + 2R˜ij),
the (normalized) area element dσ˜ of the disk D around x satisfies
∂
∂t
dσ˜ = −t−1(1 + R˜ic (X,X) + R˜ic (Y, Y ))dσ˜.
For the change in the boundary, we notice that the tensor g˜ij +2R˜ij is very
small for the persistent hyperbolic piece. Then by using the Gauss-Bonnet
theorem as before, we obtain the rate of change of the area
(7.6.21)
dA˜
dt
≤ −
∫
D
(
1
t
+
R˜
2t
)
dσ˜ +
1
t
∫
∂D
k˜ds˜ − 2π
t
+ o
(
1
t
)
L˜,
where k˜ is the geodesic curvature of the boundary and L˜ is the length of the
boundary curve ∂D (with respect to the normalized metric g˜ij(t)). Since
R˜ ≥ −3t/2(t+ 32) for all t ≥ 0 by (7.6.2), the first term on the RHS of
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(7.6.21) is bounded above by
−
∫
D
(
1
t
+
R˜
2t
)
dσ˜ ≤ −1
t
(
1
4
− o(1)
)
A˜;
while the second term on the RHS of (7.6.21) can be estimated exactly as
before by
1
t
∫
∂D
k˜ds˜ ≤ 1
t
(
1
4
+ o(1)
)
L˜.
Thus we obtain
(7.6.22)
dA˜
dt
≤ 1
t
[(
1
4
+ o(1)
)
L˜−
(
1
4
− o(1)
)
A˜− 2π
]
.
Next we show that these arguments also work for the case that there exist
surgeries at the time t. To this end, we only need to check that the embed-
ded minimal disk D lies in the region which is unaffected by surgery. Our
surgeries for the irreducible three-manifold took place on δ-necks in ε-horns,
where the scalar curvatures are at least δ−2(r˜(t))−1, and the components
with nonnegative scalar curvature have been removed. So the hyperbolic
piece is not affected by the surgeries. In particular, the boundary ∂D is
unaffected by the surgeries. Thus if surgeries occur on the minimal disk,
the minimal disk has to pass through a long thin neck before it reaches the
surgery regions. Look at the intersections of the embedding minimal disk
with a generic center two-sphere S2 of the long thin neck; these are circles.
Since the two-sphere S2 is simply connected, we can replace the components
of the minimal disk D outside the center two-sphere S2 by some correspond-
ing components on the center two-sphere S2 to form a new disk which also
has ∂D as its boundary. Since the metric on the long thin neck is nearly a
product metric, we could choose the generic center two-sphere S2 properly
so that the area of the new disk is strictly less than the area of the original
disk D. This contradiction proves the minimal disk lies entirely in the region
unaffected by surgery.
Since a is much smaller than B, the region within a long distance from
∂MB(t) into M
c
B(t) will look nearly like a hyperbolic cusplike collar and is
unaffected by the surgeries. So we can repeat the arguments in the last part
of the proof of Theorem 5.3.4 to bound the length L˜ by the area A˜ and to
conclude
dA˜
dt
≤ −π
t
for all sufficiently large times t, which is impossible because the RHS is not
integrable. This proves that the boundary tori of any persistent hyperbolic
piece are incompressible.
Therefore we have proved the theorem. 
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7.7. Geometrization of Three-manifolds
In the late 70’s and early 80’s, Thurston [126, 127, 128] proved a
number of remarkable results on the existence of geometric structures on
a class of three-manifolds: Haken manifolds (i.e. each of them contains
an incompressible surface of genus ≥ 1). These results motivated him to
formulate a profound conjecture which roughly says every compact three-
manifold admits a canonical decomposition into domains, each of which
has a canonical geometric structure. To give a detailed description of the
conjecture, we recall some terminology as follows.
An n-dimensional complete Riemannian manifold (M,g) is called a ho-
mogeneous manifold if its group of isometries acts transitively on the
manifold. This means that the homogeneous manifold looks the same met-
rically at everypoint. For example, the round n-sphere Sn, the Euclidean
space Rn and the standard hyperbolic space Hn are homogeneous manifolds.
A Riemannian manifold is said to be modeled on a given homogeneous
manifold (M,g) if every point of the manifold has a neighborhood isometric
to an open set of (M,g). And an n-dimensional Riemannian manifold is
called a locally homogeneous manifold if it is complete and is modeled
on a homogeneous manifold. By a theorem of Singer [123], the universal
cover of a locally homogeneous manifold (with the pull-back metric) is a
homogeneous manifold.
In dimension three, every locally homogeneous manifold with finite vol-
ume is modeled on one of the following eight homogeneous manifolds (see
for example Theorem 3.8.4 of [129]):
(1) S3, the round three-sphere;
(2) R3, the Euclidean space ;
(3) H3, the standard hyperbolic space;
(4) S2 × R;
(5) H2 ×R;
(6) Nil, the three-dimensional nilpotent Heisenberg group (consisting
of upper triangular 3× 3 matrices with diagonal entries 1);
(7) P˜SL(2,R), the universal cover of the unit sphere bundle of H2;
(8) Sol, the three-dimensional solvable Lie group.
A three-manifold M is called prime if it is not diffeomorphic to S3 and
if every (topological) S2 ⊂ M , which separates M into two pieces, has the
property that one of the two pieces is diffeomorphic to a three-ball. Recall
that a three-manifold is irreducible if every embedded two-sphere bounds a
three-ball in the manifold. Clearly an irreducible three-manifold is either
prime or is diffeomorphic to S3. Conversely, an orientable prime three-
manifold is either irreducible or is diffeomorphic to S2×S1 (see for example
[71]). One of the first results in three-manifold topology is the following
prime decomposition theorem obtained by Kneser [82] in 1929 (see also
Theorem 3.15 of [71]).
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Prime Decomposition Theorem. Every compact orientable three-
manifold admits a decomposition as a finite connected sum of orientable
prime three-manifolds.
In [93], Milnor showed that the factors involved in the above Prime De-
composition are unique. Based on the prime decomposition, the question
about topology of compact orientable three-manifolds is reduced to the ques-
tion about prime three-manifolds. Thurston’s Geometrization Conjecture is
about prime three-manifolds.
Thurston’s Geometrization Conjecture. Let M be a compact,
orientable and prime three-manifold. Then there is an embedding of a fi-
nite number of disjoint unions, possibly empty, of incompressible two-tori∐
i T
2
i ⊂M such that every component of the complement admits a locally
homogeneous Riemannian metric of finite volume.
We remark that the existence of a torus decomposition, also called JSJ-
decomposition, was already obtained by Jaco-Shalen [76] and Johannsen
[77]. The JSJ-decomposition states that any compact, orientable, and prime
three-manifold has a finite collection, possibly empty, of disjoint incompress-
ible embedding two-tori {T 2i } which separate the manifold into a finite col-
lection of compact three-manifolds (with toral boundary), each of which is
either a graph manifold or is atoroidal in the sense that any subgroup of
its fundamental group isomorphic to Z×Z is conjugate into the fundamen-
tal group of some component of its boundary. A compact three-manifold
X, possibly with boundary, is called a graph manifold if there is a finite
collection of disjoint embedded tori Ti ⊂ X such that each component of
X \⋃Ti is an S1 bundle over a surface. Thus the point of the conjecture is
that the components should all be geometric.
The geometrization conjecture for a general compact orientable 3-man-
ifold is the statement that each of its prime factors satisfies the above con-
jecture. We say a compact orientable three-manifold is geometrizable if it
satisfies the geometric conjecture.
We also remark, as is well-known, that the Poincare´ conjecture can be
deduced from Thurston’s geometrization conjecture. Indeed, suppose that
we have a compact simply connected three-manifold that satisfies the con-
clusion of the geometrization conjecture. If it were not diffeomorphic to the
three-sphere S3, there would be a prime factor in the prime decomposition of
the manifold. Since the prime factor still has vanishing fundamental group,
the (torus) decomposition of the prime factor in the geometrization con-
jecture must be trivial. Thus the prime factor is a compact homogeneous
manifold model. ¿From the list of above eight models, we see that the only
compact three-dimensional model is S3. This is a contradiction. Conse-
quently, the compact simply connected three-manifold is diffeomorphic to
S3.
Now, based on the long-time behavior result (Theorem 7.6.4) we apply
the Ricci flow to discuss Thurston’s geometrization conjecture. Let M be
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a compact, orientable and prime three-manifold. Since a prime orientable
three-manifold is either irreducible or is diffeomorphic to S2 × S1, we may
thus assume the manifold M is irreducible also. Arbitrarily given a (nor-
malized) Riemannian metric for the manifold M , we use it as initial data to
evolve the metric by the Ricci flow with surgery. From Theorem 7.4.3, we
know that the Ricci flow with surgery has a long-time solution on a maxi-
mal time interval [0, T ) which satisfies the a priori assumptions and has a
finite number of surgeries on each finite time interval. Furthermore, from
the long-time behavior theorem (Theorem 7.6.4), we have well-understood
geometric structures on the thick part. Whereas, to understand the thin
part, Perelman announced the following result in [108].
Perelman’s Claim (cf. Theorem 7.4 of [108]). Suppose (Mα, gαij)
is a sequence of compact orientable three-manifolds, closed or with convex
boundary, and wα → 0. Assume that
(1) for each point x ∈ Mα there exists a radius ρ = ρα(x), 0 < ρ <
1, not exceeding the diameter of the manifold, such that the ball
B(x, ρ) in the metric gαij has volume at most w
αρ3 and sectional
curvatures at least −ρ−2;
(2) each component of the boundary of Mα has diameter at most wα,
and has a (topologically trivial) collar of length one, where the
sectional curvatures are between −1/4− ǫ and −1/4 + ǫ.
Then Mα for sufficiently large α are diffeomorphic to graph manifolds.
The topology of graph manifolds is well understood; in particular, every
graph manifold is geometrizable (see [130]).
The proof of Perelman’s Claim promised in [108] is still not available in
literature. Nevertheless, recently in [122], Shioya and Yamaguchi provided
a proof of Perelman’s Claim for the special case when all the manifolds
(Mα, gαij) are closed. That is, they proved the following weaker assertion.
Weaker Assertion (Theorem 8.1 of Shioya-Yamaguchi [122]). Sup-
pose (Mα, gαij) is a sequence of compact orientable three-manifolds without
boundary, and wα → 0. Assume that for each point x ∈ Mα there exists
a radius ρ = ρα(x), not exceeding the diameter of the manifold, such that
the ball B(x, ρ) in the metric gαij has volume at most w
αρ3 and sectional
curvatures at least −ρ−2. ThenMα for sufficiently large α are diffeomorphic
to graph manifolds.
Based on the the long-time behavior theorem (Theorem 7.6.4) and us-
ing the above Weaker Assertion, we can now give a proof for Thurston’s
geometrization conjecture . We remark that if we assume the above Perel-
man’s Claim, then we does not need to use Thurston’s theorem for Haken
manifolds in the proof of Theorem 7.7.1.
Theorem 7.7.1. Thurston’s geometrization conjecture is true.
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Proof. Let M be a compact, orientable, and prime three-manifold
(without boundary). Without loss of generality, we may assume that the
manifold M is irreducible also.
Recall that the theorem of Thurston (see for example Theorem A and
Theorem B in the third section of [97], see also [88] and [106])) says that any
compact, orientable, and irreducible Haken three-manifold (with or without
boundary) is geometrizable. Thus in the following, we may assume that the
compact three-manifold M (without boundary) is atoroidal, and then the
fundamental group π1(M) contains no noncyclic, abelian subgroup.
Arbitrarily given a (normalized) Riemannian metric on the manifold M ,
we use it as initial data for the Ricci flow. Arbitrarily take a sequence of
small positive constants wα → 0 as α → +∞. For each fixed α, we set
ε = wα/2 > 0. Then by Theorem 7.4.3, the Ricci flow with surgery has
a long-time solution (Mαt , g
α
ij(t)) on a maximal time interval [0, T
α), which
satisfies the a priori assumptions (with the accuracy parameter ε = wα/2)
and has a finite number of surgeries on each finite time interval. Since the
initial manifold is irreducible, by the surgery procedure, we know that for
each α and each t > 0 the solution manifold Mαt consists of a finite number
of components where the essential component (Mαt )
(1) is diffeomorphic to
the initial manifold M and the others are diffeomorphic to the three-sphere
S3.
If for some α = α0 the maximal time T
α0 is finite, then the solution
(Mα0t , g
α0
ij (t)) becomes extinct at T
α0 and the (irreducible) initial manifold
M is diffeomorphic to S3/Γ (the metric quotients of round three-sphere); in
particular, the manifold M is geometrizable. Thus we may assume that the
maximal time Tα = +∞ for all α.
We now apply the long-time behavior theorem (Theorem 7.6.4). If there
is some α such that case (ii) of Theorem 7.6.4 occurs, then for some suffi-
ciently large time t, the essential component (Mαt )
(1) of the solution manifold
Mαt is diffeomorphic to a compact hyperbolic space, so the initial manifold
M is geometrizable. Whereas if there is some sufficiently large α such that
case (iii) of Theorem 7.6.4 occurs, then it follows that for all sufficiently
large t, there is an embedding of a (nonempty) finite number of disjoint
unions of incompressible two-tori
∐
i T
2
i in the essential component (M
α
t )
(1)
of Mαt . This is a contradiction since we have assumed the initial manifold
M is atoroidal.
It remains to deal with the situation that there is a sequence of positive
αk → +∞ such that the solutions (Mαkt , gαkij (t)) always satisfy case (i) of
Theorem 7.6.4. That is, for each αk, M
αk
t = Mthin(w
αk , t) when the time
t is sufficiently large. By the Thick-thin decomposition theorem (Theorem
7.6.3), there is a positive constant, 0 < ρ(wαk ) ≤ 1, such that as long as
t is sufficiently large, for every x ∈ Mαkt = Mthin(wαk , t), we have some
r = r(x, t), with 0 < r
√
t < ρ(wαk )
√
t, such that
(7.7.1) Rm ≥ −(r
√
t)−2 on Bt(x, r
√
t),
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and
(7.7.2) Vol t(Bt(x, r
√
t)) < wαk(r
√
t)3.
Clearly we only need to consider the essential component (Mαkt )
(1). We
divide the discussion into the following two cases:
(1) there is a positive constant 1 < C < +∞ such that for each αk there
is a sufficiently large time tk > 0 such that
(7.7.3) r(x, tk)
√
tk < C · diam
(
(Mαktk )
(1)
)
for all x ∈ (Mαktk )(1) ⊂Mthin(wαk , tk);
(2) there are a subsequence αk (still denoted by αk), and sequences of
positive constants Ck → +∞ and times Tk < +∞ such that for each t ≥ Tk,
we have
(7.7.4) r(x(t), t)
√
t ≥ Ck · diam
(
(Mαkt )
(1)
)
for some x(t) ∈ (Mαkt )(1), k = 1, 2, . . . . Here we denote by diam ((Mαt )(1))
the diameter of the essential component (Mαt )
(1) with the metric gαij(t) at
the time t.
Let us first consider case (1). For each point x ∈ (Mαktk )(1) ⊂Mthin(wαk ,
tk), we denote by ρk(x) = C
−1r(x, tk)
√
tk. Then by (7.7.1), (7.7.2) and
(7.7.3), we have
ρk(x) < diam
(
(Mαktk )
(1)
)
,
Vol tk(Btk(x, ρk(x))) ≤ Vol tk(Btk(x, r(x, tk)
√
tk)) < C
3wαk(ρk(x))
3,
and
Rm ≥ −(r(x, tk)
√
tk)
−2 ≥ −(ρk(x))−2
on Btk(x, ρk(x)). Then it follows from the above Weaker Assertion that
(Mαktk )
(1), for sufficiently large k, are diffeomorphic to graph manifolds. This
implies that the (irreducible) initial manifold M is diffeomorphic to a graph
manifold. So the manifold M is geometrizable in case (1).
We next consider case (2). Clearly, for each αk and the chosen Tk, we
may assume that the estimates (7.7.1) and (7.7.2) hold for all t ≥ Tk and
x ∈ (Mαkt )(1). The combination of (7.7.1) and (7.7.4) gives
(7.7.5) Rm ≥ −C−2k (diam ((Mαkt )(1)))−2 on (Mαkt )(1),
for all t ≥ Tk. If there are a subsequence αk (still denoted by αk) and a
sequence of times tk ∈ (Tk,+∞) such that
(7.7.6) Vol tk((M
αk
tk
)(1)) < w′k(diam ((M
αk
tk
)(1)))3
for some sequence w′k → 0, then it follows from the Weaker Assertion that
(Mαktk )
(1), for sufficiently large k, are diffeomorphic to graph manifolds which
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implies the initial manifold M is geometrizable. Thus we may assume that
there is a positive constant w′ such that
(7.7.7) Vol t((M
αk
t )
(1)) ≥ w′(diam ((Mαkt )(1)))3
for each k and all t ≥ Tk.
In view of the estimates (7.7.5) and (7.7.7), we now want to use Theo-
rem 7.5.2 to get a uniform upper bound for the curvatures of the essential
components ((Mαkt )
(1), gαkij (t)) with sufficiently large time t. Note that the
estimate in Theorem 7.5.2 depends on the parameter ε and our ε’s depend
on wαk with 0 < ε = wαk/2; so it does not work in the present situation.
Fortunately we notice that the curvature estimate for smooth solutions in
Corollary 7.2.3 is independent of ε. In the following we try to use Corollary
7.2.3 to obtain the desired curvature estimate.
We first claim that for each k, there is a sufficiently large T ′k ∈ (Tk,+∞)
such that the solution, when restricted to the essential component ((Mαkt )
(1),
gαkij (t)), has no surgery for all t ≥ T ′k. Indeed, for each fixed k, if there
is a δ(t)-cutoff surgery at a sufficiently large time t, then the manifold
((Mαkt )
(1), gαkij (t)) would contain a δ(t)-neck Bt(y, δ(t)
−1R(y, t)−
1
2 ) for some
y ∈ (Mαkt )(1) with the volume ratio
(7.7.8)
Vol t(Bt(y, δ(t)
−1R(y, t)−
1
2 ))
(δ(t)−1R(y, t)−
1
2 )3
≤ 8πδ(t)2.
On the other hand, by (7.7.5) and (7.7.7), the standard Bishop-Gromov
volume comparison implies that
Vol t(Bt(y, δ(t)
−1R(y, t)−
1
2 ))
(δ(t)−1R(y, t)−
1
2 )3
≥ c(w′)
for some positive constant c(w′) depending only on w′. Since δ(t) is very
small when t is large, this arrives at a contradiction with (7.7.8). So for
each k, the essential component ((Mαkt )
(1), gαkij (t)) has no surgery for all
sufficiently large t.
For each k, we consider any fixed time t˜k > 3T
′
k. Let us scale the solution
gαkij (t) on the essential component (M
αk
t )
(1) by
g˜αkij (·, s) = (t˜k)−1gαkij (·, t˜ks).
Note that (Mαkt )
(1) is diffeomorphic to M for all t. By the above claim, we
see that the rescaled solution (M, g˜αkij (·, s)) is a smooth solution to the Ricci
flow on the time interval s ∈ [12 , 1]. Set
r˜k =
(√
t˜k
)−1
diam
(
(Mαk
t˜k
)(1)
)
.
Then by (7.7.4), (7.7.5) and (7.7.7), we have
r˜k ≤ C−1k → 0, as k → +∞,
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R˜m ≥ −C−2k (r˜k)−2, on B1(x(t˜k), r˜k),
and
Vol 1(B1(x(t˜k), r˜k)) ≥ w′(r˜k)3,
where R˜m is the rescaled curvature, x(t˜k) is the point given by (7.7.4) and
B1(x(t˜k), r˜k) is the geodesic ball of rescaled solution at the time s = 1.
Moreover, the closure of B1(x(t˜k), r˜k) is the whole manifold (M, g˜
αk
ij (·, 1)).
Note that in Theorem 7.2.1, Theorem 7.2.2 and Corollary 7.2.3, the
condition about normalized initial metrics is just to ensure that the so-
lutions satisfy the Hamilton-Ivey pinching estimate. Since our solutions
(Mαkt , g
αk
ij (t)) have already satisfied the pinching assumption, we can then
apply Corollary 7.2.3 to conclude
|R˜m(x, s)| ≤ K(w′)(r˜k)−2,
whenever s ∈ [1 − τ(w′)(r˜k)2, 1], x ∈ (M, g˜αkij (·, s)) and k is sufficiently
large. Here K(w′) and τ(w′) are positive constants depending only on w′.
Equivalently, we have the curvature estimates
(7.7.9) |Rm(·, t)| ≤ K(w′)(diam ((Mαk
t˜k
)(1)))−2, on M,
whenever t ∈ [t˜k − τ(w′)(diam ((Mαkt˜k )
(1)))2, t˜k] and k is sufficiently large.
For each k, let us scale ((Mαkt )
(1), gαkij (t)) with the factor (diam((M
αk
t˜k
)(1)))−2
and shift the time t˜k to the new time zero. By the curvature estimate (7.7.9)
and Hamilton’s compactness theorem (Theorem 4.1.5), we can take a subse-
quential limit (in the C∞ topology) and get a smooth solution to the Ricci
flow on M × (−τ(w′), 0]. Moreover, by (7.7.5), the limit has nonnegative
sectional curvature on M × (−τ(w′), 0]. Recall that we have removed all
compact components with nonnegative scalar curvature. By combining this
with the strong maximum principle, we conclude that the limit is a flat met-
ric. Hence in case (2), M is diffeomorphic to a flat manifold and then it is
also geometrizable.
Therefore we have completed the proof of the theorem. 
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