Discrete-time synergetic optimal control strategies are proposed for a class of nonlinear discrete-time dynamic systems, in which a special performance index is used that results in closed-form solutions of the optimal problems. Reduced-dimension aggregated variables representing a combination of the actual controlled plant variables are used to define the performance index. The control law optimizing the performance index for the respective nonlinear dynamic system is derived from the associated first-order difference equation in terms of the aggregated variables. Some connections between discrete-time synergetic control and the discrete-time linear quadratic regulator as well as discrete-time variable-structure sliding-mode controls are established. A control design procedure leading to closedloop stability of a class of nonlinear systems with matched nonlinearities is presented. For these types of systems, the discrete-time synergetic optimal control strategy for tracking problems is developed by incorporating integral action. The closed-loop stability depends upon proper construction of the aggregated variables so that the closed-loop nonlinear system on the manifold specified by the aggregated variables is asymptotically stable. An algorithm for the construction of such a stabilizing manifold is given. Finally, the results are illustrated with an example that involves a discrete-time nonlinear helicopter model. 
O PTIMAL control of a discrete-time dynamic system is concerned with finding a sequence of decisions over discrete time to optimize a given objective functional. Dynamic programming (DP) offers a computational procedure based on the principle of optimality to determine the optimizing control sequence [1] [2] [3] [4] [5] [6] . The optimizing control sequence in discrete-time optimal control problems can be obtained by solving the Bellman equation. Even though DP offers a systematic procedure to compute the optimizing sequence, the computational requirements to complete this task may become prohibitively large [2, 7] . One way to overcome the excessive computational complexity is to use methods that generate efficiently approximate solutions [7] .
Closed-form analytical solutions to optimal control problems of discrete-time dynamic systems are attainable for linear systems with quadratic objective functionals [8] [9] [10] [11] [12] . Different forms of objective functionals lead to different control laws [13, 14] . In this paper, we consider a special form of the objective functional that allows us to obtain closed-form analytical solutions to optimal control problems for a class of discrete-time nonlinear dynamic systems. The format of such an objective functional resembles that of the optimal control problem for continuous-time dynamic systems, leading to the socalled synergetic control strategies. The synergetic control method was recently developed by Kolesnikov et al. [15] [16] [17] and applied to engineering energy-conversion problems [18, 19] . Nusawardhana et al. [20] also present a list of references on synergetic control, including those of Kolesnikov et al. [15] [16] [17] .
The synergetic control approach yields an optimizing control law that is derived from the associated linear first-order ordinary differential equation rather than a nonlinear partial differential equation as in the classical continuous optimal control. In [20] [21] [22] , an alternative derivation of synergetic optimal controls, from both necessary and sufficient optimality conditions, is offered and the proposed controllers are applied to aerospace problems.
The term synergetics, as described by Haken in [23] [24] [25] [26] , is concerned with the spontaneous formation of macroscopic spatial, temporal, or functional structures of systems via self-organization and is associated with systems composed of many subsystems, which may be of quite different natures. One important subject of discussion in these references is the cooperation of these subsystems on macroscopic scales.
The synergetics principle translates to the field of control in terms of state-variable aggregation. As an illustration, consider a dynamic system with an n-dimensional state vector x and an m-dimensional input variable. Let be a variable defined as Sx, where S is a matrix in R mn and constitutes an aggregated or metavariable. Aggregated variables constitute macroscopic variables from the perspective of synergetics. To be consistent with one of the control objectives, the selection or the construction of macroscopic variables must avoid internal divergence. In other words, stability observed at the macroscopic level implies stability at the microscopic level.
The fundamental concept in the synergetic control approach is that of an invariant manifold and the associated law governing the controlled system's trajectory convergence to the invariant manifold. In this paper, we show that synergetic control is an effective means of controlling discrete-time nonlinear systems. We add that discretetime dynamics commonly arise after time discretization of the original continuous-time system is performed to digitally simulate and/or control its dynamic behavior. However, there are dynamic systems that are inherently discrete-time. Economic systems are often represented in the discrete-time domain because control strategies for these systems are applied in discrete time (see, for example, [27] and references therein).
The first objective of our presentation here is to present our derivation of the discrete-time synergetic control from both discretetime calculus of variations and the discrete-time Bellman equation (or dynamic programming) and to establish some connections with the discrete-time variable-structure sliding-mode approach. We show that discrete-time synergetic control not only satisfies the necessary condition for optimality but also satisfies the sufficient condition for optimality. We show that the discrete-time synergetic control for linear systems is the same as the discrete-time nonlinear variable-structure sliding-mode controller employing a certain reaching law. The second objective is to show that for linear timeinvariant (LTI) systems and for a special form of the performance index, the synergetic control approach yields the same controller structure as the linear quadratic regulator (LQR) approach. The third objective is to present our stability analysis of the discrete-time synergetic control and a constructive algorithm to design a stabilizing manifold. The fourth objective is to present a discretetime synergetic control-based design procedure for tracking a reference command using an integral action. The integral action is commonly used in the design of controllers to track constant or almost-constant reference signals. Stability analysis of the closedloop system is performed. The final objective is to apply the proposed method to a tracking problem of a laboratory-scale helicopter model.
II. Plant Model and Problem Statement
We consider a class of nonlinear discrete-time dynamic systems modeled by
where x k 2 R n is a vector of state variables, u k 2 R m is an input vector, Ax is a state-dependent vector function of dimension n, and Bx is an n m state-dependent input matrix. We define a macrovariable
where the constant matrix S 2 R mn is constructed so that the square m m matrix SBx k is invertible. We wish to solve the following optimal control problem. For a given class of nonlinear systems modeled by Eq. (1), construct a control sequence u k [k 2 k 0 ; 1] that minimizes the performance index:
where an m m symmetric positive-definite matrix T T > > 0 is a design parameter matrix. The performance index J depends on u k through the variable k1 . Note that k1 x k1 depends upon
The performance index (3) has not been commonly used in the discrete-time optimal control literature. However, this novel performance index leads to new types of optimal control strategies that are expressible in a closed form, as we demonstrate in this paper.
III. Controller Construction Using the Calculus of Variations
Our derivation of the discrete-time synergetic control law is rooted in the calculus of variations. Continuous functional optimization in the calculus of variations is solved using the continuous EulerLagrange equation. The well-known fundamental principle of the calculus of variations states that for a functionals to be extremized, the first variation of the functional must be equal to zero (see, for example, Theorem I on page 178 in [28] , Theorem 3.1 on page 7 in [29] , or pages 35-38 in [30] ). In the discrete-time case, we have the following theorem for the functional extremum which is adapted from page 127 in [31] (see also Sec. 5.1.1 of [32] ). Discussion and mathematical derivation of the discrete-time Euler-Lagrange equation in these references serve as the proof to the following theorem.
Theorem 1 (a necessary condition for extremum): Let
be a functional defined on the set of functions x k that have continuous first derivatives in k 0 ; k f and satisfy boundary conditions x x k 0 and x f x k f . Then the necessary condition for x k to be an extremizer of the cost J is that x k satisfies the difference equation:
where the derivative operator @=@x k , applied to a real-valued function of many variables, is a column vector. We now apply the preceding necessary condition to the cost functional (3) to obtain 
to derive the extremizing control law. We summarize the preceding development in the following proposition.
Proposition 1: If k is a local minimizer of the functional
on all admissible vector functions of k , then
where 1 2
The vector function k that satisfies Eq. (14) is referred to as an extremizing k . Using Proposition 1, we can now state and prove the following theorem.
Theorem 2 (discrete-time synergetic extremum control): For a dynamic system model,
and the associated performance index
and SBx k is invertible, the extremizing control law is
Proof: By Proposition 1, the trajectory k extremizing the performance index (13) must satisfy the difference equation (14) . Substituting the system dynamics into k1 Sx k1 yields
Substituting the preceding into the difference equation (14) gives
Solving Eq. (16) for u k , we obtain Eq. (15), which is the control law that extremizes the given performance index. □ Note that we refer to the control law (15) as extremizing rather than minimizing to emphasize the fact that the control law (15) is derived from the necessary optimality condition [33] . However, as we will show in the next section, the control law (15) is also optimizing: in our case, minimizing.
IV. Derivation of Discrete-Time Synergetic Control from Bellman's Equation
Consider a general discrete-time nonlinear dynamic system modeled by
where x k 2 R n . The problem of finding a control sequence fu k :k 2 k 0 ; 1g along with its corresponding state trajectory fx k :k 2 k 0 ; 1g to minimize the performance index
constitutes an infinite-horizon discrete-time optimal control problem. One way to synthesize an optimal feedback control sequence u k , k k 0 is to employ Bellman's equation [3, 8, 9] , which provides both necessary and sufficient conditions for the optimality of the resulting controller. The following theorem (found in Vol. II, Sec. 1.2, of [3] ) states the necessary and sufficient condition for the optimality of the solution to the preceding discrete-time optimal control problem.
Theorem 3 (necessary and sufficient condition for optimality): A policy u k is optimal if and only if it is a minimizer of the Bellman equation:
Using Theorem 3, we construct a synergetic control strategy for a class of nonlinear systems.
Theorem 4 (discrete-time synergetic optimal control): Consider a nonlinear system model given by (20) and the associated performance index
where
and SBx k is invertible. The optimal feedback control law u k that minimizes the performance index (21) is obtained by solving the difference equation:
where the symmetric positive-definite P 2 R mm is the solution to the algebraic equation:
The optimal control strategy has the form (25) and the value of the performance index is
where P satisfies Eq. (24) .
The Bellman equation for the optimal control of dynamic system (20) with the performance index (21) takes the form
To find the minimizing sequence u k , we apply the first-order necessary condition for the unconstrained minimization to the expression in the braces in Eq. (28) . Note that k1 depends on u k , but k does not. Using the relations
Therefore, k , which minimizes the performance index (21), satisfies the first-order difference equation:
We note that the difference equation (23) yields an asymptotically stable because all eigenvalues of T P 1 T lie inside the unit disc. To see this, note that
We use the difference equation (29) to derive an optimal control law u k . To obtain the formula for the optimal control law, we perform the following manipulations. From Eq. (29), we obtain
Hence, the optimal control law is
We next use the Bellman equation (28) to obtain the matrix P:
Collecting all quadratic terms in k on the left side of Eq. (30), we obtain
Because T P k1 T k , we can further simplify Eq. (31) to obtain
Rearranging terms in Eq. (32) gives the following matrix equation for P:
□ Two difference equations [Eq. (14) , derived from the calculus of variations, and Eq. (23), derived from the Bellman equation] are used to construct extremizing and minimizing control laws, respectively. It is not immediately obvious that these difference equations, along with their respective control laws (15) and (25), are equivalent. We now show that these difference equations are equivalent.
Theorem 5: The extremizing difference equation obtained from the calculus of variations is equivalent with the minimizing difference equation obtained from the Bellman equation because
that is, Eq. (23) takes the form of Eq. (14) . Proof: We add T to both sides of Eq. (33) to obtain
Premultiplying both sides of Eq. (34) by T 1 gives
Collecting all terms on one side yields 
Equation (36) is the same as Eq. (9) derived from the discrete EulerLagrange equation with the stabilizing solution given by Z . Therefore, ZI T 1 T P 1 . □
V. Relationship Between Discrete-Time Synergetic Optimal Controller and the Linear Quadratic Regulator
The performance index used to derive the optimal control strategies (15) and (25) is quadratic. Optimal control of discrete-time linear time-invariant systems using a quadratic performance index has been extensively investigated in [8, 9, [34] [35] [36] . In this section, we establish connections between the discrete-time synergetic optimal control and the discrete-time LQR.
A. Discrete-Time Synergetic Optimal Control for Linear TimeInvariant Systems
We first present the discrete-time synergetic control solution for a class of LTI systems.
Corollary 1 (discrete-time synergetic optimal control for LTI systems): Consider the linear discrete-time dynamic system modeled by
and the associated performance index (38) where k Sx k , x k 2 R n , and S is constructed such that SB is invertible. The optimal control minimizing the performance index (38) satisfies the difference equation:
and is given by
The symmetric positive-definite matrix P 2 R mm is the solution to the algebraic equation:
Proof: Substituting A and B for Ax k and Bx k into Theorem 4 gives the preceding results. □ To establish connections between the preceding synergetic optimal control law and the one obtained from the LQR theory, we need the following background results.
B. Background Results from the LQR Theory
In this section, we investigate the optimal linear quadratic regulator problem with the cross-product term in the quadratic performance index. We derive a discrete LQR control law following the steps in [12] , in which the solution to the continuous-time LQR problems with cross-product terms in the quadratic performance index can be found. Then we employ the obtained results to derive an optimal synergetic control strategy using the Bellman equation.
Consider a linear discrete-time dynamic system modeled by Eq. (37) and the associated quadratic performance index:
where Q Q > 0, N 2 R nm , and R R > > 0. The problem of determining an input sequence u k u k (k k 0 ) for the dynamic system (37) that minimizes Jx k 0 is called the deterministic discretetime linear quadratic optimal regulator (DT-LQR) problem.
Lemma 1 (discrete-time LQR with cross-product term in quadratic performance index): For the DT-LQR problem of dynamic system (37) with quadratic performance index Jx k 0 given by Eq. (42), the control law
minimizes the quadratic performance index Jx k 0 , where the positive-definite symmetric matrixP 2 R nn is the solution to the algebraic Riccati equation:
The control law u k given by Eq. (43) together withP obtained from Eq. (44) solve the associated Bellman equation:
for all x k 2 R n , where
for Jx k1 in Eq. (45), then taking its derivative with respect to u k and solving the resulting algebraic equation for u k , we obtain the optimizing control law (43) . Substituting this optimizing control into Eq. (45) gives
For the equality in Eq. (46) to hold for all x k , the algebraic Riccati equation (44) must be satisfied. □
C. Equivalence Between Synergetic and LQR Controllers
We begin by substituting the expressions for k and k1 into the quadratic performance index (38) and then eliminate x k1 . After some manipulations, we represent Eq. (38) in the form
By Lemma 1, the DT-LQR optimal solution for the system (37) with the cost functional (47) is given by Eq. (43), whereP 2 R nn is the solution to the algebraic Riccati equation (44) . We next show that the discrete-time synergetic optimal control law (40) and the discretetime LQR control law (43) are equivalent optimal strategies associated with the quadratic performance index (38) 
We rearrange the terms to obtain
Substituting into Eq. (50) the synergetic control law (40) gives
On the other hand, the solution to the DT-LQR problem of system (37) with the cost (47) is characterized by the matrixP, which is the solution to the Riccati equation and has the form:
We substitute the matrices Q, N, and R defined in Eq. (48) into Eq. (52) to obtaiñ
Equations (51) and (53) are equal if and only ifP S > PS. Next, we show that the control laws (40) and (43) are equivalent. Using matrix relations in Eq. (48) to substitute for R and N in the DT-LQR control law, we obtain
Substituting now S > PS forP into Eq. (54) and taking into account that SB is invertible, the DT-LQR control law (54) takes the form of the synergetic control law (40) . □
VI. Discrete-Time Variable-Structure Sliding-Mode Control and Synergetic Control
The difference equation
derived in Secs. III and IV is an important equation in discrete-time synergetic control because it determines the associated discrete-time optimizing control law. Note that the relation (55) indicates that both k1 and k have the same sign. Recall that k 2 R m . Let i;k be the ith element of k . The relation (55) is equivalent to
where sign is the sign operator applied to each component of its vector argument. The relation (56) appears in discrete-time variablestructure sliding-mode control reaching conditions [37, 38] . An overview of discrete-time sliding-mode control reaching conditions can be found in Chapter 3 of [39] . It is stated on page 931 of [38] that the control law satisfying Eq. (56), and hence Eq. (55), will guarantee that all the state trajectories will enter and remain within a domain of decreasing or, in the worst case, nonincreasing distance relative to the manifold M fx:x 0g. The reaching law of the discrete-time sliding-mode control in the form of Eq. (55) is known as linear reaching law [39] . It is also known as the reaching law for variable structure with -equivalent control [40] . The -equivalent-control variable-structure method yields the equivalent control from the difference equation: k1 where jj < 1. From the perspective of discrete-time synergetic control, the discrete-time sliding-mode control with the linear or reaching law is optimizing, in the sense that it minimizes the cost functional:
A consequence of recognizing a connection between the discretetime synergetic control and the sliding-mode control is that we can employ invariant manifold construction methods of sliding-mode variable structure.
VII. Analysis of the Closed-Loop System Driven by the Synergetic Controller
We consider the following LTI dynamic system model:
which is regulated by the discrete-time synergetic optimal control. The discrete-time synergetic optimal control law u k is constructed to minimize the quadratic performance index (13), where k1 k , which can be represented as
where is given by Eq. (14); that is, all eigenvalues of lie inside the unit disc in the complex plane. Therefore, the optimizing control law satisfying Eq. (57) is
The closed-loop system dynamics are modeled as
The synergetic control strategy (58) forces the system trajectory to asymptotically approach the manifold f 0g. Thus, the closedloop system will be asymptotically stable, provided that the system (59) restricted to the manifold, f 0g, is asymptotically stable. In our proof of the preceding statements, we use the following theorem that can be found on page 333 of [41] . 
Because SB I m , W g B O, and x k W Bz k , the preceding relation becomes
Therefore, the closed-loop dynamic system has the following final form:
The eigenvalues of the closed-loop system is the union of the eigenvalues of W g AW and . Because the magnitudes of all eigenvalues of are less than one and because all eigenvalues of W g AW have magnitudes less than one, all eigenvalues of the closedloop system have magnitudes less than one by construction, rendering asymptotic stability of the closed-loop system driven by the synergetic controller. □ The preceding analysis procedure can be extended to analyze the closed-loop stability of a class of nonlinear systems with matched nonlinearities (see, for example, page 548 in [42] ). In particular, we consider a class of nonlinear systems that can be transformed into the so-called regular form:
, and A 22 x k 2 R mm are state-dependent matrices; fx k is a q-dimensional vector of nonlinear functions; B f is a constant matrix of dimension m q; and B u 2 R mm is a constant invertible matrix. Note that in system (63), nonlinearities are in the range space of the input matrix B u ; that is, they affect the system dynamics in the same way as the input u k does. Therefore, B f B u K fu , where K fu is a constant matrix of dimension m q.
Consider now the nonlinear system model (63) along with the performance index (3), where
For the system (63), the control law that minimizes the performance index (3) is derived from the first-order difference equation (14) and is given by
Theorem 9 (closed-loop stability of dynamic system with matched nonlinearities): If the matrix S is constructed so that detS 2 B u ≠ 0, system (63) restricted to the manifold f 0g is asymptotically stable, and the pair A 11 ; A 12 is controllable, then the system (63) driven by the control law (65) is asymptotically stable.
Proof: We begin by constructing an n n m real matrix:
where V 11 2 R n mn m is invertible, such that VB u 1 exists. Let
Therefore,
and hence
Observe that the nonlinearities A 21 x k and A 22 x k are matched and, because of the structure of V g , the matrix
is controllable. Therefore, for any set of complex numbers f 1 ; 2 ; . . . ; n m g, symmetric with respect to the real axis, we can always find a matrix F such that
The matrix F can be determined by using any available method for pole placing to shift the poles of V gÃ V-V gÃB u F into the desired locations inside the open unit disc. We proceed by performing the following manipulations:
Note that by Eq. (67),
We then use the same arguments as in the Proof of Theorem 8 and transform the closed-loop system dynamics into the new basis using the following state-space transformation:
where z 1;k is composed of state variables that characterize the closedloop trajectories of Eq. (63) confined on the manifold f 0g, and z 2;k comprises state variables characterizing trajectories approaching the manifold f 0g. The inverse transformation of Eq. (70) is
The closed-loop system dynamics in the new coordinates are
By construction, the eigenvalues of the constant matrix W gÃ x k W are located inside the open unit disc. The eigenvalues of are also located inside the open unit disc. Therefore, the closed-loop system (72) is asymptotically stable. □ Using the results of the preceding analysis, we can deduce an algorithm for constructing a linear manifold fSx 0g so that the nonlinear dynamics constrained to this manifold are asymptotically stable. This invariant manifold construction algorithm was first proposed in [43, 44] for constructing a switching surface for slidingmode controllers:
1) Select V so that the rank of V B is n. 
VIII. Discrete-Time Synergetic Optimal Integral Tracking Control
In this section, we use the results from the previous sections to develop a discrete-time integral tracking controller for a class of nonlinear systems that can be transformed into a regular form [Eq. (63)]. Suppose that the output of the system (63) is
where y k 2 R p . The control design objective is to construct a control strategy so that the output y k tracks a piecewise constant reference vector r 2 R p . We now define a new state vector x r;k and its respective state equation:
where > 0 is a design parameter. Our objective is to design a control strategy so that
Therefore, r 1 y 1 , and the performance index (3) is minimized, where k is to be determined.
To proceed, define the augmented state-variable vector as that can be compactly expressed as
Note that for the system (75), the matching condition implies that there exists a constant matrix K fu 2 R mq such that B f B u K fu as was demonstrated for Eq. (63). Therefore,B f B u K fu . Let k be defined as
We next employ the equations k1 k and k Sx k to construct the discrete-time synergetic optimal control law. Combining the preceding two equations and rearranging the resulting equation gives
Solving the preceding equation for u k , we obtain
Substituting the control law (77) into Eq. (75) leads to the following closed-loop system model:
We now use the method advanced in the previous section to analyze the closed-loop tracking-system stability. In particular, we employ the same coordinate transformation (60) 
Because the plant model is in the regular form with matched nonlinearities, the matrix W gÃ x k W is a constant matrix. Observe that in the absence of r k , the dynamics of Eq. (79) are asymptotically stable because the magnitudes of all eigenvalues of are less than one and, by construction, the magnitudes of all eigenvalues of the constant matrix W gÃ x k W are also less than one. In the steady state, the following conditions hold:
We will now show that the condition (81) is equivalent to the condition
We proceed as follows. Without loss of generality, let the matrices V 11 in Eq. (66) and F in Eqs. (68) and (69) be defined as
The matrices V 11 and F defined in Eq. (83) yield the following matrices W and W g :
and
From the matrix identity
we obtain the following relations:
Using the matrices defined in Eq. (84) and taking into account the relation that follows from Eq. (70), which has the form
where we removed the subscript k to indicate that we analyze the steady-state condition. In the steady state, x k 0; therefore,
From the first row of Eq. (86), we obtain
Substituting Eqs. (85) and (87) into Eq. (88) and performing some algebraic manipulations gives
Hence, in the steady state, y k r k . We summarize the results of this section in the following theorem. Theorem 10 (discrete-time synergetic optimal integral tracking): If the following conditions are satisfied, then the system (75) driven by the control strategy (77) asymptotically tracks a constant reference signal r k :
1) The matrix S in Eq. (76) is constructed so that detS 2 B u ≠ 0.
2) The system (75) restricted to the manifold fx k : 0g is asymptotically stable.
3) The pair A 11 ; A 12 is controllable.
IX. Example
We consider the problem of tracking control design for a nonlinear helicopter model using the proposed discrete-time synergetic control law. We employ the continuous-time nonlinear helicopter model developed by Pallet et al. [45] [46] [47] . In Fig. 1 , we present the configuration of this helicopter control model.
A. Nonlinear Dynamics
The vertical dynamics of the helicopter system mounted on a stand are governed by the following set of differential equations: Fig. 1 Helicopter system on a stand as modeled in [45] [46] [47] . Let F be a solution that yields to the preceding eigenvalues. Furthermore, let F have the following structure: 
_
The control strategy for the discrete-time tracking problem of a discrete-time helicopter model is obtained by substituting Eqs. (102) and (103) into the control strategy (77).
D. Discussion on Tracking Performance
The helicopter is expected to change its altitude from h 0:75 to 1.25 m. To increase the altitude of a hovering helicopter, one can increase the collective pitch (which increases the lift from each rotor blade) while maintaining constant rotational speed, increase the rotational speed (which increases the lift from each rotor blade while maintaining a constant collective angle), or a combination of the two. To relieve the requirement for excessive rotor blade rotation, we simultaneously change the collective pitch angle from c 0:125 to 0.2 rad. Simulation results depicting the performance of the constructed discrete-time synergetic controller are presented in Figs. 2-4 .
We can see in Fig. 2 that the helicopter altitude follows the prescribed altitude reference. In Fig. 3 , we show the time history of the collective blade pitch angle along with the control effort to drive the collective pitch dynamics. Observe that the collective pitch dynamics follow the prescribed reference collective blade pitch. The control strategies developed using the discrete-time synergetic control method also prevent excessive main rotor rotation because, as it is shown in Fig. 4 , the rotor rotation does not excessively increase as the helicopter altitude rises. Note that as a result of using the proposed discrete-time control strategies, the helicopter rotor angular velocity decreases as the higher altitude is commanded. Also shown in this figure is the control effort largely responsible for the profile of rotor blade angular velocity.
X. Conclusions
We proposed novel discrete-time control strategies for solving optimal control problems for a class of nonlinear dynamic systems. The optimal control problem is formulated using a special performance index. Using two different approaches, one employing a discrete-time version of calculus of variations and the other using a dynamic programming approach, we were able to obtain the same optimal control strategy, called the discrete-time synergetic control. This control law can be derived by solving the associated firstorder difference equation for the aggregated variable comprising the controlled system variables. The aggregated variable must be properly selected so that when the dynamics of the controlled system are confined to the manifold defined by the aggregated variable, the resulting reduced-order dynamics are stable.
We established connections between the synergetic control approach and a version of the discrete-time variable-structure sliding-mode control method. We showed that the first-order difference equation for control law derivation in the synergetic method corresponds to the reaching conditions of the discrete-time variable-structure sliding-mode control. Moreover, we showed that the difference equation used to derive the control law of discrete-time synergetic control is the same as the difference equation for the linear reaching law of a variable-structure sliding-mode control using the -equivalent-control approach.
In addition, synergetic control was shown to provide the same controller as the LQR, with a special performance index for the case of linear time-invariant dynamic systems. We provided the closedloop stability analysis for the case when the nonlinear plant model contained matched nonlinearities. We showed that the closed-loop nonlinear system stability is determined by the stability of the firstorder difference equation, used to derive the discrete-time synergetic optimizing control law, and the stability of the controlled system confined to the manifold defined by the aggregated variable. We also presented a constructive algorithm that generates an invariant manifold such that the closed-loop nonlinear system driven by the discrete-time optimizing synergetic controller is asymptotically stable.
Next, we offered a method for constructing the discrete-time synergetic optimal control for the purpose of tracking piecewise constant reference applied to nonlinear plants with matched nonlinearities. The strategy employs an integral action and achieves asymptotically zero-error tracking performance.
The results obtained are illustrated with a numerical example involving an application of the proposed method to optimal control of a highly nonlinear helicopter model yielding excellent closed-loop performance.
