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THE γ-POSITIVITY OF BASIC EULERIAN POLYNOMIALS
VIA GROUP ACTIONS
ZHICONG LIN AND JIANG ZENG
Abstract. We provide combinatorial interpretation for the γ-coefficients of the basic
Eulerian polynomials that enumerate permutations by the excedance statistic and the
major index as well as the corresponding γ-coefficients for derangements. Our results
refine the classical γ-positivity results for the Eulerian polynomials and the derangement
polynomials. The main tools are Bra¨nde´n’s modified Foata–Strehl action on permuta-
tions and the recent triple statistic (des, rix, aid) equidistibuted with (exc, fix,maj).
1. Introduction
Any polynomial h(t) =
∑n
i=0 hit
i with symmetric coefficient sequence (hn−i = hi) can
be expanded uniquely as h(t) =
∑⌊n/2⌋
k=0 γkt
k(1 + t)n−2k, and is said to be γ-positive if
γk ≥ 0. An interesting problem is then to see whether there are any combinatorial or
geometric meaning of the γ-coefficients when they are positive, see [2,5,12,13]. It is well
konwn that Eulerian polynomials are γ-positive, see (1.6) below. In this work we shall
study two generalizations of the γ-positivity of Eulerian polynomials.
A permutation σ of [n] := {1, 2, . . . , n} is a bijection from [n] to [n], which will be
identified with the word σ = σ1 · · ·σn, where σi = σ(i). We denote by Sn the set of
all permutations of [n]. Given a σ ∈ Sn, an integer i ∈ [n] is an excedance (resp. fixed
point) of σ if σi > i (resp. σi = i). Denote by exc(σ) and fix(σ) the number of excedances
and fixed points of σ, respectively. Let maj(σ) :=
∑
σi>σi+1
i be the major index of σ.
Shareshian and Wachs [15, 16] introduced and studied the basic Eulerian polynomials
An(t, r, q) :=
∑
σ∈Sn
texc(σ)rfix(σ)qmaj(σ)−exc(σ).
In [16, Remark 5.5] they noticed that using an unpublished result of Gessel they could
prove, among other things, that
(1) there are polynomials γn,k(q) in N[q] such that
An(t, 1, q) =
⌊n/2⌋∑
k=0
γn,k(q)t
k(1 + t)n−2k. (1.1)
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(2) there are polynomials γ˜n,k(q) in N[q] such that
An(t, 0, q) =
⌊(n−1)/2⌋∑
k=0
γ˜n,k(q)t
k(1 + t)n−1−2k. (1.2)
They have also two refined versions of (1.2), that we shall discuss in the last section, see
(6.4) and (6.5).
The aim of this paper is to provide combinatorial interpretations for the coefficients
γn,k(q) and γ˜n,k(q). Several q-analogs of Eulerian polynomials with combinatorial mean-
ings have been studied in the literature (see [15] and references therein) and various
extensions of (1.6) and (1.8) have already been obtained in [2, 9, 17, 18]. We first review
some partial and related recent results on this topic.
Let σ = σ1σ2 . . . σn be permutation in Sn and by convention σ0 = σn+1 = +∞. We call
σi (1 ≤ i ≤ n) a double descent (resp. double ascent, peak, valley) of σ if σi−1 > σi > σi+1
(resp. σi−1 < σi < σi+1, σi−1 < σi > σi+1, σi−1 > σi < σi+1). Denote by dd(σ)
(resp. da(σ), peak(σ), valley(σ)) the number of double descents (resp. double ascents,
peaks, valleys) of σ. For each σ ∈ Sn let cda(σ) := |{i : σ
−1(i) < i < σ(i)}| be the
number of double excedances or cyclic double ascents of σ and cyc(σ) denote the number
of cycles of σ. For 1 ≤ k ≤ n define the sets
Dn,k : = {σ ∈ Sn : dd(σ) = 0, des(σ) = k},
D˜n,k : = {σ ∈ Dn,k−1 : σn−1 < σn},
En,k : = {σ ∈ Sn : fix(σ) = 0, cda(σ) = 0, exc(σ) = k}.
For example, for n = 4, we have
D4,0 = {1234} and D4,1 = {1324, 1423, 2314, 2413, 3412, 1243, 1342, 2341}; (1.3)
D˜4,1 = {1234} and D˜4,2 = {1324, 1423, 2314, 2413, 3412}; (1.4)
E4,1 = {4123} and E4,2 = {2143, 2413, 3412, 4312, 4321}. (1.5)
A classical result of Foata and Schu¨tzenberger [5] states that the Eulerian polynomials
have the following γ-expansion, which implies both the symmetry and unimodality (see
for instance [16] for definitions) of the sequence of Eulerian numbers.
Theorem 1 (Foata–Schu¨tzenberger). One has
An(t, 1, 1) =
⌊(n−1)/2⌋∑
k=0
|Dn,k|t
k(1 + t)n−1−2k. (1.6)
Shin and Zeng [17, Theorem 11] have recently proved the following result via continued
fractions.
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Theorem 2 (Shin–Zeng). One has∑
σ∈Sn
fix(σ)=0
βcyc(σ)texc(σ) =
⌊n/2⌋∑
k=1
( ∑
σ∈En,k
βcyc(σ)
)
tk(1 + t)n−2k. (1.7)
In particular, we have the derangement analogue of (1.6)
An(t, 0, 1) =
⌊n/2⌋∑
k=1
|En,k|t
k(1 + t)n−2k. (1.8)
For n = 4, it follows from (1.5) that∑
σ∈Sn
fix(σ)=0
βcyc(σ)texc(σ) = βt(1 + t)2 + (2β + 3β2)t2
= βt+ 4βt2 + 3β2t2 + βt3.
A permutation σ ∈ Sn is called alternating if σ1 < σ2 > σ3 < σ4 > · · · . An inversion
of a permutation σ ∈ Sn is a pair (σi, σj) such that 1 ≤ i < j ≤ n and σi > σj . Let
inv(σ) be the number of inversions of σ. The set of alternating permutations of order
n is denoted by An. When t = −1 Foata and Han [4, Theorem 1] proved the following
q-analogue of (1.6) and (1.8).
Theorem 3 (Foata-Han). One has A2n(−1, 1, q) = A2n−1(−1, 0, q) = 0 (n ≥ 1) and
A2n+1(−1, 1, q) = (−1)
n
∑
σ∈A2n+1
qinv(σ) (n ≥ 0);
A2n(−1, 0, q) = (−1)
n
∑
σ∈A2n
qinv(σ) (n ≥ 0).
Our main results, Theorems 4 and 5, are q-analogues of (1.6) and (1.8) for general t.
Theorem 4. We have
An(t, 1, q) =
⌊(n−1)/2⌋∑
k=0
( ∑
σ∈Dn,k
qinv(σ)
)
tk(1 + t)n−1−2k. (1.9)
For n = 4, it follows from (1.3) that
A4(t, 1, q) = (1 + t)
3 + (2q + 3q2 + 2q3 + q4)t(1 + t)
= 1 + (3 + 2q + 3q2 + 2q3 + q4)t + (3 + 2q + 3q2 + 2q3 + q4)t2 + t3.
Theorem 5. We have
An(t, 0, q) =
⌊n/2⌋∑
k=1
( ∑
σ∈D˜n,k
qinv(σ)
)
tk(1 + t)n−2k. (1.10)
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For n = 4, it follows from (1.4) that
A4(t, 0, q) = t(1 + t)
2 + (q + 2q2 + q3 + q4)t2
= t + (2 + q + 2q2 + q3 + q4)t2 + t3.
Obviously Theorem 4 is a q-analogue of Theorem 1. To show that (1.10) reduces to
(1.8), we will give a bijection from D˜n,k to En,k in Remark 3. Since A2n+1 = D2n+1,n and
A2n = D˜2n,n, Theorems 4 and 5 with t = −1 reduce immediately to Theorem 3.
Remark 1. For any σ ∈ Sn let DES(σ) = {i ∈ [n − 1] : σi > σi+1} be its descent set.
According to a result of Foata and Schu¨tzenberger [6], for any S ⊆ [n− 1],∑
qinv(σ) =
∑
qimaj(σ) (σ ∈ Sn and DES(σ) = S),
where imaj(σ) = maj(σ−1). Hence we can replace the statistic inv by imaj in Theorems 4
and 5.
We will prove Theorems 4 and 5 by making use of Bra¨nde´n’s modified Foata–Strehl
action, [2, 7] (see also [14]), and an alternative interpretation of the basic Eulerian poly-
nomials involving the descent statistic, that we recall below.
Definition 1. Let w = w1w2 · · ·wk be a word of length k with distinct letters from [n].
An admissible inversion of w is a pair (wi, wj) such that 1 ≤ i < j ≤ k and wi > wj and
satisfies either of the following conditions:
• 1 < i and wi−1 < wi or
• there is some l such that i < l < j and wi < wl.
Let ai(w) be the number of admissible inversions of w. The statistic “rix” is defined
recursively as follows: rix(∅) = 0, if wi = max{w1, w2, . . . , wk} (1 ≤ i ≤ k), then
rix(w) :=

0, if i = 1 < k;
1 + rix(w1w2 · · ·wk−1), if i = k;
rix(wi+1wi+2 · · ·wk), if 1 < i < k.
Note that rix(w1) = 1. If w = 291753468, then there are 14 inversions, except (5, 3)
and (5, 4), all others are admissible, hence ai(w) = 12; for the computation of rix(w), by
looking for the greatest letters in the words successively we have
rix(w) = rix(1753468) = 1 + rix(175346) = 1 + rix(5346) = 2 + rix(534) = 2.
We will need the following interpretation of the basic Eulerian polynomials [10, The-
orem 8] (see also [3] for an equivalent version), of which the special r = 1 case was first
proved in [11] using the Rees product of posets.
Lemma 6 ([3, 10, 16]). One has
An(t, r, q) =
∑
σ∈Sn
tdes(σ)rrix(σ)qai(σ). (1.11)
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Figure 1. MFS-actions on 65137428
The rest of this paper is organized as follows. In Section 2, after recalling the Modified
Foata–Strehl action, we prove Theorem 4. In Section 3, we introduce an alternative
algorithm to compute the statistic rix, which connects another model R0n,k (see (3.2)) to
En,k. Proof of Theorem 5 will be given in Section 4. We derive the recurrence relations
and the generating functions of the γ-coefficients in (1.9) and (1.10) in Section 5. We
conclude the paper with some further remarks in Section 6.
2. Proof of Theorem 4
Let σ ∈ Sn, for any x ∈ [n], the x-factorization of σ reads σ = w1w2xw3w4, where w2
(resp. w3) is the maximal contiguous subword immediately to the left (resp. right) of x
whose letters are all smaller than x. Following Foata and Strehl [7] we define the action
ϕx by
ϕx(σ) = w1w3xw2w4.
For instance, if x = 4 and σ = 2743156 ∈ S7, then w1 = 27, w2 = ∅, w3 = 31 and w4 = 56.
Thus ϕx(σ) = 2731456. Clearly, ϕx is an involution acting on Sn and it is not hard to
see that ϕx and ϕy commute for all x, y ∈ [n]. Bra¨nde´n [2] modified ϕx to be
ϕ′x(σ) :=
{
ϕx(σ), if x is a double ascent or double descent of σ;
σ, if x is a valley or a peak of σ.
Again it is clear that ϕ′x’s are involutions and commute. For any subset S ⊆ [n] we can
then define the function ϕ′S : Sn → Sn by
ϕ′S(σ) =
∏
x∈S
ϕ′x(σ).
Hence the group Zn2 acts on Sn via the functions ϕ
′
S, S ⊆ [n]. This action will be called
the Modified Foata–Strehl action (MFS-action for short) as depicted in Fig. 1. We first
show that the statistic “ai” is invariant under the MFS-action.
Lemma 7. Let σ ∈ Sn. For each x ∈ [n], we have ai(σ) = ai(ϕ
′
x(σ)).
Proof. If x is a peak or a valley of σ, then ϕ′x(σ) = σ and the result is true. If x is a
double descent of σ, then w2 is empty in the x-factorization of σ = w1xw3w4 and there is
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no admissible inversions of σ between x and the word w3. As ϕ
′
x(σ) = w1w3xw4, there is no
inversions of ϕ′x(σ) between the word w3 and x. Let (σi, σj) /∈ {(x, y) : y is a letter in w3}
be a pair of σ such that i < j. We claim that (σi, σj) is an admissible inversion of σ if
and only if it is an admissible inversion of ϕ′x(σ), from which the result follows.
For a word w, we write a ∈ w if a is a letter in w. To check the claim, there are 6 cases
to be considered: (1) σi ∈ w1 and σj ∈ w1; (2) σi ∈ w1 and σj ∈ xw3; (3) σi ∈ w1 and
σj ∈ w4; (4) σi ∈ w3 and σj ∈ w3; (5) σi ∈ xw3 and σj ∈ w4; (6) σi ∈ w4 and σj ∈ w4.
We will only show case (2), other cases are similar. If (σi, σj) is an admissible inversion
of σ, then σi−1 < σi > σj or σj < σi < σk for some i < k < j. Clearly, (σi, σj) is an
admissible of ϕ′x(σ) if σk 6= x. Otherwise if σk = x, then we denote x
′ the last letter of w1
and consider the triple (σi, x
′, σj). This indicates that (σi, σj) is an admissible inversion of
ϕ′x(σ), since x
′ > x > σi. To show that, if (σi, σj) is an admissible inversion of ϕ
′(σ) then
(σi, σj) is an admissible inversion of σ, is similar and we omit. This finishes the proof of
our claim in case (2). 
For any permutation σ ∈ Sn, let Orb(σ) = {g(σ) : g ∈ Z
n
2} be the orbit of σ under
the MFS-action. The MFS-action divides the set Sn into disjoint orbits. Moreover, for
σ ∈ Sn, if x is a double descent of σ, then x is a double ascent of ϕ
′
x(σ). Hence, there is
a unique permutation in each orbit which has no double descent. Now, let σ¯ be such a
unique element in Orb(σ), then da(σ¯) = n−peak(σ¯)− valley(σ¯) and des(σ¯) = peak(σ¯) =
valley(σ¯)− 1. Thus∑
pi∈Orb(σ)
qai(pi)tdes(pi) = qai(σ¯)tdes(σ¯)(1 + t)da(σ¯) = qai(σ¯)tdes(σ¯)(1 + t)n−1−2des(σ¯).
Therefore, by (1.11), we have
An(t, 1, q) =
∑
σ∈Sn
tdes(σ)qai(σ) =
⌊(n−1)/2⌋∑
k=0
( ∑
σ∈Dn,k
pai(σ)
)
tk(1 + t)n−1−2k.
Thus Theorem 4 is a consequence of the following result.
Lemma 8. For each σ ∈ Dn,k, we have ai(σ) = inv(σ).
Proof. Let σ ∈ Sn be a permutation without double descent. Let (σi, σj) be an inversion
of σ. If i = 1, then σ1 < σ2 and so (σi, σj) is an admissible inversion of σ. Assume that
i ≥ 2. If σi−1 < σi then (σi, σj) is an admissible inversion of σ; if σi−1 > σi, then we
must have σi+1 > σi, otherwise σi will be a double descent of σ, hence (σi, σj) is also
an admissible inversion of σ. This shows that ai(σ) ≥ inv(σ). As ai(σ) ≤ inv(σ) by
definition, we are done. 
3. Rix-factorization
We first give a slightly less recursive description of the “rix” statistic. Let w = w1 · · ·wk
be a word with distinct letters over the alphabet [n]. We say that wi is a descent top of
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w if wi > wi+1. If k = 1 the word w is called a L-hook, if k ≥ 2 the word w is called a
L-hook (resp. F-hook) if the last (resp. first) letter wk (resp. w1) is the greatest letter of
w.
Definition 2 (Rix–factorization). Each permutation σ ∈ Sn can be factorized as
σ = α1α2 · · ·αiβ, (3.1)
where each αj (1 ≤ j ≤ i) is a L-hook of length ≥ 2 (possibly empty) and β is a L-hook
or F-hook, by applying the following algorithm:
(i) w ← σ; i← 0;
(ii) if w is an increasing word, let β = w and we get (3.1); otherwise, i← i+ 1, let x
be the greatest descent top of w and write w = w′xw′′ for some subwords w′, w′′;
(iii) if w′ = ∅, let β = w and we get (3.1); otherwise, let αi = w
′x, w ← w′′ and go to
(ii).
The factorization (3.1) will be called the rix-factorization of σ. Denote by β1(σ) the first
letter of β. Then a letter in the maximal increasing suffix of β that is not smaller than
β1(σ) will be called a rixed point of σ. Denote by RIX(σ) the set of all rixed points of σ.
For example, the algorithm gives
σ : = 2 1 8 7 9 3 5 4 6 10 = 2 1 8 7 9|3 5|β with β = 4 6 10 (L-hook),
τ : = 6 1 10 8 4 9 7 2 5 3 = 6 1 10|8 4 9|β with β = 7 2 5 3 (F-hook),
pi : = 1 10 4 7 6 2 5 3 8 9 = 1 10| 4 7|β with β = 6 2 5 3 8 9 (L-hook).
We have
β1(σ) = 4, RIX(σ) = {4, 6, 10};
β1(τ) = 7, RIX(τ) = ∅;
β1(pi) = 6, RIX(pi) = {8, 9}.
Proposition 9. Let σ ∈ Sn with rix-factorization (3.1). If xk is the last letter of αk
(1 ≤ k ≤ i), then
(i) x1 > x2 > · · · > xi > β1(σ).
(ii) rix(σ) = 0 if and only if β is an F-hook.
(iii) rix(σ) = |RIX(σ)|.
Proof. (i) For k = 1, . . . , i, since xk is the greatest descent top of αk · · ·αiβ, it is obvious
that xk > xk+1, where xi+1 = β1(σ). (ii) If β is an F-hook (so the length of β is at least
2), when applying the algorithmic definition to σ for computing the statistic “rix”, the
successive greatest letters are x1, x2, . . . , xi and β1(σ), so rix(σ) = 0 because β1(σ) is the
first letter of β. The ”only if” part will follow from (iii). Indeed, if β is an L-hook, when
applying the algorithmic definition to σ for computing the statistic “rix”, the geatest
letters are the letters in
RIX(σ) ∪ {x1, x2, . . . , xi, β1(σ)},
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read in decreasing order, but only the letters in RIX(σ) will contribute to the statistic
“rix”. 
The rix-factorization is reminiscent of Gessel’s hook factorization [8], which decomposes
each permutation into pieces of hooks, uniquely. Indeed we have the following result.
Proposition 10. The rix-factorization (3.1) is unique provided condition (i) in Proposi-
tion 9 holds and β1(σ) is the greatest descent top of β (whenever β is not an increasing
word).
Proof. One can show that each L-hook or F-hook must be factored out step by step, from
left to right, by applying the algorithm of rix-factorization. 
For each permutation σ ∈ Sn we define its standard cycle form (SCF) as the product
of orderd cycles satisfying the following conditions:
• each cycle
(
a σ(a) . . . σl(a)
)
, with σl+1(a) = a, is written with its largest element
first a ≥ σk(a) for all k ≥ 1;
• the cycles of length ≥ 2 are arranged in decreasing order of their largest element;
• the cycles of length 1 are arranged in increasing order of their elements and after
the cycles of length ≥ 2.
For example, if σ = 129753468, then SCF(σ) = (9 8 6 3)(7 4)(1)(2)(5).
Let FIX(σ) be the set of all fixed points of σ ∈ Sn and introduce the set
R0n,k := {σ ∈ Sn : rix(σ) = 0, dd(σ) = 1, des(σ) = k}. (3.2)
Proposition 11. There is a bijection Φ : Sn → Sn satisfying
des(σ) = exc(Φ(σ)) and RIX(σ) = FIX
(
Φ(σ)
)
for each σ ∈ Sn. Moreover, the restriction of Φ on R
0
n,k is a bijection from R
0
n,k to En,k.
Proof. Starting from σ ∈ Sn with rix-factorization α1α2 · · ·αiβ. Deleting all the rixed
points of σ we get
σ′ = α1α2 · · ·αiβ
′,
where β ′ is the word (may be empty) obtained from β by removing all the rixed points.
Clearly, β ′ is a F-hook. To any L-hook or F-hook α = a1a2 · · · al, we associate the cycle
α˜ =
{
(al, al−1, . . . , a1), if α is a L-hook;
(a1, al, al−1, . . . , a2), if α is a F-hook.
Now, we define the SCF of Φ(σ) by
Φ(σ) := α˜1α˜2 · · · α˜iβ˜ ′(σk)(σk+1) · · · (σn),
where RIX(σ) = {σk, σk+1, . . . , σn}. By Proposition 9, the mapping Φ is well-defined. For
example, if
σ = 7 6 9 1 8 4 2 3 5 10 = 7 6 9|1 8|4 2 3 5 10,
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then σ′ = 7 6 9|1 8|4 2 3 and thus
Φ(σ) = (9, 6, 7)(8, 1)(4, 3, 2)(5)(10) = 8 4 2 3 5 7 9 1 6 10.
Clearly, des(σ) = 4 = exc(Φ(σ)) and RIX(σ) = {5, 10} = FIX(Φ(σ)).
To show that Φ is a bijection, we define explicitly its inverse. Given a permutation
σ ∈ Sn, we write σ in standard cycle form as
σ = C1C2 · · ·CiO1O2 · · ·Oj,
where the C’s are cycles of length ≥ 2 and Ok = (ok) is one point cycle for k = 1, 2, . . . , j.
For each cycle C = (c1, c2, . . . , cl) of length l ≥ 2, we define the two words (L-hook or
F-hook)
C˜ := clcl−1 · · · c1 and C
′ := c1clcl−1 · · · c2.
Then Φ−1(σ) (viewed as a word) is defined as
Φ−1(σ) =
{
C˜1C˜2 · · ·C
′
io1 · · · oj , if o1 > the largest element of Ci;
C˜1C˜2 · · · C˜io1 · · · oj, otherwise.
For example, Φ−1((9, 6, 7)(8, 1)(4, 3, 2)(5)(10)) = 7 6 9 1 8 4 2 3 5 10.
It is straightforward to check the desired properties of Φ. 
Remark 2. In view of (1.11), the two triples (exc, fix,maj) and (des, rix, aid) are equidis-
tributed on Sn, where aid(σ) = ai(σ) + des(σ). Note that (FIX,maj) and (RIX, aid) are
not equidistributed on S3.
It is easy to construct a bijection between R0n,k and D˜n,k. Define the mapping
f : R0n,k → D˜n,k by f(σ) = ϕ
′
x(σ), (3.3)
where σ is any permutation in R0n,k and x = β1(σ).
Corollary 12. The mapping f : R0n,k → D˜n,k is a bijection.
Proof. For each σ ∈ R0n,k, by Proposition 9 the letter β1(σ) is the only double descent of
σ, which becomes a double ascent of f(σ). As rix(σ) = 0, the last letter of f(σ) is β1(σ).
Thus f(σ) is a permutation in D˜n,k and f is well-defined. To show that f is a bijection
we define its inverse f−1 as the word
f−1(σ) := ϕ′y(σ),
where σ is any permutation in D˜n,k and y is the last letter of σ. All we need to check
is that now f−1(σ) is a permutation in R0n,k. Clearly, the letter y becomes the only
double descent in f−1(σ) and des(f−1(σ)) = k. Moreover, we have y = β1(f
−1(σ)) by the
algorithm of the rix-factorization, and so rix(f−1(σ)) = 0. Therefore, the word f−1(σ) is
a permutation in R0n,k. 
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Remark 3. In view of Proposition 11, the composition Φ◦f−1 is a bijection between D˜n,k
and En,k. This bijection is illustrated in Table 1.
D˜4,2 1324 1423 2314 2413 3412
R04,2 4132 1432 4213 2431 3421
E4,2 4312 4321 2413 3412 2143
Table 1. The bijection Φ ◦ f−1 : D˜4,2
f−1
→ R4,2
Φ
→ E4,2.
4. Proof of Theorem 5
For any x ∈ [n], we introduce a new action ϕ′′x : Sn → Sn as
ϕ′′x(σ) =
{
σ, if x ∈ {β1(σ)} ∪ RIX(σ);
ϕ′x(σ), otherwise.
Since ϕ′x’s are involutions and that they commute, so do ϕ
′′
x’s. Thus, for any subset S ⊆ [n]
we can define the mapping ϕ′′S : Sn → Sn by
ϕ′′S(σ) =
∏
x∈S
ϕ′′x(σ).
This is a new Zn2 -action onSn via the functions ϕ
′′
S, S ⊆ [n], that we called restricted MFS-
action. An important property of the action ϕ′′x is that it preserves the rix-factorization
type of permutations, namely,
Lemma 13. Let σ ∈ Sn be a permutation with rix-factorization α1α2 · · ·αiαi+1 with
αi+1 = β. For any x ∈ [n], if x is a letter of αk (1 ≤ k ≤ i+1) , then the rix-factorization
of ϕ′′x(σ) is α1 . . . α
′
k . . . αiαi+1, where α
′
k is a rearrangement of αk. Moreover,
β1(ϕ
′′
x(σ)) = β1(σ) and RIX(ϕ
′′
x(σ)) = RIX(σ). (4.1)
Proof. For x ∈ [n] we apply ϕ′′x to σ and distinguish two cases.
a) x is a letter of αk (1 ≤ k ≤ i). Let xk be the last letter of αk, which is also the
greatest letter in αk. If x = xk, then x is a peak of σ by Proposition 9, so ϕ
′′
x(σ) = σ.
If x 6= xk, then x < xk < xk−1 by Proposition 9, where x0 = +∞. Therefore,
ϕ′′x(σ) = α1 . . . αk−1ϕ
′
x(αk)αk+1 . . . αiβ with xk as the last letter of ϕ
′
x(αk).
b) x is a letter of αi+1 = β. If x ∈ {β1(σ)} ∪ RIX(σ), then ϕ
′′
x(σ) = σ; otherwise,
x < β1(σ). Therefore, ϕ
′′
x(σ) = α1 . . . αiϕ
′
x(β) with β1(σ) as the first letter of
ϕ′x(β).
In both cases, the result follows from the rix-factorization. 
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Let Rn be the set of permutations in Sn without rixed points.
Lemma 14. Let “st” be a statistic invariant under the restricted MFS-action. Then,
∑
σ∈Rn
qst(σ)tdes(σ) =
⌊n/2⌋∑
k=1
( ∑
σ∈R0
n,k
qst(σ)
)
tk(1 + t)n−2k.
Proof. First we note that the restricted MFS-action is stable on Rn, that is, σ ∈ Rn
implies ϕ′′x(σ) ∈ Rn for any x ∈ [n]. This follows from the property of ϕ
′′
x in (4.1).
For a permutation σ ∈ Rn let O˜rb(σ) = {g(σ) : g ∈ Z
n
2} be the orbit of σ in Rn under
the restricted MFS-action. By Proposition 9, the letter β1(σ) is a double descent of σ.
If x ∈ [n] is a double descent of σ different from β1(σ), then x becomes a double ascent
of ϕ′′x(σ) and des(σ) = des(ϕ
′′
x(σ)) + 1. Therefore, there is a unique element σ˜ ∈ O˜rb(σ)
with one double descent β1(σ˜) such that∑
pi∈O˜rb(σ)
qst(pi)tdes(pi) = qst(σ˜)tdes(σ˜)(1 + t)da(σ˜).
Since, for any σ ∈ Sn, we have valley(σ) = peak(σ) + 1 and dd(σ) + da(σ) + 2peak(σ) =
n− 1, the result follows then from the fact that dd(σ˜) = 1 and peak(σ˜) = des(σ˜)− 1. 
It follows from Eq. (1.11) and Lemmas 7 and 14 that
An(t, 0, q) =
∑
σ∈Rn
tdes(σ)qai(σ) =
⌊n/2⌋∑
k=1
( ∑
σ∈R0
n,k
qai(σ)
)
tk(1 + t)n−2k.
Applying the bijection f : R0n,k → D˜n,k defined in (3.3), we get
An(t, 0, q) =
⌊n/2⌋∑
k=1
( ∑
σ∈D˜n,k
qai(σ)
)
tk(1 + t)n−2k,
which is equivalent to expansion (1.10) in view of Lemma 8.
5. Generating functions of γ-coefficients
In this section, we derive the recurrences and generating functions of the two γ-
coefficients in (1.1) and (1.2) from their combinatorial interpretations (1.9) and (1.10),
namely,
γn,k(q) =
∑
σ∈Dn,k
qinv(σ) and γ˜n,k(q) =
∑
σ∈D˜n,k
qinv(σ). (5.1)
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Let Dn = {σ ∈ Sn : dd(σ) = 0} and D˜n = {σ ∈ Dn : σn−1 < σn}. Then
Γn(y, q) : =
⌊(n−1)/2⌋∑
k=0
γn,k(q)y
k =
∑
σ∈Dn
ydes(σ)qinv(σ); (5.2)
Γ˜n(y, q) : =
⌊n/2⌋∑
k=1
γ˜n,k(q)y
k =
∑
σ∈D˜n
ydes(σ)+1qinv(σ). (5.3)
The first values of Γn(y, q) and Γ˜n(y, q) for 1 ≤ n ≤ 5 are:
Γ1(y, q) = Γ2(y, q) = 1, Γ3(y, q) = 1 + y(q + q
2),
Γ4(y, q) = 1 + y(q + q
2)(2 + q + q2),
Γ5(y, q) = 1 + y(3q + 5q
2 + 5q3 + 5q4 + 2q5 + 2q6)
+ y2(q + q3)(1 + q + q2 + q3)(q + q2);
and
Γ˜1(y, q) = 0, Γ˜2(y, q) = Γ˜3(y, q) = y,
Γ˜4(y, q) = y + y
2(q + 2q2 + q3 + q4),
Γ˜5(y, q) = y + y
2(2q + 4q2 + 4q3 + 4q4 + 2q5 + 2q6).
For n ≥ 1 let (q; q)n :=
∏n
i=1(1 − q
i) be the shifted q-factorial and (q; q)0 = 1. The
q-exponential function and q-binomial coefficients are then defined by
e(z; q) :=
∑
n≥0
zn
(q; q)n
and
[
n
k
]
q
:=
(q; q)n
(q; q)k(q; q)n−k
.
The following generating function formula is due to Shareshian and Wachs [15, 16]:
1 +
∑
n≥1
An(t, r, q)
zn
(q; q)n
=
(1− t)e(rz; q)
e(tz; q)− te(z; q)
. (5.4)
Proposition 15. The exponential generating functions for Γn(y, q) and Γ˜n(y, q) are∑
n≥0
Γn(y, q)
zn
(q; q)n
=
e(z/(1 + t); q)− te(tz/(1 + t); q)
e(tz/(1 + t); q)− te(z/(1 + t); q)
, (5.5)
∑
n≥0
Γ˜n(y, q)
zn
(q; q)n
=
1− t
e(tz/(1 + t); q)− te(z/(1 + t); q)
, (5.6)
where Γ0(y, q) = Γ˜0(y, q) = 1 and y = t/(1 + t)
2.
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Proof. Clearly Theorems 4 and 5 are equivalent to, for n ≥ 1,
An(t, 1, q) = (1 + t)
n−1Γn(y, q), (5.7)
An(t, 0, q) = (1 + t)
nΓ˜n(y, q), (5.8)
where y = t/(1 + t)2. Substituting (5.7) and (5.8) into (5.4) yields (5.5) and (5.6). 
Recall the well-known combinatorial interpretation of the q-binomial coefficients [19,
Prop. 1.3.17] [
n
k
]
q
=
∑
(A,B)
qinv(A,B), (5.9)
where the sum is over all ordered set partitions (A,B) of [n] such that |A| = k and
inv(A,B) := {(i, j) ∈ A× B : i > j}.
Proposition 16. The polynomials Γn(y, q) and Γ˜n(y, q) satisfy the following recurrences:
Γn+1(y, q) = Γn(y, q) + y
n−1∑
i=1
qi
[
n
i
]
q
Γi(y, q)Γn−i(y, q); (5.10)
Γ˜n+1(y, q) = Γn(y, q) + y
n−1∑
i=2
qi
[
n
i
]
q
Γ˜i(y, q)Γn−i(y, q); (5.11)
for n ≥ 1 and the initial conditions Γ0(t, q) = Γ1(t, q) = Γ˜0(t, q) = 1 and Γ˜1(t, q) = 0.
Proof. For 2 ≤ j ≤ n let D
(j)
n := {σ ∈ Dn : σj = n} and define
Γ(j)n (y, q) :=
∑
σ∈D
(j)
n
ydes(σ)qinv(σ).
Clearly, for n ≥ 1
Γn+1(y, q) =
n+1∑
j=2
Γ
(j)
n+1(y, q) = Γn(y, q) +
n∑
j=2
Γ(j)n (y, q). (5.12)
For any finite ordered set X let
(
X
m
)
denote the set of the m-element subsets of X and
DX the set of permutations of X without double descents. Also let T (n, j) be the set of
all triples (S, σL, σR) such that S ∈
(
[n]
j
)
and σL ∈ DS, σR ∈ D[n]\S. For 2 ≤ j ≤ n − 1
and σ ∈ D
(j)
n , define the mapping σ 7→ (S, σL, σR) by
• S = {σi : 1 ≤ i ≤ j − 1};
• σL = σ1σ2 · · ·σj−1 and σR = σj+1σj+2 · · ·σn.
It is not hard to see that this mapping is a bijection between D
(j)
n and T (n−1, j−1) and
satisfies
des(σ) = des(σL) + des(σR) + 1
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and
inv(σ) = inv(σL) + inv(σR) + inv(S, [n− 1] \ S) + n− j.
Thus, for 2 ≤ j ≤ n we have
Γ
(j)
n+1(y, q) =
∑
σ∈D
(j)
n+1
ydes(σ)qinv(σ)
= yqn+1−j
∑
(S,σL,σR)∈T (n,j−1)
qinv(S,[n]\S)qinv(σL)ydes(σL)qinv(σR)ydes(σR)
= yqn+1−j
∑
S∈( [n]j−1)
qinv(S,[n]\S)
∑
σL∈DS
qinv(σL)ydes(σL)
∑
σR∈D[n]\S
qinv(σR)ydes(σR)
= yqn+1−j
[
n
j − 1
]
q
Γj−1(y, q)Γn+1−j(y, q), (5.13)
where we apply (5.9) to the last equality. Substituting (5.13) into (5.12) we obtain (5.10).
Similarly we can prove (5.11), the details are left to the interested reader. 
Remark 4. We can also prove Proposition 16 from the following known recurrence of
An(t, r, q) (n ≥ 1), which was proved in [10] by applying the q-differential operator to both
sides of (5.4),
An+1(t, r, q) = rAn(t, r, q) + t
n−1∑
j=0
[
n
j
]
q
qjAj(t, r, q)An−j(t, 1, q) (5.14)
with initial condition A0(t, r, q) = 1, A1(t, r, q) = r. Substituting (5.7) and (5.8) into
(5.14) we also obtain the above recurrences for γ-coefficients.
6. Concluding remarks
Using the combinatorics developed in Section 3, we can also give a combinatorial proof
of Theorem 2, of which a similar proof for the special β = 1 case was given in [1, 20].
Proof of Theorem 2. Define the statistic “lyc” by lyc(σ) := cyc(Φ(σ)) for σ ∈ Sn. Since
the function ϕ′′x : Sn → Sn preserves the rix-factorization type of permutations for
any x ∈ [n], the statistic “lyc” is invariant under the restricted MFS-action. Thus by
Lemma 14, we have
∑
σ∈Rn
β lyc(σ)tdes(σ) =
⌊n/2⌋∑
j=1
( ∑
σ∈R0n,j
β lyc(σ)
)
tj(1 + t)n−2j .
By Proposition 11, applying the bijection Φ : Sn → Sn to both sides of the above
expansion we get (1.7). 
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We can further extend (1.7) and (1.10) to permutations with a given number of fixed
points. For 0 ≤ j ≤ n define the set
Sn,j := {σ ∈ Sn : fix(σ) = j}.
Then, it is easy to see that∑
σ∈Sn,j
βcyc(σ)texc(σ) =
(
n
j
)
βj
∑
σ∈Sn−j,0
βcyc(σ)texc(σ). (6.1)
Also, it is known [16, Eq.(4.3)] and easy to deduce from (5.4) that∑
σ∈Sn,j
texc(σ)qmaj(σ)−exc(σ) =
[
n
j
]
q
An−j(t, 0, q). (6.2)
We derive from Theorem 2 and Theorem 5 the following result.
Proposition 17. For 1 ≤ j ≤ n we have
∑
σ∈Sn,j
βcyc(σ)texc(σ) =
⌊n/2⌋∑
k=1
(
n
j
)( ∑
σ∈En−j,k
βcyc(σ)+j
)
tk(1 + t)n−j−2k, (6.3)
and
∑
σ∈Sn,j
texc(σ)qmaj(σ)−exc(σ) =
⌊(n−j)/2⌋∑
k=1
[
n
j
]
q
( ∑
σ∈D˜n−j,k
qinv(σ)
)
tk(1 + t)n−j−2k. (6.4)
Shareshian and Wachs [16, Remark 5.5] also proved the γ-positivity of the left-hand
side of (6.4) and further generalized (1.2) to
∑
σ∈Sn,0
texc(σ)pdes(σ)qmaj(σ)−exc(σ) =
⌊(n−1)/2⌋∑
k=0
γ˜n,k(p, q)t
k(1 + t)n−1−2k, (6.5)
where γ˜n,k(p, q) are polynomials in N[p, q]. Obviously we have γ˜n,k(1, q) = γ˜n,k(q). It
would be interesting to find a combinatorial interpretation for the polynomials γ˜n,k(p, q)
in the light of (1.10).
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