Abstract-Current parallel applications in parallel computing systems require an interconnection network to provide low and bounded communication delays. Communication characteristics such as traffic pattern and communication load change over time and, eventually, they may exceed available network capacity causing congestion and performance degradation. Congestion control based on adaptive routing should be applied in order to adapt quickly to changing traffic conditions. Studies on a vast range of parallel applications show repetitive behavior and can be characterized by a set of representative phases. This work presents a Predictive and Distributed Routing Balancing technique (PR-DRB) to control network congestion based on adaptive traffic distribution. PR-DRB uses speculative routing based on application repetitiveness. PR-DRB monitors messages latencies on routers and logs solutions to congestion, to quickly respond in future similar situations. Experimental results show that the predictive approach could be used to improve performance.
I. INTRODUCTION
In the early days of High Performance Computing (HPC) systems, interconnection network high latency and low bandwidth bottleneck significantly affected applications execution. Advances in current interconnection technologies such as InfiniBand (IBA) [1] allowed high data transmission rate and low trip latency, fulfilling with HPC requirements. HPC communications are characterized by bursty traffic behavior, as opposite to a randomly constant packet injection [2] . Bursty traffic can produce Hot-Spot situations, where some network resources are quite congested while others remains idle. If congestion is not efficiently controlled, message latency is increased and system performance is severely degraded. One solution to this problem is the use of adaptive routing algorithms. A routing algorithm should make proper decisions, despite monitoring information is not always accurate. This issue raises a trade off: if good decisions are needed, more information is required, but more information means more overhead. Therefore, the amount of information needed and the overhead required to process this information must be balanced. Consequently, an efficient routing algorithm has to extract the smartest behavior from the information it has, and must provide a fast response time. These routing algorithms try to adapt applications communication pattern to network topology. Communication patterns in parallel applications tend to be repetitive in time [3] . This repetitiveness could be useful as a routing module input in order to decide about future network conditions based on previously analyzed information. A speculative approach could be used to dynamically adapt to traffic conditions. By considering routing algorithm limitations and requirements mentioned above, together with applications repetitiveness characteristic, we propose a Predictive and Distributed Routing Balancing technique (PR-DRB), a new adaptive routing algorithm based on alternative paths distribution, to reduce latency under repetitive communication patterns. In this sense, future decisions are based on saved communication pattern information. PR-DRB is based on DRB [4] , but enhanced with a predictive routing module. When congestion is detected, DRB adapt itself by opening alternative paths. Path opening is performed until the network status becomes stable. This stabilization process consumes considerable time. The main contributions of this work is the capability to learn from a parallel application communication pattern, in order to save the best solution, and use it when similar congestion is detected again. This approach allows fast reaction to persistent and repetitive congestion patterns. Parallel scientific applications in HPC generally have regular and repetitive communication patterns alternated with computation [2] . Each of these repetitive blocks is known as an application phase [3] . Applications permanently alternate between phases, which causes specific traffic patterns to reappear. An example of a traffic pattern contained in one phase is shown in Fig. 1 . PR-DRB strategy is shown in Fig.  2 . During parallel application first phase, PR-DRB has high latency values (1) , because the method is searching alternative paths to keep latency controlled. At the end of phase 1 (2), latency is stable and the best solutions encountered are saved at the source node. Best solutions are identified when latency curve has reached its highest point and it starts decreasing, meaning a good balance of traffic have been found and all messages are properly distributed. In later phases latency does not reach its highest historical value, because PR-DRB has identified already analyzed similar communication patterns (3) and injected new messages through best alternative paths saved earlier (4) . This approach allows PR-DRB to have stable latency values during the whole parallel application execution.
The rest of this paper is organized as follows. Section 2 presents the background and justification of this work . In section 3 a description of our PR-DRB methodology is given. Section 4 shows the performance evaluation of PR-DRB. Finally, conclusions are given in section 5. 
A. Congestion Control
Congestion control is based on monitoring, detection and further control. To evaluate congestion, point to point latency [5] , buffer occupation level [6] or backpressure [7] are used. One control technique is message Throttling [8] , that stops (or reduces) packet injection until packets that belong to a congested area are delivered. Also, message throttling keep buffer occupation bounded in switches but latency is dreadfully increased because packets must stay at source nodes until congestion disappears, so performance is degraded. Another congestion reduction mechanism is based on port buffer management of the switches [6] . Here, packet flows are locally reallocated to avoid contention but congestion sources are not controlled, hence performance is penalized. Finally, congestion control techniques based on adaptive routing algorithms [4] , [9] , [10] handle congestion by sending messages from source to destination through alternative paths. Major adaptive routing advantage is that congested area is avoided and message injection is upheld. Thus, global system performance is improved because traffic load is fairly distributed over the network. Disadvantages of the adaptive routing mechanisms are the overhead resulting from information monitoring, the path changing and the need to guarantee both: deadlock freedom [11] and 'in-order' packet delivery. 
B. Parallel Application Repetitiveness
Studies of parallel applications in HPC reveal they have repetitive behavior, based on computing and communications phases [3] . Programs have a very strong periodic behavior [12] . On Fig. 3 the repetitive behavior of the NAMD application is shown. Repetitive behavior is represented by fundamental phases of the entire application (e.g. a set of source/destination pairs). For example, the NAS CG benchmark has 4 representative phases and they consume 99.10% of execution time. Each phase here is repeated 2600 times on average during execution. The SMG2000 also has 4 representative phases, and they consume 99.99% of total execution time. Here, phases 1 to 4 are repeated 1, 1, 1185 and 15 times, respectively. Here only phase 3 is relevant to communications. SWEEP3D has approximately 80 different phases, but only 5 phases are representative by consuming 96.17% of total time. Representative phases were extracted with the PAS2P tool [3] .
C. Justification
Based on previous examples of communication patterns repetitiveness, we can say that High Speed Interconnection Networks (HSIN) environments routing performance depends mostly on the communication pattern used and the application mapping of nodes to processors. These factors force proper resources use in HPC networks, where total costs are prohibitive [2] . Some routing techniques use static application information to help perform routing decisions [13] . For example, bandwidth to determine better routes that minimize latency, number of flows per link, deadlock, etc. To improve communication performance, hence applications currently running in the network, a technique capable to combine adaptive algorithms and communication patterns is needed, so that routing and congestion control can perform as fast as possible and minimize monitoring overhead.
III. PREDICTIVE-DISTRIBUTED ROUTING BALANCING
In order to reach our objective, we propose a routing algorithm based on the study of communication latencies and repetitive application patterns in scientific intensive-compute applications. This algorithm tries to deal with congestion situation produced by unbalance in parallel application traffic. The aggregate latency value will be used later at the source node to identify congested regions of the network. An intermediate router buffer contains information about source and destination pairs currently enqueued. This information represents contending flows for PR-DRB. Congestion and conflictive pattern detection are also performed in the monitoring phase. When aggregated latency value surpasses a threshold in the path, contending flows are identified and saved in the message together with latency values. When a message reaches its destination, the source node is notified through an acknowledge message (ACK) containing contending flows and latencies. In the second task of the PR-DRB algorithm, calculation of all possible paths available to tackle a congestion situation is done at the Configuration phase. The third task, congestion Control, is executed when the source performs dynamic path expansion controlled by congestion level in each source/destination path.
B. PR-DRB Functionality
All the functionality and operations performed by the PR-DRB algorithm are shown in Fig. 4 . When a source node wants to send some data, depicted in Source Endnode, a message is built and injected into the network. Then, as seen in Message Routing, the multi-header message is forwarded to its destination through intermediate routers. The delay suffered in switch buffers (queuing latency) is logged into the message. If queuing latency values exceeds a threshold while still at intermediate routers, then contending flows are also logged by PR-DRB in the message header. This logging is done only at the first router that detects that latency is higher than the threshold. With this information, similar traffic pattern that caused congestion could be identified again in future communications. This is the monitoring function. Once the message reaches destination, as seen in Destination Endnode, latency information as well as conflictive communication patterns found are sent back to the sender in an acknowledge message (Ack). When Ack reaches source endnode, latency value is delivered to the Metapath Configuration Module. This module configures alternative paths to be used accordingly to latency value. Also, this module updates information about source-destination nodes and contending flows during high latency communication situations, in order to have cached communication data. Having predicted a congestion situation, the meta path configuration module can speculate about which paths to open based on information already available. Because parallel application patterns show repetitive behavior in time, meta path configuration can be simplified to find the best solution cached during the first phase of the program execution. Then, it can just identify similar phases and re-use those cached solutions. Each time a message is injected into the network, PR-DRB performs the multi step path (MSP) selection. This module selects a multi step path for each message. A distribution of communication load over the meta path is accomplished in order to perform the dynamic traffic balancing. Paths having lower latency values are more frequently used, and they receive proportionally a greater number of messages. Path expansion is performed gradually. Given a source node with N alternative paths, let's be L c i(i : 1..N ) the latency recorded by path Ci. The alternative path Cx will be selected in the following injection according to the probability:
As shown in Fig. 4 , a message is forwarded without any overhead when the output port is free. Otherwise, packet is queued and latency is simultaneously accumulated until the message is ready to be forwarded again. PR-DRB is based on the DRB algorithm, and already proposed congestion control for Infiniband [11] could be used. As IBA already has functionalities required by PR-DRB (e.g. monitoring functions at IBA switches, the CCA has procedures for congestion notification and path opening), PR-DRB integration is feasible.
C. Contending Flows and Solution Management
A complete path expansion process is given in Fig. 5 . We can see that PR-DRB goes through three steps in order to find the proper set of alternative paths to alleviate congestion for this case. This set of alternative paths conform the best solution found so far. In order to reuse the same known solution afterwards, PR-DRB saves contending flows and best solutions information. Contending flows pairs (S1-D1, S2-D2) are identified, as well as the paths opened for this solution (P1, P2, P3). The info registered is given in Fig. 5 "Node S1 -Saved Solution". This diagram corresponds to what the node S1 knows about the congestion situation, and the paths it should open once it contends again against node S2. Because the nodes involved in congestion will be correctly notified, each source involved should fill its own table with particular paths opened for this situation. Not all contending flows are notified, but only those which contributes most to congestion. When congestion first appears in the network, PR-DRB learns from those situations. When PR-DRB identify a similar already analyzed situation, it looks for a set of optimal paths into its database of saved solutions. The process of detecting already analyzed situations is based on similarity. When a new packet arrives, congestion level in the path is evaluated, and contending flows involved are updated. PR-DRB compares the saved list of contending flows against the new list arriving. Similarity is based on approximation matching. If some predefined percentage of nodes matches in both lists, then PR-DRB marks this situation as already analyzed. Because all these operations are performed locally, the overhead can be considered negligible.
The Ack generation is invoked only when congestion is detected, and its operations are performed when messages are waiting in the queue. Hence, computing these operations and packet delivery are performed concurrently, as shown in Fig. 4. PR-DRB node level operations have not a high overhead because these operations are performed locally, they are simple (comparisons and accumulations for latency evaluation, logging small traffic info), and they do not delay send/receive primitives. The following section presents the performance evaluation of PR-DRB policy. The evaluation methodology is designed to compare PR-DRB behavior with DRB [4] , which has been already compared against other traditional algorithms, under different interconnection network scenarios.
IV. PR-DRB EVALUATION
Latency is evaluated in order to assess PR-DRB. Latency is the time elapsed since a packet is created until it reaches its destination, in seconds. Evaluation was conducted for fat tree topologies with 32 and 64 nodes. Communication patterns used are: "Bit Reversal" and "Matrix Transpose".
A. Modeling Environment
PR-DRB operations together with network components were modeled [14] using the standard simulation and modeling tool OPNET [15] . OPNET provides a Discrete Event Simulator engine. This allows defining network components behavior, and it supports detailed specification of protocols. We have assumed virtual Cut-through flow control [16] . Link Bandwidth was set to 2Gbps, packet size was set to 1024 bits and the size of routers buffers was 2MB.
B. Analysis with Permutation Traffic
Latency metric for a Bit Reversal traffic patterns under 32 nodes is shown in 6 and 7. When low offered load (400 mbps/node) is injected into the network PR-DRB outperforms DRB by 22%, whereas the improvement percentage of PR-DRB remains at 18% while the injection is higher. The increase in traffic injection is handled properly by PR-DRB routing mechanisms. Proper communication balancing procedures and packets sent to destination through optimal alternative paths from the beginning, keep congestion under minimum values. PR-DRB uses progressively the maximum number of alternative paths to deliver messages. For repetitive traffic pattern situations, maximum path expansion is done directly. By avoiding intermediate path expansion, unnecessary ACK messages are not generated and processed by source nodes and intermediate routers. With a maximum number of 4 alternative paths for these experiments, our proposal performs a remarkable lower latency than DRB. Fig. 8 and 9 show latency metric for a fat tree topology with 64 communicating nodes. Latency reduction is 31% for Matrix and Bit reversal traffic pattern, all compared against DRB.
V. CONCLUSION
In this paper we proposed the Predictive and Distributed Routing Balancing PR-DRB. This strategy uses alternative paths under congestion situation to reduce latency and increase bandwidth availability, by considering time as well as traffic dynamic behavior constraints. Applications that run on an HSIN possess repetitive behavior, and PR-DRB is capable to learn from it and save information for later use. PR-DRB has been developed to fulfill HSIN design objectives such as allto-all connection, and low and uniform latency between any pair of nodes under any message traffic load. The proposed method is also in line with current commercial interconnects (as InfiniBand [1] ). Our policy allows heavier communication load in the network, or in cost-bounded data centers it allows using less network components. The evaluation performed to validate PR-DRB has revealed very good improvements in latency. Saturation is reduced allowing the use of the network at higher loads. We have shown that PR-DRB is a fast and robust method with a very low overhead. Additionally, PR-DRB is useful for permutation and bursty communication patterns, which are commonly created by parallel applications. As future work, we plan to predict future congestion before it has effectively appeared based on latency trend analysis.
