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In view of the recent high-statistic KLOE data for the η → pi+pi−pi0 decay, a new determination
of the quark mass double ratio has been done. Our approach relies on a dispersive model that takes
into account rescattering effects between three pions via subenergy unitarity. The latter is essential
to reproduce the Dalitz plot distribution. A simultaneous description of the KLOE and WASA-
at-COSY data is achieved in terms of just two real parameters. From a global fit, we determine
Q = 21.6 ± 1.1. The predicted slope parameter for the neutral channel α = −0.025 ± 0.004 is in
reasonable agreement with the PDG average value.
PACS numbers: 13.25.Jx, 11.55.Fv, 14.65.Bt, 12.39.Fe
I. INTRODUCTION
Three meson systems play an important role in studies
of hadron reaction dynamics and hadron spectroscopy.
For example, in three-particle decays of heavy quarko-
nia several candidates for non-quark model resonances
have recently been observed [1–3]. Three-body decays of
B and D mesons are a promising laboratory for stud-
ies of CP-violation [4, 5]. In the light meson sector the
limited phase space makes three-particle decays an ideal
testing ground of effective theories of strong interactions.
Detailed amplitude analysis of three meson production
becomes even more important in light of the current and
forthcoming high precision data from various hadron fa-
cilities [6–9].
The isospin breaking η → 3pi decay, which we consider
here, is of great importance as it allows to measure the
light quark mass difference. The electromagnetic effects
are known to be small [10–12], and the decay is driven by
strong interactions through the ∆I = 1 isospin breaking
transition that appears directly in the QCD Lagrangian.
The decay amplitude is proportional to the light quark
mass difference, (mu −md), and it is conventionally ex-
pressed in terms of the parameter Q2 defined by
1
Q2
=
m2d −m2u
m2s − mˆ2
, mˆ =
(mu +md)
2
, (1)
with ms being the strange quark mass. Note, that this
double ratio (1) is protected to strong high order correc-
tions. Given the small breakup momenta the distribution
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of pions in the Dalitz plot of the η → pi+pi−pi0 decay can
be analyzed in terms of a small number of parameters
that determine deviations from a uniform distribution.
These parameters are referred to as Dalitz plot parame-
ters. Early analyses [13–15] could determine only a few,
leading Dalitz plot paramters. A few more parameters
were determined using the 2008 KLOE measurement [16].
These analyses were further improved thanks to the high-
quality WASA-at-COSY [17] and new KLOE [18] data.
The statistics of the most resent measurements is high
enough to allow for binned, data-driven analysis.
On the theoretical side there has been significant
progress in chiral, effective field theory analysis of η de-
cays. Chiral perturbation theory (χPT) seems to con-
verge poorly, yielding Γη→pi+pi−pi0 = 66, 167± 50, ∼ 300
eV at leading (LO), next-to-leading (NLO) and next-to-
next-to-leading (NNLO) order, respectively [19–22]. This
indicates importance of pion-pion interactions and vari-
ous approaches have been used to implement these effects
to all orders [23–27].
In our recent study [28] we implemented the S-matrix
constraints of unitarity, analyticity and crossing symme-
try via a set of dispersion relations [29–31]. Connection
with QCD is achieved by matching the dispersive ampli-
tudes with χPT at the point where the latter converges
best i.e. below the threshold. In [28] we used WASA-
at-COSY data [17] to determine the free parameters, i.e.
subtraction constants of the dispersive integrals. As a re-
sult, we achieved a simultaneous description of the Dalitz
plot distributions of the charged and neutral η decay
modes. In order to extract the parameter Q we matched
the dispersive amplitude with the next-to-leading order
(NLO) χPT result near the Adler zero and we obtained
Q = 21.4±0.4 [28]. The purpose of this letter is to revisit
the result of [28] in a view of the new high statistic data
ar
X
iv
:1
60
8.
01
44
7v
3 
 [h
ep
-p
h]
  6
 Ju
n 2
01
7
2from the KLOE experiment [18].
II. THE METHOD
In this section, we briefly review the η decay am-
plitudes that were developed in [28]. For η →
3pi, the transition amplitude A(s, t, u) is a func-
tion of three Mandelstam variables s = (ppi+ + ppi−)
2,
t = (ppi− + ppi0)
2, and u = (ppi+ + ppi0)
2 which are re-
lated by s+ t+ u = m2η + 3m
2
pi. Except for the phase-
space boundary, we work in the isospin limit and take
mpi = (2mpi+ + mpi0)/3. At low energies, one can per-
form a partial wave (p.w.) decomposition while crossing
symmetry implies unitarity cuts in all three Mandelstam
variables. Therefore we symmetrize the p.w. expansion
in all three channels [29, 32–37], which for the charged
decay, η → pi+pi−pi0, implies the following representation,
AC(s, t, u) =
Lmax=1∑
L=0
(2L+ 1)
2
[
2
3
PL(zs) ( a0L(s)− a2L(s))
+ PL(zt) ( a1L(t) + a2L(t))− PL(zu) ( a1L(u)− a2L(u))
]
.
(2)
The amplitudes aIL have only the right-hand, unitary
cuts. In Eq. (2) zi ≡ cos θi and θs,t,u are the center-
of-mass scattering angles in the s, t and u-channels, re-
spectively. The subscript (I, L) labels isospin and or-
bital angular momentum, with I + L = even due to Bose
symmetry. The latter implies that for Lmax = 1 there
are three unknown isospin amplitudes with (I, L) =
(0, 0), (2, 0), (1, 1). An amplitude of the neutral decay,
η → 3pi0 can be easily reconstructed using ∆I = 1 rela-
tion,
AN (s, t, u) = AC(s, t, u) +AC(t, u, s) +AC(u, s, t) , (3)
We emphasize, that the decomposition in Eq.(2) has the
same analytical properties as the amplitude in NNLO
chiral expansion [38, 39]. However, in contrast to χPT,
we can impose unitarity to all orders on the aIL ampli-
tudes. The discontinuity along the right-hand cut can be
expressed through the elastic pipi partial wave amplitudes
fIL, which leads to
∆aIL(s) =
1
2 i
(aIL(s+ i)− aIL(s− i))
= f∗IL(s)ρ(s)
(
aIL(s) + 2
Lmax∑
L′=0
∑
I′
(2L′ + 1)
×
∫ +1
−1
dzs
2
PL(zs)PL′(zt)C
II′
st aI′L′(t)
)
,
(4)
Note, that the amplitudes aIL(s) and fIL(s) for L > 0
are subject to kinematical constraints [40] which have
to be removed before application of dispersion relations.
This is done by introducing the reduced amplitudes
a˜IL(s) = aIL(s)/ZL(s) where the factor ZL(s) is propor-
tional to the product of the c.m. momenta of pipi and piη
[28]. The normalization is fixed by the phase space factor
ρ(s) =
√
1− 4m2pi/s, with Im(1/fIL(s)) = −ρ(s). The
explicit form of the crossing matrices CII
′
st,su can be found
in [28]. The contribution from the first term on the right-
hand side of Eq. (4) reproduces the direct s-channel uni-
tarity, while the second term contains the left-hand cuts
from the t and u-channels. While calculating the latter,
special care has to be taken for 4m2pi ≤ s < (mη +mpi)2,
i.e. one has to deform the contour to avoid the cut along
the real axis [32, 41, 42]. The kinematical singularity
free amplitudes a˜IL(s) satisfy the Cauchy representation,
which up to subtraction constants yields,
a˜IL(s) =
1
pi
∫ ∞
4m2pi
ds′
∆a˜IL(s
′)
s′ − s . (5)
The combination of (5) and (4) sets the so-called Khuri-
Treiman (KT) framework that can be solved using several
techniques [43]. The most popular method is to write
a set of dispersion relation for the ratio a˜IL(s)/ΩIL(s)
with ΩIL(s) being the Omne`s function [23, 27]. In this
case it is necessary to make further assumptions about
the unknown high-energy region which is typically done
by introducing subtractions. This procedure is relatively
easy for ω → 3pi decay which depends dominantly on the
pion-pion P-wave scattering input [44, 45]. However, this
is more challenging for η → 3pi decay, where the domi-
nant contribution comes from the S-wave and the form of
the pipi isoscalar Omne`s function is very sensitive to the
asymptotic behavior of the phase shift δIL=00(s → ∞).
In [46] (Figs. 4 and 7) different scenarios for the the pipi
phase shift inputs were investigated and the correspond-
ing Omne`s functions were produced. In order to minimize
these differences, the subtraction polynomial of the suf-
ficient order is required in the dispersion representation.
A complementary approach is the Pasquier inversion
[36, 47] that we applied to analyze WASA-at-COSY data
in [28] and use here as well. This method uses contour
deformation to exchange the order of double integral ap-
pearing on the right hand side of Eq. (5). As it was
shown in [43], once the two-body amplitudes fIL(s) are
known, different methods for solving the disersive inte-
gral provide the same result. However, when the Pasquier
inversion is applied, the input of fIL(s) is required in a
different energy region.
To proceed we write a˜IL(s) in the form
a˜IL(s) = FIL(s) fIL(s) gIL(s), (6)
where the function FIL(s) is introduced to remove Adler
zeros specific to the elastic amplitude fIL(s) and intro-
duce zeros in the decay amplitude as required by chiral
symmetry. From Eq. (4) and Eq. (6) one can derive the
discontinuity of gIL and write the dispersive representa-
tion for gIL(s). As a result we obtain a double integral
3equations for gIL(s), which can be reduced to a single
integral equation using the Pasquier inversion,
gIL(s) =− 1
pi
∫ 0
−∞
ds′
1
s′ − s
∆fIL(s
′)
f∗IL(s′)
gIL(s
′)
+
1
pi
∫ (M−mpi)2
−∞
dt
Lmax∑
L′=0
∑
I′
KIL,I′L′(s, t)
× CII′st fI′L′(t) gI′L′(t). (7)
The explicit form of the kernel functions, KIL,I′L′(s, t)
can be found in [28]. Currently, they are only calculated
in the region s ∈ (0, (M −mpi)2), which includes phys-
ical region and therefore cover the whole Dalitz plot re-
gion. In order to compute the amplitudes beyond that re-
gion, a proper analytical continuation is required within
Pasquier inversion technique. Important steps in that
direction were already elaborated in [48]. We will come
this issue later in the Q-value determination.
The first term and the part of the second term on the
right-hand side have the left-hand cut and can be ex-
panded in the Taylor series in the physical region. Re-
taining only a single term in the expansion we arrive at
the following relation [43, 49]
gIL(s) = gIL(s0) +
1
pi
∫ (M−mpi)2
0
dt
Lmax∑
L′=0
∑
I′
CII
′
st
× (KIL,I′L′(s, t)−KIL,I′L′(s0, t))fI′L′(t) gI′L′(t) ,
(8)
which is solved by discretizing the integral and invert-
ing the kernel matrix. The subtraction point, s0 is cho-
sen to be near the Adler zero at leading order of χPT,
s0 ' 4/3m2pi, and the subtraction constants gIL(s0),
which absorb the left hand cut contribution are the free
parameters that are to be determined by fitting to the
data.
III. NUMERICAL RESULTS
The η → 3pi Dalitz plot distribution is conventionally
expressed in terms of the variables x, y which are defined
by
x =
√
3
2mη Qc
(t− u) ,
y =
3
2mη Qc
(
(mη −mpi0)2 − s
)− 1 . (9)
For charge decay Qc = mη − 2m+pi −m0pi and for the neu-
tral decay Qn = mη − 3m0pi. Kinematics restrict the
events to be contained within the unit disk x2 + y2 ≤ 1.
The KLOE [18] and WASA-at-COSY [17] data were
binned into 371 and 59 sectors of the unit disk, respec-
tively (only bins that lie completely inside the physical
TABLE I: Results of two-body (2b) and three-body (3b)
fits to WASA-at-COSY [17] data, KLOE data [18] and
the combined fit. For two-body fits we quote (g2bIL(s0) ±
∆g2bIL(s0))/g
2b
00(s0), while when presenting results of three-
body fit we quote (g3bIL(s0)±∆g3bIL(s0))/g2b00(s0), where g2b00(s0)
is the central value obtained in the two-body fit with the same
number of partial waves. We do the latter to illustrate the
relative change in normalization between two- and three-body
fits.
(I, L) = (0, 0), (1, 1)
g00/g
(2b)
00 g20/g
(2b)
00 g11/g
(2b)
00 χ
2/d.o.f.
(2b)
COSY 1.000± 0.002 – 0.058± 0.009 1.45
KLOE 1.000± 0.005 – 0.019± 0.025 10.4
Comb 1.000± 0.005 – 0.020± 0.026 9.5
(3b)
COSY 1.043± 0.005 – 0.233± 0.009 0.95
KLOE 1.046± 0.006 – 0.194± 0.024 2.61
Comb 1.046± 0.006 – 0.195± 0.026 (Set 1) 1.64
(I, L) = (0, 0), (2, 0), (1, 1)
g00/g
(2b)
00 g20/g
(2b)
00 g11/g
(2b)
00 χ
2/d.o.f.
(2b)
COSY 1.00± 0.02 −0.26± 0.05 0.38± 0.07 0.94
KLOE 1.00± 0.06 −0.44± 0.17 0.56± 0.21 1.21
Comb 1.00± 0.07 −0.44± 0.18 0.56± 0.23 1.54
(3b)
COSY 1.19± 0.01 0.14± 0.003 0.28± 0.04 0.90
KLOE 1.215± 0.002 0.015± 0.005 0.427± 0.008 1.29
Comb 1.214± 0.002 0.018± 0.005 0.423± 0.008 (Set 2) 1.61
region are included). We determine the unknown param-
eters, gIL(s0) by minimizing
χ2 =
N∑
bins
( |A|2data − |AC ({gIL(s0)}) |2
∆|A|2
data
)2
, (10)
where |A|2data is the acceptance corrected data in each
bin and ∆|A|data is the uncertainty (assumed to be only
statistical).
In our earlier work [28] we performed two different fits
to the WASA-at-COSY data. The first fit was done us-
ing only two resonant p.w. amplitudes, i.e. (I, L) =
(0, 0), (1, 1) and the second fit included all isospin am-
4TABLE II: Dalitz plot parameters for η → pi+pi−pi0. We present the results of the seprate fits to WASA-at-COSY [17] and
KLOE [18] data and the combined fit. In both cases we average Dalitz Plot paramteres between (I, L) = (0, 0), (1, 1) and
(I, L) = (0, 0), (2, 0), (1, 1) scenarios (see Table I).
a b d f g
WASA-at-COSY [17] −1.144± 0.018 0.219± 0.019± 0.037 0.086± 0.018± 0.018 0.115± 0.037 –
KLOE [18] −1.095± 0.003+0.003−0.002 0.145± 0.003± 0.005 0.081± 0.003+0.006−0.005 0.141± 0.007+0.007−0.008 −0.044± 0.009+0.012−0.013
Theory (fit to COSY) −1.116± 0.032 0.188± 0.012 0.063± 0.004 0.091± 0.003 −0.042± 0.009
Theory (fit to KLOE) −1.077± 0.029 0.170± 0.008 0.060± 0.002 0.091± 0.003 −0.044± 0.003
Theory (combined fit) −1.075± 0.028 0.155± 0.006 0.084± 0.002 0.101± 0.003 −0.074± 0.003
plitudes for the S and the P waves, i.e. (I, L) =
(0, 0), (2, 0), (1, 1). Here we follow the same procedure.
The resulting parameters are collected in Table I, where
we show fits with and without three-particle rescattering
effects (so called ”two-body” and ”three-body” scenar-
ios), i.e using (8) to determine gIL(s), or just setting it
to a constant gIL(s) = gIL(s0).
In the first step we fit the KLOE data alone. When
only (I, L) = (0, 0), (1, 1) amplitudes are taken into ac-
count, we observe a significant reduction of χ2/d.o.f
while moving from the ”two-body” to the ”three body”
case. At the same time, when a complete set of S and P
waves is incorporated, the χ2/d.o.f stabilizes at around
1.2-1.3 in both cases. In the second step, we combine
the KLOE and WASA-at-COSY data. The results are
in general very similar, showing the consistency of two
different data sets. The results of the fit are shown in
Fig. 1.
The Dalitz plot parameters are defined as an effective
range expansion around the center of the Dalitz plot x =
y = 0,
|AC(x, y)|2
|AC(0, 0)|2 = 1 + a y + b y
2 + d x2 + f y3 + g x2y + · · ·
|AN (z, φ)|2
|AN (0, 0)|2 = 1 + 2α z + 2β z
3/2 sin 3φ+ · · · , (11)
where x =
√
z cosφ and y =
√
z sinφ. In Table II we
show the averaged Dalitz Plot parameters between three-
body fits with (I, L) = (0, 0), (1, 1) and (I, L) =
(0, 0), (2, 0), (1, 1) wave sets. We also predict the slope
parameter α for the neutral decay mode to be
α = −0.024± 0.004, β = −0.000± 0.002 , (12)
α = −0.025± 0.004, β = −0.000± 0.002 ,
from the KLOE and combined KLOE & WASA-at-COSY
fits, respectively. Note, that without three body effects
α2b = −0.021± 0.004 for both sets of data. The new re-
sults (12) compares favorably with the most recent PDG
value αPDG = −0.0315 ± 0.0015 [1]. This difference is
expected to get even smaller once electromagnetic correc-
tions are fully considered (not only in kinematic factors).
A. Matching to χPT and the Q-value
We note, that NLO χPT result depends on four low en-
ergy constants (LECs). These can be reduced to a single
one L3 = (−2.35± 0.37)× 10−3 [50] if one employs Gell-
Mann-Okubo constraint between meson masses and me-
son decay constants. This is not the case at NNLO where
one has to deal with several unknown LEC’s. Therefore,
in our analysis we match the dispersive amplitudes with
NLO χPT near the Adler zero. Note, that we match sin-
gle variable partial wave amplitudes aIL(s) to χPT and
not the full amplitude AC(s, t, u) along the lines s = t
or t = u. This procedure should be equivalent, since
aχPTIL (s) possess Adler zeros as well. In order to perform
the matching at t = u we would need to make an addi-
tional analytic continuation of our results. In Fig. 2 we
show our results of a combined fit to KLOE and WASA-
at-COSY with a fixed overall normalization to NLO χPT
near the Adler zero in the region s = (0, 10m2pi) along the
lines s = t or t = u. The updated Q-value is
Q = 21.6± 1.1 , (13)
which should be compared to the result of [28]
Q = 21.4± 1.1 (the fit to WASA-at-COSY data only)
and Q = 21.7± 1.1 (the fit to KLOE data only). Note,
that the obtained Q-value is consistent with the latest
(Nf = 2 + 1 + 1) lattice computations Q = 22.2 ± 1.8
[51].
There are several challenges in the accurate determi-
nation of the Q-value. The first one comes from the elas-
tic pipi scattering amplitudes, which are available from
the Roy equation analysis [52] and implies the error
∆Qpipi = 0.25. Second uncertainty is due to experimental
η → pi+pi−pi0 decay width, which serves as an input in
our analysis. Its value increased by more than 3σ over
the last thirty years, resulting in the current PDG value
Γη→pi+pi−pi0 = 296 ± 16 eV [1]. This error propagates
to ∆QΓ = 0.29. Third source of uncertainty is the ex-
perimental data on Dalitz plot itself, which thanks to
the recent high-statistical analyses has improved signifi-
cantly. Its contribution to the Q-value is < 10% of the
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FIG. 1: Upper panels are the x- and y-projection plots. Black circles are the data. Red squares and blue squares represent results
of the two-body and three-body fits, respectively. The fits are performed on the Dalitz distribution shown in the bottom left
panel using three waves, (I, L) = (0, 0), (2, 0), (1, 1). For better visualization the experimental points are shifted horizontally
from the fit results. The bottom right panel is the Dalitz distribution from the three-body fit with (I, L) = (0, 0), (2, 0), (1, 1)
waves, while the bottom left panel is the new KLOE [18] data.
size of error bars coming from the pipi amplitudes and
therefore we included it in ∆Qpipi. Another uncertainty
comes from matching to χPT amplitude. The error asso-
ciated with L3 LEC is very small and therefore the result-
ing error bar in our previous analysis was ∆Qtotal = 0.4
[28]. That error was dominated by the experimental er-
ror bars and therefore should be viewed as a lower bound
of the full error. We note, however, that the Q-value de-
termination is very sensitive to the matching to NLO
amplitude. Though the region around the Adler zero is
supposed to be stable against contributions from higher
orders in the chiral expansion, we cannot completely ex-
clude them. Assuming conservatively an additional error
of 10% on NLO χPT amplitude, gives ∆Qmatch = 1.08
and the total ∆Qtotal = 1.1 quoted in Eq. (13).
IV. CONCLUSIONS
In this work we revisited our previous dispersive anal-
ysis [28] of the η → 3pi decay in light of the new KLOE
[18] data. Within our unitary model we established a
unified description of charged and neutral decay modes.
The method is based on Khuri-Treiman equation which is
consistent with elastic unitarity, analyticity and crossing
symmetry. Using the input from the pipi amplitude, the
Khuri-Treiman equation was solved using Pasquier inver-
sion technique. This allowed to establish a significant re-
duction of the unknown parameters compared to a more
straightforward Omne`s solution. However, the price is
the treatment of the left-hand cuts, which is in general
not known. We assume, that the unitarity in the physical
region, where it can be constrained by the data, plays the
key role and does not depend on an accurate form of the
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FIG. 2: The amplitude along the lines s = u and s = t with a comparison to NLO ChPT. The relation between M(s, t, u) and
AC(s, t, u) is given in [28]. The solid thick and thin vertical lines correspond to the physical region and the region where we
calculated our amplitudes, respectively. As explained in the text, in order to compute the amplitudes beyond that region, a
proper analytical continuation is required within Pasquier inversion technique.
unphysical left-hand cuts. The latter we absorbed in the
subtraction constants [43]. With these model assump-
tions we were able to describe the data from KLOE [18]
and WASA-at-COSY [17] with a minimal number fitting
parameters.
The new results are α = −0.025± 0.004 and
Q = 21.6± 1.1. Since the experimental data on
η → 3pi Dalitz plot is very precise now, the main
experimental uncertainties come from I = 0 two-pion
scattering amplitudes and the decay width Γη→pi+pi−pi0 .
Improving them are relevant for further Q-value and α
determinations.
After submission of our manuscript an improved dis-
persive analysis based on Omne`s functions was an-
nounced in [53]. The new Q-value is Q = 22.0 ± 0.7
which is consistent with our estimate.
The codes employed to compute the partial wave am-
plitudes and the Dalitz plot distribution are available for
downloading as well as in an interactive form online at
the Joint Physics Analysis Center (JPAC) webpage [54].
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