












RESEARCH ON CNN-BASED AUTOMATIC DIAGNOSIS SUPPORT FOR ELECTROCARDIOGRAM 
 
本田祥之 





In this study, we proposed a method to determine normal and abnormal ECG waveforms and to classify 
them into multiple classes. In this method, the ECG is not treated as time-series waveform data, but as 
two-dimensional waveform image data, and classified. We used four classes from the MIT-BIH arrhythmia 
database: N class, VEB class, SVEB class, and F class, and classified them using CNN, VGG16, VGG19, and 
ResNet. The maximum accuracy was achieved with VGG16 and VGG19. 99.22% of sensitivity, 99.52% of 
specificity, and 99.3% of accuracy were obtained. 








































































































30 分間の 2 誘導(II, V1)のシグナルデータが格納されて
いる．また，各 R 波のピーク位置に対してアノテーショ
ンが付与されている．シグナルデータのサンプルを以下
の図 2 に示す．このデータは大きく N(正常)，VEB(心室
性期外収縮)，SVEB(上室期外収縮)，F(融合収縮)，Q(不
明)の 5 つのクラスに分類される．このデータのクラス表
を図 3 に示す．本研究ではこの 5 つのクラスのうち N，





























これらの手順で N クラス，VEB クラス，SVEB クラス，























CNN での学習結果を図 7 に示す．最終的な正解率は
以下の表 1 の通りになった． 
  
 
図７ CNN の学習結果 
 
表１ CNN における分類正解率 
 Train Validation Test 
Accuracy 100% 96.5% 97.3% 
 
また，各ラベルごとの混同行列を図 8 に，そこから算
出される評価を表 2 に示す． 
 
 
図８ CNN での分類結果 
 
表２ CNN における分類の性能評価 
クラス 再現率 適合率 
/感度 
F 値 特異度 データ数 
N 0.98 0.99 0.99 0.99 191 
VEB 0.98 0.98 0.98 0.99 139 
SVEB 0.91 0.93 0.92 0.99 54 
F 1 0.88 0.93 1 16 
  
b）VGG16 
 VGG16 での学習結果を図 9 に示す．最終的な正解率
は以下の表 3 の通りになった． 
 
 
図９ VGG16 の学習結果 
 
表３ VGG16 における分類正解率 
 Train Validation Test 
Accuracy 100% 99.0% 99.3% 
 
また，各ラベルごとの混同行列を図 10 に，そこから
算出される評価を表 4 に示す． 
 
 
図１０ VGG16 での分類結果 
 
表４ VGG16 における分類の性能評価 
クラス 再現率 適合率 
/感度 
F 値 特異度 データ数 
N 0.99 1 0.99 0.99 191 
VEB 0.99 1 1 1 139 
SVEB 1 0.96 0.98 1 54 
F 1 0.94 0.97 1 16 
 
c）VGG19 
 VGG16 での学習結果を図 11 に示す．最終的な正解率
は以下の表 5 の通りになった． 
 
 
図１１ VGG19 の学習結果 
 
表５ VGG19 における分類正解率 
 Train Validation Test 
Accuracy 100% 99.0% 99.3% 
 
また，各ラベルごとの混同行列を図 12 に，そこから
算出される評価を表 6 に示す． 
 
 
図１２ VGG19 での分類結果 
 
表６ VGG19 における分類の性能評価 
クラス 再現率 適合率 
/感度 
F 値 特異度 データ数 
N 0.99 1 0.99 0.99 191 
VEB 0.99 1 1 1 139 
SVEB 1 0.96 0.98 1 54 
F 1 0.94 0.97 1 16 
 
d）ResNet 
 VGG16 での学習結果を図 13 に示す．最終的な正解率
は以下の表 7 の通りになった． 
 
 
図１３ ResNet の学習結果 
 
表７ ResNet における分類正解率 
 Train Validation Test 
Accuracy 100% 99.0% 98.0% 
 
 また，各ラベルごとの混同行列を図 14 に，そこから
算出される評価を表 8 に示す． 
 
 
図１４ ResNet での分類結果 
 
表８ ResNet における分類の性能評価 
クラス 再現率 適合率 
/感度 
F 値 特異度 データ数 
N 0.97 1 0.99 0.98 191 
VEB 0.98 1 0.99 0.99 139 
SVEB 1 0.89 0.94 1 54 




sensitivity, specificity, accuracy をまとめたものを以下の表









感度 特異度 正解率 
Acharya et al.[5] 2 95.32% 91.04% 93.18% 
Inan et al.[6] 2 (N, V) ― ― 95.16% 
Isin et al.[7] 3 (Normal, 
R, PB) 
― ― 92 % 
Rai et al.[8] 3 (N, L, R) 99.01% 99.53% 99.07% 
Jambukia et al.[9] 3 (N, L, R) ― ― 99.41% 
Jambukia et al.[9] 4 (N, L, R, 
PB) 
― ― 98.68% 
Wu et al.[6] 4(NSR, AF, 
OTHER, 
NOISE) 
97.56% 99.19% 97.56% 
Oh et al.[10] 5 (N, L, R, 
V, A) 
97.50% 98.70% 98.10% 
Mahfuz et al.[5] 5(N, L, R, 
PB, V) 
100% 100% 100% 
提案手法 4(N,VEB,S
VEB,F) 




前章の結果から，CNN での分類では N クラス，VEB



















図１５ SVEB クラスの学習データ 
 
 
図１６ SVEB クラス誤判定画像 
 





図１７ F クラスの学習データ 
 
  





たとき sensitivity では 2 番目，specificity では 3 番目，
accuracy では 3 番目に高い数値であった．同じ 4 クラス
分類においては，Jambukia らの研究[9]，Wu らの研究[6]














である．MIT-BIH 不整脈データベースの中から N クラ
ス，VEB クラス，SVEB クラス，F クラスの 4 クラスを
使用し，CNN, VGG16, VGG19, ResNet を使用し分類を行
った．VGG16, VGG19 で最大の精度を出すことができ，
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