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ABSTRACT
A semi-parametric algorithm for identification of Hammerstein systems in the presence of
correlated noise is proposed. The procedure is based on the non-parametric kernel
regression estimator and the standard least squares. The advantages of the method in
comparison with the standard non-parametric approach are discussed. Limit properties of
the proposed estimator are studied, and the simulation results are presented.
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1.  INTRODUCTION
The nonlinear, dynamic system modeling has been widely discussed in the literature for the
last three decades. Numerous applications (in signal processing, telecommunication
systems, designing of adaptive filters, pattern recognition, automation, biological systems
(see [1]-[3])) show necessity of the research of more effective identification algorithms.
The oldest identification techniques based on the Volterra and Wiener functional
expansions gave very complicated algorithms. In 80’s the another approach appeared,
basing on the assumption that the nonlinear dynamic system can be represented by
interconnections of linear dynamic and static nonlinear elements [4]. The most of authors
proposed the parametric algorithms without rigorous convergence proofs, restricted to the
non-linearity of a polynomial form only. Non-parametric methods were first applied by
Greblicki and Pawlak ([5]-[8]) and based on the estimation of the regression function
(kernel estimator, orthogonal series estimator, and recently on the wavelet approach [9]).
Convergence of the proposed estimators was proved with the poor restrictions on the non-
linearity. The main disadvantage of these methods is non-analytic form of the solution. An
idea of our algorithm is similar to that in [10], where the parameter estimator for the simple,
static, linear element constructed by non-parametric estimation was analyzed. First the
evaluations of the unmeasureable signal are computed by a non-parametric method, to be
exploited in the parametric (least-squares) estimation of the unknown non-linearity. In
section 2 the studied Hammerstein system (Fig. 1) is presented, and the identification
problem is defined. Next, a two-stage identification algorithm is proposed in section 3, and
its theoretical limit properties are analyzed in section 4. Simulation examples for the sample
nonlinear system are shown in section 5.2.  STATEMENT OF THE PROBLEM
2.1. System under consideration
The system consists of a static non-linearity  () µ  followed by a linear FIR filter with the
impulse response coefficients {} λ p p
P
= 0
. The system output is disturbed by a random,
correlated noise process zk . Only the input xk and the output yk of the overall system are
accessible for measurements.
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Fig.1. Hammerstein system with the correlated noise process.
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2.2. Assumptions and comments
We assume the following:
(A1) the random input sequence {} xk k=−∞
∞
 is iid, and is bounded:  xx k ≤< ∞ max  ∀ k
(A2) the disturbance {} ε k k=−∞
∞
 is independent of inputs, zero mean, bounded, stationary
white noise, i.e. Ε ε k = 0, Ε εε kj = 0  for kj ≠ , and εε k << ∞ max  ∀ k
(A3) the non-linearity  () µ x  is of the form  () () µϕ xx
T = a
*, where
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* ,, . . . , = aa a S
T
12  is an unknown true parameter vector, and
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linearly independent functions, such that  () fx f s ≤< ∞ max   for  x x ≤ max  (cf. (A1))(A4) the correlated noise process {} zk k=−∞
∞
 is generated by a linear finite impulse response
filter, and  ω r
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(A5) for clarity of exposition we additionally assume that  () µ 00 =  and λ 0 1 =
Under (A1)-(A5) we have:
(C1) from (A2) and (A4) we conclude that zk  is zero-mean and bounded
( zz k ≤< ∞ max , where  z r
r
R
max max = ∑
=
εω
0
)
(C2) from (A1) and (A3) the vector process  () {} ϕ xk k=−∞
∞
is persistently exciting of order S
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T
= 12 ,, . . . ,  a n d   ()() ( ) () Φ NN
T
xx x = ϕϕ ϕ 12 ,, . . . ,  w e  g e t
WNN =Φ a
* . From (C2) one can infer that the matrixΦΦ N
T
N  is nonsingular, and
() a
* =
−
ΦΦ Φ N
T
NN
T
N W
1
(2)
2.3. Identification task
The aim of the identification is to recover the unknown parameter vector a
* of the non-
linearity using the input-output measurements  () {} xy kkk
M
,
= 1  from the whole system,
obtained in the experiment. We emphasize that the non-linearity output wk cannot be
directly measured.
3.  SEMI-PARAMETRIC ALGORITHM
Observe that (cf. (1))
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p
P
k =+ ∑ + −
=
λµ λµ 0
1
    and      () () () Rx x x p
p
P
=+ ∑
=
λµ µ λ 0
1
Ε
Hence, including assumption (A5), we get  () () Rx p
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0
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Ε µλ  and further
() () () µ xR xR =−0  where  () {} Rx y x x kk == Ε |  is the regression function. Basing on this
observation we propose the following identification algorithm:
Stage 1. Exploiting  () {} xy kkk
M
,
= 1 estimate the values of the unmeasureable signal
{} wk k
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= 1 by the non-parametric method (kernel regression estimate):
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and  () K  is a kernel function,  () h M  is a smoothing parameter (see[5]).Stage 2. Using the pairs  () {} xw kk M k
N
, ! , = 1
 compute the least-squares parameter estimate:
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T
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where  () ! ! , ! ,..., ! ,, , Ww w w NM M N M
T
= 12 .
4.  LIMIT PROPERTIES
Introducing the error of the non-parametric estimator as
() () () () () ηµ µ kM kM k k k k k ww R x Rw x x ,, ! !! ! =− = −− = − 0
the parametric part of the algorithm can be interpreted as the identification of a non-linear,
static element  () () µϕ xx
T = a
* corrupted by the disturbance η kM ,  (Fig. 2) from the noisy
input-output “measurements”  () {} xw kk M k
N
, ! , = 1
.
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Fig.2. Illustration of the second stage of the algorithm.
Denoting  () Θ NM M N M
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The matrix ∆ 1,N  is invertible (see (C2)) and has finite elements (see (A3)), so () ∆ 1
1
,N
−
 is
well defined. Making use of the results in [5], we realize that ! , ww kM
M
k →
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 and
η kM
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0  in probability, i.e.  () lim , M kM P
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provided that  () K  fulfils standard conditions for kernel functions [5] and  () hM is
appropriately selected, such that  () hM
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Theorem 1.  Assume that (A1)-(A6) hold and  () Pc M kM ηδ α
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5.  EXPERIMENTAL RESULTS
The results of the experiments under the sample nonlinear system are presented in Fig. 3. It
illustrates consistency property and shows the solutions for M=100 and for M=500
measurements.
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Fig.3. Experimental results for a sample nonlinear system identification
System specification:
() () ϕ xx x x
T
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2 () a
* ,, =− 21 2 0
T
P = 2 , λ 0 1 = , λ 1 1 =− , λ 2 1 =
R = 2 , ω 0 1 = , ω 1 1 = , ω 2 1 =
Used kernel function () Ku e
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    τ = 15 .6.  CONCLUSIONS
The proposed method has the following advantages in comparison to the standard non-
parametric approach:
•   the resulting model has the analytic form, which is very important in practice
•   we can estimate  () µ x0  not having any measurements from neighborhood of  x0
However certain a priori knowledge about the non-linearity is needed. Namely, the non-
linearity has to be known with accuracy to the parameters but is not assumed to be of a
polynomial type, which was commonly assumed earlier (eg. [4]). To increase numerical
efficiency, both stages of the algorithm can be computed in recursive fashion. The recursive
version of (3) in stage 1 can be found in [8]. The recursive version of (4) in stage 2 is the
standard recursive least-squares algorithm. Experimental examinations over the systems
containing non-typical non-linearities confirmed good behavior of the algorithm. The
algorithm is simple to compute and can be well applied in many fields.
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