












NATURAL LANGUAGE AUGMENTATION AND RELATED SUPPORT TECHNICS  
 
保泉倭 





This paper describes a method to augment communication by natural language. Common method for 
accurately communicating information using natural language is to help to create of sentences that are easy 
to identify meaning. However, when the receiver interpret the sentences, there are cases where its meaning 
can not be specified due to ambiguity of natural language and the accuracy depends on the grammatical 
ability of the receiver. This paper propose a method to add dependency information to sentences. Support 
mechanism for users to easily use this method is also proposed. This method makes it possible to preserve 
the intended meaning of the sender even for ambiguous sentences. It is also applicable to increase 
accuracy of Internet searching. 



















ルが存在する.Microsoft 社の Word や、日本語文章校正・
推敲支援ツール Tomarigi は、その一種である.Word は、
文法的に誤っている文に波線を表示しユーザーを支援す























































図 1 Microsoft 社 Word 
 
 
図 2 日本語文章校正・推敲支援ツール Tomarigi 
 
 








る． 導出の際に使われたルール X→UV において、U の


















ョムスキー標準形の生成規則の 3 種の型 A→BC,A→α,S




→UV を適用したとき U の子孫の最も右の葉 a は V の子孫
の最も右の葉 b に係るといい、a↓b と書く．a を係り受
けの始点、b を係り受けの終点と呼ぶ．文法{A→Bc,B→de}
を持つ言語から導出される文 dec は係り受け d↓e,e↓c
を持つ．係り受け a↓b における始点 a は、a を終点とす
る全ての係り受けの始点と共に b に係る．先程の例を用
























の構文木から得られる modifies-arc の集合を isolator-set と
呼ぶ．自然言語強化を行った文を強化文と呼ぶ．例文「望
遠鏡で泳ぐ彼女を見た。」は 2 通りの解析木を持つため、
2 通りの isolator-set を持つ．よって例文は次のような 2 通
りの強化文に変換できる． 「望遠鏡で泳ぐ彼女を見た。」
の強化文 1 と強化文 2 を図 5 に示す．図では、青い
modifies-arcは強化文 1と 2で共通であり、赤い modifies-arc
は強化文 1 と 2 で異なっていることを表している． 
 
 






の二つである．属性 id は識別子、属性 ref はその要素の係





<dst id=0 ref=1> 望遠鏡 </dst><dst id=1 ref=6> で 
</dst><dst id=2 ref=3> 泳ぐ </dst><dst id=3 ref=4> 彼女 
</dst><dst id=4 ref=6> を </dst><dst id=5 ref=6> 見 














→fE, D→fg, E→gh}を持つ言語の文 fghiを構文解析すると、
根が A,A の子ノードが B と i（以下続く）という解析木が
得られる．ここで、B を頂点とする部分木は二つ存在する．
一つは、B の子ノードが D と h、D の子ノードが f と g と
いう木、もう一つは B の子ノードが f と E、E の子ノード
が g と h という木である．解析木が複数存在するため文




図 6 fghi の解析木 
 
（２）isolator-set の候補の作成 
isolator-set の候補となる modifies-arc を作成する．文








<dst id=0>望遠鏡</dst><dst id=1>で</dst>は「0 望遠鏡
1 で」と表す．例文「望遠鏡で泳ぐ彼女を見た。」から得
られた構文解析木の部分木「0 望遠鏡 1 で 2 泳ぐ 3 彼女 4
を 5 見 6 た 7。」の頂点ノードは、「望遠鏡で泳ぐ彼女を
見た」と「。」を子に持つため、 modifies-arc 6↓7 を生
成する．部分木「0 望遠鏡 1 で 2 泳ぐ 3 彼女 4 を 5 見 6
た」は二つ存在する．頂点ノードが「望遠鏡で」と「泳
ぐ彼女を見た」を子に持つ木と、頂点ノードが「望遠鏡
で泳ぐ彼女を」と「見た」を子に持つ木があるため、      
modifies-arc 1 ↓ 5 と 4 ↓ 5 を生成する．同様に
modifies-arc を生成すると、0↓1, 1↓2, 1↓6, 2↓3, 
3↓4, 4↓5, 5↓6, 6↓7 が生成される． 
（３）modifies-arc の問い合わせ 
modifies-arc を全ての解析木に対して生成した後、
modifies-arc の 始 点 が 同 じ で あ り 、 終 点 が 異なる
modifies-arc は対立する．例文「0 望遠鏡 1 で 2 泳ぐ 3 彼
女 4 を 5 見 6 た 7。」の modifies-arc 0↓1, 1↓2, 1↓6,       
2↓3, 3↓4, 4↓5, 5↓6, 6↓7 のうち、対立する


















鏡で泳ぐ彼女を見た僕は歩く。」の対立する modifies-arc  
0↓1,  0↓4 ,  0↓8 ,  2↓3 , 2↓7 , 2↓10 , 3↓4 ,  3↓8 
を見る．modifies-arc 0↓1 は自身が選択された場合、0↓4
と 0↓8 を棄却することができるため、スコアは 2 である．
同様に、modifies-arc 0↓4 は自身が選択された場合、      
0↓4, 0↓8, 2↓6, 2↓10, 3↓8 を棄却することができるた
















形態素解析を行う 3：構文解析を行う 4：isolator-set の候
補を作成する 5：modifies-arc のスコアを計算する 6：
modifies-arc をユーザーに選択させる 7：使用しない
modifies-arc を削除する 7：全ての modifies-arc の対立を解
消できていれば強化文を出力、そうでなければスコア計
算に戻る 支援機構の処理フローは図 8 の通りである． 
 
















出力 modifies-arc の集合 P 
Q ← 空のキュー 
for each 構文解析木の根 r 
Q に r を追加 
While Q が空ではない do 
 v ← Q から取り出す 
from  ← v の左子ノードの子孫のうち最も右
の形態素のインデックス 
to  ← vの子孫のうち最も右の形態素のインデ
ックス 
from から to への modifies-arc を P に追加 
      for each v に接続している頂点 i do 




強化した意図する係り受けは 0↓１, 0↓4, 0↓8 のどれか
という問い合わせが発生し、それに 0↓4 であると応答す
ると、強化文<dst id=0 ref=4> 大きな  </dst><dst id=1 
ref=2> 望遠鏡 </dst><dst id=2 ref=3> で </dst><dst id=3 
ref=4> 泳ぐ </dst><dst id=4 ref=5> 彼女 </dst><dst id=5 
ref=7> を </dst><dst id=6 ref=7> 見 </dst><dst id=7 ref=8> 
た </dst><dst id=8 ref=9> 僕 </dst><dst id=9 ref=10> は 





法が受理した文は 30 文であった．この 30 文の形態素の






















き分けを行うことができない．例えば、「0 男性 1 で 2 一
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