Abstract-A vector quantizer maps a k-dimensional vector into one of a finite set of output vectors or "points". Although certain lattices have been shown to have desirable properties for vector quantization applications, there are as yet no algorithms available in the quantization literature for building quantizers based on these lattices. An algorithm for designing vector quantizers based on the root lattices A,, 0, , and IT, and their duals is presented. Also, a coding scheme that has general applicability to all vector quantizers is presented. A four-dimensional uniform vector quantizer is used to encode Laplacian and gamma-distributed sources at entropy rates of one and two bits / sample and is demonstrated to achieve performance that compares favorably with the rate distortion bound and other scalar and vector quantizers. Finally, an application using uniform fourand eight-dimensional vector quantizers for encoding the discrete cosine transform coefficients of an image at 0.5 bit /pel is presented, which visibly illustrates the performance advantage of vector quantization over scalar quantization.
I. INTRODUCTION T HE problem of optimal vector or block quantizer design currently is receiving substantial research interest. For uniform quantization, a quantization region must be able to tile space. In the-scalar or one-dimensional case, this is not a problem since the interval is the only kind of region that tiles space. Thus, the only requirement for uniform scalar quantization is to find the size of the interval, given the source probability density function (pdf) and the distortion measure. Unfortunately, for higher dimensions many shapes (polytopes) tile space. Furthermore, the interaction between the source pdf and the distortion measure is so complex that the approach used for scalar quantizer design [l] is generally inapplicable.
Fortunately, Linde, Buzo, and Gray [2] have built upon Lloyd's Method I [l] to develop a vector quantizer design algorithm that uses the training sequences of the random variable to be quantized to generate locally optimal multidimensional quantizer designs. The theoretical properties of this algorithm are presented in [3] , the applications of the algorithm to speech coding are reported in [2] , [4]- [6] . For the case in which no training sequence is available, Conway and Sloane [7] , [8] use the root lattices and their duals as the basis for designing efficient block quantiiers for uniformly distributed inputs By finding the Voronoi regions for these lattices and evaluating the mean squared error (mse) when these lattices are used to quantize uniformly distributed data, they are able to list the lattices that achieve the minimum mse for dimensions one through ten. These results constitute the best known uniform vector quantizers for the given block lengths. Additional important results on vector quantization are available in the very readable paper by Gersho [9] and the special issue of this Transactions edited by Gray and published in March 1982 (Part I) . Conway and Sloane [7] present the properties of various lattices and measures of their efficiency when used as quantizers, and they also develop techniques for coding points based upon the special properties of particular lattices [8] .
In this paper we present an explicit, step by step algorithm for generating and coding all of the root lattices-along with their duals-mentioned by Conway and Sloane-independent of their special symmetries. As an example, we have used the A,* lattice. To determine how these lattices perform as quantizers for a clearly nonasymptotic case and for nonuniformly distributed inputs, a four-dimensional quantizer is used to quantize Laplacian and Gamma distributed random variables at 1 and 2 bits/sample. The results are compared to the rate distortion bound, to scalar quantization, and to vector quantizers designed using the Linde, Buzo, and Gray algorithm. Finally, we present an application of these vector quantizers to image data compression at 0.5 bit/pixel.
II. NOTATION
Let X be an n-dimensional source vector with joint pdf P(X) =p(x1,x*,-**, x,). An n-dimensional vector quantizer is a function Q(X) that maps X E 9'" into one of iV output points with each output point corresponding to an output vector Yi, Y,, . . . , Y, belonging to W". The quantizer is completely specified by listing the N output vectors and their corresponding partitions of the space W" into N disjoint and exhaustive regions. Following [2] and [9], we let these regions be denoted by yi, yZ,. . . , y,v so that Q(X) = q:., if X E yj, for i = 1,2;. ., N. Such a vector 0018-9448/84/1100-0805$01.00 01984 IEEE   806   IEEE TRANSACTIONS  ON INFORMATION  THEORY, VOL. IT-30, NO. 6, NOVEMBER 1984 quantizer may also be called a block quantizer with block symmetric matrix length n. If n = 1, we have the familiar scalar quantization g11 g12 . . .
problem. g1n
The distortion measure selected for this work is the MSE g21 .
per symbol (letter) given by G=.
-. . .
As gi, = gji, there are (n/2)(n + 1) distinct coefficients in = ;W -Q(X)ll" G, each an inner product of two basis vectors. These coefficients will be used to determine each ai. (4
The decoding of q is accomplished by projecting its components uij back into the source space. The mapping Q is implemented in two steps. First the lattice basis { ui } must be found and imbedded into 9'". vectors (8) The triangular form forces a specific orientation of the lattice in which a, is parallel to e,, the first basis vector of gn.
Now that the number of unknowns matches the number of independent entries in G, the basis vectors can be obtained by using the following sequential method.
Notice that but ((1 . a1 = i?,, This will give-explicit meaning to the components of q as Therefore it spans the lattice set. This imbedding is done by generating each of the basis vector's components from the 
Now for u2, the two a2. a1 = g21 a2. a2 = g2, a11421 = g21 a& + a ;2 = g22.
and the centered dot represents the usual vector inner The method for finding the components of the basis vecproduct. The metric coefficients gij can be written as a tors can be generalized in the following manner.
Step 1: Find the lattice metric G.
Step 2: j = 1
Step 3: j = j + 1 i = 1,2; . . .
J-1
We assume that Xi=, = 0 when b < a.
Step 4: Repeat Step 3 for j = 2,3,. . . , n.
This algorithm generates the basis vectors of all of the root lattices of Conway and Sloane [7] . The metrics for the various lattices can be obtained from Humphreys [12] .
Obtaining the basis vectors for the dual lattice L* to the lattice L becomes easy once we realize that the basis vectors for the dual lattice are simply the reciprocal basis vectors of the root lattice [ll] . Thus the metric matrix of the dual lattice is simply the inverse of the metric matrix of the root lattice. Once the metric matrix is obtained, the same algorithm can be used to generate the basis vectors of the dual lattice.
The AZ Lattice
The AZ lattices were chosen for the example in this paper. The metric for these lattices can be obtained from its quadratic form, which is given by Game&ii 
In the Soviet literature the A,* lattice is denoted by LT.
Also, depending on the form of the quadratic used, the enumeration of the basis vectors may be different. Confusion can be avoided by transforming the matrix of basis vectors into the minimal canonical form that is unique (within a scale factor) for a given lattice [15] . Let aij be the elements of the matrix of minimal basis vectors where the minimal basis set is a set of basis vectors that uniquely determine the lattice points. Then a minimal canonical basis is defined such that [15] 0 2 aji < aii, j > i aji = 0, j < i. 
By using the algorithm A is then found to be This is already in minimal canonical form. From (17), which was obtained by using the metric given by Game&ii, replacing a, by ui + u2, and then replacing a3 by a 2 + u3, we obtain Once the basis vectors are determined, the remaining lattice points can be obtained by taking integral combinations of these basis vectors. The distortion achieved by a given quantizer is related to the density of its points in space. Scaling the metric or basis vectors will change the density of the resulting lattice proportional to a", where (Y is proportional to the distance change between two points of the lattice, and n is the lattice dimension. By changing the density of the lattice, the distortion of its resulting quantizer can be changed. How this scaling affects other parameters of the lattice can be found in Sloane [14] . For code books of limited size, the source pdf and edge effects of the outermost code points weigh heavily in the determination of the expected distortion. In this case the optimum point density for a given code book must be determined experimentally.
For this paper the code book size was chosen based upon a given data transmission rate. Once the desired rate is chosen-for example, 2 bits/sample-the number of code points is fixed depending upon the dimension of the particular lattice to be used. A 2 bits/sample rate with a four-dimensional quantizer requires a code book size of 24 = 16 points. The code book consists of the 16 closest points to the origin. The lattice density is then chosen to minimize the distortion by experimentation.
IV. CODING
One of the major problems with general vector quantizers is the size of the code book and hence the number of operations required to find the closest output point to a given input point. The brute force approach of comparing the input point to each output point and thus finding the output point that minimizes the distortion measure may be time-consuming and cause large delays. However, the regular structure of the lattice quantizers affords ways of substantially reducing this delay. Conway and Sloane [8] have developed very efficient methods of coding for a certain class of lattice quantizers. The quantizers we use in this paper (A,*) fall into that class. The coding techniques of Conway and Sloane-though highly efficient-are restrictive in their use. In this section we present coding techniques that have a general applicability to all vector quantizers, although they are not as efficient. Two general strategies are presented: one for the case where the codebook is small enough to store, another for the case where the code book is too large to store.
The first strategy involves partitioning the range space of the input random variable into more convenient regions than those partitioned by the quantizer? This idea is similar in some sense to the prequantization for two dimensions presented by Pines and Gallagher [16] . The partitioning is done as follows.
Let rl be the length of the shortest vector of the basis set. Let rmax be the maximum distance of any output point from the origin. Pick Ar > 0 such that rmax -r, is an integral multiple of Ar; that is, rmax -rl = MAr, M E Z, where Z is the set of integers. The choice of M depends upon the spacing of the output points, as will be seen later on. 9" can now be partitioned into shells { S,}E,"o' for which Si= {X~.%":
So= (XE.9":
There is another more "natural" subdivision of space that can be utilized. This is the partitioning of space by its coordinate axes, the n-dimensional equivalent of quadrants. They are referred to as axis-partitions. Using this subdivision, 9" is partitioned into regions Sjj: i = 0; . *, M + 1, j= I,..., 2". The axes are included m all partitions that they abut. Then an M + 1 X 2"+l look-up table is constructed where the rows correspond to shells, and two columns are assigned to each axis-partition. The S, shell is not included in the table because it only contains the point at the origin. The output points are ordered so that the first column assigned to each axis-partition contains the location of the first point in that axis-partition and the second column contains the number of output points in the axis-partition of the particular shell. An example of this ordering is given in the Appendix.
'A 2" x (n + 1) look-up table contains an enumeration of the neighboring axis-partitions to each axis-partition. Table I (25) When an input point is obtained, it is classified according to shell and axis partition. (If any of the coordinates is zero, the situation is treated as a separate case and will be discussed later). If the input point fails in the k th shell and m th axis-partition, then it belongs to region S,, m. It is then compared to the output points in Sk,,. The location and number of output points can be found by looking in locations (k, 2m -1) and (k,2m) of the look-up table.
The input point is also compared to the output points in S k, QUm)' Sk-l,rn~ Sk-l the boundary of 2k axis-partitions. Therefore, this point should be included in all 2k axis-partitions. This is accomplished by making 2k copies of this point and assigning a copy to each axis partition. Each of these copies is treated in the manner described above, and the output that minimizes the distortion measure over all copies is selected. The preceding strategy presupposes that the code book itself can be stored. This might not always be possible because the size of the code book increases almost exponentially with increasing bit allocation and increasing blocklength. For example, to quantize a sample with eight bits using an eight-dimensional quantizer, about 1.8 X lo7 trillion vectors are needed! To avoid this exhaustion of resources, a different coding strategy is in order.
Again the regularity of the lattice can be utilized. As Gersho [9] points out, any translation of the lattice that shifts the point at the origin to any other lattice point position produces the identical lattice. Quoting Gersho, "if you sit on a lattice point and view the surrounding lattice points, you will see the identical environment regardless of the point you are sitting on". This observation, combined with the fact that a relatively small number of points are required to generate a Voronoi region, provides an attractively simple coding strategy. Let X be an input point with magnitude m,. Let C be a group of points that define a Voronoi region at the origin, and let S E C be a basis set for the lattice. Let m, be the distance of the farthest point in the group C. If m, is less than or equal to m,, then the required output point lies in C. If m, is greater than m,, then define M = bJmIL (26) where [ ~1 implies the smallest integer greater than m,/m, and let (27) then IX] I m_r. Find X0 E S that minimizes the distortion measure d( X, Xi), Xi E S. Let 8 be the origin; then Because of the lattice structure, C' is a subset of the lattice, and the point in C' closest to X is a valid output point.
If d, is greater than ml, then define x' = x -8'. Continue the process until d, is less than m,. Note that each time the translation is preserved in B(").
V. PERFORMANCE EVALUATION
To obtain performance data, we designed uniform fourdimensional vector quantizers based on the AZ lattice to be used on Laplacian and gamma-distributed sources at entropy rates of 1 and 2 bits/sample. These quantizers were then used to quantize 50 000 independent and identically distributed variates with the appropriate distribution. The resulting signal-to-noise ratios (defined as 10 log,, [l/mse]) are listed in Table II Table  II , "Ent" indicates that the outputs are entropy-coded, while "Uncod" means that the rate is log, I, where 1 is the number of output points. For the algorithm developed in this paper, it is necessary to adjust the quantization cell size by simulation. Furthermore, to obtain the entropycoded results in column (b), a "cut-and-try" approach is used to achieve the specified entropy rates of 1 and 2 bits/sample. Because these searches were not exhaustive, the signal-to-noise ratios in columns (b) and (e) may not be the maximum ratios achievable using the proposed algorithm.
Before proceeding, it must be noted that if entropy coding of the LBG algorithm quantizer were to be performed, a cut-and-try method would also be required to produce a given entropy rate. For scalar quantization at a specified entropy rate, a search must be performed among all quantizers having the desired output entropy to find the one with the minimum distortion (maximum signal-to-noise ratio).
The results in column (b) are particularly satisfying for a Laplacian source at 2 bits/sample and for a gamma-distributed source at 1 bit/sample. For the Laplacian source at 1 bit/sample, the optimum nonuniform scalar quantizer designed by Farvardin and Modestino [18] outperforms our uniform four-dimensional quantizer. It is possible that we have not found the best four-dimensional quantizer that our algorithm can produce for this source and entropy rate.
VI. IMAGE TRANSFORM CODING APPLICATION
As stated earlier in this paper, the vector quantizers generated by the algorithm presented here were used in a transform domain image compression scheme. A brief introduction to image compression via transform coding is presented in the following. For a more detailed introduction see Hunt [20] .
Image compression schemes usually consist of three steps [20] . The first step is to remove as much as possible of the data correlation, which is called redundancy removal. The processed data are then quantized, and the quantizer outputs are coded. There are various methods used for the removal of data correlation; some operate in the spatial domain, and others operate in the transform domain.
The method used in this application was a transform domain method using the discrete cosine transform (DCT). To best understand transform domain image coding, it is instructive to look at the Karhunen-Lo&e (KL) transform. In this method the image is represented by an N X N matrix of the samples of the image intensity values. Let g represent a vector of length N 2 constructed by lexicographically ordering the elements of the N x N image intensity matrix. Let J/ be the covariance matrix of g; then + can be written as a compressed vector G. The magnitude of M depends upon the amount of compression desired: As the elements of G are arranged in order of decresing statistical importance, the statistically more important M elements are retained, while the N * -M elements discarded have less statistical importance. The vector G can now be transmitted, and at the receiver it can be transformed back into the spatial domain by g = P'G.
This method, known as the Karhunen-Loeve transform, has the smallest mean squared error among all transform coding methods.
While the KL transform obtains total decorrelation of the KL components, it requires the computation of the eigenvectors of the covariance matrix of the data. Because of this, it is computationally very cumbersome. The Fourier transform is a good approximation to the KL transform, but it suffers because the discrete Fourier series assumes that the data are periodic. Hence the last sample is assumed to be a neighbor of the first sample. This in turn creates a discontinuity that gives rise to the Gibbs phenomenon This can be avoided by forcing symmetry onto the data in the following manner. If the image block looks like Fig. l(a) , then the Fourier transform is taken of the larger symmetric block, shown in Fig. l(b) . This larger block can now be taken to be periodic without introducing discontinuities at the boundary. However, because of the symmetry, the discrete Fourier transform of this larger block is precisely the DCT of the original image block. Because of this, the DCT is popular as a transform technique.
Let f (x, JJ) represent the image intensity value at coordinate (x, y), and let C(U, u) represent the DCT value at , I/Y 0 n LA, 
Because manipulating 256 X 256 or 512 X 512 matrices is cumbersome, the image is partitioned into smaller subblocks, usually 16 X 16 or 32 X 32. Another reason often proffered for this partitioning is that pixel correlation will not usually exceed 16 or 32 pixels; hence it is pointless to take transforms of larger blocks. However, as pointed out by Tescher [21] , this reasoning is not valid. Even if all the pixels within the subblock are decorrelated, the pixels on the border of the subblock remain correlated with the pixels on the border of the adjacent subblock. Regardless of this, the computational advantages gained from partitioning are sufficient to outweigh this concern.
To summarize, the image is partitioned into subblocks. Each subblock is then transformed using (33). Depending on the number of bits available, some of the lower energy coefficients are discarded. The remaining coefficients are allocated bits according to their variance under the constraint that the total number of bits allocated not exceed the number of bits available. At the receiver, the image is recovered using (34).
This approach was used to code the DCT coefficients of the USC 256 GIRL image, using four-dimensional and eight-dimensional quantizers. The original image was composed of a 256 X 256 matrix of pixels, eight bits being used to represent the gray level of each pixel. The image was partitioned into 16 x 16 blocks, which resulted in 16 rows, or stripes, of 16 blocks each. The DCT was applied to each block separately resulting in 256 coefficients for each block. The Wintz-Kurtenbach algorithm [22] was used to decide which coefficients should be discarded and what the bit ,,, allocation for the remaining coefficients should be. Because the coefficients were allocated with a differing number of bits and hence required quantizers with a differing number of levels, the input vectors to the quantizer consisted of the same coefficients from different blocks. Initially, the coefficients were taken from neighboring blocks. Because the image is composed of locally, stationary areas along with areas of high fluctuation, some areas were quantized with greater clarity and others had a blurred appearance. To eliminate this difficulty, the following technique was used. For the four-dimensional quantizer, coefficients were selected from every fourth block. Hence the first vector contained the DCT coefficients from the first, fifth, ninth, and thirteenth blocks in the stripe. The second vector contained the DCT coefficients from the second, sixth, tenth, and fourteenth blocks, and so on. This method gave a much more even quality to the picture and thus was much more perceptually pleasing. In a similar manner for the eight dimensional quantizer, a coefficient from every other block was picked, resulting in similar improvements. The quantizer for the DCT coefficient was designed assuming a zero mean unit variance Gaussian distribution. The quantizers for the other coefficients were designed assuming a zero-mean unit variance Laplacian input. The quantizer inputs were normalized by subtracting the mean and dividing by the standard deviation. At the output of the quantizer the normalization procedure was reversed.
The results are presented in Figs. 2-6. Fig. 2 shows the original image coded at eight bits per pixel. Fig. 3 is the image coded at a half bit per pixel using a scalar quantizer. The distortion is obvious. Fig. 4 is the image coded at a half bit per pixel using a four-dimensional quantizer. The improvement over Fig. 3 is noticeable. The most striking improvement is apparent in Fig. 5 , which was coded at a half bit per pixel with an eight-dimensional quantizer. Notice that this is very close to Fig. 6 , which is the ideal quantization case. The ideal quantization case was ob- tained in the following manner. The coefficients assigned zero bits by the bit allocation procedure were discarded. The coefficients that had been assigned a nonzero number of bits were left unquantized. This was done to see how much of the perceived distortion was due to the absence of certain coefficient values and how much was due to quantization error. This is the best that can be hoped for from any quantization scheme, without reallocating bits among coefficients. These pictures show very clearly the advantage of vector quantization in reducing distortion. The price that has been paid is in processing time. While coding with the four-dimensional quantizer took only twice as long as coding with the scalar quantizer, coding with the eightdimensional quantizer took 30 times as long. This shows that the coding problem for larger blocklengths for general vector quantizers is far from solved, and until a satisfactory resolution of this problem is obtained, the cost in processing time must be weighed against the improvement in the distortion level.
VII. CONCLUSIONS
A general design algorithm has been presented that can be used to generate all of the root lattices and their duals presented by Conway and Sloane. As an example, the A: lattice was investigated for encoding Laplacian or gammadistributed sources at entropy rates of 1 and 2 bits/sample. A four-dimensional vector quantizer designed using our algorithm performs extremely well, achieving a signal-tonoise ratio within 0.18 dB of the rate distortion bound for 1 bit/sample encoding of a gamma-distributed source and within 0.41 dB of the rate distortion bound for 2 bits/sample encoding of a Laplacian source. Additionally, an application using four-and eight-dimensional vector quantizers for encoding the two-dimensional DCT coefficients of an image at 0.5 bit/pel visibly demonstrates the improvement available using vector quantization compared to the usual scalar quantization approach.
APPENDIX
This is an example of code book design for a short code book.
For ease of understanding, a two-dimensional example is presented, and the number of points in the code book is very small.
Because of this, the method's saving is not very striking. It would greatly increase if the dimensionality and/or the size of the code book were to increase.
The original set of codewords is presented in Table III . First, each codeword is assigned to a particular shell and axis-partition.
(In two dimensions the axis-partitions are simply the quadrants.) For this example the radius of the innermost circle r, was taken to be one and the width of the annular regions Ar was taken to be 0.5. The separation of codewords into shells is easily accomplished by finding the magnitude of each codeword and then assigning it to shell S,, by using the following rule: 4 E ,s, iff r, +(n -1)Ar I 141 < r, +(nAr), n = 2,3;.. Using this rule, the code book shown in Table III .5. quadrants as in Fig. 7 , each set S, is divided into four subsets: 421, 3721 $3, and S,,,. Because the quadrants are assumed to include their axes, any codeword lying on an axis would be included in two subsets. For example a point (a, 0), a > 0, which is in shell S, would be an element of the set S,, and the set S,,,. Using these rules, the subsets would be I,, = 2. This way, instead of looking through the entire code book, the quantizing routine can go to location 19 of the code book and compare the received vector with the two codewords starting from codeword number 19. The look-up table for this example is shown in Table V .
The rearranged code book can now be tabulated in a two-dimensional array as in Table IV . What remains is to construct a look-up table, so that after a received input vector is assigned to a particular shell and quadrant, the quantizer knows where to look for the associated codewords. The look-up table is constructed in the form of a matrix L = [ /,,I. Each row of the matrix is associated with a particular shell, and two columns are assigned to each quadrant. Therefore, to each subset S,,, there are two corresponding locations in the matrix I n2m-1, ln2,,. In the first location the position of the first codeword in the code book belonging to the set S,,, is listed, and in the second location the number of codewords in S,, is listed. For example, if the received vector is in Ssz, then I,, = 19 and To see how this algorithm functions, suppose that an input point falls in the third quadrant of the third shell. The routine looks at the elements (3,5) and (3,6) of the look-up table and finds that there are two points in this region and that these are the twenty-first and twenty-second elements in Table IV . The routine then calculates the distance from these points and stores the value of the shortest distance and the corresponding code point. It then looks at the neighboring quadrants (found by using the quadrant look-up table shown in Table II ) and finds two points in each of them, in the nineteenth, twentieth, twenty-third, and twenty-fourth locations in Table IV . It calculates the distance from these points and retains the location of the point having the least distance. The routine then moves to the neighboring shell (shell 2) and repeats the procedure with the second, third, and fourth quadrants in that shell, each time keeping the location of the point with the least distance from the input point. Because there are two points each in these axis-partitions in the second shell, a total of twelve comparisons is made. While the savings in the number of comparisons is somewhat modest in this example, they improve as the dimensionality of the quantizer and the size of the code book increase.
