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Resumen 
La combinación de diversas técni-
cas de la inteligencia artificial da lugar a 
que problemas complejos puedan ser 
resueltos de formas más eficientes y 
eficaces desde el punto de vista prácti-
co. 
Puede aprovecharse así la utiliza-
ción de técnicas muy estudiadas y po-
tentes, como los algoritmos genéticos, a 
la solución de los problemas de consis-
tencia de las matrices que se utilizan en 
el Proceso Analítico Jerárquico, para 
reducir su inconsistencia al mismo 
tiempo que se evita introducir una arbi-
trariedad ajena a la decisión de un ex-
perto en dichas matrices. 
La inconsistencia surge producto 
de la complejidad inherente a la toma de 
decisiones en donde los factores a con-
siderar cumplen con dos criterios: el 
criterio objetivo, que determina múlti-
ples y complejas relaciones entre las 
variables a tener en cuenta; y el criterio 
subjetivo, vinculado con los conoci-
mientos, capacidades y percepciones de 
la persona encargada de tomar la deci-
sión. 
Palabras clave: Toma de Deci-
siones, AHP, Juicios Inconsistentes, 
Comparaciones Faltantes,  Algoritmos 
Genéticos. 
Contexto 
La presente línea de investigación 
se desarrolla en el marco del proyecto 
“Diseño de Técnicas para el Trata-
miento de Situaciones de Incertidumbre 
en Sistemas de Soporte de Decisiones 
con Múltiples Expertos” Código UTN-
1315. Dicho proyecto se lleva a cabo en 
el ámbito del GISIA perteneciente a la 
Facultad Regional Resistencia de la 
UTN. 
Introducción 
El Proceso Analítico Jerárquico 
(AHP) [1] es una teoría general para 
determinar prioridades que retorna una 
escala de proporciones basada en com-
paración de elementos de un conjunto 
por pares. Estas comparaciones son rea-
lizadas por mediciones reales que se 
pueden tomar de dichos elementos o a 
partir de una medida de la preferencia, o 
valoración subjetiva, utilizando lo que 
se conoce como la escala fundamental. 
AHP tiene una amplia aplicación en la 
toma de decisiones multicriterio [2], 
planificación y asignación de recursos 
[3], y en resolución de conflictos [4]. 
Permite realizar una conclusión o sínte-
sis en base a múltiples factores que se 
desean considerar haciendo operaciones 
sobre las comparaciones y valoraciones 
realizadas. 
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En el contexto de la toma de deci-
siones (TD) multicriterio, los problemas 
planteados se caracterizan por la exis-
tencia de uno o más decisores o “exper-
tos”, que ante un conjunto de alternati-
vas y criterios de evaluación para dichas 
alternativas, se encargan de valorar, por 
un lado los criterios entre sí, y por otro 
lado, en base a cada uno de los criterios, 
a todas las alternativas entre sí. Esta 
comparación requiere de matrices que 
se diseñan para la comparación por pa-
res caracterizadas por ser positivas y 
recíprocas, por lo que el decisor deberá 
realizar n·(n-1)/2 comparaciones para 
cada una, siendo “n” la dimensión de 
dicha matriz.  
AHP originalmente transforma las 
comparaciones de un único decisor en 
un ranking de alternativas. Cuando se 
debe utilizar el conocimiento de múlti-
ples decisores, se debe añadir en AHP 
un procedimiento de agregación [5] que 
combine dicha información.  
Una situación que puede darse al 
comparar elementos de a pares, en una 
matriz, es que las valoraciones que se 
realizan hagan que las relaciones de 
transitividad entre dichos elementos no 
se cumpla y por lo cual “no tengan sen-
tido” estas relaciones. Por ejemplo, si 
valoramos a un elemento A como más 
importante que uno B, y también que B 
sea más importante que uno C, lógica-
mente A debe ser bastante más impor-
tante que C; pero si el decisor indica 
que la relación entre C y A no es de esa 
forma, dada la transitividad, existiría un 
grado de error o “inconsistencia” en su 
valoración. Cuando estas relaciones 
involucran pocos elementos es sencillo 
identificar la existencia de un error, pe-
ro a medida que crecen las matrices de 
comparación, y debemos valorar más 
elementos, existen más y más complejas 
relaciones de transitividad y dicho error 
deja de hacerse notorio. 
He aquí donde se debe destacar un 
requerimiento de AHP cuyo tratamiento 
involucra el desarrollo de esta línea de 
investigación: la inconsistencia de las 
matrices del proceso.  
Por otro lado, se requiere que to-
das las matrices estén completas para 
que puedan calcularse las prioridades, 
esto implica un problema adicional ya 
que se exige al decisor realice todas las 
comparaciones posibles.  
Únicamente cuando las matrices 
están completas y son consistentes pue-
de calcularse el ranking de las alternati-
vas.  
Como se mencionó anteriormente, 
la inconsistencia lógica-matemática 
puede asociarse a la complejidad de las 
relaciones y, además, a la “ignorancia” 
por parte del decisor al momento de 
presentarse un problema con determina-
das características que hacen que no 
pueda responder o evaluar con seguri-
dad un conjunto de elementos. Existen 3 
formas de ignorancia [6] que influyen al 
momento de comparar los valores en las 
matrices AHP: 
 incompleto: falta de establecimiento 
de un juicio de valor, a causa de una 
falta de comprensión o por el esfuer-
zo de ahorrar tiempo que implica 
proveer una respuesta completa. 
 imprecisión: incapacidad para brin-
dar un criterio o valoración numérica 
de forma exacta, es decir, que refleje 
correctamente la perspectiva del de-
cisor en la comparación. 
 incertidumbre: asociada a la proba-
bilidad de que los juicios basados en 
las opciones que el decisor elija son 
realmente lo que él cree que son. 
Consistencia y Completitud 
Para satisfacer el criterio de con-
sistencia en AHP, primero debemos 
poder calcular el ratio de consistencia 
(CR) de cada matriz [7] y debemos ase-
gurarnos que su valor se encuentre por 
debajo del valor 0.1, lo que significa 
que la matriz es suficientemente consis-
tente para obtener un autovector, que 
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represente adecuadamente la importan-
cia relativa de los elementos compara-
dos. Sólo así puede ser utilizado en el 
proceso de síntesis y obtención de la 
mejor alternativa en base al criterio de 
los expertos. En el caso de tener un va-
lor del ratio de consistencia mayor al 
máximo mencionado, debemos adoptar 
un método que lo disminuya y mejore 
así la consistencia de la matriz, sea au-
tomático o manual [8]. 
Existen varios métodos que corri-
gen los problemas de inconsistencias en 
las matrices de AHP. A continuación se 
exponen 2 de ellos: 
El método original de Saaty [7] 
modifica de forma arbitraria ciertos va-
lores de la matriz, pudiendo alterar la 
importancia real que el decisor le confi-
rió sin importar si dicha valoración es 
correcta en base a sus preferencias o fue 
producto de uno de los tipos de igno-
rancia nombrados.  
Otro método propone la utiliza-
ción de redes neuronales que realizan 
cambios globales en la matriz y logran 
mejoras de la consistencia sin compro-
meter la importancia en la valoración 
que el decisor. [9] 
Puede observarse que el segundo 
método es más conveniente por su poca 
arbitrariedad en el cambio de la decisión 
del experto, ya que permite que este 
último sea el responsable de la decisión 
y no el método en sí mismo. 
A partir de ello, se puede definir 
como objetivo un método que asista al 
decisor en aquellos casos que produzcan 
una inconsistencia o corrija los valores 
de manera que esta sea aceptable, al 
mismo tiempo que se mantenga su deci-
sión, es decir, en el autovector genera-
do. 
Al observar las características del 
problema, se puede identificar una es-
tructura del modelo de la investigación 
de operaciones [10], en donde se debe 
optimizar un criterio objetivo sujeto a 
un conjunto de restricciones. En este 
caso, el criterio objetivo debe suponer la 
introducción de los menores cambios 
posibles a la matriz original (minimi-
zando las distancias entre los valores 
originales y los propuestos), mientras 
que la restricción es el valor de incon-
sistencia que se busca, que debe ser 
menor a 0.1. Alternativamente, en el 
criterio objetivo también se puede con-
siderar la conservación del orden de 
importancia de los elementos compara-
dos (el autovector). 
Algoritmos Genéticos 
Dentro del espectro de las técnicas 
de la inteligencia artificial existen un 
conjunto de métodos que se pueden 
aplicar a estos problemas de optimiza-
ción, entre lo que se encuentran los al-
goritmos evolucionarios, y dentro de 
este grupo, los algoritmos genéticos 
(AG).  
Al intentar completar los valores 
faltantes y corregir aquellos que provo-
can inconsistencia, la función que debe-
rá guiar la búsqueda dentro del espacio 
de soluciones (función heurística) es, en 
caso de que fuera posible, difícil de de-
terminar. En este tipo de contexto los 
AG pueden brindar una solución prácti-
ca. Otras de las ventajas de los AG que 
se pueden nombrar son la simplicidad 
conceptual, amplio grado de aplicabili-
dad, facilidad para combinarse con otros 
métodos (por ejemplo para optimizar el 
rendimiento de redes neuronales, siste-
mas difusos, sistemas de redes y otras 
estructuras), procesamiento en paralelo, 
robusto ante cambios dinámicos del 
entorno (gracias a que una población 
solución sirve de punto de partida para 
posteriores mejoras) y resuelve proble-
mas que no tienen solución o en los que 
no existe pericia humana suficiente para 
resolverlo. [11] 
Los AG requieren, en primer lu-
gar, definir un esquema de representa-
ción del “individuo”, siendo esta la es-
tructura de las posibles soluciones al 
problema. En segundo lugar, la función 
de aptitud de ese individuo, que permite 
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valorar y ordenar distintas soluciones, 
mientras se guía el proceso de búsqueda 
de la(s) mejor(es) alternativa(s). [11] 
Aplicándolo al problema en cuestión, la 
representación del individuo puede ser 
una estructura de matriz o vector, que se 
definirá al momento del diseño e im-
plementación del sistema. La función de 
aptitud deberá definirse considerando el 
criterio objetivo de la optimización es-
tablecido anteriormente.  
El proceso evolutivo empieza con 
la generación de una población inicial, 
en este caso, un conjunto de matrices o 
vectores. Esta población tiene la carac-
terística de ser aleatoria, pero puede 
restringirse a ciertas condiciones. Poste-
riormente, se aplican operadores [12] de 
selección, cruza y mutación de forma 
iterativa que produce generaciones de 
individuos cada vez mejores que reem-
plazan a los anteriores y cuando alcanza 
la solución, o algún criterio particular, 
finaliza. 
Líneas de Investigación y 
Desarrollo 
En el proyecto “Diseño de Técni-
cas para el Tratamiento de Situaciones 
de Incertidumbre en Sistemas de Sopor-
te de Decisiones con Múltiples Exper-
tos” (UTN-1315) se diseñó e imple-
mentó un sistema de soporte de decisio-
nes que utiliza IL (Información Lingüís-
tica) [13] y AHP. Este sistema permite 
que múltiples expertos puedan partici-
par conjuntamente en proyectos que 
ayuden a la toma de decisiones, cuya 
información se procesa utilizando las 
técnicas anteriormente mencionadas. 
Cada uno de los proyectos creados tiene 
un conjunto de alternativas y un conjun-
to de criterios que el experto deberá 
valorar en base a su nivel de experticia. 
El procesamiento y obtención de la con-
clusión del sistema puede realizarse 
para un experto en particular y para to-
dos los expertos que participen en el 
proyecto. La información provista por 
un experto que no se encuentra comple-
ta y/o suficientemente consistente es 
omitida en el procesamiento. 
Del proyecto de investigación 
nombrado surge la línea de investiga-
ción relacionada a la utilización de algo-
ritmos genéticos aplicados a la recupe-
ración de valores faltantes y asistencia 
del usuario al momento de completar las 
matrices de comparación entre pares.  
La propuesta involucra el diseño e 
implementación de un módulo que se 
integrará al sistema ya desarrollado. 
Este deberá facilitar el proceso de carga 
de la información de alternativas y crite-
rios por parte de los expertos, mediante 
sugerencias para los valores faltantes y 
los ingresados, mejorando así el grado 
de consistencia de dicha información. 
Las sugerencias serán realizadas me-
diante el uso de algoritmos genéticos y 
tomará como entrada del proceso la 
información ya ingresada por el experto. 
Resultados y Objetivos 
Dados los requerimientos de AHP 
y los problemas que surgen en la carga 
de la información de las matrices, el 
objetivo general es mejorar la consis-
tencia de las matrices y facilitar ayuda 
al experto para completar estas matri-
ces.  
Para lograr esto se definieron los 
siguientes objetivos específicos: 
 Relevamiento de información. 
 Diseño del modelo de AG. 
 Diseño del módulo computacional. 
 Programación. 
 Pruebas del módulo.  
 Rediseño de la interfaz de usuario de 
carga. 
 Integración con el sistema de soporte 
de decisiones. 
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Formación de Recursos 
Humanos 
Formación de Postgrado 
A partir de las líneas de investiga-
ción desarrolladas en el proyecto se han 
logrado finalizar dos tesis doctorales. 
Los ingenieros Sergio Gramajo y Mar-
celo Karanik han finalizado sus tesis 
doctorales del programa de Doctorado 
en Ingeniería de Sistemas y Compu-
tación de la Universidad de Málaga 
(España) en temáticas de TD relaciona-
das al actual proyecto. 
Formación de Becarios 
Los becarios Antonio Manuel 
Gimenez y Leonardo Simón Wanderer 
son alumnos avanzados de la carrera de 
ingeniería en sistemas de información 
que han sido beneficiados con una beca 
de finalización de carrera y colaboran 
en las actividades de investigación rela-
cionadas con el proyecto. 
Equipo de Trabajo 
La estructura del equipo de traba-
jo es la siguiente: 
 Director del Proyecto: Dr. Marcelo 
Karanik. 
 Docente-Investigador: Dr. Sergio 
Gramajo. 
 Alumnos becarios:  
- Antonio Manuel Gimenez.  
- Leonardo Simón Wanderer. 
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