ABSTRACT: The parameters of the PID controller directly affect the stability and the response speed of the controlled system. As traditional swarm based parameter optimization algorithms have the problems of high computational complexity, strong parameter dependence and weak global optimization ability, a multiple repellents reverse driving based fruit fly optimization algorithm is proposed. The concept of multiple repellents is proposed based on the theory of bacterial chemotaxis. Moreover, the advantages of traditional fruit fly algorithms on convergence speed are combined, and a single attractant based attraction operation is used to update the positions of the fruit flies. At the end of the iterations, the multiple repellents based reverse driving operation is proposed to
Introduction
Although modern control theory has achieved great success, PID control is still the main technology in industrial process control field. Parameter optimization is the key point of PID control technology [1] [2] [3] . Traditional parameter optimization methods select the PID parameters manually, which is very difficult to meet the requirements of automation, deducing the problems of low precision and long adjusting time [4] . In recent years, many swarm based optimization algorithms are proposed to select the optimal PID parameters. However, the traditional swarm based optimization algorithms (such as ant colony algorithm [3] , genetic algorithm [4] , particle swarm algorithm [5] , artificial bee colony algorithm [6] , etc.) have the problems of high computational complexity, strong parameter dependency and limited global optimization ability and thus cannot be applied to PID control applications effectively. Pan proposed the fruit fly optimization algorithm (FOA), which obtains the global optimal parameter by simulating the foraging behavior of fruit flies [7, 8] . Compared to the traditional swarm based parameter optimization algorithms, FOA has the advantages of lower computational complexity and weaker parameter dependency, thus has been widely used in PID parameter optimization field.
However, the FOA algorithm is very easy to fall into the local optimum, resulting in low convergence accuracy when dealing with high dimensional and multimodal optimization problems. On this basis, Han and Liu introduced the chaos algorithm into the evolutionary process of basic FOA, and proposed the adaptive chaos FOA (ACFOA), which has the advantages of strong global searching ability [9] . In order to avoid the problem of invalid global searching, Han proposed an improved FOA algorithm (called BWFOA) based on the best individual and the worst individual [10] . BWFOA improves the evolutionary strategy by adding the learning process with respect to the worst individual, and enhances the ability of jumping out of the local optimum. Further, inspired by the chemotaxis of the bacteria, Han improved FOA and proposed a new algorithm called BCFOA [11] . BCFOA introduced the operations of attraction and exclusion, and these operations are determined whether to be executed by calculating the fitness variance of the population. This algorithm solves the problem of local optimum which is deduced by the fact that FOA foucses on the current global best solution only. However, this algorithm ignores the overall exclusion effect of multiple worst individuals, thus causing the invalid global searching problem in the late stage of the iterations. In order to realize the optimization of negative parameters, Pan removed the smell value parameter and proposed an improved FOA algorithm (called IFFO) [12] . IFFO uses the fruit fly position vectors directly to calculate the fitness, and improves the global searching ability by dynamically adjusting the searching radius.
Inspired by BWFOA and BCFOA, we present a multiple repellents reverse driving based FOA algorithm (called WGFOA). WGFOA emphasizes the comprehensive reverse driving effect of multiple repellents, and apply a new reverse driving based strategy to update the positions of the fruit flies. The simulation results show that the algorithm has high global searching ability and obtains good performance on the PID controller.
PID Control Theory
PID controller (proportional-integral-derivative controller) is a commonly used feedback loop component in industrial control applications [5] . Given the controlled object M, Figure 1 shows the execution process of PID controller. Where rin(t) is the input signal of the system, yout(t) is the output signal of the system, e(t) is the system error. From Figure 1 we know, the PID controller uses e(t) as its input and obtains the output u(t) by linearly combining the proportional unit P, the integral unit I and the derivative unit D. The transfer function of PID controller is expressed as follows [13] :
Where K p is the proportional factor, K i is the integral coefficient, and K d is the derivative coefficient. Studies show that K p , K i and K d have great influences on the performance of the PID controller: a suitable selection of these parameters can decrease the system error, while an unsuitable selection of these parameters will directly affect the stability of the controlled system, which may bring hidden dangers to the safety of the controlled system.
Traditional FOA Algorithm
Inspired by the fact that the fruit flies search for the best position of the food sources by the keen senses of smell and vision, PAN proposed the FOA algorithm [7, 8] , which is described as follows: 2. Obtain the position of each fruit fly x i = (x ix , x iy ) according to the following formula:
where Rand () produces a random number in interval (0,1).
3. Calculate the smell concentration judgment value s i : 7. Repeat step 3 to step 6 until the maximum value of iterations (T) is reached.
The Proposed Algorithm
Bacterial chemotaxis is an important phenomenon in bacteria foraging process. Bacteria use their own sensory organs to make decisions to adapt to the environment: approaching the "attractant" can increase the survival probabilities of bacterial individuals, and escaping the "repellent" is likely to find better food resources in other places [11] .
In order to solve the problem of local optimum, BCFOA introduced the operations of bacterial attraction and bacterial exclusion into FOA, and determined whether to execute these operations by calculating the fitness variance of the population [11] . However, this algorithm only focuses on the exclusion of the current worst fruit fly, ignoring the comprehensive exclusion of the individuals of which the performances are all very bad. As shown in Figure. 2 (a), assume x w1 , x w2 , x w3 are the fruit flies with the top three worst performances. As BCFOA only considers the exclusion of the individual with the worst performance, the fruit fly x will approach x′ which is far from x w1 . However, x′ is still near a fruit fly (x w3 ) of which the performance is very bad. Therefore, it is unsuitable to perform the exclusion operation only according to the global worst food source position. Moreover, when BWFOA is used, the global worst position (x w ) and the global best position (x b ) are both considered when the position of fruit fly X is updated. However, as is shown in Figure. 2 (b), the updated position of x (denoted as x′ ) is probably close to the global worst position x w , deducing an invalid global searching operation.
On this basis, we introduce the conception of multiple repellents, which consists of the top n worst fruit flies of each iteration and denoted as G W = {x w1 , x w2 ,…, x wn }. Moreover, we redesign the position updating process of the fruit flies and propose a multiple repellents reverse driving based fruit fly optimization algorithm. The main contributions of the proposed algorithm are given as follows: (1) we take the advantages of traditional fruit fly algorithms on executing speed and combine the reverse driving operation to avoid local optimum; (2) in order to avoid the invalid reverse driving operations, we propose a new fruit fly position updating strategy which applies the multiple repellents based reverse driving operation to improve the global searching ability. Taking the minimum optimization problem as an example, the details of our algorithm are given as follows.
Input: X:
Fruitfly population which has N individuals; x min : minimum value of the food position; x max : maximum value of the food position; T: maximum value of the iterations; D: dimension number of the food source position vector; r max : maximum value of the searching radius; r min : minimum value of the searching radius; L: iteration number threshold.
Output: x b : The global best food source position.
1. for i ←1: 1: N 2. generate the fruit fly x i 's position randomly by using the following formula:
where x ij is the jth dimension of x i . 
where x wkj is the jth dimension component of x wk , Fit wk is the fitness of x wk and .
14. select a dimension j randomly, and update x i 's position according to formula (7) and (8);
15. else
16
. select a dimension j randomly, and update x i 's position according to the formula (9);
17. end if
end for
19. update the global best position x b , the multiple repellents G w and the searching radius r;
t++;

end while
Obviously, if the current population is not like to be converged, step 16 is executed; else, as is shown in steps 13-14, the multiple repellents is used to generate new positions of the fruit flies. In step 14, is the reverse driving factor, the smaller the value of , the greater the reverse driving force of the multiple repellents; r is the dynamic searching radius in IFFO algorithm. In this paper, L and are empirically set to L = 100 and = 1/2. Moreover, r is updated according to the following formula [12] : (10) where r min = 0.001, r max = (x max − x min )/2.
Experimental Results and Analysis
In order to validate the performance of WGFOA, we compare it with five algorithms: FOA [7, 8] , ACFOA [9] , BWFOA [10] , BCFOA [11] and IFFO [12] in the following experiments. Moreover, the fruit fly numbers of all algorithms are set to N = 50.
Time Complexity Analysis
WGFOA mainly includes three processes: the parameter initialization process, the fruit fly position updating process and the parameter updating process. The time complexities with respect to these processes are given as follows:
(1) The parameter initialization process corresponds to steps 1-9 of WGFOA, its corresponding time complexity is: (11) Where N is the number of fruit flies, D is the dimensionality of a food source position, t F is the time complexity of the fitness function.
(2) The fruit fly positionupdating process corresponds to steps 11-18 of WGFOA, its corresponding time complexity is: (12) (3) The parameter updating process corresponds to steps 19-20 of WGFOA, its corresponding time complexity is: (13) Therefore, the time complexity of the proposed algorithm is: (14) As t F is constant for a particular fitness function, formula (14) can be simplified as: (15) Table 1 analyzes the time complexities of several typical algorithms. We can see that IFFO obtains the lowest time complexity, and the results of FOA, BWFOA and ACFOA are equal. When comparing WGFOA with FOA, BWFOA and ACFOA, we deduce that the time complexity of WGFOA is generally lower as the parameters N and D usually satisfy log 2 N < D. 
Experiments on Typical Testing Functions
As is shown in Table 2 , four typical unimodal functions (F 1 -F 4 ) [9, 14] and four typical multimodal functions (F 5 -F 8 ) [12, 15] are used for validating the performances of different algorithms. To ensure the convergence of the algorithms, the maximum value of iterations T is set to T = 2000.
Comparisons of Convergence Accuracy
Set the dimension of each testing function to 2, 4, 6, 8 and 10, respectively. For each algorithm, 100 times experiments are carried Table 2 . Formulas, target optimal (minimum) values and the best food source position of different functions out on each function, and the average global best values (denoted as v ba ) of each algorithm are calculated and shown in Table  3 . For ease of understanding, the best v ba values with respect to each function are denoted in bold. From Table 3 we know that, because ACFOA use the chaos algorithm to jump out local optimum when it converges, the performance of ACFOA is better than that of FOA. Moreover, BWFOA obtains the global worst v ba value (18.365) on F 2 function, and WGFOA obtains the best v ba values for six times, illustrating that the multiple repellents reverse driving based fruit fly position updating strategy is efficient in avoiding the local optimum and improving the global searching ability. When dealing with the functions of F 1 and F 8 , the results of WGFOA and IFFO are generally higher than those of other algorithms. The reason is that the later algorithms use the positive smell concentration judgment values to select the optimal global fruit fly directly, thus cannot achieve the optimizations of negative parameters. Table 3 . Convergence accuracy comparisons of different algorithms
Comparisons of Convergence Speed
Set the dimension to 2, 4, 6, 8 and 10, respectively. For each algorithm, 100 times experiments are carried out on each function, and the average converged iteration number (denoted as n ba ) are calculated and shown in Table 4 . Obviously, the corresponding n ba values of multimodal functions are generally higher than those of unimodal functions. Moreover, FOA, BWFOA and BCFOA converge faster than the other algorithms as they do not execute the global searching process when the population converges. Though the n ba values of WGFOA are generally higher than those of FOA, BWFOA and BCFOA, the performance of WGFOA is similar to that of IFFO and significantly better than that of ACFOA. Overall, we conclude that: (1) Compared to FOA, IFFO, BWFOA and BCFOA, WGFOA has higher convergence accuracy as it executes global searching process when the fruit fly population converges; (2) Compared to ACFOA, WGFOA has significantly improvements on convergence accuracy and convergence speed as it combines the multiple repellents based reverse driving operation which avoids the invalid global searching problem. Table 4 . Converge speed comparisons of different methods
PID simulation experiment
The ITAE meaurement calculates the cumulative amount of the system error and is widely used in validating the performances of PID control parameters (K d , K i , K p ). As is shown in formula (16), we use ITAE meaurement to define the fitness function of WGFOA [14, 16] : (16) where t is the system time and e(t) is the system error at time t.
Further, the mathematical model of the controlled object is given as follows [17] : (17) where the sampling time is 1ms and the input signal is the step signal. Meanwhile, each fruit fly is deemed as a three-dimensional vector x = (K p , K i , K d ) and the minimum value of each dimension is set to x min = 0 and the maximum value of each dimension is set to x max = 5. In order to guarantee the convergence, the maximum value of the iterations is set to T = 500. On this basis, 100 times experiments are carried out with respect to different algorithms, and the average fitness values (denoted as F a ) are shown in Figure 3 .
From Figure 3 we know, BWFOA performs worst and the performances of IFFO and WGFOA are generally better than those of other methods as they obtain lower average fitness values. Further, Table 5 gives the average optimal fitness values (denoted as v aof ) and the optimal position vectors of different algorithms. From Table 5 we know, the optimal positions of WGFOA is x b = (0.8635, 0.0002, 0.0092), and the v aof values of WGFOA is generally lower than those of other algorithms, illustrating the ability of the proposed algorithm on avoiding local optimum. Moreover, we notice that the v aof value of BWFOA is 32.99, which is obviously higher than that of WGFOA. The reason is that the results of BWFOA rely on the best position and the worst position, while WGFOA combines the multiple repellents based reverse driving operation, which can reduce the probability of local optimum while guaranteeing the converge speed. The system rise time and overshoot are two important indicators in system response analysis of automatic control [17, 18] . Rise time refers to the time required that the output signal rises from 10% to 90% of the final value. When the output of the system exceeds the steady-state value, the overshoot is the percentage of the difference between the maximum output value and the steady-state value to the steady-state value. It can be seen that the smaller the rise time, the faster the system responds; the smaller the overshoot, the more stable the system is. Assuming rin(t) is the unit step signal, yout(t) is the unit step response signal, Figure 4 give the values of yout(t) when different optimization algorithms are used, and Table 6 gives the corresponding system rise time values (denoted as v srt ) and overshoot values (denoted as v os ) . We can see that, WGFOA responses faster than other methods and obtains lower overshoot values than those of other methods except for BWFOA and ACFOA. Therefore, we conclude that the parameters selected by the proposed algorithm can deduce high system respond speed and high stability of the controlled system, illustrating the efficiency of the proposed algorithm in PID parameter optimization. 
Conclusions
A multiple repellents reverse driving based fruit fly optimization algorithm is proposed in this paper. As the first contribution, in order to avoid local optimum, we take the advantages of traditional fruit fly algorithms on executing speed in the early stage of the iterations, and execute reverse driving operation when the fruit fly population is like to be converged. As the second contribution, in order to avoid the invalid reverse driving operations, we introduced the concept of multiple repellents and proposed a multiple repellents based reverse driving strategy to update the positions of the fruit flies. The experimental results on eight typical testing functions show that the proposed algorithm has good global searching ability, high convergence accuracy and convergence speed. The simulation results on unstable controlled system show that the PID controller, of which the parameters are optimized by the proposed algorithm has fewer errors, faster response speed and higher stability when compared to other algorithms, showing the high ability of our algorithm in PID parameter optimization.
