Abstract. We consider a financial model where stocks are available for dynamic trading, and European and American options are available for static trading (semi-static trading strategies). We assume that the American options are infinitely divisible, and can only be bought but not sold.
Introduction
The arbitrage, hedging, and utility maximization problems have been extensively studied in the field of financial mathematics. We refer to [6, 10] and the references therein. Recently, there has been a lot of work on these three topics where stocks are traded dynamically and (European-style) options are traded statically (hedging strategies, see e.g., [9] ). For example, [1, 3, 4, 9] analyze the arbitrage and/or super-hedging in the setup of model free or model uncertainty, and [15] studies the utility maximization within a given model. It is worth noting that most of the literature related to semi-static strategies only consider European-style options as to be liquid options, and there are only a few papers incorporating American-style options for static trading. In particular, [5] studies the completeness (in some L 2 sense) of the market where American put options of all the strike prices are available for semi-static trading, and [8] studies the no arbitrage conditions on the price function of American put options where European and American put options are available.
In this paper, we consider a market model in discrete time consisting of stocks, (path-dependent) European options, and (path-dependent) American options (we also refer to these as hedging options), where the stocks are traded dynamically and European and American options are traded statically. We assume that the American options are infinitely divisible, and we can only buy but not sell American options. We first obtain the fundamental theorem of asset pricing (FTAP) under the notion of robust no arbitrage that is slightly stronger than no arbitrage in the usual sense. Then by the FTAP result, we further get dualities of the sub-hedging prices of European and American options. Using the duality result, we then study the utility maximization problem and get the duality of the value function.
It is crucial to assume the infinite divisibility of the American options just like the stocks and European options. From a financial point of view, it is often the case that we can do strictly better when we break one unit of the American options into pieces and exercise each piece separately. In Section 2, we provide a motivating example in which without the divisibility assumption of the American option the no arbitrage condition holds yet there is no equivalent martingale measure (EMM) that prices the hedging options correctly. Moreover, we see in this example that the superhedging price of the European option is not equal to the supremum of the expectation over all the EMMs which price the hedging options correctly. Mathematically, the infinite divisibility leads to the convexity and closedness of some related set of random variables, which enables us to apply the separating hyperplane argument to obtain the the existence of an EMM that prices the options correctly, as well as the dualities for hedging and utility maximization.
The rest of the paper is organized as follows. In the next section, we will provide a motivating example. In Section 3, we shall introduce the setup and the main results of FTAP, sub-hedging duality and utility maximization duality. These results are proved in Sections 4, 5 and 6, respectively.
A motivating example
In this section, we shall look at an example of super-hedging of a European option using the stock and the American option. This example will motivate us to consider the divisibility of American options.
Graph 1 Graph 2
Consider a simple model given by Graph 1 above. The stock prices S = (S t ) t=0,1,2 , payoffs of the American option h = (h t ) t=0,1,2 , and payoffs of the European option ψ are indicated by the numbers in the circles, squares with straight corners, and squares with rounded corners, respectively. Let (Ω, B(Ω)) be the path space indicated by Graph 1, and let (F t ) t=0,1,2 be the filtration generated by S. Let P be a probability measure that is supported on Ω. Hence any EMM would be characterized by the pair (p, q) shown in Graph 1 with 0 < p, q < 1/2.
We assume that the American option h can only be bought at time t = 0 with priceh = 0. Then in order to avoid arbitrage involving stock S and American option h, we expect that the set
is not empty, where T represents the set of stopping times. Equivalently, to avoid arbitrage, the set
should be nonempty. In Graph 2 above A is indicated by the shaded area, which shows that A = ∅. Now consider the super-hedging priceπ(ψ) of the European option ψ using semi-static trading strategies. That is,
where H is the set of adapted processes, and H · S = 1 t=0 H t (S t+1 − S t ). One may expect that the super-hedging duality would be given bȳ
On the other hand, it can be shown that
where M is the set of EMMs. Here we use the classical result of super-hedging for the second line, and the value in the third line can be calculated by brute force since we only have five stopping times.
1 Therefore, the super hedging price is strictly bigger than the sup over the EMMs Q ∈ Q, i.e.,π
As a consequence, if we add ψ into the market, and assume that we can only sell ψ at t = 0 with price ψ = 1/16 (> 0 = sup Q∈Q E Q ψ), then the market would admit no arbitrage, yet there is no Q ∈ Q, such that
, where
1 For example, when τ = 2, S1 = 6,
This suggests that if we assume that h is infinitely divisible, i.e., we can break one unit of h into pieces, and exercise each piece separately, then we can show that the super-hedging price of ψ is sup Q∈Q E Q ψ = 0. Now if we add ψ into the market with selling price ψ < 0, then we can find Q ∈ Q, such that E Q ψ > ψ.
Setup and main results
In this section, we first describe the setup of our financial model. In particular, as suggested by the example in the last section, we shall assume that the American options are divisible. Then we shall provide the main results, including Theorem 3.1 for FTAP, Theorem 3.2 for sub-hedging, and Theorem 3.3 for utility maximization.
3.1. Setup. Let (Ω, F, (F t ) t=0,1,... ,T , P) be a filtered probability space, where F is assumed to be countably generated, and T ∈ N represents the time horizon in discrete time. Let S = (S t ) t=0,... ,T be an adapted process taking values in R d which represents the stock price process. Let f i , g j : Ω → R be F T -measurable, representing the payoffs of European options, i = 1, . . . , L and j = 1, . . . , M . We assume that we can buy and sell each f i at time t = 0 at pricef i , and we can only buy but not sell each g j at time t = 0 with priceḡ j . Let h k = (h k t ) t=0,... ,T be an adapted process, representing the payoff process of an American option, k = 1, . . . , N . We assume that we can only buy but not sell each h k at time t = 0 with priceh
, and similarly for g,ḡ, h andh. For simplicity, we assume that g and h are bounded.
Definition 3.1. An adapted process η = (η t ) t=0,... ,T is said to be a liquidating strategy, if η t ≥ 0 for t = 0, . . . , T , and
Denote T as the set of all liquidating strategies.
Remark 3.1. Let us also mention the related concept of a randomized stopping time, which is a random variable γ on the enlarged probability space (Ω × [0, 1], F ⊗ B, P × λ), such that {γ = t} ∈ F t ⊗ B for t = 0, . . . , T , where B is the Borel sigma algebra on [0, 1] and λ is the Lebesgue measure. Let T be the set of randomized stopping times. For γ ∈ T , its ω-distribution ξ = (ξ t ) t=0,... ,T defined by
is a member in T. There is one-to-one correspondence between T and T (up to a increasing rearrangement). We refer to [11] for these facts.
In spite of the one-to-one correspondence, the paths of a liquidating strategy and a randomized stopping time are quite different. A randomized stopping time is the strategy of flipping a coin to decide which stopping time to use (so the whole unit is liquidated only once), while a liquidating strategy is an exercising flow (so different parts of the whole unit are liquidated at different times).
Because of this difference, Theorem 3.1 (FTAP), Theorem 3.2 (hedging duality) and Theorem 3.3 (utility maximization duality) will not hold if we replace liquidating strategies with randomized stopping times. (For randomized stopping times, one may still consider FTAP and hedging on the enlarged probability space, and the results would be different.) For instance, in the example from last section, unlike liquidating strategies, we cannot merely use h to super-hedge ψ (on the enlarged probability space) via any randomized stopping time. See Remark 3.4 for more explanation for the case of utility maximization.
For each η ∈ T and American option h k , denote η(h k ) as the payoff of h k by using the liquidating strategy η. That is,
Let H be the set of adapted processes which represents the dynamical trading strategies for stocks.
, the terminal value of the portfolio starting from initial wealth 0 is given by
, and af represents the inner product of a and f , and similarly for the other related terms. For (H, a) ∈ H × R L we shall also use the notation
for short. From now on, when we write out the quintuple such as (H, a, b, c, µ), they are by default in H × R L × R M + × R N + × T N unless we specifically point out, and similarly for (H, a).
3.2.
Fundamental theorem of asset pricing.
Definition 3.2. We say no arbitrage (NA) holds w.r.t.ḡ andh, if for any (H, a, b, c, µ),
We say robust no arbitrage (RNA) holds, if there exists ε g ∈ (0, ∞) M and ε h ∈ (0, ∞) N (from now on we shall use ε g , ε h > 0 for short), such that NA holds w.r.t.ḡ − ε g andh − ε h .
where T is the set of stopping times, sup τ ∈T E Q h τ := (sup τ ∈T E Q h 1 τ , . . . , sup τ ∈T E Q h N τ ), and the expectation and equality/inequality above are understood in a component-wise sense.
Below is the main result of FTAP. Below is the main result of sub-hedging. and
Moreover, there exists (H * , a * , b * , c * , µ * ) such that
and there exists (H * * , a * * , b * * , c * * , µ * * ) and η * * ∈ T such that
Remark 3.2. In fact, from the proof of Theorem 3.2 we have that
However, the order of "sup" and "inf" in the duality (3.2) cannot be exchanged. That is, it is possible that
We refer to [2, Example 2.1] for such an example.
3.4. Utility maximization. Let U : (0, ∞) → R be a utility function, which is strictly increasing, strictly concave, continuously differentiable, and satisfies the Inada condition [12] also studies the utility maximization problem involving the liquidation of a given amount of infinitely divisible American options. Unlike the problem in [12] , here we also incorporate the stocks and European options, and we need to decide how many shares of American options we need to buy at time t = 0. Another difference is that [12] focuses on the primary problem of the utility maximization, while we shall mainly find the duality of the value function u.
Let us define
[U (x) − xy], y > 0,
and for x, y > 0,
.. ,T is a P-super-martingle
where L 0 + is the set of random variables that are nonnegative P-a.s.. Then we have that
Let us also define
Below is the main result of utility maximization. c) We have that
Remark 3.4. We cannot replace the liquidating strategies with randomized stopping times since the two types of strategies yield to very different optimization problems:
Proof of Theorem 3.1
Proof of Theorem 3.1. "⇐=": Let Q ∈ Q. Then there exists ε g , ε h > 0, such that
Thanks to the one-to-one correspondence between T and T , we have that for any Q ∈ Q,
see e.g., [11, Proposition 1.5] . Then it is easy to see that NA w.r.t.ḡ − ε g ,h − ε h holds, and thus RNA holds. "=⇒": We shall proceed in three steps.
Step 1. Define
where L ∞ is the set of bounded random variables. We shall show that I is sequentially closed under weak star topology in this step. Let (X n ) ∞ n=1 ⊂ I such that
where the notation " Step 2. By RNA, there exist ε g , ε h > 0, such that NA holds w.r.t.ḡ − ε g andh − ε h . Then NA also holds w.r.t.ḡ − ε g /2 andh − ε h /2. Define
We shall show that J is sequentially closed under weak star topology.
We consider the following two cases:
where || · || represents the sup norm.
, there exists µ ∈ T N , such that up to a subsequence µ n w * −→ µ (i.e., µ n t w * −→ µ t for t = 0, . . . , T ). Since h is bounded,
Then we have that
Then by Step 1, there exists (H, a) and W ∈ L 0 + such that
Therefore,
Case (ii) lim inf n→∞ ||(b n , c n )|| = ∞. Without loss of generality, Assume that d n := ||(b n , c n )|| > 0 for any n. We have that
Then by Case (i), there exist (H , a , b , c , µ ) and W ∈ L 0 + , such that
Moreover, b , c ≥ 0 and at least one component of (b , c ) equals 1. Hence
which contradicts NA w.r.t.ḡ − ε g andh − ε h .
Step 3. Since J is convex and sequentially closed under weak star topology, it is weak star closed by [7, Corollary 5.12.7] . Apply the theorem below Remark 3.1 on page 34 in [14] , we have that there exists an EMM Q satisfying E Q f =f , E Q g ≤ḡ − ε g , and sup
In particular, Q = ∅.
Proof of Theorem 3.2
Proof of Theorem 3.2. We shall only prove the results for φ. The case for ψ is similar, and in fact simpler. Let us first prove (3.2) . It can be shown that
Now we add φ into the market, and we assume that φ can only be bought at time t = 0 with pricē φ. Then sinceφ > π am (φ), RNA also holds when φ is involved. As a consequence, there exists Q ∈ Q such that sup τ ∈T E Q φ τ <φ by Theorem 3.1, which contradicts (5.1). Therefore, we have that (3.2) holds. Similarly we can show that (3.1) holds. Next, let us prove the existence of an optimal sub-hedging strategy for φ. It can be shown that
where
and we apply Superheging Theorem on page 6 in [4] for the second line. We shall proceed in three steps to show the existence of (H * * , a * * , b * * , c * * , µ * * ) and η * * for (3.3).
Step 1. Consider the map F :
and similar for the other related terms, and K > 0 is a constant such that
Hence F is continuous.
Step 2. Now take Q ∈ Q ⊂ Q f . Let
As a consequence,
By the continuity of F from Step 1, there exists (b * * , c * * ) ∈ R M + × R N + , such that
Step 3. For any Q ∈ Q f , the map
is continuous under the weak star topology (or Baxter-Chacon topology, see e.g., [11] ). Then the map
is upper semi-continuous under the weak star topology. By [11, Theorem 1.1], the set T N × T is weak star compact. Hence there exists (µ * * , η * * ) ∈ T N × T, such that
Proof of Theorem 3.3. Recall C(x) defined in (3.4) and D(x) defined in (3.5), and denote C := C(1) and D := D(1). By Theorems 3.1 and 3.2 in [13] , it suffices to show that C and D have the following properties:
1) C(1) and cD(1) are convex, solid, and closed in the topology of convergence in measure.
3) C is bounded in probability and contains the identity function 1.
It is easy to see that C and D are convex and solid, E P [pq] ≤ 1 for any p ∈ C and q ∈ D, and C contains the function 1. We shall prove the rest of the properties in three parts. Part 1. We shall show C is bounded in probability. Take Q ∈ Q. Then dQ/dP ∈ D, and
Therefore, we have that
Part 2. We shall show that for p ∈ L 0 + , if E P [pq] ≤ 1 for any q ∈ D, then p ∈ C, and as a consequence, C is closed under the topology of convergence in measure. Take p ∈ L 0 + satisfying E P [pq] ≤ 1 for any q ∈ D. It is easy to see that for any Q ∈ Q, the process ( which implies that p ∈ C. Now let (p n ) ∞ n=1 ⊂ C such that p n P −→ p. Then without loss of generality, we assume that p n → p a.s.. For any q ∈ D, we have that
This implies p ∈ C. Part 3. We shall show that for q ∈ L 0 + , if E P [pq] ≤ 1 for any p ∈ C, then q ∈ D, and as a consequence, D is closed under the topology of convergence in measure. Take q ∈ L 0 + satisfying E P [pq] ≤ 1 for any p ∈ C. Since C ⊃ {p ∈ L 0 + : p ≤ 1 + H · S, for some H ∈ H}, by [13, Proposition 3.1] there exists a nonnegative adapted process Y = (Y t ) t=0,... ,T , such that q ≤ Y T , and for any H ∈ H with 1 + H · S ≥ 0, ((1 + (H · S) t )Y t ) t=0,... ,T is a P-super-martingale. Now define Y t = Y t , t = 0, . . . , T − 1, q, t = T.
Then it can be shown that Y = (Y t ) t=0,... ,T ∈ Y(1). Since q = Y T , q ∈ D. Similar to the argument in Part 2, we can show that D is closed under the topology of convergence in measure.
