On the coefficients of Neumann series of Bessel functions  by Jankov, Dragana et al.
J. Math. Anal. Appl. 380 (2011) 628–631Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
On the coeﬃcients of Neumann series of Bessel functions
Dragana Jankov a, Tibor K. Pogány b,∗, Endre Süli c
a Department of Mathematics, University of Osijek, 31000 Osijek, Trg Lj. Gaja 6, Croatia
b Faculty od Maritime Studies, University of Rijeka, 51000 Rijeka, Studentska 2, Croatia
c Mathematical Institute, University of Oxford, Oxford OX1 3LB, UK
a r t i c l e i n f o a b s t r a c t
Article history:
Received 4 July 2010
Available online 25 February 2011
Submitted by Steven G. Krantz
Keywords:
Neumann series of Bessel functions
Recently Pogány and Süli (Proc. Amer. Math. Soc. 137 (7) (2009) 2363–2368) derived a
closed-form integral expression for Neumann series of Bessel functions. In this note we
precisely characterize the class of functions α that generate the integral representation of
a Neumann series of Bessel functions in the sense that the restriction α|N = (αn) of a
function α to the set N of all positive integers is the sequence of coeﬃcients of the initial
Neumann series.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and motivation
The problem of computing the coeﬃcients of the Neumann series of Bessel functions, i.e.
Nν(z) :=
∞∑
n=1
αn Jν+n(z), z ∈ C, (1.1)
where ν,αn are constants and Jμ signiﬁes the Bessel function of the ﬁrst kind of order μ, has been considered in a
number of publications in the mathematical literature. For example, Watson [3] showed that, given a function f that is
analytic inside and on a circle of radius R , with center at the origin, and if C denotes the integration contour formed by
that circle, then f can be expanded into a Neumann series [3, Eq. (16.1), p. 523]
N0(z) =
∞∑
n=0
αn Jn(z).
The corresponding coeﬃcients are given by [3, Eq. (16.2), p. 523]
αn = εn
2π i
∫
C
f (t)On(t)dt,
where the functions On(t), n = 0,1, . . . , are the Neumann polynomials, and can be obtained from
1
t − z =
∞∑
n=0
εnOn(t) Jn(z).
The number εn is the Neumann factor, deﬁned to be equal to 2 when n is nonzero and 1 when n is zero.
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D. Jankov et al. / J. Math. Anal. Appl. 380 (2011) 628–631 629Wilkins [4] showed that a function f (x) can be represented on (0,∞) by a Neumann series of the form
NWν (x) =
∞∑
n=0
anν Jν+2n+1(x), ν −1/2,
where the coeﬃcients anν are
αnν = 2(ν + 2n + 1)
∞∫
0
t−1 f (t) Jν+2n+1(t)dt.
Wilkins also discussed the question of existence of an integral representation of NWν (x); for the sake of completeness see
also [5]. For a detailed account of the mathematical theory and applications of Neumann series of Bessel functions the
reader is referred to [2, Introduction] and the references therein.
Quite recently, an integral representation for (1.1) has been given by Pogány and Süli in [2]. The main result of that
article is the following theorem.
Theorem A. Let α ∈ C1(R+) and let α|N = {αn}n∈N . Then, for all x, ν such that
0 < x < 2min
(
1,
(
e lim
n→∞
|αn|1/n
n
)−1)
, ν > −1/2,
we have that
Nν(x) = −
∞∫
1
[ω]∫
0
∂
∂ω
(
Γ (ν + ω + 1/2) Jν+ω(x)
)
dη
(
α(η)
Γ (ν + η + 1/2)
)
dωdη. (1.2)
In the previous theorem, as well as below, dx := 1 + {x}d/dx, where, for a ∈ R, [a] and {a} = a − [a] denote the integer
and fractional part of a, respectively.
In [2] the problem of constructing a function α, with α|N ≡ αn , was posed, such that the integral representation (1.2)
holds. The purpose of this short note is to answer this open question.
2. Construction of α
The aim of this paper is to describe the class Λ = {α} of functions that generate the integral representation (1.2) of the
corresponding Neumann series, in the sense that the restriction α|N = (αn) forms the coeﬃcient array of the series (1.1).
Knowing only the set of nodes N := {(n,αn)}n∈N this question cannot be answered merely by examining the convergence of
the series Nν(x) and then interpolating the set N. We formulate an answer to this question so that the resulting class of
functions α depends on a suitable, integrable (on R+), scaling-function h.
Theorem. Let Theorem A hold for a given convergent Neumann series of Bessel functions, and suppose that the integrand in (1.2) is
such that
∂
∂ω
(
Γ (ν + ω + 1/2) Jν+ω(x)
) [ω]∫
0
dη
(
α(η)
Γ (ν + η + 1/2)
)
dη ∈ L1(R+),
and let
h(ω) := ∂
∂ω
(
Γ (ν + ω + 1/2) Jν+ω(x)
) ω∫
0
dη
(
α(η)
Γ (ν + η + 1/2)
)
dη.
Then we have that
α(ω) =
{
Γ (ν + k + 1/2)h(k+)B(k) , ω = k ∈ N,
Γ (ν+ω+1/2)
{ω} (
h(ω)
B(ω) − h(k+)B(k) ), 1 < ω = k ∈ N,
(2.1)
where
B(ω) := ∂
∂ω
(
Γ (ν + ω + 1/2) Jν+ω(x)
)
.
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coeﬃcient array employed in Nν(x). Suppose that h˜ ∈ L1(R+) is deﬁned by
h˜(ω) := ∂
∂ω
(
Γ (ν + ω + 1/2) Jν+ω(x)
) [ω]∫
0
dη
(
α(η)
Γ (ν + η + 1/2)
)
dη; (2.2)
in other words, h˜ converges to zero suﬃciently fast as ω → +∞ so as to ensure that the integral (1.2) converges. Because
ω ∼ [ω] for large ω, by (2.2) we deduce that
ω∫
0
dη
(
α(η)
Γ (ν + η + 1/2)
)
dη = h(ω)B(ω) , (2.3)
where
h(ω) =
h˜(ω)
∫ ω
0 dη(
α(η)
Γ (ν+η+1/2) )dη∫ [ω]
0 dη(
α(η)
Γ (ν+η+1/2) )dη
∼ h˜(ω), ω → ∞.
Differentiating (2.3) with respect to ω we get
{ω}α′(t) + (1− {ω}ψ(ν + ω + 1/2))α(ω) = Γ (ν + ω + 1/2) ∂
∂ω
h(ω)
B(ω) , (2.4)
where ψ denotes the familiar digamma-function, i.e. ψ := (lnΓ )′ . For integer ω ≡ k ∈ N we know the coeﬃcient-set Λ =
{αk}. Therefore, let ω ∈ (k,k + 1), where k is a ﬁxed positive integer. By this speciﬁcation (2.4) becomes a linear ODE in the
unknown α:
α′(ω) +
(
1
ω − k − ψ(ν + ω + 1/2)
)
α(ω) = Γ (ν + ω + 1/2)
ω − k
∂
∂ω
h(ω)
B(ω) .
After some routine calculations we get
α(ω) = Γ (ν + ω + 1/2){ω}
(
Ck + h(ω)B(ω)
)
,
where Ck denotes the integration constant. Thus we deduce that, for ω 1, we have
α(ω) =
{
αk, ω = k ∈ N,
Γ (ν+ω+1/2)
{ω} (Ck + h(ω)B(ω) ), 1 < ω = k ∈ N.
It remains to ﬁnd the numerical value of Ck . By the assumed convergence of Nν(x),α(ω) has to decay to zero as k → ∞.
Indeed, Landau’s bound [1], viz.∣∣ Jν(x)∣∣ cLx−1/3, cL = sup
x∈R+
x1/3 J0(x),
clariﬁes this claim. Since k is not a pole of Γ (ν + ω + 1/2), by L’Hospital’s rule we deduce that
αk = lim
ω→k+
α(ω) = lim
ω→k+
Γ (ν + ω + 1/2) lim
ω→k+
Ck + h(ω)B(ω)
ω − k
= Γ (ν + k + 1/2) lim
ω→k+
d
dω
h(ω)
B(ω) = Γ (ν + k + 1/2)
d
dω
h(k+)
B(k) . (2.5)
On the other hand, again by L’Hospital’s rule, and (2.5) we deduce that
αk = lim
ω→k+
Γ (ν + ω + 1/2)
ω − k
(
Ck + h(ω)B(ω)
)
= lim
ω→k+
(
Γ ′(ν + ω + 1/2)
(
Ck + h(ω)B(ω)
)
+ Γ (ν + ω + 1/2) ∂
∂ω
h(ω)
B(ω)
)
= Γ ′(ν + k + 1/2)
(
Ck + h(k+)B(k)
)
+ αk.
Bearing in mind that the only positive zero of the digamma-function ψ is x0 = 1.46163 . . . , for positive ν > 0 we have
Ck = −h(k+) .B(k)
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α(ω) =
{ Γ (ν+k+1/2)h(k+)
B(k) , ω = k ∈ N,
Γ (ν+ω+1/2)
{ω} (
h(ω)
B(ω) − h(k+)B(k) ), 1 < ω = k ∈ N.
This proves the assertion of the theorem. 
3. Examples
In this section, we will consider some examples of the function h˜ ∈ L1(R+), which describes the convergence rate to zero
of the integrand in (1.2) at inﬁnity, and h(ω) ∼ h˜(ω), ω → ∞, where h is function from the theorem.
Example 1. Let h˜(ω) = e−[ω] . Since ∫∞0 e−[ω] dω = e/(e − 1), we have that h˜ ∈ L1(R+). As e−[ω] ∼ e−ω = h(ω) as ω → ∞,
by (2.1) we conclude
α(ω) =
⎧⎨
⎩
Γ (ν+k+1/2)e−k
B(k) , ω = k ∈ N,
Γ (ν+ω+1/2)
{ω} (
e−ω
B(ω) − e
−k
B(k) ), 1 < ω = k ∈ N.
Example 2. Let h˜(ω) = [ω]β−1
e[ω]−1 , β > 1; then
∞∫
0
h˜(ω)dω =
∞∑
n=1
(n − 1)β−1
en−1 − 1 ,
which is a convergent series, so h˜ ∈ L1(R+). As ω → ∞ we have that
[ω]β−1(e−[ω] − 1)−1 ∼ ωβ−1(eω − 1)−1 = h(ω).
Hence
∫∞
0 h(ω)dω = Γ (β)ζ(β), where ζ is Riemann’s ζ function. Then, for such β , (2.1) gives
α(ω) =
⎧⎨
⎩
Γ (ν+k+1/2)k
B(k)(ek−1) , ω = k ∈ N,
Γ (ν+ω+1/2)
{ω} (
ω
B(ω)(eω−1) − kB(k)(ek−1) ), 1 < ω = k ∈ N.
Example 3. Let h˜(ω) = e−s[ω] J0([ω]), where s > 1 and J0 is the Bessel function of the ﬁrst kind of order zero. Since
∞∫
0
e−s[ω] J0
([ω])dω = ∞∑
n=1
e−s(n−1)
(
J0(n − 1) − 1
)
,
we see that h˜ ∈ L1(R+). Because e−s[ω] J0([ω]) ∼ e−sω J0(ω) = h(ω) as ω → ∞, and
∫∞
0 h(ω)dω = (s2 + 1)−1/2, from (2.1)
we deduce
α(ω) =
⎧⎨
⎩
Γ (ν+k+1/2)e−sk J0(k)
B(k) , ω = k ∈ N,
Γ (ν+ω+1/2)
{ω} (
e−sω J0(ω)
B(ω) − e
−sk J0(k)
B(k) ), 1 < ω = k ∈ N.
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