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Introduction
The aim of this thesis is to investigate some mathematical models arising in cells move-
ment, from both analytical and numerical point of view.
Migration of cells in the fibrous environment is an essential feature of normal and patho-
logical, biological phenomena such as embryonic morphogenesis, wound healing, angiogenesis
or tumour invasion. In the simplest case we can consider a tissue as a tridimensional structure
consisting of fibres (Extracellular matrix ECM) and cells attached to them. Many experimental
studies (see for instance [42]) give a good insight into how the cells move. It is known that they
interact with the tissue matrix as well as with other cells using different biological and physical
mechanisms. The forces driving the cells motion are generated by controlled remodelling of the
actin network within the cell as a response to mechanical and chemical signals. The movement
itself is strongly influenced by the spatial and temporal configuration of the fibres. Moreover,
it depends on the contact-guidance phenomenon and attached-detached processes. Also their
behaviour can be altered by the presence of some stimulus giving rise to the so called taxis
movements. Basically it means to change the direction, in which the cell moves, for example,
according to the gradient of some quantities such as adhesion forces (haptotaxis), electric field
(galvanotaxis), chemical substances (chemotaxis), oxygen concentration (aerotaxis). In this
thesis we focus our attention to the chemotaxis that is a directed movement of mobile species
towards the lower/higher concentration of a chemical substance in the surrounding environ-
ment.
Since the first description of chemotaxis in bacteria by T.W.Engelmann (1881) and
W.F.Pfeffer (1884), our knowledge about this phenomenon has been continuously expanding.
Changes in the behaviour due to the presence of some stimulus have been observed in many
kinds of organisms and are decisive in biological processes. For example, some bacteria can
move towards higher concentration of food such as glucose molecules. Moreover, they can ag-
gregate while starving. Amoebae like organism, Dictystelium Discoiduum, secretes the cyclic
Adenosine Monophosphate (cAMP), which attracts other amoebae, leading to the formation
of a multicellular organisms (see [117]). White, blood cells, neutrophil granulocytes, migrate
to the cites of inflammation following chemokines released by macrophages after the encoun-
tering an antigen. During tumour invasion the cancerous cells secrete various growth factors,
which attract and stimulate endothelial cells, in order to form a blood network around the tu-
mour (see [40]).
The movement of cells under the effect of a stimulus has been a widely studied topic
in the last decades by biologists as well as by mathematicians and many models have been
proposed [89], [90]. Of course they differ in complexity, that is for example how many con-
stituents are taken into account or which phenomena are to be considered, but the mathematical
framework of any model depends on the scale at which we describe the problem. In particular,
at the macroscopic level we consider cells as continuum medium and describe their behaviour
via the population density. This approach leads to models built in the form of systems of partial
differential equations of reaction-advection-diffusion type. The most classical model describ-
ing the chemotaxis in this framework is due to Patlak [96] and subsequently to Keller and Segel
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[70]. One of the models we consider in this thesis is of this type. It describes the density ρ(x, t)
of cells and the concentration of chemoattractant φ(x, t) and it writes as
ρt = ∆(P (ρ))− χ∇ · (ρ∇φ),
φt = D∆φ+ aρ− bφ.
(1)
The fibrous character of the tissue is modeled by the nonlinear function
P (ρ) = εργ , ε > 0, γ > 1. (2)
The positive parameters D, a, b are respectively diffusion coefficient, production and degra-
dation rates of chemoattractant, while χ measures the strength of the response of cells to its
presence. This model has been widely studied in the recent years. It is known that in the case
of linear diffusion the solutions exist globally in time in one dimension and there is the possi-
bility of some pointwise blow-up in higher ones if the initial mass is big enough. To overcome
this problem, modifications were introduced to prevent from overcrowding and guarantee the
global existence of solutions. For example, it was proposed to use a density dependent diffu-
sion, such as (2), having a volume filling effect (see [95], [23]) or a nonlinear chemosensitive
function χ = χ(ρ, φ) instead of the constant parameter [99].
In this framework, in Chapter 2 we propose a reaction-diffusion system with a chemo-
taxis term and nutrient-based growth of tumour. The formulation of the model considers also
an influence of tumour and pharmacological factors on the nutrient concentration. It is based
on the one presented in [101]. Denoting by φ the tumour density and by c the nutrient concen-
tration it writes as 
φt = ∇ · (φ∇F (φ))−∇ · (ωφ∇c) + α(φ, c)
ct = D4c+ β(φ, c)
(3)
with
α(φ, c) = γ1p̂
( c
c∗
− 1
)
φĤ(φ∗ − φ)− γ2p̂
(
1− c
c∗
)
φ− δφ (4)
β(φ, c) = −dcφ+Gφ−Rc, (5)
where Hˆ(x), pˆ(x) are regularized approximations of the Heaviside and the ’positive part’ func-
tion (x)+ respectively. In this thesis we study the convergence of solutions to constant steady
states in one dimensional case for small perturbations from the equilibria. The nonlinear stabil-
ity results are obtained by means of the classical symmetrization method and energy estimates.
Macroscopic, parabolic type of models describe very well the aggregation phenomena
but fail when the network structures have to be reproduced. This can be observed when study-
ing the experiments with human vascular, endothelial cells. Randomly seeded on the plain
gel substratum, these cells migrate and aggregate to finally form a complex network seen as
the beginning of vascularization, that is de novo formation of blood capillaries. The Patlak-
Keller-Segel model cannot explain this process as well as cannot describe the ’run and tumble’
movement of, for example, Eusterichia Coli. This is because it is mainly directed to the long
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time scales evolutions [37]. This is why in recent years there is a tendency to use hyperbolic
systems, which correspond to models at the lower, mesoscopic scale. They are able to capture
the particular features of the modeled quantity and as a consequence can better describe short
time behaviour of physical problems.
In this thesis we consider a hyperbolic model of chemotaxis introduced by Gamba et.al
in [44] to describe the vasculogenesis process. It is a simple system, which takes into account
only two constituents. It describes the evolution of the density ρ of endothelial cells and a
concentration of chemoattractant φ and has the form
ρt +∇ · (ρu) = 0
(ρu)t +∇(ρu⊗ u+ P (ρ)) = −ρu+ χρ∇φ
φt = D∆φ+ aρ− bφ
(6)
The pressure law for P (ρ) is given by the constitutive law for isentropic gases (2). It models the
short range interaction between cells and the fact that they have their own volume and cannot
be penetrable by others. The friction term −ρu describes the adhesion of cells to the structure,
while χρ∇φ is the directional response to the chemical gradient.
From the mathematical point of view the Keller-Segel type model (1) is a parabolic
system with cross diffusion, nonlinear terms, while the system (6) is a degenerate, hyperbolic-
parabolic problem. They are connected also for long time asymptotics. More precisely, in
[61],[62], for 1 ≤ γ ≤ 3, the convergence of the solutions to the isentropic gas dynamics
with friction to the porous medium equation was studied, while for the chemotaxis models the
long time behaviour was analyzed in [41]. Despite this connection between the two models,
our knowledge of them differs very much. Behaviour of parabolic, degenerate equations is
now quite well understood, while in the case of hyperbolic, degenerate systems, even with-
out chemotaxis, there are still many open problems. For example, as finite time blow-up was
proved for the Keller-Segel model, no similar results are available in the case of the hyperbolic
one. Another aspects concerns the behaviour of solutions in the presence of vacuum, where the
density vanishes. It is especially interesting from the point of view of the application, as it is
very reasonable to consider for example in the modelling of tumour growth or biofilm, places
without cells and to study the evolution of the interface between the region with strictly positive
density and the vacuum. However, the presence of states with vanishing density complicates
the situation from the mathematical point of view. In the case of the isentropic gas dynamics
system, at the interface the eigenvalues coincide and become zero. The system becomes degen-
erate, cannot be any more symmetrizable with real coefficients and standard theories cannot be
applied.
Our approach to better understanding the behaviour of the isentropic gas dynamics sys-
tem with damping and the hyperbolic model of chemotaxis (6) is to study the problem numer-
ically. More precisely, in the case of a pure diffusion problem we focus our attention on the
waiting time phenomena and the behaviour near the interface under the physical boundary con-
dition in one dimension. The analysis of the chemotaxis model concerns the study of solutions
on the bounded domain with no-flux boundary conditions. In particular, we are interested in
non constant steady states, which appear to contain vacuum even for the strictly positive initial
data, and compare the behaviour with the parabolic model (1).
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Numerical approximation
In order to study numerically any kind of problem we need a stable and consistent numerical
scheme. Besides, a good scheme has to reproduce all of the important features of the original
model, which arise from the physical background of the problem. First of all the scheme has to
preserve the non negativity of solutions as we deal with densities and concentrations. Then, if
we consider bounded domains with no-flux boundary conditions, the numerical approximation
has to conserve the total mass. Conservation laws with reaction terms are characterized by a
special balance between the fluxes and the sources, which can lead to non constant stationary
solutions. Their preservation is essential and in the case of geometric sources, containing for
example space derivatives, it is impossible by using standard schemes treating the flux and the
source at different time steps. Moreover, the presence of the vacuum states brings another dif-
ficulty as many schemes produce oscillations at the interface between the regions, where the
density is strictly positive and where it vanishes. In order to study the behaviour of the free
boundary, the approximate solution not only has to be free from oscillations, but also it has to
deal with steep fronts and also has to be characterized by small artificial viscosity. Construct-
ing a numerical scheme for parabolic and hyperbolic model of chemotaxis satisfying all these
properties is not an easy task.
In fact, for the pure diffusion problem, there is a vast amount of stable, very accurate
schemes. In particular, for the porous medium equation we apply a fully implicit discretization
in time with centered, conservative approximation of the diffusion term, while for the isentropic
gas dynamics system with friction we use a finite volume scheme based on the approximate
Riemann solver. As the damping has a stiff nature we treat it implicitly solving an ODE at the
additional step.
In the case of the chemotaxis models the situation is more complicated. For the parabolic
system the presence of the advection term can lead to the loss of the total mass and steep, travel-
ing fronts, where oscillations may occur. In this thesis we compare two approaches, the IMEX
scheme with implicit-explicit splitting and a scheme based on the relaxation technique intro-
duced in [6]. On the model of angiogenesis (see [25]) we show that IMEX approach works
very well, with the accurate approximation of the interface if the solution is smooth enough,
however, in the presence of steep fronts it produces spurious oscillations. On the other hand,
the second method is fully explicit and requires a solution of the system of linear, transport
equations. This is why it is characterized by a higher numerical viscosity that smooths the
oscillations, but at the same time gives large error at the free boundary. To fix this problem we
considered high resolution schemes based on the flux-limiters approach and chose the limiter
functions suitable to diminish artificial diffusion. Unfortunately both of these methods need a
special treatment of boundary conditions in order to conserve the total mass.
Hyperbolic model of chemotaxis could be also approximated by the above scheme, how-
ever, a more suitable approach is to use the finite volume method, which can handle shocks,
contact discontinuities and by definition preserves the total mass. Moreover, to construct a
scheme in one dimension for conservation laws we are endowed with a powerful tool, which
is the Riemann problem. Using its approximate solutions for the homogeneous part and well-
balancing reconstruction of the variables at interfaces of each cell to treat the sources, we can
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construct a consistent scheme that preserves the steady states with constant velocity. Addi-
tionally to the well-balanced property, the scheme preserves the non negativity of densities.
Moreover, as for the approximate Riemann solver, we use Suliciu relaxation solver adapted
to treat the vacuum states presented in [17]. We prove all these properties for a semi-discrete
scheme and give a weak stability condition for the fully discrete approximation.
Numerical analysis
The numerical analysis we present in this thesis is divided into two parts. We start by
considering the evolution into vacuum of the isentropic gas described by the compressible
Euler equation with damping. In particular we focus our attention on two problems, which
have been extensively studied in the case of degenerate parabolic equations such as the porous
medium equation. It is well known that the degeneracy implies a finite speed of propagation.
Equivalently it means that when the initial density has compact support, it will remain compact
for all times [94]. Moreover, it induces an interface ξ between the region where the density
is bigger than zero and the one where it vanishes. After being set in motion, the interface is
a strictly positive function of time [72]. However, under special conditions on the initial data,
it may remain motionless for a finite, positive time t∗, called the waiting time, then it starts to
move and never stops.
In the case of the porous medium equation, sufficient and necessary conditions that guar-
antee the occurrence of this phenomenon are available [120], together with the bounds on the
waiting time [9], [10], [97]. Moreover it was proved in [12], [60] that the interface is a C∞
function after the waiting time. On the other hand, the Euler system with damping for the
isentropic gas is singular at the vacuum and currently available theories cannot deal with. As a
consequence, there are no results concerning the waiting time phenomenon for the hyperbolic
model. This is the reason why in this thesis, in order to give a better insight into the process,
we study numerically the behaviour of solutions in one dimension for different initial data such
that ρ0(x) = g(x) if x < ξ and ρ0(x) = 0 elsewhere, for any function g strictly positive up to
the interface ξ.
For the porous medium equation the length of the waiting time can depend locally on
the initial density, that is on its profile near the interface, or globally. In [10] a special function
was introduced
t∗(x) :=
γ
2(γ + 2)
(x− ξ)2
ργ0
.
The limit x→ ξ for any initial data indicates with which situation we are dealing. In particular,
when limx→ξ t∗(x) = 0 the interface starts to move immediately, while if limx→ξ t∗(x) is
finite and non vanishing the waiting time is bounded and depends locally on the initial date.
Finally, in the case limx→ξ t∗(x) =∞ the length of the waiting time has to be determined from
the global distribution of the mass. We perform a simulation for the isentropic gas dynamics
with the adiabatic coefficient of the pressure function γ = 2 for different initial data giving
respectively finite, bounded limit and infinity. The results of the porous medium equation
are in agreement with the theory, while for the hyperbolic model suggest that its behaviour
is much more sensitive to the initial data then the parabolic equation. Moreover, we observe
that changing the mass center with respect to the interface leads to different waiting times
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and different initial velocities of the interface. A particular attention is needed to the fact that
while for the porous medium equation these features changes correspondingly to the location
of the mass center, for the hyperbolic model they seem to be irregular. More precisely, more
the initial density is concentrated with respect to the free boundary, and more abrupt is the
behaviour of the interface. Besides, we also give some numerical estimates on the waiting
times for different adiabatic exponents γ = 2, ..., 9 and different initial data. However, we
point out that the obtained values may contain a big error due to the numerical approximation.
But, even if they are not optimal, they illustrate the differences between the porous medium
equation and the hyperbolic system.
The second phenomenon that we study is the canonical, singular behaviour of the free
boundary characteristic for the porous medium equation. In [78] it was conjectured that near
the boundary ξ the enthalpy of the isentropic gas dynamics with damping at any point x is
proportional to the distance from the interface. As a consequence, at ξ the pressure ix has a
bounded, non zero effect on the interface. It can be stated in the following condition
0 <
∣∣∣∣∂c2∂x
∣∣∣∣ <∞, (7)
where c =
√
P ′(ρ) is the sound speed, called the physical boundary condition. It imposes a
special regularity on the solution near the free boundary, which causes that the system cannot
be symmetrizable with regular coefficients and standard theories cannot be used. In fact, only
recently due to [65] and [28], some local existence results were obtained, however, there are
still many open questions left. Here we analyze how the regularity of the density changes near
the interface. To obtain this goal we use the parameter α, which characterizes the smoothness
of ρ, defined at each time t for points near the interface ξ(t) by
ρ(x, t) ∼ |x− ξ(t)|α.
The value α = 1γ−1 corresponds to the physical boundary condition. Smaller or larger values
give respectively more irregular or smoother solution.
It is expected that asymptotically, for every initial data of the same type as in the previous
problem, this is the regularity of the solution near the boundary and our simulations confirm
that. However, how it is reached remains an open question. In order to give a better insight in
this process, we study the time evolution of the parameter α starting from the initial profiles
with different regularity near the free boundary. In the case of the porous medium equation
the parameter α approaches 1γ−1 monotonically, while for the isentropic gas dynamics system
with friction we observe oscillations before. Moreover, the smoother the solution is initially,
the larger are the oscillations. It suggests that they are connected with the oscillating redistri-
butions of the mass. More precisely, when it starts to move it gains velocity and approaches
the interface. It accumulates there, but it is also partially ”reflected” due to the fact that its
velocity is higher then the one of the interface. Then it moves back towards the left boundary
of the domain and the oscillation starts again until reaching the distribution corresponding to
the physical boundary condition. This explanation is motivated by the fact that accumulation
of mass near the interface can lead to steep gradients that is low values of the parameter α,
which are observed. We underline that it is only an empirical analysis and deeper mathemat-
ical studies are needed, however, it shows that the behaviour of the hyperbolic model and the
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properties of the solutions are not trivial.
The next step in our study is the numerical and analytical investigation of the behaviour
of one dimensional hyperbolic model of chemotaxis (6) defined on a bounded domain with the
homogeneous Neumann boundary conditions. In particular, we are interested in the formation
of non constant stationary solutions. They are given by the following system of equilibrium
equations
u = 0
P (ρ)x = χρφx (8)
−Dφxx = aρ− bφ
and coincide with steady states of the parabolic model (1). Moreover, for γ > 1, they are com-
posed of regions, where the density is strictly positive, and regions, where it vanishes. There
equilibria have a form of a series of ”bumps”, which can be associated with the location of
vascular network chords observed in the experiments.
The first aim is to describe the existence and structure of these equilibria. In Section 7.2.1
we give a detailed analysis for γ = 2 in the case of only one region with strictly positive den-
sity. Otherwise, we present formulas assuming that the mass distribution among the bumps is
known. However, in this case the existence of such solutions is not proved. Moreover, how the
system choses the particular configuration of bumps at the steady state is also an open prob-
lem. Our next goal, presented in Section 7.2.2 is to study numerically these type of stationary
solutions using finite volume scheme that we have constructed, with well-balanced property.
At first we analyze stability of non constant steady states of the form of one lateral bump.
We show numerically their stability under small perturbations and give a better insight into the
mechanisms of the convergence process.
Then we study the influence of the system parameters on the number and form of bumps. More
precisely, we consider the dependence on the length of the domain L, chemosensitivity con-
stant χ, adiabatic exponent γ and initial mass. Simulations in case γ = 2 indicate that the non
constant equilibria are formed if there is enough free space or the response to the chemoat-
tractant is strong enough. Increasing any of them leads to the formation of new bumps. The
numerical results suggest that there exists a maximal number of regions, where ρ > 0, for each
value of L. However, again, no rigorous proof is available.
Adiabatic exponent γ models how fast the repealing force between cells increases when their
density grows. In fact, the value γ = 2 is used in the similar model, the Saint-Venant system,
for shallow water equations, which describe various geophysical flows. Cells are much big-
ger than the molecules of water, occupy a finite volume and are impenetrable, which implies
higher internal pressure at compression. Numerical analysis shows that increasing γ the bumps
become wider and their maximal density decreases. Moreover, growing supports of the bumps
may merge diminishing the number of regions with ρ > 0 for higher γ. A constant state is
observed at values large enough, which is expected as the chemotaxis effect is dominated by
the internal forces leading to the homogenization of the structure.
The study of the dependence of solutions on the initial mass is motivated by the experimen-
tal results on the vasculogenesis process. It was observed in [107] that for different threshold
initial densities transitions from a disconnected structure to the vascular-like network and to
VII
the so called ”Swiss cheeses” configuration occur. Comparison between γ = 2 and γ = 3 of
how the equilibria change for different total masses show that in the first case the model fails to
reproduce the experimental results. Only the hight of the bumps increases, while their support
remains constant. On the other hand, γ = 3 implies stronger repealing forces at high densities
and the unnatural overcrowding is prevented. Moreover, in Section 7.2.2 we also show that in
this case there is a threshold mass, above which steady states are constant.
From the mathematical point of view the analysis of the equilibria is simpler for γ = 2
due to the linear relation between ρ and φ. For γ = 1 the relation becomes exponential, while
γ > 2 implies ρ ∼ φ 1γ−1 at steady state. This nonlinearity creates non trivial numerical prob-
lem to balance correctly the source term and the flux in the numerical approximation. For
instance our scheme fails at γ > 5. Moreover, in the case γ = 1 the understanding of some
results is still poor. For example, for some choice of system parameters, we observe solutions
converging to states of the form of a series of Dirac masses. So far their appearance and mean-
ing are not understood.
The last part of our research is devoted to the comparison of long time behaviour of the
parabolic and hyperbolic model of chemotaxis. It is known that the former cannot reproduce
complex network structures. In Section 7.4 we observe that solutions composed of several
bumps are not stable.There is a constant exchange of mass between them. As a result, over
large times they move toward each other and finally merge. New metastable state is reached
and the mechanism repeats until only one bumps at the boundary remains. This mechanism
was described by many authors for the Keller-Segel type model with linear pressure and logis-
tic sensitivity function. We analyze and compare behaviour of the two models. Our simulations
show the solutions to the parabolic model are metastable in the case γ = 2, while for the hy-
perbolic system persistent equilibria containing more than one bump are observed.
Plan of the thesis
The thesis is organized as follows:
In Chapter 1 we give an introduction to the mathematical modelling of biological phe-
nomena. At the beginning we present some backgrounds on cells movement in a tissue and
tumour growth. Then we describe the parabolic and hyperbolic models of chemotaxis. First
we give details on the Patlak-Keller-Segel model. Therefore we present two methods to derivate
the hyperbolic model of chemotaxis. The moment closure and the phenomenological approach
are considered.
In Chapter 2 we study a model of reaction-diffusion system with nonlinear diffusion,
chemotaxis and nutrient-based growth of tumour, which is based on the one presented in [101]
and describes the time evolution of the density of tumour cells and the concentration of a nu-
trient being a chemoattractant. First we present its description explaining the biological origin
of all the terms. Then we study the convergence of solutions to constant, stationary states in
one dimensional case for small perturbations of the equilibria. The classical symmetrization
methods combined with the Sobolev type energy estimates are used to prove nonlinear stability.
The results have been first presented in [35].
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Chapter 3 is devoted to an introduction to the numerical methods for systems of partial
differential equations. First we consider finite difference approach and describe basic, con-
servative schemes. Then we introduce the high resolution method with flux-limiters functions
and the advanced explicit schemes based on the relaxation technique, which will be used to
approximate the parabolic model of chemotaxis. In the second part of the chapter we focus on
the finite volume methods for conservation laws. A special attention is give to Godunov type
schemes and approximate Riemann solvers for the isentropic gas dynamics system. Then we
introduce the concept of well-balancing as a method to treat the source with preservation of
stationary solutions. In the end, a description of the approximation of boundary conditions is
given.
In Chapter 4 we focus on the numerical approximation of the parabolic models with
nonlinear diffusion of the porous medium type and chemotaxis. We present and compare two
types of schemes. First we introduce the implicit-explicit splitting method. Then we give
details of the explicit scheme based on the relaxation approximation. The comparison is per-
formed on the model of angiogenesis introduced in [25].
Chapter 5 is devoted to the numerical study of the one dimensional Euler equations
for isentropic gas dynamics with damping. We present the existing theory on the evolution
of gas into the vacuum in the case of the porous medium equation and the hyperbolic model.
In particular, we give details on the waiting time phenomenon and the behaviour of solutions
under the physical boundary condition. Then we approximate the isentropic gas dynamics sys-
tem using finite volume scheme with Suliciu Relaxation solver adopted to treat the vacuum and
discuss possible approximations of the location of the interface. In the second part we analyze
numerically the aspects of the evolution. We compare the behaviour of the parabolic equation
with the hyperbolic system, give some estimates of the waiting times and discuss the regularity
of the solutions near the free boundary.
In Chapter 6 we present numerical schemes for the hyperbolic model of chemotaxis.
First we explain why a standard, explicit methods fails. Then we construct a consistent, finite
volume, well-balanced scheme, which besides preserving the non negativity of density, pre-
serves also stationary solutions with constant velocity and is able to treat the vacuum states.
We prove the above properties for a semi-discrete scheme and give a weak stability condition
in a fully discrete case.
In the final chapter we focus on the analytical and numerical analysis of the hyperbolic
model of chemotaxis (6) in one space dimension defined on a bounded domain with no-flux
boundary conditions. At the beginning we study non constant stationary solutions containing
vacuum and intervals with strictly positive density for the particular case of P (ρ) = ερ2. We
give a detailed description of the equilibria with one bump and present a general approach
under the assumption that the mass distribution between the bumps is known. Then we study
numerically these types of states. First we analyze some numerical schemes approximating the
model. After choosing the most accurate method we study the stability of steady states and
their dependence on the system parameters such as length of the domain and chemosensitivity
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constant. Moreover, we consider different values of the adiabatic exponent γ and analyze their
influence on equilibria. In particular, the effect of the increase of total mass is compared in
two cases, γ = 2 and γ = 3. Then, we discuss the results in the case γ = 1, which is still a
fully open problem. The last section of the chapter is devoted to the comparison of the long
time behaviour of the parabolic (1) and hyperbolic (6) models. In particular, their capability of
reproducing the experimental results is analyzed.
X
CHAPTER 1
MATHEMATICAL MODELLING OF
CELLS MOVEMENT
Migration of cells in the fibrous environment is an essential feature of normal and pathologi-
cal, biological phenomena such as embryonic morphogenesis, wound healing, angiogenesis or
tumour invasion. In the simplest case we can consider a tissue as a tridimensional structure
consisting of fibres, which form a so called extracellular matrix (ECM), and cells attached to
them. Many experimental studies (see,[42]) give a good insight into how cells move. It is
known that they interact with the tissue matrix as well as with other cells using different bio-
logical and physical mechanisms. Forces driven the cell motion are generated by a controlled
remodelling of the actin network within the cell in a response to mechanical and chemical sig-
nals. The movement itself is strongly influenced by the spatial and temporal configuration of
the fibres. Moreover, it depends on the contact-guidance phenomenon and attached-detached
processes. Also behaviour of cells can be altered by the presence of some stimulus given rise
to the so called taxis movements. Basically it means to change the direction, in which a cell
moves, according to the, for example gradient, of some quantity such as adhesion force (hapto-
taxis), electric field (galvanotaxis), chemical substance (chemotaxis) or oxygen concentration
(aerotaxis).
In this thesis we focus on the chemotaxis phenomena that is a directed movement of mo-
bile species towards the lower/higher concentration of a chemical substance dissolved in the
surrounding environment. Change of behaviour due to the presence of some stimulus has been
observed in many kinds of organisms and is decisive in biological processes. It is an essential
method of communication between cells and leads to complex phenomena such as aggregation
or pattern formation.
Since the first description of chemotaxis in bacteria by T.W.Engelmann (1881) and
W.F.Pfeffer (1884), our knowledge about this phenomenon has been continuously expanding.
For example, some bacteria can move towards higher concentration of food such as glucose
molecules. Moreover, they can aggregate under starvation conditions. Amoeba like organ-
ism, Dictystelium Discoiduum, secretes the substance called cyclic Adenosine Monophosphate
(cAMP) which attracts other amoeba leading to the formation of a multicellular organism (see
[117]). White blood cells, neutrophil granulocytes, migrate to the cites of inflammation fol-
lowing chemokines released by macrophages after encountering an antigen. During tumour
invasion the cancerous cells secrete various growth factors, which attract and stimulate en-
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dothelial cells, in order to form a blood network around the tumour (see [40]).
The movement of cells under the effect of a stimulus has been a widely studied topic
in the last decades by biologists as well as by mathematicians and many models have been
proposed [89], [90]. Of course, they differ in complexity, that is for example how many con-
stituents are taken into account or which phenomena are to be considered, but the mathematical
framework of any model depends on the scale at which we describe the problem. Moreover, it
is essential to choose a correct level of description in order to capture all the features of the un-
derlying physical and biological phenomena. In the macroscopic approach cells are considered
as a continuum medium and the description of their behaviour is done using populations densi-
ties. In this case models have the form of reaction-advection -diffusion systems and particularly
well explain the aggregation phenomena. However, they fail when complex network structures
have to be reproduced or the so called ’run and tumble’ movement is to be explained. The
reason for this is that parabolic models are mainly directed to the long time scales evolutions.
This is why in recent years there is a tendency to use hyperbolic systems, which correspond to
the description at lower mesoscopic scale. They are able to capture particular features of the
modeled quantity and as a consequence can describe short time behaviour of physical prob-
lems.
In this chapter we are going to present some backgrounds on biological phenomena,
such as vasculogenesis and tumour growth, and mathematical modelling of them. First we
describe an approach based on the mixture theory. Then we introduce two systems of partial
differential equations modelling chemotaxis. At the beginning parabolic models based on the
classical Patlak-Keller Segel system are presented. Then we focus on the hyperbolic system
modelling the vasculogenesis process.
1.1 Biological background
Cells movement in a tissue is a complex process that occurs at many different scales from sub-
cellular phenomena to macroscopic behaviour. It starts from reactions in the nucleus, which
activate signal pathways or generate mutations. Then, at the cells boundary, the response to
external signals and absorption of nutrients takes place. At the cellular level the interactions
between individuals are observed leading to proliferation, compression or death for instance.
When the number of cells increases, phenomena typical for continuum medium occur. Diffu-
sion, convection or phase transitions are the most visible macroscopic effects of dynamics at
subcellular and cellular level.
In order to model processes at any of these scales the knowledge of the underlying chem-
ical, mechanical and biological mechanisms has to be known. This is the reason why before
presenting particular mathematical modes of chemotaxis, first we give some details on the pro-
cess that they describe.
Vasculogenesis
Vasculogenesis is a precess of a formation of blood vessels by producing endothelial cells
from mesoderm, when there are no pre-existing ones. First, endothelial precursor cells in a
response to local signals, such as growth factors, migrate and differentiate into endothelial
cells. Then, the latter ones diffuse and release chemical factors , Vascular Endothelial Growth
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Factor (VEGF) for instance, to interact with each other. These chemical substances serve as
chemoattractans which direct the movement of cells towards their higher concentrations. As a
result, an assemble of cells is able to reorganize and form complex networks of blood vessels.
This process was studied in vitro in two dimensional setting in the experiments of Serini et al.
[107]. On a Petri dish, coated with an amount of Matrigel, human endothelial cells were seeded
randomly. Initially a horizontal movement of cell on the substratum was observed and after a
sufficient amount of time complex structures appeared (see also [118] and [2] for a review on
the models of vasculogenesis).
In the literature two main approaches explaining mechanisms of the formation of net-
works are the most diffused. The first one is called mesenchymal motion and was introduced
by Murray, Oster and coworkers in [83], [91]. It is based on the assumption that cells, moving
on the substratum, create tensional fields sensed by other cells which, as a result, move along
the tensional lines. In this way a local indirect information about the cells concentration is
spread. Mathematical and numerical analysis based on this assumption shows the formation of
network structures. However, before the mesenchymal motion influences cells velocity fields,
a faster, driven by the presence of chemical factors amoeboid-type migration occurs.
An important result concerns experiments performed for different initial number of cells.
They show that there exist threshold, initial masses which induce two transitions between dif-
ferent configurations. More precisely, in the works performed by Serini et al. [107] a vascular-
like network develops if cell density ranges from 100 to 400 cell/mm2. These values correspond
to two transitions. The first one, which occurs at the critical density of 100 cell/mm2, is a per-
colative transition. Below this value cells group into disconnected structures. After the second
threshold value, 400 cell/mm2, the network chords become thicker. Increasing the density fur-
ther leads to the formation of so called ”Swiss cheese” structure, which is a continuous carpet
of cells with holes.
In the subsequent part of this chapter we describe a mathematical model of partial differ-
ential equations introduced by Gamba et al. in [44] to describe the above process. Chapters 6
and 7 are devoted respectively to the numerical approximation of this model and analytical and
numerical study of its stationary solutions.
Hallmarks of cancer
The evolution of a cancer in a living organism is a multistep process. Numerous researches
are devoted to reveal the mechanisms, which lead to the appearance and invasion of the tumor.
Despite this fact, there are still many elements of the tumor behavior that must be understood.
The cancerous cell doesn’t posses normal, biological limiting regulators. Living organ-
ism is for it nothing more then a source of nutrients. Normal cells are subjected to a strict
control. Special regulating substances can force a cell to divide in the processes called mito-
sis only when it is necessary. They don’t multiply in improper moments. In many tissues of
an adult organism clonal expansion is constantly blocked. The multiplication mechanisms are
activated only when it is necessary to replace the neighboring cells, which died or were de-
stroyed. Tumor cells are such cells that managed to avoid this kind of control and can multiply
continuously.
It is known that cancer is a disease caused by the changes in gene expressions, called
oncogene [86]. Using the techniques of artificial DNA recombination scientists identified some
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genes, which malfunctions are connected with the transformation of a normal cell into a can-
cerous one.
The growth and division of cells can be initiated by one or more substances known as
growth factors. This substances connect to specific receptors on the surface of a cell and start a
cascade of processes inside it. Usually it means activating specific enzymes, which are capable
of activating transcription factors initiating growth and mitosis. Different genes code different
growth factors or their receptors. If they are expressed incorrectly a cell can interpret the sig-
nals wrongly and can respond by growth and multiplication [122]. Cells, which lost regulating
mechanisms as a consequence of defective genes, multiply in an uncontrolled way. Moreover
if such a cell divides, all the cells that were born during the mitosis are also changed.
The most important defects characterizing cancerous cells are fast rate of the cell di-
vision, avoiding apoptosis, which is a programmed cell death, and improper relations with
surrounding cells. In contrast to healthy cells, which respect mutual borders and form tissues
in an organized way, cancerous cells grow chaotically and overtake health tissue. Probably they
are not capable of reception signals from surrounding cells or cannot react correctly to them.
Research results indicates that many cancers reach only few millimeters and their evolution
is stopped even for many years. Then in one moment they start to produce special chemical
substance, which stimulate the development of new blood vessels growing through the tumor
[122]. With the instant when the tumor is supplied with blood reach in nutrients, it starts to
grow dynamically and very soon become a thread to life. The metastasis phase occurs when
cells migrate from the original place using the blood and lymphatic system.
In Chapter 2 we present a model of non linear partial differential equations of reaction
diffusion type, with cross diffusion terms, describing the evolution of a density of tumor cells,
which depends on the concentration of a nutrient. The interaction is mutual: the cells use the
nutrient in their metabolism and also stimulate the organism to increase its concentration. We
also consider a pharmacological factor regulating nutrient concentration. Then we study the
convergence of solutions to constant steady states in one dimensional case for small perturba-
tions from the equilibria.
1.2 Macroscopic modelling: mixture theory
The mathematical description of the phenomena differs from the biological one. The reason is
the impossibility to describe the processes happening at different scales by the same mathemat-
ical framework. The most general view is to divide the processes into micro and macroscopic
phenomena. The microscopic description is when we model behavior of a single cell. To
present its physical state we describe the processes inside and on its membrane. We refer to
it as a subcellular level of description and we model the evolution using ordinary differential
equations. At the cellular level, when the number of cells increases and the interactions be-
tween them takes place, the system of ordinary differential equations is replaced by the kinetic
cellular theory, which provides a statistical description of the evolution of large populations of
cells characterized by one or more activation states [15]. On the other hand, at the macroscopic
level cells are considered as a continuum medium. Individual cells are indistinguishable. Popu-
lation of cells are characterized by their density and described by systems of partial differential
equations. Every higher scale has to consist the lover ones. Describing the macroscopic pro-
cesses such as diffusion or advection, the processes inside a cell and at its boundary have to be
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considered as the main generators of the observed behavior. Even what happens at the smallest
of the scales is important and has an effect at higher ones.
Each scale of description has some advantages and disadvantages. The main part of this
work is devoted to the macroscopic modeling, in which partial differential equations are used
to describe time evolution of densities and concentrations. This is the reason why we are going
to describe it in more details on the example of tumour growth.
Evolution of a tumour consists of many different kinds of elements such as various cells,
extracellular matrix, nutrients or chemical factors. We can consider it as a mixture of this con-
stituents, which can be divided into two groups according to their properties (see [3], [5], [49]
for more details). The first one consists of cells and ECM, which occupy a finite volume of
space and are impenetrable. To the second group belong all nutrients and chemical substances
diffused in the surroundings. They are much smaller and their relative dimensions can be ne-
glected.
Let us assume, for simplicity, that the system is composed only of different populations
of cells and chemical substances. In the mixture theory a variable describing the evolution of
the i-th cells population is a volume ratio φi, between the volume occupied by the population
and the total volume of the domain. The so called saturation constrain implies that sum of all
φi has to be limited. On the other hand, chemical substances are described by a concentration
function. Each of these variables depend on time and space. In order to build a mathematical
model in this setting we have to write mass and momentum balance equations for cells and
reaction-diffusion equations describing evolution of chemical substances. As the behaviour of
the later is relatively simple with respect to the former, let us focus on the description of cells
movement.
In order to write the mass balance equation for the i-th population of cells we define its
mass in a control volume V with boundary ∂V and normal vector ~n as
Mi =
∫
V
ρφidV,
where ρ is a density assumed to be equal for all types of cells. Then, denoting by ui the velocity
of the i-th population and by Γi the production/degradation rate, the time evolution of the mass
is given by
d
dt
Mi = −
∫
∂V
ρφi~ui · ~ndΣ︸ ︷︷ ︸
motion through the boundary∂V
+
∫
V
ρΓidV︸ ︷︷ ︸
growth/death
.
Using the divergence theorem we obtain the mass balance equation of the form
(ρφi)t +∇ · (ρφi~ui) = ρΓi. (1.2.1)
In a closed mixture there is only exchange of mass between constituents so
∑
i
Γi = 0.
To complete the construction of the model we have to close it by defining the velocity
field ~ui, which includes the description of how cells move. This can be done either by a phe-
nomenological description or by writing a momentum balance equations. The second approach
generalizes the first one and we are going to focus on it.
The starting point is to distinguish processes that lead to the change of the momentum.
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More precisely, we have
d
dt
∫
V
ρφi~uidV = −
∫
∂V
ρφi~ui(~ui · ~n)dΣ︸ ︷︷ ︸
motion of cells through
the boundary
+
∫
∂V
T˜c · ~ndΣ︸ ︷︷ ︸
contact forces
with other cells
+
∫
V
m˜cdV︸ ︷︷ ︸
contact forces
due to the interaction
with other constituents
+
∫
V
ρΓi~uidV︸ ︷︷ ︸
momentum supply due to
the mass exchange
+
∫
V
ρφi~bidV︸ ︷︷ ︸
body forces
(ex. chemotaxis)
,
where T˜c is a partial stress tensor, m˜c denotes interaction forces and ~bi describes body forces,
for example can contain gradient of a concentration of some chemical in the case of chemotaxis.
Using the divergence theorem and the mass balance equation the above relation becomes
ρφi (∂t~ui + ~ui · ∇~ui) = ∇ · T˜c + ρφi~bi + m˜c (1.2.2)
which is the momentum balance equation. At this point the cell-cell interactions have to be
precised. This can be obtained by writing constitutive laws for partial stress tensor and interac-
tion forces. The latter is very often assumed to be proportional to the difference in the velocity
between the constituents, while the former in the simplest case for elastic fluids is T˜c = −ΣiI,
where Σ is positive in compression.
However, in order to make the model more realistic other constituents, such as the ex-
tracellular matrix and liquid or blood vessels, should be taken into account leading to so called
multicomponent systems. Then in the constitutive laws for the stress tensor the contributions
of all elements of the system have to be considered. Moreover, liquid-solid interactions and
adhesion process between cells and extracellular matrix have to be determined as well. Finally
the reactions terms describing production and degradation of constituents have to be modelled.
For further information we sent to, for example, [101],[16], [15], [13], [102].
This general approach leads to the mathematical models of hyperbolic type. However,
neglecting inertial and persistence terms, an assumption which corresponds to immediate ad-
justment of cells to the limit velocity leads to classical parabolic models of chemotaxis. In the
following sections we give details of both types of these systems.
1.3 Parabolic models of chemotaxis
Chemotaxis is a directed movement of mobile species towards the lower or higher concen-
tration of a chemical substance in the surrounding environment. It can be described at the
macroscopic level by considering the populations of single individuals as a continuum medium.
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Based on this approach, Patlak in 1953 [96] and subsequently in 1970 Keller and Segel [70],
[?] presented a system of partial differential equations of parabolic type to model the behaviour
of a single-cell amoebae organism, slime mold. When food resources are exhausted it secretes
a chemical substance called cAMP being a chemoattractant. It attracts other cells, which move
towards regions of its higher concentration. As a consequence, the aggregating phenomenon
corresponding to the formation of a multicellular organism, is observed.
The simplest version of the Keller-Segel type model describes the evolution of the den-
sity ρ(x, t), t ≥ 0, x ∈ Rd of one type of cells and the concentration φ(x, t) of the chemical
attracting substance. A general form of the system reads{
ρt = ∇ · (∇P (ρ))−∇ · (ρχ(ρ, φ)∇φ)
φt = D4φ+ aρ− bφ, (1.3.1)
The motion of cells is described by a continuity equation in which the flux is biased by diffu-
sion and chemotactic transport up to a gradient of a nutrient. Denoting the velocity of cells as−→u , the flux equals ρ−→u = −∇(P (ρ)) + χ(ρ)∇φ. Here P denotes a nonlinear diffusion func-
tion due to the presence of a density dependent random mobility for the cells, while χ(ρ, φ)
is a chemosensitivity function and describes the response of cells to the presence of chemoat-
tractant. Considering different forms of these functions we can obtain many variations of the
above model.
Typical examples for the function P (ρ) defining the diffusive flux are given by
• Fick’s law (classical linear diffusion): P (ρ) = ερ, ε > 0
• Darcy’s law (porous medium type diffusion): P (ρ) = εργ , ε > 0, γ > 1
The porous medium type diffusion reflects the density dependent random motility, which mod-
els volume filling effects due to the finite volume and finite compressibility of cells [22], [73],
[95]. In the case of the chemosensitivity function the simplest form corresponds to the sensi-
tivity of cells independent on the concentration of the chemical, i.e. χ(ρ, φ) = χ0 is constant,
where χ0 > 0 for positive chemotaxis. However, various modification were introduced to
model quorum sensing, volume filling or signal limiting responses. For example
• Signal dependent sensitivity function:
– ”receptor” : χ(ρ, φ) =
χ1
(χ2 + φ)2
, χ1, χ2 > 0
– ”logistic”: χ(ρ, φ) =
χ1+χ0
φ+ χ0
, χ0 > 0
• Density dependent sensitivity function (”volume filling”): χ(ρ, φ) = χ0
(
1− ρ
ρmax
)
,
χ0 > 0, ρmax > 0
One of the characteristic features of the system (1.3.1) is the balance between pressure forces,
which are modelled by diffusion, and chemotaxis. More precisely, expanding the equation for
ρ in (1.3.1) with constant function χ(ρ, φ) = χ we get
ρt = 4P (ρ)− χρ4φ− χ∇ρ · ∇φ.
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Contribution of the ”Laplacian” terms have different signs. This suggests to think of diffusion
as stabilizing force, while chemotaxis can be seen to have a destabilizing effect. Balance
between these two processes can result in some steady spatial patterns in ρ and φ, or in some
unsteady traveling wave solutions. On the other hand, if the chemotactic force is sufficiently
strong, there is a possibility of a blow-up of solutions in finite time. The blow-up of solutions
may in fact can happen, for example in a simplified version of Keller-Segel type model in two
space dimensions, where the parabolic equation for the concentration of chemical is substituted
by an elliptic one and the decay of φ is dropped. If the initial mass is larger than some threshold
values, then the solution concentrates into a Dirac’s delta in finite time.
The blow-up phenomena is sometimes considered as the weakens of the classical Keller-
Segel system. This motivates the introduction of nonlinear diffusion P (ρ) and chemosensitivity
function χ(ρ, φ) that we presented earlier, to achieve a more refined balance between diffusion
and chemotaxis and guarantee the global existence of solution.
1.4 Hyperbolic models of chemotaxis
Macroscopic, parabolic type of models describe very well the aggregation phenomena but fail
when the network structures have to be reproduced. This was observed while studying the
experiments on the vasculogenesis process. The Patlak-Keller-Segel model cannot explain this
process as well as cannot describe the ’run and tumble’ movement of, for example, Eusterichia
Coli. This is because it is mainly directed to the long time scales evolutions [37]. As a con-
sequence, in recent years there is a tendency to use hyperbolic systems, which correspond to
models at the lower, mesoscopic scale. The main difference between the two approaches is
that diffusion systems describe the evolution via the density of the population whereas hyper-
bolic models are based on the individual movement behaviour. They take into account the fine
structure of the problem and are able to capture the particular features of the modeled quantity.
Moreover, they account for finite propagation speed. Lower level of description implies also
that some relevant model parameters, for example turning rates, can be measured from the in-
dividual movement patterns. This results in more realistic description on phenomena occurring
at short time scales.
This two classes of systems are linked by long time asymptotics. Moreover, both can be
derived following the theory of mixtures or using the kinetic transport equation of the velocity-
jump process
∂tf + v · ∇xf = T (φ, f)
where T is a turning operator modelling the change of direction of cells. In the later case,
hyperbolic models can be obtained under the hydrodynamical scalling t → t, x → x, while
parabolic systems are recovered as a limit of transport kinetic equations with diffusive scalling
t→ 2t, x→ x.
We focus now on describing a hyperbolic system proposed by Gamba et.al [44] to de-
scribe vasculogenesis process that we explained in the beginning of this chapter. As was men-
tioned before, it can be derived as a hydrodynamic limit of kinetic transport equations or from
the phenomenological observations and continuum mechanics. We give details of the second
approach, which basically follows the mixture theory approach, in which only one population
of cells and one type of a chemical substance is considered.
1.4. HYPERBOLIC MODELS OF CHEMOTAXIS 9
The model of vasculogenesis describes the early formation of vascular-like network from
randomly seeded, human endothelial cells. It concerns the time evolution of the density of cells
ρ(x, t), their velocity u(x, t) and the concentration of the chemoattractant φ(x, t). In order to
reproduce the behaviour observed in the experiments of Serini et. at [107], for example transi-
tions between disconnected structures and complex network or characteristic length of chords,
the construction of the model is based on the following assumptions:
• endothelial cells show persistence in their motion
• endothelial cells communicate via the release and absorption of a soluble growth factor
(VEGF-A)
• the chemical factors released by cells diffuse and degrade in time
• endothelial cells neither duplicate nor die during the process
• cells are slowed down by friction due to the interaction with the fixed substratum
• closely packed cells mechanically respond to avoid overcrowding
Now, following the approach based on the mixture theory presented in Section 1.2, we have to
write the mass and momentum balance equations. Following the analysis presented in general
case, under the model assumptions, we have
ρt +∇ · (ρu) = 0,
(ρu)t +∇ · (ρu⊗ u) = F ,
φt = D4φ+ aρ− bφ.
The first equation is a mass balance equation. Due to the absence of the source terms, based
of the model assumptions, the total mass of ρ is conserved in time. The last equation is e
reaction-diffusion equation describing the time evolution of the chemoattractant. It diffuses
with constant velocity D > 0, is produced by cells at rate a > 0 and degrades with a half
life 1b . The velocity field of cells is described by the second equation, where F states for
all phenomena that can influence the direction of cells movement. In order to finalize the
construction, we have to describe them.
The model assumes that cells can change direction or the speed due to the three main
mechanisms that is
F = Fchem + Fdiss + Fvol.
More precisely,
1. Body force:
Fchem = ρχ(ρ, φ)∇φ
It describes a change of the cells velocity due to the presence in the environment of the
growth factor φ, chemotaxis process. The chemosensitive function χ(ρ, φ) models how
the cells are responding to the gradient of its concentration. If it is constant, then the
strength of the response is the same for all concentrations.
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2. Contact force due to the interaction with the environment:
Fdiss = −αρu
Damping modelling the presence of a friction between the cells and the substratum. It
implies a dissipation of the momentum and leads to the decrease of the velocity.
3. Contact forces with other cells
Fchem = −∇[ρpi(ρ)]
Internal force, with pi(ρ) strictly positive, modelling the impenetrability of cells and giving rise
to stronger repealing effect at higher cells densities.
Together with the above assumptions the model of vasculogenesis can be written in the form
ρt +∇ · (ρu) = 0,
(ρu)t +∇ · (ρu⊗ u+ P (ρ)) = −αρu+ χρ∇φ,
φt = D4φ+ aρ− bφ.
where
P (ρ) =
∫
1
ρ
d
dρ
(ρpi)dρ.
In this thesis we present numerical and analytical study of the above model in one space di-
mension with P (ρ) = εργ , ε > 0, γ ≥ 1.
CHAPTER 2
ASYMPTOTIC STABILITY OF
CONSTANT STATIONARY STATES FOR
A 2× 2 REACTION-DIFFUSION
SYSTEM ARISING IN CANCER
MODELLING
2.1 Introduction
In this chapter we consider a model, based on the one presented in [101], of nonlinear par-
tial differential equations of reaction diffusion type, with cross diffusion terms, describing the
evolution of a density of tumor cells, which depends on the concentration of a nutrient. The
interaction is mutual: the cells use the nutrient in their metabolism and also stimulate the or-
ganism to increase its concentration. We also consider a pharmacological factor regulating
nutrient concentration. In this section we denote by φ the tumor cells density and by c the
nutrient concentration. A general form of the system reads
∂φ
∂t
= ∇ · (φ∇F (φ))−∇ · (ωφ∇c) + α(φ, c)
∂c
∂t
= D4c+ β(φ, c),
(2.1.1)
posed on a bounded domain Ω ⊂ R3 with smooth boundary and subject to periodic boundary
conditions on a torus.
The motion of the tumor cells is described via the density φ, which evolves according to
the first equation in (2.1.1). It is a continuity equation in which the flux of cells is biased by
diffusion and chemotactical transport up the gradient of a nutrient with constant chemotactic
sensitivity ω > 0. The nutrient moves according to linear diffusion with constant coefficient
D > 0. Both equations are endowed with terms describing production and degradation (reac-
11
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tion) processes. They are represented by the reaction terms α(φ, c), β(φ, c) having the form
α(φ, c) = γ1p̂
( c
c∗
− 1
)
φĤ(φ∗ − φ)− γ2p̂
(
1− c
c∗
)
φ− δφ (2.1.2)
β(φ, c) = −dcφ+Gφ−Rc. (2.1.3)
Production of tumour cells, described by the first term of (2.1.2), depends on the availability
of the nutrient and free space between the surrounding cells. There exist threshold values
c∗ and φ∗, which switches cells stage from proliferating to quiescent one. This behaviour
is obtained by the use of the functions Ĥ(x), p̂(x), which are regularized approximations of
the Heaviside function and the ‘positive part’ function (x)+ respectively. The second term of
equation (2.1.2) represents degradation of cells, when the nutrient concentration drops below
c∗. Production and degradation rates, γ1 and γ2 respectively, are assumed to be constant and
unequal. Moreover, the system is endowed with an additional death term,−δφ. It models death
of cells regardless feeding conditions. Production of the nutrient, with constant rate G > 0, is
due to the presence of tumour cells . Its degradation is a result of two processes. The first is
connected with the consumption of the nutrient by healthy and cancerous cells. It happens with
constant consumption rate d > 0. The second models pharmacological factor, which decreases
the amount of available nutrient with constant degradation rate R > 0.
After a short presentation of the model, we follow with its detailed description. As men-
tioned before, the flux of cells is biased by diffusion and chemotactic transport up to a gradient
of a nutrient. Denoting the velocity of cells as−→u , the flux equals φ−→u = −φ∇(F (φ))+ωφ∇c.
Here F denotes a nonlinear diffusion function due to the presence of a density dependent ran-
dom mobility for the tumor cells. We define f ′(φ) = φF ′(φ) so that f(φ) =
∫ φ
0 ξF
′(ξ)dξ.
From now on we assume F ′(φ) > 0, which implies f ′(φ) > 0. Typical examples for the
function F (φ) are F (φ) = log φ (classical linear diffusion), F (φ) = φγ with γ > 0 (porous
medium type diffusion) which models a divergent value for the random mobility as φ → +∞
due to volume filling effects (cf. e. g. [22, 73]), or F (φ) being an increasing function such
that the corresponding f(φ) has a finite limit as φ → +∞, which models saturation for large
densities. All the above cases can be included (as we shall work under in a small perturbation
framework). The last term in the definition of the flux describes a directional movement of
tumor cells towards higher concentration of nutrient. The parameter ω > 0 is the chemotac-
tic sensitivity of the tumor cells. The motion of the nutrient has a linear diffusion term with
constant diffusivity D > 0. The above mentioned rules define the flux in the continuity equa-
tion for the cells and the nutrient. The source term is represented by the equations (2.1.2),
(2.1.3). The first and the second term on the right hand side of the equation (2.1.2) contain
functions Ĥ(x), p̂(x), which are regularized approximations of the Heaviside function and the
‘positive part’ function (x)+ respectively [13]. The use of these mollifiers is motivated by the
finite response time of cells to the changes in the surrounding environment. The analysis of the
asymptotic behavior of the system requires α and β to be at least C1 functions. More precisely
we define
Ĥ(x) = Ĥσ(x) =

0 x < 0
hσ(x) 0 ≤ x ≤ σ
1 σ < x
, (2.1.4)
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with hσ(0) = 0, hσ(σ) = 1 and hσ ∈ C∞ ([0, σ]). The second function is
p̂(z) = p̂(z) =

0 z < 0
1
2z
2 0 ≤ z ≤ 
z − 2  < z
. (2.1.5)
The positive parameters σ, , as described in [13], define the thickness of the transition
between the two phases.
The first term in (2.1.2) describes the increase of the density of tumor cells as a result
of multiplication in the mitosis cycle and the growth of cells. These processes depend on the
number of cells undergoing duplication and the amount of essential nutrient. In the model we
assume the presence of two threshold processes. The function Ĥσ(φ∗−φ) describes the reduc-
tion of free space available to the cells and possibly, after crossing the threshold value φ∗, the
stopping of their growth. The rapidity of the switch from the proliferating stage to the quiescent
one is controlled by the parameter σ. As a second switch off factor we consider the minimal
nutrient concentration c∗ necessary for the cells to sustain their biological cycles. Following
[102], [101] we assume that the concentration of nutrient below the threshold value results not
only in limiting the growth but also in the cell’s death, which is modeled by the second terms
in (2.1.2). The parameters γ1 and γ2 are constant growth and death rates respectively. Based
on [54] let us assume γ1 > γ2, which reflects independence of tumor on growth factors, its
insensitivity to growth inhibitors and dependence on alternative, less demanding in nutrients,
metabolisms such as in the Warburg effect [124].
The last term in (2.1.2) models the natural death of cells (apoptosis) which occurs af-
ter a definite number of multiplications. Telomeres are responsible for this intrinsic counting
mechanism, capping both ends of chromosomes [51]. They are being shortened at every mi-
tosis cycle. After reaching the threshold length, suspension of replication occurs obeying so
called ‘end-replication problem’ stated by James D.Watson in 1970. The enzyme telomerase is
responsible for elongation of telomeres. Researches in this field showed that although telom-
erase is absent in somatic cells its activity is reported in 90% of all cancers. In chromosomes
of tumor cells the threshold length of telomeres is passed leading to their further shortening,
however, this process is accompanied by telomerase activation. Eventually telomeres are sta-
bilised at a constant length, which gives tumor cells immortality and an ability to proliferate
indefinitely. As highlighted in [123] immortality is not sufficient for the healthy cell to become
cancerous one, however, it gives a significant advantage. Apart from apoptosis, this death term
can be seen as an effect of radiotherapy, which destroys tumour cells and surrounding tissue.
By the presence of two, separate death terms we stress the difference between the pro-
cesses that they represent. First, −γ2p̂
(
1− cc∗
)
φ, disappear when the nutrient concentration
is higher then the threshold value c∗. In the avascular stage of a cancer growth this condition
is satisfied only in the external parts of the tumour. It leads to a formation of a necrotic core of
death cells. On the other hand, the term −δφ, models apoptosis or radiotherapy and concerns
all cells of a tumour regardless their position with respect to the tumour centre. In the view of
cancer treatment, this kind of separation gives more possible strategies to consider.
Nutrients such as oxygen, glucose or iron are the essential ingredients used in cell cycles.
Molecules are supplied by capillary network and consumed by cells. The minimal concentra-
tion of nutrient must be available for the cells to survive. While the tumor grows, uncontrolled
processes and unnaturally high demand for nutrients cause occurrence of regions of death cells.
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One of the characteristic features of tumor cells is their capacity of increasing the availability
of nutrient by stimulating formation of capillary network. Based on [102], [101] consumption
and degradation of nutrient is modeled by the first and second term in (2.1.3). The rates d and
G are assumed to be constant.
The last term in (2.1.3), withR > 0, models a pharmacological therapy the aim of which
is to limit the feeding ability motivated by [40], where killing tumor by starvation is suggested.
The first target would be destroying blood vessels supplying tissue in nutrients. In [52] a new
group of drugs, acting on specific parts of signalling pathways, is described. One of the type
of these molecular directed drugs works against angiogenesis by neutralizing VEGF (vascular
endothelial growth factor), which stimulates multiplication of endothelial cells forming inter-
nal layer of capillaries. Approved in 2004 bewacyzumab is an antibody acting in that way.
However, further research showed that antiangiogenic drugs don’t help unless augmented with
conventional chemotherapy. It was discovered that in the first phase of drug action the blood
network around tumour, which is chaotic and of poor quality, is being normalized [64]. Re-
maining capillaries deliver drugs and nutrients more effectively, causing in some cases even
increase in the rate of proliferation in some parts of tumour. In our model, as a simplification,
we consider only a constant decrease of nutrient as a result of pharmacological therapy.
The mathematical structure of the system (2.1.1) is that of a nonlinear reaction–diffusion
system with cross–diffusion terms. The literature related with the existence theory and the sta-
bility vs. instability properties of such systems is pretty large. The books [1, 106] are a good
reference for the existence of global solutions of systems of reaction–diffusion type, see also
[26, 110, 84], whereas the more recent [39, 32, 33] used Lyapunov functions and entropy meth-
ods to achieve asymptotic stability of stationary solutions. The dichotomy between stability and
instability is a classical problem which goes back to [116] and it has still many open issues.
Several applied contexts in which reaction–diffusion systems appear feature cross–diffusion
terms, meaning that one species can be transported via a velocity field directed up the gradient
of another species, such as in chemotaxis models. Starting from the earliy 80’s, Mimura and
other authors [88, 85, 87] addressed the problem of the asymptotic behavior of Lotka–Volterra
type systems with cross diffusion, in terms of formation of inhomogeneous steady states (seg-
regation) vs. stability of constant states (self–diffusion). See also the more recent papers by
Ni and other authors [81, 93]. The recent [66] is a very exhaustive review for reaction–cross–
diffusion systems.
Our results use as a main tool the classical symmetrization method, see for instance [71,
43, 108] in which this technique has been used for hyperbolic systems of conservation laws, and
the more recent [34] which applies symmetrization and entropy methods to reaction–diffusion
systems arising in the context of semiconductor modeling. Our nonlinear stability result is
proven via energy Sobolev estimates and it holds for small perturbation of constant states.
The symmetrization method works in any dimension for the linearized systems. However, due
to the complexity of the Sobolev type energy estimate, we shall prove the nonlinear result
only in one space dimension. The main technical difficulty in our computation lies in the fact
that the diffusion matrix and the reaction matrix after linearization can never be symmetrized
simultaneously in such a way to produce two negative definite quadratic forms. Therefore,
the (symmetrized) diffusion term will compensate the lack of negativity in the quadratic form
induced by the linearized reaction matrix.
The chapter is organized as follows. In section 2.2 we provide a precise statement of
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the problem and we state our main results (cf. subsection 2.2.2). This subsection contains the
precise statement of the structural conditions on the parameters needed to achieve stability of
steady states together with a suitable interpretation of the result in Remark 2. In section 2.3
we show how to apply the classical symmetrization method needed to prove the main stability
result to the linearized model. Finally, in section 2.4 we prove the main nonlinear stability
result.
2.2 Preliminaries and results
2.2.1 Constant stationary states
Let us rewrite system (2.1.1) in a form
∂φ
∂t
= ∆f(φ)−∇ · (ωφ∇c)
+γ1p̂
( c
c∗
− 1
)
φĤ(φ∗ − φ)− γ2p̂
(
1− c
c∗
)
φ− δφ
∂c
∂t
= D4c− dcφ+Gφ−Rc
(2.2.1)
and seek for constant, positive, stationary states (φ∞, c∞). The reaction terms involves regu-
larised approximations of Heaviside Ĥ and ‘positive part’ p̂ functions. The smoothing regions,
characterized by the structural constants σ, , are quadratic polynomials. To simplify the anal-
ysis we assume the solutions to be outside the smoothing regions. It means that
c ∈ [0, c∗ − ] ∪ {c∗} ∪ [c∗ + ,∞] and φ ∈ [0, φ∗ − σ] ∪ [φ∗,∞]. (2.2.2)
Under this assumption we state the following simple lemma.
Lemma 1. If 
c∗R
(
1 + δγ1 +

2c∗
)
G− dc∗
(
1 + δγ1 +

2c∗
) ≤ φ∗ − σ
1
2
 < c∗
δ
γ1
G > c∗d
(
1 +
δ
γ1
+

2c∗
) (2.2.3)
then the system (2.2.1) has a constant, non trivial steady state
(φ∞, c∞) =
 c∗R
(
1 + δγ1 +

2c∗
)
G− dc∗
(
1 + δγ1 +

2c∗
) , c∗(1 + δ
γ1
+

2c∗
) . (2.2.4)
Moreover, if one of conditions (2.2.3) is not satisfied, then the only steady states of system
(2.2.1) in the range (2.2.2) is the trivial solution (0, 0).
Proof. To see this let us assume that c∞ > c∗ + . From the condition β(φ∞, c∞) = 0 we
obtain c∞ = Gφ∞R+dφ∞ and the previous assumption turns to
φ∞ >
(c∗ + )R
G− d(c∗ + ) . (2.2.5)
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The condition α (φ∞, c∞) = 0 takes the form
γ1
(
Gφ∞
c∗(R+ dφ∞)
− 1− 
2c∗
)
φ∞Ĥ(φ∗ − φ∞)− δφ∞ = 0.
Now let us assume
φ∞ ≤ φ∗ − σ. (2.2.6)
Then the above condition becomes
γ1
(
Gφ∞
c∗(R+ dφ∞)
− 1− 
2c∗
)
φ∞ − δφ∞ = 0
and yields the non trivial solution
φ∞ =
c∗R
(
1 + δγ1 +

2c∗
)
G− dc∗
(
1 + δγ1 +

2c∗
) . (2.2.7)
Inserting (2.2.7) into c∞ = Gφ∞R+dφ∞ yields (2.2.4). To simplify the notation, from now on let us
denote Γ = 1 + δγ1 +

2c∗ . Then φ∞ =
c∗RΓ
G−dc∗Γ . It satisfies (2.2.5) if
1
2 < c
∗ δ
γ1
and (2.2.6) if
c∗RΓ
G− dc∗Γ ≤ φ
∗ − σ.
On the other hand, if φ∞ > φ∗ then the only solution is φ∞ = 0, which is a contradiction.
When c∞ < c∗ − , the only constant stationary solution is a trivial one (φ∞, c∞) = 0,
because α(φ∞, c∞) = 0 reduces to
−γ2
(
1− c∞
c∗
− 
2c∗
)
φ∞ − δφ∞ = 0.
Remark 1. In the limit δ → 0, which models evolution of tumour resistent to apoptosis, the
constant, non-trivial, stationary solution takes the form
(φ∞, c∞) =
(
c∗R
G− dc∗ , c
∗
)
if G > dc∗. (2.2.8)
Moreover, if there exists p > 0 such that{
p > φ∗
p > Rc
∗
G−dc∗
and G > dc∗, then the system (2.1.1) with δ = 0 has a family of equilibrium states charac-
terised by a parameter p in the form
(φ∞, c∞) =
(
p,
Gp
R+ dp
)
.
This is motivated by the fact that assuming c∞ > c∗ +  the condition
γ1p̂
(c∞
c∗
− 1
)
φ∞Ĥ(φ∗ − φ∞)− γ2p̂
(
1− c∞
c∗
)
φ∞ = 0
takes the form
γ1
(c∞
c∗
− 1− 
2c∗
)
φ∞Ĥ(φ∗ − φ∞) = 0
and is satisfied for φ∞ > φ∗.
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2.2.2 Results
In the previous section we described a system of reaction-diffusion type with cross diffusion
terms and found its constant, positive, stationary states. Now we state our results concerning
with the asymptotic behavior of the solutions near these equilibria. Due to complexity of a
three dimensional analysis we restrict our results to one spatial dimension. Let us introduce
vector notation
U = (φ, c)T ∈ (R× [0,∞))2 .
Then the system (2.1.1), reduced to one spatial dimension, can be written as
∂
∂t
U = (DUx)x + ~ϕ(U), (2.2.9)
where
D =
(
f ′(φ) −ωφ
0 D
)
, ~ϕ(U) =
(
α(φ, c)
β(φ, c)
)
.
To simplify the analysis we consider periodic boundary conditions on the torus.
Structural conditions
As we already stated above, our results uses symmetrization as a fundamental tool and
there’s a compensation between the symmetrized diffusion and the symmetrized reaction part.
This leads to structural assumptions on the constants involved in the model which are quite
involved. For the sake of completeness we state these structural conditions here and make
some comments afterwards.
We shall prove our results under the following structural assumptions.
Two conditions ensuring positive definiteness of the symmetriser of the linearised problem:
D − f̂
c∗ωRΓ
[(
D − f̂
) γ1
c∗ω
− RG
G− c∗dΓ
]
> 1, (2.2.10)
1
ωc∗
(
D − f̂
)[(G− c∗dΓ)2 + γ1RΓ
RΓ
]
>
Rc∗
G− c∗dΓ . (2.2.11)
One condition ensuring positive definiteness of the symmetrised diffusion matrix:
(D − f̂)
ωc∗
(
(G− dc∗Γ)2
RΓ
f̂ +Dγ1
)
> Rωc∗Γ +
GDR
G− c∗dΓ , (2.2.12)
and one ensuring a spectral gap of the energy of the symmetrised linear system:
−E (RG+Dg)
g2
+
RΓ(ωc∗ + γ1)
2gCΩ
+
g
2CΩ
(
1− f̂ D − f̂
ωc∗RΓ
)
− 1
2CΩ
[(
D − f̂
ωc∗RΓ
gf̂ +
DE
g
− ωc
∗RΓ
g
)2
− 4Df̂
(
D − f̂
ωRΓc∗
E − 1
)] 1
2
+
[(
γ1RΓ
g
− RG
g2
E + g
)2
+ 4γ1RΓ
(
D − f̂
ωc∗RΓ
E − 1
)] 1
2
< 0,
(2.2.13)
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where E :=
(
γ1
D−f̂
ωc∗ − RGG−dc∗Γ
)
, g := G − dc0Γ, and f̂ = f ′
(
c∗RΓ
G−dc∗Γ
)
to simplify
the notation, CΩ is the Poincare´ constant of the domain and Γ := 1 + δγ1 +

2c∗ .
Theorem 1. Suppose (2.2.3),(2.2.10),(2.2.11), (2.2.12), (2.2.13) are satisfied. Additionally let
‖ U0 − U∞ ‖H2(Ω)≤ η
for η small enough. Then, the non trivial equilibrium of the system (2.2.9)
U∞ =
(
c∗RΓ
G− dc∗Γ , c
∗Γ
)T
is asymptotically stable and
||U − U∞||H2(Ω) ≤ C1e−C2t||U0 − U∞||H2(Ω),
where C1 and C2 are positive constants depending on the structure parameters of the system.
Remark 2. A precise interpretation of the above structural conditions from a physiologi-
cal point of view is pretty hard. However, it is easily check that, assuming D > f̂ , condi-
tions (2.2.10), (2.2.11) and (2.2.12) are satisfied if ω is small enough, which is reasonable as
chemotaxis typically being a phenomenon which causes instabilities. The assumption D > f̂
can be justified by the macroscopic differences between the two groups: cells and molecules
[101],[16]. While the latter move freely in the extracellular liquid, cells are attached to them-
selves and to extracellular matrix [13], [102]. One can also easily observe that conditions
(2.2.10), (2.2.11) and (2.2.12) are satisfied for large enough value of G and small enough value
of R. Such combination of values of the parameters has a strong effect on the production of
nutrient and consequently on the production of tumor cells. In principle, that could be seen as
a destabilizing factor for the system. However, the higher the density of cells and the concen-
tration of nutrient, the stronger the degradation of the latter. This results in the decrease in the
tumor growth and as a consequence can imply stability. Choosing G and R on the contrary
as above: G small enough, R large enough, the conditions (2.2.10), (2.2.11) and (2.2.12) are
not satisfied. In this case the degradation dominates and concentration of nutrient goes to zero
causing that the non-trivial equilibrium may be unstable. Condition (2.2.13) is definitely more
a technical one: as it will be clear from the proof of theorem 1, it has to be interpreted as a
diffusion–dominated assumption.
Remark 3. Our result, stated in Theorem 1, holds also in the case of δ = 0 for a constant,
non-trivial equilibrium (2.2.8). The proof is the same as for the Theorem 1 so we omit it.
2.3 Stability of a linearised model
A standard approach in showing local stability of non linear systems is to study at first stability
of the linearised problem. The null solution and the non trivial equilibrium (2.2.4) are taken
into account. The results on the linearized problem are valid in any space dimension.
Let, in the vector notation introduced previously, U∞ be an equilibrium and U˜ a small
perturbation from it. Supposing the solution can be written as
U = U∞ + U˜ ,
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the linearised system (2.2.9) is
U˜t = D4U˜ +RU˜ . (2.3.1)
The matricesD,R ∈ M2x2(R), (diffusion and reaction matrix respectively), are
D =
(
f ′(φ∞) −ωφ∞
0 D
)
, (2.3.2)
R =
(
L1 L2
G− dc∞ −(R+ dφ∞)
)
, (2.3.3)
where L1 =
∂α(φ,c)
∂φ |(φ∞,c∞) and L2 = ∂α(φ,c)∂c |(φ∞,c∞).
The following theorem, describing the stability of the stationary states of the system
(2.3.1), holds under the structural conditions (2.2.10), (2.2.11), (2.2.12), (2.2.13).
Theorem 2. The trivial solution of the linearized system (2.3.1) is asymptotically stable for
any choice of the parameters. Moreover,under the structural conditions (2.2.10), (2.2.11),
(2.2.12), (2.2.13), if the condition (2.2.3) is satisfied, the non trivial equilibrium point (2.2.4)
is asymptotically stable and we have the estimate
||U − U∞||L2(Ω) ≤ C1e−C2t||U0 − U∞||L2(Ω),
where C1 and C2 are positive constants depending on the structure parameters of the system.
Proof. The proof of the stability result for the trivial stationary state is obtained by simple
estimate of L2 norm of U˜ using the energy method. We are going to present a proof only in
the case of non trivial equilibrium, since the computation follows the same strategy as for the
trivial state.
The linearized diffusion and reaction matrices in this case have the form (2.3.2) and
(2.3.3) respectively. The elements L1 and L2 of the reaction matrix are
L1 = γ1p̂
(c∞
c∗
− 1
)(
φĤ(φ∗ − φ)
)′
(φ∞,c∞)
− γ2p̂
(
1− c∞
c∗
)
− δ =
= δ
(
Ĥ(φ∗ − φ∞)− φ∞Ĥ ′(φ∗ − φ)|φ∞
)
− δ = δ · 1− 0− δ = 0,
L2 = γ1φ∞Ĥ(φ∗ − φ∞)
[
p̂
( c
c∗
− 1
)]′
(φ∞,c∞)
− γ2φ∞
[
p̂
(
1− c
c∗
)]′
(φ∞,c∞)
=
=
γ1
c∗
φ∞ − 0 = γ1
c∗
φ∞ > 0.
Now we want to show that under the structural conditions on parameters there exists a sym-
metric, positive definite matrix S such that the matrices SD, SR are symmetric. The matrix S
is determined up to a multiplying constant. Let us assume that
S =
(
S1 1
1 S2
)
,
with S1, S2 ∈ R. Then
SD =
(
S1f
′(φ∞) −S1ωφ∞ +D
f ′(φ∞) −ωφ∞ + S2D
)
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and
SR =
(
G− dc∞ S1L2 − (R+ dφ∞)
S2(G− dc∞) L2 − S2(R+ dφ∞)
)
.
We want these matrices to be symmetric so
f ′(φ∞) = −S1ωφ∞ +D ⇒ S1 = D − f
′(φ∞)
ωφ∞
,
S2(G− dc∞) = S1L2 − (R+ dφ∞) ⇒
⇒ S2 = 1
G− dc∞
(
D − f ′(φ∞)
ωφ∞
L2 − (R+ dφ∞)
)
.
The matrix S takes the form
S =
 D−f ′(φ∞)ωφ∞ 1
1 1G−dc∞
(
D−f ′(φ∞)
ω
γ1
c∗ − (R+ dφ∞)
)  = ( S1 1
1 S2
)
.
It is positive definite if the parameters of the system satisfy the conditions{
S1S2 − 1 > 0
S1 + S2 > 0,
which are equivalent to structural conditions (2.2.10), (2.2.11). Moreover, we require that the
matrix SD is positive definite, which means
det(SD) > 0 and tr(SD) > 0.
Because
det(SD) = (S1S2 − 1)Df ′(φ∞)
and S1S2 − 1 > 0, the determinant of the symmetrised diffusion matrix is always positive. It’s
trace is positive if
tr(SD) = (S1f
′(φ∞)− ωφ∞ + S2D) > 0,
which corresponds to the condition (2.2.12). For the symmetrised reaction matrix we obtain
det(SR) = (S1S2 − 1)(−L2(G− dc∞)),
which is always negative. It means that the matrix SR has eigenvalues with the opposite sign.
Now we prove the asymptotic convergence of the solution to the stationary state in the
L2 norm under the conditions specified in the theorem. In the proof we use the energy method.
We define the energy as a positive, quadratic form
E(t) =
1
2
∫
Ω
U˜ · SU˜dx,
where U˜ = U − U∞.
Because the matrix S is symmetric there exists an orthogonal matrixF such thatF TSF =
Λs and Λs is diagonal with the two eigenvalues of S as entries. Using this property we obtain∫
Ω
U˜TSU˜dx =
∫
Ω
U˜TFF TSFF T U˜dx =
∫
Ω
W˜ TΛsW˜dx,
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where W˜ = F T U˜ . Denoting by minS the smallest eigenvalue of the matrix S we get the
estimate ∫
Ω
U˜TSU˜dx ≥ min(S)
∫
Ω
|W˜ |2dx = min(S)
∫
Ω
|U˜ |2dx.
In the last step we used the fact that the orthogonal transformation doesn’t change the L2 norm.
From the above inequality we have
||U˜ ||2L2(Ω) ≤
1
min(S)
∫
Ω
U˜ · SU˜dx. (2.3.4)
To show the convergence of the solution U to the stationary state U∞ it is sufficient to show that
the quadratic form E(t) goes to zero asymptotically. We therefore estimate time derivative of
the energy. Let us remark that in the case of the trivial equilibrium, the matrix SR is negative
semi-definite, which helps the solution to get to equilibrium. Here the situation is different as
SR has eigenvalues with different sign. Let us denote by pos(SR) the positive eigenvalue of
SR.
d
dt
E(t) =
1
2
d
dt
∫
Ω
U˜ · SU˜dx =
∫
Ω
U˜TSU˜tdx ≤
≤
(
−|min(SD)|
C(Ω)
+ pos(SR)
)∫
Ω
|U˜ |2dx ≤
≤ 1
min(S)
(
−|min(SD)|
C(Ω)
+ pos(SR)
)∫
Ω
U˜ · SU˜dx,
where we used the fact that matrix SD is positive definite, the Poincare´ inequality, and (2.3.4).
To prove the convergence using the symmetrization method we suppose
M = −|min(SD)|
C(Ω)
+ pos(SR) < 0.
which corresponds to the condition (2.2.13). Under this assumption, applying Gronwall’s
lemma we obtain
E(t) ≤ E(0)exp
[
− 2
min(S)
|M |t
]
. (2.3.5)
Using a similar argument as in (2.3.4) we have
E(0) =
1
2
∫
Ω
U˜0 · SU˜0dx ≤ 1
2
max(S)
∫
Ω
|U˜0|2dx. (2.3.6)
Further estimate of (2.3.4) by (2.3.5) and (2.3.6) with U˜ = U − U∞ gives
||U − U∞||L2(Ω) ≤
√
max(S)
min(S)
e
− 1min(S) |M |t||U0 − U∞||L2(Ω),
where C1 =
√
max(S)
min(S) and C2 =
1
min(S) |M | as stated in theorem (2).
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2.4 Proof of the main theorem
In the previous section we proved linear stability of the non-trivial stationary state (2.2.4) far
from the smoothing region in any dimension and for any choice of the initial data in the case
our structural conditions are satisfied (the trivial equilibrium is stable regardless the system
parameters).
In the non linear case we study the asymptotic behavior of a one dimensional model
(2.2.9), for which we stated a theorem of convergence of solutions to the constant, stationary
states in H2 norm. In this section we present its proof.
As for the linear case, we shall rely on the standard symmetrization method. We consider
a solution as a perturbation U˜ from the equilibrium U∞, that is U = U∞ + U˜ , and rewrite the
system (2.2.9)
U˜t =
(
D(U∞ + U˜)U˜x
)
x
+ ~ϕ(U∞ + U˜),
where
~ϕ(U) =
(
γ1p̂
(
c
c∗ − 1
)
φĤ(φ∗ − φ)− γ2p̂
(
1− cc∗
)
φ− δφ
−dcφ+Gφ−Rc
)
and
D(U) =
(
f ′(φ) −ωφ
0 D
)
.
Expanding the vector ~ϕ(U∞ + U˜) in the Taylor series
~ϕ(U∞ + U˜) = ~ϕ(U∞) + J ~ϕ(U∞)U˜ + h.o.t.
with ~ϕ(U∞) = 0 and the Jacobian J ~ϕ(U∞) = R corresponding to the reaction matrix of the
linear case, we get
U˜t = D(U∞)U˜xx +
([
D(U∞ + U˜)−D(U∞)
]
U˜x
)
x
+RU˜ + ~H(U˜). (2.4.1)
The function ~H(U˜) = ~ϕ(U∞ + U˜)−RU˜ is continuous and ~H(U˜ = 0) = 0.
To prove the convergence of the solution to the stationary state in the H2 norm we esti-
mate L2 norms of U˜ , U˜x, U˜xx using the energy method. As usual, when dealing with linearised
stability, we assume a priori that
‖ U˜ ‖H2< η for η  1.
A simple continuation argument implies that ∀t>0 ‖ U˜(t) ‖H26 η assuming the initial data is
such that ‖ U˜0 ‖H26 η. For the sake of clarity, we state the continuation principle.
Theorem 3. Suppose ‖ U˜(t) ‖H2→ 0 as t → +∞ under the a priori assumption ∀t>0
‖ U˜(t) ‖H26 η  1. Then ∀t>0 ‖ U˜(t) ‖H2< η under the assumption on the initial datum
‖ U˜0 ‖H26 η.
Following the proof of Theorem 1 we define our first energy functional
E1(t) =
1
2
∫
Ω
U˜ · SU˜dx
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and estimate its time derivative
d
dt
E1 =
∫
Ω
U˜ · SU˜tdx =
∫
Ω
U˜ ·D(U∞)U˜xxdx+
+
∫
Ω
U˜ · S
([
D(U∞ + U˜)−D(U∞)
]
U˜x
)
x
+
+
∫
Ω
U˜ · SRU˜dx+
∫
Ω
U˜ · S ~H(U˜)dx =
4∑
i=1
Ii.
The I1 and I3 integrals are the same as in the linear case so we have
I1 ≤ −min(SD(U∞))
∫
Ω
|U˜x|2dx,
I3 ≤ pos(SR)
∫
Ω
|U˜ |2dx.
The I2 and I4 integrals we rewrite componentwise
I2 =
∫
Ω
U˜ · S
([
D(U∞ + U˜)−D(U∞)
]
U˜x
)
x
=
= −
∫
Ω
U˜x · S
[
D(U∞ + U˜)−D(U∞)
]
U˜xdx =
= −
(
S1
∫
Ω
Ψ(φ˜)φ˜2xdx− S1ω
∫
Ω
φ˜φ˜xc˜x +
∫
Ω
Ψ(φ˜)φ˜xc˜xdx− ω
∫
Ω
φ˜c˜2xdx
)
≤
≤ |S1|
∫
Ω
|Ψ(φ˜)|φ˜2xdx+ ω|S1|
∫
Ω
|φ˜| · |φ˜xc˜x|+
+
∫
Ω
|Ψ(φ˜)| · |φ˜xc˜x|dx+ ω
∫
Ω
|φ˜|c˜2xdx,
where Ψ(φ˜) = f ′(φ∞ + φ˜) − f ′(φ∞). Using the fact that the function Ĥ(φ∗ − φ) coincides
with the Heaviside function at the equilibrium and α(φ, c), β(φ, c) are C1 functions we have
~H(U˜) =
(
γ1
1
c∗ φ˜c˜
−dφ˜c˜
)
and the integral I4 can be estimated by
I4 ≤ γ1
c∗
|S1|
∫
Ω
φ˜2c˜dx+ d
∫
Ω
φ˜2c˜dx+
+
γ1
c∗
∫
Ω
φ˜c˜2dx+ d|S2|
∫
Ω
φ˜c˜2dx.
From now on we denote all positive constants depending on the parameters of the system as C˜
and small parameters as η.
Using the Sobolev inequality for a function u ∈ H10 ([0, 1]) and continuation principle
we obtain
∀t ≥ 0 ||U˜(t)||L∞ ≤ C˜||U˜(t)||H1 ≤ C˜η. (2.4.2)
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Moreover as a consequence of the continuity of the function Ψ and the condition Ψ(0) = 0 we
have
∃ a˜(Ψ, η) : ||Ψ(φ˜)||L∞ ≤ a˜ ∀ t ≥ 0 (2.4.3)
with φ˜ being a small perturbation from the equilibrium. Using the above inequalities and the
fact that S1, S2 are constant and bounded we estimate I2 and I4
I2 ≤ C˜||F (φ˜)||L∞
∫
Ω
φ˜2xdx+ C˜||φ˜||L∞
∫
Ω
(
φ˜2x + c˜
2
x
)
dx+
+ ||F (φ˜)||L∞
∫
Ω
(
φ˜2x + c˜
2
x
)
dx+ C˜||φ˜||L∞
∫
Ω
c˜2xdx ≤
≤ C˜η
∫
Ω
(
φ˜2x + c˜
2
x
)
dx,
I4 ≤ C˜||c˜||L∞
∫
Ω
φ˜2dx+ C˜||φ˜||L∞
∫
Ω
c˜2dx ≤
≤ C˜η
∫
Ω
(
φ˜2 + c˜2
)
dx.
Summing four integrals we obtain
d
dt
E1(t) ≤
(
C˜η −min (SD(U∞))
)∫
Ω
|U˜x|2dx+
(
C˜η + pos (SR)
)∫
Ω
|U˜ |2dx.
Next we define energies E2 and E3 as
E2(t) =
1
2
∫
Ω
U˜x · SU˜xdx,
E3(t) =
1
2
∫
Ω
U˜xx · SU˜xxdx
and estimate their time derivatives using the same method as for E1.
d
dt
E2(t) = −
∫
Ω
U˜xx · SD(U∞)U˜xxdx+
−
∫
Ω
U˜xx · S
[
D(U∞ + U˜)−D(U∞)
]
x
U˜xdx+
−
∫
Ω
U˜xx · S
[
D(U∞ + U˜)−D(U∞)
]
U˜xxdx+
∫
Ω
U˜x · SRU˜xdx+
+
∫
Ω
U˜x · S
[
~H(U˜)
]
x
dx,
d
dt
E3(t) = −
∫
Ω
U˜xxx · SD(U∞)U˜xxxdx+
−
∫
Ω
U˜xxx · S
[
D(U∞ + U˜)−D(U∞)
]
xx
U˜xdx+
− 2
∫
Ω
U˜xxx · S
[
D(U∞ + U˜)−D(U∞)
]
x
U˜xxdx+
−
∫
Ω
U˜xxx · S
[
D(U∞ + U˜)−D(U∞)
]
U˜xxxdx+
+
∫
Ω
U˜xx · SRU˜xxdx+
∫
Ω
U˜xx · S
[
~H(U˜)
]
xx
dx.
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Rewriting all terms componentwise and using the smallness of the L∞ norm of Ψ(φ), U˜ and
U˜x we find that
d
dt
E2 ≤
(
C˜η + pos(SR)
)∫
Ω
∣∣∣U˜x∣∣∣2 dx+
+
(
C˜η − |min(SD(U∞))|
)∫
Ω
∣∣∣U˜xx∣∣∣2 dx,
d
dt
E3 ≤ C˜η
∫
Ω
∣∣∣U˜x∣∣∣2 dx+ (C˜η + pos(SR))∫
Ω
∣∣∣U˜xx∣∣∣2 dx+
+
(
C˜η − |min(SD(U∞))|
)∫
Ω
∣∣∣U˜xxx∣∣∣2 dx,
The sum of all three energies E(t) is
d
dt
E(t) ≤
(
C˜η + pos(SR)
)
||U˜ ||2L2 +
(
3C˜η + pos(SR)− |min(SD(U∞))|
)
||U˜x||2L2 +
+
(
2C˜η + pos(SR)− |min(SD(U∞))|
)
||U˜xx||2L2 +
+
(
C˜η − |min(SD(U∞))|
)
||U˜xxx||2L2 .
Using Poincare´ inequality with a constant C(Ω) we compensate the first, positive term and
obtain
d
dt
E(t) ≤
(
C˜η + pos(SR)− |min(SD(U∞))|
2C(Ω)
)
||U˜ ||2L2 +
+
(
3C˜η + pos(SR)− |min(SD(U∞))|
2
)
||U˜x||2L2 +
+
(
2C˜η + pos(SR)− |min(SD(U∞))|
)
||U˜xx||2L2 +
+
(
C˜η − |min(SD(U∞))|
)
||U˜xxx||2L2
≤
(
3C˜η + pos(SR)− |min(SD(U∞))|
2C(Ω)
)
‖ U˜ ‖2H2 +
+
(
C˜η − |min(SD(U∞))|
)
||U˜xxx||2L2 . (2.4.4)
Supposing that η can be arbitrary small, we assume
M = C˜η + pos(SR)− |min(SD(U∞))|
2
< 0,
where C˜ is the maximum of the previous constants. Under this assumption the last term in
(2.4.4) is negative, so we estimate it by zero. Then, using the relation (2.3.4), we obtain
d
dt
E(t) ≤ − 2
min(S)
|M |E(t).
From the Gronwall’s lemma and the explicit form of U˜ we get
||U − U∞||H2(Ω) ≤
√
max(S)
min(S)
||U0 − U∞||H2(Ω)e−
M
min(S) t,
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Denoting C1 =
√
max(S)
min(S) and C2 =
M
min(S) we obtain the result stated in the theorem, which
proves the convergence of the solution U to the constant, stationary state U∞ as t→∞.
2.5 Conclusion
The mathematical model that we presented is a system of non linear partial differential equation
of reaction-diffusion type with cross diffusion terms. It describes the evolution of a density of
tumour cells, which depends on the availability of an essential nutrient. It is assumed that cells
move due to non linear diffusion and chemotaxis towards higher concentration of the nutrient.
The model develops on the basis of two main observations for tumour cells. First, they grow
and proliferate only under specific conditions. There exist threshold values of nutrient concen-
tration and cells density, which puts cells in quiescent stage. Second, the death of tumour cells
occurs as a result of insufficient amount of nutrient and apoptosis. The nutrient is assumed
to diffuse linearly in the tissue, where it is consumed. Its concentration is being augmented
due to the presence of chemical substances released by tumour cells and decreased by external,
pharmacological, factors.
The results that we presented concern asymptotic behaviour of a one dimensional, non
linear model. We proved a theorem of convergence of solutions to constant, stationary states in
H2 norm. As a main tool we used the classical symmetrization method. Our non linear stability
result is proven via energy Sobolev estimates and holds for small perturbations of initial data
from the constant states. The geometrical structure of the diffusion and reaction matrices after
linearisation excludes their simultaneous symmetrization in such a way to produce two negative
definite quadratic forms. It was the main, technical difficulty in the computation.
Theoretical studies of biological phenomena can verify existing hypothesis or indicate
other processes that produce the observed results. Studies of the asymptotic behaviour of solu-
tions of mathematical models of tumour growth can be informative while planning a treatment
of a cancer. Its suspension depends on the strength of drugs and efficiency of their delivery in
the tissue. Numerical simulations of specific treatment solutions can give essential information
before applying them to the human organism. Our work shows that under specific conditions
on the system parameters, the solutions converge asymptotically to the stationary states, which
can be associated with tumour suspension. The results are limited to the case of initial datum
being a small perturbation from the equilibrium, however can serve as a model for an early
stage of tumour growth with introduced treatment.
From the modelling point of view, a suggestive improvement to the present model, would
be using more complicated death terms representing pharmacological treatment. Also, consid-
ering a regulating effect of the blood network in the first phase of treatment, has a significant
meaning in the view of new anti angiogenesis drugs. As a future work asymptotic behaviour
of two dimensional system is considered. The next step would be obtaining the stability results
without the constraints on the initial datum.
CHAPTER 3
BACKGROUND ON NUMERICAL
METHODS
3.1 Introduction
Mathematical analysis of chemotaxis models is still limited to special cases. The existing re-
sults are obtained assuming for example small, regular initial data, absence of vacuum states or
describe only what happens with solutions for long times. Even so well-known systems such
as compressible Euler equations have still many open problems. For example how the solution
changes near the vacuum and how it becomes the canonical kind of behaviour after finite time.
Also important is to study the nonlinear stability of travelling wave solutions and answer what
the large time bahaviour of the solutions is. Is there always a time asymptotic equivalence
between Euler equations with damping and the porous medium equation when vacuum occurs.
This motivates us to use numerical simulations in order to get a better insight into the behaviour
of complex systems.
In this chapter we focus our attention on numerical methods to approximate advection-
reaction-diffusion systems. Usually each mathematical model needs an individual numerical
treatment in order to reflect all its physical features. We are going to present a brief overview
of the methods used for parabolic and hyperbolic models of chemotaxis. In particular, we are
going to describe schemes adapted to treat nonlinear, cross diffusion terms, coupling between
equations, vacuum and influence of sources, which presence can lead to non constant stationary
solutions.
The main objective is to present different space discretizations of partial differential
equations. The resulting semi-discrete system, which is an ordinary differential equation, has
to be then integrated in time using explicit methods depending only on the previous times or
implicit, which involve also states at actual time. A simultaneous presence of for example dif-
fusion and advection, which are characterized by respectively high and low stiffness, requires
the use of splitting techniques between explicit and implicit treatment to avoid restrictive time
steps. We are not going to focus much on this aspect, but rather on the space discretization
techniques based on the finite difference and finite volume approach.
The finite difference methods involve an approximation of partial derivatives by finite
differences. Upwind and centered discretizations are among the most common ones that form
a scheme. A special attention is given to conservative form of schemes, which if monotone,
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are L∞ stable and total variation diminishing, but are at most of the first order. Higher order
schemes can be obtained via the flux-limiter approach and are called high resolution schemes.
They combine a first order in space, monotone scheme with higher order one in such a way
that in smooth regions the scheme has higher order, keeping the numerical viscosity low, while
near discontinuities the flux-limiter switch it to the lower one to avoid oscillations. These time
of schemes are very efficient for purely transport problems and can be used in the more ad-
vanced methods for advection-diffusion systems. One of such methods involves the relaxation
techniques and is based on a discrete-kinetic approximation of the problem. As a result the
nonlinearities are shifted from the derivatives into the source term and implies that a only di-
agonal system of linear transport equations has to be solved. This is an explicit method, but
choosing suitably the order of the discrete approximation and low viscosity high resolution
scheme for the linear problem it is possible to construct very accurate scheme, which can be
also easily extended to higher dimensions.
On the other hand, finite volume methods are based on the integral formulation of a par-
tial differential equation defined for so called control volumes. In one dimension the solution
can be approximated by a function that is constant at each of these cells and has a discontinuity
in the form of a jump at their boundaries, where the Riemann problem can be defined. The
Godunov type schemes are based on this approach. The numerical flux functions, defining the
finite volume scheme, are obtained by solving the above Riemann problem for each control
volume. The exact solution are rarely available and require many computational iterations and
approximations, called approximate Riemann solvers, are used instead. Roe’s method, HLL,
HLLC or Suliciu are among the most common solvers. They vary in accuracy and complexity.
For example, Roe’s approach needs a special matrix, called Roe’s matrix, in order to linearize
the flux. Constructing a solver we can assume the structure of the solution to the Riemann
problem in order to avoid verifying all the possibilities. In particular, for HLL solver it is con-
sidered that only two rarefaction wave are present, while in HLLC a contact discontinuity is
added. However, this approached require estimates of the wave speeds in order to get the ap-
proximate solution of the Riemann problem. On the other hand, Suliciu solver is based on the
relaxation approximation such that all the fields of the new, approximate system are linearly
degenerate and the exact solution to the Riemann problem can be easily found.
The above methods concern only homogeneous systems, however, usually real, physical
phenomena imply that in the model the source terms are present. They can describe reac-
tion processes such as production or degradation, friction in the momentum balance equations,
chemotaxis in the hyperbolic models, topography in the shallow water equations or forces.
Their numerical approximation very often is not a trivial task due to high stiffness in the case
of reactions and friction or some geometric properties characteristic for chemotaxis and topog-
raphy. What is more, the balance between the internal forces and the sources can result in non
constant stationary solutions and simple, pointwise methods are unable to capture them. As the
effect of high stiffness can be approximated accurately by implicit discretizations, preserving
the non-constant steady states is not so simple. To obtain this goal the fluxes and the sources
have to be treated at the same time level in order to preserve a discrete version of stationary
equations. This lead to the so called well-balanced schemes, which by special reconstruction
of the interface variables are able to approximate accurately equilibria.
Parabolic and hyperbolic models of chemotaxis, which are the core of the thesis, involve
cross diffusion with nonlinear, degenerate terms, coupling between parabolic and hyperbolic
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equations, reaction parts describing birth, growth and death very often endowed with threshold
quantities, and sources involving space derivatives thus with geometric structure. In the further
chapters we foccus our attention on numerical approximation and analysis of these problems.
This is why, at first we give a brief description of the available methods that can be used to
obtain this goal.
This chapter is organized as follows. In the beginning we present a short introduc-
tion to finite difference method focusing on conservative schemes, flux limiter approach, basic
implicit-explicit splitting and more advanced schemes based on relaxation techniques. Sections
3.3 and 3.4 are devoted to numerical methods for balance laws using finite volume approach.
In the former we present an extension of scalar schemes to systems and the Godunov-type
schemes for homogeneous problems, while in the later we focus on the approximation of the
source terms. In the end we describe the influence and numerical treatment of boundary con-
ditions.
3.2 Finite differences methods
Finite difference method for a scalar, one dimensional, advection-diffusion problem
ut + f(u)x = d(u)xx, for (x, t) ∈ [0, L]× [0, T ] (3.2.1)
is based on the approximation of partial derivatives by finite differences. In order to construct
a numerical scheme we at first have to discretize a space-time plane. In the simplest case
we define an uniform grid on [0, L] × [0, T ] by elements (xi, tn), 0 ≤ i ≤ s, 0 ≤ n ≤ N .
Denoting by ∆x, ∆t space and time discretization steps respectively, the grid points are defined
as (xi, tn) = ((i − 1)∆x, n∆t) for integers i = 1, 2, ..., s and n = 0, 1, ..., N such that
(x1, t
0) = (0, 0) and (xs, tN ) = (L, T ). For any function u = u(x, t) defined on the grid we
denote by uni to be an approximation of u at node xi at time step t
n.
Having constructed a numerical domain for the problem (3.2.1) we can define finite
difference approximating partial derivatives. There are many methods to do this. The most
common for a linear case, where f(u) = au and d(u) = du, d ≥ 0, are
I-order forward upwind difference:
∂u
∂x
≈ ui − ui−1
∆x
I-order backward upwind difference:
∂u
∂x
≈ ui+1 − ui
∆x
II-order centered difference:
∂u
∂x
≈ ui+1 − ui−1
∆x
∂2u
∂x2
≈ ui+1 − 2ui + ui−1
∆x2
A semi-discrete form of a scheme contains finite differences replacing only spatial derivatives
that is for example
d
dt
ui(t) +
a
∆x
(ui(t)− ui−1(t)) = d
∆x2
(ui+1(t)− 2ui(t) + ui−1(t)) , a > 0.
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To obtain a fully discrete scheme we need to define the finite difference for the time deriva-
tive and determine when the spatial ones are calculated. We have to choose between explicit
approximation, depending only on the states at time steps up to tn, or implicit discretization,
in which finite differences are calculated up to time tn+1. The difference between the two
approaches is visible when we deal with stiff terms in diffusion or damping. These kinds of
processes are approximated better if treated implicitly. The explicit method requires a strong
condition on the time step, which in the case of diffusion is of order ∆x2.
3.2.1 Conservative schemes
Let us focus our attention on explicit, one step in time methods for the problem (3.2.1). A
general (2k + 1)- points finite difference scheme can be presented as
un+1i = H
(
uni−k, . . . , u
n
i+k
)
, ∀i ∈ I, (3.2.2)
where I = {i : xi ∈ [0, L]}. In many problems the unknown u describes a physical quantity
a function of which is conserved in time. For example if we consider u(x, t) to be a density
of gas closed in a container, or cells of bacteria moving in a bounded area without possibility
to leave it, the quantity to be preserved is the total mass M =
∫
Omega u(x, t)dx of particles
or cells. We want the numerical approximation to conserve it also. One of the methods is to
consider schemes in a conservative form
un+1i = u
n
i −
∆t
∆x
{fn
i+ 1
2
− fn
i− 1
2
}, (3.2.3)
where function fi+1/2 is defined using numerical flux functions F ,D
fn
i+ 1
2
= F(uni−k+1, ..., uni+k)−
1
∆x
[D(uni−k+2, ..., uni+k)−D(uni−k+1, ..., uni+k−1)]. (3.2.4)
A scheme of the form (3.2.2) can be put in conservative form if and only if for each vector
u = (ui)i∈I ∈ L1(I) such that H(u) ∈ L1(I) holds∑
i∈I
H(ui−k, ..., ui+k) =
∑
i∈I
ui.
Moreover, the conservative scheme (3.2.3) with a numerical flux function (3.2.4) is consistent
with the equation (3.2.1) if for all functions u
F(u, ..., u) = f(u),
D(u, ..., u) = d(u). (3.2.5)
For a 3-points scheme, corresponding to k = 1 in (3.2.2), for the problem (3.2.1) the flux
function D(u) coincides with d(u) in the second order centered scheme. The numerical flux
functions F(u, v) for the transport part for the basic schemes are
• Upwind scheme:
F(u, v) = f(u) if f ′(u) > 0
F(u, v) = f(v) if f ′(u) < 0
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• Lax-Friedrichs scheme:
F(u, v) = 1
2
(f(u) + f(v)) +
∆x
2∆t
(u− v)
• Lax-Wendroff scheme:
F(u, v) = 1
2
(f(u) + f(v))− ∆t
2∆x
C(u, v)(f(v)− f(u)),
where C(u, v) is a consistent approximation of the Jacobian of f .
An important class of numerical schemes are monotone schemes, which satisfy
∂Hi
∂uj
≥ 0, j = i− 1, i, i+ 1, i, j ∈ I. (3.2.6)
Assuming f ′(u) ≥ 0, the function H for the upwind scheme is
Hi = ui − ∆t
∆x
(f(ui)− f(ui−1)) + ∆t
∆x2
(d(ui+1)− 2d(ui) + d(ui−1)). (3.2.7)
Then the monotonicity condition takes the form
∆t
∆x
f ′(ui−1) +
∆t
∆x2
d′(ui−1) ≥ 0
1− ∆t
∆x
f ′(ui)− 2 ∆t
∆x2
d′(ui) ≥ 0
∆t
∆x2
d′(ui+1) ≥ 0
∀i ∈ I, (3.2.8)
yielding the L∞ stability of the scheme under the following CFL condition
∆t ≤ ∆x
2
∆xmax|u|≤||u0||∞ |f ′(u)|+ 2 max|u|≤||u0||∞ d′(u)
. (3.2.9)
A monotone scheme, if can be put in a conservative form, is L∞ stable and Total Variation
Diminishing (TVD) that is
TV (un+1) ≤ TV (un), where TV (u) =
∑
i∈I
|ui+1 − ui|. (3.2.10)
TVD schemes don’t create new oscillations in the approximate solution. Harten in [55] showed
that they converge in L∞ to the correct weak solutions of the transport equation. However,
conservative, consistent and monotone schemes such that the function H is C3 are at most of a
first order. Constructing a second order, TVD scheme is not an easy task. In the next section
we present an approach based on the flux-limiter functions, which transforms a 3-points, first
order scheme into a 5-points, second order one.
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3.2.2 High resolution schemes: the flux-limiter approach
Another approach to deal with the problem (3.2.1) are so-called high resolution schemes. They
combine a first order in space, monotone scheme with order higher than one. Using flux-
limiters functions, these schemes are at least of second order accurate in the smooth regions
and switch to a first order near discontinuities. This is motivated by the fact that a first order
scheme is stable near discontinuities, but is characterized by a high numerical viscosity. On the
other hand, a higher order scheme will be less diffusive but in non-smooth regions can produce
oscillations. In this section we are going to give a brief description of this method. For a more
detailed presentation we send to [45], [76], [63].
Let us consider a general, semi-discrete system u′(t) = F (u), where F denotes space
discretization of a differential space operator. We can write a second order scheme as a sum
of a low order one and a correction. However, a high order scheme produces oscillations near
discontinuities, so by limiting the correction (FH − FL) we can control them thus
FH = FL + ϕ(θ)(FH − FL), (3.2.11)
where the function ϕ(θ) equals one in smooth regions and zero near discontinuities. The pa-
rameter θ measures the ”smoothness” of solutions. For example, we can take θ as a ratio
between successive differences of the solution. Then, if θ > 0 the function is smooth, whereas
θ < 0 signifies the presence of oscillations.
In particular, for a homogeneous, linear equation
ut + aux = 0, a > 0, (3.2.12)
3-points explicit, consistent scheme can be put in the following form
un+1i = M(u
n) = uni − a
∆t
2∆x
(uni+1 − uni−1) +
q
2
(uni+1 − 2uni + uni−1). (3.2.13)
It is monotone under the condition
a
∆t
∆x
≤ q ≤ 1 (3.2.14)
and becomes the upwind scheme for q = a∆t∆x . Let us choose, following Sweby [112], as a
high-order scheme the second order Lax-Wendroff scheme. It is obtained from (3.2.13) taking
q = (a∆t/∆x)2. Denoting by λ = ∆t/∆x and rewriting it in the form (3.2.11) we get
un+1i = LW (u
n) = uni − a
λ
2
(uni+1 − uni−1) +
(aλ)2
2
(uni+1 − 2uni + uni−1)
= M(un)− q − (aλ)
2
2
(uni+1 − 2uni + uni−1)
= M(un)− q − (aλ)
2
2
(4i+1/2un −4i−1/2un). (3.2.15)
Now let us introduce a flux-limiter function to control the second order correction obtaining
the following approximation
un+1i = FL(u
n) = M(un)− q − (aλ)
2
2
(ϕni+1/24i+1/2un − ϕni−1/24i−1/2un). (3.2.16)
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The limiters φni+1/2 and φ
n
i−1/2 depend on the ratio between successive differences via a func-
tion φ that is
ϕni+1/2 = ϕ
(4i−1/2un
4i+1/2un
)
(3.2.17)
where φ satisfies {
ϕ(r) = 0 for r ≤ 0
0 ≤ ϕ(r) ≤ min( 2r|λ|ν , 21−|λ|ν ) for r > 0
(3.2.18)
to guarantee that the scheme is TVD. At Figure 3.1 there are some examples of flux-limiter
function ϕ :
• Minmod: ϕ(r) = max{0,min{r, 1}}
• Modified Minmod: ϕ(r) = max{0,min{ 2rλν , 21−λν }}
• Superbee di Roe: ϕ(r) = max{0,min{ 2rλν , 1},min{r, 21−λν }}
• van Leer: ϕ(r) = 2r1+r
Taking the upwind method for a general, linear, transport problem (3.2.12) with a ∈ R
as the monotone, first order scheme the equation (3.2.16) becomes
un+1i = u
n
i − a
λ
2
(4i+1/2un +4i−1/2un)
+ |a|λ
2
(
ψi+1/24i+1/2un − ψi−1/24i−1/2un
)
, (3.2.19a)
where
ψi±1/2 = 1− (1− |a|λ)ϕ(rn,i±1/2sgn(a) ) (3.2.19b)
and
r
i+1/2
+ =
∆i−1/2u
∆i+1/2u
, r
i+1/2
− =
∆i+3/2u
∆i+1/2u
. (3.2.19c)
Figure 3.1: Examples of flux-limiter functions φ.
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3.2.3 θ-method
In the previous section we presented fully explicit, conservative schemes. However, explicit
methods give good results only when applied to non-stiff terms such as advection. The presence
of processes characterized by a high stiffness requires much smaller time step to assure stability.
In the case of diffusion it is of order ∆x2. An application of implicit methods weakens this
condition. For the problem (3.2.1) instead of treating all the terms explicitly or implicitly we
can split the derivative operators and treat different terms with different methods. The simplest
approximation with an explicit-implicit splitting is the θ- scheme. For a semi-discrete problem
we split the operator F in the following way
u′(t)i = Fi = (F1)i + (F2)i, (3.2.20)
where F1 and F2 are space discretization of non-stiff and stiff terms respectively. Then the θ-
scheme has the form
un+1i = u
n
i + ∆t(F1)
n
i + ∆t(1− θ)(F2)ni + ∆tθ(F2)n+1i , (3.2.21)
where the parameter θ ∈ [0, 1]. If θ = 0 the scheme reduces to the explicit method, while
using θ = 1 we get fully implicit scheme. For θ = 1/2 the scheme is called Crank-Nicholson
scheme.
The advantage of the above approach is that by mixing explicit-implicit discretization
we can treat stiff and non-stiff terms in an optimal way. However, dependence of the finite
differences for the space derivatives on the actual state results in the increase of computational
complexity. More precisely, if we deal with nonlinear diffusion at each time step we have to
solve a system of nonlinear equations, which can be very expensive computationally.
3.2.4 Advanced explicit schemes based of the relaxation technique
In this section we describe numerical schemes based on a discrete, kinetic approximation of
systems of conservation laws introduced by Aregba-Driollet and Natalini in [6]. When we deal
with nonlinear transport-diffusion problem, the main advantage of this approach is shifting
the nonlinearities from the derivatives into a source term. It results in solving only a system
of linear, transport problems in order to find a solution at time step tn+1, which reduces the
computational complexity. We are going to present the basic ideas of the method on a scalar,
D-dimensional equation.
Let us consider
ut +
D∑
d=1
(Ad(u))xd = ∆[B(u)], (x, t) ∈ RD × [0,∞), (3.2.22)
where A(u), B(u) are Lipschitz continuous functions such that for every vector ξ ∈ RD the
matrix
∑D
d=1 ξdA
′
d(u) has real eigenvalues and is diagonalizable and the real parts of the eigen-
values of B′(u) are nonnegative. The scheme for the problem (3.2.22) is based on the discrete
BGK approximation. It is composed of a sequence of diagonal, semilinear equations of the
form
∂tf
 +
D∑
d=1
Γd∂xdf
 =
1

(M(u)− f )  > 0. (3.2.23)
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For f ∈ RN+N ′ it can be split in the following way
∂tf

l +
D∑
d=1
λld∂xdf

l =
1

(Ml(u
)− f l ) , 1 ≤ l ≤ N,
∂tf

m + +
D∑
d=1
γσmd∂xdf

m =
1

(
B(u)
N ′θ2
− f m
)
, N + 1 ≤ m ≤ N ′ +N,
(3.2.24)
where
u(x, t) =
N+N ′∑
l=1
f l (x, t) (3.2.25)
and  > 0, λld ∈ R, γ = µ+ θ
√
N ′√

where µ ≥ 0, θ > 0, N ′ ≥ D+ 1 are parameters. The set
σN+1, ..., σN+N ′ is an orthonormal family such that
∑N+N ′
m=N+1 σm = 0.
Equations (3.2.22) and (3.2.24) are linked together by the compatibility conditions
N∑
l=1
Ml(u) = u− B(u)
θ2
(3.2.26a)
N∑
l=1
λldMl(u) = Ad(u) d = 1, ..., D. (3.2.26b)
The monotonicity of the Maxwellian functions M(u) assures the stability of the scheme. Tak-
ing N = 2D and velocities parallel to the axes
λjd = δjdλmd, λD+j,d = δjdλpd j = 1, ..., D d = 1, ..., D (3.2.27)
with λmd < λpd, to be chosen, we can define the Maxwellian functions as
Md(u) =
1
λpd − λmd
(
λpd
D
(
u− B(u)
θ2
)
−Ad(u)
)
,
MD+d(u) =
1
λpd − λmd
(
−λmd
D
(
u− B(u)
θ2
)
+Ad(u)
)
.
(3.2.28)
Let us give more details for the one dimensional problem. Numerical approximation of
the solution u to (3.2.22) at time step tn+1 consists of two steps, which are the result of the
splitting between transport processes and the source in (3.2.24). More precisely, at first we
solve a homogeneous system of linear equations
∂t ~f
 + Γ∂x ~f
 = 0, (3.2.29)
where
~f  = [f 1, ...f

N , f

N+1, ..., f

N+N ′ ]
T (3.2.30)
and
Γ = [λ1, ..., λN , γ
σN+1, ..., γ
σN+N ′ ]
T . (3.2.31)
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with the initial condition ~f ,0
f ,0l = Ml(u
0) for 1 ≤ l ≤ N, (3.2.32)
f ,0m =
B(u0)
N ′θ2
for N + 1 ≤ m ≤ N +N ′. (3.2.33)
The above, homogeneous system is diagonal and can be solved one by one by any explicit
method such as simple upwind scheme. However, to diminish artificial viscosity and increase
accuracy high resolution schemes are better. Then we project the result onto the equilibrium
that is
un+1 = un+1/2 =
N+N ′∑
k=1
f
,n+1/2
k , (3.2.34)
which corresponds to the fractional method for the source term in (3.2.24).
The authors of [6] derived general stability conditions based on the suitable choice of
the parameters θ, λ, µ, .They are derived from the monotonicity conditions for the Maxwellian
functions and in one space dimension have the form
λm
(
1− B
′(u)
θ2
)
< A′(u) < λp
(
1− B
′(u)
θ2
)
. (3.2.35)
To find the suitable constraints on the parameters they choose at first a parameter α ∈]0, 1[ such
that
0 ≤ α ≤ 1− B
′(u)
θ2
yielding θ2 =
supu |B′(u)|
1− α . (3.2.36)
Then, taking for example λm = −λp = λ we get
λ >
supu |A′(u)|
α
. (3.2.37)
The CFL condition is the minimum of the two hyperbolic conditions for each part of the ho-
mogeneous system (3.2.24)
∆t ≤ min
{
∆x
λ
,
∆x
µ√
2
+ θ√

}
, (3.2.38)
where , for a three point scheme, is such that(
µ√
2
+
θ√

)
∆x
2θ2
= 1. (3.2.39)
The resulting numerical scheme is TVD and converges to weak solution for the pure advection
problem. Moreover, for scalar equation it converges to the entropy solution.
3.3 Systems of conservation laws
We presented numerical methods for scalar, advection-diffusion equations. We considered a
one dimensional Cauchy problem
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{
ut + f(u)x = 0 x ∈ R, t > 0
u(x, 0) = u0(x) x ∈ R (3.3.1)
and a general, conservative (2k+1)-points scheme on an uniform grid with the mesh size ∆x
un+1i +
∆t
∆x
(fni+1/2 − fni−1/2) = 0, i ∈ Z, n ≥ 0. (3.3.2a)
Numerical fluxes fi+1/2 were defined by a numerical flux function F : R2k → R
fi+1/2 = F(ui−k+1, . . . , ui+k) (3.3.2b)
consistent with (3.3.1) if
∀u ∈ R F(u, . . . , u) = f(u).
Now we are going to describe numerical methods for systems of conservation laws of
the form {
Ut + div (F (U)) = 0 x ∈ Rd, t > 0
U(x, 0) = U0(x) x ∈ Rd , (3.3.3)
whereU ∈ Ω ⊂ Rp is a p-component vector and F : Ω→ Rp is a smooth function. We assume
that the system is hyperbolic, so all the eigenvalues of the Jacobian of F are real. However, a
strict hyperbolicity is not always the case as the eigenvalues can vanish like in the case of Euler
equations for isentropic gas dynamics with nonlinear pressure at the vacuum.
To approximate correctly the behaviour of solutions to (3.3.3) numerical schemes have
to reflect all the features of physical phenomena underlying a mathematical model. Preserving
non negativity of the solutions is indispensable because usually the quantities being approxi-
mated are densities, concentrations or energies. Suitable stability conditions have to be applied
in order to avoid oscillations. It is also required to capture accurately shocks and satisfy en-
tropy inequalities to assure that only admissible discontinuities are taken into account. Mod-
elling many physical phenomena concerns also evolution into a vacuum. A system can become
degenerate at the free boundary giving rise to mathematical and numerical difficulties. A lot of
methods work well under the assumption of strict positiveness of unknown variables and in this
case cannot approximate correctly the behaviour at the interface. What is more, in the presence
of source terms the system can exhibit non-constant stationary solutions. Their preservation
is not a trivial problem especially if they have some geometric properties coming for example
from the presence of spatial derivatives.
We are going to present numerical methods for the one dimensional problem (3.3.3) aim-
ing to preserve all the above features by a numerical scheme. In the finite differences frame-
work it is possible to extend scalar (2k + 1)-points schemes, however, the procedure is not
always straightforward. Another, highly accurate approach are Godunov-type schemes with
the Riemann problem as the basic tool. In simple cases it is possible to find its exact solution,
while in more complicated, efficient approximations are available. We will focus our attention
especially on those that are suitable for the isentropic gas dynamics system with friction and
can treat the vacuum.
In Section 3.3.1 we present some extensions of the scalar3-point schemes to systems. We
describe the upwind and Lax-Wendroff approach. In Section 3.3.2 we focus on Roe’s and Flux-
vector splitting method with application to the isentropic gas dynamics system. Section 3.3.3 is
devoted to Godunov-type schemes. For the most common approximate Riemann solvers such
as Roe’s, HLL/HLLC, Suliciu relaxation solver details are given.
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3.3.1 Extension of scalar 3-point schemes to systems
At first let us consider a system of one dimensional conservation laws{
Ut + F (U)x = 0 x ∈ R, t > 0
U(x, 0) = U0(x) x ∈ R (3.3.4)
whereU = (u1, . . . , up)T and let us generalize the Lax-Wendroff scheme under the assumption
that the flux function F is homogeneous of degree one. It means that
∀ µ ∈ R F (µu) = µF (u) (3.3.5a)
and using the Euler’s identity
F (U) = JF (U)U. (3.3.5b)
Proceeding as in the scalar case we expand Un+1i in Taylor series around state U
n
i
Un+1i = U
n
i + Ut|xi∆t+
1
2
Utt|xi∆t2 +O(∆t3).
Using (3.3.4) the time derivatives are
Ut = −F (U)x,
Utt = −(F (U)x)t = −(F (U)t)x = −(JF (U)Ut)x = (JF (U)F (U)x)x.
Applying centered differences for spatial derivatives we obtain Lax-Wendroff scheme for sys-
tem (3.3.4) in the following form
Un+1i = U
n
i −
∆t
2∆x
(
Fni+1 − Fni−1
)
+
∆t2
2∆x2
[
Ani+1/2
(
Fni+1 − Fni
)−Ani−1/2 (Fni − Fni−1)] , (3.3.6)
where matrix Ani+1/2 can be the Jacobian calculated at some average state or the Roe’s lin-
earization matrix.
Definition 1. A matrix A(U, V ) is Roe’s linearization matrix if a mapping (U, V )→ A(U, V )
from Ω× Ω into the set of p× p matrices satisfies:{
F (V )− F (U) = A(U, V )(V − U)
A(U,U) = F (U)
(3.3.7)
andA(U, V ) has real eigenvalues and a corresponding set of eigenvectors forms a basis in Rn.
As we can see, generalization of the Lax-Wendroff scheme to systems is straightforward
thanks to centered discretization of space derivatives. It is not the case for upwind schemes,
where upwinding of fluxes depends on the sign of the wave velocities. Under the same assump-
tion of the homogenenity of the flux to build an upwind-type scheme we can use the spectral de-
composition of JF to split it into positive and negative definite matrices. Let us denote byR(U)
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a matrix, which columns are the right eigenvectors of JF , and take Λ(U) = diag (λk(U)),
where λk are eigenvalues of JF . Then we can decompose it in the following way
JF (U) = J
+
F (U) + J
−
F (U), (3.3.8a)
where
J±F = R(U)Λ
±(U)R−1(U). (3.3.8b)
and
Λ± = diag
(
λ±k
)
such that Λ = Λ+ + Λ−. (3.3.8c)
where
λ+k = max(0, λk) and λ
−
k = max(0, λk). (3.3.8d)
Introducing a new variable w = R−1U we obtain a diagonal system
wt + (Λ
+ + Λ−)wx = 0,
which can be solved using scalar upwind schemes. Then going back to the original variable we
get
Un+1i = U
n
i −
∆t
∆x
[
J+F (U
n
i ) · (Uni+1 − Uni ) + J−F (Uni ) · (Uni − Uni−1)
]
. (3.3.9)
In a nonlinear case we would like to obtain a similar decomposition of the flux that is
F (U) = F+(U) + F−(U) (3.3.10)
with the assumption that the Jacobians of F+ and F− have positive and negative eigenvalues
respectively, so that we can upwind the fluxes correctly. Assuming we have found such splitting
by defining a numerical flux function as
F(U, V ) = F+(U) + F−(V )
we obtain the following 3-point numerical scheme
Un+1i = U
n
i −
∆t
∆x
[
F+ (Uni )− F+
(
Uni−1
)]− ∆t
∆x
[
F−
(
Uni+1
)− F− (Uni )] . (3.3.11)
For a general flux function F finding a suitable, natural splitting is not trivial. If F satisfies
homogenity condition (3.3.5) we get a decomposition proposed by Steger and Warming [111]
F+ = J+F U, F
− = J−F U (3.3.12)
such that F = F+ +F− to guarantee consistency and the matrices J+F , J
−
F , defined by (3.3.8),
are respectively strictly positive and negative. However, the above decomposition is not contin-
uous at sonic points. To solved that problem Van Leer in [119] required additional conditions
on the fluxes F±:
• Continuity of F± and dF±/dU with
F+ = F for Mach numbers M > 1
F− = F for Mach numbers M < −1
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• Symmetry
F+(M) = ±F−(−M) if F (M) = ±F (−M)
for all quantities, apart from the velocity u, constant.
• F± is a polynomial of the lowest possible degree in u
• dF±/dU has a vanishing eigenvalue for |M | < 1
The continuity of dF±/dU is not satisfied by the Stager-Warming decomposition and leads to
oscillations in degeneracy regions. The presence of the vanishing eigenvalue assures the right
sign of eigenvalues of the Jacobians, while the polynomial structure make the splitting unique.
3.3.2 Isentropic gas dynamics
Roe’s linearization
We look for a matrix A satisfying (3.3.7) for the flux function F
F (U) =
[
p
p2
ρ + ερ
γ
]
, ε > 0, γ ≥ 1 (3.3.13)
where U = [ρ, p]T is a vector of unknowns. In the original work of Roe [103] this matrix
is the Jacobian of the flux F calculated at some averaged state, called Roe-averaged state. The
derivation is based on a specific change of variables W → U(W ) such that
if G(W ) = F (U(W )) then
U(W ), G(W ) are homogeneous
quadratic functions of W.
(3.3.14)
and the averaging at the level of the new variables.
For the flux (3.3.13) the Jacobian has the form
JF (U) =
[
0 1
−u2 + εγργ−1 2u
]
, (3.3.15)
where u = p/ρ is the velocity. The new variable is
Z = ρ−
1
2U ⇒ Z =
[
ρ
1
2
ρ
1
2u
]
. (3.3.16)
To verify the property (3.3.14) let us rewrite vector U and flux F in terms of Z thus we get
U(Z) =
[
z21
z1z2
]
, F (U(Z)) =
[
z1z2
z22 + εz
2γ
1
]
.
From the Definition 1 the Roe’s matrix satisfies
[F (U)] = A[U ],
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where [U ] = UL − UR, so to find A we look for two matrices B,C such that
[U ] = B[Z], (3.3.17)
[F (U)] = C[Z]. (3.3.18)
Then A = CB−1. The condition (3.3.17) is equivalent to[
z21L − z21R
z1Lz2L − z1Rz2R
]
=
[
b1 b2
b3 b4
] [
z1L − z1R
z2L − z2R
]
.
Equality of the vectors yields
b1(z1L − z1R) + b2(z2L − z2R) = (z1L − z1R)(z1L + z1R),
b3(z1L − z1R) + b4(z2L − z2R) = z1Lz2L − z1Rz2R,
which implies
B =
[
z1L + z1R 0
1
2(z2L + z2R)
1
2(z1L + z1R)
]
. (3.3.19)
The condition (3.3.18) on the other hand is[
z1Lz2L − z1Rz2R
z22L + εz
2γ
1L − z22R − εz2γ1R
]
=
[
c1 c2
c3 c4
] [
z1L − z1R
z2L − z2R
]
and gives
c1(z1L − z1R) + c2(z2L − z2R) = z1Lz2L − z1Rz2R,
c3(z1L − z1R) + c4(z2L − z2R) = (z2L − z2R)(z2L + z2R) + ε(z2γ1L − z2γ1R),
which is solved by the matrix C of the following form
C =

1
2
(z2L + z2R)
1
2
(z1L + z1R)
ε
z2γ1L − z2γ1R
z1L − z1R z2L + z2R
 . (3.3.20)
Defining the average state
Z =
1
2
(ZL + ZR) (3.3.21)
and using the definition A = CB−1 we get the Roe’s matrix
A(UL, UR) =
[
0 1
ερ− u2 2u
]
, (3.3.22)
where
ρ =
ργL − ργR
ρL − ρR (3.3.23)
is the Roe-averaged density and
u =
ρLuL
√
ρR + ρRuR
√
ρL√
ρLρR(
√
ρL +
√
ρR)
(3.3.24)
is the Roe-averaged velocity.
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Flux-vector splitting
We look for a splitting of
F (U) =
(
ρu
ρu2 + εργ
)
(3.3.25)
where U = (ρ ρu)T in the form
F (U) = F+(U) + F−(U)
such that the Jacobians JF+ , JF− have respectively positive and negative eigenvalues. In
this way we distinguish between forward and backward-moving waves. Following Steger and
Warming approach we take
F± = JF± · U,
where
JF± =
1
2
R · diag (λi ± |λi|) ·R−1,
with λi eigenvalues of the Jacobian of F andR composed of its eigenvectors. Using the explicit
form of the eigenvalues λ± = u± c, where c =
√
P ′(ρ) is the speed of sound, we obtain
F± =
(
ρu± 1
2
ρ(|u+ c|+ |u− c|)
ρ(u2 + c2)± |u+ c|(u+ c)± |u− c|(u− c)
)
.
However, as was pointed before, in this method dF±/dU are discontinuous at sonic
points and at the vacuum, where eigenvalues coincide and become zero. It leads to oscillations
in the numerical solutions. To fix this problem let us observe that the momentum p = ρu can
be written as
ρu =
ρ
4c
[(u+ c)2 − (u− c)2],
which leads to the natural splitting for the first component of the flux F
F±1 = ±
ρ
4c
(u± c)2. (3.3.26)
Then using the relation P (ρ) = ρc2/γ and the equality
c2 =
1
2
[(u+ c)2 + (u− c)2]− u2
we obtain
F2 =
ρu
4c
[(u+ c)2 − (u− c)2] + ρ
γ
(
1
2
[(u+ c)2 + (u− c)2]− u2
)
.
Preserving the consistency we can decomposed the flux into
F±2 = F
±
1
(γ − 1)u± 2c
γ
. (3.3.27)
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3.3.3 Godunov type schemes: approximate Riemann solvers
Finite difference method (FDM) is based on the approximation of the space derivatives at each
node of the grid,however, the resulting numerical scheme is not always conservative. This
property can be easily preserved using schemes based on the finite volume method (FVM). In
this framework we divide a domain Ω into N control volumes Ωi such that
Ω =
N⋃
i=1
Ωi, with Ωi ∩ Ωj = Ø if i 6= j
and define cell averages as
U i(t) =
1
|Ωi|
∫
Ωi
U(x, t)dx.
In one space dimension it means to consider cells Ci = [xi−1/2, xi+1/2), which are centered
at nodes xi or Ci = [xi−1, xi) centered at xi−1/2. They are called respectively vertex centered
and cell centered finite volumes.
Let us consider vertex centered cells. A solution at time t > 0 to a general system of
conservation laws
Ut + F (U)x = 0, (3.3.28)
is given by
U(x, t) = U(x, 0)−
∫ t
0
F (U)xds. (3.3.29)
Assuming the flux function is regular enough and integrating the above equation over the cell
Ci we obtain the formula for the cells averages of the solution at time t
U i(t) = U i(0)− 1
∆xi
(∫ t
0
Fi+1/2dt−
∫ t
0
Fi−1/2dt
)
, (3.3.30)
where ∆xi = xi+1/2 − xi−1/2. Discretization of time leads to
U
n+1
i = U
n
i −
∆t
∆xi
(Fi+1/2 −Fi−1/2) (3.3.31a)
with
Fi+1/2 =
∫ tn+1
tn
F (Ui+1/2(t))dt. (3.3.31b)
being a numerical flux function consistent with the flux F (U).
To complete the scheme we need to find the numerical flux functionsFi+1/2 and give the
interpretation of the averages U . In [46] Godunov proposed to consider a solution to (3.3.28) in
the form of a piecewise constant function, which values at nodes xi correspond to the averages
over the cell Ci. This assumption generates a sequence of Riemann problems in each interval
(xi−1, xi) that is
Ut + F (U)x = 0 in (xi−1, xi)×
(
tn, tn+1
)
(3.3.32a)
with the initial condition
Un =
{
Uni if x > xi−1/2
Uni−1 if x < xi−1/2
(3.3.32b)
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Its exact solution is given by a self-similar form
Un+1(x) = R
(
x− xi−1/2
∆t
;Ui−1, Ui
)
, (3.3.33)
which connects the left and right states at the cell boundary xi−1/2 in the time interval (tn, tn+1).
It gives us a solution at the cell boundaries that we can use to calculate the fluxes F in (3.3.31b).
Unfortunately solving a Riemann problem (3.3.32) at each cell boundary at each time step is
very expensive computationally. In order to simplify the choice we can use approximate Rie-
mann solver instead of the exact ones. In other words we assume a priori a specific structure
of the wave pattern for the Riemann problem and limit in this way the number of possible
configurations. In the literature there are two types of approximate Riemann solvers. For an
approximate state Riemann solver we construct the interface values Ui+1/2 and then the fluxes
using (3.3.31b). In an approximate flux Riemann solvers we approximate the fluxes directly
avoiding the intermediate state, when the solutions of U at the cell boundaries is calculated.
Now we are going to present the most common approximate Riemann solvers, for which
the wave structure of Riemann problem consist of a finite number m > 0 of discontinuities. To
simplify the notation let us consider two states and a Riemann problem in the form
Ut + F (U)x = 0
U(x, 0) =
{
UL x < 0
UR x > 0
(3.3.34)
Denoting by
−∞ = σ0 < σ1 < · · · < σm < σm+1 =∞
speeds of the discontinuities and by
UL = U0, U1, . . . , Um−1, Um = UR.
the intermediate states separated by them, the self-similar solution joining UL with UR at time
t is
R (x/t;UL, UR) =

UL x/t < σ1
U1 σ1 < x/t < σ2
...
Uk σk < x/t < σk+1
...
Um−1 σm−1 < x/t < σm
UR σm < x/t
.
This type of solvers are called simple solvers.
From the numerical point of view we are interested in the solution at point x = 0 that is
U0 = U(0, t) = R(0;UL, UR),
which corresponds to finding the values of interface states Ui+1/2. In fact, to obtain a numerical
scheme a flux at x = 0
F0 = F (R(0;UL, UR)) ,
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is needed. Because the wave structure of the Riemann problem consist ofm intermediate states,
it is equivalent to constructing intermediate fluxes
FL = F0, F1, . . . , Fm−1, Fm = FR.
This goal is obtained using the Rankine-Hugoniot conditions across the discontinuities. More
precisely
Fk+1 − Fk = σk+1 (Uk+1 − Uk) ,
and by iterations
Fk = FL +
∑
σk<0
σk(Uk − Uk−1)
= FR −
∑
σk>0
σk(Uk − Uk−1).
Roe’s method
An exact Riemann solver is easy to find for systems of linear conservation laws. Taking ad-
vantage of this property Roe in [103] constructed an approximate Riemann solver for (3.3.34)
solving exactly its approximation in the form
Ut +AUx = 0
U(x, 0) =
{
UL x < 0
UR x > 0
(3.3.35)
The matrixA = A(UL, UR) is Roe’s matrix with a complete set of eigenvalues σk = σk(UL, UR)
and the corresponding eigenvectors ξk = ξk(UL, UR) for k = 1, . . . ,m. Moreover it is as-
sumed that there exists an integer k0 > 1 such that σk0 < 0 < σk0+1. In this case to find the
numerical flux function F0 for the system (3.3.34) we can separate the influence of waves with
positive and negative velocities. Integrating (3.3.34) between extreme intervals [σ1T, 0]×[0, T ]
and [0, σmT ]× [0, T ], or equivalently using the Rankine-Hugoniot conditions, we obtain
F−0 = FL − σ1UL −
1
T
∫ 0
Tσ1
U(x, T )dx
F+0 = FR − σmUR +
1
T
∫ Tσm
0
U(x, T )dx
(3.3.36)
Approximate Riemann solver of Roe is based on an approximation of the integrals in
(3.3.36) using the exact Riemann solver R(x/T ;UL, UR) for (3.3.35). More precisely we
approximate
1
T
∫ 0
Tσ1
U(x, T )dx =
1
T
∫ 0
Tσ1
R( x
T
;UL, UR)dx = AULAR(0−;UL, UR)− σ1UL
1
T
∫ Tσm
0
U(x, T )dx =
1
T
∫ Tσm
0
R( x
T
;UL, UR)dx = AR(0+;UL, UR)−AUR + σmUR
,
(3.3.37)
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where the second equality is a result of the Rankine-Hugoniot condition applied to (3.3.35).
Self-similar Riemann solutions R(0+;UL, UR). R(0−;UL, UR) are averages on the intervals
[xL = σ1T, 0], [0, xR = σmT ] respectively of the solution to the problem (3.3.35) at time T
R(0−;UL, UR) = − 1
σ1T
∫ 0
Tσ1
U(x, T )dx
R(0+;UL, UR) = 1
σmT
∫ Tσm
0
U(x, T )dx
. (3.3.38)
To find these averages we integrate (3.3.35) between [σ1T, 0]× [0, T ] and [0, σmT ]× [0, T ], as
before, thus get ∫ 0
Tσ1
U(x, T )dx = −Tσ1UL − TA(U−0 − UL)
∫ Tσm
0
U(x, T )dx = TσmUR + TA(U
+
0 − UR)
. (3.3.39)
Projecting ∆U = UR − UL onto the right eigenvectors
UR − UL =
m∑
k=1
αkξk, for αk ≥ 0, (3.3.40)
and making use of the eigenvalue problem Aξk = σkξk we get
R(0−;UL, UR) = UL +
k0∑
k=1
α˜1kξk, where α˜
1
k =
σk
σ1
αk. (3.3.41a)
or
R(0+;UL, UR) = UR −
m∑
k=k0+1
α˜mk ξk, where α˜
m
k =
σk
σm
αk. (3.3.41b)
InsertingR(0±;UL, UR) in (3.3.36) and (3.3.39) yields
F−0 = FL +
k0∑
k=1
α˜1kσkξk
F+0 = FR −
m∑
k0+1
α˜mk σkξk
.
The flux function F0 can be taken as an arithmetic mean that is
FRoe0 =
1
2
(FL + FR)− 1
2
m∑
k=1
α˜k|σk|ξk, (3.3.42)
To obtain numerical fluxes we need explicit forms of eigenvalues and eigenvectors of the ma-
trix A and the parameters α˜k. Originally Roe found the structure of the eigenproblem for the
matrix A directly, as we showed previously for the isothermal gas dynamics equations, and the
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coefficients αk from the relation (3.3.40). A different approach is due to Roe and Pike [105],
in which the explicit calculation of the matrix A is avoided. The method is based on the as-
sumption that the system is hyperbolic and it is possible to find the analytical expressions for
σk and ξk, while α˜k are sought from the extra linearization around a reference state Uˆ such that
|UL,R − Uˆ | ∼ ∆x2.
The linearized approximate Riemann solver is an example of a simple solver. It con-
tains only discontinuous jumps in the wave pattern of the Riemann problem, which means that
only character of contact discontinuities and shocks can be approximated correctly. Transonic
and sonic rarefaction waves carry continuous change in flow variables and spread in time so
their gradients tend to decay. Numerical approximations based on linearization can produce
discontinuities in the rarefaction waves, which are unphysical and lead to the violation of the
entropy condition. Entropy fix methods, presented in general case by Harten and Hyman in
[56], modify Roe’s solver such that the resulting scheme is entropy satisfying.
HLL/HLLC solvers
A simple approximate Riemann solver that converges to weak solutions and satisfies entropy
condition was introduced in 1983 by Harten, Lax and Leer [57]. It assumes that the solution
consists of three constant states separated by two waves with velocities σL and σR correspond-
ing respectively to the slowest and fastest signal speed. However, even if based on this solver
we can construct an efficient numerical scheme, due to the two-wave configuration, it gives
correct results only for hyperbolic systems consisting of two equations such as isentropic gas
dynamics system in one space dimension. It causes a failure of the approximation at contact
surfaces, shear waves of material interfaces. In order to fix this problem an additional wave
with speed σ∗, a contact discontinuity, was introduced leading to the HLLC solver. The struc-
tures of the solvers are presented at Figure 3.2. However, both of the solvers are obtained under
the assumption that the wave speeds σL, σ∗, σR are known and to construct a scheme they have
to be estimated at first.
Let us focus now on the derivation of the intermediate flux in the HLL solver FHLL.
We integrate the conservation law (3.3.34) in the control volume [xL, xR] × [0, T ] such that
xL ≤ TσL and xR ≥ TσR∫ xR
xL
U(x, T )dx =
∫ xR
xL
U(x, 0)dx+
∫ T
0
F (U(xL, t))dt−
∫ T
0
F (U(xR, t))dt. (3.3.43)
Evaluating the integrals we obtain∫ TσR
TσL
U(x, T )dx+(TσL−xL)UL+(xR−TσR)UR = xRUR−xLUL+T (FL−FR), (3.3.44)
where we used the fact that in the intervals [xL, TσL] and [TσR, xR] the solution U(x, T ) is
given by the initial data. Dividing the both sides of (3.3.43) by T (σR − σL) we get
1
T (σR − σL)
∫ TσR
TσL
U(x, T )dx =
σRUR − σLUL + FL − FR
σR − σL .
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HLL HLLC
Figure 3.2: Structure of the wave pattern in the HLL and HLLC approximate Riemann solvers.
The left hand side is an integral average in [σLT, σRT ] of the exact solution at time T and can
be associated with the middle state UHLL yielding
UHLL =
σRUR − σLUL + FL − FR
σR − σL . (3.3.45)
To find the flux FHLL we use Rankine-Hugoniot conditions across the two waves and the
above formula for the intermediate state UHLL obtaining
FHLL =
σRFL − σLFR + σLσR(UR − UL)
σR − σL (3.3.46)
It leads to the numerical flux function Fi+1/2 of the form
FHLLi+1/2 =

FL 0 ≥ σL
σRFL−σLFR+σLσR(UR−UL)
σR−σL σL ≤ 0 ≤ σR
FR σR ≤ 0
. (3.3.47)
Remark 4. To define the HLL approximate Riemann solver we need estimates of σL, σR to
calculate the flux. To simplify it we can assume that the waves have equal speeds and travel in
opposite directions. That is why we take σ+ = σ > 0 for the positive wave and then σ− = −σ
for the negative one. Substituting these values into the flux FHLL we obtain so called Rusanov
flux
FRusanov =
1
2
(FL + FR)− σ
2
(UR − UL).
The HLL approximate Riemann solver is very simple, satisfies entropy inequalities and
gives good approximations in the presence of sonic rarefactions. However, the lack of the mid-
dle wave in the structure of the solution results in high diffusivity for waves corresponding to
multiple eigenvalues so at contact discontinuities, shear waves and material interfaces.
In [113] the authors added a missing wave, the contact wave, which divides the inter-
mediate region between σL and σR into two sub regions with states U∗L and U
∗
R. The resulting
HLLC approximate Riemann solver, where C stands for ”contact”, has numerical flux function
of the form
FHLLCi+1/2 =

FL 0 ≥ σL
F ∗L σL ≤ 0 ≤ σ∗
F ∗R σ
∗ ≤ 0 ≤ σR
FR σR ≤ 0
. (3.3.48)
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The intermediate fluxes F ∗L, F
∗
R have to be found from the Rankine-Hugoniot conditions, but
the intermediate states U∗L, U
∗
R are also unknown so we have more unknowns than equations
and need to impose additional conditions. Let us consider, as an example, the one dimensional
Euler system
Ut + F (U)x = 0 (3.3.49a)
where
U =
 ρρu
E
 and
 ρuρu2 + P
u(E + P )
 . (3.3.49b)
It can be assumed that velocity u and pressure P are constant across the central wave
u∗L = u
∗
R = u
∗ = σ∗
P ∗L = P
∗
R = P
∗ (3.3.50)
Then using the explicit form of the fluxes F ∗L, F
∗
R from the Rankine-Hugoniot conditions and
the assumptions (3.3.50) we obtain
U∗K = ρK
σK − uK
σK − σ∗
 1σ∗
Ek
ρK
+ (σ∗ − uK)
[
σ∗ + PKρK(σK−uK)
]
 , K=L,R (3.3.51)
which determine also the intermediate fluxes.
As was already mentioned the HLL and HLLC approximate Riemann solvers assume
that the wave velocities σL, σ∗, σR and the pressure P ∗ are given. In order to construct a
numerical scheme first we have to estimate them. There are two families of methods to find
their values. They are divided into direct and pressure-velocity estimates methods. In the
former the wave speed is obtained using only data values. For example:
• Bounds for minimum and maximum values
σL = min {uL − cL, uR − cR} , σR = max {uL + cL, uR + cR}
where c =
√
P ′(ρ) is the sound speed.
• Estimates based on Roe’s averages
σL = u˜− c˜, σL = u˜+ c˜
where ρ˜, u˜ are averaged Roe’s density and velocity. In the case P (ρ) = εργ they are given by
(3.3.23), (3.3.24).
The later method uses also the pressure and velocity at the middle states, which still have to be
found. For a more detailed description we send to [114].
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Suliciu Relaxation solver for Euler equations
An exact Riemann solver is easy to find when we deal with a linear system of conservation laws.
Another case for which it is not expensive computationally is when a system has only linearly
degenerate eigenvalues. For the isentropic gas dynamics equations Suliciu in [?] introduced a
relaxation system consisting of only linearly degenerate fields. The same as for the approximate
solver of Roe, we find an exact Riemann solver of the relaxation system. As it approximates the
original problem we obtain in this its approximate Riemann solver. Moreover it can be adopted
to treat the vacuum in the following sense. We say that an approximate Riemann solver can
resolve vacuum if for two values UL, UR, from which only one is zero, under positive CFL
condition bigger it gives a nonnegative density and finite speed of propagation. In fact, when
both states equal zero there is no problem as we can take R = 0 in (3.3.33). We are going to
present the Suliciu relaxation system for isentropic gad dynamics system following [17].
A relaxation approximation of a conservation law
Ut + F (U)x = 0, U ∈ Rp (3.3.52)
is a system
ft +A(f)x = 0, f ∈ Rq, q > p (3.3.53)
and a linear operator L : Rq − Rp such that
∀U ∈ Rp∃M(U) ∈ Rq :
{ L(M(U)) = U
L(A(M(U))) = F (U) , (3.3.54)
where M(U) is a Maxwellian equilibrium. The above conditions are compatibility conditions
linking the two systems. Solving the approximate problem, the solution
U ≡ Lf
should be an approximation of the solution to the original one.The construction of an approxi-
mate Riemann solver for (3.3.52) is based on the following proposition.
Proposition 1. LetR(x/t; fL, fR) be an approximate Riemann solver for the relaxation system
(3.3.53). Then
R(x/t;UL, UR) = LR (x/t;M(UL),M(UR))
is an approximate Riemann solver for (3.3.52)
When the relaxation system has all eigenvalues linearly degenerate, the solverR is exact.
Let us start with a derivation of Suliciu relaxation system for{
ρt + (ρu)x = 0
(ρu)t + (ρu
2 + P (ρ))x = 0
Multiplying the first equation by P (ρ) and by ρP ′(ρ), summing the two new relation, we obtain
the equation for the pressure in conservative form
(ρP (ρ))t + (ρuP (ρ))x + ρ
2P ′(ρ)ux = 0.
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Introducing a new variable pi equal to P (ρ) and denoting by a constant c2 = ρ2P ′(ρ) yields a
relaxation system with unknown vector f = (ρ, ρu, ρpi)
ρt + (ρu)x = 0
(ρu)t + (ρu
2 + pi)x = 0
(ρpi)t + (ρupi)x + c
2ux = 0
. (3.3.55)
The solution to the original system is given by
U = L(f1, f2, f3) = (f1, f2).
while the Maxwellians are
M(ρ, ρu) = (ρ, ρu, ρP (ρ)).
The eigenvalues of (3.3.55) have the form
σ1 = u− c
ρ
, σ2 = u, σ3 = u+
c
ρ
and are all linearly degenerate leading to only contact discontinuities in the wave pattern. How-
ever, the suitable choice of the parameter c is crucial in order to preserve the positiveness of
the density.
Unfortunately the above approach cannot treat the vacuum in the sense explained be-
fore. To see this, let us take ρL = 0 and ρR > 0. Then, since the extreme eigenvalues are
uL − c/ρL, uR + c/ρR,unless c → 0 the propagation speed would tend to infinity. But the
relation c2 = ρ2RP
′(ρR) implies that c cannot be zero because we assumed ρR > 0. In order
to adopt the method to treat the vacuum states parameter c is chosen to be non-constant and
satisfies
ct + ucx = 0.
Multiplying (3.3.3) by ρ and using the continuity equation for ρ we can transform it into the
conservative form. The resulting relaxation system has the form
ρt + (ρu)x = 0
(ρu)t + (ρu
2 + pi)x = 0
(ρpi)t + (ρupi)x + c
2ux = 0
(ρc)t + (ρuc)x = 0
, (3.3.56)
where again all eigenvalues linearly degenerate. A wave pattern of the Riemann solver is
presented at Figure 3.3, where the wave speeds equal
σ1 = uL − cL
ρL
, σ2 = u
∗
L = u
∗
R, σ3 = uR +
cR
ρR
with c∗L = cL, c
∗
R = cR. The intermediate fluxes are
F ∗L =
 ρ∗Lu∗L
ρ∗L(u
∗
L)
2 + pi∗L
 , F ∗R =
 ρ∗Ru∗R
ρ∗R(u
∗
R)
2 + pi∗R
 (3.3.57)
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Figure 3.3: Structure of the wave pattern in the Suliciu approximate Riemann solver.
and the intermediate states are obtained from the jump relations across the discontinuities
u∗L = u
∗
R =
cLuL + cRuR + piL − piR
cL + cR
,
pi∗L = pi
∗
R =
cRpiL + cLpiR − cLcR(uR − uL)
cL + cR
,
1
ρ∗L
=
1
ρL
+
cR(uR − uL) + piL − piR
cL(cL + cR)
,
1
ρ∗R
=
1
ρR
+
cL(uR − uL) + piR − piL
cR(cL + cR)
.
(3.3.58)
The positiveness of ρ∗L, ρ
∗
R is assured by the suitable choice of cL, cR stated in the following
proposition.
Proposition 2. Let (3.3.58) holds. If cL, cR are such that ρL, ρR, ρ∗L, ρ
∗
R are positive and satisfy
∀ ρ ∈ [ρL, ρ∗L], ρ2P ′(ρ) ≤ c2L
∀ ρ ∈ [ρR, ρ∗R], ρ2P ′(ρ) ≤ c2R
then the approximate Riemann solver preserves positiveness of density and is entropy satisfy-
ing.
It is a sub characteristic condition assuring that the eigenvalues of the original system, to
be solved, lay between the eigenvalues of the relaxation system. A possible choice for cL, cR
is
if PR − PL ≥ 0,

cL
ρL
=
√
P ′(ρL) + α
(
PR − PL
ρR
√
P ′(ρR)
+ uL − uR
)
+
,
cR
ρR
=
√
P ′(ρR) + α
(
PL − PR
cL
+ uL − uR
)
+
,
if PR − PL ≤ 0,

cR
ρR
=
√
P ′(ρR) + α
(
PL − PR
ρL
√
P ′(ρL)
+ uL − uR
)
+
,
cL
ρL
=
√
P ′(ρL) + α
(
PR − PL
cR
+ uL − uR
)
+
.
(3.3.59)
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obtained under assumptions
∀ ρ > 0, d
dρ
(
ρ
√
P ′(ρ)
)
> 0
ρ
√
P ′(ρ)→ 0 as ρ→∞
d
dρ
(
ρ
√
P ′(ρ)
)
≤ α
√
P ′(ρ), for some constant α ≥ 1
3.4 Approximation of the source term
In the previous sections we presented finite differences and finite volumes schemes to ap-
proximate homogeneous systems of conservation laws. There are many efficient and accurate
methods for this kind of problems. However, models originating in real problems hardly are
homogeneous. In hyperbolic systems processes like friction, stresses, gravity or chemotaxis
forces are introduced via source terms. Moreover, in many physical problems source terms
have specific mathematical properties and imply constraints on numerical approximations. One
of the issue we have to face with during a construction of a numerical scheme is stability in
the stiff regimes, where the characteristic time step of the source part is much smaller than of
the convective part. As an example we can mention very high friction term in Euler equations.
Another constraint comes from geometrical character of the source, that is when it has a struc-
ture similar to the transport term. The specific balance between internal forces and the source
terms leads to non constant stationary solutions. It is highly desirable that numerical schemes
preserve these states. What is more important, solutions of hyperbolic models very often have
parabolic asymptotics and preserving them in the long time limit under suitable convergence of
the boundary fluxes is often required. It is well known that splitting techniques, like fractional
steps of ODE methods, don’t have the desired properties, unless used on very fine meshes.
3.4.1 Upwinding the sources
At first it was observed by Roe [104] that in the numerical approximation of balance laws
the source term should be upwinded in the same way as the physical flux. To justify this he
considered a scalar Cauchy problem{
ut + aux = s(u), a = constant > 0
u(x, 0) = u0(x)
.
The general solution is
u(x, t) = u0(x− at) + 1
a
∫ x
x−at
s(u(x, t))dx
and on a discrete level on a regular grid at time tn+1
u(i∆x, (n+ 1)∆t) = u((i− ν)∆x, n∆t) + 1
a
∫ i∆x
(i−ν)∆x
s(u(x))dx,
where ν = a∆t/∆x is the Courant number. The integral term has an upwind domain of
dependence. The lower limit of integration doesn’t need to be an integer. Assuming ν ≤ 1 it is
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contained between the nodes (i−1)∆x and i∆x. To obtain the numerical scheme we still need
an accurate approximation of the integral. Following Roe, for a (2k+1)-points support scheme,
it can approximated as
1
a
∫ i∆x
(i−ν)∆x
s(u(x))dx = ∆t
k∑
j=−k
αksi+j +O(∆x,∆t),
with a consistency condition
∑k
i=−k αi = 1.
The concept of treating source terms in the same way as the convective part was gener-
alized to systems of conservation laws with sources
Ut + F (U)x = S(U). (3.4.1)
In the finite volume formalism a semi discrete scheme for the above system can be put in the
following form
∆x
d
dt
Ui(t) +
(
Fi+1/2 − Fi−1/2
)
= Si. (3.4.2)
The fluxes Fi+1/2 are approximated by any consistent numerical flux function for a homoge-
neous problem. The idea is to discretize the source term at interfaces in the same way as the
flux. In other words, to upwind it by introducing a numerical source function S such that
Si = S+i−1/2 + S−i+1/2. (3.4.3)
The term S−i+1/2 is the contribution of waves coming from the right boundary of the cell Ci if
they have non positive velocity, so moving towards the cell, while the term S+i−1/2 represents
the waves with nonnegative velocities coming from the left boundary.
In [98], [69], [18] the authors presented a general formalism for the Upwind Interface
Source Method (USI), which is based on this kind of splitting of the source term. In the finite
volume formalism decomposition (3.4.3) gives the average value of the source over the cell
Ci = [xi−1/2, xi+1/2)
S+i−1/2 + S−i+1/2 ∼
∫
Ci
S(u)dx. (3.4.4)
so the average between the nodes xi and xi+1 can be associated with
S+i+1/2 + S−i+1/2 ∼
∫ xi+1/2
xi
S(u)dx+
∫ xi+1
xi+1/2
S(u)dx. (3.4.5)
In [98] the authors gave the rigorous definition of the consistency of the scheme (3.4.2), (3.4.3)
with (3.4.1).
Definition 2. A numerical scheme (3.4.2), (3.4.3) is consistent with (3.4.1) if
F(U,U) = F (U) (3.4.6)
and
lim
∆x→0
S+(U,U,∆x) + S−(U,U,∆x)
∆x
= S(U) (3.4.7)
locally uniformly in U .
Moreover, they proved the Lax-Wendroff convergence theorem under the above condi-
tions.
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3.4.2 Well-balancing
The presence of source terms leads to non constant stationary solutions. It is a result of the
balance between internal forces and reactions. In many physical problems these steady states
are very important and their correct numerical approximation is essential. When dealing with
a homogeneous case we are equipped with a fundamental tool which is the Riemann problem
used to obtain a Godunov type scheme. In a non homogeneous system we could solve approxi-
mately a generalized Riemann problem, however, this approach is usually very complicated. In
[50] Greenberg and LeRoux presented an original approach to treat the sources in a Godunov
type scheme for
ut + f(u)x + ax(x)u = 0,
where f is a smooth function such that f(0) = 0, f ′(0) = 0, f ′′ > 0 and a(x) is a smooth,
nonnegative function. The idea was to get rid of the error coming from the treatment of the con-
vective and reactive part at different time stages. They introduced the notion of well-balanced
scheme, that is a scheme preserving some discrete version of stationary equation.
More precisely, let us consider a one dimensional balance law
ut + f(u)x = s(u). (3.4.8)
Instead of solving the above equation we introduce an augmented problem{
ut + f(u)x = s(u)ax
at = 0
, (3.4.9)
where the function x → a(x) is in C1(R) and such that ax = 1. As long as f ′(u) ≥ α > 0
this system can be solved in the framework of Greenberg and LeRoux that is
un+1 = uni −
∆t
∆x
(f(ui)− f(u∗)), (3.4.10)
with u∗ calculated from a stationary relation f(u)x = s(u)ax. Introducing a function φ such
that
φ′(u) =
f ′(u)
s(u)
the state u∗ is defined as follows
φ(u∗)− φ(ui−1) = ∆x if s(ui−1) 6= 0
u∗ = ui−1 if s(ui−1) = 0
.
Treating a(x) as a smooth function is computationally very expensive as the solution
depends on the specific form of generalized Riemann solvers. Instead the function a(x) is
localized on grid points and becomes piecewise constant over the cells. We will denote it by
a∆x. The condition ax = 1 at a discrete level is satisfied for a∆xi = i∆x. But this approx-
imation creates difficulties. Solutions to hyperbolic system are likely to be discontinuous, so
the source s(u)a∆xx can be seen as a ”Heaviside×Dirac” product. The precise meaning of such
non conservative terms is crucial for the notion of weak solutions and was studied for example
in [24], [75], [29]. In the latter one Dal Maso, LeFloch and Murat defined non-conservative
products as Borel measures on a family of locally Lipschitz paths. The solution of the Riemann
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problem between states UL and UR is obtained choosing a suitable path. In this framework, the
well-balancing property is achieved by taking as a path the integral curve of the steady state
equation starting at the state UL. In other words, we join UL and UR through a middle point
lying on the mentioned integral curve.
Let us now present a generalization of the Greenberg- LeRoux approach to systems
Ut + F (U)x = S(U) (3.4.11)
As before we introduce an augmented problem{
Ut + F (U)x = S(U)a
∆x
a∆xt = 0
. (3.4.12)
A general numerical scheme approximating it can be put in the form{
Un+1i = U
n
i − ∆t∆x
(
F−i+1/2 − F+i−1/2
)
(a∆x)n+1i = (a
∆x)ni
(3.4.13)
where F±i+1/2 are defined using the negative and positive numerical fluxes
F−i+1/2 = F
− (Ui, Ui+1) , F+i+1/2 = F
+ (Ui, Ui+1) . (3.4.14)
If the flux function F (U) doesn’t have critical points, it is possible to find states U+i+1/2 and
U−i+1/2 solving
F (U−i+1/2)− F (Ui) = S(Ui, Ui+1)∆a∆x
F (Ui+1)− F (U+i+1/2) = S(Ui, Ui+1)∆a∆x
(3.4.15)
where S(Ui, Ui+1) is some consistent approximation of the source term and
∆a∆x = a∆xi+1 − a∆xi = ∆x
. Then defining the negative and positive numerical flux by
F−(Ui, Ui+1) = F(Ui, U−i+1/2), F+(Ui, Ui+1) = F(U+i+1/2, Ui), (3.4.16)
where F is any consistent C1 numerical flux for a homogeneous problem, the scheme (3.4.13),
(3.4.14), (3.4.15) and (3.4.16) is well-balanced and consistent with the original system (3.4.11).
The solution at the center of a cell Ci at time step tn+1 depends on the solution of two
Riemann problems at the boundaries of the cell. At the right boundary at xi+1/2 we solve a
Riemann problem with left and right states Ui and Ui+1 respectively, and at the left boundary a
Riemann problem is solved to connect Ui−1 and Ui. Moreover, the well balancing property is
assured by choosing the middle points U−i+1/2, U
+
i+1/2 laying on the integral curve of the steady
state equation as shown at Figure 3.4.
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Figure 3.4: Riemann problems at the boundaries of the cell Ci for system (3.4.12).
A well-balanced scheme can be also defined in the framework of USI method. Assuming the
states U−i+1/2, U
+
i+1/2 solve (3.4.15) we define
F−(Ui, Ui+1) = F(U−i+1/2, U+i+1/2)− F (U−i+1/2) + F (Ui)
F+(Ui, Ui+1) = F(U−i+1/2, U+i+1/2)− F (U+i+1/2) + F (Ui+1)
(3.4.17)
As before F denotes an approximate Riemann solver for a homogeneous system. Using
(3.4.17) the scheme (3.4.13) can be written in the following form
Un+1i = U
n
i −
∆t
∆x
(Fi+1/2 − Fi−1/2) + ∆tSi,
where Fi+1/2 = F(U−i+1/2, U+i+1/2) and
Si =
1
∆x
(F (U−i+1/2)− F (Ui) + F (Ui)− F (U+i−1/2)).
The finite volume formalism implies
1
∆x
(F (U−i+1/2)− F (Ui)) =
1
∆x
∫ xi+1/2
xi
F (U)xdx =
1
∆x
∫ xi+1/2
xi
S(U)axdx = S−i+1/2
1
∆x
(F (Ui)− F (U+i−1/2)) =
1
∆x
∫ xi
xi−1/2
F (U)xdx =
1
∆x
∫ xi
xi−1/2
S(U)axdx = S+i−1/2
The above relations describe the source flux flowing through the right and left boundaries of a
cell towards its center.
Construction of a well-balanced numerical scheme (3.4.13), (3.4.15), (3.4.16) involves
finding an approximate Riemann solver of a homogeneous problem and solving in general non-
linear equations for interface values. Based on the Dal Maso, LeFloch and Murat interpretation
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of non-conservative products Gosse in [48] used a generalized Roe’s linearization to obtain a
well-balanced scheme. The advantage of this method comes from the fact that solving (3.4.15)
is avoided. In the same framework Gosse in [47] extended the well-balancing idea to a flux-
splitting methods. To solve a homogeneous problem he used an upwind type scheme instead
of a Riemann solver, however, the interface states are needed in order to preserve numerically
steady states. In general we can use any approximate Riemann solver presented in the previous
sections. The difficulties appear when we require well-balancing for all steady states. Solv-
ing nonlinear system (3.4.15) becomes particularly difficult from mathematical and numerical
point of view if F (U) has sonic points or if we deal with vacuum states. To simplify it in [14]
a so called hydrostatic reconstruction was introduced. It is based on the assumption that steady
states to be preserved are ”at rest”.
Non conservative product and a family of paths
The theory developed in [29] gives a precise meaning of non conservative products as Borel
measures on a family of locally Lipschitz paths Φ. Following the article we present the precise
definitions. Let us consider a N ×N hyperbolic system
Ut +A(U)Ux = 0, (3.4.18)
where U ∈ [BV (R)]N and U → A(U) is a smooth locally bounded map.
Definition 3. A path Φ in Ω ⊂ RN is a family of smooth maps [0, 1]×Ω×Ω→ Ω satisfying:
• Φ(0;UL, UR) = UL and Φ(1;UL, UR) = UR
• ∀ V bounded in Ω, ∃ k such that ∀ s ∈ [0, 1], ∀ (UL, UR) ∈ V∣∣∂Φ
∂s (s;UL, UR)
∣∣ ≤ k |UL − UR|
• ∀ V bounded in Ω, ∃K such that ∀ s ∈ [0, 1], ∀ (U iL, U iR)i=1,2 ∈ V∣∣∂Φ
∂s
(
s;U1L, U
1
R
)− ∂Φ∂s (s;U2L, U2R)∣∣ ≤ K {∣∣U1L − U2L∣∣+ ∣∣U1R − U2R∣∣}
In the following theorem non conservative products are defined as Borel measures µ
constructed on a family of paths Φ and denoted by [A(U)Ux]Φ.
Theorem 4. (Dal Maso, LeFloch, Murat) Let U ∈ BV (]a, b[,RN ) and A : RN×]a, b[→ RN
a locally bounded function, i.e.
∀X ∈ RN bounded, ∃C > 0 such that ∀U ∈ X,∀x ∈]a, b[, |A(U, x)| ≤ C.
There exists a unique Borel measure µ on ]a, b[ characterized by the following properties:
• If x→ U(x) is continuous on an open set B ⊂]a, b[
µ(B) =
∫
B
A(U, x)
∂U
∂x
=
∫
B
A(U(x), x)
∂U(x)
∂x
dx
• If x0 ∈]a, b[ is a discontinuity point of x→ U(x), then
µ(x0) =
{∫ 1
0
A
(
Φ(s;U(x0), U(x
+
0 )), x0
) ∂Φ
∂s
(
Φ(s;U(x0), U(x
+
0 )), x0
)
ds
}
· δ(x0)
where δ(x0) denotes the Dirac mass at the point x0.
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Having the notion of non-conservative products, the definition of weak solution to (3.4.18)
in the space of BV function can be given.
Definition 4. Let Φ be a family of paths in the sens of Definition 3. A function U ∈ [L∞ ∩
BVLoc(R×R)N ] is a weak solution of system (3.4.18) if it satisfies Ut + [A(U)Ux]Φ = 0 as a
Borel measure on R× R+.
The above framework allows us to use the structure of Riemann problem for systems
that have genuinely nonlinear and linearly degenerate fields. The generalized Rankin-Hugoniot
condition ∫ 1
0
(
σ · Id−A (Φ(s;U−, U+))) ∂Φ
∂s
(
Φ(s;U−, U+)
)
ds = 0, (3.4.19)
depending on the choice of path Φ, describes how to treat discontinuities travelling with speed
σ. When the conservative form of the system is available the classical Rankin-Hugoniot con-
dition is recovered.
Let us come back to the scalar balance law
ut + f(u)x − s(u) = 0. (3.4.20)
and its augmented system {
ut + f(u)x − s(u)a∆xx = 0
a∆xt = 0
(3.4.21)
with a∆x = i∆x for x ∈ [xi−1/2, xi+1/2[ and a locally Lipschitz map u → s(u)f ′(u) locally
Lipschitz in order to exclude resonant regimes. To construct a Godunov type scheme for the
augmented problem we need to solve a Riemann problem for each cell boundary. In other
words, knowing a∆xL , a
∆x
R , we need to join each state uL with the state uR. It can be done
through a family of paths Φ such that
[0, 1] 3 s→ Φ
(
s;
(
uL
a∆xL
)
,
(
uR
a∆xR
))
=
(
u∗(s∆x)
a∗(s∆x)
)
. (3.4.22)
It satisfies the assumptions from Definition 3 if u∗(∆x) = uR. So starting from a state uL, we
choose s ∈ (0, 1) and get a middle state u∗ through which we arrive to the state uR. The choice
of the path, middle state, is crucial for the right determination of the speed of discontinuities.
Usually it is based on physical background of the problem. To obtain a well-balanced scheme
the states u∗ and a∗ should lie on the integral curves of the stationary equations starting from
(uL, aL) {
a∗ = a∆xL + (a
∆x
R − a∆xL )/∆x
u∗ is a solution of f(u∗)x = s(u∗)a∗x, u∗(0) = uL
(3.4.23)
The above construction can be generalized to N dimensional systems{
Ut + F (U)x = S(U)a
∆x
x
a∆xt = 0
(3.4.24)
at least when F ′(U) is invertible, so away from sonic points. The family of paths can be defined
as in scalar case
[0, 1] 3 s→ Φ
(
s;
(
UL
a∆xL
)
,
(
UR
a∆xR
))
=
(
U∗(s∆x)
a∗(s∆x)
)
(3.4.25)
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where a∗ is defined as before and U∗ is the solution to{
F (U∗)x = S(U∗)a∗x
U∗(0) = UL
(3.4.26)
Generalized Roe’s method
The first method to construct a well-balanced scheme in the above framework that we are going
to describe is the generalized Roe’s method. It is based on the approximation of the augmented
system (3.4.12) with the Riemann initial data using the generalized Roe’s matrixAΦ introduced
in [115]. Denoting by W =
(
U a∆x
)T the unknown vector and WL,WR the left and right
states it can be put in the form
AΦ(WL,WR) =
(
R · diag(λi) ·R−1
)
(WL,WR), (3.4.27)
where λi, i = 1, ...N is a complete set of real eigenvalues and R is a matrix composed of the
corresponding right eigenvectors. It has to be consistent with the system (3.4.12) so
∀W AΦ(W,W ) = A(W )
and with the generalized Rankine-Hugoniot condition that is∫ 1
0
A (Φ(s;WL,WR))
∂Φ
∂s
(s;WL,WR) ds = AΦ(WL,WR)(WR −WL).
If we define
A±Φ(WL,WR) =
1
2
(
R · diag(λi ± |λi|) ·R−1
)
(WL,WR).
then a numerical scheme for (3.4.12) can be put in the following form
Wn+1i = W
n
i −
∆t
∆x
{
A+Φ(W
n
i−1,W
n
i )(W
n
i −Wni−1)
+ A−Φ(W
n
i ,W
n
i+1)(W
n
i+1 −Wni )
}
. (3.4.28)
What remains is to define the matrix AΦ. In [48] Gosse proposed
AΦ(WL,WR) =
(
A(WL,WR) −SΦ(WL,WR)
0 0
)
whereA(WL,WR) is the usual Roe’s matrix for the homogeneous problem and SΦ is such that
SΦ(WL,WR)(a
∆x
R − a∆xL ) = [S(U)a∆xx ]Φ.
Evaluating (3.4.28) we obtain the scheme
Un+1i = U
n
i −
∆t
∆x
(
FRoei+1/2 − FRoei−1/2
)
+ ∆t
(
Π−i+1/2SΦ(U
n
i , U
n
i+1) + Π
+
i−1/2SΦ(U
n
i−1, U
n
i )
)
, (3.4.29)
an+1i = a
n
i , (3.4.30)
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where
FRoei+1/2 =
1
2
(Fi+1 + Fi)− 1
2
|A(Uni , Uni+1)|(Uni+1 − Uni )
is the Roe’s classical flux withA(UL, UR) Roe’s matrix. The matrices Π± are projectors on the
positive and negative eigenvalues λi, i = 1, ..., N of A. Denoting by r the matrix composed
of eigenvectors of A, we have Π+ = r · diag(+i ) · r−1 with +i = 1 if λi > 0 and +i = 0
otherwise.
To complete the definition of the scheme a suitable approximation of SΦ along the path
Φ is needed. For the first order approximation we can consider the average value of the source
at the left and right state
SΦ =
1
2
(S(UL) + S(UR)).
Flux vector splitting
Another method to reduce the complexity coming from the presence of the source term was
suggested in [47]. It is based on the splitting the flux
F = F+ + F−
such that the Jacobians of F+, F− have positive and negative eigenvalues respectively. For a
homogeneous problem we can obtain an upwind type scheme in the form
Un+1i = U
n
i −
∆t
∆x
[
F+(Uni )− F+(Uni−1) + F−(Uni+1)− F−(Uni )
]
.
It can be also derived by solving two Riemann problems for the positive and negative fluxes
at the right and left boundaries of the cell and then taking the average of the solutions. In the
non homogeneous case the Riemann problems are modified in order to treat the sources in the
generalized jump relations. At each time step we need to solve
U+t + F
+(U+) = 0, for x ∈ [xi−1/2, xi)
U+(x, tn) =
{
U+i−1/2 for x ≤ xi−1/2
Uni for x > xi−1/2
F+(U+i−1/2)− F+(Uni−1) = [S+(U)a∆xx ]Φ
and 
U−t + F−(U−) = 0, for x ∈ [xi, xi+1/2),
U−(x, tn) =
{
Uni for x < xi+1/2
U−i+1/2 for x ≥ xi+1/2
F−(U−i+1/2)− F−(Uni+1) = [S−(U)a∆xx ]Φ
,
where S±(U) = JF±(U) · J−1F (U) · S(U). It leads to the following numerical scheme
Un+1i = U
n
i −
∆t
∆x
[
F+(Uni )− F+(U+i−1/2) + F−(U−i+1/2)− F−(Uni )
]
with
U+i−1/2 = U
+(∆x) with U+ solution to
{
F (U+)x = S(U
+)ax
U+(0) = Uni−1
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and
U−i+1/2 = U
−(−∆x) with U− solution to
{
F (U−)x = S(U−)ax
U−(0) = Uni+1
.
3.5 Boundary conditions
Whether we describe phenomena on bounded domains like vasculogenesis experiments or var-
ious kinds of flows, where the domain is often thought to be infinite, numerical approximation
of mathematical models based on partial differential equations always need to be supplemented
with boundary conditions. Unless we can choose periodic boundary conditions, it is always a
source of difficulties. However, in many cases specific behaviour at the boundary is essential
and has to be reproduced with high accuracy.
Let us consider a one dimensional case. A uniform grid of an interval [0, L] consists of
points xi, i = 1, ..., s such that x1 = 0 and xs = L. To find an approximate solution at time
tn+1 we need consistent formulas for solutions at these points and very often also values at
artificial points x0 and xs+1, which are defined according to prescribed boundary conditions.
Dirichlet boundary conditions
When the mathematical model is endowed with Dirichlet boundary conditions the values at
x1 = 0 and xs = L are fixed. Then the solution at artificial nodes for a first order approximation
can be defined as a linear combination of the values at other nodes that is
ρ0 = 2ρ1 − ρ2, ρs+1 = 2ρs − ρs−1. (3.5.1)
Homogeneous Neumann boundary conditions
Neumann boundary conditions are more delicate to implement. They describe inflow/outflow
processes and very often are connected with non constant stationary solutions. Moreover, when
we deal with no-flux boundary conditions a numerical scheme has to conserve the total mass.
For the Dirichlet boundary conditions the values at x1 = 0 and xs = L were fixed. Now they
have to satisfy
ρx|x1 = ρx|xs = 0. (3.5.2)
The first order approximation can be obtained by taking values of ρ at x1 and xs as
ρ1 = ρ2, ρs = ρs−1. (3.5.3)
To derive a second order approximation let us consider Taylor expansion of ρ2, ρ3 at node x1
ρi = ρ1 + (i− 1)∆xρx|x1 + (i− 1)∆x2
1
2!
ρxx|x1 +O(∆x3), i = 2, 3 (3.5.4)
Then a linear combination of ρ1, ρ2, ρ3 has a form
ρ1 + aρ2 + bρ3 = (a+ b)ρ1 + (a+ 2b)∆xρx|x1 +
+
1
2
(a+ 4b)∆x2ρxx|x1 +O(∆x3). (3.5.5)
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The first space derivative of ρ at point x1 is
ρx =
aρ2 + bρ3
(a+ 2b)∆x
− a+ b
(a+ 2b)∆x
ρ1 − (a+ 4b)∆x
2(a+ 2b)
ρxx (3.5.6)
Applying boundary condition ρx = 0 the above equality is satisfied, in order to have a 2nd
order condition, if 
a+ b = 1
a+ 4b = 0
ρ1 = aρ2 + bρ3
(3.5.7)
Solving this system and analogical one for ρs−2, ρs−1, ρs in the second order approximation of
homogeneous Neumann boundary conditions the values at the boundary nodes are
ρ1 =
4
3ρ2 − 13ρ3
ρs =
4
3ρs−1 − 13ρs−2
(3.5.8)
Mass conservation
Let us consider a general one dimensional advection-diffusion problem
ρt +A(ρ)x = B(ρ)xx (3.5.9)
with homogeneous Neumann boundary conditions. Its numerical approximation in the simples
case of a relaxation scheme can be put in the following form
ρn+1i = ρ
n
i + λ
∆t
2∆x
(
ρni−1 − 2ρni + ρni+1
)
+
(
1− λ
β
)
∆t
∆x2
(
Bni−1 − 2Bni +Bni+1
)
− ∆t
2∆x
(
Ani+1 −Ani−1
)
(3.5.10)
where λ, β are positive parameters. If we calculate the solution at the boundary points using
the first or second order discrete approximation of the total mass of the system M
M =
(
ρ1(t)
2
+
s−1∑
i=2
ρi(t) +
ρs(t)
2
)
∆x (3.5.11)
will change in time. To see it let us assume the first order approximation ρ1 = ρ2 and ρs =
ρs−1. Using the scheme (3.5.10) the mass difference at time tn and tn+1 is
Mn+1 −Mn = λ∆t
4
(
ρn1 − ρn2 + ρns − ρns−1
)
+
1
2
(
1− λ
β
)
∆t
∆x
(
Bn1 −Bn2 +Bns −Bns−1
)
+
∆t
4
(
An2 + 3A
n
1 −Ans−1 − 3Ans
)
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The presence of the transport part causes that Mn+1 6= Mn. In order to avoid it the boundary
values are to be defined at each time step in such a way that the difference of the mass becomes
zero. Rewriting againMn+1−Mn but using the scheme (3.5.10) only for nodes i = 2, ..., s−1
we obtain
Mn+1 −Mn = ∆x∆t
2
[
1
∆t
(ρn+11 − ρn1 ) +
λ
∆x
(ρn1 − ρn2 )
+
2
(
1− λβ
)
∆x2
(Bn1 −Bn2 ) +
1
∆x
(An1 +A
n
2 )
]
+
∆x∆t
2
[
1
∆t
(ρn+1s − ρns ) +
λ
∆x
(ρns − ρns−1)
+
2
(
1− λβ
)
∆x2
(Bns −Bns−1)−
1
∆x
(Ans +A
n
s−1)
]
.
Requiring the terms in the brackets to vanish the boundary values ρn+11 and ρ
n+1
s should be
ρn+11 =
(
1− λ∆t
∆x
)
ρn1 − 2
(
1− λ
β
)
∆t
∆x2
Pn1 −
∆t
∆x
An1
+ λ
∆t
∆x
ρn2 + 2
(
1− λ
β
)
∆t
∆x2
Pn2 −
∆t
∆x
An2 (3.5.12)
ρn+1s =
(
1− λ∆t
∆x
)
ρns − 2
(
1− λ
β
)
∆t
∆x2
Pns +
∆t
∆x
Ans
+ λ
∆t
∆x
ρns−1 + 2
(
1− λ
β
)
∆t
∆x2
Pns−1 +
∆t
∆x
Ans−1 (3.5.13)
In this way we define the boundary conditions dynamically assuring the conservation of the
total mass. The same method can be used for any kind of finite difference scheme, as the
values ρn+11 and ρ
n+1
s appear always in a linear form.
In numerical schemes based on finite volume method this kind of problem is not present.
The outflow flux at the right boundary of a cell Ci is an inflow at the left boundary for a
cell Ci+1. So taking zero inflow for the cell C1 and zero outflow for Cs the total mass is
automatically preserved .
CHAPTER 4
NUMERICAL APPROXIMATION:
PARABOLIC MODELS WITH
NONLINEAR DIFFUSION AND
CHEMOTAXIS
4.1 Introduction
In this chapter we focus on the numerical study of reaction-diffusion-advection systems. In par-
ticular, we are interested in models containing nonlinear diffusion, chemotaxis and production-
degradation terms. We consider simple, two components systems of the form{
ρt = P (ρ)xx − (χρφx)x − d1ρ+ r1(ρ, φ)
φt = Dφxx − d2φ+ r2(ρ, φ) . (4.1.1)
The positive constants d1, d2 are first order degradation rates, while r1, r2 are non-stiff reaction
function. The nonlinear diffusion is of porous medium type
P (ρ) = εργ , , ε > 0, γ > 1. (4.1.2)
The mathematical theory concerning this kind of systems is presented in Chapter 1 and 2. From
a numerical point of view, the complexity of the model comes from the presence of nonlinear-
ities leading to a free boundary problem and a strong coupling between the two equations.
Moreover, chemotaxis can produce steep fronts, where oscillations may occur. Additionally
a balance between internal forces and sources can lead to non constant steady states. Their
preservation, as was explained in the previous chapter, is not a trivial task. Another difficulty
arises for problems defined on bounded domains. Prescribing boundary conditions such that
flow/outflow or the total mass are preserved is not always straightforward.
The aim of this chapter is to present numerical schemes, which can deal with all the
mentioned features. In particular, an important aspect that we are going to focus on is an accu-
rate approximation of the free boundary. Parabolic models are long time asymptotics of many
hyperbolic systems and a correct numerical approximation of a position of the boundary for
both problems is essential to study the convergence of the solutions.
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Because of the presence of stiff and non-stiff terms the first approach is to use the Imex
splitting methods, in which diffusion and stiff reactions can be treated implicitly, while advec-
tion explicitly. However, in the case of nonlinear diffusion this method requires a solution at
each time step of a system of nonlinear equations, which is very expensive computationally.
The explicit methods based on the discrete, kinetic approximation move the nonlinearities from
the space derivatives into the source terms resulting in a system of only linear transport equa-
tions to solve. The efficiency of such schemes is much higher but the numerical diffusivity has
greater influence on the solution and is undesirable in the study of free boundary problems.
We approximate a one dimensional model and extend the schemes to two dimensions
using the Peaceman-Rachford splitting. Having constructed the numerical schemes we com-
pare them with a special attention to the accuracy near the vacuum. In particular we consider
the porous medium equation, which numerical approximation can be compared with Baren-
blatt self-similar solution. Other examples we are going to study contain chemotaxis. More
precisely we consider a tumour angiogenesis model (4.3.11) and a Keller-Segel type system
(4.3.17).
The chapter is organized as follows. In the Section 4.2 we describe the Imex and explicit
schemes for model (4.1.1). We present the modifications for different boundary conditions.
Section 4.3 is devoted to the numerical simulations of parabolic models. At first the compari-
son of the presented numerical schemes is preformed. Then the behaviour of chemotaxis model
is studied numerically.
4.2 Numerical schemes
In this section we are going to present numerical schemes based on finite difference method.
In particular, we consider the Imex and explicit method on an uniform grid with the mesh size
∆x. In one dimension on an interval [0, L] we define nodes xi, i = 1, ..., s such that x1 = 0
and xs = L. We denote by uni an approximation of a function u(x, t) at node xi at time t
n and
for any function f(u) we denote f(uni ) = f
n
i for simplicity. This notation is going to be used
throughout the chapter.
4.2.1 Splitting schemes
Let us consider advection-diffusion-reaction problem. From the numerical point of view the
system contains stiff and non-stiff terms. In the stiff part, which should be treated implicitly,
we can include diffusion and first order decays. For the non-stiff part, like advection, explicit
treatment is more suitable for simplicity of computations. For this reason it is suggested to
use the θ-schemes. It is especially efficient when we deal with linear terms, because then
the only numerical difficulty lies in solving a linear system of equations. This is the case
for example for the evolution equation of the concentration of chemoattractant, which we are
going to approximate at first. The resulting scheme will be used also in the hyperbolic model
of chemotaxis. Then we will generalize the Imex scheme to non linear diffusion.
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Concentration of chemoattractant
Let us present now description of the numerical scheme for the parabolic equation describing
the evolution of the concentration of the chemoattractant of the system (4.1.1). It consists of
linear diffusion and two reaction terms, one of which is stiff. Due to the presence of stiffness
parts we use the Cran-Nicholson scheme. Diffusion and stiff reaction−d2φ is treated implicitly
in time, whereas the reaction r2(ρ, φ) explicitly. Moreover, diffusion is going to be discretized
by a centered difference in space, while the sources by pointwise approximation. To construct
the scheme let us denote by Φn a vector containing the approximation of the concentration of
chemoattractant φ at internal nodes xi at time tn
Φn = (φn2 , ..., φ
n
s−1)
T .
Then the Crank-Nicholson scheme takes the form
Φn+1 =
[(
1 +
1
2
d2∆t
)
I+
D∆t
2∆x2
M
]−1 [((
1− 1
2
d2∆t
)
I− D∆t
2∆x2
M
)
Φn + ∆tRn2
]
, (4.2.1)
where I is the identity matrix and (R2)ni = r2(ρni , φni ). The matrix M is a diffusion matrix and
takes into account the boundary conditions. For the first order approximation of the homoge-
neous Neumann boundary conditions we have
MN1 =

1 −1 0 · · · 0
−1 2 −1 . . . ...
0
. . . . . . . . . 0
...
. . . −1 2 −1
0 . . . 0 −1 1

with
φn+11 = φ
n+1
2 , φ
n+1
s = φ
n+1
s−1
and the second order is obtained using
MN2 =

2
3 −23 0 · · · 0
−1 2 −1 . . . ...
0
. . . . . . . . . 0
...
. . . −1 2 −1
0 . . . 0 −23 23

with
φn+11 =
4
3
φn+12 −
1
3
φn+13 , φ
n+1
s =
4
3
φn+1s−1 −
1
3
φn+1s−2
In the case of homogeneous Dirichlet boundary conditions the diffusion matrix is
MD =

2 −1 0 · · · 0
−1 2 −1 . . . ...
0
. . . . . . . . . 0
...
. . . −1 2 −1
0 . . . 0 −1 2

.
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When we deal with non homogeneous, but constant, Dirichlet boundary conditions
φ(0, t) = γ1, φ(L, t) = γ2
to find the solution Φn+1 to the formula (4.2.1) we need to add a vector ~B ∈ Rs−2
~B =
(
D∆t
∆x2
γ1, 0, 0, ..., 0, 0,
D∆t
∆x2
γ2
)T
,
which contains the boundary values, in the following way
Φn+1 =
[(
1 +
1
2
d2∆t
)
I+
D∆t
2∆x2
MD
]−1 [((
1− 1
2
d2∆t
)
I− D∆t
2∆x2
MD
)
Φn + ∆tRn2 + ~B
]
.
(4.2.2)
The constant boundary conditions imply φn+11 = γ1, φ
n+1
s = γ2.
Density of cells
Now we are going to present the Crank-Nicholson scheme for the equation describing time
evolution of the density of cells that is
ρt = P (ρ)xx − (χρφx)x − d1ρ+ r1(ρ, φ) (4.2.3)
We apply the same splitting method as for the concentration φ that is diffusion and stiff reaction
term are treated implicitly, while chemotaxis and the non-stiff source explicitly. However, we
have to notice that in this case the presence of nonlinear diffusion complicated the scheme.
The system of linear equations in the previous case is replaced by nonlinear one. It has to
be solved at each time iteration, which increases computational cost. We are going to use
Newton method. It requires calculation of a Jacobian for a s − 2-dimensional vector not only
at each time iteration but also at each iteration inside Newton method until reaching the desired
accuracy.
To construct the scheme for (4.2.3) we need at first space discretization of the diffusion
and advection terms. We are going to use conservative, second order, centered discretizations.
The approximation for diffusion is given at node xi by
P (ρ)xx
∣∣∣
xi
≈ 1
∆x2
(P (ρi−1)− 2P (ρi) + P (ρi+1)) , (4.2.4)
while for the chemotaxis is of the form
−χ(ρφx)x
∣∣∣
xi
≈ − χ
∆x
[
(ρφx)i+1/2 − (ρφx)i−1/2
]
.
In the later, different approximations at the interface nodes xi+1/2 lead to different schemes
such as
• Upwind: Ist order
ρi+1/2 = ρi, φx|xi+1/2 =
1
∆x
(φi+1 − φi)
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• Centered: IInd order
ρi+1/2 =
1
2
(ρi+1 + ρi) , φx|xi+1/2 =
1
∆x
(φi+1 − φi)
• Upwind- biased: IInd order (IIIrd order with respect to the average cell volume)
(ρφx)i+1/2 =
1
6∆x
[(−ρi−1 + 5ρi + 2ρi+1) max{0, φi+1 − φi}
+ (2ρi + 5ρi+1 − ρi+2) min{0, φi+1 − φi}]
Choosing centered differences we obtain
−χ(ρφx)x
∣∣∣
xi
≈ − χ
2∆x2
[(ρi + ρi+1)(φi+1 − φi)− (ρi−1 + ρi)(φi − φi−1)] . (4.2.5)
Introducing vectors H,G ∈ Rs such that
Hi(ρ) =
1
∆x2
(P (ρi−1)− 2P (ρi) + P (ρi+1))− d1ρi
Gi(ρ, φ) = − χ
2∆x2
[(ρi + ρi+1)(φi+1 − φi)− (ρi−1 + ρi)(φi − φi−1)]
+ r1(ρi, φi)
the Crank-Nicholson scheme for (4.2.3) takes the form
ρn+1i = ρ
n
i +
1
2
∆t
(
Hn+1i +H
n
i
)
+ ∆tGni . (4.2.6)
As mentioned before the presence of non linear stiff terms requires at each time step the solution
of a system of nonlinear equations. Let us define for every vector q ∈ Rs−2 a function
F (q) := q − 1
2
∆tH(q)− f(ρn), (4.2.7)
where
f(ρn) = ρn +
1
2
∆tHn + ∆tGn (4.2.8)
To solve
F (q) = 0, (4.2.9)
which corresponds to finding ρn+1 at internal nodes, we use Newton’s method initialized with
q = ρn and with tolerance ∆x. It requires a computation of the Jacobian of F at each iteration.
In the case of Neumann boundary conditions we assume JF is (s− 2)× (s− 2) matrix, which
can be decomposed in the following way
JF =
 J1,1 . . . J1,s−2... J int ...
Js−2,1 . . . Js−2,s−2
 , (4.2.10)
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where J int ∈ M(s−4)×(s−2) and by J1, Js−2 we denote (s− 2)-dimensional vectors being the
first and last row of the matrix JF . The elements of the internal part J int equal
J inti,i−1 = −
∆t
2∆x2
P ′(qi−1),
J inti,i = 1−
1
2
∆td1 +
∆t
∆x2
P ′(qi),
J inti,i+1 = −
∆t
2∆x2
P ′(qi+1),
The vectors J1, Js−2 contain the information about the homogeneous Neumann boundary con-
ditions and differ for the first and second order approximation. Let σ = 1 if k = 1 and σ = 2
for k = s− 2. The first order approximation yields
(Jk)k,k = 1−
1
2
∆td1 +
∆t
2∆x2
P ′(qk),
(Jk)k,k−(−1)σ = −
∆t
2∆x2
P ′(qk−(−1)σ),
and the second
(Jk)k,k = 1−
1
2
∆td1 − ∆t
2∆x2
[
4
3
P ′
(
4
3
qk − 1
3
qk−(−1)σ
)
− 2P ′(qk)
]
,
(Jk)k,k−(−1)σ = −
∆t
2∆x2
[
−1
3
P ′
(
4
3
qk − 1
3
qk−(−1)σ
)
+ P ′(qk−(−1)σ)
]
.
Two dimensional problem: the Peaceman-Rachford method
The extension to two space dimensions of the above implicit-explicit scheme for the concen-
tration φ is obtained for example using the Peaceman-Rachford splitting, which is an example
of ADI (Alternating Direction Iteration) method. For a general semi-discrete scheme
φ′(t) = F1(φ(t)) + F2(φ(t)), (4.2.11)
where F1, F2 are space discretizations of the diffusion and stiff reaction terms in the directions
x and y respectively, the Peaceman-Rachford method reads
φn+1/2 = φn +
1
2
∆tF1(φ
n) +
1
2
∆tF2(φ
n+1/2)
φn+1 = φn +
1
2
∆tF2(φ
n+1/2) +
1
2
∆tF1(φ
n+1)
. (4.2.12)
The non-stiff source terms are treated explictly within the framework of the IMEX scheme.
4.2.2 Explicit scheme
Numerical approximation of an advection-reaction-diffusion equation, in which all the stiff
terms are linear, is accurately done by the implicit-explicit splitting schemes. This is the case
of the time evolution equation for the concentration φ and we do not study other methods for
this problem. On the other hand, we pointed out that to find the density ρ at time tn+1 we
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have to solve a system of nonlinear equations. In order to avoid it we are going to consider an
explicit scheme for
ρt = P (ρ)xx − χ(ρφx)x − d1ρ+ r1(ρ, φ). (4.2.13)
We solve the homogeneous part and the sources separately. For the former we use an advanced,
explicit scheme based on the discrete, kinetic approximation. The two reaction terms are ap-
proximated in space by a centered discretization. They do not have a geometric character, so
well-balancing is not needed, but the first order decay −d1ρ is stiff so is integrated implicitly
in time, while the remaining term explicitly.
Let us now focus on the approximation of the homogeneous system. The approach based
on the relaxation technique allows us to remove the nonlinearities from the derivatives leading
to only linear transport equations to solve. A special attention, however, has to be paid to the
accurate choice of the velocities of the kinetic approximation in order to find correctly the exact
position of the free boundary.
Denoting byA(ρ, φ) = χ(ρφx) the chemotaxis term, the homogeneous part of the equa-
tion (4.2.13) can be written as
ρt +A(ρ, φ)x = P (ρ)xx. (4.2.14)
In order to obtain a numerical scheme we use the diffusive BGK approximation with two
velocities N = N ′ = 2{
∂tfk + λk∂xfk =
1
 (Mk(ρ)− fk) if k = 1, 2
∂tfk + βk∂xfk =
1
 (Mk(ρ)− fk) if k = 3, 4
(4.2.15)
with the Maxwellian functions, introduced in Chapter 3, Section 3.2.4, as follows
M1 =
1
2λ
(
λ
(
ρ− P (ρ)
θ2
)
+A(ρ, φ)
)
,
M2 =
1
2λ
(
λ
(
ρ− P (ρ)
θ2
)
−A(ρ, φ)
)
,
M3 = M4 =
P (ρ)
2θ2
.
We choose the speeds of propagation to be equal in both directions
λ1 = λ >, λ2 = −λ. (4.2.16)
The parameters λ and βm = γσm,where σ3,4 = ±1/
√
2, and γ, θ will be precised later. To
find the approximate value of ρ at time tn+1 we treat the homogeneous part of the problem
(4.2.15) and the source at different steps. At first we solve in time interval [tn, tn+1] a system
of linear transport equations
~ft + Γ~fx = 0, Γ = diag (λ1, λ2, β1, β2) (4.2.17)
with the initial condition fnk = Mk(ρ
n, φn). Following the theory introduced in the Section 3.2
let us denote
ψi±1/2(fk) = 1− (1− |λ|
∆t
∆x
)ϕ(r
i±1/2
sgn(λk)
(fk)), (4.2.18)
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where ϕ(r) is a limier function and
r
i+1/2
+ (fk) =
∆i−1/2fk
∆i+1/2fk
r
i+1/2
− (fk) =
∆i+3/2fk
∆i+1/2fk
r
i−1/2
+ (fk) =
∆i−3/2fk
∆i−1/2fk
r
i−1/2
− (fk) =
∆i+1/2fk
∆i−1/2fk
(4.2.19)
We approximate (4.2.17) using a high resolution method for the first two components and the
upwind scheme for the remaining ones corresponding to the diffusion process. We obtain
f
n+1/2,i
1 = f
n,i
1 − λ
∆t
∆x
(4i+1/2fn1 +4i−1/2fn1 )
+ |λ|∆t
∆x
[
ψi+1/2(f
n
1 )4i+1/2fn1 − ψi−1/2(fn1 )4i−1/2fn1
]
,
f
n+1/2,i
2 = f
n,i
2 + λ
∆t
∆x
(4i+1/2fn2 +4i−1/2fn2 )
+ |λ|∆t
∆x
[
ψi+1/2(f
n
2 )4i+1/2fn2 − ψi−1/2(fn2 )4i−1/2fn2
]
,
f
n+1/2,i
3 = f
n,i
3 −
γ√
2
∆t
∆x
(fn,i3 − fn,i−13 ),
f
n+1/2,i
4 = f
n,i
4 +
γ√
2
∆t
∆x
(fn,i+14 − fn,i4 ).
Treatment of the source term 1 (Mk(ρ, φ)− fk) implies solving an ODE. In this case it is
equivalent to the projection of the solution ρn+1/2 onto the equilibrium yielding
ρn+1 = ρn+1/2 =
4∑
k=1
f
n+1/2
k . (4.2.20)
It can be seen as a fractional step method for the source term instead of the well-balanced
approach.
To complete the scheme we have to define the parameters γ and λ. The choice of λ has
to assure the monotonicity of the Maxwellian functions that is it has to satisfy the condition
|A′(ρi, φi)| ≤ λ
(
1− P
′(ρi)
θ2
)
, ∀ i = 1, ..., s. (4.2.21)
At first we choose α ∈ (0, 1) such that
∀ i = 1, ..., s 0 < α ≤ 1− P
′(ρi)
θ2
. (4.2.22)
It leads to the following values of θn+1 and λn+1 at each time step
θn+1 = max
i
√
P ′(ρni )
1− α , λ
n+1 = max
i
(χ (φx)
n
i ), γ
n+1 = 2θ2/∆x (4.2.23)
To guarantee stability of the scheme the CFL condition has to be such that the transport prob-
lems for fk, k = 1, ..., 4 are stable. It gives a restriction on time step of the form
∆t ≤ min
{
∆x
λ
,
(∆x)2√
2θ2
}
. (4.2.24)
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4.3 Simulations
In this section we study numerically parabolic models using the schemes presented in the first
part of the chapter. We consider the porous medium equation, which describes the nonlinear
diffusion that increases with higher densities, and two parabolic, chemotaxis models: tumour
angiogenesis model introduced in [25] and a Keller-Segel type system. The aggregation phe-
nomena are well described by this kind of models, however, it is well known that linear diffu-
sion for example in Keller-Segel type models can leads to a pointwise blow-up in finite time
in space dimensions higher than one. The use of density dependent function as a diffusive
coefficient produces a volume filling effect that guarantees a global existence of solutions. In
fact, for the angiogenesis model we study the traveling waves, not aggregation phenomena, and
only linear diffusion is taken into account, while for the Keller-Segel model we consider also
nonlinear diffusion of the porous medium type.
The main aim is to compare the accuracy of numerical methods in approximating the
interface between the region, where density ρ is strictly positive and the region, where it van-
ishes. These results are needed for the later study, in which we analyze numerically conver-
gence of the hyperbolic models to their parabolic asymptotics. In particular, we are interested
in propagation into vacuum and evolution of the free boundary, so its accurate approximation
is essential.
4.3.1 Porous medium equation
The first example that we consider is a one dimensional model of flow in a porous medium.
The reason why we start with this model is that we know its exact solution. It allows us to
compare carefully the implicit scheme from Section 4.2.1 with the explicit one based on the
relaxation technique presented in Section 4.2.2 for this particular equation.
Denoting by ρ the density of gas its evolution is described by
ρt = P (ρ)xx (x, t) ∈ [0, L]× [0, T ]
ρ(x, 0) = ρ0(x) x ∈ [0, L]
ρ(x, t) = 0 (x, t) ∈ {0, L} × [0, T ]
(4.3.1)
where the nonlinear diffusion is given by
P (ρ) = εργ ,  > 0, γ ≥ 1. (4.3.2)
We study convergence of solutions to the trivial equilibrium in the L2 and L∞ norms. This
behaviour can be quantified by a rate of convergence Γ such that
||ρ(x, t)||Lp ∼ t−Γ, as t→∞. (4.3.3)
To obtain Γ numerically using the equation (4.3.3) we consider the ratio of Lp norms at two
successive time steps
||ρn+1||Lp
||ρn||Lp =
(
tn+1
tn
)−Γ
. (4.3.4)
Taking the logarithm we obtain
Γ = − ln
( ||ρn+1||Lp
||ρn||Lp
)[
ln
(
tn+1
tn
)]−1
. (4.3.5)
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In case of the porous medium equation (4.3.1) on an unbounded domain as a reference solution
we can take the self-similar Barenblatt solution, which for γ > 1, has the form
B(x, t) = t
− 1
γ+1
[
1− γ − 1
2γ(γ + 1)
(x/
√
ε)2
t2/(γ+1)
] 1
γ−1
+
. (4.3.6)
Its norms can be calculated explicitly
||B(x, t)||L∞ = max(B(x, t))
||B(x, t)||2L2 =
∫ ∞
−∞
|B(x, t)|2dx
= t
− 2
γ+1
∫ x+
x−
(
1− γ − 1
2γ(γ + 1)
(x/
√
ε)2
t2/(γ+1)
) 2
γ−1
dx, (4.3.7)
where
x± = ±
√
2εγ(γ + 1)
γ − 1 t
1
γ+1 . (4.3.8)
are positions of the left and right free boundaries. Computing the integral we obtain the fol-
lowing convergence rates of solutions to the trivial equilibrium
||B(x, t)||L2 ∼ t−
1
2(γ+1) (4.3.9)
and
||B(x, t)||L∞ ∼ t−
1
γ+1 . (4.3.10)
when t→∞ for all γ > 1.
In the first test we consider an interval [−15, 15] and the Barenblatt solution (4.3.6) at time
T0 = 1 as initial datum. We perform simulations for different exponents of the diffusion
function P (ρ) that is γ = 2, 3, 4, 5, 6 using space step ∆x = 0.1 for both schemes. Figure 4.1
and 4.2 present the rate of convergence in respectively L2 and L∞ norms as a function of
time. The asymptotic decay with rate Γ is valid only for large times. The time evolution of
the numerically obtained L2 and L∞ norms of ρ are shown at Figure 4.3. We compare them
with the norms of the Barenblatt solution. It is easy to see that the numerical results are in high
agreement with the reference values.
Let us now compare the implicit and explicit schemes. At first we consider the values of
the rate of convergence. We compare with the exact rates the average value of Γn after tn = 35.
The results are presented in Table 4.1. They are in agreement with the theoretical rates of
Barenblatt solution up to the order 10−3. However, we have to notice that the implicit scheme
produces oscillations. They decrease for smaller mesh size, but can influence the results.
If we compare directly the L2 and L∞ norms of the numerical solution with those of
Barenblatt solution we see that the implicit scheme performs better. Figure 4.3 presents decays
of ||ρ||L2 , ||ρ||L∞ for the quadratic diffusion function P (ρ) = ρ2. The time evolution of theL∞
norm is similar for both methods and in a good agreement with the theory, however, in the case
of the L2 norm the implicit scheme gives much better results. The same better performance of
the implicit scheme is observed for the approximation in the proximity of the free boundary.
Figure 4.4 shows density profiles at time T = 50 for γ = 2 and γ = 6. They are compared
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with the Barenblatt solution. We see that the explicit scheme produces very big error at the
interface due to the numerical viscosity, while implicit one is able to capture the location of the
front correctly.
To sum up, the implicit scheme gives better approximation than the explicit method,
especially near the interfaces between the region, where the density ρ is strictly positive and
the region where it vanishes. However, the price for treating the nonlinearities implicitly is
paid in higher computational complexity. The Jacobian matrix present in Newton method to
solve a system of nonlinear equations requires a lot of memory. Moreover, more operations per
time iteration are needed, which increases the total time of simulation. What is more, as we
will see, low numerical viscosity will be a drawback in the case of steep, traveling fronts in the
solution, where spurious oscillations can appear. In this case, an explicit method with suitable
limited diffusion will give better results.
γ ||ρImex||L2 ||ρRel||L2 ||B||L2
2 0.1632 0.1619 0.1667
3 0.1224 0.1229 0.1250
4 0.0980 0.1004 0.1000
5 0.0818 0.0856 0.0833
6 0.0696 0.0752 0.0714
γ ||ρImex||L∞ ||ρRel||L∞ ||B||L∞
2 0.3266 0.3237 0.3333
3 0.2450 0.2446 0.2500
4 0.1961 0.1975 0.2000
5 0.1634 0.1661 0.1667
6 0.1401 0.1436 0.1429
Table 4.1: Rate of convergence to the trivial equilibrium in the L2, L∞ norms for different
values of the nonlinear diffusion coefficient γ. The results are compared with the theoretical
values for the porous medium equation given by Barenblatt solution.
4.3.2 Angiogenesis model
For the second test we consider a model of angiogenesis introduced in [25]. Denoting by
ρ the density of endothelial cell and by φ the tumour angiogenesis factor (TAF), which is a
chemotattractant, the one dimensional system has the form{
ρt = (ερ
γ)xx − (χρφx)x + a1ρ(1− ρ) max(0, φ− φ∗)− b1ρ
φt = Dφxx − a2ρφc+φ − b2φ
(4.3.11)
It describes migration of cells via diffusion and due to a response to the chemotactic stimulus,
their proliferation and degradation with constant rate b1. The proliferation is given by a logistic
type growth, with a1 being a maximal mitotic rate. Moreover the growth occurs only if the
concentration of the TAF is above the threshold value φ∗. The chemoattractant, released by the
tumour and stimulating the growth of blood vessels, diffuses in the sourrounding tissue, decays
naturally at constant rate b2 and is lost, according to the Michaelis-Menten law, due to the cells
proliferation at the capillary sprout tips.
We assume that a tumour is located at the boundary x = 0 and the blood vessel at
x = L. Initially the concentration of TAF is given by a function c0(x) such that c0(0) = cmax.
It remains constant at the boundary of the tumour and decays to zero near the blood vessel
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leading to the following boundary conditions
c(0, t) = cmax, c(L, t) = 0. (4.3.12)
The density of endothelial cells is assumed to be concentrated initially at the blood vessel and
remains constant there. The model was build in order to study the progress of the sprout tips
of endothelial cells through the tissue until reaching the tumour at x = 0, when additional
processes have to be taken into account, so the left boundary conditions can be taken as
ρ(0, t) = 0 or ρx(0, t) = 0. (4.3.13)
Following the original article we study the model defined on an interval [0, 1] with the following
values of the parameters
ε = 10−3, χ = 0.75, a1 = 100, φ∗ = 0.2, b1 = 4, a2 = 10, c = 1, b2 = 1.
We consider two distinct values of diffusivity constant for TAF that is D = 10−3 and D = 1.
Slower diffusion of the chemoattractant leads to a stronger chemotaxis effect and produces
steeper gradients in the density profile. We will see that in that case it is much more difficult to
obtain accurate numerical approximations. All simulations are performed with initial data of
the form
ρ(x, 0) =
{
ρ0 if x = L
0 elsewhere
, c(x, 0) = cos
(pix
2
)
(4.3.14)
and the boundary conditions{
ρ(0, t) = 0
ρ(L, t) = 1
,
{
φ(0, t) = 1
φ(L, t) = 0
. (4.3.15)
As before we want to compare implicit and explicit method, however, now instead of the fully
implicit scheme we use θ-Imex scheme with θ = 1/2 and the CFL condition
∆t = 0.3
∆x
λ
, (4.3.16)
where λ = χmax
i
(
ρ0i
φ0i+1 − φ0i−1
2∆x
)
. For the explicit scheme based on the discrete, kinetic
approximation from Section 4.2.2 we use the minmod limiter function, introduced in Sec-
tion 3.2.1), in the solution of the transport problem and take the time step according to (4.2.23)
and (4.2.24) with α = 0.95. The tests are performed on an uniform grid with space step
∆x = 0.01 up to the maximal time T=0.7, after which the front of cells reaches the tumour
at x = 0 and additional processes should be taken into account in the model. The results are
compared with the reference solution obtained using the fully explicit scheme on a fine grid
with ∆x = 0.5 · 10−3.
At first we study the case of D = 1. Figure 4.5 presents density at different times
obtained by the θ-scheme and the explicit scheme and compared with the reference solution.
We observe that both schemes have advantages and disadvantages. The implicit approach, as
was already mentioned, produces oscillations in the region where ρx changes rapidly. They
are visible at time t = 0.1. Diminishing the time step solves this problem, however, then the
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approximation of the speed of the density front is incorrect as shown at Figure 4.6. We ob-
serve that for ∆t = 0.5∆x/λ the front is too slow with respect to the reference value. On
the contrary, diminishing the time step numerical viscosity becomes higher and the solution
at the interface with vacuum is too diffusive. For the explicit scheme we observe the same
effect. Due to higher numerical viscosity the approximation is better near steep gradient, but
is too diffusive at the free boundary leading to the wrong approximation of the location of the
moving front.
When we consider D = 10−3 both schemes give inaccurate results with the space
step ∆x = 10−2 as we can see at Figure 4.7. As in the previous test, the Imex scheme cannot
deal with high gradients of the density. We can observe oscillations at the front of the density
profile, which are much steeper than in the previous test. The explicit scheme with minmod
limiter smooths the oscillations near sharp edges, but at the same time is not capable of cap-
turing accurately the position of the free boundary. Changing the limiter to the Superbee of
Roe from Section 3.2.1, which corresponds to the upper limit of the TVD region and is the
less diffusive limiter, improves the accuracy as observed at Figure 4.8. First of all there are no
spurious oscillations, which means that the amount of numerical viscosity is large enough, but
it is not too large as the front is sharper. The error in the approximation of the location of the
free boundary is much smaller than for the scheme with the minmod limiter.
4.3.3 Keller-Segel type model for chemotaxis with nonlinear diffusion of the
porous medium type
In the previous numerical tests we compared the Imex splitting scheme and the explicit, re-
laxation method. We observed that for the porous medium equation fully implicit treatment
gives better result, because the explicit one is characterized by higher numerical diffusivity and
is incapable of capturing the position of the free boundary accurately. However, it performs
better when dealing with advection-diffusion problems containing steep, traveling fronts. On
the angiogenesis example we saw that Imex scheme produces spurious oscillations, while the
explicit method with flux-limiter functions approximates correctly the position and the height
of the front.
Having in mind those results from now on time evolution of the density ρ of all parabolic
models of chemotaxis will be approximated by the explicit scheme. In this section we are going
to test it in two dimensions on the Keller-Segel type model of the form{
ρt = ∆ (ερ
γ)− χdiv (ρ∇φ)
φt = ∆φ+ aρ− bφ (4.3.17)
where ε, χ, a and b are positive constants. The system is defined on a square [−L,L]× [−L,L]
domain with homogeneous Neumann boundary conditions. We consider linear and nonlinear
diffusion for the density ρ.
It is well known that if γ = 1 and the initial mass is bigger than the threshold value M∗
the model has no global solution. The solution blow-up in finite, positive time. The presence
of density dependent diffusivity function, γ > 1, prevents the density from exploding. We
consider two initial data with different mass of the form
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1. Global solution: {
ρ0(x) = e
−100(x2+y2)
φ0(x) = 0.5 · e−500(x2+y2)
2. Blow-up: {
ρ0(x) = 1000 · e−100(x2+y2)
φ0(x) = 500 · e−50(x2+y2)
Figure 4.9 presents the results at time t = 0.002 for all the system parameters equal to one in
the case when the diffusion of the first component is given by the linear law. We observe that the
first initial datum with the total mass smaller than the threshold one leads to a decay of solution.
After t=0.002 the maximum of the density decreases from 1 to max(ρ(0, 0, 0.002)) = 0.18.
While the initial datum with much bigger mass results in concentration of the particles at the
center of the domain forming a Dirac delta type distribution. On the other hand, Figure 4.10
shows the profile of the density for the quadratic diffusion function P (ρ) = ρ2 and the initial
distribution with the total mass higher than the threshold value. The solution is global in time
as predicts the theory for the chemotaxis models with density limited diffusion. This example
shows that the scheme we have chosen is able to reproduce the blow-up in the case of linear
diffusion and its avoidance for the nonlinear one.
4.3. SIMULATIONS 79
Figure 4.1: Time evolution of the rate of convergence to the trivial equilibrium in L2 norm
obtained using the fully implicit scheme (upper) and the relaxation method (lower). Results
are displayed for different values of the exponent γ in the diffusion function P (ρ) = ργ .
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Figure 4.2: Time evolution of the rate of convergence to the trivial equilibrium in L∞ norm
obtained using the fully implicit scheme (upper) and the relaxation method (lower). Results
are displayed for different values of the exponent γ in the diffusion function P (ρ) = ργ
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Figure 4.3: Time evolution of ||ρ(t)||L2 and ||ρ(t)||L∞ norms for the quadratic diffusion
P (ρ) = ρ2 obtained using the Implicit (upper) and Relaxation (lower) schemes. The results
are compared with the Barenblatt solution (+).
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Figure 4.4: Comparison of density profiles at time T = 50 obtained by Implicit and Relaxation
schemes for the diffusion functions P (ρ) = ρ2 (upper) and P (ρ) = ρ6 (lower). The results are
compared with the Barenblatt solution (+).
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Figure 4.5: Angiogenesis model withD = 1: density profiles at times t = 0.1, 0.3, 0.5, 0.7 ob-
tained using the θ-scheme and the explicit scheme. The results are compared with the reference
solution.
Figure 4.6: Comparison of the density profiles for D = 1 at time t = 0.7 for different CFL
conditions in the θ-Imex scheme.
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Figure 4.7: Density of endothelial cells profiles in the case of small diffusivity TAFD = 0.001.
Comparison between Imex and Relaxation with minmod limiter schemes.
Figure 4.8: Density of endothelial cells profiles in the case of small diffusivity TAFD = 0.001
obtained using the Relaxation scheme with Roe Superbee limiter.
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Figure 4.9: Decay to the constant equilibrium (upper) and Blow-up (lower) of the solution to
the Keller-Segel type model of chemotaxis with linear diffusion function P (ρ) = ρ at time
t = 0.002.
Figure 4.10: Decay to the constant equilibrium of the solution to the Keller-Segel type model
of chemotaxis with nonlinear diffusion function P (ρ) = ρ2 at time t = 0.002.
CHAPTER 5
NUMERICAL STUDY OF 1D EULER
EQUATIONS FOR ISENTROPIC GAS
DYNAMICS WITH DAMPING
5.1 Introduction
Despite the fact that it has been more than two hundred years since the first publication by Euler
in ”Memoires de l’Academie des sciences de Berlin” of the equations describing the flow of a
compressible fluid, there are still many questions without answer and many to be asked. In this
chapter we focus on the isentropic gas dynamics system with friction in one space dimension{
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2 + P (ρ)
)
x
= −αρu, (5.1.1)
where ρ is density of gas and u its velocity. The pressure term P (ρ) is defined by a constitutive
law for polytropic gases
P (ρ) = εργ (5.1.2)
with ε > 0 and the adiabatic constant γ ≥ 1.
From the point of view of the mathematical analysis, this is a hyperbolic system with
eigenvalues
λ1 = u− c and λ2 = u+ c, (5.1.3)
where c is the speed of sound defined by
c =
√
P ′(ρ). (5.1.4)
Depending on the velocity, the flow can be classified into three different types: subsonic, sonic
and supersonic. The first and the last ones correspond respectively to the flow speed lower and
higher than the speed of sound. The sonic flow appears when |u| = c and implies that one of
the eigenvalues becomes zero. The situation complicates in the presence of vacuum states, at
which density vanishes. In this case both of the eigenvalues are zero and the system becomes
degenerate.
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The evolution of a compressible gas into the vacuum is one of the topics that has at-
tracted a great attention in the recent years. From the biological point of view, it is not only
reasonable, but also essential to consider areas where cells can be absent. Moreover, study of
the evolution of an interface between these two zones plays an important role in determining
a progression of a tumour or a biofilm for example. It motivates us to study the behaviour of
solutions to (5.1.1) with the initial data having compact support.
The presence of vacuum creates new form of singularity and the initial regularity of so-
lution is lost. To the previous list of features (interaction of the nonlinear convective term and
dissipation due to damping), we need to add the resonance with vacuum. In this case the eigen-
values coincide and become zero. At this moment the system is no longer symmetrizable with
regular coefficients. It prevents us from using standard theories leaving only few mathematical
tools to our disposal. Moreover, in [78] the physical vacuum boundary condition was conjec-
tured. It implies a special regularity at the interface and additionally complicates the problem.
Our knowledge of the behaviour of solutions to the compressible Euler equations in the
presence of vacuum is still measly due to the limited mathematical theory that we can apply to
this kind of systems. It motivates us to approach the problem numerically in order to under-
stand better phenomena that so far were studied only in special cases. More precisely, we are
going to explore the behaviour of density ρ in three different processes. At first we are going
to study the waiting time phenomenon. If the mass distribution near the free boundary is small
enough, the front will remain stationary for finite, positive time. It is quite well understood for
the porous medium equation, however, even for that problem the exact waiting times are known
only in special cases. Usually only lower and upper bounds are available. For the isentropic gas
dynamics no rigorous results are known. Another feature of the solutions to the compressible
Euler equation that we are going to study is the regularity of ρ near the interface. In [78] the
so called physical boundary condition was conjectured, which implies that the pressure has a
bounded, non zero effect on the interface. Under this condition the existence theory is still an
open problem. Recently some local well-posedness results were obtained, however, how the
regularity changes with time for general initial data is still only a guess. Together with the
above phenomena we are going to study the long time behaviour of the problem. In particular,
there is a conjecture which states that, as t → ∞, the density ρ obeys the porous medium
equation and the velocity is given by the Darcy’s law (see [61],[62]).
This chapter is organized as follows. In Section 5.2.1 we present the existing results
concerning the waiting time phenomena and well-posedness of solutions under the physical
boundary condition. Then, in Section 5.3 we describe numerical methods that we use to ap-
proximated the system (5.1.1). Finally Section 5.4 is devoted tot he numerical simulations.
Numerical estimates of the waiting times and comparison with the porous medium equation
are presented, the behaviour of the solutions under the physical boundary condition is investi-
gated and the asymptotic convergence of the hyperbolic system to the porous medium equation
is analyzed.
5.2 Existing mathematical theory.
In this section we present existing mathematical theory concerning behaviour of the degenerate
parabolic problem and the isentropic gas dynamics system with damping in the presence of
vacuum. In particular, we describe the results on the waiting time phenomena for the porous
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medium equation. Details on the existence and estimates of the waiting time are given, as
these results are going to be used later in numerical analyses of the hyperbolic model. Then
we present existing mathematical theory on the canonical behaviour near free boundary of
solutions to the isentropic gas dynamics system with friction. Recent results on local existence
theory obtained by [65] and [28] are described.
5.2.1 Waiting time phenomenon
Now let us focus on the parabolic equations with degenerate diffusion, such as the porous
medium equation. They are characterized by a finite speed of propagation [94]. It implies that
if we choose the initial density with compact support, then at any later time t > 0 the support
will be compact. It implies the occurrence of the free boundary separating the region,where
the density is strictly positive and the region where it vanishes. The most studied degenerate
parabolic equation is the porous medium equation
ρt = P (ρ)xx. (5.2.1)
It is endowed with a self-similar, Barenblatt solution
B(x, t) = t−
1
Γ+1
[
1− γ − 1
2γ(γ + 1)
(x/
√
ε)2
t2/(γ+1)
] 1
γ−1
+
, (5.2.2)
for which the free boundary ξ(t) is given by
ξ2B(t) =
2εγ(γ + 1)
γ − 1 t
2
γ+1 . (5.2.3)
In general, if we introduce a positivity set
Ω(t) = {x ∈ R : ρ(x, t) > 0} , (5.2.4)
where Ω0 = Ω(0), the free boundary ξ(t) can be defined as its boundary.
In [72] it is shown the interface ξ(t) is either strictly monotone or initially stationary .
The later case corresponds to the so called waiting time phenomenon. Basically it means that
for certain initial distributions of the mass, the free boundary can remain motionless for finite,
positive time t∗, called the waiting time, then starts to move and never stops.
Existence of the positive waiting time
The existence of the waiting time phenomenon is related to the initial mass distribution close
to the free boundary. If the density is sufficiently smooth near the interface then the pressure
exerted on it is not large enough to cause its movement. As a consequence, the particles re-
distribute and accumulate near the boundary until the force at the front is sufficient to set the
interface in motion. The first results on the existence of positive waiting times are due to Knerr
in [72], where he described the phenomenon in terms of the pressure v = ργ−1 near the bound-
ary. More precisely, for supp(ρ0) = [a1, a2], assuming the boundary at x = a1 to be fixed, he
showed that
if ∀x ∈ Na2 v0(x) ≤ C(a2 − x)2 then t∗ > 0
if ∀x ∈ Na2 v0(x) ≥ C(a2 − x)α α < 2 then t∗ = 0
,
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where Na2 is the neighbourhood of a2. Then, Vazquez in [120] studied the growth rate of the
mass in the proximity of the free boundary and gave a necessary and sufficient condition for
the existence of the waiting time. More precisely, he considered an initial value problem for
the porous medium equation on QT = R × [0, T ] under the assumption that ρ0(x) is a non
negative Borel measure inR such that ρ0(x) 6≡ 0, ρ0(x) = 0 for x > 0 and
sup
R≥1
R
− γ+1
γ−1
∫
|x|≤R
dρ0(x) <∞.
The above inequality corresponds to the growth conditions and assures the existence of weak
solutions on QT . In this setting it was proven that
∃t∗ > 0 ⇐⇒ lim
x→0
sup |x|− γ+1γ−1
∫
(x,0]
dρ0(x) <∞.
Estimates of the waiting time
As the existence of a positive waiting time can be deduced from the local distribution of density,
the precise estimates of its length are not so straightforward. Despite the great importance of
the application, the exact values of t∗ are given only in special cases. For example Aronson in
[9] considered an initial profile of the form
ργ−10 =
{
cos2(x) pi2 ≤ x ≤ pi2
0 otherwise
and obtained
t∗ =
γ − 1
2γ(γ + 1)
. (5.2.5)
Usually only lower and upper bounds are available. What is more important, its length
can depend on the local behaviour of ρ0 near the interface or on the global distribution of mass.
More precisely, in [10] the waiting time phenomenon was studied for an initial datum of the
form {
ργ−10 = α|x− ξ|2 +O
(
(x− ξ)2) near x = ξ
ργ−10 ≤ β|x− ξ|2 everywhere
.
and the following bounds were obtained
1
2(γ + 1)β
≤ t∗ ≤ 1
2(γ + 1)α
. (5.2.6)
Additionally, the authors defined a function
t∗(x) :=
γ
2(γ + 2)
(x− ξ)2
ργ0
, (5.2.7)
for a general, initial datum ρ0{
ρ0 = α|x− ξ|q near x = ξ
ρ0 ≤ β|x− ξ|q everywhere ,
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The limit x→ ξ for any initial data indicates with which situation we are dealing. In particular,
when limx→ξ t∗(x) = 0 the interface starts to move immediately, while if limx→ξ t∗(x) is finite
and non vanishing the waiting time is bounded by (5.2.6) and depends locally on the initial date.
Finally, in the case limx→ξ t∗(x) =∞ the length of the waiting time has to be determined from
the global distribution of the mass. It is an open problem how to estimate the waiting time in
this case.
An important bound of t∗, based on the mass distribution near the interface was obtained
by Va´zquez [120]. Assuming that initially the free boundary ξ is localized at x = 0 and
ρ0(x) = 0 for x > 0 he proved
B = sup
x<0
|x|− γ+1γ−1
∫
(x,0]
ρ0(x)dx <∞⇒ Tγ
Bγ−1
≤ t∗ ≤ θγ
Bγ−1
,
and
A = lim inf
x→0
|x|− γ+1γ−1
∫
(x,0]
ρ0(x)dx > 0⇒ t∗ ≤ Tγ
Aγ−1
where
Tγ =
(
γ − 1
γ + 1
)γ 1
2γ
, and θγ =
γ − 1
2γ(γ + 1)
Eβ
(
γ
γ − 1 ,
1
2
)γ−1
Eβ(x, y) is the Euler beta function.
Recently Perazzo and Gratton presented in [97] a numerical study of waiting times.
Using numerical estimates of t∗ for the power log type initial profiles
ρ0α(x) =
{
0 if x < 0
(1 + αq)xαq if 0 ≤ x ≤ 1 , (5.2.8)
where q = 2/γ , α ≥ 0 they introduced a method to derive bounds on waiting times for general
initial mass distributions ρ0(x).They showed that if it is possible to find profiles ρ0α1(x), ρ
0
α2(x)
of the form (5.2.8) and constants k1, k2 > 0 such that
∀x ≤ 1
∫ x
−∞
k1ρ
0
α1(x)dx ≤
∫ x
−∞
ρ0(x)dx ≤
∫ x
−∞
k2ρ
0
α2(x)dx
then
t∗(α2)
kγ2
≤ t∗ ≤ t
∗(α1)
kγ1
. (5.2.9)
Regularity of the interface
One of the first works on the regularity of the interface ξ showed that it consists of Lipschitz
curves and is continuously differentiable function for t > t∗ [20], [72]. This result was im-
proved independently by Aronson and Va´zquez in [12] and by Ho¨llig and Kreiss in [60]. They
proved that in fact the free boundary is a C∞ function after the waiting time. Real analyticity
of ξ(t) was shown in [4]. Moreover, analysis in [9],[11], [72], [121] showed that
ξ′(t) = −
(
γργ−1
γ − 1
)
x
(ξ(t), t) and ξ′′(t) ≥ − γ
(γ + 1)t
ξ′(t).
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Knerr and Aronson in [72], [9], [8] studied the evolution of the interface in terms of a pressure
variable v = ργ−1 and obtained bounds on |vx| for t > t∗. However, the major development in
the study of the regularity of ξ(t) is due to Kath and Cohen [68] who described, for γ << 2, the
appearance of corner layers, where vx changes significantly withing ∆x and becomes a corner
shocks at t = t∗ indicating discontinuous jumps in vx. Arbitrary γ > 1 was studied later in
[74]. In [10] examples of initial data, for which the interface is a continuously differentiable
function at t = t∗ were presented, but later works of Aronson, Caffareli and Va´zquez [11]
showed that it is not always the case and the free boundary can start to move abruptly. They
gave a sufficient condition for smoothness of the interface at t = t∗ and conjectured that
Lipschitz continuity is optimal.
A study of regularity of the interface in higher dimensions is much more complicated.
For N-dimensional porous medium equation Caffarelli, Wolanski and Va´zquez [19] showed,
under the assumption that at t = 0 the boundary starts to move at every point, that the interface
is described by a Lipschitz function. In [21] they extended the result proving that in fact it
is a C1,α surface. However, no proofs were given for the pressure variable. This goal was
achieved in [30], [31]. Under special conditions on the initial pressure v0 a C∞ smoothness
was obtained for the pressure v up to the boundary for all times.
5.2.2 Physical boundary condition
In the second part of this section we focus our attention on the evolution into vacuum of the
isentropic gas described by the Euler equations with damping. In fact, there is a significant
difference in the behaviour for the compressible Euler system with and without friction if the
initial datum contains vacuum. In the later case, the authors in [77] showed that any shock wave
vanishes at the vacuum and singular behaviour corresponds to a centered rarefaction wave. It
means that the density ρ is regular at the free boundary. On the other hand, solutions to the
isentropic gas dynamics system with damping converge asymptotically to the porous medium
equation, for which is known that the boundary has a canonical singular behaviour.
The compressible Euler equation with damping (5.1.1) in a nonconservative form in
terms of the speed of sound c and the velocity u are{ (
c2
)
t
+
(
c2
)
x
u+ (γ − 1)c2ux = 0
ut + uux + (γ − 1)−1
(
c2
)
x
= −u . (5.2.10)
The function
i =
1
γ − 1c
2,
is the enthalpy and its space derivative represents the effect of the pressure on the particle paths
x(t). In [78] it was conjectured that near the boundary Γ defined as
Γ = {(x, t) : ρ(x, t) > 0} ∩ {(x, t) : ρ(x, t) = 0}
the enthalpy at any point x is proportional to the distance from the interface that is
i ∼ η(x, t) · |ξ(t)− x|
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for some function η(x, t) differentiable up to Γ. As a consequence, at Γ the pressure ix has a
bounded, non zero effect on the interface. It can be stated as
0 <
∣∣∣∣∂c2∂x
∣∣∣∣ <∞. (5.2.11)
A vacuum boundary that satisfies the above condition is called physical. Using the explicit
form of the sound speed it implies that the density behaves like
ρ(x, t) ∼ |ξ(t)− x| 1γ−1
near the boundary.
In the case of the porous medium equation the behaviour under the conditions (5.2.11)
is well understood and the global existence of solutions has been proven. In [79] it was shown
that for compressible Euler equations with damping regular solutions will not be global in
time if the initial data has a compact support. The authors also proved local existence for ρ
smooth enough such that the energy and characteristic method can be applied. However, this
techniques cannot be used under the physical boundary conditions.
Well posedness under the physical vacuum condition
The existence theory for solutions featuring the physical boundary conditions for the compress-
ible Euler equations is still far from being complete. Despite the importance of the problem
only few results on the local well-posedness of the problem are available. It is caused by the
difficulties coming from the structure of the system in the presence of vacuum. When density
vanishes the eigenvalues of different families coincide, the characteristic curves are reflected
tangentially at Γ and the problem is no more strictly hyperbolic. Moreover, the physical bound-
ary condition implies additional constrains on the regularity of ρ such that the system cannot
be symmetrizable with regular coefficient and the classical theory cannot be used.
In order to find rigorous proofs of the existence theory, new techniques have to be found
out. In [125], the authors used a special transformation introduced in [80] to prove the local
well-posedness of the compressible Euler equations with physical boundary for an initial con-
dition being a perturbation of a planar wave solution.The transformation of variables was done
in the Lagrangian coordinates and allowed to capture the singularity and symmetrize the sys-
tem. Then, for the system reformulated in the new variable, they used a small perturbation of a
linear unbounded solution as an initial data proving the existence and uniqueness of solutions.
The first, general well-posedness result was presented recently by Jang and Masmoudi
[65]. Introducing special energy spaces, to overcome analytical difficulties coming from the
physical boundary condition, they proved in the new framework the local in time existence and
uniqueness of solutions. For a detailed description of the approach we refer to the article. Here
we are going to present the reformulation of the problem in the new spaces and state the main
result.
The problem was studied in one dimension assuming that one of the free boundaries,
at x = b, is fixed, while the second is described by a function a(t) that satisfies the physical
boundary condition 
u(t, b) = 0,
ρ(t, a(t)) = 0,
0 < ∂∂xρ
γ−1∣∣
x=a(t)
<∞
.
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The symmetrized system (5.1.1), with the pressure given by (5.1.2), in the Lagrangian coordi-
nates can be written as {
φt + µuy = 0
ut + µφy = −u , (5.2.12)
where
φ =
2
√
εγ
γ − 1ρ
γ−1
2 , µ =
√
εγρ
γ−1
2 .
The new variable
y =
∫ x
a(t)
ρ(t, z)dz, a(t) ≤ x ≤ b
corresponds to a Lagrangian coordinate transformation. The free boundary in this setting cor-
responds to y = 0 and the physical boundary condition is equivalent to ρ ∼ y 1γ for y ∼ 0,
but the propagation speed of the system (5.2.12) is still degenerate. To overcome it the authors
introduced a new variable
ξ =
2γ
γ − 1y
γ−1
2γ
and setting k = 12
γ+1
γ−1 they obtained the following system φt +
(
φ
ξ
)2k
uξ = 0
ut +
(
φ
ξ
)2k
φξ = 0
. (5.2.13)
Inserting the physical boundary condition ρ ∼ y 1γ into the definition of φ and using the new
transformation from y to ξ yields for y ∼ 0
φ ∼ y γ−12γ → φξ = y
γ−1
2γ φy ∼ 1.
It implies that φ ∼ ξ at the free boundary, so the propagation speed of the system (5.2.13)
in no longer degenerate. However, the standard energy estimates cannot be used, because the
behaviour of solutions differs in the region where ρ is strictly positive and on the boundary.
The authors of [65] introduced new operators
V (f) ≡ 1
ξk
∂ξ
[
φ2k
ξk
f
]
, V ∗(g) ≡ −φ
2k
ξk
∂ξ
[
1
ξk
g
]
for f, g ∈ L2ξ [0, 1] and defined appropriate function spaces Xk,s, Y k,s and norms ||f ||2Xk,s ,
||g||2
Y k,s
. In this framework the system (5.2.13) becomes{
∂t
(
ξkφ
)− V ∗ (ξku) = 0
∂t
(
ξku
)
+ 12k+1V
(
ξkφ
)
= 0
, (5.2.14)
with φ(t, 0) = 0 and u(t, 1) = 0 as boundary conditions. For the energy functional of the form
Ek,s(φ, u) ≡ 1
2k + 1
||ξkφ||2L2ξ + ||ξ
ku||2L2ξ
+
1
(2k + 1)2
||V
(
ξkφ
)
||2Xk,s−1 + ||V ∗
(
ξku
)
||2Y k,s−1 .
where s = dke+ 3 with dke = min{n ∈ Z : k ≤ n} the following result was proved.
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Theorem 5 (Jang-Masmoudi). Fix k, where 12 < k < ∞. Suppose initial data φ0 and u0
satisfy the following conditions:
(i) Ek,dke+3(φ0, u0) <∞
(ii)
1
C0
≤ φ0
ξ
≤ C0 for some C0 > 1 .
There exist a time T > 0 only depending on Ek,dke+3(φ0, u0) and C0, and a unique solution
(φ, u) to the reformulated Euler equations (5.2.14) with the boundary conditions φ(t, 0) = 0
and u(t, 1) = 0 on the time interval [0, T ] satisfying
Ek,dke+3(φ, u) ≤ 2Ek,dke+3(φ0, u0),
and moreover, the vacuum boundary behaviour of φ is preserved on that time interval:
1
C0
≤ φ
ξ
≤ 2C0.
The proof of the above result is based on the energy estimates of V, V ∗ using the
weighted Sobolev norms. Nevertheless the existence and uniqueness of solutions was shown,
their regularity cannot be determined directly.
This problem was overcome in [28] by Coutand and Shkoller. In order to establish the lo-
cal well-posedness of the system (5.1.1) they constructed sufficiently regular solutions, viewed
as degenerate viscosity solutions. More precisely, let a position of gas particles at point x at
time t be given by a function η(x, t) such that{
ηt = u(η(x, t), t) for t > 0
η(x, 0) = x
.
Then the compressible Euler equations for γ = 2 in the Lagrangian coordinates on the interval
I = [0, 1] are 
ρ0vt +
(
ρ20/η
2
x
)
x
= 0 in I × (0, T ]
(η, v) = (e, u0) in I × {t = 0}
ρ0 = 0 on ∂I
, (5.2.15)
where v = u(η(x, t), t) is the Lagrangian velocity and e(x) = x denotes the identity map on
I . For the above problem higher-order energy functional E(t)
E(t) =
4∑
s=0
||∂st v(t, ·)||2H2− s2 (I) +
2∑
s=0
||ρ0∂2st v(t, ·)||2H3−s(I)
+ ||√ρ0∂t∂2xv(t, ·)||2L2(I) + ||
√
ρ0∂
3
t ∂xv(t, ·)||2L2(I).
was considered. Its a priori bounds were obtained in [27] . In this framework Coutand and
Shkoller proved the existence and uniqueness of solutions under the physical boundary condi-
tion. The main result for γ = 2 is stated in the following theorem. The generalization to γ > 1
is also available.
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Theorem 6 (Coutand-Shkoller). Given initial data (ρ0, u0) such that the total, initial mass
of gas M0 < ∞ and the physical boundary condition holds for ρ0, there exists a solution to
(5.2.15) on [0, T ] for T > 0 taken sufficiently small, such that
supt∈[0,T ]E(t) ≤ 2M0.
Moreover if the initial data satisfies
3∑
s=0
||∂st v(0, ·)||2H3−s(I) +
3∑
s=0
||ρ0∂2st v(0, ·)||2H4−s(I),
then the solution is unique.
The method used in the proof is based on degenerate parabolic approximation for (5.2.15)
of the form 
ρ0vt +
(
ρ20/η
2
x
)
x
= κ
[
ρ20vx
]
x
in I × (0, T ]
(η, v) = (e, u0) in I × {t = 0}
ρ0 = 0 on ∂I
, (5.2.16)
for κ > 0, and on generalized to higher order Hardy inequality. First κ-independent energy es-
timates for the solution to (5.2.16) are obtained. Then the existence and uniqueness of solutions
to compressible Euler equations were defined as the weak limit for κ→ 0 of the sequences of
the solutions to (5.2.16).
5.3 Numerical schemes
Let us now explain how we solve numerically the isentropic gas dynamics system with damp-
ing. We employ a finite volume scheme for the homogeneous problem with the explicit time
discretization and centered, implicit approximation of the friction term.
System (5.1.1) is an example of a conservation law with source term
Ut + F (U)x = S(U), (5.3.1a)
where
U =
(
ρ
ρu
)
, F (U) =
(
ρu
ρu2 + P (ρ)
)
, S(U) =
(
0
−αρu
)
. (5.3.1b)
Let us consider an uniform grid on Ω with the mesh size ∆x and cellsCi = [xi−1/2, xi+1/2)
centered at nodes xi. The non constant time step is denoted by ∆tn and the discretization times
are give by tn = n∆tn, n ∈ N.
For the homogeneous, semi-discrete problem we use the Godunov type scheme with the
Suliciu relaxation solver adapted to vacuum as an approximate Riemann solver. This choice if
motivated by several factors. First we study an evolution of gas into vacuum and the scheme
has to deal with points xi of the grid such that ρi > 0 and ρi+1 or ρi−1 vanish. Therefore we
analyze the propagation of the free boundary ξ(t). In its proximity ρx changes very rapidly and
the numerical approximation has to be free of spurious oscillations in that region. The Suliciu
solver satisfies the above requirements as it preserves the non negativity of ρ. Additionally
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it is characterized by a small artificial diffusion, with respect to other approximate Riemann
solvers, and it increases the accuracy near the interface. Numerical viscosity has to be as low
as possible in order to approximate the location of the front and to catch the moment when it
stars to move.
The time discretization of the homogeneous part of the system is the first-order explicit
Euler method with the CFL condition
∆tn = 0.9
∆x
λn
, (5.3.2)
where λn is the highest of the wave speeds of the Suliciu solver calculated at each iteration.
The source term in the momentum balance equation is a first order decay. It doesn’t
have a geometric character so we can use a pointwise approximation in space instead of well-
balancing. However, it is characterized by high stiffness and implicit treatment is needed.
Thus the solution at time step tn+1 is{
ρn+1i = ρ
n
i − ∆t∆x
(Fρ(Uni , Uni+1)−Fρ(Uni−1, Uni ))
(ρu)n+1i =
1
1+∆t ·
[
(ρu)ni − ∆t∆x
(Fρu(Uni , Uni+1)−Fρu(Uni−1, Uni ))] , (5.3.3)
where F = (Fρ,Fρu) is the Suliciu relaxation solver.
In this chapter we will study the behaviour of the isentropic gas dynamics system on the
interval Ω = [0, L] with the initial data in the following form
ρ(x, 0) =
{
g(x) if 0 ≤ x ≤ xf
0 if xf < x ≤ L
u(x, 0) = 0
(5.3.4)
for all x ∈ Ω, where g(x) ≥ 0 and g(0) = 0.
5.3.1 Detection of the waiting time
To obtain reliable estimates of the waiting time we need a very accurate determination of the
moment when the interface ξ stars to move. The accuracy of the approximation depends on the
criterion that we employ to decide when it happens. Theoretically for ξ(0), corresponding to
the node xif = xf with ρ
0
if
> 0 and ρ0if+1 = 0, the waiting time t
∗ could be defined as
t∗ = tn if ρnif+1 > 0 and ρ
n
if+2
= 0.
Unfortunately, the numerical diffusion can give misleading information about the movement of
the front. We tested several criteria based on observations of the interface and what happens in
the region in front of it that is in the interval [xf , L].
• Criterion I: Time evolution of the interface ξ
The first criterion determining when the front starts to move is based on the study of time
evolution of the interface ξ(t) defined as
ξ(t) = max
i
{xi : ρi > δξ} . (5.3.5)
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• Criterion II: Time evolution of mass in (xf , L]
The front start to move when the pressure of the particles on the interface is large enough.
It is connected with the high values of ρ near ξ(0) and corner layers, where ρx is large.
The mass in (xf , L] given by
m =
∫ L
xf
ρ(x)dx
should increase rapidly after the waiting time. The moment when
m(t) > δm
corresponds to the waiting time t∗.
• Criterion III: Time evolution of ρif+1
Another approach is based on the observation of changes in the density value at the first
grid point in front of the motionless interface. The criterion is motivated by the same
argument as in the previous case and the waiting time is associated with the time when
ρif+1 > δρ.
In all cases the waiting time t∗ is found directly from the plots ξ(t), m(t), ρif (t), however, due
to numerical viscosity the theoretically rapid jumps in practice are smooth. It creates additional
difficulty in the approximation of the waiting time and this is the reason why we use the pa-
rameters δξ, δm, δρ. They are the threshold quantities, crossing which indicates the movement
of the interface. They should be large enough so that the error coming from the presence of the
numerical diffusion is minimized. And yet, they cannot be too large since this would lead to the
delay between the effective movement of the interface and our observation. In the following
simulation we are going to test the advantages and disadvantages of the three criteria that we
presented.
We consider the porous medium equation and the isentropic gas system with P (ρ) = ρ2
and the initial condition such that ρ(x, 0) = cos(x)2 if x ≤ pi/2 and zero otherwise. In
the case of the parabolic model the waiting time is given by the theory and equals t∗ = 1/
12 = 0.083, while the reference value for the hyperbolic system is obtained from the plot of
the time evolution of the interface calculated on a very fine mesh with size ∆x = 10−4 and
equals t∗ = 0.58. Figure 5.1 and Figure 5.2 present time evolution, for respectively the porous
medium equation and the hyperbolic model, of the interface ξ(t), the mass m(t), and the den-
sity ρif (t) in the case of two different space steps ∆x = 10
−2, 10−3. The parameters δ are:
δξ = 10
−16, δm = 10−4, δρ = 10−3. We are going to explain this choice in what follows.
The first observation concerns the Criterion I based on the evolution of the free bound-
ary. We see characteristic ”steps”, which are a consequence of the definition of ξ. According
to it, the front moves from node xi to xi+1 if ρi+1 > δξ. But to achieve this value few time
iterations have to pass. So in time interval ∆t = tn2−tn1 the interface ξ is motionless. Then, at
tn2 it jumps to ξ(tn2) = ξ(tn1) + ∆x, which we can observe at the plot. So the larger the space
step ∆x the more probable is that tn1 < t∗ < tn2 and won’t be captured correctly. However,
comparing the results for ∆x = 10−2 and ∆x = 10−3 we observe that for smaller mesh size
the ”steps” become much smaller and the estimate of the waiting time is more accurate for both
systems, parabolic and hyperbolic. The increase of ξ starts abruptly. On the other hand, the
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∆x = 10−2 ∆x = 10−3
Figure 5.1: Porous medium equation: time evolution of the interface ξ(t), the mass m(t) in
(xf , L] and the value of density ρif+1(t) for the space step ∆x = 10
−2, 10−3. Comparison of
the criteria determining the waiting time t∗ . The exact value is t∗ = 0.083.
plots ofm(t) and ρif (t) are very smooth from the beginning and it is very difficult to determine
when the actual movement of the interface starts. This leads to the necessity to introduce the
threshold parameters δ.
For the Criterion I we chose the value corresponding to the numerical precision of the
program that is δξ = 10−16. Despite the fact that we observe the characteristic ”steps”, the mo-
ment when the interface starts to move is very easy to notice. On the other hand, the smoothness
and the increase from the first time iteration of the plots of m(t) and ρif+1(t) makes the choice
of the cut off value very difficult. Taking δm, δρ of the same order as δξ would lead to t∗ = 0.
The values that we choose in this numerical test δm = 10−4, δρ = 10−3 are motivated by the
reference waiting time t∗. As a consequence not knowing at least its approximation, determin-
ing when the interface was set in motion using the Criterion II and III is impossible.
To compare in another way the results on the waiting times we introduce a relative error
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∆x = 10−2 ∆x = 10−3
Figure 5.2: Isentropic gas dynamics system with friction: time evolution of the interface ξ(t),
the massm(t) in (xf , L] and the value of density ρif+1(t) for the space step ∆x = 10
−2, 10−3.
Comparison of the criteria determining the waiting time t∗ . The reference value, estimated on
a mesh with ∆x = 10−4, is t∗ = 0.58.
erel of numerically estimated t∗ with respect to the reference value t∗ex. We define it as
erel =
|t∗ − t∗ex|
t∗ex
· 100%.
Table 5.1 presents the results. We observe that for ∆x = 10−2 the highest error for the
parabolic and hyperbolic model corresponds to the Criterion I, but at the same time decreasing
the mesh size gives the best improvement. Then for the porous medium equation smaller ∆x
doesn’t decrease much the error in the case of the Criterion II and III. It is due to the fact, that
numerical viscosity is already law and only changing the accuracy by taking smaller parameter
δ could improve the results. But we cannot know a priori the optimal values of δm, δρ. For
the isentropic gas dynamics system with friction, the effect of the improvement is much more
visible as the difference in the numerical diffusion between ∆x = 10−2 and ∆x = 10−3 is
larger.
As a consequence, we say that the Criterion I based on the direct study of the behaviour
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∆x Criterion I Criterion II Criterion III
10−2 15.6% 8.4% 5.4%
10−3 2.4% 7.2% 3.6%
PME
∆x Criterion I Criterion II Criterion III
10−2 31% 17.2% 22.4%
10−3 5.2% 0% 8.6%
IG
Table 5.1: Relative errors erel of the approximation of the waiting time for the porous medium
equation (left) and the isentropic gas dynamics system with friction (right). Comparison of the
results for different criteria determining the moment when the front starts to move that is based
on the time evolution of the interface ξ(t) (Criterion I), the mass m(t) in (xf , L] (Criterion II)
and the value of density ρif+1(t) (Criterion III) and for two space step ∆x = 10
−2, 10−3.
of the interface gives the most reliable results of the waiting time. We motivates it by the fact
that the actual movement of the free boundary is much more visible on the plot of ξ(t) than
on m(t) or ρif+1(t). But, what is more important, we do not need the reference values of the
waiting time in order to determine the value of the threshold parameters δ. From now on, in all
the simulations we are going to estimate t∗ using the Criterion I.
Regularity of solution
In order to study the behaviour of the density near the interface we analyze the parameter α in
the relation
ρi ∼ |ξ − xi|α
for nodes xi in the neighbourhood of ξn. The exact location of the interface ξn at each time
step tn is not needed and we define its neighbourhood by
Nξ∆x(tn) =
[
ξ∆x(tn − δ1, ξ∆x(tn − δ2
]
with positive δ1, δ2. Then, to find α, we apply the Least Square Method to
ln (ρni ) = α
n · ln |ξn − xi| .
for the set of points (xi, ρni ), where xi ∈ Nξ∆x(tn).
5.4 Numerical simulations
This section is devoted to the numerical analysis of the isentropic gas dynamics system with
damping (5.1.1). The main aim is to give a better insight into the behaviour of the hyperbolic
model for the waiting time phenomenon and under the physical boundary condition. In the
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previous section we described the processes in the case of the porous medium equation and
presented some recent results for the isentropic gas dynamics system. However, as was men-
tioned, the hyperbolic model becomes degenerate, that is the eigenvalues coincide and become
zero, when the vacuum states appear. Then the classical methods cannot be applied. This is the
reason why we approach the problem using the numerical analysis.
At first we focus on the waiting time phenomenon and study the dependence on the ini-
tial data of the waiting time and the velocity of the interface. More precisely, we consider the
isentropic gas dynamics system with the pressure P (ρ) = ρ2 on the bounded interval with the
homogeneous Neumann boundary conditions for two different families of initial data. For the
first one the behaviour of the free boundary of the porous medium equation depends on the
density profile only near the interface, that is locally. For the second family the dependence is
global. We study numerically when the interface starts to move, what is its initial velocity and
compare the results with the porous medium equation. Then we study the problem (5.1.1) with
the general pressure law P (ρ) = ργ and give some estimates of the waiting times. We consider
different initial data and, as before, compare the behaviour of the parabolic and hyperbolic
mode.
In the second part of this section we focus on the analysis of the regularity of density ρ
near the interface, when it has been already set in motion. In particular, we study the canonical,
singular behaviour of the free boundary characteristic for the porous medium equation. Our aim
is to analyze how the regularity changes near the interface and is the physical boundary condi-
tion satisfied asymptotically. To obtain this goal we define a parameter α by ρ ∼ |x − ξ(t)|α
for points near the interface ξ(t). It characterizes the smoothness of the density ρ. In order
to get a better insight in the problem we study the time evolution of this parameter for initial
profiles with different regularity near the free boundary.
Dependence of the waiting time on the initial data
We start our analysis from the waiting time phenomenon. In particular, we are going to focus
on the dependence on the initial data of the waiting time and the velocity of the interface. It
is known [10] that the waiting time t∗ for the porous medium equation depends on the initial
distribution of the mass. It was pointed out that this dependence can be limited to the region
near the free boundary or can concern global profile of the density. In particular, studying the
limit x→ ξ of the function
t∗(x) =
γ − 1
2(γ + 1)
(x− ξ)2
ργ−10 (x)
(5.4.1)
it is possible to determine with which case we are dealing with. When limx→ξ t∗(x) = 0 the in-
terface starts to move immediately, while if limx→ξ t∗(x) is finite and non vanishing the waiting
time is bounded and depends locally on the initial date. Finally, in the case limx→ξ t∗(x) =∞
the length of the waiting time has to be determined from the global distribution of the mass.
In the first we are going to study if the same change of dependence holds for the isen-
tropic gas dynamics system with damping. We consider two different profiles with the same
total mass and equal initial position of the front
ρ(x, 0) =
{
cos2(x) 0 ≤ x ≤ pi2
0 elsewhere
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a) Local dependence b) Global dependence
ρ1(x, 0)
{
cos2(x) 0 ≤ x ≤ pi2
0 elsewhere
{
1.75
(
1− 2xpi
)2.5 ≤ x ≤ pi2
0 elsewhere
ρ2(x, 0)

1.2415(1− 0.4396x)2.5 0 ≤ x ≤ 1
cos2(x) 1 ≤ x ≤ pi2
0 elsewhere

1.4318 cos2(x)− 0.2787 0 ≤ x ≤ 1
1.75
(
1− 2xpi
)2.5
1 ≤ x ≤ pi2
0 elsewhere
ρ3(x, 0)

1.1627 ≤ x ≤ 0.5
0.2919 0.5 ≤ x ≤ 1
cos2(x) 1 ≤ x ≤ pi2
0 elsewhere

1.3857 0 ≤ x ≤ 0.5
0.1393 0.5 ≤ x ≤ 1
1.75
(
1− 2xpi
)2.5
1 ≤ x ≤ pi2
0 elsewhere
ρ4(x, 0)

0.8041 ≤ x ≤ 0.7
−1.7073x+ 1.9992 0.7 ≤ x ≤ 1
cos2(x) 1 ≤ x ≤ pi2
0 elsewhere

0.8725 0 ≤ x ≤ 0.7
−2.444x+ 2.5835 0.7 ≤ x ≤ 1
1.75
(
1− 2xpi
)2.5
1 ≤ x ≤ pi2
0 elsewhere
Table 5.2: Initial densities ρ(x, 0) used to study the dependence of the waiting time on the local
and global mass distribution.
with lim
x→pi
2
t∗(x) =
2
3
and
ρ(x, 0) =
{
7
4
(
1− 2xpi
) 5
2 1 ≤ x ≤ pi2
0 elsewhere
,
for which lim
x→pi
2
t∗(x) =∞. In order to study the dependence of the waiting time t∗ on the
initial distribution we modify the above initial data. More precisely, the new profiles differ far
from the free boundary and remain equal close to it that is
ρ(x, 0) =

f(x) ≤ x ≤ 1
g(x) 1 < x ≤ pi2
0 elsewhere
, (5.4.2a)
where
g(x) = cos2(x) or g(x) =
7
4
(
1− 2x
pi
) 5
2
, (5.4.2b)
under the conditions 
∫ 1
0
f(x)dx =
∫ 1
0
g(x)dx
f(1) = g(1)
. (5.4.2c)
In particular, Table 5.2 contains all the combinations of the initial data that we use to study the
local and global dependence of the waiting time t∗. Figure 5.3 presents the initial data for
the two families. We observe that they have different location of the center of the mass. Some
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Figure 5.3: Initial densities of the Family (a) (left) and the Family (b) (right).
are moved towards the boundary of the domain, while others towards the interface. Impor-
tant is, however, that the profiles are unchanged in the region [1, pi2 ]. Moreover, the first space
derivative of ρ(x, 0) is not continuous everywhere. We are going to analyze how these features
influence the waiting time and the initial velocity of the front.
Family (a)
Let us consider at first the family (a), for which the waiting time of the porous medium
equation is constant. Figure 5.4 shows the time evolution of the interface ξ(t). We observe that
the waiting time remains unchanged as well as for the porous medium equation, confirming the
theory, and for the isentropic gas dynamics system.
Asymptotically, for t→∞, we observe ξ(t) ∼ t 13 , which corresponds to the behaviour
of the interface of Barenblatt solution. Moreover, we see that ξ(t) for different initial data don’t
converge to the same profile, but it is only due to the differences in the total initial mass, which
are of order 10−3. As a result the long time behaviour of the solutions to the isentropic gas
dynamics with damping converges to the one given by the porous medium equation. On the
other hand the initial behaviour of the interface differs much for the hyperbolic and parabolic
model.
To analyze it we assume that in a short time interval [t∗ + δt, t¯], just after the waiting
time, the velocity of the interface increases linearly with time. Then we can approximate its ve-
locity using basic fitting such as the Least Square Method. The results are shown at Figure 5.4.
We see that for the porous medium equation the higher concentration of the mass near the free
boundary the higher the velocity of the interface. In the case of the isentropic gas evolution we
observe only two velocities. One corresponds to the distributions with the center of mass equal
or to the left of ρ1(x, 0). The second, higher, is for ρ4(x, 0), which the center of mass is on
the right of ρ1(x, 0). The behaviour of the interface for the isentropic gas dynamics system is
much more irregular. In order to get a better insight let us consider the same test example but
with the initial data of the form
ρ(x, 0) =

C 0 ≤ x ≤ x¯
cos(1)2 x¯ < x ≤ 1
cos(x)2 1 < x ≤ pi2
0 elsewhere
, (5.4.3a)
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Figure 5.4: Time evolution of the interface for the porous medium equation and the isentropic
gas dynamics with damping for the initial data of the Family (a). The upper plots present the
behaviour in the proximity of the free boundary, while the lower show the evolution of the
interfaces for longer times.
where
C =
1
x¯
(∫ 1
0
cos2(x)dx− cos2(1)(1− x¯)
)
(5.4.3b)
and
x¯ = {0.1, 0.2, 0.5, 0.8, 0.9}. (5.4.3c)
Figure 5.5 presents the initial profiles and the time evolution of the interfaces for the parabolic
and hyperbolic models. The results for the porous medium equation are presented just to con-
firm an agreement with the theory. The waiting times are equal and the velocity changes in a
regular way with the position of the mass center. Moreover, the interface ξ(t) is a C1 function
for t > t∗ for all the initial data. The initial discontinuities in ρ0(x) don’t influence the be-
haviour.
The evolution of the hyperbolic model is much more sensitive to the initial distribu-
tions. At first we observe that the interface ξ(t) is not continuously differentiable after the
waiting time. It is caused by the discontinuities in the initial distributions. They propagate,
as the damping of the momentum at the beginning doesn’t play a notable role, and produce
jumps in the velocity of the interface. Asymptotically they are smoother. Now we analyze the
correspondence between the observed behaviour of the interface and the location of the mass
center. Let us denote by XCk , k = 1, ..., 5 the mass centers of the initial distributions ρ
0
k. For
the data of the form (5.4.3) they satisfy XC1 < X
C
2 < X
C
3 < X
C
4 < X
C
5 . Initial evolution
of ξ(t) for ρ01 and ρ
0
5 and for ρ
0
2 and ρ
0
4 is similar. For the first pair the waiting time is much
shorter than for all other distributions. Moreover, the interface is set in motion very abruptly,
while in all other cases it is continuously differentiable at t = t∗. For the profile ρ01 shorter
waiting time can bye caused by a very violent increase of the velocity of particles localised at
the left boundary of the domain. The velocity not only increases rapidly but also reaches higher
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values than for profiles without large gradients of the density. As a result the pressure of the
particles reaches the threshold value faster. In the case of ρ05 the mass is distributed closer to
the interface and the gradients ρx are much smaller so time needed for the reorganization of
the particles is shorter. It implies that the front is set in motion earlier, but with lower initial
velocity. The second pair has longer waiting times and ξ(t) starts to move smoothly. However,
after some time there is a jump of the velocity of the interface, when it becomes discontinuous.
Moreover, after that moment the velocity of ξ2 becomes similar to ξ1, while of ξ4 increases
to the value of ξ5. The mass center of the initial profile ρ03 and its shape is the closest to the
smooth distribution ρ06 and the behaviours of their interfaces are very similar. So we see that in
the case of the isentropic gas dynamics system the dependence on the initial data of the waiting
time and the initial velocity of the interface is very non local. What is more, even small changes
like between ρ01 and ρ
0
2 or between ρ
0
4 and ρ
0
5 can produce initially very different behaviours.
However, asymptotically they converge to the same evolution.
Family (b)
Let us now consider the second family of the initial data, the family (b). For the porous
medium equation they lead to the waiting time that depends globally on the profile of the den-
sity. The results at Figure 5.6 show that for the parabolic model the closer to the free boundary
is the center of mass the shorter is the waiting time, while the velocity remains constant, on the
contrary to the previous case. For the isentropic gas dynamics system with damping the depen-
dence on the interface is very similar to the family (a). The initial velocity of the front is the
highest for the initial distributions, which mass centers are the farthest from the free boundary
that is ρ03 and ρ
0
1. Profiles ρ
0
2 and ρ
0
4 concentrated at the beginning closer to the interface exert
smaller pressure on it, so the initial force causing that the front stars to move is smaller and
the same happens for the initial velocity. The waiting time is influenced by the location of the
mass center and the smoothness of the initial solution. Its length reflects the same features as
in the previous case, suggesting that the dependence on the initial data is global for both of the
families.
Estimates of the waiting times
Now we are going to study the behaviour of the interface for initial densities given by
ρ0(x) =
{
g(x) x ≤ x0
0 elsewhere
, (5.4.4)
where x0 is the initial location of the free boundary and the function g(x) is strictly positive
for x < x0 and g(x0) = 0. In particular, we are going to focus on the waiting time for different
initial profiles and different adiabatic coefficients in the constitutive law for the pressure P (ρ).
At first we consider initial data of the form (5.4.4) with the function g(x) = cos(x)
2
γ−1
and x0 = 0.5pi, which corresponds to the problem studied by Aronson in [9]. We notice that
it changes with the parameter γ, but belongs always the the family (a) from the previous simu-
lations. At Figure 5.9 we show the time evolution of the interface ξ(t) of the porous medium
equation and isentropic gas dynamics system for different values of the adiabatic coefficient
γ. We see that the higher is the parameter γ the earlier the front is set in motion, however,
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γ Theory PME IG
2 0.083 0.086 0.64
3 0.083 0.083 0.65
4 0.075 0.079 0.62
5 0.067 0.072 0.59
6 0.060 0.066 0.56
7 0.054 0.061 0.51
8 0.047 0.056 0.48
9 0.044 0.052 0.44
Table 5.3: Numerical approximations of the waiting times t∗ for the porous medium equation
(PME) and isentropic gas dynamics system (IG) when the initial data of the form (5.4.4) with
the function g(x) = cos(x)
2
γ−1 and x0 = 0.5pi. They are compared with the theoretical value
for the parabolic model.
.
its initial velocity remains unchanged. Shorter waiting time is the results of the change of the
location of the mass center towards the free boundary for higher values of γ. Table 5.3 presents
the comparison between the numerical approximation of the waiting times obtained using the
criterion I and theoretical values for the porous medium equation.
t∗th =
γ − 1
2γ(γ + 1)
. (5.4.5)
We observe a good agreement between the theoretical and numerical results for the parabolic
problem. For the hyperbolic model, in comparison to the porous medium equation, the interface
remains stationary for much longer time. The values are ten times bigger. However, as shown
on Figure 5.8, the dependence of the waiting time on the pressure P (ρ) is similar to the one of
porous medium equation. It decreases for higher values of γ.
Let us now consider an initial data that is smooth and doesn’t depend on the adiabatic
coefficient γ. More precisely, it is of the form (5.4.4) with the function g(x) = cos(x)2 and
x0 = 0.5pi. Figure 5.9 presents the time evolution of the interface ξ(t) for the parabolic and
hyperbolic model. In the case of the latter one the numerical viscosity produces initially some
errors for law values of γ, but despite this inaccuracy we can analyze the waiting time. We
observe that in this case the behaviour is opposite to the previous example. The initial profile
is equal for all pressure functions. The density is law near the front and inreases towards
the domain boundary. So the smaller the adiabatic coefficient, the smaller are the differences
between the diffusion forces in these two regions. For higher γ the particles near ξ move
slower and the whole gas needs more time for the reorganization, so the waiting time is longer.
Its approximate values are given in Table 5.4. We observe the increases with γ . Moreover, this
increase is much faster for the porous medium equation as we can see at Figure 5.10.
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γ PME IG
2 0.084 0.53
3 0.035 0.93
4 0.7 1.11
5 1.34 1.32
6 2.38 1.56
7 4.32 1.85
8 7.95 2.27
9 14.57 1.76
Table 5.4: Numerical approximations of the waiting times t∗ for the porous medium equation
(PME) and isentropic gas dynamics system (IG) when the initial data of the form (5.4.4) is
given by the function g(x) = cos(x)2 and x0 = 0.5pi.
.
Regularity of the solution near the interface
Mathematical theory concerning well posedness of the compressible Euler equations with fric-
tion under physical boundary condition is still far from complete. The same refers to the
description of the behaviour of the interface. It is not well understood how the density evolves
into the vacuum. Asymptotically phenomena similar to the ones of porous medium equation
are expected, but short time dynamics of hyperbolic and parabolic models differs.
In the previous section we studied the waiting time phenomenon occurring for initial
densities smooth enough near the interface. The difference between the compressible gas dy-
namics system and the porous medium equation was manifested by different length of the
waiting times and initial velocity of the front. Now we are going to consider a general initial
data and study how the regularity of the density near the free boundary changes with time.
The smoothness of the density ρ near the boundary Γ can be quantified by the parameter
α in
ρ ∼ |x(t)− x|α. (5.4.6)
The larger α becomes, the smoother the density at the interface is. The physical boundary con-
dition corresponds to the value α = 1γ . According to this parameter we distinguish four cases
with the following expected behaviours:
1. α ≥ 2
γ − 1 : Density is very smooth near the interface. The behaviour of the hyperbolic
system is expected to be similar to the porous medium equation. It means that there
exists a time T ∗, such that for t < T ∗ the boundary is stationary and α remains constant.
At t = T ∗ the front starts to move and α→ 1γ−1 asymptotically.
2. 1
γ − 1 < α <
2
γ − 1 : The concentration of mass at the boundary is large enough in order
to have a non zero forcing effect on the interface. It starts to move immediately and
α→ 1γ−1 with time
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3. α = 1
γ − 1 : Physical boundary. α=constant
4. 0 < α < 1
γ − 1 : Density is not smooth near the boundary and α→
1
γ−1 asymptotically
We are going to study numerically regularity of the density ρ near the boundary via the
bahaviour of the parameter α. In particular, for the system (5.1.1) on an interval I = [0, L],
with Dirichlet boundary conditions, we consider the initial data of the form
ρ0(x) =
{
(1− x)α0 for x ≤ 1
0 for x > 1
, u0(x) = 0 (5.4.7)
where
α0 =
{
2
γ − 1 ,
3
2(γ − 1) ,
1
γ − 1 ,
1
2(γ − 1)
}
.
This choice corresponds to the four cases presented above. We assume the left boundary at
x = 0 to be fixed and the only free boundary is given by a nondecreasing function ξ(t).
Figure 5.11 presents time evolution of the coefficient α for different values of the adia-
batic exponent γ. For the porous medium equation the results are in agreement with the theory.
More precisely, when the initial density is smooth, so α ≥ 2/(γ − 1) and the initial mass is
accumulated far from the interface, we observe the waiting time phenomena. When the bound-
ary starts to move, immediately of after t∗, the parameter α(t) converges monotonically to the
value given by the physical boundary condition.
For the isentropic gas dynamics system the convergence is not monotone any more. At
some point there is a sudden loss of the regularity of ρ. It is manifested by the oscillations
of the parameter α, which decrease for higher values of the exponent γ and for smaller α0.
Asymptotically the velocity is constant in space and the density satisfies the physical boundary
condition near the free boundary.
This behaviour can be explained studying the initial distribution of the density of the gas
ρ and the momentum equation of the form
ut +
(
u2
2
)
x
+
1
γ − 1
(
c2
)
x
= −u. (5.4.8)
When α is big enough, the solution is smooth near the interface and almost all the mass is
concentrated at the left boundary x = 0. It results in its violent redistribution. Moreover, near
ξ its value and gradient are small so in (5.4.8) the term (c2)x can be neglected. The velocity
increases rapidly and behaves like the Burger’s equation with damping shown at Figure 5.13.
When the gas starts to concentrates at the front the pressure on the interface, proportional to
the gradient of the density, becomes higher then under the physical boundary condition, on the
contrary to the behaviour of the porous medium equation. The initial velocity of the interface
for hyperbolic system is larger that for the parabolic equation. At Figure 5.12 we can see,
for γ = 2, that indeed it is like that. The boundary is pushed with much stronger force and
after it is set in motion the density relaxes near Γ. Its regularity increases, what we observe
by increase of the parameter α. The production term (c2)x in (5.4.8) balances the damping
−u and the velocity starts to behave like the solution to the Burger’s equation converging to
it asymptotically as shown at Figure 5.13. Equivalently, it is given by the Darcy’s law (1/
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(γ − 1)(c2)x = −u.
On the other hand, when the initial condition is with α0 ≤ 1/(γ − 1) in the equation for
the momentum (5.4.8) the dominant terms are the production (c2)x and the damping −u. The
velocity obeys the Darcy’s law, which is a characteristic behaviour of the solution to the porous
medium equation.
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Figure 5.5: Simulation for the initial data of the form (5.4.3). The first figure presents the initial
distributions of the density ρ. The next show the time evolution of the interface ξ(t) for the
porous medium equation and the isentropic gas dynamics system with damping respectively.
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Figure 5.6: Time evolution of the interface for the porous medium equation and the isentropic
gas dynamics with damping for the initial data of the Family (b). The upper plots present the
behaviour in the proximity of the free boundary, while the lower show the evolution of the
interfaces for longer times.
Figure 5.7: Time evolution of the interface ξ = ξ(t) of the porous medium equation (top) and
the isentropic gas dynamics system (bottom) when the initial data of the form (5.4.4) with the
function g(x) = cos(x)
2
γ−1 and x0 = 0.5pi.
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Figure 5.8: Dependence of the waiting times t∗ on the adiabatic constant γ for the porous
medium equation (-o-) and the isentropic gas dynamics system (-*-) when the initial data of
the form (5.4.4) is given by the function g(x) = cos(x)
2
γ−1 and x0 = 0.5pi.
Figure 5.9: Time evolution of the interface ξ = ξ(t) of the porous medium equation (left)
and the isentropic gas dynamics system (right) for the initial data of the form (5.4.4) with the
function g(x) = cos(x)2 and x0 = 0.5pi.
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Figure 5.10: Dependence of the waiting times t∗ on the adiabatic constant γ for the porous
medium equation (-o-) and the isentropic gas dynamics system (-*-) when the initial data of
the form (5.4.4) is given by the function g(x) = cos(x)2 and x0 = 0.5pi.
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Isentropic gas dynamics Porous medium equation
Figure 5.11: Time evolution of the parameter α(t) for the isentropic gas dynamics system
and the porous medium equation with the adiabatic coefficient γ = 2, 3, 4, 5 and initial data
ρ0 = (4 − x)α0(γ) for x ≤ 4 and ρ0 = 0 elsewhere. α0(γ) = {2/(γ − 1), 3/2(γ − 1), 1/
(γ − 1), 1/2(γ − 1)}
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Figure 5.12: Time evolution of the interface ξ(t) for the isentropic gas dynamics system and
the porous medium equation with the adiabatic coefficient γ = 2 and initial data ρ0 = (4−x)2
for x ≤ 4 and ρ0 = 0 elsewhere. Comparison of the initial velocity of the front. Steeper
gradient of ξ(t) when the boundary is set in motion indicates higher speed.
Figure 5.13: Velocity profiles at times t = 1, 2, ..., 14, 15 of the isentropic gas dynamics system
with the pressure P (ρ) = 0.1ρ2 and initial data ρ0 = (3−x)2 for x ≤ 3 and ρ0 = 0 elsewhere.
CHAPTER 6
NUMERICAL APPROXIMATION:
SOME HYPERBOLIC MODELS OF
CHEMOTAXIS
6.1 Introduction
The aim of this thesis in to investigate some models of chemotaxis from both, analytical and
numerical point of view. One of them is the model of vasculogenesis proposed by Gamba
et.al. [44]. It describes the evolution of density ρ of endothelial cells, their velocity u and
concentration φ of chemical substance being a chemoattractant. In one dimension, the system
writes as 
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2 + P (ρ)
)
x
= −αρu+ χρφx,
φt = Dφxx + aρ− bφ,
(6.1.1)
where the pressure law is the one for isentropic gases that is
P (ρ) = εργ , γ ≥ 1, ε > 0. (6.1.2)
The positive parameters D, a, b are respectively diffusion coefficient, production and degrada-
tion rates of the chemoattractant, while α measures the friction force and χ the strength of the
response of cells to the presence of the chemical substance. The system is endowed with initial
data, which can contain vacuum states, and suitable boundary conditions. For the later purpose
we denote the flux and the source term by
F (U) =
(
ρu, ρu2 + P (ρ)
)
, S(U) = (0,−αρu+ χρφx) , (6.1.3)
where U = (ρ, ρu) and F = (F ρ, F ρu).
Chapter 1 was devoted to the mathematical theory concerning chemotaxis models. Based
on the original works of Gamba et.al. we described the derivation of system and its ability to
reproduce the experimentally observed phenomena of blood network formation, on the con-
trary to the parabolic mode. However the analytical results are still limited and many questions
are still open. It motivates us to study system (6.1.1) numerically. In order to obtain this goal
first we have to construct numerical schemes that can reproduce all of the important features
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of the model. Among them there are the conservation of the total mass and the preservation of
the non negativity of densities and concentrations. Due to the presence of the source term the
system can be endowed with non constant stationary solutions, which are also to be preserved.
Moreover, the ability to deal with the vacuum states, which can occur also for strictly positive
initial data, is essential.
System (6.1.1) is composed of a hyperbolic and a parabolic part. Despite the strong
coupling between them via the reaction terms, we approximate them separately using different
methods. The parabolic equation, describing the evolution of the chemoattractant, is solved
using the finite difference Crank-Nicholson scheme given by (4.2.1). In this chapter we are
going to focus only on the hyperbolic part, in which we ”freeze” the potential φx at each time
interval.
At the beginning we present a finite difference, explicit scheme with centered in space
discretization of the source term. We show the failure of this approach in two cases. The first
one concerns the conservation of the total mass of cells, which is a necessary feature of the
model (6.1.1) defined on a bounded domain with no-flux boundary conditions. We are going to
show that a standard scheme is unable to preserve this property. The next problem is connected
with the approximation of the non constant steady states. More precisely, the scheme that we
consider gives inaccurate solution of the momentum, which should vanish under the prescribed
no-flux boundary conditions. Instead, we get stabilization of the velocity at values far from
zero.
Similar problems are considered in the article of Natalini and Ribot [92], where a dissi-
pative, semilinear, hyperbolic system is analyzed. In this case the large error in the approxima-
tion of the velocity is also present, but the mass is conserved for the upwind scheme for both,
constant and non constant, steady states. This is guaranteed by defining the boundary condi-
tions in terms of the diagonal variables. In order to obtain correct results for the momentum
Natalini and Ribot propose higher order corrections of a standard upwind method obtaining
the so called Asymptotically High Order (AHO) scheme. It is characterized by a truncation
error computed on every steady state of order two or more. As a result the scheme is increas-
ingly accurate for large times with respect to the asymptotic behaviour and approximates the
momentum correctly. However, the above modifications lead to the loss of mass and further
modifications of boundary conditions has to be introduced.
In the case of the model (6.1.1) the failure of mass conservation appears for a simple
upwind scheme, without any modifications. To overcome this problem we apply the method
introduced by Natalini and Ribot in [92] of the modification of the boundary conditions obtain-
ing a scheme, for which the mass difference between two time steps is of order ∆x2. However,
the problem with the inaccurate approximation of the momentum is left open for this type of
scheme.
In order to obtain a numerical scheme that conserves the total mass and approximates
correctly the non constant stationary solutions we use finite volume method based on an ap-
proximate Riemann solver for the homogeneous part of the system. The mass is preserved as
an immediate result of imposing zero flux condition at control cells lying at the boundary of
the domain. To satisfy the second condition we use well-balanced method to treat the source
terms. This approach guarantees that the fluxes and sources are treated at the same time level
what, as a consequence, leads to the correct approximation of the density and the momentum
at equilibria. We introduce a special reconstruction of variables at control cells interfaces us-
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ing stationary solutions with constant velocity. For such, semi-discrete scheme we prove the
consistency with the original system, the preservation of the non negativity of ρ and the preser-
vation of steady states with constant velocity. Moreover, we give a weak stability conditions
for a fully discrete scheme.
The chapter is organized as follows. In Section 6.2 we describe the failure of the finite
difference, explicit scheme with centered in space approximation of the source term. Numeri-
cal results showing its accuracy and drawbacks are presented. Then, Section 6.3 is devoted to
the well-balanced scheme based on finite volume method. Proofs of the scheme properties are
given and the CFL condition is stated.
6.2 Failure of the standard, explicit scheme
In this section we are going to present an explicit scheme based on finite difference method for
the hyperbolic part of the model (6.1.1). Our aim is to explain, why this approach is incapable
of giving a good approximation on bounded domains with no-flux boundary conditions. We
show that in the case of non constant stationary solutions it produces an error in the approxi-
mation of the momentum and fails to conserve the total, discrete mass defined at each time step
tn using the trapezoidal rule
Mn =
(
ρn1
2
+
s−1∑
i=2
ρni +
ρns
2
)
∆x. (6.2.1)
First we describe the above problems in the case of a semilinear, hyperbolic model stud-
ied in [92]. Then we focus on the system (6.1.1). We give details on the origins of the loss of
mass and propose the modifications preventing from it. In the end we present the problem with
the approximation of the momentum. However, so far it is still an open problem.
6.2.1 Semilinear model
Problems with the mass conservation and the correct approximation of the velocity at the non
constant steady states were studied by Natalini and Ribot in [92]. They considered a semilinear,
dissipative model of chemotaxis of the following form
ρt + ux = 0,
ux + ε
2ρx = ρφx − u,
φt −Dφxx = aρ− bφ.
(6.2.2)
Despite the similarities between the above model and (6.1.1) the problems with the numerical
approximation that we consider are not equal. The semilinear system (6.2.2) can be written in
diagonal variables
w =
1
2
(
ρ− u
ε
)
and z =
1
2
(
ρ+
u
ε
)
with the no-flux boundary conditions of the form
w(0, t) = z(0, t) = 0, w(L, t) = z(L, t) = 0, φx(0, t) = φx(L, t) = 0. (6.2.3)
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In this setting a standard, upwind scheme conserves the discrete mass (6.2.1). However, a large
error in the approximation of the momentum at the non constant steady states. This is due to
the presence of the numerical viscosity induced by the upwind scheme for density
ρn+1i = ρ
n
i −
∆t
2∆x
(uni+1 − uni−1) +
ε∆t
2∆x
(ρni+1 − 2ρni + ρni−1). (6.2.4)
At the non constant steady state ρn+1i = ρ
n
i . If the second space derivative of ρ is high, then
the space step ∆x has to be very small in order to make the velocity u constant.
To improve the accuracy authors of [92] introduce higher order corrections to the up-
wind scheme. The goal is to obtain truncation error calculated at each steady state of order
two or more. As a consequence, the scheme is increasingly accurate with time with respect to
the asymptotic behaviour of solutions. This approach was already applied in [7] to dissipative
hyperbolic systems and this type of schemes are called the Asymptotically high order (AHO)
schemes.
Modification of the upwind scheme increase the accuracy of the approximation at the
stationary solutions, but create another problem. Now the upwind discretization of the bound-
ary condition produces a loss of the total mass and further corrections have to be introduced.
More precisely, Natalini and Ribot in [92] defined the values of ρ in x = 0 and x = L at time
step tn+1 using the solution at time tn such that a discrete mass M given by (6.2.1) is exactly
preserved in time. As we already mentioned, the problem with mass conservation in the case of
the system (6.1.1) is different. We cannot use diagonal variables and the boundary conditions
have to be imposed directly on ρ and u. It implies that a standard upwind scheme, without
modifications, fails to preserve the mass. We are going to explain why it happens and how to
solved this problem.
6.2.2 Quasilinear model
Now let us focus on the model (6.1.1). After a brief description of a standard scheme applied
to this system, we give details why it fails to conserve the mass. Then we present a method to
modify boundary values in order to improve the accuracy. In the end, using numerical analysis,
we explain the problem in the approximation of the momentum.
Numerical scheme
We start with describing a numerical scheme based on finite difference method for the hyper-
bolic part of the chemotaxis model (6.1.1). The transport part and the sources are to be treated
at different time steps. More precisely, first we solve the homogeneous system using a standard
method based on the relaxation technique presented in the Chapter 3. Then we integrate in
time the reaction terms discretized in space by the centered difference. The chemotaxis part
is treated explicitly, while the damping implicitly, because of its high stiffness. The forward
Euler method is used yielding the following scheme U
∗ = Un + ∆tH(Un),
Un+1 = U∗ + ∆t
(
0, χρn1
φni+1 − φni−1
2∆x
− αρn+1i un+1i
)
.
(6.2.5)
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The function H(Un) corresponds to the space discretization of the homogeneous system ob-
tained using the BGK approximation with two velocities of equal speed and the opposite sign.
In this case the numerical flux function is a Rusanov flux. Now we are going to describe it in
details.
Let us denote by the vector ~fk =
(
fρk , f
ρu
k
)T , k = 1, 2 the components of the BGK
model approximating U = (ρ, ρu) of the form of linear transport equations ∂t ~f1 + λ∂x ~f1 =
1

(
~M1(U)− ~f1
)
∂t ~f2 − λ∂x ~f2 = 1
(
~M2(U)− ~f2
) , (6.2.6)
where the local Maxwellian functions are given by{
~M1 = 12λ(λU + F (U)),
~M2 = 12λ(λU − F (U)).
(6.2.7)
In the Chapter 3 we explained how to solve the problem (6.2.6). It is split into a homogeneous
system of equations and an ODE corresponding to the time integration of the source part. To
obtain ~fn+1/2k , k = 1, 2 we solve
∂t
(
~f1
~f2
)
+ diag(λ, λ,−λ,−λ)∂x
(
~f1
~f2
)
= 0 (6.2.8a)
in the interval [tn, tn+1] with the initial states(
~f01
~f02
)
=
(
~M1(U(x, 0))
~M2(U(x, 0))
)
=
(
1
2λ(λU(x, 0) + F (U(x, 0)))
1
2λ(λU(x, 0)− F (U(x, 0)))
)
. (6.2.8b)
Adding the source term the solution U at time step tn+1 is given by
Un+1i = U
n+1/2
i =
~f
i,n+1/2
1 +
~f
i,n+1/2
2 + ∆t
(
0, χρn1
φni+1 − φni−1
2∆x
− αρn+1i un+1i
)
.
(6.2.8c)
The stability of the scheme guaranteed by the CFL condition of the form
∆tn+1 = 0.9
∆x
λn
. (6.2.9)
Mass conservation
Now let us focus on the problem with the mass conservation. The above scheme fails to pre-
serve it and a special care is needed to deal with boundary conditions. In the case of the velocity
u and the concentration of the chemoattractant φ the choice is clear
un1 = u
n
s = 0 and φx|x=0 = φx|x=L = 0.
The latter can be approximated by the standard first or second order method given by (3.5.3),
(3.5.8) respectively. Theoretically for the density ρ we have the same condition as for φ and
the first idea one would follow is taking for example
ρn1 =
4
3
ρn2 −
1
3
ρn3 , ρ
n
s =
4
3
ρns−1 −
1
3
ρns−2.
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However, this choice leads to a significant loss of mass M at any non constant steady state.
Figure 6.1 presents time evolution of the total mass of the model (6.1.1) with linear
pressure γ = 1, α = a = b = D = ξ = 1, ε = 100 and the initial datum of the form
ρ0(x) = φ0(x) = 1500 + sin(4pi|x− L/4|), u0(x) = 0.
We observe rapid, unphysical decrease of the mass and its stabilization with time at a constant
Figure 6.1: Time evolution of the total mass (6.2.1) of the model (6.1.1) with linear pressure
γ = 1, α = a = b = D = ξ = 1, ε = 100. The boundary nodes ρn+11 , ρ
n+1
s are computed
using the second order approximation (3.5.8).
value. It is the result of the fact that the system reached a constant solution.
In order to explain why the scheme (6.2.8) is incapable of conserving the total mass let
us compute the difference of the discrete mass (6.2.1) at two different time steps. Using the
upwind scheme for the system of linear, transport equations (6.2.8a) the density at time step
tn+1 is given by
ρn+1i = ρ
n
i +
λ∆t
2∆x
(ρni+1 − 2ρni + ρni−1)−
∆t
2∆x
(pni+1 − pni−1) (6.2.10)
and the mass difference equals
∆M = Mn+1 −Mn = λ∆t
4
(ρn1 − ρn2 + ρns − ρns−1)
+
∆t
4
(pn2 + p
n
1 − pns−1 − pns ). (6.2.11)
Assuming the first order, homogeneous Neumann boundary conditions (3.5.3)
ρn1 = ρ
n
2 , ρ
n
s = ρ
n
s−1, and p
n
1 = p
n
s = 0
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we get
∆M =
∆t
4
(pn2 − pns−1). (6.2.12)
As a consequence, if the momentum p is approximated incorrectly, it may lead to the loss of
mass. In fact, it happens for the model (6.1.1) at non constant steady state. The velocity should
vanish under the no-flux boundary conditions, instead the approximation is far from being zero
and causes the mass loss. We are going to describe this problem subsequently.
To guarantee the mass preservation at each time step we are going to modify the values
ρn+11 , ρ
n+1
s such that ∆M = 0. In order to find the formulas we calculate again the difference
Mn+1 − Mn, but now the numerical solution ρn+1i given by (6.2.10) is used only for the
internal nodes i = 2, ..., s− 1 yielding
Mn+1 −Mn = ∆x∆t
2
[
1
∆t
(ρn+11 − ρn1 ) +
λ
∆x
(ρn1 − ρn2 ) +
1
∆x
(pn1 + p
n
2 )
]
+
∆x∆t
2
[
1
∆t
(ρn+1s − ρns ) +
λ
∆x
(ρns − ρns−1)−
1
∆x
(pns + p
n
s−1)
]
.
(6.2.13)
To satisfy the condition ∆M = 0 the terms in the brackets have to vanish giving
ρn+11 =
(
1− λ∆t
∆x
)
ρn1 + λ
∆t
∆x
ρn2 −
∆t
∆x
(pn1 + p
n
2 ),
ρn+1s =
(
1− λ∆t
∆x
)
ρns + λ
∆t
∆x
ρns−1 +
∆t
∆x
(pns + p
n
s−1).
(6.2.14)
If we use a high resolution method (3.2.19) for the linear, transport system (6.2.8a) the
same approach can be followed. In this case the density at time step tn+1 is given by
ρn+1i = ρ
n
i −
∆t
2∆x
(pni+1 − pni−1)
+ λ
∆t
4∆x
[(
ψ
i+1/2,n
1 + ψ
i+1/2,n
2
)
ρni+1 +
(
ψ
i−1/2,n
1 + ψ
i−1/2,n
2
)
ρni−1
−
(
ψ
i+1/2,n
1 + ψ
i−1/2,n
1 + ψ
i+1/2,n
2 + ψ
i−1/2,n
2
)
ρni
]
+
∆t
4∆x
[(
ψ
i+1/2,n
1 − ψi+1/2,n2
)
pni+1 +
(
ψ
i−1/2,n
1 − ψi−1/2,n2
)
pni−1
−
(
ψ
i+1/2,n
1 + ψ
i−1/2,n
1 − ψi+1/2,n2 − ψi−1/2,n2
)
pni
]
,
where
ψ
i+1/2,n
1 = 1−
(
1− λ∆t
∆x
)
ϕ
(
r
i+1/2
+ (Mρ1(Un))
)
,
ψ
i+1/2,n
2 = 1−
(
1− λ∆t
∆x
)
ϕ
(
r
i+1/2
− (Mρ2(Un))
)
.
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The function ϕ is a flux limiter function and ri+1/2± (M(U)) are defined by (3.2.19c). Calcu-
lating the mass difference between the two time steps and requiring that it vanishes we obtain
ρn+11 = ρ
n
1 − λ
∆t
∆x
[
1− 1
2
(
1− λ∆t
∆x
)(
ϕ
3/2
1 + ϕ
3/2
2
)]
(ρn1 − ρn2 )
− ∆t
∆x
[
1− 1
2
(
1− λ∆t
∆x
)(
ϕ
3/2
2 − ϕ3/21
)]
pn2 , (6.2.15)
ρn+1s = ρ
n
s − λ
∆t
∆x
[
1− 1
2
(
1− λ∆t
∆x
)(
ϕ
s−1/2
1 + ϕ
s−1/2
2
)] (
ρns − ρns−1
)
+
∆t
∆x
[
1 +
1
2
(
1− λ∆t
∆x
)(
ϕ
s−1/2
2 − ϕs−1/21
)]
pns−1. (6.2.16)
To define r3/2+ , r
s−1/2
− in the flux limiter function ϕ we need to approximate values at artificial
nodes ρn0 , ρ
n
s+1 and u
n
0 , u
n
s+1. In particular, taking
ρn0 =
4
3
ρn1 −
1
3
ρn2 , ρ
n
s+1 =
4
3
ρns −
1
3
ρns−1,
and the rigid wall boundary condition for the velocity
un0 = −un2 , uns+1 = −uns−1,
we obtain
r
3/2
+ =
λ
3 (ρ
n
2 − ρn1 ) + pn2
λ (ρn2 − ρn1 ) + pn2
, r
3/2
− =
λ (ρn3 − ρn2 )− (pn3 + pn2 )
λ (ρn2 − ρn1 )− (pn2 + pn1 )
,
r
s−1/2
+ =
λ
(
ρns−1 − ρns−2
)
+
(
pns−1 + pns−2
)
λ
(
ρns − ρns−1
)
+
(
pns + p
n
s−1
) , rs−1/2− = λ3 (ρns − ρns−1)+ pns−1λ (ρns − ρns−1)+ pns−1 .
Under the introduced modifications of the boundary states the scheme (6.2.8) conserves the
total mass.
Conservation of non-constant steady states
The presence of non constant steady solutions gives rise to problems with the mass conser-
vation caused by the incorrect approximation of the momentum. We already explained that
centered discretizations of sources do not balance the internal forces correctly and are not ca-
pable of preserving stationary distributions. Even if the density ρ and the concentration of
chemoattractant φ are approximated with high accuracy, there is a large error in the numerical
solution of the momentum.
Figure 6.2 presents stationary solutions of ρ, φ and p for the system (6.1.1) with the
linear pressure P (ρ) = ερ. The residues of the density and the momentum at Figure 6.3 are
of order 10−10 so the steady state is reached. The total mass is conserved, because we used
a scheme (6.2.8) with the modified values at boundaries (6.2.14). However, we observe that
there is a large error in the approximation of the momentum. The boundary conditions imply
that it should vanish, but we observe that it has a sign and its L∞ norm is of order 103.
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Figure 6.2: Numerical approximation obtained using a finite difference scheme (6.2.8) of sta-
tionary solutions of ρ, φ and p for the model (6.1.1) with linear pressure γ = 1, α = a = b =
D = ξ = 1, ε = 100 and the initial mass equal to 1500.
Figure 6.3: Time evolution of residues obtained obtained using a finite difference scheme
(6.2.8) of the density ρ (left) and the momentum p (right) for the model (6.1.1) with linear
pressure γ = 1, α = a = b = D = ξ = 1, ε = 100 and the initial mass equal to 1500.
Decreasing the artificial diffusion improves the approximation but insignificantly. Fig-
ure 6.4 presents the velocity at steady state for the scheme (6.2.8), in which the linear transport
system is solved using upwind method or the high resolution scheme with minmod and Su-
perbee of Roe flux-limiters for the linear-transport system. The L∞ norm of the momentum
decreases for less viscous scheme, for example with the Superbee of Roe limiter, however,
the error is still unacceptable. Other idea to improve the accuracy would be to follow the ap-
proach of the Asymptotic High Order schemes. But the system (6.1.1) and the semilinear one
(6.2.2) have different fluxes of the momentum. Moreover, in the quasilinear case, we consider
a general, nonlinear pressure function P (ρ) = ργ , for γ ≥ 1. This implies that the trunca-
tion errors, calculated to order higher than one, become nonlinear and finding the conditions to
cancel lower order terms complicated. This is the reason why so far we haven’t found them to
guarantee the higher order of truncation error at steady states. This problem is still open.
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Figure 6.4: Numerical approximation obtained using a finite difference scheme (6.2.8) of the
momentum p for the model (6.1.1) with linear pressure γ = 1, α = a = b = D = ξ = 1, ε =
100 and the initial mass equal to 1500. Comparison between different flux limiter functions.
6.3 Well-balanced scheme
The aim of the next chapter is the numerical study of the behaviour of the hyperbolic model of
chemotaxis (6.1.1) in one space dimension defined on a bounded interval with no-flux boundary
conditions. In particular, we are be interested in the analysis of the non constant stationary
solutions. In order to perform such study we need a scheme that can reproduce all the important
features of the model. Among them are the conservation of the total mass, the preservation of
the non negativity of density and the preservation of the stationary solutions. Moreover, the
hyperbolic system can produce vacuum states even for a strictly positive initial datum. This
means that an accurate approximation at interface between the region, where ρ > 0 and the
region, where it vanishes, is essential.
In the previous section we showed that a scheme based on the finite difference method
(6.2.8) fails in satisfying all the above properties. We explained why it doesn’t conserve the
mass at the non constant steady states. Moreover, we performed some numerical simulations to
prove that this approach is also unable to approximate correctly the momentum at equilibrium.
We managed to solved the problem with the mass preservation by modifying the values of the
density at boundary nodes, but we were unable to increase the accuracy of the approximation
of the momentum.
The above problems that we encounter using finite difference methods with centered
in space approximation of the source term motivated us to look for other approaches. In this
section we are going to present a finite volume scheme that satisfies all the essential features,
mentioned earlier, of the chemotaxis model. The construction is based on the solution of the
Riemann problem defined at each cell interface and using the approximate Riemann solver
as a numerical flux function. The total mass is conserved automatically in the finite volume
framework, while the well-balancing approach guarantees the correct approximation of the non
constant steady states. The well-balanced property is obtained substituting the left and right
state of the Riemann problem, which are the cells averages for the homogeneous system, by
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the reconstructed variables. The correct reconstruction implies also the preservation of the non
negativity of the density if the numerical flux function for the homogeneous problem does it.
First we present a general construction starting from defining the flux functions. Then
we give details of the reconstruction and prove the properties of the scheme in a semi-discrete
case. In the end we state a weak-stability condition assuring the preservation of non negativity
for a fully discrete scheme.
Finite volume scheme
We construct a finite volume scheme using the general theory introduced in Chapter 3. As was
already explained, we decouple parabolic and hyperbolic part of the system (6.1.1) freezing
the potential φx at each time interval. The solution φn+1 is found using the Crank-Nicholson
scheme (4.2.1). Now we focus on the hyperbolic part{
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2 + P (ρ)
)
x
= −αρu+ χρφnx. (6.3.1)
The main idea of the method is to build a scheme using the approximate solutions of the Rie-
mann problem posed at each cell boundary. In the case of the homogeneous system it is well
known approach leading to Godunov type scheme. But the presence of the source make the
problem more difficult. Solving generalized Riemann problem in not trivial. This is the reason
why we follow a different approach. The numerical flux function remains the same as in the
homogeneous case, for example Suliciu relaxation solver, while the influence of the reaction
terms is going to be taken into account via the definition of the left and right states in the Rie-
mann problem. Then, by a special reconstruction we can guarantee the well-balanced property
and the preservation of the non negativity of density.
More precisely, denoting U = (ρ, ρu), a first-order, finite volume semi-discrete scheme
on an uniform grid is
d
dt
Ui +
1
∆x
(
F−i+1/2 − F+i−1/2
)
= 0, (6.3.2a)
F−i+1/2 = F−
(
Ui, Ui+1,∆φi+1/2
)
, F+i+1/2 = F+
(
Ui, Ui+1,∆φi+1/2
)
, (6.3.2b)
for some left/right numerical fluxes F±, where ∆φi+1/2 = φi+1−φi. We look for them in the
following form
F− (Ui, Ui+1,∆φi+1/2) = F (U−i+1/2, U+i+1/2)− F (U−i+1/2)+ F (Ui), (6.3.3a)
F+ (Ui, Ui+1,∆φi+1/2) = F (U−i+1/2, U+i+1/2)− F (U+i+1/2)+ F (Ui+1), (6.3.3b)
where F is any consistent C1 numerical flux for the homogeneous problem and F is the ana-
lytical flux given by (6.1.3). The variables U±i+1/2 are reconstructed from the local equilibrium
system. The dependence on the gradient of the concentration of the chemoattractant is hidden
inside them. Inserting the numerical flux functions (6.3.3) into the scheme (6.3.2) we obtain
∆x
d
dt
Ui + F
(
U−i+1/2, U
+
i+1/2
)
−F
(
U−i−1/2, U
+
i−1/2
)
= Si (6.3.4a)
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with
Si = S−i+1/2 + S+i−1/2
=
(
0
F ρu
(
ρ−i+1/2
)
− F ρu(ρi)
)
+
(
0
F ρu(ρi)− F ρu
(
ρ+i+1/2
) ) , (6.3.4b)
where S±i+1/2 are numerical source functions.
Reconstruction
In order to complete the construction of the scheme we have to define the variables U±i+1/2,
which contain all the information about the source term, in such a way that the scheme is con-
sistent, well-balanced and preserves the non negativity of the density. In the case of the system
(6.3.1) well balancing means satisfying some discrete version of the equilibrium equations of
the form {
(ρu)x = 0,(
ρu2 + P (ρ)
)
x
= −αρu+ χρφnx. (6.3.5)
Let us rewrite the above system using the internal energy function e(ρ). For a pressure law of
isentropic gas dynamics P (ρ) = εργ , ε > 0, γ > 1 it is defined by
e′(ρ) =
P (ρ)
ρ2
under the assumption that e(ρ)+P (ρ)ρ has a finite limit when ρ→ 0. In this case the equilibrium
system becomes {
(ρu)x = 0,(
1
2u
2 + e(ρ) + P (ρ)ρ − χφn
)
x
= −αu. (6.3.6)
Reconstruction of the variables U±i+1/2 is based on solving the above system in each half of the
cell. More precisely, integrating (6.3.6) between xi and x−i+1/2 and between x
+
i+1/2 and xi+1
we obtain the equations for U±i+1/2. However, finding the solutions in a general case is not
always possible. This is due to the fact that the relations are nonlinear, for example they are
polynomials of order two or higher. In order to simplify the problem we can request a numerical
scheme to preserve only a special class of stationary solutions. Then the reconstruction of the
interface variables U±i+1/2 is obtained from (6.3.6) under additional constraints. In particular,
we can consider constant velocity, which corresponds to the following steady state system{
ux = 0,(
e(ρ) + P (ρ)ρ − χφn
)
x
= −αu. (6.3.7)
In the case of the velocity equal to zero at the steady state we obtain static equilibria,
which lead to the so called hydrostatic reconstruction introduced in [14] for shallow water
equations. Our choice of constant, instead of vanishing, velocity is motivated by the presence
of the damping term, which in this case is taken into account inside the reconstruction variables.
For the hyperbolic model of chemotaxis on bounded domain with no-flux boundary conditions
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the hydrostatic reconstruction assures well-balancing for all possible steady states.
To find U−i+1/2 we integrate (6.3.7) between xi and xi+1/2, while to reconstruct U
+
i+1/2
between xi+1/2 and xi+1. From the first equation of (6.3.7) we get
u−i+1/2 = ui and u
+
i+1/2 = ui+1. (6.3.8)
Now let us focus on the second condition. Under the assumption that e(ρ) + P (ρ)ρ has a limit
for ρ→ 0 integration of the second equation of (6.3.7) yields
(
e(ρ) +
P (ρ)
ρ
∣∣∣∣x−i+1/2
xi
= −α
∫ x−
i+1/2
xi
udx+ χφ|x
−
i+1/2
xi ,(
e(ρ) +
P (ρ)
ρ
∣∣∣∣xi+1
x+
i+1/2
= −α
∫ xi+1
x+
i+1/2
udx+ χφ|xi+1
x+
i+1/2
.
(6.3.9)
The integral terms can be approximated using any consistent method. Taken into account that
u is constant in each half of the cell we can consider for example
−α
∫ x−
i+1/2
xi
udx = −αui∆x
2
, −α
∫ xi+1
x+
i+1/2
udx = −αui+1 ∆x
2
or
−α
∫ x−
i+1/2
xi
udx = −αmax(0, ui)∆x, −α
∫ xi+1
x+
i+1/2
udx = −αmin(0, ui+1)∆x.
We are going to use the second approximation. The choice of the interface values φi+1/2 is
not so flexible if we want the scheme to preserve the non negativity of ρ. For example taking
φi+1/2 =
1
2(φi + φi+1) will lead to the violation of this property. Instead we consider
φi+1/2 = min(φi, φi+1).
Summing all the terms we obtain
u−i+1/2 = ui,
e
(
ρ−i+1/2
)
+
P
(
ρ−
i+1/2
)
(
ρ−
i+1/2
) = e(ρi) + P (ρi)ρi − αmax(0, ui)∆x+ χ(min(φi, φi+1)− φi),
(6.3.10a)
and
u+i+1/2 = ui+1,
e
(
ρ+i+1/2
)
+
P
(
ρ+
i+1/2
)
(
ρ+
i+1/2
) = e(ρi+1) + P (ρi+1)ρi+1 + αmin(0, ui+1)∆x+ χ(min(φi, φi+1)− φi+1). .
(6.3.10b)
In order to simplify the notation we denoteX+ = max(0, X),X− = min(0, X) and introduce
a function
Ψ(ρ) =
(
e+
P
ρ
)
(ρ).
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It is strictly increasing for ρ > 0 and has a finite limit for ρ→ 0 so there exists an inverse Ψ−1.
Then the reconstruction takes the form
ρ−i+1/2 = Ψ
(
[Ψ(ρi)− α(ui)+∆x+ χ(min(φi, φi+1)− φi)]+
)
,
ρ+i+1/2 = Ψ
(
[Ψ(ρi+1) + α(ui+1)−∆x+ χ(min(φi, φi+1)− φi+1)]+
)
,
where the positivity-preserving truncations of the leading order densities guarantee the non-
negativity of ρ.
As a result we obtain a finite volume scheme, which is well-balanced at the steady states
with constant velocity. In the case of the system (6.3.1) these are all possible equilibria. To
find the solution at time step tn+1, first we have to find the variables at cells interfaces U±i+1/2
using (6.3.7). Then we obtain a finite volume, well-balanced scheme taking (6.3.4), in which
numerical flux and source functions are calculated at the reconstructed states. We choose nu-
merical flux function for the homogeneous problem in the form of an approximate Riemann
solvers such as HLL or Suliciu.
Properties of the semi-discrete scheme
Now we focus on describing the properties of the constructed scheme. We pointed out that the
total mass is conserved automatically in the framework of finite volume, while the consistency
with the original system is guaranteed by a correct reconstruction of the variables U±i+1/2. It
assures also the preservation of the non negativity and the preservation of the steady states. Let
us state the above properties in the following theorem.
Theorem 7. Let F = (F ρ, F ρu)T be the analytical flux of the system (6.3.1) and let F be a
consistent, C1 numerical flux preserving the non negativity of ρ for the homogeneous problem.
The finite volume scheme
∆x
d
dt
Ui + F
(
U−i+1/2, U
+
i+1/2
)
−F
(
U−i−1/2, U
+
i−1/2
)
= Si (6.3.11a)
with
Si = S−i+1/2 + S+i−1/2
=
(
0
F ρu
(
ρ−i+1/2
)
− F ρu(ρi)
)
+
(
0
F ρu(ρi)− F ρu
(
ρ+i+1/2
) ) (6.3.11b)
and the reconstruction(
ρ−i+1/2, u
−
i+1/2
)
=
(
Ψ−1
[
Ψ(ρi)− α(ui)+∆x+ χ(φi+1/2 − φi)
]
+
, ui
)
,(
ρ+i+1/2, u
+
i+1/2
)
=
(
Ψ−1
[
Ψ(ρi+1) + α(ui+1)−∆x+ χ(φi+1/2 − φi+1)
]
+
, ui+1
)
,
(6.3.11c)
where φi+1/2 = min(φi, φi+1),
i) is consistent with (6.3.1) away from the vacuum
ii) preserves the non negativity of ρi(t)
iii) preserves the steady states given by (6.3.7).
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Proof. In order to prove the consistency of the numerical scheme (6.3.11) with the system
(6.3.1) we need to check two properties. The first one concerns consistency with the exact
flux, while the second with the source. The former one is obtained using the consistency of
the numerical flux function F for the homogeneous problem, while the latter is based on the
criterion given by Perthame and Simeoni in [98]. To make this chapter self-contained we state
here the definition that they introduced.
Definition 5. A numerical scheme (6.3.11) is consistent with (6.3.1) if
∀i = 1, 2, ..., s lim
Ui,Ui+1→U
F
(
U−i+1/2, U
+
i+1/2
)
= F (U) +O(∆x)
and
∀i = 1, 2, ..., s lim
Ui,Ui+1→U
1
∆x
(
S−i+1/2 + S+i+1/2
)
= S(U) +O(∆x).
The specific form of the reconstruction (6.3.11c) restricts the use of the above definition
only to states U = (ρ, ρu) away from vacuum. It is a result of the presence of maxima in the
definition of ρ±i+1/2. To see this let us consider Taylor expansion of U
±
i+1/2 in the case of for
example ρ−i+1/2. The reconstruction has the form
ρ−i+1/2 = Ψ
−1 [Ψ(ρi)− α(ui)+∆x+ χ(φi+1/2 − φi)]+ .
As φi+1 − φi ≈ φx∆x we get
ρ−i+1/2 = Ψ
−1 [Ψ(ρi)− (α(ui)+ − χφx) ∆x)]+ .
In the limit ∆x → 0 the expression inside the maximum function remains positive. If ρi
vanishes this is not always true.
Let us now prove the consistency with the flux away from vacuum. We need to show
that
∀i = 1, 2, ..., s lim
Ui,Ui+1→U
F
(
U−i+1/2, U
+
i+1/2
)
= F (U) +O(∆x).
The Taylor expansion of F
(
U−i+1/2, U
+
i+1/2
)
around (Ui, Ui+1) is
F
(
U−i+1/2, U
+
i+1/2
)
= F (Ui, Ui+1)+ ∂F
∂U
∣∣∣∣
Ui
(
U−i+1/2 − Ui
)
+
∂F
∂U
∣∣∣∣
Ui+1
(
Ui+1 − U+i+1/2
)
+O(∆x).
From the assumptions in the theorem
∀i = 1, 2, ..., s lim
Ui,Ui+1→U
F (Ui, Ui+1) = F (U)
and ∂F∂U = FU (U) exists and is continuous. Moreover, the Taylor expansion of ρ−i+1/2 at ρi has
the form
ρ−i+1/2 = ρi +
ρi
P ′(ρi)
(
−α(ui)+∆x+ 1
2
χφx∆x)
)
+O(∆x)2,
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where we used the property of the inverse function (f−1)′(x) = 1/f ′(f−1(x)). Then
U−i+1/2 − Ui ≈
(
ρi
P ′(ρi)
(
−α(ui)+ + 1
2
χφx
)
∆x, ux∆x
)
,
Ui+1 − U+i+1/2 ≈
(
− ρi+1
P ′(ρi+1)
(
α(ui+1)− − 1
2
χφx
)
∆x, ux∆x
)
,
so
lim
Ui,Ui+1→U
F
(
U−i+1/2, U
+
i+1/2
)
= F (U) + FU (U) ·
( ρ
P ′(ρ)(−αu+ χφx)
0
)
∆x+O(∆x2)
for all i = 1, 2, ..., s if ρ > 0, which ends the proof of the consistency with the flux. To prove
the consistency with the source term we have to show that
∀i = 1, 2, ..., s lim
Ui,Ui+1→U
1
∆x
(
S−i+1/2 + S+i+1/2
)
= S(U) +O(∆x).
In our case it becomes
1
∆x
(
0
P
(
ρ−i+1/2
)
− P
(
ρ+i+1/2
) ) = ( 0−αρu+ χρφx
)
+O(∆x),
whenever Ui, Ui+1 → U . Let us consider at first the reconstructed density ρ−i+1/2. As before
for strictly positive ρi and ∆x small enough the maxima in the definition can be omitted. Using
the Taylor expansion of ρ−i+1/2 the expansion of P (ρ
−
i+1/2) at ρi yields
P (ρ−i+1/2) = P (ρi) + ρi
(
−α(ui)+∆x+ 1
2
χφx∆x)
)
+O(∆x)2.
The same calculations for ρ+i+1/2 give
P (ρ+i+1/2) = P (ρi+1) + ρi+1
(
α(ui+1)−∆x− 1
2
χφx∆x)
)
+O(∆x)2.
Therefore
P (ρ−i+1/2)− P (ρ+i+1/2) = P (ρi) + ρi(−α(ui)+ +
1
2
χφx)∆x
− P (ρi+1)− ρi+1(α(ui)− − 1
2
χφx)∆x+O(∆x)
2
= (−αρu+ χρφx) ∆x+O(∆x)2,
whenever Ui, Ui+1 → U , which proves i).
Now let us prove ii). For a semi-discrete scheme
∆x
d
dt
ρi(t) + Fρ(Ui, Ui+1)−Fρ(Ui−1, Ui) = 0
the assumption that F preserves the non negativity of ρ by interface means that whenever ρi(t)
vanishes the inequality
Fρ(Ui, Ui+1)−Fρ(Ui−1, Ui) ≤ 0
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holds for all other choices of parameters. This implies in our case
Fρ(U−i+1/2, U+i+1/2)−Fρ(U−i−1/2, U+i−1/2) ≤ 0,
which is satisfied if U−i+1/2, U
+
i+1/2 → 0 whenever Ui vanishes. And it is true for the recon-
struction we proposed. To see it let us consider at first ρ−i+1/2. Assuming φi > φi+1 we have
Ψ(ρ−i+1/2) = [Ψ(ρi)− α(ui)+∆x+ χ(min(φi, φi+1)− φi)]+
= [Ψ(ρi)− α(ui)+∆x− χ|φi+1 − φi|]+ = 0,
where the last equality was obtained using the assumption that Ψ(ρ) → 0 when ρ → 0 in the
limit Ui → 0. Then Ψ(ρ−i+1/2) = 0 for vanishing Ui implies that ρ−i+1/2 → 0 as Ui → 0. Let
us assume now on the contrary that φi < φi+1. Then in the limit Ui → 0 we get
Ψ(ρ−i+1/2) = [χ(φi − φi)]+ = 0.
Analogical results can be showed for ρ+i−1/2, which completes the proof of ii).
It remains to prove iii). For any two left and right states Ui, Ui+1 the steady solution{
ui+1 = ui
Ψ(ρi+1)− χφi+1 −Ψ(ρi) + χφi = −α ((ui)+ + (ui+1)−) ∆x
is maintained exactly by the scheme if
F−i+1/2 − F+i−1/2 = 0
at the equilibrium. Using the explicit formulas for the left and right numerical fluxes the above
condition is equivalent to
F(U−i+1/2, U+i+1/2)− F (U−i+1/2)−F(U−i−1/2, U+i−1/2) + F (U−i−1/2) = 0.
Since the numerical flux function F is consistent to finish the proof we have to show that
U−i+1/2 = U
+
i+1/2 at the steady states. The equality for the velocity is obvious as u
−
i+1/2 =
ui = ui+1 = u
+
i+1/2. In the case of the density let us consider ρ
−
i+1/2. From the reconstruction
we have
Ψ(ρ−i+1/2) =
[
Ψ(ρi)− α(ui)+∆x+ χ(φi+1/2 − φi)
]
+
,
while the equilibrium equation for the momentum at nodes xi and xi+1 yields
Ψ(ρi) = Ψ(ρi)− α ((ui)+ + (ui+1)−) ∆x− χ(φi+1 − φi).
Inserting Ψ(ρi) into Ψ(ρ−i+1/2) gives
Ψ(ρ−i+1/2) =
[
Ψ(ρi+1) + α(ui)−∆x+ χ(φi+1/2 − φi+1)
]
+
= Ψ(ρ+i+1/2)
and implies ρ−i+1/2 = ρ
+
i−1/2, which completes the proof of iii).
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Stability of the fully-discrete scheme
The fully discrete scheme (6.3.2) has the form
Un+1i = U
n
i −
∆t
∆
(F−(Uni , Uni+1)−F+(Uni−1, Uni )) , (6.3.12)
where the numerical left and right fluxes F± are defined by (6.3.3). Time integration doesn’t
influence the consistency and well-balanced property, however, to assure the stability of the
scheme we have to precise the CFL condition.
For a finite volume numerical scheme preserving non negativity is a weak stability con-
dition, which we are going to use in order to derive the bounds on the time step. We follow the
proof presented in [14]. We first we give a definition of a homogeneous solver preserving non
negativity for a fully discrete scheme.
Definition 6. We say that a solver F for a homogeneous system preserves the non negativity
of ρ by interfaces with a numerical speed σ(Ui, Ui+1) ≥ 0 if whenever the CFL condition
σ(Ui, Ui+1)∆t ≤ ∆x
holds, we have
ρi − ∆t
∆x
(Fρ(Ui, Ui+1)− ρiui) ≥ 0,
ρi+1 − ∆t
∆x
(ρi+1ui+1 −Fρ(Ui, Ui+1)) ≥ 0.
The following propositions gives the stability conditions in the non homogeneous case.
Proposition 3. Let us assume that the homogeneous flux preserves the non negativity of ρ by
interfaces. Then the fully discrete scheme
Un+1i = U
n
i −
∆t
∆
(
F(Un,−i+1/2, Un,+i+1/2)−F(Un,−i−1/2, Un,+i−1/2)
)
+
∆t
∆x
Sni , (6.3.13)
with the reconstruction at interfaces given by (6.3.11c) preserves the non negativity of ρ by
interfaces, which means than whenever the CFL condition
σ(U−i+1/2, U
+
i+1/2)∆t ≤ ∆x (6.3.14)
holds, we have
ρi − ∆t∆x
(
Fρ(U−i+1/2, U+i+1/2)− ρiui
)
≥ 0,
ρi+1 − ∆t∆x
(
ρi+1ui+1 −Fρ(U−i+1/2, U+i+1/2)
)
≥ 0.
(6.3.15)
Proof. Assuming the CFL condition (6.3.14) holds and knowing that F preserves the non
negativity for the homogeneous system we have
ρ−i+1/2 −
∆t
∆x
(
Fρ(U−i+1/2, U+i+1/2)− ρ−i+1/2u−i+1/2
)
≥ 0,
ρ+i+1/2 −
∆t
∆x
(
ρ+i+1/2u
+
i+1/2 −Fρ(U−i+1/2, U+i+1/2)
)
≥ 0.
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It is equivalent to (
1 +
∆t
∆x
ui
)
ρ−i+1/2 −
∆t
∆x
Fρ(U−i+1/2, U+i+1/2) ≥ 0,(
1− ∆t
∆x
ui+1
)
ρ+i+1/2 +
∆t
∆x
Fρ(U−i+1/2, U+i+1/2) ≥ 0.
(6.3.16)
From the reconstruction (6.3.11c) we know that ρ−i+1/2 ≤ ρi and ρ+i+1/2 ≤ ρi+1. So as long as(
1 +
∆t
∆x
ui
)
≥ 0,
(
1− ∆t
∆x
ui+1
)
≥ 0
the condition (6.3.16) implies that (6.3.15) holds. But ui ≥ −∆t∆x and ui+1 ≥ ∆t∆x under the
CFL condition (6.3.14) since |ui| ≤ σ(U−i+1/2, U+i+1/2) for all i = 1, 2, ..., s, which ends the
proof.
CHAPTER 7
NUMERICAL STUDY OF SOME
HYPERBOLIC MODELS OF
CHEMOTAXIS IN 1D
7.1 Introduction
It is well known that aggregation phenomena are precisely explained by Keller-Segel type
models. They occur at large time scales and parabolic systems are able to capture the macro-
scopic behaviour of interacting species. However, this approach fails when spatially complex
structures have to be reproduced. This was found out while studying experiments performed
by Serini et. al [107] with human vascular, endothelial cells. Randomly seeded on the plain
gel substratum, they migrate and aggregate to finally form a complex network seen as the
beginning of vascularization that is formation of blood capillaries from the mesoderm. The
Patlak-Keller-Segel model cannot explain this process as well as cannot describe the ’run and
tumble’ movement of, for example, Eusterichia Coli. This is why in recent years there is a ten-
dency to use hyperbolic systems, which correspond to models at the lower, mesoscopic scale.
They are able to capture the particular features of the modeled quantity and as a consequence
can describe short time behaviour of physical problems.
From the mathematical point of view the formation of a complex system, such as a
network of blood capillaries, corresponds to the appearance of the non-constant stationary so-
lutions. The study of the existence, stability and properties of such equilibria, besides being
extremely interesting and challenging, is essential for understanding entirely dynamics of non
linear systems. This motivates us to study analytically and numerically some models of chemo-
taxis on bounded domains with no-flux boundary conditions. This setting is chosen on purpose
to mimic the experimental environment. In particular, we focus our attention on the hyperbolic
model system proposed by Gamba et.al in [44] to describe the vasculogenesis process. It is a
simple system, which takes into account only two constituents. It describes the evolution of the
density ρ of endothelial cells and a concentration of chemoattractant φ and has the form
ρt + (ρu)x = 0,
(ρu)t + (ρu⊗ u+ P (ρ))x = −αρu+ χρφx,
φt = Dφxx + aρ− bφ.
(7.1.1)
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The pressure law for P (ρ) is given by the constitutive law for isentropic gases
P (ρ) = εργ , ε > 0, γ ≥ 1. (7.1.2)
It models the short range interaction between cells and the fact that they have their own volume
and cannot be penetrable by others. The friction term−ρu describes the adhesion of cells to the
structure, while χρφx directional response to the chemical gradient. This model is connected
for large times with the following Keller-Segel model of parabolic type, which writes as{
ρt = P (ρ)xx − (χρφx)x,
φt = Dφxx + aρ− bφ. (7.1.3)
This chapter is devoted to the study of non constant solutions of the above systems. In
particular, we are interested in the non constant equilibria of a characteristic form that is com-
posed of regions, where the density is strictly positive and regions, where it vanishes. It is
important to stress that the vacuum states appear also for strictly positive initial datum. This
process reflects what is observed in experiments on the behaviour of endothelial cells. Regions
with high densities of cells correspond to the location of blood capillaries, while the vacuum
states are the empty space between them. Our aim is to characterize this type of equilibria.
In the first section we focus on the analytical description of the form of steady states for
the model (7.1.1). We start with a general pressure function P (ρ) and we find solutions of the
form of sinus-type bumps separated by vacuum. We explain that it is possible to describe the
solutions exactly only in the case of one region with strictly positive density and we provide
the formulas for quadratic pressure that is γ = 2. We show that under special conditions on the
system parameters there exists one equilibrium composed of one bump located at the bound-
ary of the domain or at its center. Then we study numerically the properties of the stationary
states. First we analyze stability of one bump and the dependence of the numbers of bumps
on the length of the domain L and chemosensitivity χ for γ = 2. We show that there exists
a threshold length, below which steady states are only constant, and that increasing the size
of the domain new bumps appear. Similar effect is observed when increasing the chemotactic
response. However, simulations suggest that for each length there is a maximum number of
bumps. After reaching it, no matter how high the chemosensitivity would be it affects only the
shape of the bumps but not their number. Then we consider different adiabatic coefficients γ.
We show that increasing the cells response to the compression, that is increasing γ, leads to
the formation of wider and lower bumps, which can merge together and for γ sufficiently large
the equilibrium becomes a constant state. In the end we analyzed the influence of the total
mass. Motivated by the experiments, in which at some threshold initial densities transitions
between different structures were observed. In the numerical simulation we observe two ways
of accommodating new cells. For γ = 2 they are accumulating always at the same regions that
is the number of bumps and their support don’t change. Only the maximal density increases for
larger initial mass. On the other hand, for γ = 3, increasing the mass implies thicker bumps.
They can join with each other and at some threshold density, constant state is observed.
Our aim in Section 7.3 is to analyze numerically the long time behaviour of solutions
and possible convergence to equilibria for γ = 1. Simulations suggest that we can distinguish
at least two types of asymptotic states. In particular, if the effect of the internal pressure is
much stronger than the chemotactic force, that is ε >> χ, the solutions converge asymptot-
ically to constant or sinus-type states. On the other hand, when chemotaxis is dominant we
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observe numerically for ρ a comb of Dirac distributions. The second structure of solutions is
particular as it contains vacuum. We analyze their nature and the influence of the total mass.
The comparison with the results for γ > 1 is also presented.
In the last part we compare the long time behaviour of the parabolic (7.1.3) and hy-
perbolic model (7.1.1). It is known that Keller-Segel model can exhibit the so-called spike
patterns composed of regions with high densities separated by vacuum. However, as reported
by several authors, they are metastable. It means that if there are more than one spike, there
is a slow exchange of mass between them. As a consequence, over large times they move to-
wards each other and merge together. We study numerically this type of behaviour. First, we
are going to consider a model with logistic chemosensitivity function and linear diffusion. In
this case for the parabolic model we observe the existence of metastable peaks with plateaus
equal to the maximal density ρmax, above which the chemotactic effect is switched off. The
hyperbolic model yields equilibria with several plateaus, which do not move. Moreover, in the
limit of large ρmax we observe solutions composed of Dirac concentrations. Then we consider
the models with nonlinear density function P (ρ) = ερ2 and constant chemosensitivity. We
analyze the long time behaviour of bumps and compare the asymptotic states with the results
of the hyperbolic model. Simulations indicate the metastability in the parabolic case and static
equilibria containing several bumps for the hyperbolic system.
7.2 Stationary solutions
The model (7.1.1) was developed in order to describe a process of vasculogenesis that is for-
mation of blood vessels from the mesoderm. In experiments done by Serini et.al [107] it was
observed that starting from the randomly seeded cells after some time a network of capillaries
appears. Moreover, the initial densities of the cells have a decisive effect on the formation
of complex structures. At small densities percolative-like transitions appear, while a smooth
transition to a ”Swiss cheese” configuration occurs at large ones. More precisely, below the
threshold value a connected network breaks down into a disconnected structure and for the
initial mass large enough the thickness of the network increases as more cells are accumulated.
From the mathematical point of view the formation of a complex system, such as a network of
blood capillaries, corresponds to the appearance of the non-constant stationary solutions.
In this section we are going to study these steady states for the system (7.1.1) defined on
the interval [0, L] with no-flux boundary conditions. We start the analysis from the mathemati-
cal description. In particular, we are interested in the non constant equilibria of a characteristic
form that is composed of region, where the density is strictly positive and region, where it
vanishes. It is important to stress that the vacuum states appear also for strictly positive initial
datum. This process is observed in the experiments behaviour of cells, which movement is
directed by the chemotaxis. Our aim is to find explicitly some of these solutions. We focus on
the case with quadratic pressure P (ρ) = ερ2 because it is the simplest from the mathematical
point of view. We managed to obtain formulas in the presence of only one region with posi-
tive density. Moreover, we show that this is the only case, where calculating the equilibrium
explicitly is possible.
The second step of our analysis is devoted to the numerical study of the above non con-
stant stationary solutions. However, before we analyze two numerical schemes presented in
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the previous chapter. At one side we consider a finite difference scheme (6.2.8) based on the
relaxation technique for the homogeneous part of the system (7.1.1) with centered in space
approximation of the source terms. We compare it with a finite volume, well-balanced scheme
given by (6.3.11) and explain why this method is more suitable for the problem (7.1.1).
Having chosen a scheme, we focus on numerical analysis of stability and dependence
on the system parameters of stationary solutions to (7.1.1). In particular, we study how the
number of regions, where ρ > 0, changes for different lengths of the domain and chemotactic
sensitivities. It is essential to understand better the mechanisms leading to the formation of
non-constant equilibria. Moreover, we analyze the influence of the initial mass, as its effect
was significant in the experiments. The mathematical analysis that we perform concerns only
the case of the quadratic pressure that is γ = 2, but we also study numerically the behaviour of
the system (7.1.1) for higher values of γ.
7.2.1 Analytic results
At first we focus on the mathematical study of the steady states of the system
ρt + (ρu)x = 0,
(ρu)t + (ρu
2 + P (ρ))x = −αρu+ χρφx,
φt = Dφxx + aρ− bφ,
, (7.2.1)
defined on a bounded interval Ω = [0, L] and endowed with the homogeneous Neumann
boundary conditions
ρx(0, ·) = ρx(L, ·) = 0, u(0, ·) = u(L, ·) = 0 and φx(0, ·) = φx(L, ·) = 0. (7.2.2)
Let us define the total mass M of cells by
M =
∫ L
0
ρ(x, t)dx,
which under the no-flux boundary conditions is conserved in time and we treat it as a parameter
of the system (7.2.1).
The above problem admits stationary states, which are solutions to the following equi-
librium system
(ρu)x = 0, (7.2.3a)(
ρu2 + P (ρ)
)
x
= −αρu+ χρφx, (7.2.3b)
−Dφxx = aρ− bφ. (7.2.3c)
The boundary condition for the velocity (7.2.2) implies
ρu = 0.
It means that u = 0 and the steady states are static or in other words ”at rest”. Inserting the
above result into (7.2.3b) we obtain
P (ρ)x = χρφx. (7.2.4)
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Of course this relation is satisfied if the density ρ and the concentration φ are constant, but
we are interested in the non-constant equilibria. More precisely, we look for the solutions to
(7.2.4) of the form
ρ = 0 or
P (ρ)x
ρ
= χφx
with φ given by the last equation of system (7.2.3). The above, non trivial relation rewritten for
a general pressure of isentropic gases P (ρ) = εργ , ε > 0, γ > 1 becomes
εγ
χ(γ − 1)
(
ργ−1
)
x
= φx
and yields the following solution
ργ−1 =
χ(γ − 1)
εγ
φ+K (7.2.5)
for some integration constant K > 0. It means that the non-constant steady states may contain
region, where density vanishes ρ = 0 and those, in which the equation (7.2.5) is satisfied with
φ given by (7.2.3c). However, no information is given on how many of these zones there are.
Let us assume that there exist p ∈ N intervals with strictly positive density, which are separated
by vacuum. Moreover, let us denote by xi the boundaries of these intervals such that x0 = 0
and x2p−1 = L. Then the density at the non-constant steady state can be written as
ρ(x) =
p∑
k=1
ρk(x)Ξ[x2k−2,x2k−1], (7.2.6a)
where Ξ is the characteristic function
ΞA =
{
1 if x ∈ A
0 elsewhere
(7.2.6b)
with
ρk(x)
γ−1 =
χ(γ − 1)
εγ
φk(x) +Kk for x ∈ [x2k−2, x2k−1] (7.2.6c)
and φk being the solution to
−D (φk)xx = aρk − bφk for x ∈ [x2k−2, x2k−1]
k = 1, ..., p,
−D (φk)xx = −bφk for x ∈ [x2k−1, x2k]
k = 1, ..., p− 1.
(7.2.6d)
Moreover, with each interval [x2k−2, x2k−1] we associate a mass Mk with a constrain
M =
p∑
k=1
Mk.
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Quadratic pressure P (ρ) = εργ
Solving the partial differential equations (7.2.6d) for a general ρk given by (7.2.6c) is a non
trivial problem. What is more, as we will see later, the accuracy of the numerical scheme that
we presented in the previous chapter, depends strongly on the nonlinearity of the pressure P (ρ).
This is why we begin with the simplest case of the quadratic pressure P (ρ) = ερ2, ε > 0. In
this case the relation between ρk and φk given by equation (7.2.6c) becomes linear
ρk(x) =
χ
2ε
φk +Kk. (7.2.7)
Inserting the above solution into the equation (7.2.6d) we obtain
− (φk)xx −
(
aχ
2εD
− b
D
)
φk =
aKk
D
. (7.2.8)
For simplification let us denote
α =
aχ
2εD
− b
D
and β =
b
D
.
Now, in order to solve (7.2.8), let us assume that α > 0. Later we will show that α < 0 leads
to constant steady states. The solution in the interval [x2k−2, x2k−1], where ρ > 0, is
φk(x) = C4k−3 cos(
√
αx) + C4k−2 sin(
√
αx)− aKk
αD
(7.2.9a)
for k = 1, ..., p, while in [x2k−1, x2k] for k = 1, ..., p − 1, where the density vanishes, the
equation (7.2.8) yields
φk(x) = C4k−1 cosh(
√
βx) + C4k sinh(
√
βx). (7.2.9b)
Inserting the formula (7.2.9a) into (7.2.7) we observe that in the intervals [x2k−2, x2k−1] the
density ρ forms a bump of sinus type. This structure of the non-constant steady state is pre-
sented at Figure 7.1. To obtain the explicit solutions we need to find 4p − 2 constants C, the
Figure 7.1: Structure of the non-constant steady state of the density ρ.
location of 2p− 2 interface points x and p integration constants K. It gives 7p− 4 parameters
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to determine. On the other hand, we have two equations coming from the boundary conditions,
three equations for each point xi, i = 1, 2, ..., 2p − 2 from the continuity of φ and its first and
second space derivatives and one equation from the total mass conservation condition. Sum-
ming them we get 6p − 3 conditions, which only in the case of p = 1 matches the number
of unknowns. The missing p − 1 equations are due to the unknown mass distributions among
the p bumps. Because of this problem we consider at first the case of one interval with strictly
positive density. This corresponds to two situations. We can have one, lateral bump with one
region, where the density vanishes, or one bump in the interior of the domain surrounded by
the vacuum. Then we will give details of the general solution, p > 1, assuming that the masses
Mk (or equivalently the constants Kk) are known.
Lateral bump
Let us now focus on the first case, in which we can determine all the constants defin-
ing the solution. We assume that the non-constant stationary solution consists of one interval,
where the density is strictly positive and one, where it vanishes. Let us denote by x¯ ∈ (0, L)
the location of the interface between the two regions. Then the density has the form
ρ(x) =
{ χ
2εφ(x) +K x ∈ [0, x¯]
0 x ∈ (x¯, L] (7.2.10)
and the concentration φ is given by
φ(x) =
{
C1 cos(
√
αx) + C2 sin(
√
αx)− aKαD x ∈ [0, x¯]
C3 cosh(
√
βx) + C4 sinh(
√
βx) x ∈ (x¯, L] (7.2.11)
under the assumption α > 0. Using the boundary condition for φ at x = 0 we obtain
−√αC1 sin(
√
α0) +
√
αC2 cos(
√
α0) = 0,
which yields C2 = 0, while at x = L we have√
βC3 sinh(
√
βL) +
√
βC4 cosh(
√
βL) = 0,
implying C4 = −C3 tanh(
√
βL). Denoting C2 = C3/ cosh(
√
βL) from now on the concen-
tration φ can be written as
φ(x) =
{
C1 cos(
√
αx)− aKαD x ∈ [0, x¯]
C2 cosh(
√
β(x− L)) x ∈ (x¯, L] . (7.2.12)
There are still four parameters to find. The constants C1, C2 and x¯ are going to be determined
from the continuity of the function φ, its first and second space derivative at the interface point
x¯, whereas the constant K is computed from the conservation of the total mass. The continuity
conditions yield
C1 cos(
√
αx¯)− aK
αD
= C2 cosh(
√
β(x¯− L)),
−√αC1 sin(
√
αx¯) =
√
βC2 sinh(
√
β(x¯− L)),
−αC1 cos(
√
αx¯) = βC2 cosh(
√
β(x¯− L)).
(7.2.13)
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Solving the above system we obtain
C1 =
2εβK
αχ
cos(
√
αx¯)−1,
C2 = −
√
β
α
2εK
χ
tan(
√
αx¯) sinh(
√
β(x¯− L))−1,
(7.2.14)
and the location of the interface x¯ is given by the solution to√
β
α
tan(
√
αx¯) = tanh
(√
β(x¯− L)
)
. (7.2.15)
To determine whether there exists a solution let us study the function
f(x) =
√
β
α
tan(
√
αx)− tanh
(√
β(x− L)
)
.
The function f is not defined for x = 1√
α
(
pi
2 + piZ
)
and has a positive derivative elsewhere. If
L ≥ lpi√
α
, l ∈ N there exists a solution x¯ in each interval of the form
1√
α
(]pi/2, pi[+pi{0, 1, ..., l − 1}). As a conclusion, if L < pi√
α
, there is no non-constant sta-
tionary solution of the form (7.2.10), whereas for L ≥ pi√
α
, the function f(x) equals zero at
[
√
αLpi ] points, where [.] denotes the integer part. However, only the smallest of these points
gives a function ρ, which is non negative everywhere.
Once the constants C1, C2 and x¯ have been found, the parameter K is calculated from
the mass conservation
M0 =
∫ L
0
ρ(x)dx.
Inserting the explicit form of ρ we get
M0 =
∫ x¯
0
χ
2ε
φ(x)dx+Kx¯,
which gives
K =
αM0
β√
α
tan(
√
αx¯)− βx¯ . (7.2.16)
In the case α < 0 the concentration is given by
φ(x) =
 C1 cosh(
√−αx)− aK
αD
x ∈ [0, x¯]
C2 cosh(
√
β(x− L)) x ∈ (x¯, L]
.
Using, as before, the continuity at x¯ of φ and its first and second space derivative we obtain the
following values of the constants C1 and C2
C1 =
aβK
αD(β − α) cosh(
√−αx¯)−1,
C2 =
aK
D(β − α)
√
−β
α
tanh(
√
−βx¯) sinh(
√
β(x− L))−1
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and relation for the location of the interface x¯ of the form√
−β
α
tanh(
√−αx¯) = tanh
(√
β(x¯− L)
)
. (7.2.17)
However, the above equation has no solution for x¯ ∈ [0, L]. The left-hand side is negative,
whereas the right-hand side is positive.
Let us summarize the above results in the following proposition.
Proposition 4. Let us consider the system (7.2.1) with P (ρ) = ερ2, total mass M and the
stationary solutions of the form (7.2.6). If aχ2εD − bD > 0 and L > pi√α then there exists a
unique, positive solution of the form (7.2.10) given by the smallest x¯ ∈ 1√
α
]pi2 , pi[ satisfying√
β
α
tan(
√
αx¯) = tanh(
√
β(x¯− L)) (7.2.18a)
and by the following expressions:
on [0, x¯], φ(x) =
2εβK
αχ
cos(
√
αx)
cos(
√
αx¯)
− aK
αD
, ρ(x) =
χ
2ε
φ(x) +K
on [x¯, L], φ(x) =
2εbK
χ
tan(
√
βL)
sinh(
√
β(x− L))
cosh(
√
β(x¯− L)) , ρ(x) = 0
(7.2.18b)
where K is given by
K =
αM
β√
α
tan(
√
αx¯)− βx¯ . (7.2.18c)
Figure 7.2 presents an exact solution of density and concentration for a lateral of system
(7.1.1) with ε = a = b = D = L = 1, χ = 50 and the initial mass M = 1.3183, where the
interface point x¯ = 0.3943.
Centered bump
The second case with p = 1 corresponds to the presence of one interval, where the
density is strictly positive, in the interior of the domain. Denoting by x¯, y¯ ∈ (0, L) respectively
the left and the right boundary of the interval, such that x¯ < y¯, the density at the non constant
steady state writes as
ρ(x) =

0 x ∈ [0, x¯)
χ
2εφ(x) +K x ∈ [x¯, y¯]
0 x ∈ (y¯, L]
. (7.2.19)
We follow the same approach as in the previous case to find the formula for the concentration
φ. In general it has the form
φ(x) =

C1 cosh(
√
βx) + C2 sinh(
√
βx) x ∈ [0, x¯)
C3 cos(
√
αx) + C4 sin(
√
αx)− aKαD x ∈ [x¯, y¯]
C5 cosh(
√
βx) + C6 sinh(
√
βx) x ∈ (y¯, L]
,
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Figure 7.2: Exact solutions of density ρ and concentration φ given by (7.2.18) for system
(7.1.1) with ε = a = b = D = L = 1, χ = 50, initial mass M = 1.3183 and the interface
point is x¯ = 0.3943.
under the assumption α > 0. Applying the homogeneous Neumann boundary conditions we
get
φ(x) =

C1 cosh(
√
βx) x ∈ [0, x¯)
C2 cos(
√
αx) + C3 sin(
√
αx)− aKαD x ∈ [x¯, y¯]
C4 cosh(
√
β(x− L)) x ∈ (y¯, L]
. (7.2.20)
Continuity of φ, φx and φxx at the interface points x¯, y¯ give respectively
C1 = −2Kεχ cosh(
√
βx¯)−1
C2 =
2Kε
χ
√
β
α
(
tanh(
√
βx¯) sin(
√
αx¯) +
√
β
α cos(
√
αx¯)
)
C3 =
2Kε
χ
√
β
α
(
− tanh(√βx¯) cos(√αx¯) +
√
β
α sin(
√
αx¯)
)
and 
C4 = −2Kεχ cosh(
√
β(y¯ − L))−1
C2 =
2Kε
χ
√
β
α
(
tanh(
√
β(y¯ − L)) sin(√αy¯) +
√
β
α cos(
√
αy¯)
)
C3 =
2Kε
χ
√
β
α
(
− tanh(√β(y¯ − L)) cos(√αy¯) +
√
β
α sin(
√
αy¯)
) .
Therefore the constants C2 and C3 coincide if
tanh(
√
βx¯) sin(
√
αx¯) +
√
β
α
cos(
√
αx¯) = tanh(
√
β(y¯ − L)) sin(√αy¯) +
√
β
α
cos(
√
αy¯)
− tanh(
√
βx¯) cos(
√
αx¯) +
√
β
α
sin(
√
αx¯) = − tanh(
√
β(y¯ − L)) cos(√αy¯) +
√
β
α
sin(
√
αy¯)
yielding the equations for x¯ and y¯.
Analyzing the existence of solutions (x¯, y¯) to the above system and solving it is in gen-
eral non trivial task . In the case of one lateral bump we found the conditions that guarantee
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the existence of x¯ giving non negative density everywhere. Nevertheless, due to the nonlinear-
ity of equation (7.2.15), we solve it numerically. For one centered bump we find out that the
solution is symmetric. This reduces the above system to one equation and allows us to solve it.
However, this trick will not work for higher number of bumps.
In order to see that centered bump is symmetric let us multiply the first one by sin(
√
αx)
and subtract the second multiplied by cos(
√
αx) we obtain
tanh(
√
βx¯) = tanh(
√
β(y¯ − L)) cos(√α(y¯ − x¯))−
√
β
α
sin(
√
α(y¯ − x¯)). (7.2.21)
On the other hand, summing the equations multiplied respectively by cos(
√
αx) and sin(
√
αx)
yields √
β
α
= tanh(
√
β(y¯ − L)) sin(√α(y¯ − x¯)) +
√
β
α
cos(
√
α(y¯ − x¯)).
From the above system we get the relation
tanh(
√
βx¯) =
√
β
α
cos(
√
α(y¯ − x¯)− 1
sin(
√
α(y¯ − x¯) = − tanh(
√
β(y¯ − L)),
which implies that y¯ = L− x¯ with x¯ ∈]0, L/2[ satisfying
tanh(
√
βx¯) =
√
β
α
tan(
√
α(x¯− L/2)). (7.2.22)
It means that the centered bump is symmetric. Moreover, the solution for the lateral bump
calculated with L/2 and M0/2 and symmetrized to be defined on the whole interval [0, L] is
equal to the one computed for the centered bump. Therefore, if there are several x¯ ∈]0, L/2[,
which are the solutions to the equation (7.2.22), only the largest gives a nonnegative function
ρ.
Once we have found the solution x¯ to (7.2.22), the constants Ci, i = 1, 2, 3, 4 are
C1 = C4 = −2Kε
χ
cosh(
√
βx¯)−1,
C2 =
2Kεβ
χα
cos(
√
αL/2) cos(
√
α(x¯− L/2))−1,
C3 =
2Kεβ
χα
sin(
√
αL/2) cos(
√
α(x¯− L/2))−1,
(7.2.23)
and the parameter K equals
K =
M0α
(2x¯− L)β − 2√β tanh(√βx¯) . (7.2.24)
Proposition 5. Let us consider the system (7.2.1) defined on the interval [0, L] with P (ρ) =
ερ2, total mass M and the stationary solutions of the form (7.2.6). If aχ2εD − bD > 0 and
L > 2pi√
α
then there exists a unique, positive solution of the form (7.2.19) given by the largest
x¯ ∈ 1√
α
]pi2 , pi[ satisfying
tanh(
√
βx¯) =
√
β
α
tan(
√
α(x¯− L/2)). (7.2.25)
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and by the following expressions:
on [0, x¯], φ(x) = −2εK
χ
cosh(
√
βx)
cosh(
√
βx¯)
, ρ(x) = 0
on [x¯, L− x¯], φ(x) = 2εβK
αχ
cos(
√
α(x− L2 ))
cos(
√
α(x¯− L2 ))
− aK
αD
, ρ(x) =
χ
2ε
φ(x) +K
on [x¯, L], φ(x) = −2εK
χ
cosh(
√
β(x− L))
cosh(
√
βx¯)
, ρ(x) = 0
(7.2.26)
where K is given by
K =
Mα
(2x¯− L)β − 2√β tanh(√βx¯) . (7.2.27)
Figure 7.3: Exact solutions of density ρ and concentration φ for a centered bump of system
(7.1.1) with ε = 1, a = 20, b = 10, D = 0.1, L = 2, χ = 2 and the initial mass M = 2.6366,
where the interface point is x¯ = 0.7644
Figure 7.3 presents an exact solution of density and concentration for a centered bump
of system (7.1.1) with ε = 1, a = 20, b = 10, D = 0.1, L = 2, χ = 2 and the initial mass
M = 2.6366, where the interface point x¯ = 0.7644.
General non-constant steady state
At the beginning of this section we explained that only in the presence of one inter-
val with non vanishing density it is possible to calculate all the constants in the solution. In
other cases we should know the mass Mk of each bump in order to find the constants K. It
cannot be determined a priori, but as the later simulations will show, the values of K can be
obtained numerically with high accuracy. This is why in the following theorem we present
details of a non constant stationary solutions for p > 1, p ∈ N.
Theorem 8. Let us consider the system (7.2.1) with P (ρ) = ερ2, ε > 0 and assume that
aχ
2εD − bD > 0 and L > pi√α . Moreover, let us assume that the masses Mk, k = 1, ..., p in each
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region, where ρ > 0, are fixed and known. Then the solution of the form
ρ(x) =
p∑
k=1
ρk(x)Ξ[x2k−2,x2k−1],
where for x ∈ [x2k−2, x2k−1]
ρk(x) =
χ
2ε
φk(x) +Kk, Kk > 0,
φk(x) = C4k−3 cos(
√
αx) + C4k−2 sin(
√
αx)− aKkαD if [x2k−2, x2k−1]
k = 1, 2, ..., p
φk(x) = C4k−1 cosh(
√
βx) + C4k sinh(
√
βx) if [x2k−1, x2k]
k = 1, ..., p− 1
and Kk given by
C4k−3
[
sin(
√
αx2k−1)− sin(
√
αx2k−2)
]−C4k−2 [cos(√αx2k−1)− cos(√αx2k−2)]
=
2ε
√
α
χ
(
Mk −Kk(x2k−1 − x2k−2)
(
1− aχ
2αD
))
.
is the stationary state of the system (7.2.1) if there exists a solution to
C4k−3 cos(
√
αx2k−1) + C4k−2 sin(
√
αx2k−1) =
2εKkβ
αχ
, k = 2, 3, ..., p− 1
C4k−1 cosh(
√
βx2k) + C4k sinh(
√
βx2k) = −2εKk+1β
αχ
k = 1, 3, ..., p− 1
C4p−2 = C4p−3 tan(
√
αL)
where the constants are
C1 =
2εK1β
αχ
cos(
√
αx1)
−1
C2 = 0
C3 =
2εK1
χ
[√
β
α
tan(
√
αx1) sinh(
√
βx1)− cosh(
√
βx1)
]
C4 =
2εK1
χ
[
−
√
β
α
tan(
√
αx1) cosh(
√
βx1) + sinh(
√
βx1)
]
and the remaining ones defined recurrently in the following way:
for k = 2, 3, ..., p− 1
C4k−1 = C4k−3
[√
α
β
sin(
√
αx2k−1) sinh(
√
βx2k−1)− α
β
cos(
√
αx2k−1) cosh(
√
βx2k−1)
]
+ C4k−2
[
−
√
α
β
cos(
√
αx2k−1) sinh(
√
βx2k−1)− α
β
sin(
√
αx2k−1) cosh(
√
βx2k−1)
]
C4k = C4k−3
[
−
√
α
β
sin(
√
αx2k−1) cosh(
√
βx2k−1) +
α
β
cos(
√
αx2k−1) sinh(
√
βx2k−1)
]
+ C4k−2
[√
α
β
cos(
√
αx2k−1) cosh(
√
βx2k−1) +
α
β
sin(
√
αx2k−1) sinh(
√
βx2k−1)
]
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and for k = 1, 2, ..., p− 1
C4k+1 = C4k−1
[
−
√
β
α
sin(
√
αx2k) sinh(
√
βx2k)− β
α
cos(
√
αx2k) cosh(
√
βx2k)
]
+ C4k
[
−
√
β
α
sin(
√
αx2k) cosh(
√
βx2k)− β
α
cos(
√
αx2k) sinh(
√
βx2k)
]
C4k+2 = C4k−1
[√
β
α
cos(
√
αx2k) sinh(
√
βx2k)− β
α
sin(
√
αx2k) cosh(
√
βx2k)
]
+ C4k
[√
β
α
cos(
√
αx2k) cosh(
√
βx2k)− β
α
sin(
√
αx2k) sinh(
√
βx2k)
]
Proof. In order to find the constants C1, C2, C3 and C4 we proceed as in the case of one
lateral bump and obtain the same results. For the remaining unknowns we apply the continuity
conditions separately for even and odd points xi that is x2k−1 for k = 2, 3, ..., p − 1 and x2k
for k = 1, 2, ..., p− 1.
At first let us consider the odd nodes. We define φL, φR, which describe the concentration φ
respectively at the left and at the right side of the interface point x2k−1 that is
φL(x) = C4k−3 cos(
√
αx) + C4k−2 sin(
√
αx)− aKk
αD
φR(x) = C4k−1 cosh(
√
βx) + C4k sinh(
√
βx)
The continuity conditions yield
C4k−3 cos(
√
αx2k−1) + C4k−2 sin(
√
αx2k−1)− aKk
αD
= C4k−1 cosh(
√
βx2k−1) + C4k sinh(
√
βx2k−1)
−√αC4k−3 sin(
√
αx2k−1) +
√
αC4k−2 sin(
√
αx2k−1)
=
√
βC4k−1 sinh(
√
βx2k−1) +
√
βC4k cosh(
√
βx2k−1)
−αC4k−3 cos(
√
αx2k−1) − αC4k−2 sin(
√
αx2k−1)
= βC4k−1 cosh(
√
βx2k−1) + βC4k sinh(
√
βx2k−1)
Solving the above system for unknowns C4k−1, C4k and x2k−1 in the case k = 2, ..., p− 1 we
get the recurrent formulas. From the last two equations of the above conditions we obtain
C4k−1 = C4k−3
[√
α
β
sin(
√
αx2k−1) sinh(
√
βx2k−1)− α
β
cos(
√
αx2k−1) cosh(
√
βx2k−1)
]
+ C4k−2
[
−
√
α
β
cos(
√
αx2k−1) sinh(
√
βx2k−1)− α
β
sin(
√
αx2k−1) cosh(
√
βx2k−1)
]
C4k = C4k−3
[
−
√
α
β
sin(
√
αx2k−1) cosh(
√
βx2k−1) +
α
β
cos(
√
αx2k−1) sinh(
√
βx2k−1)
]
+ C4k−2
[√
α
β
cos(
√
αx2k−1) cosh(
√
βx2k−1) +
α
β
sin(
√
αx2k−1) sinh(
√
βx2k−1)
]
while the first one
C4k−3 cos(
√
αx2k−1) + C4k−2 sin(
√
αx2k−1) =
2εKkβ
αχ
.
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determines x2k−1, as it depends only on the points preceding it.
Seemingly, at the even points the function φ at both sides of x2k, k = 1, 2, ..., p− 1 is
φL(x) = C4k−1 cosh(
√
βx) + C4k sinh(
√
βx)
φR(x) = C4k+1 cos(
√
αx) + C4k+2 sin(
√
αx)− aKk+1
αD
The continuity conditions give
C4k+1 cos(
√
αx2k) + C4k+2 sin(
√
αx2k)− aKk+1
αD
= C4k−1 cosh(
√
βx2k) + C4k sinh(
√
βx2k)
−√αC4k+1 sin(
√
αx2k) +
√
αC4k+2 sin(
√
αx2k)
=
√
βC4k−1 sinh(
√
βx2k) +
√
βC4k cosh(
√
βx2k)
−αC4k+1 cos(
√
αx2k) − αC4k+2 sin(
√
αx2k)
= βC4k−1 cosh(
√
βx2k) + βC4k sinh(
√
βx2k)
implying
C4k+1 = C4k−1
[
−
√
β
α
sin(
√
αx2k) sinh(
√
βx2k)− β
α
cos(
√
αx2k) cosh(
√
βx2k)
]
+ C4k
[
−
√
β
α
sin(
√
αx2k) cosh(
√
βx2k)− β
α
cos(
√
αx2k) sinh(
√
βx2k)
]
C4k+2 = C4k−1
[√
β
α
cos(
√
αx2k) sinh(
√
βx2k)− β
α
sin(
√
αx2k) cosh(
√
βx2k)
]
+ C4k
[√
β
α
cos(
√
αx2k) cosh(
√
βx2k)− β
α
sin(
√
αx2k) sinh(
√
βx2k)
]
and
C4k−1 cosh(
√
βx2k) + C4k sinh(
√
αx2k) = −2εKk+1β
αχ
.
However, now it is a relation not only between x2k and the points preceding but also involves
x2k+1.
The last relation, corresponding to x2p−1 is obtained from the boundary condition at
x = L that is
−√αC4p−3 sin(
√
αL) +
√
αC4p−2 cos(
√
αL) = 0 ⇒ C4p−2 = C4p−3 tan
√
αL.
Having found the constants C and the interface points x we use the masses Mk of the bumps
to calculate the integration constants Kk
Mk =
∫ x2k−1
x2k−2
ρkdx =
χ
2ε
∫ x2k−1
x2k−2
φkdx+Kk(x2k−1 − x2k−2).
Inserting the formula for φk in the interval [x2k−2, x2k−1] we obtain the condition joining Kk
and Kk−1,Kk−2, ...,K1
C4k−3
[
sin(
√
αx2k−1)− sin(
√
αx2k−2)
]− C4k−2 [cos(√αx2k−1)− cos(√αx2k−2)]
=
2ε
√
α
χ
(
Mk −Kk(x2k−1 − x2k−2)
(
1− aχ
2αD
))
.
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for k = 1, 2, ..., p.
7.2.2 Simulations
In this section we focus on numerical analysis of stationary solutions of system (7.1.1). In
order to do it first we study the accuracy of two different methods to approximate the solutions.
We consider an explicit, finite difference scheme (6.2.8) and compare it with a finite volume,
well-balanced one given by (6.3.11). Having choses the method, we analyze stability and
dependence on the system parameters of stationary solutions to (7.1.1). In particular, for γ = 2
we study how the number of regions, where ρ > 0, changes for different lengths of the domain
and chemotactic sensitivities. Then we compare behaviour for different values of adiabatic
exponent γ and finally we study the influence of the initial mass comparing the results for
γ = 2 and γ = 3.
Comparison between different schemes
In the previous chapter we constructed a finite volume scheme, which is well-balanced at the
steady states with constant velocity, given by (6.3.11). We proved that it is consistent, keeps
density non negative and preserves the steady states. Before studying the behaviour of the hy-
perbolic system of chemotaxis, we analyze this scheme and compare it with other methods. At
first, we are going to verify the accuracy of different approximate Riemann solvers introduced
in Section (3.3.3) that are used to solve the homogeneous part of the problem. In particular, we
analyze Suliciu relaxation solver adopted to vacuum, HLL solver and Roe method. Then two
methods to treat the source term are going to be compared. We consider well-balancing and
centered in space approximation in the finite volume scheme. Moreover, we compare the re-
sults with a standard finite difference scheme with centered in space approximation of a source
described by (6.2.8).
Comparison of approximate Riemann solvers
Let us focus now on the comparison between methods approximating the homogeneous
part of the model (7.1.1). For the source term we choose the well-balanced method with the
reconstruction at steady states with constant velocity (6.3.11c), which we introduced in the
previous chapter. The first simulation is performed for the system (7.2.1) with ε = D = a =
b = L = 1, χ = 50, quadratic pressure function and the initial datum of the form
ρ0(x) = 1 + sin(4pi|x− L/4|), φ0 = 0, u0 = 0.
Figure 7.4 presents the L∞ and L2 numerical errors for ∆x = 0.05 and ∆x = 0.01, where
the reference solution is obtained using the finite volume scheme with Suliciu solver and well-
balancing reconstruction on the fine grid with mesh size ∆x = 10−3. We observe that all
the errors manifest similar behaviour. They oscillate at the beginning and stabilize with time.
Moreover, there is no significant difference between the solvers. The HLL and Suliciu perform
with the same accuracy in this test, while the error for Roe method is a little higher.
If we increase the adiabatic coefficient γ in the pressure function and take γ = 3 HLL
and Suliciu solvers behave correctly under the CFL condition ∆t = 0.9∆x/λ, but the Roe
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method explodes at the vacuum. The density profiles are presented at Figure 7.5. Changing
γ leads to steeper gradients in the solution, with which linearized method of Roe cannot deal
with producing oscillations. Values of the adiabatic coefficients higher than 2 cause instabilities
also for HLL and Suliciu solvers if we take larger initial mass. Figure 7.6 shows solution of
the density for M = 1000. We observe that the Suliciu approximate Riemann solver is unable
to preserve the positivity, while the standard explicit, finite difference scheme (6.2.8) gives
asymptotically a constant steady state and keeps non negativity of ρ.
Figure 7.4: Time evolution of L∞ and L2 numerical errors of densities ρ for system (7.1.1) in
the case P (ρ) = ερ2 and ε = D = a = b = L = 1, χ = 50 approximated using a finite
volume, well-balanced scheme (6.3.11). Three different approximate Riemann solvers: Roe
method, HLL solver, Suliciu relaxation solver are compared for ∆x = 0.05 and ∆x = 0.01 .
Roe HLL Suliciu
Figure 7.5: Density profiles for system (7.1.1) in the case P (ρ) = ερ3 and ε = 1,D = 0.1,
a = 20, b = 10, χ = 10 approximated using a finite volume, well-balanced scheme (6.3.11).
Three different approximate Riemann solvers: Roe method, HLL solver, Suliciu relaxation
solver are compared for the total mass M = 1.
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Figure 7.6: Density profiles for system (7.1.1) in the case P (ρ) = ερ3 and ε = 1,D = 0.1,
a = 20, b = 10, χ = 10. Comparison between two schemes: (left) Finite volume method with
Suliciu relaxation solver and well-balancing ”at rest” (6.3.11); (right) Finite difference scheme
based on the relaxation technique with centered in space approximation of the source (6.2.8).
Comparison of the source approximation methods
In the second test, using the same parameters and initial datum, we analyze different
methods of approximation of the source term. More precisely, we want to compare well-
balancing approach with the centered in space approximation in the case of finite volume
scheme. In the comparison we also consider the same centered in space discretization of the
source term in the case of finite difference explicit scheme scheme (6.2.8). In the case of the
finite volume schemes for the homogeneous part the Suliciu relaxation solver is chosen as the
numerical flux function.
At Figure 7.7 we present density profiles in the case γ = 2 at the steady state obtained on
the mesh size ∆x = {0.1, 0.05, 0.01} and compared with the exact stationary solution of the
form of one, lateral bump given by (7.2.18). We see that only a scheme with the well-balanced
∆x = 0.1 ∆x = 0.05 ∆x = 0.01
Figure 7.7: Density profiles for system (7.1.1) with P (ρ) = ρ2, total mass M = 1 and
ε = 1,D = 0.1, a = 20, b = 10, χ = 10. Comparison for ∆x = {0.1, 0.05, 0.01} be-
tween different methods of approximation of a source term: (green) SS - Finite volume method
with Suliciu relaxation solver and well-balancing ”at rest” (6.3.11); (pink) SC - Finite volume
method with the Suliciu relaxation solver and centered in space discretization of the source
term, (blue) RC - Finite difference scheme based on the relaxation technique with centered
in space approximation of the source (6.2.8). Reference solution (red) is given by the exact
solution (7.2.18)
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property is able to approximate correctly the location of the interface. Finite difference method
is characterized by a very high numerical diffusion, while centered treatment of the source in-
creases unnaturally the chemotaxis effect and leads to too high concentration at the left bound-
ary of the domain. Decreasing the space step we observe that all the schemes converge to the
reference solution, but still the finite volume, well-balanced scheme is the most accurate.
Accuracy in the approximation of velocity
Another important aspect of the numerical approximation of system (7.2.1) is the accu-
racy in the approximation of the velocity. In the case of the homogeneous Neumann boundary
conditions the momentum should be zero at the steady state. In Section 6.2 we considered a fi-
nite difference, explicit scheme with centered in space discretization of the source term (6.2.8)
and showed for P (ρ) = ρ that it is not able to approximate the velocity field at the stationary
state. Now we analyze it in the case P (ρ) = ρ2 and compare the results with the approximation
obtained by a finite volume, well-balanced scheme (6.3.11).
Figure 7.8 presents the steady states of the density and the momentum for both schemes
and, on the right, the residues of the momentum. First we observe that at time T = 100 the
residues are of order at least 10−8 and decreasing, which means that the steady state is reached.
Then we see that the approximation of the density is comparable for both schemes, but a finite
difference, explicit scheme (6.2.8) produces an error in the momentum profile. Its L∞ norm is
close to one instead of being equal to zero. On the other hand, the momentum obtained using
the finite volume, well-balanced method (6.3.11) is of order 10−4, which gives much better
accuracy.
Discussion
Numerical comparison that we performed of different schemes approximating the hy-
perbolic model chemotaxis (7.2.1) shows that the problem of finding an optimal approach is
not trivial. We compared finite difference and finite volume schemes, various approximate Rie-
mann solvers for a homogeneous problem and different source approximations. We see that all
of the methods have advantages and disadvantages. Finite volume schemes are based on the
approximate Riemann solver and are able to capture shocks and discontinuities. As a result
the interface between the region, where the density is strictly positive and the region, where
it vanishes is approximated with much higher accuracy than in the case of standard, explicit
schemes based on finite differences. For the later, at the free boundary the solution is smoothed
due to the artificial viscosity. Moreover, schemes based on the finite volume method conserve
the total mass automatically, without any additional conditions, but very low numerical viscos-
ity leads to the occurrence of oscillations when steep gradients appear like for example in the
case of γ = 3. Roe solver in unable to preserve the non negativity of the density at low ini-
tial masses, while HLL and Suliciu solver fail at larger initial densities. In this case standard,
explicit schemes are stable for both, high values of γ and large initial masses. Comparison
between different source term approximations leads to the conclusion that the well balanced
approach is necessary to obtain correct approximations at the steady states. The centered in
space treatment of the chemotaxis term in the model (7.1.1) causes an error in the momentum
solution, which do not vanish at the steady states ”at rest”.
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Figure 7.8: On the left: Density and momentum profiles at steady state for system (7.1.1) in
the case P (ρ) = ερ2 and ε = D = a = b = L = 1, χ = 50 obtained by: (at the top) a finite
difference scheme based on the relaxation technique with centered in space approximation of
the source (6.2.8); (at the bottom) a finite volume method with Suliciu relaxation solver and
well-balancing (6.3.11). On the right: corresponding residues of the momentum.
Simulations in the following part, in which we study the influence on the asymptotic
behaviour of the length of the domain and the chemosensitivity constant are performed for
γ = 2. While studying the behaviour of for higher values of γ the total mass is small enough
so that approximate Riemann solvers are free from oscillations. This is the reason why we use
the scheme presented in the previous chapter that is based on the finite volume method with
Suliciu relaxation solver for the homogeneous part and well-balancing on the steady states with
constant velocities (6.3.11). It is the most accurate approach to approximate non constant sta-
tionary solutions, especially the velocity at static steady states, and when good approximation
at the interface with vacuum is essential.
Stability of non-constant steady states
One of the first problems concerning stationary solutions is their stability or instability. This
is the reason why we start our numerical study from the analysis of the stability of the non
constant steady state of the form of one, lateral bump. The choice of this form of equilibrium
is motivated by the fact that we know the exact solution in this case.
In the study we are going to perturb the exact equilibrium and analyze the stability
using the residues. We consider two different types of perturbation of the equilibrium. At
first we perturb the location of the interface between the region, where the density is strictly
positive, and the vacuum, which also affects the profile of the concentration. Since we choose
a perturbation of mass zero it that concerns the solutions on their entire support. In the second
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type of perturbation we change only the density profile in a small region. In both cases the
velocity remains constant and equal to zero. The perturbations are chosen in such a way that
the total mass of the exact solution and the perturbed one are equal. This condition is necessary
in order to guarantee that the equilibrium doesn’t change. The simulations are performed for the
system (7.1.1) with the quadratic pressure function P (ρ) = ερ2 and the following remaining
parameters:
ε = D = a = b = L = 1, χ = 50
and the initial data with the mass M0 = 1 + 1pi . This choice guarantees that the constant
α = aχ2εD − bD > 0 and L > pi/
√
α so the non-constant steady states exist. Assuming that the
initial datum is non symmetric, this problem is endowed with the equilibrium of the form of
one lateral bump given by (7.2.18). The interface x¯ between the region, where ρ > 0 and the
vacuum, is the smallest solution to√
β
α
tan(
√
αx¯) = tanh
(√
β(x¯− L)
)
. (7.2.28)
Let us notice that it is insensitive to the change of the total mass M0. It means that choosing
the perturbation, which produces the initial datum with different masses, doesn’t change the
interface point of the equilibrium. Only the L∞ norm of density increases. Solving the above
equation numerically we obtain x¯ ≈ 0.3943. In the case of a symmetric initial datum we would
have obtained a centered bump as a steady state. We are not going to consider it because we
explained that this form of equilibrium can be obtained from the lateral bump by symmetriza-
tion of the solution.
Perturbation of the interface
In the first test we consider a perturbation of the position of the interface x¯. More pre-
cisely, we take the initial data of the form (7.2.18), in which x¯ is replaced by x∗ = x¯ + δ. In
order to have a perturbation of the null mass we recalculate the parameter K. The parameter δ
is a perturbation parameter and cannot be too large, because the definition (7.2.18) can lead to
negative values of the density. We study the stability of solutions for δ = −0.05 and δ = 0.1.
Simulations show that in both cases the perturbed solutions converge to the non-constant
steady state given by (7.2.18) with x¯. In order to verify that the stationary solution is reached
we calculate the residues of the density at each time step tn
Rn =
√√√√ s∑
i=1
∣∣ρni − ρn−1i ∣∣2 ∆x.
The results are presented at Figure 7.9 for δ = 0.1 and at Figure 7.10 for δ = −0.05. On
the left we have the profiles of density, concentration and momentum for the initial data, exact
and perturbed solution, while on the right we plot the residues. Initially the residues of density
have the values of order 10−2, which suggest that the solution evolves between each time steps.
Then, at some point, they decrease rapidly up to the order of 10−14 and stabilize at this value
suggesting that the solution reached the steady state and does not move any more. We observe
that the residues of the concentration are free from oscillations during the convergence process.
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The reason may come from the higher regularity of the solution and the fact that it doesn’t con-
tain the vacuum. The oscillations of residues after reaching the steady state are probably due to
the numerical, systematic errors, as they are periodic, bounded and have similar absolute value.
Another error of order 10−4 appears in the approximation of the momentum at the steady state.
However, it is present in all the simulations so we assume that the steady state is reached. As a
consequence, the lateral bump given by (7.2.18) is stable under these kinds of perturbations.
Figure 7.9: On the left: Profiles for system (7.1.1) with γ = 2 and ε = D = a = b =
L = 1, χ = 50 of density, concentration and momentum: (+++) exact solution (7.2.18) with
the interface point x¯ = 0.3943; (. . . ) initial datum being the exact solution (7.2.18) with the
interface point x∗ = x¯+ 0.1; (—) approximate solution. On the right: corresponding residues.
Perturbation in the small region
In the second test we introduce a small perturbation to the density profile in (7.2.18)
only in small region [x1, x2] satisfying 0 < x1 < x2 < x¯ having a jump at x∗ ∈ (x1, x2).
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Figure 7.10: On the left: Profiles for system (7.1.1) with γ = 2 and ε = D = a = b =
L = 1, χ = 50 of density, concentration and momentum: (+++) exact solution (7.2.18) with
the interface point x¯ = 0.3943; (. . . ) initial datum being the exact solution (7.2.18) with the
interface point x∗ = x¯−0.05; (—) approximate solution. On the right: corresponding residues.
More precisely, we choose the initial data in the following form
ρ∗(x) =

χ
2εφ(x) +K 0 < x ≤ x1
ρ(x1) x1 < x ≤ x∗
ρ(x2) x
∗ < x ≤ x2
χ
2εφ(x) +K x2 < x ≤ x¯
0 x¯ < x ≤ L
, (7.2.29)
where φ, ρ, K are given by (7.2.18) and x¯ is defined as previously. To conserve the total mass
we choose the location of the jump x∗ such that∫ x¯
0
ρ∗(x)dx =
∫ x¯
0
ρ(x)dx
Inserting the explicit formulas of ρ∗(x), ρ(x) we get
x∗ =
1√
α
[sin(
√
αx1)− sin(
√
αx2)] + x2 cos(
√
αx2)− x1 cos(
√
αx1)
cos(
√
αx2)− cos(
√
αx1)
, (7.2.30)
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for arbitrary x1, x2 satisfying 0 < x1 < x2 ≤ x¯.
The simulation for [x1, x2] = [0.6x¯, 0.8x¯] shows that the non-constant steady state
(7.2.18) is stable also for these types of perturbation. As before we plot the profiles of density,
concentration and momentum and the time evolution of the residues. They are presented at
Figure 7.11. We observe that the residues behave similarly as in the previous test. They de-
crease very fast to the order of 10−14 and stabilize.
Figure 7.11: On the left: Profiles for system (7.1.1) with γ = 2 and ε = D = a = b =
L = 1, χ = 50 of density, concentration and momentum: (+++) exact solution (7.2.18)
with the interface point x¯ = 0.3943; (. . . ) initial datum in the form (7.2.29) with [x1, x2] =
[0.6x¯, 0.8x¯] and x∗ given by (7.2.30) ; (—) approximate asymptotic state solution. On the
right: corresponding residues.
Mechanism of the convergence
In the first test the convergence to the stable steady state (7.2.18) involves moving
the interface and redistributing part of the particles towards the left boundary of the domain.
It can be seen as the process of transporting the mass from the right to the left of the do-
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main. In the second simulation the form and the localization of the perturbation would sug-
gest that the convergence involves only smoothing the irregularities and the redistribution of
particles takes place only in the restricted area. To study the character of the convergence
to the equilibrium we analyze the time evolution of the density at control points that is at
x = {0.08, 0.12, 0.16, 0.24, 0.28}. In the case of the first type of perturbation we consider
δ = 0.1, while for the second test we perturb the solution in the interval [0.6x¯, 0.8x¯]. The
results are presented at Figure 7.12 and show that in both cases the convergence to equilibrium
involves redistribution of the mass in the whole support with similar mechanism. We observe
increase of density at points located closer to the left boundary of the domain and decrease near
the interface x¯. The dragging force responsible for it is chemotaxis. It moves the cells towards
the left boundary, because there the concentration of the chemoattractant is higher. However,
the density dependent internal pressure pushes the cells back in the direction of the free bound-
ary, where the density is lower. This movement is periodic until achieving the balance between
the pressure and the chemotaxis force. We also notice that for the perturbation of the interface
the oscillations of density have much bigger amplitude. The maximal increase of the density
for the second type of perturbation is ten times smaller. It can be caused by the presence of the
smoothing effect of the initial jump. It is motivated by the behaviour of solutions at x = 0.24
and x = 0.28. From the plot we observe that at x = 0.24, where the perturbation stars, the
density decreases, but not because the mass moves towards the left boundary as in the case of
the first test. It moves in the direction of the interface, as shown by the increase of the value
x = 0.28. Moreover, as the increase of density near the boundary of the domain and near the
interface happen at the same time, it suggests that the smoothing occurs simultaneously with
the movement of the cells due to the chemotactic force.
Figure 7.12: Time evolution of the density ρ for system (7.1.1) with γ = 2 and ε = D =
a = b = L = 1, χ = 50 calculated at the control points x = {0.08, 0.12, 0.16, 0.24, 0.28}.
On the left: initial datum is the exact steady state (7.2.18) with the perturbed interface point
x∗ = x¯ + 0.1, where x¯ = 0.3943. On the right: initial datum is in the form (7.2.29) with
[x1, x2] = [0.6x¯, 0.8x¯], x¯ = 0.3943 and x∗ given by (7.2.30)
Dependence of the structure of steady states on χ and L.
The form of steady states of the system (7.1.1) depends on its parameters. We showed analyt-
ically that if α ≤ 0 equation (7.2.17) has no solution for x¯ ∈ [0, L] so the only equilibrium is
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a constant state. The same situation occurs if α > 0 and L ≤ pi/√α. On the contrary, for L
large enough, with other parameters fixed, we observe non constant stationary solutions. We
can describe their shape exactly in the case of one bump and approximately, using numerical
methods to find the mass distributions, otherwise. However, we are unable to determine ana-
lytically of how many bumps the stationary solution will contain. This motivates us to study
the problem numerically. More precisely, we analyze how different parameters influence the
number of bumps. In particular, we focus on the dependence on the chemotactic sensitivity χ,
length of the domain L in the case γ = 2. The simulations are performed for the initial data in
the following form
ρ0(x) = ξ · [1 + sin(4pi|x− 0.25L|)], φ0(x) = u0(x) = 0 (7.2.31a)
where
ξ =
1 + 1/pi
L+ (1− cos(piL))/pi (7.2.31b)
is the scaling parameter and guarantees that changing the length of the domain keeps the mass
constant, equal to the one obtained for L = 1.
At first we study the influence of the chemotactic sensitivity χ and the length of the
domain L. Figure 7.13 presents density profiles at the steady states in the case of residues of
order 10−8 − 10−10. We consider χ = {3, 5, 50, 200} and L = {1, 5, 7, 30}.
In the case L = 1 for χ = 3 and χ = 5 the condition L > pi/
√
α is not satisfied and
the steady states are constant. Increasing the chemosensitivity implies smaller value of α. As
a consequence, for χ = 50, we observe the appearance of a bump. The same process occurs
when we enlarge the domain from L = 1 to L = 5 for χ = 3. The condition L > pi/
√
α is
satisfied again and a lateral bump is formed. Now let us look what happens when we further
increase of the chemotactic force. The stronger it is, the more concentrated are the bumps. It
is particularly visible for L = 7 and L = 30 when we increase χ ten times from χ = 5 to
χ = 50. At some point, when there is enough space between the bumps, new one appears. The
formation of new intervals with strictly positive density is observed also when we increase the
length of the domain making, as before, more free space. However, we consequence that there
is a maximum number of bumps that can be formed at least when all other parameters except
χ are fixed. It is motivated by the fact that further increase of the chemotactic force (even up to
the value 10 000) for L = 5 and L = 7 doesn’t produce new bumps.
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As a consequence, we see that the free space available to the cells has an essential effect
on the formation of non-constant steady states. If it is too small only constant solutions are
observed. The minimal length of the domain, at which a bump can appear, depends on the
other parameters of the system. So if for example internal pressure between cells is much
higher than the external forces caused by chemotaxis the inhomogeneities cannot be formed
and we observe constant distributions. This hypothesis is confirmed also by the fact that when
we increase the chemotaxis effect the smoothing process is overcome. It makes the movement
of cells more oriented towards specific areas and if is strong enough breaks the homogeneity.
At this moment a question appears. Is there a conditions joining L and other parameters of the
system equivalent to the one for the one bump? In other words, is there a condition determining
the number of bumps that can be formed at certain domains. Simulations suggest that there
should be, because increasing L always only one new bump appear, however, we did not find
any precise formulation for this connection.
Dependence on the adiabatic exponent γ
At the beginning of this chapter we presented a detailed analysis of the stationary solutions in
the case of quadratic pressure function P (ρ). We gave the general form of steady states for
arbitrary γ, however, it was mentioned that for any other case apart from γ = 2, finding the
exact formulas for density and concentration at equilibrium in non trivial. The reason lies in
the nonlinear relation between ρ and φ in the equation (7.2.5). Despite this fact, the form of
the non constant steady states remains the same that is they are composed of the regions, where
density is strictly positive and regions, where it vanishes.
In the following test we consider the model with the following parameters: ε = 1, D =
0.1, a = 20, b = 10, χ = 10 defined on the interval [0, 3] with the initial datum ρ0(x) =
1.5 + sin(4pi|x− L/4|), φ0(x) = u0(x) = 0. We analyze the structure of stationary solutions
for different values of the adiabatic coefficient γ = {2, 3, 4, 5}. At Figure 7.14 we present
density and concentration profiles at the steady states. We observe that with the increase of
the parameter γ the number of bumps decreases until, for γ = 5, the equilibrium becomes
constant. Moreover, in the case of the smallest chemosensitivity, that is for example χ = 2, the
constant steady states appear already for γ = 3. We see that the dependence of the existence of
non-constant stationary solutions on the nonlinearity of the pressure function is very strong. In
fact, in the case γ = 2 the parameter α = aχγεD − bd has to be strictly positive to guarantee that
the equilibria are non constant. The simulations suggest that similar conditions should hold for
higher γ.
Dependence on the initial mass
Variations of the initial mass very often lead to the appearance of different phenomena. For ex-
ample, the solutions to Keller-Segel model in two space dimensions with linear diffusion blow
up in finite time if the initial mass is larger that some threshold value. Other example concerns
the experiments on the vasculogenesis process. It was observed that the character of the struc-
ture that is formed from randomly seeded cells may differ depending on the number of cells that
are used. More precisely, in the experiments performed by Serini et al. [107] a vascular-like
network develops if cell density ranges from 100 to 400 cell/mm2. These values correspond
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Figure 7.14: Profiles of the density and the concentration at steady states for system (7.1.1)
with ε = 1, D = 0.1, a = 20, b = 10, χ = 10 on the interval [0, 3] with the initial datum
ρ0(x) = 1.5 + sin(4pi|x− L/4|), φ0(x) = u0(x) = 0. Comparison for different values of the
adiabatic coefficient γ = {2, 3, 4, 5}.
to two transitions. The first one, which occurs at the critical density of 100 cell/mm2, is a per-
colative transition. Below this value the cells group into disconnected structures. The second
threshold value, 400 cell/mm2, gives rise to thicker chords. Increasing the density further leads
to the formation of the so called ”Swiss cheese” structure, which is a continuous carpet of cells
with holes.
From the mathematical point of view, formation of the vascular-like network can be
seen as non constant equilibrium composed of regions, where the density is strictly positive
and regions with vacuum. At the beginning of this section we described this form of station-
ary solutions in one space dimension for the hyperbolic model. We gave details in the case of
P (ρ) = ρ2, but explained that how the system chooses the number of bumps is still an open
question. We studied the dependence on L, χ and γ, giving a better insight into the mechanisms
of the formation of networks. Now we are going to focus our attention on the influence of the
initial mass and compare the results with the experimental observations.
γ = 2
Let us start with the quadratic pressure function P (ρ) = ρ2. We showed analytically that
in the case of one lateral and central bump the location x¯ of the interface remains constant
regardless the change of the initial mass. The mass conservation leads to the increase of the
L∞ norm of the density. Natural question arises at this moment. Is it the same when more than
one bump is present? We are unable to answer at the analytical level, but Figure 7.15 suggests
that yes. It presents the density profiles of the system (7.2.1) with ε = 1, D = 0.1, a = 20,
b = 10, χ = 10 for different initial masses of the form ρ0(x) = ξ(1 + sin(4φ|x − L/4|)),
where ξ = {0.1, 1, 5, 10}. The stationary solution is composed of four bumps. We observe
that their boundaries are the same for all initial masses. Only maximal density of each bump
increases. But this is not what the experiments with endothelial cells suggest. It was observed
that the thickness of the chords, corresponding to the size of bumps in one dimension, increases.
The possible explanation may be that the mechanisms in one and two space dimensions differ,
which is difficult to verify. Other possibility is connected with the effect of the internal pressure
between cells.
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Figure 7.15: Density profiles in the case P (ρ) = ρ2 for system (7.1.1) with ε = 1, D = 0.1,
a = 20, b = 10, χ = 10 and initial datum of the form ρ0(x) = ξ(1 + sin(4φ|x − L/4|)).
Comparison for different initial masses taking ξ = {0.1, 1, 5, 10}.
γ = 3
We showed numerically that increasing the chemotactic effect leads to higher maximal densi-
ties of the bumps. Moreover, the Keller-Segel model with γ = 1 produces a pointwise blow-up.
The blow-up in the hyperbolic model is not expected, but other question arises. What happens
if the quadratic pressure γ = 2 is to weak to limit the accumulation of cells, which as a con-
sequence would give rise to larger bumps, instead of higher? To verify this, we perform a test
Figure 7.16: Density profiles in the case P (ρ) = ρ3 for system (7.1.1) with ε = 1, D = 0.1,
a = 20, b = 10, χ = 10 and initial datum of the form ρ0(x) = ξ(1 + sin(4φ|x − L/4|)).
Comparison for different initial masses taking ξ = {0.1, 1, 5, 10}.
with the same parameters as previously, but now we consider γ = 3. Figure 7.16 presents the
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density profiles. The bumps become larger and join together when the initial mass increases.
When it is sufficiently large the constant equilibrium appears. So the pressure is strong enough
to limit the excessive accumulation of cells.
Discussion
In this test, motivated by the experiments with endothelial cells, we studied the influ-
ence of the initial mass on the structure of equilibrium. In two space dimensions the growth of
regions, where density is strictly positive, with the increase of the initial mass is suggested by
the experiments. Our simulations in one space dimension show that in the case of P = ρ2 the
maximal density of bumps changes, while their support remains constant. For γ = 3 the struc-
ture of equilibria reflects the configurations observed in the experiments. Increasing γ further,
implies that the constant state appears for lower initial masses.
This test indicates how important is the suitable choice of the adiabatic exponent γ in
the modeling phase in order to capture correctly behaviour of the system. Moreover, this type
of analysis, performed in two space dimensions, could be used in determining this parameter.
As the threshold values of the initial mass can be found from experiments,we might perform
simulations for different values of γ, in order to estimate the correct one, which gives rise to
transitions and chord lengths in agreement with the experiments.
7.3 Linear vs. Nonlinear pressure
It has been proved that the solutions to Keller-Segel type model with linear diffusion blow up
in two space dimensions if the initial mass is large enough. In the case of the hyperbolic system
the finite time blow up was proved for symmetric solutions for the model of chemotaxis (7.1.1),
in which the parabolic equation for φ was substituted by a Poisson type one [82]. However,
in general we rather expect shock-type structures and instead of blow-up, wall-concentrations.
They were observed in the numerical simulations in two dimensional setting, for example in
[38]. We are going to analyze numerically the long time behaviour of the system (7.1.1) with
linear pressure, that is γ = 1 in one space dimension. It poses some interesting and still open
questions from the analytical and numerical points of view. For example, we observed numer-
ically that for some choices of parameters the asymptotic states of the system form a comb of
Dirac deltas, which are not stationary states because of the presence of vacuum. Moreover,
using the finite volume and finite difference schemes, presented in the previous chapter, we
were unable to capture the equilibria. Their existence and approximation are still unsolved.
In the previous section we studied the hyperbolic model of chemotaxis with nonlinear
pressure function P (ρ) = εργ for γ > 1. We analyzed the behaviour of solutions on bounded
intervals with no-flux boundary conditions. In particular, we focused our attention on the non
constant steady states in the form of bumps, where the density is strictly positive, separated by
vacuum.
Now we devote our study to the same model but with linear pressure that is γ = 1. In
this case the internal pressure between cells depends linearly on their density and the repealing
force is independent of it. For the parabolic equation it means the infinite speed of propagation
in the absence of chemotaxis. Moreover, as was already mentioned, the solutions may blow-up.
But this is not the only difference between the situation when γ > 1 and γ = 1. The anal-
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ysis of stationary equations on a bounded domain with the homogeneous Neumann boundary
conditions shows that linear pressure implies the absence of vacuum at the equilibrium. More
precisely, the stationary momentum equation
ερx = χρφx
yields the non trivial solution for density of the form
ρ = Ke
χ
ε
φ, K > 0, (7.3.1)
where φ is given by the solution to
−Dφxx = aρ+ bφ.
Our aim is to analyze numerically the long time behaviour of solutions and possible conver-
gence to equilibria. Simulations suggest that we can distinguish at least two types of asymptotic
states. In particular, if the effect of the internal pressure is much stronger than the chemotactic
force, that is ε >> χ, the solutions converge asymptotically to constant or sinus-type states.
On the other hand, when chemotaxis is dominant we observe numerically for ρ a comb of
Dirac distributions. In the first case our results correspond to the the behaviour of a semilinear
model (6.2.2) studied numerically in [92]. The second structure of solutions is particular as it
contains vacuum. We stress that they are not equilibria of the model (7.1.1) with γ = 1. Now
we are going to study these two cases. In particular, the influence of the size of the total mass
is considered and confrontation with the results for γ > 1 is made.
Pressure dominant case: ε >> χ
At first we are going to study numerically the asymptotic behaviour of solutions to system
(7.1.1) when the effect of the internal pressure between cells is much stronger than the chemo-
taxis forces that is ε >> χ. We perform simulations for the system with the following pa-
rameters a = b = D = γ = L = χ = 1 and ε = 100. We are interested in analyzing
the dependence of the long time behaviour on the initial mass. As the system preserves the
symmetry we consider two types of initial data that is
ρ0 = ξ + sin(4pi|x− L/4|)
φ0 = ξ + sin(4pi|x− L/4|)
u0 = 0
in a non-symmetric case and 
ρ0 = ξ + sin(4pi|x− L/2|)
φ0 = ξ + sin(4pi|x− L/2|)
u0 = 0
in a symmetric one, where ξ > 0.
In [53], [92] a semillinear model (6.2.2) was studied. In particular, the existence of
a threshold mass was proved, below which the steady states are constant. This is why we
consider initial profiles with two masses M = 1135 and M = 4100, for which different
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behaviours of the semilinear system were observed. Figure 7.17 presents the asymptotic states
of ρ, φ and u for symmetric and non symmetric initial profiles with M = 1135. We see
that in the symmetric case the states are constant, while for non symmetric initial datum the
solution converges asymptotically to a strictly positive, non constant distributions. However,
for smaller mass also in this case we observe constant asymptotic state. As a result, we see that
the amount of mass may be insufficient to induce a chemotactic force strong enough to overtake
the diffusive process. Increasing it to M = 4100, which is bigger than the threshold value
Symmetric Non-symmetric
Figure 7.17: Asymptotic states of the density ρ, concentration φ and velocity u for system
(7.1.1) with the linear pressure function P (ρ) = ερ and a = b = D = γ = L = χ = 1 and
ε = 100 for the initial mass M0 = 1135. On the left: symmetric initial datum. On the right:
non-symmetric initial datum. The velocity u is of order 10−4 in the symmetric case and of
order 10−10 for the non symmetric initial profile.
of the semilinear model, implies the appearance for long times of non constant states for both,
symmetric and non symmetric, initial data observed at Figure 7.18. In the case of the former
the profile is symmetric, as predicts the theory. For the latter we observe an accumulation of
cells at the left boundary.
Linear pressure function P (ρ) = ερ means that the force repealing the cells doesn’t
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Symmetric Non-symmetric
Figure 7.18: Asymptotic states of the density ρ, concentration φ and velocity u for system
(7.1.1) with the linear pressure function P (ρ) = ερ and a = b = D = γ = L = χ = 1 and
ε = 100 for the initial mass M0 = 4100. On the left: symmetric initial datum. On the right:
non-symmetric initial datum. The velocity u is of order 10−6 in the symmetric case and of
order 10−8 for the non symmetric initial profile.
depend on the density. On the other hand, the chemotaxis effect depends on the density and
the gradient of chemoattractant concentration, so may change for different total masses of
cells and chemical substance. As a consequence of these two features, increasing the initial
mass the directed movement due to the chemotaxis may become dominant. We observed the
result of such situation in the appearance of non constant states and a stronger accumulation
of cells. In the case of γ = 2 the solutions are constant no matter how big the mass would
be. This is because the particular choice of the system parameters used in the simulations
a = b = D = γ = L = χ = 1 and ε = 100 yields α = aχ2εD − bD < 0.
Chemotaxis dominant case
Now let us choose the following parameters of the model ε = 1, a = 20, b = 10, D = 0.1 and
χ = 2 and analyze the long time behaviour. For γ = 2 we have α > 0 and non constant equi-
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libria may occur. At Figure 7.19 we present asymptotic states of density for the initial datum
ρ0(x) = ξ(1 + sin(4pi|x − L/4|)), φ0(x) = u0(x) = 0, where ξ = {10, 50, 100}. The long
time profiles that we obtaine have the form of a comb with peaks, where cells are accumulated.
At first let us verify the nature of these peaks. To do this we study how their maximal
M=33 M=166 M=333
Figure 7.19: Asymptotic density profiles for system (7.1.1) with the linear pressure P (ρ) = ερ
and ε = 1, a = 20, b = 10, D = 0.1 and χ = 2 for the initial datum given by ρ0(x) =
ξ(1 + sin(4pi|x − L/4|)), φ0(x) = u0(x) = 0. Comparison for different initial masses ξ =
{10, 50, 100}.
values and supports change when we decrease the space step. If they are Dirac delta distribu-
tions we should observe the increase of the density and shrinking of the support for smaller ∆x.
Figure 7.20 shows the density profiles for three different mesh sizes ∆x = {0.05, 0.01, 0.005}.
We observe the above type behaviour characteristic for Dirac delta. The regions, where the den-
sity is strictly positive, become smaller, while the hight if the peaks increases.
Results at Figure 7.19 show that the non constant asymptotic profiles are present for all
∆x = 0.05 ∆x = 0.01 ∆x = 0.005
Figure 7.20: Asymptotic density profiles for system (7.1.1) with the linear pressure P (ρ) = ερ
and ε = 1, a = 20, b = 10, D = 0.1 and χ = 2 for the initial datum given by ρ0(x) =
1 + sin(4pi|x − L/4|), φ0(x) = u0(x) = 0. Comparison for different sizes of the mesh
∆x = {0.05, 0.01, 0.005}.
initial masses, even for much smaller than the threshold values from the previous test. Also in-
creasing the total mass we see stronger accumulation of cells in the same regions of the domain.
So we see that this behaviour is similar to the one for γ = 2. However, we stress that in that
case the bumps were stationary solutions. Here, we observe only convergence to some asymp-
totic states composed of a series of Dirac masses, which are not equilibria of system (7.1.1) in
the case γ = 1. It is due to the fact that for γ = 1 steady state are given by (7.3.1) and are
trivial or strictly positive. The dependence on the initial mass for γ = 1 and γ = 2, when the
chemotactic effect is strong enough, is ruled by similar mechanisms, however, is completely
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different from the behaviour for higher values of γ. In the case γ = 3 we observed the growth
of the regions, where the density is strictly positive and the existence of the threshold mass,
above which the equilibria are constant.
7.4 Parabolic vs. Hyperbolic model
Macroscopic, parabolic systems are suitable to model the processes that occur at long time
scales. In particular, aggregation phenomena such as for example behaviour of slime mold, are
described very well by them. However, they usually fail when a spatially complex structures
has to be reproduced. One of such phenomena is vasculogenesis process, in which randomly
distributed endothelial cells by migration and interaction between themselves via chemical sig-
nals form in time networks corresponding to blood capillaries. The Keller-Segel type models
are unable to describe this behaviour as well as cannot explain the so called ”run and tumble”
movements. Mechanisms of both of these phenomena depend on the processes that occur at
smaller scales and parabolic models are unable to capture them. This is why there is a tendency
in recent years to use hyperbolic systems, as they describe the movements of entities at lower,
mesoscopic level.
In particular, in this chapter we study the hyperbolic system of chemotaxis (7.1.1) con-
structed to model the vasculogenesis process on bounded domains. We are interested in the
existence and stability of non constant stationary solutions in the form of bumps, where density
is strictly positive, separated by vacuum states. We compared the regions with high concentra-
tions to the location of blood capillaries and the vacuum to the empty regions between them.
Our numerical simulations indicate that asymptotically, under suitable conditions on the sys-
tem parameters, the solutions converge to states that can be composed of one or several bumps.
Moreover, they are stable in the sense that numerically we do not observe any exchange of
mass between the bumps and for long times their location remains constant. However, these
observations are valid only numerically up to the numerical error and no rigorous results on the
stability of such solutions are known.
This section is devoted to the study of the equilibria of the parabolic model (7.1.3) in
one space dimension posed on a bounded domain with no-flux boundary conditions and com-
parison of its behaviour with the hyperbolic system (7.1.1). The research on so called spike
patterns for the Keller-Segel type systems was conducted by several authors. The possible ex-
istence of small regions with high concentration of reactant has been already introduced by
Turing for diffusion systems, however, the appearance of solutions with narrow peaks is even
more natural in cross-diffusion systems such as chemotaxis models. In one space dimension
the existence and stability of spikes for Keller-Segel type models were analyzed for example in
[59], [109], [58], [67], [100]. First, the studies show that there is a difference in the behaviour
between a spike located at the boundary and in the interior of the domain. In [59] numerical
simulations for a model with volume filling effect indicate that if the initial datum consists of
a single spike in the interior it will drift towards the boundary. Authors of [109] considered a
logarithmic sensitivity function and proved that the boundary spike is stable under the assump-
tion of smallness of the chemoattractant diffusivity. Moreover, they gave a characterization of
the metastable interior spike dynamics. In the limit of large total mass in [67] an equilibrium
spike was constructed and under double limit of large mass and large domain it was shown
that it will move in time in the direction of the boundary of the domain. Moreover, the authors
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showed that starting from two peaks located at each boundary of the domain, asymptotically
only one will remain. This type of spikes, which seem to be stable, over long times move
slowly towards the boundary or other spike, are called metastable [100]. Now, going back to
the vasculogenesis process, the existence of such spikes could explain the incapability of the
parabolic model to reproduce the network structures. Motivated by this, we are going to study
the problem numerically in order to understand better the dynamics beyond it.
First, we are going to consider a model with logistic chemosensitivity function and lin-
ear diffusion. This problem was studied by Dolak and Schmeiser [36] in the case of small
diffusivity of the cells and the evolution equation of the chemoattractant given by an elliptic
equation. They observed the existence of metastable peaks with plateaus, which correspond to
the maximal density above which the chemotactic effect is switched off. Moreover, in the limit
of vanishing cells diffusivity their numerical simulations indicated that the equilibria with sev-
eral plateaus are reached with no further movement. Then we consider models with nonlinear
density function P (ρ) = ερ2 and constant chemosensitivity. We are going to analyze the long
time behaviour of bumps and compare the asymptotic states with the results of the hyperbolic
model.
7.4.1 Logistic Sensitivity function and linear pressure γ = 1
At first we study the behaviour of solutions to a model of chemotaxis with logistic, density
dependent chemosensitive functions. In the parabolic case the system writes as{
ρt = P (ρ)xx − (χ(ρ)ρφx)x
φt = Dφxx+ aρ− bφ , (7.4.1)
while in the hyperbolic case it is of the form
ρt + (ρu)x = 0
(ρu)t +
(
ρu2 + P (ρ)
)
x
= −ρu+ χ(ρ)ρφx
φt = Dφxx+ aρ− bφ
(7.4.2)
where
P (ρ) = ερ, ε > 0, and χ(ρ) = χ
(
1− ρ
ρmax
)
, χ > 0. (7.4.3)
Parameter ρmax > 0 denotes the maximal density, above which the chemotaxis effect is switched
off. For ρmax <∞ this type of chemosensitivity function reflects the volume filling effect mod-
elling the fact that the cells are impenetrable and exert a repealing forces when compressed.
In the second model that we are going to study this mechanism is modelled via the nonlinear
function P (ρ).
In the simulation, we take ε = 10−4 and other parameters χ = D = a = b = 1 and con-
sider the threshold density ρmax = 5. As initial datum we take random perturbation from the
constant state ρ = 1 for the density and absence of the chemical φ0(x) = 0. The small value of
ε is chosen in order to guarantee that the cells reaction to the presence of the chemoattractant is
strong enough to influence their movement and direct them towards the higher concentrations
of the chemical substance. As a consequence regions with high densities may be formed. In the
opposite case, for ε big enough, the random redistributions towards the constant equilibrium
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would have prevailed. High values of ρmax also imply stronger chemotactic effect especially in
regions of high cells density. In fact, in the limit ρmax →∞ the comb of Dirac deltas, observed
in the previous sections, is expected.
Figure 7.21 presents the density profiles at different times for the parabolic model (7.4.1).
We see that starting from the perturbed constant solution inhomogeneities appear. As time
T=0 T=10
T=30 T=100
Figure 7.21: Density profiles for the Keller-Segel model (7.4.1) with logistic sensitivity func-
tion and P (ρ) = ερ and ε = 10−4, χ = D = a = b = 1, ρmax = 5. Comparison at different
times T = {0, 10, 30, 100}
passes they are amplified and form a series of regions, in which density is approximately con-
stant and equal to ρmax, separated by vacuum. Once the pattern is formed, it seems stable for
some time. This state is called metastable, because there is a continuous exchange of mass
between the regions, where ρ > 0. It leads to the slow movement of the peaks towards each
other observed at time T=30. When they merge with each other another metastable state oc-
curs. With time we observe other peaks merging with each other. The situation repeats until
only one region with strictly positive density is left and it is located at the boundary of the
domain. On the other hand, the stationary solution to the hyperbolic model (7.4.2) with the
same parameters and initial datum, presented at Figure 7.22, contains several peaks.
The logistic chemosensitive function is the mechanism to prevent overcrowding of cells. The
presence of maximal density, at which the chemotactic response is switched off implies that
cells cannot accumulated to unnaturally high densities. Both models form solutions composed
of series of regions with constant, strictly positive density. The value of such plateaus corre-
sponds to the maximal density ρmax. For the hyperbolic case simulations indicate that these
solutions are non-constant stationary solutions. Moreover, the equilibrium may contain more
that one region, where density is strictly positive. Increasing the maximal density, at which
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Figure 7.22: Asymptotic sates of density and concentration for the hyperbolic model of chemo-
taxis (7.4.2) with logistic sensitivity function and P (ρ) = ερ and ε = 10−4, χ = D = a =
b = 1, ρmax = 5.
the chemotactic effect is switched off, the size of plateaus becomes smaller, while their value
higher. On the contrary, the plateaus of the parabolic model are metastable. After reaching
a state with several regions, where ρ > 0, the mass exchange at small rates takes place be-
tween the zones. As a consequence, over large time the plateaus move towards each other and
merge together. The movement stops when only one plateau region is left and is located at the
boundary.
7.4.2 Constant sensitivity function and quadratic pressure γ = 2
Now we focus on models (7.4.1), (7.4.2) with nonlinear pressure function and constant chemosen-
sitivity that is
P (ρ) = ερ2, ε > 0, and χ(ρ) = χ > 0. (7.4.4)
In this case the volume filling phenomenon is located in the function P (ρ). Its nonlinear char-
acter implies that the repealing force between cells depends on their density. For the hyperbolic
model we showed in the previous section that solutions to this model, under certain conditions
on the parameters, reach the non-constant stationary solutions in the form of sinus-type bumps.
Moreover, as in the previous example, the equilibrium may contain more that one bump of
this type. Let us now analyze the behaviour of the parabolic model and verify if its behaviour
follows the same mechanism as in the case of logistic sensitivity function and linear diffusion.
We are going to study convergence of solutions to equilibrium in three cases, for which
in the hyperbolic case different numbers of bumps are observed. In particular we consider the
following values of the system parameters:
1. Test1: L = 1, ε = 1, a = 20, b = 10, D = 0.1, χ = 20
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2. Test2: L = 1, ε = 1, a = 1, b = 1, D = 1, χ = 50
3. Test3: L = 2, ε = 1, a = 20, b = 10, D = 0.1, χ = 10
with the initial datum as is the previous test. Figures 7.23,7.24,7.25 present respectively for
the above three tests density profiles at different times for the parabolic and hyperbolic model.
We observe that the solutions to the parabolic model behave in the same way as in the previous
test. Random perturbation of a constant state evolves in time into a highly inhomogeneous
solution, which is composed of characteristic bumps separated by vacuum. However, the lo-
calized concentrations are not stable. There is a constant exchange of mass between them. As
a consequence, over long times the bumps move towards each other until they merge together
and another form of metastable solutions is reached. The situation appears to continue until
one bump, located at the boundary, is left.
In the first test, presented at Figures 7.23, the solution of the parabolic model if formed
by two bumps at T = 0.12. One is located at the boundary, the second in the interior of the
domain. We observe that the latter is attracted by the ”more stable” one and moves towards it.
Before time T = 0.6 they had merged together and an equilibrium was reached. On the other
hand, the hyperbolic model at time T = 1.6 also contains two bumps, which are located at the
same points. However, in this case, the internal one instead of being attracted toward the lateral
bump moves in the direction of the other boundary of the domain. As a results two regions
with ρ > 0 are formed and remain motionless.
The second set of system parameters leads to the formation of a metastable state com-
posed of two bumps, one at each of the boundaries, as seen at Figure 7.24. As before, in the
case of the hyperbolic model this solution is stationary. No further movement is observed. The
profiles of density show that this configuration is metastable for the parabolic model. A smaller
bump at the right boundary starts to decrease and the mass is transfered to the other one. The
equilibrium is reached when only one bump is left.
In the last test, presented at Figure 7.25, the solution to hyperbolic model converges to
an equilibrium composed of four bumps. The evolution of the density for the parabolic model
shows the same metastability of bumps as in the previous test. However, now the length of the
interval is bigger and the chemotactic sensitivity smaller. It implies that the communication
between the bumps is weaker. As a consequence, we observe that the time needed to merge
regions with strictly positive density is much longer. In fact, when two bumps are left, the mass
exchange is very slow and their effective movement is difficult to observe. Numerical simu-
lation for longer time, shown at Figure 7.26 indicates that the right bump moves very slowly
towards the right boundary, while the left one in the opposite direction. As a consequence, a
metastable state will be composed of two lateral bumps and, as we have seen in the previous
test, after some time they will merge together and form one bump at one of the boundaries. The
last, equilibrium state is not shown due to the velocity of the process, which requires very long
simulation times.
7.5 Discussion
Parabolic models of Keller-Segel type describe evolution of populations at macroscopic level.
They are particularly accurate in aggregation phenomena, in which interactions between indi-
viduals lead to directed movement and formation of one, connected mass. On the other hand,
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hyperbolic models are based on the mechanisms occurring at mesoscopic scale. As a conse-
quence, they are able to reproduce more complex behaviours such as the formation of networks.
An attempt to model the process of vasculogenesis showed that a parabolic system cannot de-
scribe the observed results, while hyperbolic approach is successful in it. It motivated many
researches in better understanding the difference between the two systems. Moreover, from the
mathematical point of view both, aggregation into one solid mass or formation of a complex
network, correspond to stationary or asymptotic states. Characterization of such equilibria lies
at the base of a better understanding of the mechanism of biological or physical phenomena. In
order to give a better insight in the behaviour of the chemotaxis systems, we devoted our study
to the long time evolution of solutions on bounded domains with no flux boundary conditions.
This setting mimics some experimental environments and allows us to compare the observed
results. As a consequence we were able to give some answers on the particular features of the
studied models. Our research is focused on the analysis of non constant stationary solutions of
a hyperbolic model with nonlinear pressure term of the porous medium type. The equilibria
that we study are composed of the region, where density is strictly positive and the region,
where it vanishes and may appear also for initial datum that doesn’t contain vacuum. In one
space dimension they form a so called bumps of high density and we associate them with the
location of vascular network chords.
The first objective was to describe their structure. For γ = 2 we obtained necessary con-
ditions on the existence and explicit formulas in the case of one bump, which can be localized
at the boundary or symmetrically at the center of the domain. In the case of more than one
region with strictly positive density the formulas are also presented, however, the existence of
such solutions is not proved. At the next step we studied these types of non constant steady
states numerically. The numerical method, that we constructed in the previous section, is able
to preserve stationary solutions and deals with vacuum. It gives us a powerful tool to charac-
terize the behaviour of the models. At first we considered stability of the solutions in the form
of one lateral bump. We showed that numerically it is stable under small perturbations and
explained that due to the chemotaxis effect the convergence mechanism concerns all particles,
even in the case of perturbation localized in a small region. Then we focus on the dependence
of the number of bumps on the system parameters. In particular, we considered length of the
domain, chemosensitivity constant, adiabatic coefficient and total mass. Simulations suggest
that the bumps are formed if they have enough space or the response to the presence of the
chemical is strong enough. Increasing the size of the domain or chemosensitivity constant
implies formation of new bumps. However, even if not proved, the results might suggest the
existence a maximal number of bumps that can form at domain with certain length. Numerical
study of the equilibria for different γ shows that the higher the internal force between cells is,
the less bumps are formed. In other words, increase of the parameter γ leads to wider bumps
with smaller maximum density. When the support of one bump meets another one, they merge
together. If γ is big enough, the equilibrium is constant. The last parameter in our study is
the total mass. Its significant influence was observed in the experiments on vasculogenesis,
where threshold values of initial densities determined transitions between different structures.
We compared the reaction of equilibria on the increase of total mass in two cases, γ = 2 and
γ = 3. We found out that the model with quadratic pressure γ = 2 doesn’t reproduce the
experimental results. Increasing initial densities only the height of bumps grows, while their
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support and location remains constant. In this case, a so called ”Swiss cheese” configuration
couldn’t be observed. On the other hand, taking γ = 3 implies stronger repealing forces at
higher densities and the unnatural overcrowding is prevented. As a consequence, for higher
mass the bumps become wider and lower converging to a constant state for initial density large
enough.
The analysis of the model with quadratic pressure is the simplest from the mathematical
point of view. This is because in this case the equilibrium relation between the density and
concentration is linear, while for γ = 1 it is exponential and γ > 2 leads to power type re-
lation. Numerical analysis of the latter case indicated that the behaviour is in agreement with
the experimental results. Moreover, simulations for different total mass showed that γ > 2 is
more realistic than in the case of γ = 2. However, an interesting behaviour is observed also for
γ = 1. Here the internal force between cells doesn’t depend on their density and is constant
everywhere. It implies that if the chemotaxis effect is much weaker that the diffusive one, for
example ε >> χ, the equilibria are constant. However, on the contrary to the cases with γ > 1
there is a threshold mass, above which the number of cells is large enough to induce a directed
movement and accumulate in some regions. So increasing the initial mass inhomogeneities
may occur due to the augmented chemotaxis transport and non constant states are formed. On
the other hand, when in the system the chemotaxis process is dominant, solutions converge
numerically to some asymptotic states composed of a series of Dirac delta concentrations. We
underline that they are not equilibria of the model and their mathematical description and nu-
merical approximation are still open problems.
The last part of our research is devoted to the comparison of the long time behaviour
of the parabolic and hyperbolic models. In particular, we focused on the asymptotic conver-
gence to the non constant stationary solutions described previously. Our numerical simulations
confirmed the failure of the Keller-Segel type system in describing the formations of complex
networks. This is due to the metastability of the solutions composed of more than one bump.
More precisely, when at least two regions with strictly positive density are formed, they might
be ”relatively” stable for long times. However, there is a constant exchange of mass between
them. The larger the domain and the weaker the chemotactic response are, the smaller the rate
of exchange is. Nevertheless, it leads to a movement of a bump towards other one and merging
of them in the end. Then another metastable state is reached and the exchange of mass occurs
between remaining bumps. The mechanism repeats until only one bump is present, however,
the equilibrium is reached only if the remaining bump is localized at one of the domain bound-
aries. On the other hand, we observed that the hyperbolic model is endowed with stationary
solutions that can be composed of several regions with positive density separated by vacuum.
Analytical and numerical analysis became a very important tool in exploration of com-
plex processes and in discovering new mechanisms that are still hidden to biologists. It gives
a better understanding in the process of the formation of complex structures. In this thesis we
investigated how different parameters can change the behaviour of solutions of some models
of chemotaxis. However, still little is known beyond the analysis we have presented and there
are still many open problems:
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Modelling
• Similar analysis in two space dimensions in order to confirm the above results. It may
happen that new mechanisms will occur, which prevent unnatural behaviours, which we
observed, from appearing. On the other hand, adding a space dimension may introduce
instabilities leading to blow up of solutions in the cases, when global existence was
observed in one dimensional setting.
• Further study of behaviour for very large adiabatic constants γ. It is motivated by the
fact that cells have their own volume and cannot be penetrable by others. In fact, the
coefficient γ = 2 is used in the shallow water equations to describe the internal pressure
between the molecules of water. It would suggest that in the case of cells this value
should be much larger.
• What is the behaviour for very large initial masses, which is observed in tumour growth?
Mathematical analysis
• Analysis of the linear case γ = 1. Even if not relevant from the biological point of
view, it is an interesting mathematical question. The observed numerically asymptotic
convergence to states, which contains vacuum so are not equilibria in the case γ = 1,
raises a question about the existence and stability of the steady states.
• For γ = 2 a rigorous analysis of the existence of more than one bump and stability
of steady states is unknown. Especially important would be finding mechanisms and
conditions determining how many bumps appear.
• The case γ > 2 is entirely open for hyperbolic model of chemotaxis (7.1.1) on bounded
domains.
• Possibility of a blow-up in finite time for hyperbolic model of chemotaxis (7.1.1). Even
if it is not expected, no rigorous proofs are available.
• Mathematical analysis in the presence of vacuum. Degeneracy of the system (7.1.1) in
this case makes the classical methods useless and new techniques have to be found out.
Numerical methods
• Numerical methods that would allow us to analyze the behaviour with high accuracy
when we deal with very high total mass, steep gradients
• Methods to treat homogeneous Neumann boundary conditions such that the total mass is
conserved and errors that can appear at the boundary nodes are not amplified during the
evolution.
• Approximation of hyperbolic model of chemotaxis (7.1.1) for large values of γ, which
requires more refined well-balancing than for example in the case γ = 2.
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• Approximation of the velocity fields. The error in the case of finite volume, well-
balanced schemes, even if small, still exists. New approaches are needed to suitable
balance all the terms at steady states.
• Extension of schemes to two dimensions. In one space dimension to construct a finite
volume scheme for conservation laws we are equipped with a powerful tool such as
Riemann problem, however, its extension to higher dimensions is not trivial.
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Figure 7.23: TEST 1: Density profiles at different times in the case of quadratic pressure
P (ρ) = ερ2 and and constant chemosensitivity of (on the left) parabolic model (7.1.3) and (on
the right) hyperbolic model (7.1.1) with L = 1, ε = 1, a = 20, b = 10, D = 0.1, χ = 20 and
initial datum being a random perturbation of a constant state.
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Figure 7.24: TEST 2: Density profiles at different times in the case of quadratic pressure
P (ρ) = ερ2 and and constant chemosensitivity of (on the left) parabolic model (7.1.3) and (on
the right) hyperbolic model (7.1.1) with L = 1, ε = 1, a = 1, b = 1, D = 1, χ = 50 and
initial datum being a random perturbation of a constant state.
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Figure 7.25: TEST 3: Density profiles at different times in the case of quadratic pressure
P (ρ) = ερ2 and and constant chemosensitivity of (on the left) parabolic model (7.1.3) and (on
the right) hyperbolic model (7.1.1) with L = 2, ε = 1, a = 20, b = 10, D = 0.1, χ = 10 and
initial datum being a random perturbation of a constant state.
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Figure 7.26: TEST 3: Density profiles at T = 1 and T = 25 in the case of quadratic pressure
P (ρ) = ερ2 and and constant chemosensitivity of parabolic model (7.1.3) with L = 2, ε = 1,
a = 20, b = 10, D = 0.1, χ = 10 and initial datum being a random perturbation of a constant
state.
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