In this paper, we study the existence of periodic solutions for a class of first order Hamiltonian systems with a perturbation term. By employing the dual least action principle, we prove that the problem admits at least one non-zero periodic solution. As an application, a second order system is considered.
Introduction
In this paper, we study the following periodic boundary value problem Ju (t) + ∇H(t, u(t)) = f (t), t ∈ [0, T ], u(0) = u(T ).
( In 1978, Rabinowitz [1] first obtained the existence of periodic solutions for the first order Hamiltonian system (1.2). Since then, system (1.2) has been extensively studied by using critical point theory and minimax methods under some suitable conditions. Many solvability conditions have been given, such as the sub-linear condition [2] , the super-quadratic condition [3, 4, 5] , the convex condition [6, 7] . In [6] Mawhin and Willem introduced the action functional
Let u k (t) = (cos λ k t)c − (sin λ k t)Jc with λ k = 2kπ/T, k ∈ Z, c ∈ R 2N , |c| = 1. By simple calculations, we obtain
So the action functional ϕ 1 is indefinite. Therefore, the direct method of the calculus of variations cannot be applied in a straightforward way and by Clarke duality, they introduced the dual action functional
They also introduced the following conditions.
(H2) there exists l ∈ L 4 (0, T ; R 2N ) such that for all u ∈ R 2N and a. e. ∈ [0, T ] one has H(t, u) ≥ l(t)u(t).
(1.3) (H3) there exists α ∈ (0, 2π/T ) and γ ∈ L 2 (0, T ; R + ) such that, for all u ∈ R 2N and a. e. t ∈ [0, T ] one has
They employed the dual least action principle to obtain the following result. Theorem A. Assume that (H1)-(H4) hold. Then the problem (1.2) has at least one solution.
Due to the perturbation term f (t), a natural question is what form of action functional and Clarke duality are associated with system (1.1). It is known that Clarke duality is different from the direct method of variations, but there are various applications in the variational methods. Many researchers applied it in considering periodic solutions and subharmonic solutions of Hamiltonian systems [8, 9, 10] .
The rest of this paper is organized as follows. In Section 2 we present several definitions and main tools. Our main results and their proofs are given in Section 3. An application of our results to a class of second-order Hamiltonian systems is given in Section 4.
Preliminaries
In this section, we introduce some notations and the Clark duality. Throughout this paper, we adopt the convention that |u| = 
Concerning the Fenchel transform first appeared in 1939 for convex functions on R in a paper [11] . In 1949, Fenchel improved and established more general definition for convex functions in R N [12] . In 1978, Clarke duality was introduced by Clarke and developed by Clarke-Ekeland and others [6, 13, 14] . The Fenchel transform H * (t, .) of H(t, .) is defined by
Lemma 2.1.
is strictly convex and such that
and
Let the Hilbert space W
1,2
T be defined by W 1,2
T is a reflexive Banach space ( [15] ). Here we define a functional ϕ as
T , we obtain
(2.2) Thus, the dual action functional is defined by
. Thus, it suffices to find critical points of χ restricted to the spacẽ
Clearly, the critical point of χ onW 1,2 T corresponds to the solution of the system (1.1), that is, we have the following theorem.
is a critical point of χ, then the function u defined by u(t) = ∇H * (t, v (t) + f (t)) satisfies the system (1.1). 
In particular, we choose h(t) = sin(2πkt/T )e j or h(t) = cos(2πkt/T )e j for k ∈ N − {0}, j = 1, 2, ..., 2N, t ∈ [0, T ] and the theory of Fourier series implies that
Thus, we have u (t) = Jv (t) = J(∇H(t, u(t)) − f (t)) and u(0) = u(T ), i. e. Ju (t) + ∇H(t, u(t)) = f (t) and u(0) = u(T ).
Now, we state an abstract critical point theorem, which will be applied to prove our main results.
Lemma 2.5. [6, Theorem 1.1] If the functional ϕ is weakly lower semicontinuous on a reflexive real Banach space X and has a bounded minimizing sequence, then ϕ has a minimum on X.
Main results
Theorem 3.1. Assume that (H1)-(H3) and the following condition are satisfied.
Then the system (1.1) has at least one solution.
Note that Theorem 3.1 generalizes Theorem A. Proof. a) Existence of a solution for a perturbed problem. We pick a positive ε 0 > 0 such that
and define
where 0 < ε < ε 0 . Note that H ε (t, .) is strictly convex and continuously differentiable for a.e. t ∈ [0, T ] and H ε (., u) is measurable for every u ∈ R 2N . By assumptions (H2) and (H3), we obtain 
+ γ(t).
Moreover, we have
So by Lemma 2.1 and Lemma 2.2, the perturbed dual action functional
T is a critical point of the dual action functional χ ε , the function u ε defined by
is a solution of
and the relation
On the other hand, by (3.4) and Lemma 2.3, we have
where
be a minimizing sequence for χ ε . By (3.6), ||v k || L 2 is bounded, and hence, by
T . Now we show the functional χ ε is weakly lower semi-continuous onW
It is clear that χ ε,1 is weakly lower semicontinuous. χ ε,2 is continuous and convex, which implies that χ ε,2 is weakly lower semi-continuous onW
T . Thus χ ε is weakly lower semi-continuous, by Lemma 2.5, χ ε has a minimum at some point v ε ∈W 1,2
It is easy to verify that G is continuously differentiable. By assumption (H5), we know that G has a minimum at some pointū ∈ R 2N for which
Hence, the system
has a unique solution ω in W
and from (3.6) we obtain
where c 1 is a positive constant. Therefor, there exists a positive constant c 2 such that ||v ε || L 2 ≤ c 2 . Moreover, from Jv ε = u ε , we have
Wirtinger's inequality, we have that there exists a positive constant c 3 such that ||ũ ε || W 1,2 T ≤ c 3 . From (3.5) and the convexity of H(t, .) we obtain
Using Lemma 2.3, we have
where c 4 is a positive constant. By assumption (H5), we know that there exists a constant c 5 > 0 such that |ū ε | ≤ c 5 . So we have 
we have
T is a solution of the system (1.1). Finally, as H *
Since v εn (t) + f (t) = ∇H εn (t, u εn (t)), we have
Letting n → +∞, we obtain
T and the proof is complete.
An application
In this section we consider the periodic boundary value problem
where g ∈ L 2 ([0, T ]; R N ) and F : [0, T ] × R N → R satisfies the following assumptions:
(H1') F (t, u) is measurable in t for each q ∈ R N and continuously differentiable and convex in q for t ∈ [0, T ].
(H2') there exists l ∈ L 4 (0, T ; R N ) such that for all q ∈ R N and a. e. ∈ [0, T ] one has F (t, u) ≥ l(t)q(t). Clearly, H(t, .) is convex and continuously differentiable for a.e. t ∈ [0, T ]. For every u ∈ R 2N and a.e. t ∈ [0, T ], combining (4.2) and (4.3), we have
Moreover, we have −u 1 (t) + αu 2 (t) = 0 u 1 (0) − u 1 (T ) = u 2 (0) − u 2 (T ) = 0 is solvable. Hence q(t) = u 1 (t) is a solution of the system (4.1).
