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ON EISENSTEIN IDEALS AND THE CUSPIDAL GROUP OF J0(N)
HWAJONG YOO
ABSTRACT. Let CN be the cuspidal subgroup of the Jacobian J0(N) for a square-free integer N > 6. For any Eisen-
stein maximal ideal m of the Hecke ring of level N , we show that CN [m] 6= 0. To prove this, we calculate the index of
an Eisenstein ideal I contained in m by computing the order of the cuspidal divisor annihilated by I .
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1. INTRODUCTION
Let N be a square-free integer greater than 6 and let X0(N) denote the modular curve over Q associated to
Γ0(N), the congruence subgroup of SL2(Z) consisting of upper triangular matrices modulo N . There is the Hecke
ring T := T(N) of level N , which is the subring of the endomorphism ring of the Jacobian variety J0(N) :=
Pic0(X0(N)) of X0(N) generated by the Hecke operators Tn for all n ≥ 1. A maximal ideal m of T is called
Eisenstein if the two dimensional semisimple representation ρm of Gal(Q/Q) over T/m attached to m is reducible,
or equivalently m contains the ideal
I0(N) := (Tr − r − 1 : for primes r ∤ N).
Let CN be the cuspidal group of J0(N) generated by degree 0 cuspidal divisors, which is finite by Manin and
Drinfeld [11, 4].
Ribet conjectured that all Eisenstein maximal ideals are “cuspidal”. In other words, CN [m] 6= 0 for any Eisen-
stein maximal ideal m. There were many evidences of this conjecture. In particular, special cases were already
known (cf. [21, §3]). In this paper, we prove his conjecture.
Theorem 1.1 (Main theorem). Let m be an Eisenstein maximal ideal of T. Then CN [m] 6= 0.
To prove this theorem, we classify all possible Eisenstein maximal ideals in §2. From now on, we denote by Up
the pth Hecke operator Tp ∈ T when p | N .
Proposition 1.2. Let m be an Eisenstein maximal ideal of T. Then, it contains
IM,N := (Up − 1, Uq − q, I0(N) : for primes p |M and q | N/M)
for some divisor M of N such that M 6= 1.
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In §3, we study basic properties of the cuspidal group CN of J0(N). In particular, we explicitly compute the
order of the cuspidal divisor CM,N , which is the equivalence class of
∑
d|M (−1)
ω(d)Pd, where ω(d) is the number
of distinct prime divisors of d and Pd is the cusp of X0(N) corresponding to 1/d ∈ P1(Q).
Theorem 1.3. The order ofCM,N is equal to the numerator of ϕ(N)ψ(N/M)24 ×h, where h is either 1 or 2. Moreover,
h = 2 if and only if one of the following holds:
(1) N = M and M is a prime such that M ≡ 1 (mod 8);
(2) N = 2M and M is a prime such that M ≡ 1 (mod 8).
(See Notation 1.1 for the definition of ϕ(N) and ψ(N).) This theorem generalizes the works by Ogg [14, 15]
and Chua-Ling [1] to the case where ω(N) ≥ 3. In §4, we introduce Eisenstein series and compute their residues
at various cusps. With these computations, we can prove the following theorem in §5.
Theorem 1.4. If M 6= N and N/M is odd, then the index of IM,N is equal to the order of CM,N . Moreover, if
M = N or N/M is even, then the index of IM,N is equal to the order of CM,N up to powers of 2.
Finally, combining all the results above, we prove our main theorem in §6.
Acknowledgements. We are grateful to Ken Ribet for suggesting the problem and his advice during the preparation
of this work. We thank the anonymous referee for careful reading and a number of suggestions and corrections to
improve the paper.
1.1. Notation. For a square-free integer N =
∏n
i=1 pi, we define the following quantities:
ω(N) := n = the number of distinct prime divisors of N ;
ϕ(N) :=
n∏
i=1
(pi − 1) and ψ(N) :=
n∏
i=1
(pi + 1).
For any rational number x = a/b, we denote by num(x) the numerator of x, i.e.,
num(x) :=
a
(a, b)
.
For a prime divisor p of N , there is the degeneracy map γp : J0(N/p) × J0(N/p) → J0(N) (cf. [16, §3]).
The image of γp is called the p-old subvariety of J0(N) and is denoted by J0(N)p-old. The quotient of J0(N)
by J0(N)p-old is called the p-new quotient and is denoted by J0(N)p-new. Note that J0(N)p-old is stable under
the action of Hecke operators and γp is Hecke-equivariant. Accordingly, the image of T(N) in End(J0(N)p-old)
(resp. End(J0(N)p-new)) is called the p-old (resp. p-new) quotient of T(N) and is denoted by T(N)p-old (resp.
T(N)p-new). A maximal ideal m of T(N) is called p-old (resp. p-new) if its image in T(N)p-old (resp. T(N)p-new)
is still maximal. Note that if a maximal ideal m of T(N) is p-old, then there is a maximal ideal n of T(N/p)
corresponding to m (cf. [17, §7]).
For a prime divisor p of N , we denote by wp the Atkin-Lehner operator (with respect to p) acting on J0(N) (and
the space of modular forms of level N ). (For more detail, see [13, §1].)
For a prime p, we denote by Frobp an arithmetic Frobenius element for p in Gal(Q/Q).
2. EISENSTEIN IDEALS
From now on, we denote by N a square-free integer greater than 6 and let T := T(N) be the Hecke ring of level
N . A maximal ideal m of T is called Eisenstein if the two dimensional semisimple representation ρm of Gal(Q/Q)
overT/m attached to m is reducible, or equivalentlym contains the ideal I0(N) := (Tr−r−1 : for primes r ∤ N).
(For the existence of ρm, see [17, Proposition 5.1].)
Let us remark briefly why these two definitions are equivalent. Let m be a maximal ideal of T containing ℓ. If
ρm is reducible, then ρm ≃ 1 ⊕ χℓ, where 1 is the trivial character and χℓ is the mod ℓ cyclotomic character, by
Ribet [22, Proposition 2.1]. Therefore for a prime r not dividing ℓN , we have
Tr (mod m) = trace(ρm(Frobr)) = 1 + r
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and hence Tr − r − 1 ∈ m. For r = ℓ, we get Tℓ ≡ 1 + ℓ ≡ 1 (mod m) by Ribet [18, Lemma 1.1]. (This
lemma basically follows from the result by Deligne [5, Theorem 2.5] and this is also true even when ℓ divides N .)
Conversely, if m contains I0(N), then ρm ≃ 1⊕ χℓ by the Chebotarev and the Brauer-Nesbitt theorems.
To classify all Eisenstein maximal ideals, we need to understand the image of Up in the residue fields for any
prime divisor p of N .
Lemma 2.1. Let m be an Eisenstein maximal ideal of T. Let p be a prime divisor of N and Up − ǫ(p) ∈ m. Then,
ǫ(p) is either 1 or p modulo m.
Proof. Assume that m is p-old. Then m can be regarded as a maximal ideal of Tp-old. Let R be the common
subring of the Hecke ring T(N/p) of level N/p and Tp-old, which is generated by all Tn with p ∤ n. Let n be the
corresponding maximal ideal of T(N/p) to m and Tp be the pth Hecke operator in T(N/p). Then, we get
T(N/p) = R[Tp] and T(N)p-old = R[Up]
[17, §7] andT/m ≃ T(N/p)/n. Two operators Tp andUp are connected by the quadratic equationU2p−TpUp+p =
0 (loc. cit.). Note that Tp − p− 1 ∈ n because n is Eisenstein as well. Therefore over the ring T/m ≃ T(N/p)/n,
we get U2p − (p+ 1)Up + p = (Up − 1)(Up − p) = 0 and hence either ǫ(p) ≡ 1 or p (mod m).
Assume that m is p-new. Then ǫ(p) = ±1. Therefore it suffices to show that ǫ(p) ≡ 1 or p (mod m)when ǫ(p) =
−1. Let ℓ be the residue characteristic of m. If ℓ = 2, then there is nothing to prove because 1 ≡ −1 (mod m). If
ℓ = p, then Up ≡ 1 (mod m) by Ribet [18, Lemma 1.1]. Therefore we assume that ℓ ≥ 3 and ℓ 6= p. On the one
hand, we have ρm ≃ 1 ⊕ χℓ. On the other hand, the semisimplification of the restriction of ρm to Gal(Qp/Qp) is
isomorphic to ǫ⊕ ǫχℓ, where ǫ is the unramified quadratic character with ǫ(Frobp) = ǫ(p) because m is p-new (cf.
[2, Theorem 3.1.(e)]). Since ǫ(p) = −1, we get p ≡ −1 (mod ℓ) and hence ǫ(p) ≡ p (mod m). 
Let m be an Eisenstein maximal ideal of T containing ℓ. Then, it contains
IM,N := (Up − 1, Uq − q, I0(N) : for primes p |M and q | N/M) ⊆ T
for some divisor M of N by the previous lemma. If q ≡ 1 (mod ℓ) for a prime divisor q of N/M , then m =
(ℓ, IM,N ) = (ℓ, IM×q,N ). Therefore when we denote by m := (ℓ, IM,N ) for some divisor M of N , we always
assume that q 6≡ 1 (mod ℓ) for all prime divisors q of N/M . Hence if ℓ = 2, then either m := (ℓ, IN,N) or
m := (ℓ, IN/2,N ). If ℓ ≥ 3, m := (ℓ, I1,N ) cannot be maximal by Proposition 5.5. Therefore from now on, we
always assume that M 6= 1.
3. THE CUSPIDAL GROUP
As before, let N denote a square-free integer and let M 6= 1 denote a divisor of N . For a divisor d of N , we
denote by Pd the cusp corresponding to 1/d in P1(Q). (Thus, the cusp ∞ is denoted by PN .) We denote by CM,N
the equivalence class of a cuspidal divisor
∑
d|M (−1)
ω(d)Pd. Note that IM,N annihilates CM,N [21, Proposition
2.13]. To compute the order of CM,N , we use the method of Ling [10, §2].
Theorem 3.1. The order of CM,N is equal to
num
(
ϕ(N)ψ(N/M)
24
)
× h,
where h is either 1 or 2. Moreover, h = 2 if and only if one of the following holds:
(1) N = M and M is a prime such that M ≡ 1 (mod 8);
(2) N = 2M and M is a prime such that M ≡ 1 (mod 8).
Remark 3.2. The size of the set CN is computed by Takagi [19]. Recently, Harder discussed the more general
question of giving denominators of Eisenstein cohomology classes. The order of a cuspidal divisor is a special case
of such a denominator and some cases were computed by a slightly different method from the one used here [7,
§2].
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Before starting to prove this theorem, we define some notations and provide lemmas.
Let N =
∏n
i=1 pi. We denote by S the set of divisors of N . Let s := 2n = #S.
(1) For a ∈ S, we denote by
a = (a1, a2, · · · , an),
where ai = 0 if (pi, a) = 1; and ai = 1 otherwise. For instance, 1 = (0, 0, · · · , 0) and N =
(1, 1, · · · , 1).
(2) We define the total ordering on S as follows.
Let a, b ∈ S and a 6= b.
• If ω(a) < ω(b), then a < b. In particular, 1 < a < N for a ∈ S \ {1, N}.
• If ω(a) = ω(b), then we use the anti-lexicographic order. In other words, a < b if ai = bi for all i < t
and at > bt.
(3) We define the box addition ⊞ on S as follows.
a⊞ b := (c1, c2, · · · , cn),
where ci ≡ ai + bi + 1 (mod 2) and ci ∈ {0, 1}. For instance, p1 ⊞ p1 = N and 1⊞ a = N/a.
(4) Finally, we define the sign on S as follows.
sgn(a) := (−1)s(a),
where s(a) = ω(N)− ω(a). For example, sgn(N) = 1 and sgn(1) = (−1)n.
We denote by S = {d1, d2, . . . , ds}, where di < dj if i < j. For instance, d1 = 1, d2 = p1 and ds = N . Note
that di × ds+1−i = N for any i.
For ease of notation, we denote by dij the box sum di ⊞ dj .
Lemma 3.3. We have the following properties of ⊞.
(1) dij = dji = ds+1−i ⊞ ds+1−j .
(2) di1 = N/di = ds+1−i.
(3) S = {d⊞ d1, d⊞ d2, . . . , d⊞ ds} for any d = di.
(4) sgn(dij) = sgn(di)× sgn(dj).
(5) Assume that i 6= j and dij is not divisible by pn. Then, for any dk such that dkj is not divisible by pn, we
get
dik × dkj = dir(k) × dr(k)j ,
where r(k) is the unique integer between 1 and s such that dr(k)j = pn · dkj .
Proof. The first, second, third and fourth assertions easily follow from the definition.
Assume that i 6= j. Then dij 6= N and there is a prime divisor of N/dij . Assume that dij is not divisible by pn.
Let k be an integer such that dkj is not divisible by pn. Then, we denote by
di = (a1, · · · , an) and dj = (b1, · · · , bn);
dk = (c1, · · · , cn) and dr(k) = (e1, · · · , en).
By abuse of notation, we denote by dik × dkj = (x1, x2, · · · , xn) and dir(k) × dr(k)j = (y1, y2, · · · , yn),
where 0 ≤ xt, yt ≤ 2. Thus, dik × dkj =
∏s
t=1 p
xt
t . It suffices to show that xt = yt for all t.
• Assume that t 6= n. From the definition of dr(k), we get ct = et. Therefore xt = yt.
• Since dij and dkj is not divisible by pn, we get an + bn = 1 = cn + bn. Therefore an = cn. Since dr(k)j
is divisible by pn, we get en + bn + 1 ≡ 1 (mod 2). Therefore xn = yn = 1.

From now on, we follow the notations in [10, §2]. In our case, the s× s matrix Λ on page 35 of op. cit. is of the
form
Λij =
1
24
aN (di, dj),
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where
aN (a, b) :=
N
(a,N/a)
(a, b)2
ab
.
For examples, aN (1, p) = N/p and aN (N, p) = p.
Lemma 3.4. We get
24× Λij = di ⊞ dj = dij ∈ S.
Proof. This is clear from the definition. 
Lemma 3.5. Let A := (sgn(dij)× (dij))1≤i, j≤s be a s× s matrix. Then, A = ϕ(N)ψ(N)24 × Λ
−1
.
Proof. We compute B := 24× Λ×A.
• Assume that i = j. Then, we have
Bii =
s∑
j=1
sgn(dij)× (dij)
2 =
s∑
k=1
sgn(dk)× d
2
k =
n∏
k=1
(p2k − 1) = ϕ(N)ψ(N)
because {dij : 1 ≤ j ≤ s} = S by Lemma 3.3 (3).
• Assume that i 6= j. Then, dij 6= N . Let q be a prime divisor of N/dij . We denote by Tj the subset of S
such that
Tj := {dk ∈ S : (q, dkj) = 1}.
Then the size of Tj is s/2. For each element dk ∈ Tj , we can find dr(k) ∈ S such that dr(k)j = q · dkj
by Lemma 3.3 (3). Moreover Tjc = {dr(k) : dk ∈ Tj} and we get sgn(dr(k)j) = −sgn(dkj). For each
dk ∈ Tj , we get dik × dkj = dir(k) × dr(k)j by Lemma 3.3 (5). Therefore, we have
Bij =
s∑
k=1
sgn(dkj)(dik × dkj) =
∑
dk∈Tj
sgn(dkj)
[
(dik × dkj)− (dir(k) × dr(k)j)
]
= 0.

The matrix form of CM,N in the set S2 on [10, P. 34] is then
for 1 ≤ a ≤ s, (CM,N )a1 =

(−1)
ω(da) = (−1)n × sgn(da) if da |M,
0 otherwise.
Finally, we prove the following lemma.
Lemma 3.6. Let E := Λ−1CM,N . Then for 1 ≤ a ≤ s we have
Ea1 = sgn(ds+1−a)×
24
ϕ(N)ψ(N/M)
×
ds+1−a
(ds+1−a, M)
.
In particular, Es1 = (−1)ω(N) 24ϕ(N)ψ(N/M) . Moreover if M = N , then we get
Ea1 = sgn(ds+1−a)×
24
ϕ(N)
.
Proof. Let D := ds+1−a = N/da and E := (D, M). Then, by direct calculation we have
dar = da ⊞ dr =
D × dr
(D, dr)2
and the sign of (Λ−1)ak × (CM,N )k1 is sgn(da) × sgn(dk) × (−1)n × sgn(dk) = sgn(D) for any divisor dk of
M . Therefore we have
s∑
k=1
sgn(dak)× dak × (CM,N )k1 = sgn(D)×
∑
dr|M
D × dr
(D, dr)2
= sgn(D)×
D
E
×
∑
dr|M
E × dr
(E, dr)2
.
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We denote by
Dr :=
E × dr
(E, dr)2
=
(D, M)× dr
((D, M), dr)2
.
Then, Dr is a divisor of M and for two distinct divisors dr1 , dr2 of M , we get Dr1 6= Dr2 . Therefore, we have∑
dr|M
E × dr
(E, dr)2
=
∑
dr|M
Dr =
∑
d|M
d = ψ(M),
which implies the result. 
Now we give a proof of the theorem above.
Proof of Theorem 3.1. We check the conditions in Proposition 1 in op. cit. (We use the same notations.)
• The condition (0) implies that the order of CM,N is of the form ϕ(N)ψ(N/M)24 × g for some integer g ≥ 1.
• The condition (1) always holds unless M = N because∑δ|N rδ · δ = 0. If M = N , then∑δ|N rδ · δ =
(−1)ngϕ(N) ≡ 0 (mod 24).
• The condition (2) implies that g = num( 24ϕ(N)ψ(N/M) )×h for some integer h ≥ 1 because
∑
δ|N rδ ·N/δ =
gϕ(N)ψ(N/M) ≡ 0 (mod 24).
• The condition (3) always holds.
• The condition (4) always holds unlessM is a prime because∏δ|N δrδ = 1. If M is a prime, then it implies
that gϕ(N/M) is even because
∏
δ|N δ
rδ = M−gϕ(N/M).
In conclusion, the order of CM,N is equal to num(ϕ(N)ψ(N/M)24 )×h for the smallest positive integer h satisfying
all the conditions above. Therefore we get h = 1 unless all the following conditions hold:
(1) M is a prime;
(2) ϕ(N/M) = 1;
(3) num( 24ϕ(N)ψ(N/M) ) is odd.
Moreover if all the conditions above hold, then h = 2. By the first condition, M is a prime. By the second
condition, either N = M or N = 2M .
• Assume that N = M is a prime greater than 3. Then, h = 2 if and only if M ≡ 1 (mod 8). This is proved
by Ogg [14].
• Assume that N = 2M . Then, h = 2 if and only if M ≡ 1 (mod 8). This is proved by Chua and Ling [1].

4. EISENSTEIN SERIES
As before, let N =
∏n
i=1 pi and M =
∏m
i=1 pi for 1 ≤ m ≤ n. Let
e(z) := 1− 24
∑
n≥1
σ(n)× qn
be the q-expansion of Eisenstein series of weight 2 of level 1 as on [12, p. 78], where σ(n) =∑d|n d and q = e2πiz .
Definition 4.1. For any modular form g of weight k and level A; and a prime p not dividing A, we define modular
forms [p]+k (g) and [p]
−
k (g) of weight k and level pA by
[p]+k (g)(z) := g(z)− p
k−1g(pz) and [p]−k (g)(z) := g(z)− g(pz).
Using these operators, we define Eisenstein series of weight 2 and level N by
EM,N (z) := [pn]
−
2 ◦ · · · ◦ [pm+1]
−
2 ◦ [pm]
+
2 ◦ · · · ◦ [p1]
+
2 (e)(z).
(Note that EM,N = −24EM,N , where EM,N is a normalized Eisenstein series in [21, §2.2].)
By Proposition 2.6 of op. cit., we know that EM,N is an eigenform for all Hecke operators and IM,N annihilates
EM,N . By Proposition 2.10 of op. cit., we can compute the residues of EM,N at various cusps.
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Proposition 4.2. We have
ResPN (EM,N ) =

(−1)
nϕ(N) if M = N,
0 otherwise.
Moreover, for a prime divisor p of N we have
ResPN/p(EN,N) = (−1)
n−1ϕ(N) and ResPM (EM,N ) = (−1)ω(M)ϕ(N)ψ(N/M)(M/N).
Proof. The first statement follows from the definition (cf. [12, §II.5]). For the second statement, we use the method
of Deligne-Rapoport [3] (cf. 3.17 and 3.18 in §VII.3) or of Faltings-Jordan [6] (cf. Proposition 3.34). Therefore
the residue of EM,N at P1 is ϕ(N)ψ(N/M)(M/N) (cf. [21, Proposition 2.11]). Since the Atkin-Lehner operator
wp acts by −1 on EM,N for a prime divisor p of M , wM acts by (−1)ω(M) and hence the result follows. 
5. THE INDEX OF AN EISENSTEIN IDEAL
As before, let N =
∏n
i=1 pi and M =
∏m
i=1 pi for some 1 ≤ m ≤ n. Let T := T(N).
Note that T/IM,N ≃ Z/tZ for some integer t ≥ 1 [21, Lemma 3.1]. We compute the number t as precise as
possible.
Theorem 5.1. The index of IN,N is equal to the order of CN,N up to powers of 2.
Theorem 5.2. If M 6= N and N/M is odd (resp. even), then the index of IM,N and the order of CM,N coincide
(resp. coincide up to powers of 2).
Before starting to prove the theorems, we introduce some notations.
Definition 5.3. For a prime ℓ, we define α(ℓ) and β(ℓ) as follows:
(T/IM,N )⊗Z Zℓ ≃ Z/ℓ
α(ℓ)Z and
ℓβ(ℓ) is the exact power of ℓ dividing num
(
ϕ(N)ψ(N/M)
24
× h
)
,
where h is the number in Theorem 3.1.
Since IM,N annihilates CM,N , we get α(ℓ) ≥ β(ℓ) (cf. [21, proof of Theorem 3.2]). Therefore to prove
Theorems 5.1 and 5.2, it suffices to show that α(ℓ) ≤ β(ℓ) for all (or odd) primes ℓ. If α(ℓ) = 0, then there is
nothing to prove. Thus, we now assume that α(ℓ) ≥ 1. Let
I := (ℓα(ℓ), IM,N )
and let δ be a cusp form of weight 2 and level N over the ring T/I ≃ Z/ℓα(ℓ)Z whose q-expansion (at PN ) is∑
n≥1
(Tn mod I)× q
n.
Now we prove the theorems above.
Proof of Theorem 5.1. First, let ℓ = 3 and M = N . Let E := EN,N (mod 3α(3)+1) and A = (−1)ω(N)ϕ(N).
Since 24δ is a cusp form of weight 2 modulo 3α(3)+1 (cf. [12, p. 86]), E + 24δ is a modular form of weight 2 and
level N over Z/3α(3)+1Z. Let a = min{α(3), β(3) + 1}. Then, by the q-expansion principle [8, §1.6] we have
E + 24δ ≡ Ae (mod 3a+1)
on the irreducible component C of X0(N)Fℓ containing PN because Ae is a modular form of weight 2 over
Z/(12A)Z and (3α(3)+1, 12A) = 3a+1. By the following lemma, we get A ≡ 0 (mod 3) and hence we can
choose a prime divisor p of N congruent to 1 modulo 3. Note that the cusp PN/p belongs to C. By Proposition
4.2, ResPN/p(E) = −A and ResPN/p(Ae) ≡ pA (mod 12A) by Sublemma on [12, p. 86]. Combining all the
computations above, we have
ResPN/p(8δ) ≡
(p+ 1)A
3
(mod 3a).
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Since δ is a cusp form modulo 3α(3), we get ResPN/p(8δ) ≡ 0 (mod 3α(3)) and hence 3β(3) ≡ 0 (mod 3α(3)). In
other words, we get α(3) ≤ β(3).
Next, let ℓ ≥ 5 and M = N . Let F := EN,N (mod ℓα(ℓ)). Then, f := F + 24δ is a modular form of weight
2 and level N over Z/ℓα(ℓ)Z whose q-expansion is A. Basically the inequality α(ℓ) ≤ β(ℓ) follows from the
non-existence of a mod ℓ modular form of weight 2 and leven N whose q-expansion is a non-zero constant (cf. [12,
chap. II, Proposition 5.6] and [13, Proposition (2.2.6)]).
• If ℓ ∤ N , then by Ohta [13, Lemma (2.1.1)], we can find a modular form g of weight 2 and level 1 such
that f(z) = g(Nz). Therefore A ≡ 0 (mod ℓα(ℓ)) (cf. [12, chap. II, Proposition 5.6]) and hence we get
α(ℓ) ≤ β(ℓ).
• Assume that ℓ | N and m := (ℓ, I) is not ℓ-new. Then, the argument basically follows from the previous
case because the exact powers of ℓ dividing A and ϕ(N/ℓ) coincide. (For more detailed argument on
lowering the level when ℓ ≥ 5, see the proof of Theorem 5.2 below.)
• Assume that ℓ | N and m := (ℓ, I) is ℓ-new. Then, we can lift δ to a modular form δ˜ of weight 2 and
level N over Z(ℓ) satisfying wℓ(δ˜) = −δ˜, where Z(ℓ) is the localization of Z at ℓ. Therefore δ˜ determines
a regular differential on X0(N)Z(ℓ) over Z(ℓ) (cf. [13, Proposition (1.4.9)]). Similarly, we can lift F to
EN,N as well and wℓ(EN,N) = −EN,N . Therefore f = EN,N + 24δ˜ (mod ℓα(ℓ)) can be regarded as
a regular differential on X0(N)Z(ℓ) over Z/ℓα(ℓ)Z whose q-expansion is A. If α(ℓ) ≥ β(ℓ) + 1, then
g = f (mod ℓβ(ℓ)+1) is a regular differential over Z/ℓβ(ℓ)+1Z. Moreover ℓ−β(ℓ) × g can be regarded
as a regular differential over Fℓ whose q-expansion is a non-zero constant (cf. [12, p. 86]), which is a
contradiction (cf. [13, Proposition (2.2.6)]). Thus, we get α(ℓ) ≤ β(ℓ).

Lemma 5.4. If m := (3, IN,N ) is maximal, then A = (−1)ω(N)ϕ(N) ≡ 0 (mod 3).
Proof. As above, let E := EN,N (mod 9) and η := δ (mod m). Let f := E + 24η be a modular form of weight 2
and level N over Z/9Z whose q-expansion is A.
First, assume that 3 does not divide N . Then by Ohta [13, Lemma (2.1.1)], we can find a modular form g
of weight 2 and level 1 over Z/9Z such that f(z) = g(Nz). By Mazur [12, chap. II, Proposition 5.6], we get
A ≡ 0 (mod 3).
Next, assume that p1 = 3 and N = 3M . If m is 3-old, then the result follows from the previous case. Thus, we
further assume that m is 3-new. Then as above, we can regard η as a regular differential on X0(N)Z(ℓ) over F3 and
hence there is a modular form ζ of weight 3+ 1 and level M over F3 which has the same q-expansion as η by Ohta
[13, Proposition (2.2.4)]. By the same argument as on [12, p. 86], 240ζ is a modular form of weight 4 and level M
over Z/9Z. Let E4 be the usual Eisenstein series of weight 4 and level 1:
E4(z) = 1 + 240
∞∑
n=1
σ3(n)× q
n,
where σ3(n) =
∑
d|n d
3 and q = e2πiz . Let G(z) := [pn]+4 ◦ · · · ◦ [p2]
+
4 (E4)(z) be an Eisenstein series of weight 4
and level M whose constant term is
∏n
i=2(1−p
3
i ). Now we consider the modular form h := G (mod 9)− 240ζ of
weight 4 and levelM overZ/9Z. Since the q-expansion of h is
∏n
i=2(1−p
3
i ), there is a modular form H of weight
4 and level 1 over Z/9Z such that h(z) = H(Mz) by Ohta [13, Lemma (2.1.1)]. However if A 6≡ 0 (mod 3), then
there is no such a modular form over Z/9Z (cf. [13, p. 308]) because 1− p3i ≡ 1− pi (mod 3). Therefore we get
A ≡ 0 (mod 3). 
Proof of Theorem 5.2. Since we assume that α(ℓ) ≥ 1, m := (ℓ, IM,N ) is maximal.
First, assume that N/M is divisible by an odd prime ℓ. Then Uℓ ≡ ℓ ≡ 0 (mod m) and hence m is not ℓ-
new. Thus, we get T(N)/I ≃ T(N)ℓ-old/I. Let R be the common subring of T(N/ℓ) and T(N)ℓ-old, which is
generated by all Tn with ℓ ∤ n. Then, as in the proof of Lemma 2.1, T(N/ℓ) = R[Tℓ] and T(N)ℓ-old = R[Uℓ].
Note that if ℓ is odd then R = T(N/ℓ) by Ribet [20, p. 491] and T(N)ℓ-old ≃ R[X ]/(X2 − TℓX + ℓ). Let I be
the ideal of R generated by all the generators of I but Uℓ − ℓ. Then, we show that Tℓ − ℓ− 1 ∈ I as follows. Note
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that the kernel K of the composition of the maps
R = T(N/ℓ) →֒ T(N)ℓ-old = R[Uℓ]/(U
2
ℓ − TℓUℓ + ℓ)։ T(N)
ℓ-old/I ≃ Z/ℓα(ℓ)Z
(sending Tn to Tn (mod I)) is (I, ℓ(Tℓ − ℓ − 1)) and this composition is clearly surjective. Thus, we get R/I ։
R/K . Since all the generators of R are congruent to integers modulo I; and I contains ℓα(ℓ), we have R/I =
R/K ≃ Z/ℓα(ℓ)Z; in particular ℓ(Tℓ − ℓ − 1) ∈ I . Let f be a cusp form over R/I whose q-expansion is∑
n≥1(Tn mod I)× q
n
.
• Suppose that ℓ ≥ 5. Let E := EM,N/ℓ (mod ℓα(ℓ)) and let g := 24f + E. Then, g is a modular form over
R/I ≃ Z/ℓα(ℓ)Z whose q-expansion is of the form
∑
k≥0 ak × q
ℓk
. By Katz [9, Corollaries (2) and (3) of
the main theorem], we get g = 0 and hence a1/24 = Tℓ − ℓ− 1 ∈ I . (Note that the constant term a0 must
be 0 and hence we get α(ℓ) ≤ β(ℓ) as well if M = N/ℓ.)
• Suppose that ℓ = 3. Let E := EM,N/ℓ (mod 3α(3)+1) and let g := 24f + E. Then, g is a modular
form over Z/3α(3)+1Z whose q-expansion is of the form
∑
k≥0 ak × q
ℓk
. If a1 = 0 ∈ Z/3α(3)+1Z then
a1/24 = T3 − 4 = 0 ∈ Z/3
α(3)Z ≃ R/I and hence T3 − 4 ∈ I . Therefore it suffices to show that
a1 = 0 ∈ Z/3
α(3)+1Z.
If M 6= N/ℓ then a0 = 0 and hence g = 0 by Corollaries (3) and (4) in loc. cit. Therefore a1 = 0.
Suppose that M = N/ℓ. Then, a0 = (−1)ω(M)ϕ(M). Note that the exact power of 3 dividing a0 is
3β(3)+1. Since 3(T3 − 4) ∈ I , g (mod 3α(3)) is a modular form over Z/3α(3)Z whose q-expansion is a
constant a0. Since a0×e is a modular form overZ/3β(3)+2Z whose q-expansion is a0, by the q-expansion
principle g = 24f + E ≡ a0 × e (mod 3a), where a = min{α(3), β(3) + 2}. Since m is ℓ-old, there
is the corresponding maximal ideal n of T(N/ℓ) to m. Hence by Lemma 5.4, a0 ≡ 0 (mod 3) and we
can find a prime divisor p of N/ℓ such that p ≡ 1 (mod 3). By comparing the residues of g and a0 × e
at PN/p as in the proof of Theorem 5.1, we get (p + 1)a0 ≡ 0 (mod 3a) and hence α(3) ≤ β(3) + 1.
Therefore h := 3−α(3) × g is a modular form over F3. Again by Corollary (5) in loc. cit. and by Mazur
[12, Proposition 5.6 (b)], we get h = 3−α(3) × a0 × e; in particular, 3−α(3) × a1 ≡ 0 (mod 3), i.e.,
a1 = 0 ∈ Z/3
α(3)+1Z as desired.
(Note that in the first case, we can allow the case where M = N by taking E := EM/ℓ,N/ℓ (mod ℓα(ℓ)), which is
used in the proof of Theorem 5.1 above.) Therefore we have I = (ℓα(ℓ), IM,N/ℓ) and
T(N)/I ≃ T(N)ℓ-old/I ≃ R/I = T(N/ℓ)/(ℓα(ℓ), IM,N/ℓ).
Accordingly, it suffices to prove that α(ℓ) ≤ β(ℓ) for primes ℓ not dividing N/M because ℓ ∤ ℓ2 − 1.
Next, we assume that ℓ does not divide N/M . Let F := EM,N (mod 24ℓα(ℓ)) and δ be a cusp form as above.
Since F and−24δ have the same q-expansions (at PN ), they coincide on the irreducible componentD of X0(N)Fℓ ,
which contains PN . Note that the cusp PM belongs to D because ℓ ∤ N/M . Since−24δ is a cusp form over the ring
Z/24ℓα(ℓ)Z, the residue of F at PM must be zero. By Proposition 4.2, ϕ(N)ψ(N/M)(M/N) ≡ 0 (mod 24ℓα(ℓ)).
Therefore we get α(ℓ) ≤ β(ℓ). (Note that if ℓ = 2, then h = 1 with the assumption thatM 6= N and ℓ ∤ N/M .) 
If ℓ is odd and ℓ ∤ ϕ(N), we prove the following.
Proposition 5.5. Let ℓ be an odd prime and m := (ℓ, I1,N ). Hence, we assume that ℓ ∤ ϕ(N) from the definition
(cf. §2). Then, m cannot be maximal.
Proof. Assume that m is maximal. If ℓ | N , then m cannot be ℓ-new because Uℓ ≡ ℓ ≡ 0 (mod m). Therefore
there is a maximal ideal n := (ℓ, I1,N/ℓ) in the Hecke ring T(N/ℓ) of level N/ℓ. Thus, we may assume that ℓ ∤ N .
Then as above, δ is a mod ℓ cusp form of weight 2 and level N . Let g = EN,N (mod 24ℓ)+24δ be a modular form
over Z/24ℓZ.
First, consider the case where n = ω(N) = 1.
• If ℓ ≥ 5, then g is a mod ℓ modular form of weight 2 and level N as above. Since the q-expansion of g is
(1−N) + 24(1−N)
∞∑
i=1
σ(d)× qdN ,
10 HWAJONG YOO
we get g1−N = 0 by Mazur [12, chap. II, Corollary 5.11], which is a contradiction. Therefore m is not
maximal.
• If ℓ = 3, then g is a modular form of weight 2 and level N over Z/9Z as above. Then, by Mazur [12, chap.
II, Lemma 5.9], there is a modular form G of level 1 over Z/9Z such that G(Nz) = g(z)1−N . However this
contradicts Proposition 5.6(c) in [12, chap. II]. Therefore m is not maximal.
Next, consider the case where n ≥ 2. Let FN (q) := (−1/24)×E1,N ∈ Z[[q]] be a formal q-expansion. Since m
is maximal, δ ≡ FN (q) (mod ℓ) is a mod ℓ modular form of weight 2 and level N . Then, by the following lemma,
we can lower the level of δ because ϕ(N) 6≡ 0 (mod ℓ). Therefore the result follows from the case where n = 1.

Lemma 5.6. Let N = pD be a square-free integer with D > 1 and p a prime. Assume that p 6≡ 1 (mod ℓ) and
ℓ ∤ N . Let FN (q) := (−1/24)× E1,N ∈ Z[[q]] be a formal q-expansion. If FN (q) (mod ℓ) is the q-expansion of
a mod ℓ modular form of weight 2 and level N , then FD(q) (mod ℓ) is also the q-expansion of a mod ℓ modular
form of weight 2 and level D.
Proof. Let G(q) := (−1/24)× Ep,N . Then, as formal q-expansions we get
FN (q)−G(q) = (p− 1)FD(q
p).
Therefore if FN (q) (mod ℓ) is the q-expansion of a mod ℓ modular form of level N , then there is a mod ℓ modular
form of level D whose q-expansion is (p − 1)FD(q) (mod ℓ) by Ohta [13, Lemma (2.1.1)]. Therefore the result
follows because p 6≡ 1 (mod ℓ). 
6. PROOF OF THE MAIN THEOREM
In this section, we prove our main theorem.
Theorem 6.1. Let m := (ℓ, IM,N ) be a maximal ideal of T(N). Then CN [m] 6= 0.
Proof. If ℓ is odd, then the result follows from Theorems 5.1 and 5.2. Therefore we assume that ℓ = 2. By the
definition of the notation, M is either N or N/2.
• If N is a prime and N =M , then M ≡ 1 (mod 8) by Mazur [12]. Thus, we have CN [m] 6= 0.
• If N is not a prime and N =M , then we set N = pD with D odd and ω(D) ≥ 1. (In other words, if N is
even then we set p = 2.) Since (2, IN,N ) = (2, Ip,N ) is maximal, the index of Ip,N , which is equal to the
order of Cp,N , is divisible by 2 and hence 〈Cp,N 〉[m] 6= 0, which implies that CN [m] 6= 0.
• If N = 2M with ω(M) = 1, then m is not 2-new and hence there is the corresponding Eisenstein maximal
ideal of T(M). Therefore M ≡ 1 (mod 8) by Mazur. This implies that the order of CM,N is M−14 by
Theorem 3.1. Thus, we get CN [m] 6= 0.
• If N = 2M with ω(M) ≥ 2, then the order of Cp,N is divisible by 2, where p is any prime divisor of M .
Therefore we get CN [m] 6= 0.

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