Introduction
The common interest in computer vision is to obtain 3D information from 2D images. Various approaches for scene reconstruction with both orthographic and perspective ca− mera have been proposed [1] [2] [3] . The biggest problem that remained to be solved was dealing with occlusions and treating all data uniformly.
Some present reconstruction methods [4, 5] rely on par− ticular choices of coordinates in the images and the (un− known) object, e.g., projective or affine coordinates, where some points are sorted out in order to build up a basis. The drawback of selecting some points to build up a basis is, firstly, that all points are not treated uniformly and, se− condly, that the measurement errors may propagate un− controllably.
Other methods rely on the so−called multilinear con− straints [6] [7] [8] . These are obtained from 2, 3 or 4 images and they are called bilinear, trilinear, and quadrilinear con− straints, respectively. They express the fact that the image coordinates have to fulfil a constraint that is linear in the co− ordinates of each image separately. Then, there are no multilinear constraints and tensors involving more than four images. The drawback of the reconstruction methods rely− ing on these constraints is that they can only deal with 2, 3 or 4 images and there is no generic way to extend these methods to more images.
To treat all image points uniformly, Tomasi and Kanade [9] developed a factorization method of the measurement matrix for scene reconstruction with an orthographic camera and Sturm and Triggs [10] extended this method from affine to perspective projections. The drawback of Sturm and Triggs' method is, firstly, that occlusions cannot be treated and, secondly, that the relative depths of points are needed in order to carry out the factorization. To obtain these rela− tive depths, the epipolar constraints have been used and thus, the same problems as described above appear. Martinec solved occlusion problem based on Sturm and Triggs' method, but did not treat all the image points uni− formly [11] . Heyden treated all image points in a unified manner using subspace and factorization method instead of multilinear constraints [12] . But occlusions are not consi− dered in Heyen' method.
Recently, under orthographic projection, many me− thods take the 3D reconstruction problem as low rank ma− trix approximation and the occlusions as miss entries. The matrix is obtained based on singular value decomposition (SVD) or iteration [13] [14] [15] . But these methods are only ap− plied with an orthographic projection. When the distance of the object to the camera is not greater than the depth variation of this object, the camera model should not be taken as orthographic projection, but as perspective projec− tion. And the orthographic camera is conceptually satisfactorily.
Under perspective projection, the occlusion problem has not been generally solved yet. This is motivated by the fact that when an approximation to the projective recon− struction is available, we get a good approximation of the positions of the occlusions. Then, all the data including oc− clusions can be used to make a better approximation of the projective reconstruction. We present a novel method that can deal with occlusions and treat all image points in a unified manner.
This paper is organized as follows. In Sect. 2, we give a brief formulation of the projective reconstruction problem. In Sect. 3, we present a method for projective reconstruction with occlusions. Experimental results are in Sect. 4. Finally, in Sect. 5, some conclusions are given.
Problem formulation
The general mapping of a 3D point x onto the image point u by the camera P is defined in homogeneous coordinates as
where P denotes a 3 4 projective matrix and l is the depth. We assume that we have n 3D points and m different im− ages and introduce the following notation for the homoge− neous coordinates of the points in the i th image
3 , (2) where superscript denotes occlusion.
Similarly, the space structure homogeneous coordinates can be described by
Then, Eq. (1) can be written as follows
In Eq. (4), the depth l i j , , the occlusion u i j , , 3D struc− ture X, and the motion P i are unknown. The goal is to re− cover these unknown parameters from the visible image points.
Let W and W i denote the linear subspace spanned by the rows in X and in m i , respectively. Then, Eq. (4) can be in− terpreted as
At the same time, all the camera equations in Eq. (4) can be written as the single subspace inclusion
Observe that dim (W W W + + + L m ) = 3 or 4. In the first case, all spaces W i coincide, which is equivalent to that all images are equivalent. In this paper, the degenerate situation is neglected.
Introduce the projection matrices
and
In the noise free case, we can obtain
Let
be the singular values of T and calcu− late the singular value decomposition of T, i.e.,
Let ¢ U be the first four rows of U. Then, can be taken as one possible structure, X [11] . From Eqs. (9) and (10), we have
where
If we replace ¢ U by AU ¢, where A is the arbitrary non− singular 4 4 matrix which can be regarded as a projective transformation, Eq. (11) will still be valid. Therefore with− out additional constraints, the reconstruction only deter− mined up to an arbitrary projective transformation. This is called a projective reconstruction of the scene. Only the pro− jective stratum of the geometry is retrieved without additional constraints.
When an approximation to the projective reconstruction is available, we get good approximation of the positions of the occlusion u i j , from Eq. (4). Then, all the data can be used to make a better approximation of the projective recon− struction. After several iterations, the real positions of oc− clusions and the precise projective reconstruction can be obtained.
We introduce the proximity measure s 5 which mea− sures the degree of 4−dimensionality of the sum of the subspace W. Then, the reconstruction problem can be for− mulated by a variational formula
In the noise free case s 5 0 = .
Method for projective reconstruction with occlusions
One problem with using Eq. (12) is that the solution is not unique since the depth l ij in Eq. (4) for the first image can− not be determined uniquely. Another one is how to give the initial values to occlusions. One way to circumvent the for− mer is that we fix all depths in the first image to 1, by intro− ducing the kinetic depths
and replace all l i j , in the previous equations with q i j , . The latter is solved by letting all the initial values of occlusions as follows
and k is the number of the visible image points in the i th frame.
From the above analysis, we propose an iteration method consisting of the following steps:
1. Start by finding occlusion initial values according to Eq. (14) and putting q i j , = 1 for all the image points. 2. Calculate the singular value decomposition of T and obtain projection reconstruction X. With the iteration, the occlusion positions and the rela− tive depths are more and more near to the real positions and the real depths, respectively.
It should be noted that to recover the occlusions, the co− rresponding 3D point x must be visible in at least two images. The reason is that two views define a 3D point. If a 3D point is visible in only one image, we cannot define a unique 3D point, and all the 3D points in the re−projective line which passes through the image point can be as the reconstruction. If a 3D point is unviable in all the images, we cannot define the 3D point, and any a 3D point can be the reconstruction, because we have no information about the 3D point.
Experiments

Simulated data
In order to verify the performance of the method for projective reconstruction with occlusions presented in this paper, we con− ducted the following experiments by using simulated image data. We first generate 50 space points at random in a unit sphere and assume f = 1000, g = 1, s = 0, u 0 = 320, v 0 = 240, where f, g, s, and (u 0 v 0 ) represent focal length, aspect ratio, skew and principal point, respectively. The 3D points are pro− jected to eight images with size 640´480 by different external parameters. We randomly occlude 20% image points and cor− rupt the position of the imaged points by zero−mean Gaussian noise with different standard deviations. Figure 1 shows the variation of the convergency of the method with the noise levels (20% image points occluded), from below 0, 1, 2, 3, and 4 pixels standard deviation, while the variation with the occlusive percentages (Gaussian noise with standard deviation s = 2 pixels added) is shown in Fig.  2 , from below 0, 10%, 20%, 30%, 40%, 50%, and 60%. As Figs. 1 and 2 show, the method can converge after several ite− rations, typically 5 or 6 iterations.
To show the effect of occlusive percentages on perfor− mance, we vary percentages of occlusive data from 0 to 70% with 5% increments. The image point set is contami− nated by Gaussian noise with the standard deviation s = 2 pixels. There are 100 trials for each percentage of occlusive data and re−projection errors are calculated as in Eq. (15) . The results of the mean re−projection errors are shown in 
where × denotes the Euclidean vector norm $ , u i j re-projection point and k i is the number of visible points in the i th image.
As we can see from Fig. 3 , the re−projection errors in− crease exponentially as the increasing percentage of occlu− sion. The reason is as follows: l if the occlusion rate is higher, the number of unknown parameters and local minimum is greater, our method is based on iteration. If the original value is far from the real one, our method converges to the local minimum. Therefore, the higher the occlusion rate is, the easier our method converges to the local minimum. At the same time, to compare their performances, our method and Martinec's [11] are used to obtain the projective structure and motion with 20% image points occluded, re− spectively. The experiments are repeated 100 times in the noise circumstances with different standard deviations and the results of the mean re−projection errors are shown in Fig. 4 . Figure 4 shows that our method' re−projection errors are only about 8% higher than the standard deviation of the added noise, but Martinec's about 50% [11] . The reason is that our method can treat all the data uniformly, but Martinec's cannot.
Real image sequence
A house sequence including 8 frames is used to test the per− formance of our method. Firstly, we segment the object and 60 tracked features are extracted through the whole se− quence [16, 17] . Some features of the last 3 images are oc− cluded by a man and they are taken as occlusions. The visi− ble points are used to obtain the structure and motion by our method.
In Fig. 5 , the second and the seventh image of the se− quence are shown, together with visible points (circles), the occlusions (plus).
As Fig. 5 shows, that the positions of the occlusions can be obtained accurately so, the performance of our method is good in the reconstruction precision.
Conclusions
In this paper we have presented a method that solves the projective reconstruction from image sequences with occlu− sions problem in a generic way. The method has the follow− ing advantages: l occlusions can be dealt with, l all the data are treated uniformly, l convergence is good, typically 5 or 6 iterations. The performance of the method has been shown on sim− ulated data with added noise. We have shown that the result− ing errors in the images are only about 8% higher than the standard deviation of the added noise. 
