We calculate all piecewise-constant periodic orbits (with values ±1) of the renormalisation recursion arising in the analysis of correlations of the orbit of a point on a strange nonchaotic attractor. Our results make rigorous and generalise previous numerical results.
Introduction
The occurrence and robustness of strange nonchaotic attractors was first noted by Grebogi et al in their seminal paper [3] . A strange nonchaotic attractor is an attractor whose geometry is "strange", on which the dynamics is "nonchaotic" (i.e. for which there is no positive Lyapunov exponent). Grebogi et al [3] considered quasiperiodically forced systems of the type
1)
θ n+1 = θ n + ω (mod 1) , (1.2) in which ω is irrational, the dynamical variable x (and f ) may be scalar or higher dimensional, and f satisfies f (x, θ + 1) = f (x, θ). (Such systems are examples of skew-product systems.) Strange nonchaotic attractors have since been reported in other theoretical and experimental situations. References to such occurrences may be found in [6] .
In the scalar example studied in some detail in [3] the function f in equation (1.1) takes the form f (x, θ) = 2λ tanh(x) sin(2πθ) .
For |λ| < 1 the invariant line x = 0 is the attractor. When |λ| > 1 this invariant line is no longer an attractor; however, since orbits are confined to a bounded region of phase space an attractor does exist. This is shown to be strange and nonchaotic in [3] .
In [8] the autocorrelation of the orbit on the strange attractor is seen to be self-similar and possess a singular continuous spectrum. As in [1] , however, we shall confine our attention to a coarser description of the dynamics. Namely we consider only the sign of the variable x, defining y = −sign(x) . (1.4) For the systems under consideration the dynamics are thereby reduced to the linear circle map (1.2) together with a recording (y) of whether θ is in [0, 1/2) or (1/2, 1).
In the case of golden mean forcing, the autocorrelation function of y is seen to be self-similar with structure determined by the renormalisation recursion relation Q n (x) = Q n−1 (−ωx)Q n−2 (ω 2 x + ω) , (1.5) where ω = ( √ 5 − 1)/2 is the golden mean. For completeness we shall include from [1] the derivation of this equation, in section 2.
In [1] Feudel et al numerically found a piecewise-constant period-6 orbit of this recursion. This periodic orbit is shown in figure 1. In this paper we shall give an explicit construction of this periodic orbit, and moreover analyse all piecewiseconstant periodic orbits. These periodic orbits correspond to taking a different coarse-grained description from merely noting in which half of the interval θ lies.
In a different but related work, Kuznetsov et al [6] have given an elegant analysis of the birth of a strange nonchaotic attractor. The same recursion is used to explain the occurrence of universal scaling factors. In this case however periodic orbits of (1.5) of a different nature are considered.
Remarkably Ketoja and Satija [4] also derive this same equation in their analysis of the self-similar fluctuations of the localized eigenstates of the golden mean Harper equation (also known as the almost Mathieu equation) ψ n+1 + ψ n−1 + 2λ cos(2π(nω + φ))ψ n = Eψ n (1.6) in the supercritical regime λ > 1. This finite difference eigenvalue equation is valuable in the study the localization transition in incommensurate systems. The recursion (1.5) helps explain the universality of the supercritical regime. Note that in [4] the iteration occurs in the form Q n (x) = −Q n−1 (−ωx)Q n−2 (ω 2 x + ω) , (1.7) but the substitutionQ n = −Q n renders it equivalent to (1.5) . A fixed point of this recursion characterises the universal fluctuations, and this is numerically found in [4] . The same recursion is also used in [4] to analyse a generalised Harper equation describing Bloch electrons on a square lattice with nearest neighbour anisotropy as in (1.6) , and the addition of a next-nearest neighbour coupling term. Many periodic orbits are found, and Ketoja and Satija [4] conjecture the existence of a universal strange attractor under the action of the renormalization operator.
In a recent paper [7] we have proved that indeed there is a fixed point of the type numerically found in [4] . (See also [5] .) We hope to be able to extend our results on smooth solutions to shed more light on the work of Kuznetsov et al [6] on the scenario of the birth of a strange nonchaotic attractor.
In [5] these two seemingly distinct scenarios are linked, and indeed an analogy with the critical dissipative standard map is also drawn.
In this paper we study periodic orbits of (1.5) for which Q n is piecewise-constant with Q n taking values ±1 for all x ∈ R. By piecewise-constant we mean that for each n the function Q n (x) = ±1 has finitely many discontinuities in any bounded interval of R, although Q n may, and generally will, have infinitely many discontinuities on R. Although this condition might appear somewhat restrictive, we shall see in section 2 that this is the appropriate condition for the renormalisation analysis given by Feudel et al in [1] of the correlation function of the sign of orbits in strange nonchaotic attractors. Moreover, as we shall see, the periodic orbit structure for (1.5) is already very rich in this case. Because we are not primarily interested in the value of Q n at the discontinuity points, we shall also make the convention that Q n is right-continuous at all x ∈ R.
Let us define, for x ∈ R, the discontinuity function
the ratio of the right-hand limit to the left-hand limit of Q n (x) at x. Then, since every discontinuity of Q n is isolated, R n is well defined.
We are now in a position to give a summary of the main results of the paper. In what follows we shall show that, if Q n is a periodic orbit of (1.5) of period p, then R n is also periodic with period m where m | p.
Moreover we shall see that p = m, 2m, or 3m. Reducing the study of periodic orbits of (1.5) on R to a neighbourhood of the fundamental interval [−ω, 1], we shall identify the set of discontinuities on [−ω, 1] for the orbit and show that it is a finite union of periodic orbits of the map
Such periodic orbits are classified by their codes (also called itineraries or kneading sequences) and we shall determine the possible values of m in terms of the codes of these orbits. We shall also identify in detail the cases in which p = m, 2m and 3m can occur. This latter analysis is somewhat complicated and involves some non-intuitive number-theoretic conditions on the codes. A consequence of this analysis is that we shall show inter alia
The paper is organised as follows. In the next section, closely following Feudel et al [1] , we briefly review how the recursion (1.5) arises in the renormalisation analysis of the autocorrelation function for a strange nonchaotic attractor. In section 3 we establish some notation and indicate how an iterated function system and its 'inverse' -the function F above (1.9) -naturally arise in the recursion. The iterated function system has as invariant set the interval [−ω, 1], and we show in section 4 that it suffices to consider the recursion (1.5) restricted to this interval. Since we are solely concerned with piecewise-constant functions Q n taking the values ±1, much of the nature of the recursion can be understood from a study of the discontinuity function R n defined above (1.8). This we consider in detail in section 5. However an analysis of the discontinuity function is not in itself sufficient, and in section 6 we relate the periodicity of the discontinuities to that of Q n itself. This relationship is nontrivial and requires a careful consideration of the orbits of the map F . The results are summarised in section 7. In section 8 we give an analysis of the construction of periodic orbits of (1.5). The period-6 orbit of Feudel et al [1] shown in figure 1 is seen to be but one example.
Renormalisation analysis of the autocorrelation function
In this section we review the work of Feudel et al [1] and show in particular how equation (1.5) arises in a renormalisation analysis of the autocorrelation function for a strange nonchaotic attractor.
In all that follows we shall take ω = (
In terms of the discrete variable y defined above (1.4), our mapping (1.1)-(1.2), with the choice of f given by a function of the form (1.3), is now just
1)
where the "modulation function"
where we take y 0 = 1. The dynamics of y are nothing other than the recording of the location of iterates of the linear circle map, and depend only on the initial angle θ 0 .
The autocorrelation function C(t) of y (which has zero mean and unit variance) is the limit time average 6) which in view of (2.4), and the fact that Φ = ±1, is
Now the ergodicity of the linear circle map allows us to write 8) and, since Φ has unit period, we may also change the integration variable (initial condition θ 0 ) to θ 0 − iω resulting in
where we explicitly note the dependence of y t on the (initial) angle θ.
The autocorrelation function is observed to have scaling about Fibonacci times, and so to analyse this we define S n (θ) = y Fn (θ), and have, with θ k = θ + kω,
which, using the fact that
To analyse the scaling, we define
which is equation (1.5). As noted in [1]
Thus the autocorrelation function for Fibonacci times can be determined from the average of the function Q n . For n not a multiple of three we have that F n is odd which gives C(F n ) = 0. Indeed, as above, by changing the range of the product we may write
since the integrand is odd about 1/2. When n is a multiple of three it is numerically observed in [1] that the average approaches approximately 0.55 for large n. This is the relative height of the secondary peaks in the autocorrelation function.
The results of this paper explain the periodic behaviour of the functions Q n in the specific example studied by Feudel et al, and also determine the behaviour in the presence of more general modulation than equation (2.3).
Iterated function system and the inverse map F
We may write equation (1.5) in the form
where
and ω = ( √ 5 − 1)/2 is the golden mean satisfying ω 2 + ω = 1.
Associated with this equation is an iterated function system (IFS) on R given by the two contractions φ 1 , φ 2 satisfying the following properties:
1. φ 1 and φ 2 are linear contractions with fixed points 0 and 1 respectively, and with φ 1 (x) = −ω and φ 2 (x) = ω 2 .
2. The interval I = [−ω, 1] is the fixed point set for the IFS. Indeed
We shall henceforth refer to I as the fundamental interval.
3. The fundamental interval I is the attractor for the IFS. Indeed given any compact subset K ⊂ R and any ε > 0, there exists N ∈ N such that for any k ≥ N and any choice i 1 , . . . , i k ∈ {1, 2} we have
for any x ∈ K. This property will be important when we consider the behaviour of equation (1.5) outside the fundamental interval I. On the fundamental interval we may define a unique inverse map to the pair 6) as drawn in figure 2.
We shall see below that periodic points of F correspond to discontinuities of the periodic solutions of (1.5).
It is therefore appropriate to study the periodic orbit structure of F , but, before so doing, it is worth noting that for any periodic point y ∈ [−ω, 1], precisely one of φ 1 (y), φ 2 (y) is also a periodic point of F . For suppose F (y) = y for some ∈ N. Then F (F −1 (y)) = y, so φ 
, where we have used the fact that F (φ i (x)) = x, for i = 1, 2, a simple consequence of the definition of F . Now the only solution of the equation φ 1 (y) = φ 2 (y) is y = −ω so we must have φ 1 (y) = ω 2 = φ 2 (y), which is impossible since ω 2 is not a periodic point of F and the result is proved.
We now consider periodic orbits of the map F .
We may analyse the dynamics of F in terms of the code of a point x ∈ I. It is convenient for our purposes to define the code in terms of the symbols 1 and 2, rather than 0, 1, or +1, −1, as is usually done. Let the interval [−ω, ω 2 ) be encoded with the symbol 1 and (ω 2 , 1] with the symbol 2. We define the code of x ∈ I to be the sequence (a n ) n≥0 in {1, 2} N0 given by
As is usual we ignore the (countable) set of points whose orbits under 
The (unique) solution of this equation is readily calculated to be
where empty sums are defined to be zero. The other points of the orbit may be calculated by applying this formula with the code a 0 a 1 . . . a k−1 cyclically permuted.
For example, F (y) has two fixed points: y = 0 with code 1, and y = 1 with code 2. The period-2 orbit with code 21 is given by y 0 = 1/2 and y 1 = −ω/2. It is the fixed point y = 0 and this period-2 orbit that are the discontinuity points in the fundamental interval of the period-6 orbit shown in figure 1 . As an example of applying the formula (3.10), we calculate the period-4 orbit of F with code 1211:
In what follows it will be the code of the periodic orbit that is important, not the orbit itself. Therefore, from now on, we shall principally refer to periodic orbits of F just by their codes.
Reduction of Q n on R to the fundamental interval
In this section we consider equation (1.5) outside the fundamental interval [−ω, 1] i.e., on the whole of R.
Because the fundamental interval I attracts points under the IFS (3.2), we have the following result.
Proposition 1. Let Q n be a right-continuous piecewise-constant periodic solution of (1.5) of period p on R.
Then Q n is periodic with period p on the fundamental interval I. Conversely, suppose that Q n is periodic with period p on I. Then there is a unique extension of Q n to R so that Q n is periodic on R with period p.
The proposition follows from property 3 in section 3. First of all let Q n be periodic on R with period p. Let ε > 0 be chosen so that for all n ≥ 0 there are no discontinuities of Q n in the intervals [−ω − ε, −ω) and (1, 1 + ε], and such that φ 1 and φ 2 map [−ω − ε, −ω) into I. Such an ε exists since the discontinuities are isolated on R, Q n is periodic, and
(by right-continuity) and so Q n is periodic on [1, 1 + ε] with period dividing p . Now for
is periodic with period dividing p . Let x ∈ R be chosen so that the period of Q n (x) is p and let N ∈ N be such that for any k ≥ N and any choice i 1 , . . . , i k ∈ {1, 2} we have
(property 3 in section 3). Iterating (1.5), we see that Q n (x) may be written as a product
Since Q n is of period p on [−ω − ε, 1 + ε] we have that Q n (x) is periodic with period dividing p , and hence, p = p .
Conversely, suppose Q n is periodic with period p on I. Let ε > 0 be chosen so that
We may now extend Q n to the whole of R as follows. For x ∈ R,
2) for n sufficiently large and then extend periodically so that it is defined for all n ≥ 0. Then Q n (x) is periodic with period dividing p and so Q n on R is periodic with period p. This completes the proof of the proposition.
In fact the fundamental interval I 'drives' the recurrence (1.5) as we see from the following proposition, the proof of which is similar to the above result.
Proposition 2. Let Q n be periodic and right-continuous on the fundamental interval I. Then for any initial condition Q 0 , Q 1 on R − I, right-continuous at 1, the functions Q n converges pointwise on R to a periodic orbit as n → ∞.
From the results of this section we see that, without loss of generality, we may restrict our analysis of the periodic orbits of (1.5) to the fundamental interval I, as we shall henceforth do.
Analysis of the discontinuities
In order to study the piecewise-constant periodic orbits of the recurrence (1.5) with Q n (x) = ±1 and with initial conditions Q 0 , Q 1 , it is helpful to consider the dynamics of the discontinuities of Q n . We may define, for each x ∈ R and n ≥ 0,
the ratio of the right-hand limit at x to the left-hand limit at x. Since Q n (x) = ±1, we have R n (x) = ±1, and it is clear that R n (x) = −1 if and only if Q n has a discontinuity at x. Since Q n has at most finitely many discontinuities in any compact interval we have that R n is well defined. Because of the multiplicative nature of the recurrence (1.5), and because φ 1 , φ 2 are orientation reversing and preserving respectively, we have
so, using R n (x) = 1/R n (x), we obtain
and R n satisfies the same recurrence relation as Q n . However R n (x) = 1 except at points of discontinuity of Q n , where R n (x) = −1.
We first of all discuss the dynamics of R n and then relate the dynamics of Q n to those of R n . Indeed, it is clear that if Q n is periodic with period p ∈ N, then R n is also periodic with period m dividing p. Our task is to determine the possible periods m of R n and relate m to p, the period of Q n .
From now on we assume that Q n is periodic with period p and that R n is periodic with period m, and, in view of proposition 1, we only consider the behaviour of Q n and R n on the fundamental interval [−ω, 1]. We denote by
the restricted discontinuity set. Then D is the set of points in the fundamental interval [−ω, 1] for which Q n has a discontinuity for at least one n ≥ 0. One important observation is that since each Q n is piecewiseconstant (and so the set of discontinuities of Q n on [−ω, 1] is finite), and since Q n is periodic, it follows that D is a finite set.
The restricted discontinuity set and the map F
In this section we show that the restricted discontinuity set D consists of finitely many periodic orbits of the map F . Indeed we have the following result:
Proposition 3. Let Q n be a periodic orbit of (1.5) with Q n (x) = ±1, and let D be the restricted discontinuity set. Then D consists of a finite collection of periodic orbits of the map F .
Continuing in this way, we obtain a sequence Moreover, by the results of section 3, we have that precisely one of
where we have used the facts that
We conclude that not only must every point y in D be periodic point of F , but that every point on the periodic orbit of y also lies in D, so that D consists of complete orbits of F . Since D is finite, proposition 3 now follows.
From (5.8) we see that only one of the factors in the right-hand side of (5.3) occurs, although which one depends on the code a 0 a 1 . . . a k−1 . We also observe that in (5.8) n decreases by a i−1 . Now, over the whole of the orbit y 0 , y 1 , . . . , y k−1 we have that n decreases by We now introduce three examples of periodic orbits of F which we shall use to illustrate the theory as it develops. 
The discontinuity matrix
It is helpful at this point to introduce an × k matrix M , the discontinuity matrix, with entries ±1 defined by
Then the entry in row n and column i is the value of R n at the point y i on the orbit y 0 , y 1 , . . . , y k−1 .
The relation (5.8) above gives a special structure to the matrix M . Indeed (5.8) translates to
where here, and in what follows, indices referring to the periodicity of R n are reduced modulo .
The structure (5.12) can be more easily understood as follows. Column i of the matrix M is simply column (i − 1) cyclically permuted downwards by a i−1 single cyclic permutations. This observation also holds when i = 0, for then (5.12) becomes
Let us denote the column 0 by (X 0 , X 1 , . . . , X −1 ), i.e., M n,0 = X n for 0 ≤ n ≤ −1. Then the relation (5.12) tells us that
and, in general,
so that the columns of M are simply cyclic permutations of the column 0 of M .
As an illustration consider example 2. Recall that the code is 1211, the period k is 4, and = 5. The matrix
Note that the column i is obtained from the column (i − 1) by cyclically permuting the column (i − 1) downwards by a i−1 .
Periodicity of the discontinuities
Not only does any periodic orbit R n with discontinuities at a periodic orbit y 0 , y 1 , . . . , y k−1 of F have a discontinuity matrix M with the structure (5.15), but also, conversely, any matrix M satisfying (5.15) corresponds to a periodic orbit of R n , by defining R n (x) = 1 except on the points y 0 , . . . , y k−1 where we define R n (y i ) = M n mod ,i for n ≥ 0. The period of R n certainly divides , but may not actually be equal to . Indeed, trivially, setting M n,i = −1 for all i, n gives a periodic orbit of period 1 for R n . In fact the period of R n depends only on the period of column 0 of M viewed as a sequence of ±1. This is because this column is periodic with period m if and only if it is invariant under m single cyclic permutations and m is the least positive integer for which this is true, i.e., X n+m = X n and X n+j = X n for all n if 1 ≤ j < m. Now the other columns of M are obtained from column 0 by cyclically permuting and thus they will also have period m. In fact, since any column of M can be obtained from any other one by cyclic permutations it follows that all columns of M have the same period m. Thus the rows of M have the period m of column 0 and so will R n . We conclude that the period m of R n is the period of the rows of M which is the same as the period of the first column (X 0 , X 1 , . . . , X −1 ) of M . It is now clear that m | and that for every m dividing we can find a column (X 0 , X 1 , . . . , X −1 ) with period m.
It 
Multiple periodic orbits in D
Having considered the dynamics of the discontinuity function R n on a single periodic orbit of F , we now consider the case in which the restricted discontinuity set D consists of more than one periodic orbit of F . To do this, we must establish some notation. Now, from the multiplicative structure of (5.3), we have that a product of solutions is again a solution of the equation. Moreover, because the periodic orbits in D are distinct, and are never mapped to each other under the two maps φ 1 , φ 2 , we have that the dynamics of R n on each of the periodic orbits in D are independent. Indeed, we may write
Firstly, let
where R s n is the restriction of R n to the periodic orbit s, i.e., 
We observe that these matrices are independent of each other since the dynamics of R n on each periodic orbit in D are independent.
The theory for R n that we discussed above carries over in a straightforward manner to the function R s n . To simplify notation, we adopt the convention that, when dealing with periodic orbit s and its matrix, expressions relating to the periodic orbit y Let us illustrate this result when D is the union of examples 1-3 in subsection 5.1. Then = lcm(6, 5, 9) = 90. Hence R n has period dividing 90 and, conversely, for any m dividing 90, we may ensure that R n has period m.
The relationship between Q n and R n
Let D be the restricted discontinuity set. We now consider the period of the functions Q n and relate it to that of the discontinuity functions R n . We first of all note that R n does not completely determine Q n . However, Q n is determined by R n together with the value Q n (x) at a single point x. Although any choice of x would be sufficient, for our purposes it is convenient to take x = 1+, the right-hand limit at x = 1. We write Q
Indeed, since Q n is right-continuous, this is just Q n (1), but we write Q
1+
n to emphasise the fact that it is the right-hand limit. Now, on the fundamental interval, we have 
We now evaluate (1.5) at x = 1+ to obtain
where we have used the fact that (Q
) is a product of entries in the matrices
Indeed for each n in the range 0 ≤ n ≤ m − 1 we have In what follows we shall need to evaluate products of the form
where m ≥ 1 and r ∈ {0, 1, 2}. We therefore prove the following lemma, which we shall use in our subsequent work. and since D n = ±1 each factor cancels itself out. Thus assertion 3 follows, and assertion 4 follows easily from 1 and 3.
Lemma 1. Let a be a positive integer and let
We now return to evaluating the ratios Q 
m ≡ 1 mod 3
In this case we have, iterating (6.8), and using (6.6),
We see that whether (6.10) holds, or not, depends both on the product of the D n (which themselves are products of entries from the matrices M s ) and on Q 
m ≡ 2 mod 3
The analysis in the case m ≡ 2 mod 3 is similar, and again leads to the conclusion that either p = m or p = 3m. Indeed, we have 
m ≡ 0 mod 3
We now consider the case m ≡ 0 mod 3. By iterating equation (6.8), we have
We observe that, in this case, whether equation (6.10) holds or not is independent of Q 1+ 0 and Q 1+ 1 . Now, if (6.10) does not hold, then
which follows from lemma 1 (2). We therefore conclude that, in this case, either p = m or p = 2m.
We may therefore sum up these results as follows. 
Theorem 2
We now compile the results of the previous sections into the following theorem.
Theorem 2. Let Q n , n ≥ 0, be a periodic orbit of period p of (1.5) with Q n (x) = ±1 for all x, Q n rightcontinuous, and such that the restricted discontinuity set D is finite. Let m be the period of the discontinuity function R n given by (5.1) . Then Theorem 2 gives only a partial classification of the periodic orbit structure of (1.5). It remains to determine what periods p for Q n can actually be achieved for a given choice of restricted discontinuity set D. It is this question that we study in the rest of the paper.
D is a finite set of t periodic orbits (y
s i ), 0 ≤ s ≤ t − 1, 0 ≤ i ≤ k s − 1 of
The construction of periodic orbits
In this section we consider how, by an appropriate choice of the X However, in order to determine the possible values of p, the period of Q n , we must be more careful in our choices, at least in the case m ≡ 0 mod 3. We now consider the two cases m ≡ 0 mod 3 and m ≡ 0 mod 3 separately.
Suppose first that m ≡ 0 mod 3. From subsections 6.1 and 6.2, and in particular from equations (6.20) and (6.23), we see that, if R n is chosen to have period m, then we may choose Q 1+ 0 and Q
1+
1 so that either equation (6.10) holds (in which case p = m) or else it does not hold (in which case p = 3m). We are therefore able to conclude the following result. 
m ≡ 0 mod 3
The case m ≡ 0 mod 3 is more delicate, since in that case we see from equation (6.25) that p is unaffected by the choice of Q 1+ 0 and Q 1+ 1 ; it depends only on R n , and, in particular, the X s n . From subsection 6.3, we see that p = m if and only if the products
are both equal to 1; otherwise p = 2m. We shall have to be more careful in the way the X s n are chosen. In particular, we must examine in more detail the products P 0 and P 1 .
Writing
we have that
We now study P 
We therefore conclude that, unless m s ≡ 0 mod 3, we have P 
We observe that we shall again have P 
(Here empty products are defined to equal 1.)
We now introduce a condition on the orbit s of F which is necessary for P s 0 = P s 1 = 1 not to hold. We call orbits satisfying this condition active.
Active periodic orbits of F
In view of the previous proposition, we make the following definition. In what follows, by the parity of a set, we mean the number reduced modulo 2 of elements in the set.
We may identify these using the following lemma: 
where Γ(n , r) is the parity of the set
Proof. Let r = 0, 1. From (8.5) we have Let γ(n , r) be the parity of the set {i | 0
, and it is clear that γ(n , r) =γ(r − n ) and Γ(n , r) = γ(n , r + 1) + γ 2 (n , r + 2) =γ(r + 1 − n ) +γ(r + 2 − n ) , (8.11) where, of course, here, and in what follows, we reduce the sums modulo 2. Furthermore, Γ(n , r) = Γ(n mod 3, r). This means that we need only examine the three residue classes modulo 3. Moreover we have Γ(n , r) = Γ(n + 1, r + 1).
For an inactive orbit we have Γ(n , r) = 0, sinceγ(u) +γ(u ) = 0 for all choices of u, u ∈ Z 3 . (This follows becauseγ ≡ 0 orγ ≡ 1.) However if the orbit is active then as n runs from 0 to 2 precisely two Γ(n , r) will be 1 and the third 0. We show the possibilities for r = 0 (i.e., for P s 0 ) in the following table. We have Γ(n , 0) =γ(1 − n ) +γ(2 − n ), so that Γ(0, 0) =γ (1) We now return to example 1, which is active with respect to m = 30. Recall that the code is 1122, so s = 6
and m s = 6. For convenience we drop the index s. The matrix M for this orbit is
Then, in view of lemma 1 (1), X n n≡1 mod 3 0≤n<6
and
X n n≡2 mod 3 0≤n<6
which indeed agree with the direct calculation above.
We next consider example 3, which is inactive with respect to m = 30. Since m = 30, and s = 9, we have m s = 3. We have (again dropping the index s) that the matrix M for this orbit is
We have
as is easily seen (using X 2 n = 1 for all n). Hence P 0 = 1 and similarly P 1 = 1. In order to simplify the presentation of the next section, we introduce a relabelling of the X (8.16 ) and (8.17) 
Realisation of the possible values of p for m ≡ 0 mod 3
We know from theorem 2 that either p = m or p = 2m when m ≡ 0 mod 3. We now wish to see which of these cases can occur. We recall that if m ≡ 0 mod 3 then both p = m and p = 3m can occur for suitable choices of Q However, unless the restricted discontinuity set D contains some periodic orbits that are active with respect to m, then the period p = m, since we have P 0 = P 1 = 1 in this case. Now suppose that there are some periodic orbits in D which are active with respect to m. We shall now study whether, by appropriate choice of the X s n for the active orbits, we may ensure both that R n has period m s = gcd( s , m) on the orbit s and that either P 0 = P 1 = 1 (in which case p = m) or not (in which case p = 2m).
We divide the analysis into three distinct subcases which we treat separately. Our constructions serve only as examples; they are by no means unique. Other choices of the X s n can be made to achieve the same result. Consider the assignments given by the following table:
For each of s = s 0 , . . . , s v−1 we set Y s n = 1 for n = 0, 1, 2, so that
Then from (8.32) we have that P 0 = (±1)(−1)
The two ±1 entries can be chosen to obtain either p = m or p = 2m, as required. To achieve p = m we choose both the signs to be (−1) v , and to achieve p = 2m we choose (at least one of) the signs to be −(−1) v . 
Case (ii)
:
Theorem 3
In summary, combining the results of section 8, we have proved the following theorem: The theorem has an important corollary (theorem 1).
Corollary 1.
For every p ≥ 1 there is a periodic orbit Q n of (1.5) of period p.
Proof. Let p ∈ N and let D consist of the orbit with code equal to p copies of 111222. Then = 9p and the orbit is inactive (as can be easily checked). Let m = p. We may use part 4 or part 5 of theorem 3 to obtain an orbit of Q n of period p depending on whether p ≡ 0 mod 3 or p ≡ 0 mod 3.
As an illustration of the theory, we refer back to examples 1 -3 with reference to theorem 3. Let D consist of the union of the three periodic orbits in examples 1 -3. Recall that = 90 in this case. Let us choose m = 30. Then we are in case 7 of theorem 3, since we have one active orbit with respect to m and m s = gcd(30, 6) = 6. We therefore are able to choose the X s n so that p = 30 or p = 60 in this case. Finally, let us return to figure 1 and the periodic orbit found by Feudel et al ( [1] ). In this case D consists of the fixed point with code 1 and the period 2 orbit with code 21. Then = lcm(1, 3) = 3 and, choosing m = 3, we have that the period 2 orbit is active with respect to m = 3. We are therefore in case 8 of theorem 3 so that we have p = 2m = 6 in this case. In fact we have P 0 = 1 and P 1 = −1, as can be easily seen from figure 1.
Conclusion
Orbits of the renormalisation recursion (1.5) arise in the analysis of self-similarity in a variety of phenomena. The recursion, despite being multiplicative in nature, is also nontrivial from a mathematical point of view.
In this paper we have given the complete solution in the case of piecewise-constant functions taking values ±1. A particular instance of such a solution was numerically calculated by Feudel et al [1] in their analysis of the autocorrelation function for a strange nonchaotic attractor.
In a previous paper [7] we have considered analytic solutions of the fixed point equation corresponding to (1.5) . This solution helps explain the universality of the supercritical regime of the Harper equation, and is also directly of importance in the study of the onset of a strange nonchaotic attractor [5] , [6] . We hope to be able to combine the ideas on periodic orbit structure developed in this paper with the analysis of our previous work [7] to understand the universal strange attractor found in a generalised Harper equation [5] .
We remark that an additive version of the renormalisation recursion (1.5) is derived in [2] in the analysis of the self-similarity of the autocorrelation of a quasiperiodically forced two-level system. Again, the piecewiseconstant periodic orbits are important in determining the precise nature of the autocorrelation. Much of our work in this paper is also applicable to this additive case, but there are also some subtle differences which we shall explore in the near future.
