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ABSTRACT
Soft x-ray spectroscopy can provide a wealth of information on the electronic structure
of solids. In this work, a suite of soft x-ray spectroscopies is applied to organic and
inorganic materials with potential applications in electronic and energy generation
devices. Using the techniques of x-ray absorption (XAS), x-ray emission spectroscopy
(XES), and x-ray photoemission spectroscopy (XPS), the fundamental properties of
these different materials are explored.
Cycloparaphenylenes (CPPs) are a recently synthesized family of cyclic hydro-
carbons with very interesting properties and many potential applications. Unusual
UV/Visible fluorescence trends have spurred a number of theoretical investigations
into the electronic properties of the CPP family, but thus far no comprehensive elec-
tronic structure measurements have been conducted. XPS, XAS, and XES data for
two varieties, [8]- and [10]-CPP, are presented here, and compared with the results of
relevant DFT calculations.
Turning towards more application-centered investigations, similar measurements
are applied to two materials commonly used in solid oxide fuel cell (SOFC) cathodes:
La1−xSrxMnO3 (LSMO) and La1−xSrxCo1−yFeyO3 (LSCF). Both materials are struc-
turally perovskites, but they exhibit strikingly different electronic properties. SOFC
vi
systems very efficiently produce electricity by catalyzing reactions between oxygen
and petroleum-based hydrocarbons at high temperatures (> 800◦C). Such systems
are already utilized to great effect in many industries, but more widespread adoption
could be had if the cells could operate at lower temperatures. Understanding the
electronic structure and operational evolution of the cathode materials is essential for
the development of better low-temperature fuel cells.
LSCF is a mixed ion-electron conductor which holds promise for low-temperature
SOFC applications. XPS spectra of LSCF thin films are collected as the films are
heated and gas-dosed in a controlled environment. The surface evolution of these
films is discussed, and the effects of different gas environments on oxygen vacancy
concentration are elucidated.
LSMO is commonly used in commercial fuel cell devices. Here the resonant soft
x-ray emission (RIXS) spectrum of LSMO is examined, and it is shown that the
inelastic x-ray emission structure of LSMO arises from local atomic multiplet effects.
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Chapter 1
Introduction
1.1 Motivation
Surface science concerns itself with the outermost few atomic or molecular layers
of solid objects, and their interactions with the external universe. [1] Although that
seems like a narrow focus, a vast wealth of phenomena can be explored by probing
this superficial spatial extent. Observations ranging from basic elemental composition
to direct measurement of quantum mechanical phenomena are accessible within the
first few tens of angstroms in a material.
X-ray spectroscopy has risen in prominence worldwide in the last three decades,
with the 2nd and 3rd generations of synchrotron facilities being constructed around the
world. [2] High-intensity monochromated photons ranging from infrared to hard x-rays
are available for a myriad of experimental applications. Here we turn our attention
to soft x-rays, the energies of which coincide with the energy scales commonplace in
the electronic transitions and interactions of elements and molecules.
The vast majority of our daily interactions with matter are governed by electronic
structure. For any solid assembly of atoms, from nanoscale to macroscopic, properties
such as physical state, hardness, color, reactivity, mechanical response to stress and
strain,and electrical conductivity are all determined by the whereabouts and inter-
actions of their electrons. Modern technology hinges on an understanding of these
properties, among others, and the effects that changes in electronic structure can have
for a material.
The goal of this thesis is to apply a suite of soft x-ray spectroscopic techniques to
various materials, and in doing so elucidate their electronic structure. The materials
under study represent a cross section of both practical and theoretical interest. Fuel
cell cathode materials studied in Chapter 5 hold strong promise for on-site fossil fuel
power generation. On the other hand, the cycloparaphenylenes in Chapter 4 represent
1
2a recently solved near-century old problem in synthetic chemistry, and the perovskites
in Chapter 6 show esoteric phenomena of interest to the condensed matter physicist.
1.2 Thesis Organization
Crucial to the interpretation of the results presented here is a fundamental under-
standing of how electronic structure measurements are conducted. To that end, we
begin Chapter 2 with an exploration of the techniques, facilities, computational algo-
rithms, and materials used for this collection of research. Discussions of the various
benefits and drawbacks of the spectroscopies employed, as well as resolution and error
information accompany each section.
Chapter 3 discusses some computational techniques employed in order to interpret
the data presented. Two different methods for simulating spectra are reviewed, as
well as a method for enhancing the resolution of resonant emission spectra. These
techniques are utilized in later chapters.
Having a solid foundation in which to contextualize and interpret results, we
proceed to a multi-technique study of the organic molecule cycloparaphenylene in
Chapter 4. The cycloparaphenylenes (CPPs) are the shortest possible segment of
armchair nanotubes, and so have a number of interesting physical and electronic
properties. The comprehensive electronic structure measurements for two varieties of
CPP, [8]- and [10]-CPP, are explored using all of the techniques available at X1B.
Changing course from the study of novel molecular solids, we then begin two
distinct investigations into well-ordered perovskite films. The first material is studied
with device applications in mind, while the second represents more theoretical interests.
Beginning in the area of clean energy, results from studies on solid oxide fuel cell
cathodes are discussed in Chapter 5. Cathodes are a critical part of fuel cell operation,
and insight into their evolution and reactivity during low partial pressure anneals
may help improve future designs. This chapter seeks a comprehensive study of soft
x-ray photoemission processes on lanthanum strontium cobalt ferrite (LSCF), a mixed
3ion-electron conductor that may hold promise for intermediate temperature fuel cells.
Finally, in Chapter 6 we discuss the interpretation of resonant inelastic x-ray
spectroscopy (RIXS) data for strontium-doped lanthanum manganite (LSMO) thin
films. The family of lanthanum manganites is a very interesting group of materials
which possess a wide phase space of intriguing properties. This chapter explores low
energy excitations in the RIXS spectra, and comes to a surprising result regarding
how they should be interpreted.
1.3 Work Omitted
During his time as local contact at beamline X1B at NSLS, the author was host
to a number of user groups. Under the participating research team arrangement at
X1B, outside groups could apply for beamtime on Boston University’s equipment
there. The complex nature of beamline experimentation necessitated the author’s
full participation in a number of these experiments, resulting in co-authorship on
several publications. The work in these papers has been omitted from this thesis.
In addition, the author was party to a number of in-group projects with the Novel
Materials Lab. The scope of these projects is beyond the work presented here, and is
not discussed. [3–13]
4Chapter 2
Experimental Background
2.1 Introduction
Since the late 1800s it has been known that light below a certain wavelength can eject
electrons from solid matter. [14] The modern understanding of this phenomena, which
won Einstein his nobel prize [15], hinges on the understanding that electromagnetic
energy can be carried in quanta known as photons. Combined with the modern band
theory of solids, this seemingly benign effect becomes a powerful experimental tool.
The energy differences between discrete atomic orbitals, as well as the binding
energies for core electrons, for many elements lie in the range from ∼100-1,000 electron
volts (eV). Since transitions among these energy levels are provoked through the
absorption and emission of photons, we may induce such transitions through the
application of suitably energetic photons.
In solids, the interactions due to the lattice configuration force the discrete energy
levels of atomic valence electrons into bands. [16] Valence bands have fine structure
which can explain many of the physical characteristics of solids. Deeper core electrons
do not participate in the valence band, but can act as fingerprints for chemical bonding
environments and aid in the determination of stoichiometry. Electronic structure
measurements can reveal a great deal about the atomic-level interactions and properties
of matter.
The photons required for probing bands and core levels lie in the ultraviolet (UV)
to hard x-ray region of the electromagnetic spectrum. Soft x-rays, which are between
the extreme ends of UV and hard x-ray, provides the flexibility to stimulate both core
levels (of relatively higher energy) and valence band states (of relatively lower energy).
UV radiation (∼5-125 eV) is capable of exciting valence electrons, but cannot access
core levels and has shallower penetration than soft x-rays. Hard x-rays (∼2-120 keV)
can probe the valence and core levels, but offer lower signal for some measurements
5(due to lower cross sections) and inferior resolution compared to soft x-rays. For the
purpose of electron structure characterization with a number of techniques, soft x-rays
thus offer many advantages over nearby regions of the EM spectrum.
Illuminating a material sample with x-rays and observing the various processes
that result is the fundamental basis for the spectroscopies employed here.
2.2 Experiment Overview
Incident soft x-rays can excite electrons in a solid into a number of different transitions.
The primary effect of the x-rays is to fully eject electrons from the both the core and
valence bands of the sample- these are known as photoelectrons. Resolving the kinetic
energy spectrum of photoelectrons, or x-ray photoelectron spectroscopy (XPS), can
provide detailed information on the bonding environments, stoichiometric makeup,
and total densities of states for the sample being irradiated.
EfermiEvacuum
Conduction 
Band
Valence 
Band
Core Levels
Photoelectron
Fluorescent 
recombination
Increasing Binding Energy
Incident x-ray 
photon
Emitted x-ray 
photon
Figure 2.1: An energy level diagram showing the two most basic processes in x-ray
spectroscopy. Incident x-rays promote an electron from below the Fermi level, and
recombination effects produce x-rays in turn.
Bound electrons need not be completely removed from the solid. Whenever incident
x-rays have sufficient energy, they can be promoted into any number of unoccupied
6states that exist within the lattice (or molecule). Measuring the degree to which
x-rays at different energies are absorbed is known as x-ray absorption spectroscopy
(XAS). Since electrons can only be promoted into available unoccupied states (under
certain selection rules), XAS can provide a direct measurement of the element-specific
unoccupied partial density of states.
The x-ray absorption process ends with a core hole and an electron in an excited
state. Naturally, the electron will decay from its excited state, releasing a photon in the
process. Depending on the initial and final states in this process, this photon will lie
somewhere in the x-ray region. The resulting photon will sometimes leave the sample,
and can be observed. Since the final state must reflect an available, originally occupied
state, x-ray emission spectroscopy (XES) reflects the occupied partial density of states.
Choosing an excitation energy near the absorption edge of a particular element allows
for this technique to be element-specific as well.
These three techniques, along with their various derivatives and combinations,
comprise the bulk of the research presented here. While straightforward in principle,
all three require a great deal of supporting equipment- both to produce the requisite
x-rays, and to maintain an environment suitable for measurement.
2.3 X-ray Synthesis
2.3.1 Background
Accelerating electric charges radiate energy. [17,18] This fact of nature continues to
be a nuisance for the designers of particle accelerators. For the x-ray spectroscopist,
however, this phenomenon can be leveraged to great advantage.
Since their discovery by Roentgen in 1895, x-rays have been generated in the
laboratory using high voltage hot cathodes. These devices work by accelerating elec-
trons through a high voltage, and propelling them into an anode. Collisions of the
electrons with atoms in the anode provoke transitions which then produce x-rays.
7Such laboratory sources can provide ample flux at a few select energies, depending on
the anode material used. Medical imaging, security, and many other applications in
typical civilian life use x-rays produced in this manner.
Scientific applications require somewhat more extensible x-ray sources, and may
require significantly greater brightness than is generally practical with an anode source.
For example, in the study of thin films the actual volume of sample material under
analysis may be on the order of cubic microns.∗ Minuscule samples provide minuscule
signals, and so high x-ray brightness may be required for reasonable data acquisition
times. Many experiments of interest (e.g. absorption and emission) also require tunable
energies, distinct polarization of incoming photons, and precision illumination spot
sizes. None of these characteristics are offered by anode sources.
In the mid-20th century it became apparent that electron storage rings, being
developed at the time for particle physics applications, could be useful in providing
broad-spectrum UV and x-ray photons for experimental applications. [2, 19] The first
experiments in this area were conducted on so-called “parasitic beamlines”, which
were attached to particle accelerators designed for other experiments. Once it became
apparent how useful this type of light source could be, accelerator facilities were
designed specifically for photon production.
Photons are siphoned from synchrotrons on tangential experimental setups known
as beamlines. Modern synchrotron light sources can host dozens of beamlines, each
spanning a unique spectrum of photon energies and equipped for vastly different
experiments.
2.3.2 Synchrotron Radiation
The physical means by which synchrotron storage rings produce light can be derived
using undergraduate level electromagnetism. In the non-relativistic approach, a charge
∗At X1B, a thin film of 5nm with a beam spot on the order of 40 by 60 µm gives a total acquisition
volume of 12µm3. This is an overestimate, since the probing depths for some techniques (e.g. XPS)
are less than 1nm.
8q accelerating at a rate a can be shown to radiate with total power P [17]:
P =
q2a2
6pi0c3
(2.1)
This is the Larmor Formula, which applies exclusively to charges whose velocity is
non-relativistic. [18] For charges moving at relativistic velocities, effects of Lorentz
transformation contribute more terms: [20]
P =
µ0q
2γ6
6pic
(
a2 −
∣∣∣∣−→v ×−→ac
∣∣∣∣2
)
(2.2)
Note that the cross product necessarily entwines the velocity and acceleration vec-
tors. The direction of acceleration with respect to the direction of motion is key in
determining the radiative power of an accelerating charge.
Considering the roughly circular path of their motion, the special case of charges
moving with −→a perpendicular to −→v is directly applicable to electrons in a synchrotron
storage ring. The total power radiated for the case of synchrotron radiation is
P =
µ0q
2a2γ4
6pic
(2.3)
The distribution of radiation emitted by a charge in this constraint is unique, due to
relativistic effects. The majority of the power emitted is in the forward-facing direction,
resulting in something quite like the headlights of a car sweeping around a curved
road. The effects of relativity cause the forward-facing cone to be extremely narrow.
For electrons in the NSLS storage ring, the relativistic γ > 5, 000, and in this regime
the cone of photon emission is roughly restricted to 1
γ
radians- a very narrow cone
indeed!
This, of course, is an idealized case. Storage rings in the real world are not strictly
circular. First generation storage rings relied mostly on bending magnets to produce
photons, but second and third generation sources have dedicated structures to produce
9more abundant and useful photons. [20, 21] Bending magnets still have an important
place in modern light sources, but they have generally been supplanted by so-called
insertion devices.
2.3.3 Insertion Devices
An array of magnets inserted (hence “insertion device”) into an electron storage beam
can be used to coerce photons from the beam in several ways. The mechanism of this
production is a periodic magnetic field, which causes the electrons to divert from their
path and radiate whilst doing so. Insertion devices mostly fall into two categories:
undulators, which cause little diversion in the beam’s path, and wigglers, which induce
a more substantial diversion. Wigglers and undulators are quite similar, but produce
significantly different characteristic x-rays. Data for this thesis was collected using an
undulator, and so wigglers will not be discussed in detail here.
Undulators have a number of unique characteristics which make them attractive
for certain x-ray spectroscopies. The magnetic poles of an undulator are arranged
in a periodic fashion, with the field strength tuned to produce relatively small path
oscillations in the beam.
Special relativity plays an integral role in producing undulator radiation. Consider
a single electron in the stored beam. From the rest frame of that electron, the undulator
hurtles past at nearly the speed of light, the period of its magnets having been length-
contracted. The undulator’s field forces the electron to oscillate at high frequency- the
resulting photons are already in the UV or x-ray range. Back in the lab (undulator)
frame these photons also appear Doppler-shifted, since the emitting electron is moving
at relativistic velocities. This Doppler shift further shortens the wavelength of the
resulting radiation, placing it solidly in the x-ray regime.
The mathematical details of this process are non-trivial, and can be found in a
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Figure 2.2: An electron’s view entering a real undulator. Magnetic poles are visible,
which alternate in polarity to deviate the electron’s path from side to side. Photo
taken by author at MAX-lab, Lund.
number of texts. [19,21] The final result is called the undulator equation:
λ =
λu
2nγ2
(
1 +
K2
2
+ θ2γ2
)
(2.4)
Where λ is the wavelength of emitted light from the nth harmonic, an angle of θ off-axis
for an undulator with period λu on an electron beam with relativistic parameter γ.
K is a unitless parameter, sometimes called the deflection parameter, K = 93.36B0λu
(with units of T and m for B and λ, respectively) with B0 being the field from the
device’s magnets. Undulators are characterized by K < 1, meaning (relatively) smaller
fields and shorter periods. Devices with K >> 1 are generally classified as wigglers.
Although this equation is only for calculating harmonics based on the integer n, second
order and interference effects combine to produce a continuum of flux across a broad
spectrum of energies, as shown in Figure 2.3.
There are several advantages to undulator radiation. Since the divergence of the
beam path is relatively small, the vast majority of photons produced lie within a narrow
forward-facing cone. The brightness of an undulator is far greater than other insertion
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Figure 2.3: Flux produced by a real undulator, at NSLS X1B. The flux shown here
is after monochromatization and shaping, as the beam arrives at an endstation. The
numbers 300, 600, and 1200 refer to the ruling (lines/mm) of the monochromator’s
gratings. As shown, each grating has a certain useful range of energies, with some
gratings having better flux than others.
devices for similar beam currents. To select for higher flux at certain energies, the gap
between the magnet poles can be adjusted. Changing the gap alters the magnetic force
applied to the beam, which in turn changes the energy distribution of the emitted
photons. Modern undulators also have the ability to change the polarization of the
photons they produce. Since the motion of the electron beam is mostly along a single
plane, undulator radiation is generally polarized perpendicular to the gap direction.
By offsetting the magnetic poles parallel to the beam direction, an additional direction
of motion is added to the electron beam’s path, and the polarization becomes slightly
skewed in the gap direction.
2.3.4 NSLS Beamline X1B
The experiments in this thesis were conducted on Beamline X1B at the National
Synchrotron Light Source, located at Brookhaven National Laboratory.
The X1 undulator is a 35-pole, 8cm period undulator with an adjustable gap. [22]
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X-rays produced in the undulator are split between three beamlines. The x-rays
diverted to X1B are monochromatized using a variable spherical grating system with
three different gratings, which offers available energy selection between ∼100-1100eV.
Entrance and exit slits for the monochromator can be adjusted from 5-300µm, allowing
for selective precision of beamline energy and flux. A refocusing mirror prior to the
B.U. endstation ensures maximal beam focus and minimal spot size.
The downstream Boston University endstation is equipped for a suite of x-ray
spectroscopies. The entire system is maintained in ultra-high vacuum (< 10−9 torr).
A UHV growth chamber is available for thin film molecular beam deposition, as well
as a preparation chamber for treatments such as gas dosing and argon ion sputtering.
Three x-ray measurement techniques are available, which are discussed in the following
sections.
2.4 Techniques
2.4.1 X-ray Absorption
Absorption spectroscopy (XAS) is among the most fundamental probes possible with
x-rays. Whereas other modern spectroscopies require complex detectors, XAS requires
only the measurement of very small electric currents. XAS is collected by sweeping
incident photon energy across some known range, and observing what energies are
selectively absorbed. Note that this measurement is not possible with conventional,
fixed-energy lab sources- a synchrotron source is required.
Consider an atom in a solid, or molecule. An x-ray photon incident on an that atom,
if it has enough energy, can excite a core-level electron into a higher unoccupied energy
state. For energies just barely sufficient to extract the core electron, the excitation
lands the electron in an unoccupied state of the atom’s conduction band. In this case,
the core hole left behind will cause the electron to relax back to its original state. The
photon that results from this transition may escape the solid, or it may provoke the
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emission of other electrons with lower binding energies. This second process is known
as Auger recombination. Auger electrons produced as a result of core level excitations
often have enough energy to leave the solid from which they were produced. When
Auger electrons leave the sample, the core hole is filled by electrons conducted through
the sample ground.
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Figure 2.4: The two processes involved in near-edge x-ray absorption. An incoming pho-
ton (left) promotes an electron into the conduction band. The electron subsequently
decays to fill the core hole, producing an x-ray in the process.
Well worth noting is the effect of the core hole on the states observed. In deep core
levels, such as the K edges, the unoccupied core hole will tend to shift the observed
available state energies- sometimes by several eV- lower. This shift is explained by
the coulomb interaction of the excited electron and the hole it left behind.
For more shallow states such as the transition metal L-edge, the interaction of a
core hole with the conduction band is significant. The radial wavefunctions of p and
d orbitals can strongly overlap, and create states that only exist in the presence of a
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core hole. In the case of transition metals, the mixing of states dramatically alters the
density of states compared to what would be calculated in a system without a core
hole. These “multiplet effects” must be taken into consideration when investigating
any shallow core levels.
To summarize, at some threshold energy, x-rays begin interacting with a particular
core level in an atom, lattice, or molecule. Near the threshold energy, this results
in one of two things: a photon re-emitted at or below the incident energy, or Auger
electrons as a result of relaxation. Measuring the resulting photons or electrons gives
a direct probe of the unoccupied states available to the core electron. These measures
of absorption are known as fluorescent yield (FY) and total electron yield (TEY),
respectively.
Total Electron Yield
The electron yield due to incident x-rays can be measured by grounding the sample
through a current amplifier, and monitoring the drain current as the x-ray energy is
varied. Since the absorption process forces electrons to leave the sample, electrons will
flow back to the sample via ground, assuming the sample is conducting. The current
produced in this process is tiny, on the order of nanoamperes, but easily measured
with modern amplifier technology.
The absorption setup at X1B is pictured in Fig 2.5. Monochromated x-rays result
in a drain current to the sample, through the current amplifier. The current is fed
into a voltage to frequency converter, and the resulting frequency signal is integrated
by a scaler. The scaler feeds into a PC, which collects and organizes the data.
Note the presence of a gold-coated mesh prior to the sample. The mesh acts as a
monitor for the beam current. Over wide ranges of energy, the beamline flux is not
constant, as shown in Figure 2.3. The undulator features can overwhelm or interfere
with features from the sample. The gold mesh serves to allow most of the flux through,
but absorbs enough to provide for re-scaling during analysis. Gold is also nonreactive,
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Figure 2.5: Apparatus schematic for the collection of x-ray absorption data at X1B.
an excellent conductor, and has no major absorption features in the soft x-ray regions
typically probed here. The re-scaling process is further discussed in the next section.
Since electrons interact strongly through the electromagnetic field, their trajectory
through a solid is governed by how much kinetic energy they start with. Figure 2.6
shows the experimental trend observed for the mean free path of electrons through
various solid elements. This plot is known as the “universal curve”, since the mean
free path shows little dependence on the material used, but strong dependence on the
electron’s kinetic energy.
The range of energies used in this thesis is roughly between 100-1000eV. From Fig.
2.6 we see that the mean free path of photoelectrons in this regime is on the order of
one nanometer. Since TEY measurement relies on electrons leaving the sample, we
can deduce that the majority of the signal comes from within the top few nanometers
of the sample. XAS operating in TEY mode is generally regarded as a surface sensitive
technique.
Fluorescent Yield
In contrast to the surface-sensitive TEY, FY measurements can probe the bulk of a
sample. X-rays in the range 100-1000eV can penetrate up to ∼100nm, two orders of
magnitude greater than electrons of the same energy. Since the surface interface of a
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Figure 2.6: The “universal curve”, showing the mean free path (in nanometers) of an
electron in a solid as a function of kinetic energy. [23]
solid may have properties not shared by the interior (e.g. an adsorbed layer of gas),
FY measurements collected in tandem with TEY measurements can provide useful
contrast.
To detect the fluorescent electrons a channeltron is situated just off-axis from the
incident x-rays, facing the sample surface. The channeltron surface scintillates from
incident x-rays, and creates an avalanche of electrons that is recorded as counts. The
pulses from the channeltron are binned directly by a scaler, and interpreted by the
computer as above. This mode of operation, in which fluorescent photons are counted
indiscriminately, is called total fluorescent yield (TFY).
Fluorescence events resulting from x-ray excitations are relatively rare in the lighter
elements; that is to say, non-radiative processes (such as Auger recombination) are
much more likely for elements with Z < 20. The chance of fluorescence also depends
on the core levels being probed; deeper core levels tend to fluoresce with much greater
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probability than more shallow levels. [2] These factors combine to necessitate much
longer data collection times for TFY measurements as opposed to TEY measurements,
by as much as a factor of five. While fluorescent yield can be useful, it is not always
practical to collect.
Finally, is possible to energy-resolve the fluorescent yield photons, and only tally
the photons from a certain energy range. This mode is known as partial fluorescent
yield (PFY), and is not used in this work.
Instrumentation, Calibration, & Resolution
The energy axis of XAS measurement, regardless of the operating mode, is determined
by the beamline optics. The monochromator can be adjusted so that x-rays of proper
energy are incident in the endstation. Although the optics are calibrated to within
∼10eV to start, better precision is needed. Slight changes in the incidence geometry
can have great effects on the energy produced by the monochromator,
On the I0 mesh, there is an area coated with TiO2. According to Chen et al., the
titanium and oxygen peaks are well-identified at the L and K edges, respectively. [24]
By locating the nominal “energies” of these peaks according to the beamline optics
and doing a linear fit with their values from Ref. [24], it is possible to calibrate the
beamline for a wide range of energies for XAS. Energies significantly higher than this
range may require additional calibration via pure metal samples.
Due to certain properties of monochromated synchrotron radiation, it is necessary
to introduce a monitor signal for the x-ray flux during measurement. As shown in
Figure 2.3, the monochromator flux is strongly dependent on energy. Absorption edges
for certain elements can coincide with undulator features, obscuring or even canceling
out signal from the sample. Furthermore, the NSLS storage ring current decays over
time. For scans lasting more than a few minutes, the change in signal will be noticeable.
In order to resolve flux problems, a monitor signal is collected upstream of the
analysis chamber. The signal, known as I0, comes from a gold-coated mesh. The mesh
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allows most of the x-rays through, but collects enough so that overall changes in the
beam flux can be monitored. The raw detector signal is scaled to match noise to the
I∅ signal, and then I∅ is divided out. The final TEY signal is thus free of artefacts
produced by the beamline. See Fig. 2.7 for an example of this process.
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Figure 2.7: Beam flux correction in TEY signal using I0 monitor current. In (a), the
raw TEY for Co L2,3 edge. The overall downward trend is a result of decreasing flux for
these energies. Monitor (mesh) current is shown in blue. Part (b) shows the corrected
TEY signal.
2.4.2 X-ray Emission
After a photon has been absorbed by a core electron, the atom is left in an excited
state- whether the core electron has been ejected entirely or is only excited into the
conduction band. As noted above, the subsequent relaxation of the electrons can
result in the production of an x-ray. While measuring the total flux of x-rays from
recombination (TFY) can provide an overall measure of x-ray absorption, wholly
different information is available by energy-resolving the fluorescent x-rays. This
technique is known as x-ray emission spectroscopy (XES).
Consider the energy states of a particular atom, shown in Figure 2.8. An incident
x-ray knocks out a core level electron, and the resulting core hole is filled by an electron
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from the valence band. The energy of the emitted x-ray, then, is equal to the energy
difference between the core hole and the occupied valence band state from which the
electron came. Thus by resolving the energy of the emitted x-rays, one can obtain a
measure of the occupied partial density of states available in the material. Since the
transition energies involved vary widely between elements, and since x-rays penetrate
much more deeply than photoelectrons, this technique is also element-specific and
bulk (>100nm) sensitive.
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Figure 2.8: Non-resonant (left) and resonant (right) X-ray emission. In the non-
resonant case, the initial photoelectron is fully ejected. In the resonant case, the
photoelectron remains in the conduction band, leaving a VB exciton in the final state.
The above process is “normal” or “above threshold” XES, referring to the absorp-
tion threshold of the element in question. Using incident photons with energies >20eV
above the absorption threshold causes the initial photoelectron to be fully ejected
from its atomic site.
If the incident photon energy is tuned to energies near or on the absorption thresh-
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old, the initial photoelectron can be excited into the conduction band, rather than
ejected entirely. In this resonant x-ray emission (RXES) process, when a VB electron
drops to fill the core hole, the final state of the system is a valence exciton. The pres-
ence of an electron-hole pair can shift the emitted x-ray energy, a difference known as
“spectator shift”, due to the “spectator” electron in the conduction band.
In RXES, the total energy difference between the intermediate and final states is a
measure of the energy difference between the core exciton and the valence exciton. This
spectator shift manifests in RXES spectra, and can be used to distinguish different
molecular sites containing the same element. If there is a chemical shift present (e.g.
C-N bond, vs C-C), the resulting spectator shift will be different with resonant probing,
and individual sites can be distinguished.
Inelastic features in XES spectra can reveal even more about the structure and
charge transfer processes of a solid. RIXS, resonant inelastic x-ray scattering, is an
increasingly popular field of study due to the insight it can provide towards complex
condensed matter interactions. Charge transfer excitations, crystal field effects, and
other orbital excitations can all manifest in inelastic scattering features. Such features,
as well as their calculation and interpretation, will be discussed in later sections.
Instrumentation, Calibration, & Resolution
XES data at X1B are collected on an XES-300 Nordgren-type grazing incidence spher-
ical grating spectrometer. Fluorescent x-rays produced by the sample pass through
a precision adjustable slit, and are diffracted and focused by one of three gratings.
Each grating has a predetermined energy range, and the detector assembly is moved
by two X/Y stages to collect the desired diffraction line. Photons are collected by a
high voltage multi-channel plate (MCP) stack which generates a cascade of photoelec-
trons, which then impinge on a resistive anode encoder (RAE). Single photon events
are counted by the RAE’s signal passing through a position analyzer. The position
analyzer resolves the spatial position of the photon incidence event, and therefore
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Figure 2.9: The internal workings of an x-ray emission spectrometer. From [25].
its energy (due to the grating’s dispersion). The end result is an energy-resolved
100eV-wide† x-ray spectrum.
The grating array in the spectrometer is fixed, so the position of the detector
array ultimately determines what energies will be measured. In order to calibrate
the detector position, known spectral lines of pure metals are used. For instance, the
oxygen K -edge is around 525 eV. The L-edge for zinc is at ∼1011 eV, or ∼505.5 eV
in second order. Given well known energies for the zinc Lα and Lβ peaks, the energy
mesh of the MCP pixels can be determined, and an absolute scale set. As long as the
spectrometer remains in position, the energy scale remains calibrated.
Due to the spherical curvature of the diffraction gratings, which is necessary for
focusing a tight image on the MCP, the final 2D spectral lineshape has a non-trivial
curvature. Since spectra are integrated across the energy axis for analysis, this curva-
ture must be corrected. Improper or lack of curvature correction results in broadening
and aberrant features. Correction is applied through a 2nd order polynomial fit, and
finding correlations between slices. Once the correction has been applied, the 2D image
is summed over the non-dispersive axis. See Fig. 2.10 for an example.
†100 eV for this particular system; this width can vary depending on instrumental properties.
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Figure 2.10: Curvature correction on Nickel L-edge XES scans. The scans in (a), show
the 2D MCP surface. Once the curvature has been corrected, the MCP is summed in
the “slice” direction to give an integrated spectrum, as in (b).
The resolution of the XES spectrometer is determined by a number of factors. Reso-
nant (RXES) measurements must take into account the beamline energy resolution, as
the incident photon energy must be well-known for resonance on absorption features.
The ultimate resolution of any XES measurement is predominantly determined by
size of the illumination source. [25] At X1B, this parameter is directly related to the
size of the entrance slit on the XES spectrometer. Adjusting the entrance slit allows
for flexible selection of resolution, which also critically determines necessary collection
times.
Resolution of the XES spectra presented here varies, and is quoted alongside data
in-text.
2.4.3 X-ray Photoemission Spectroscopy
Thus far the techniques discussed have been concerned with the reorganization of
bound electrons after the ejection of a photoelectron. The photoelectron itself, however,
can reveal a great deal of information about the environment from which it came,
through x-ray photoelectron spectroscopy (XPS). Since the mean free path of electrons
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is quite small in the energy range used in these experiments (see Fig 2.6), XPS is a
surface sensitive technique.
Utilizing an appropriate configuration of electron lenses and detectors, it is possible
to measure the kinetic energy of photoelectrons coming from a sample. From the
photoelectric effect in the general case, we know that the kinetic energy of the resulting
electrons is related to the binding energy by
hν = KE +BE + φ (2.5)
where hν is the incident photon energy, KE is the kinetic energy of the photoelectron,
BE is the binding energy of that electron’s initial state, and φ is the work function of
the material from which the electron originates. The binding energy of an electron is
a result of its individual environment in the solid. It is clear here that as the beamline
energy changes, so does the kinetic energy of the resulting photoelectrons, since BE
and φ are constant. By carefully calibrating the beamline energy (see below), it is
possible to calibrate the energy axis of resulting spectra to a binding energy scale.
Soft x-rays possess sufficient energy to eject both core and valence electrons. XPS
spectra from each of these levels can reveal drastically different information.
To begin, core level electrons are useful in identifying elemental composition. On
a binding energy scale, most elements are readily identifiable from available reference
tables. [2] In most cases, even in complex compounds, the particular arrangement of
orbitals combined with the steady charge from the nucleus conspire to fix core level
binding energies to within a few eV of the pure element’s. Setting the incident beam
energy at a relatively high value and taking wide (or “survey”) scans of a sample will
immediately qualitatively reveal information about its composition.
A more rigorous analysis of the composition is attainable, in a process known
as quantitation. By taking into account the cross sections of the observed element
orbitals, it is possible to calculate the relative atomic ratios.
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Figure 2.11: A wide scan of lanthanum strontium cobalt ferrite (LSCF) using an
excitation energy of 900eV. Predominant core levels are labeled.
Among the core level peaks in a survey spectrum, there appear other features
related to the core levels. Briefly discussed in Section 2.4.1, these are Auger electrons.
Auger recombination occurs when an electron from the valence band decays into
a core hole, and stimulates the ejection of a lower-energy electron in the process.
Interestingly, since the energy of an Auger electron is strictly dependent on the energy
level difference of the VB and the core hole, the kinetic energy of Auger electrons
is independent of the incident photon energy used. This can create problems: when
varying the incident energy, as the core levels sweep along the KE axis, they can
sometimes overlap Auger features, which can drown out core level features in artifacts
and distortions.
Electrons from the valence band carry far less kinetic energy than most core levels,
and reveal different information. Mapping the VB with photoelectrons nominally
measures the total density of states near the Fermi level, with an added dependence on
photoionization cross-section. If the Fermi level is known (as it can be via calibration),
the lineshape of the valence band can reveal detailed information on the metallic
or insulating nature of the sample. If there is a metal-insulator transition, it can be
directly observed evolving against some other parameter (e.g. change in temperature).
If incident photon energies are tuned to features on a particular element’s absorption
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Figure 2.12: Wide scans of LSCF, taken with different incident energies. Note that on
a binding energy scale, the core levels align regardless of the excitation energy.
edge, states in the valence band can be resonantly enhanced. This process, known as
RPES (Resonant Photoemission Spectroscopy) can reveal the origin of states in the
VB as they related to different elements composing the sample.
There are further VB XPS techniques not covered in this thesis, but worth men-
tioning. If, in addition to the kinetic energy, the direction of travel (i.e. the angular
distribution) of photoelectrons is measured, detailed information on the shape of the
Fermi surface as well as band dispersion can be obtained. This technique only ap-
plies to well-ordered and oriented samples, but can be a powerful tool for evaluating
theoretical calculations and illuminating complex charge behavior in materials. (See,
e.g., [26]).
Instrumentation, Calibration, & Resolution
XES spectra presented in this thesis were primarily collected using a VG Scienta
SES-100 photoelectron spectrometer. The SES-100 uses a hemispherical analyzer with
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Figure 2.13: Wide scans of LSCF taken at different incident photon energies, on a
kinetic energy scale. Features that align in this arrangement are generally Auger peaks,
which are highlighted here.
Figure 2.14: Valence band scans of VO2, showing the difference between metallic and
insulating phases. Also shown is the difference in structure taken across different
crystallographic directions, possible due to the polarization of undulator light. From
[12]
an array of focusing electron lenses to project electrons onto a phosphorescent plate.
A camera connected to a PC records the pixels stimulated. Energy scales are set by
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precision high-voltage sources providing the fields to the hemisphere. Sweeping the
voltages sweeps the kinetic energy of electrons observed, and a spectrum is gathered.
Figure 2.15: The internal structure of the SES-100 spectrometer, showing the path of
photoelectrons that are collected. From [27].
Spectra are time-integrated over many sweeps. Some scans presented here are
time-resolved, to show changes as they occur.
The resolution of XPS spectra, measured as the full width at half max (FWHM) for
well-defined peaks, depends on both the beamline and the spectrometer. The beamline
energy resolution is dependent upon the grating used, as well as the entrance and
exit slit widths. Better beamline resolution equates to better incident photon energy
precision, which will result in a smaller distribution of KE for photoelectrons. The
spectrometer resolution depends on an internal slit, which defines the minimum spatial
width of the electrons striking the detector, and the voltages used in setting the lenses.
The latter refers to the “pass energy” setting, which determines the breadth of energies
which are allowed into the detector at any given voltage setting; at higher resolution
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there are fewer counts.
Specific resolution for the spectra presented here varies, and is quoted in-text
alongside data.
2.5 Summary
The suite of x-ray spectroscopies discussed above present a comprehensive picture of
electronic structure. From providing basic information about material composition
to giving insight into complex phase transitions, soft x-rays are a powerful tool for
materials analysis.
Complementary and augmentative to these direct measurements, a number of
theoretical calculations can be made which predict the various quantities they measure.
In the next section we examine several types of these calculations, and discuss the
ways in which they can aid in the interpretation of results.
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Chapter 3
Theoretical Background
3.1 Introduction
In principle, the electronic structure of any material can be written in terms of a solu-
tion to the Schro¨dinger equation. In practice, writing such solutions for the electrons
in a solid is untenable. Whether the solid in question is molecular or crystalline, there
are an overwhelming number of variables involved for even a modest assembly of atoms.
Fortunately, in the latter half of the twentieth century, a number of approximation
methods have made calculations of this nature possible and even routine.
Electronic structure calculations can give insight into properties such as molecular
or crystal structure, binding energies, work functions, ionization energy, electron affinity,
vibrational structure, band structure, and more. This chapter gives a brief overview
of two tools used in calculations for this thesis: Density functional theory (DFT) and
the crystal field multiplet (CFM) model. Their particular applications are discussed
below.
We also discuss the technique of maximum entropy deconvolution, which is used
in Chapter 5 to enhance the appearance of features in emission spectra.
3.2 Density Functional Theory
DFT stems from work by Kohn and Sham in the mid-twentieth century. [28] As
more refinements are made to the fundamental underpinnings of this work, more
applications appear for DFT methodology. A testament to the breadth of applications
is the dozens∗ of free and commercial software suites designed to utilize DFT in various
disciplines. [29]
Fundamentally, DFT is a method for solving Schro¨dinger’s equation by re-framing
∗74 listed at this source, at the time of writing.
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the problem of calculating many-electron wavefunctions. The Born-Oppenheimer
approximation is assumed from the start; we assume that the nuclei under scrutiny
are fixed relative to the electrons. This immediately reduces the number of variables
to be solved. The problem can then be framed as solving for the many-body electron
wavefunction satisfying the Schro¨dinger equation:
HˆΨ =
[
−
∑
i
~2
2m
∇2i +
1
2
∑
i
∑
j 6=i
e2
| ~rj − ~ri | +
∑
i
V (~ri)
]
Ψ = EΨ (3.1)
The first term in the Hamiltonian is the kinetic energy operator, and the second
is the potential due to Coulomb interactions between electrons. The final term is
the external potential Vˆext, which is the potential due to the nuclei and exchange-
correlation effects. The last term presents difficulty, as it is dependent on the specific
environment in which the electrons exist (i.e. the material under study). While it is
feasible to construct a suitable lattice of ion cores as a backdrop, the exchange and
correlation potentials are generally non-trivial to construct.
Circumventing the problem of writing Vˆext explicitly is the cornerstone of DFT.
This procedure invokes the Hohenberg-Kohn Theorems, which allow the problem to
be stated in a more tractable way. In brief, the theorems state that the ground state
N -body wave function Ψ0(r1, r2..., rN) can be fully determined from the ground state
electron density n0(r). That is, solving for a function of one variable allows for the
determination of a function of N variables. An in-depth discussion of this distinction
is available in Ref. [30].
It can be shown [31] that, with the result of Hohenberg-Kohn in hand, the problem
of a many-body electron wavefunction can be reduced to solutions of the Kohn-Sham
equations: [
− ~
2
2m
∇2 + VKS(~r)
]
Ψi(~r) = EiΨi(~r) (3.2)
This results from considering the case of non-interacting electrons in an external
potential, for which the Hohenberg-Kohn theorem also holds. If a particular external
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potential applied to a system of non-interacting particles reproduces the behavior
of interacting electrons, then solutions of that Hamiltonian will also reproduce the
number density n and therefore the wavefunction of interacting electrons. The problem
has thus been re-framed: Rather than solving an intractable number of differential
equations, one needs only apply a clever choice of external potential to a single-electron
problem.
The external potential applied at this point is one of the primary operational
parameters of DFT. Different situations call for different potentials. Note that the
potential itself comes in the form of a functional, that is, a function of the number
density n, which it itself a function of position. A typical potential functional has
three major components:
VKS(~r) = Vext(~r) + VHartree[n(~r)] + VXC [n(~r)] (3.3)
The external potential Vext is due to the atomic nuclei present, and does not
depend on the electron density n. The Hartree term, due to Coulomb interaction
between electrons, is a functional of spatial position via the electron density. The
final term is known as the exchange-correlation potential, which is also a functional
of position via density, and takes into account a number of quantum mechanical
effects. “Exchange” is a result of antisymmetry requirements, and correlations are
electron-electron interactions.
The potential VXC is an approximation in real calculations, due to the impractical
or impossible nature of writing the explicit exchange-correlation potential. The VXC
appropriate for a particular substance varies depending on the effects dominating
the electron interactions. The choice of functional is left up to the investigator, and
different functionals will certainly give different predictions. Oftentimes finding the
best model using empirical information gives insight into the dominant effects at play
in a material.
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Among the most important and commonly used approximations are the local
density approximation (LDA) and the generalized gradient approximation (GGA).
The LDA treats VXC strictly as a functional of n(r), and the GGA includes the gradient
∇n in addition to n(r) itself. Many variants exist for these two approximations, each
suited to particular material cases.
DFT results discussed in this work concern two very different materials: The
molecule CPP, and manganite LSMO.
For the organic molecule cycloparaphenylene (CPP), calculations were conducted
using the commercially available Gaussian09 software. DFT calculations have been
successfully carried out for x-ray spectra of other molecules using the Becke, three-
parameter, Lee-Yang-Parr (B3LYP) hybrid exchange-correlation functional. [32] We
apply the same functional here. The basis set used to assemble molecular orbitals is
another degree of freedom underlying the XC potential functional. Diverse basis sets
exist for many applications. Here we use the split-valence basis set 6-31G(d,p), which
has also been applied successfully to other molecules. [32]
Strontium doped lanthanum manganite (LSMO) is a fascinating material ex-
hibiting many esoteric phenomena, which is also used in commercial solid oxide
fuel cells. Ab initio local density approximation (LDA) band structure calculations
of La0.8Sr0.2MnO3 were performed using the linearized muffin-tin orbital (LMTO)
method, within the atomic sphere approximation and including combined correction
terms. [33]
All of the calculations presented in this work have been broadened to match
the experimental resolution of the data to which they are compared. Broadening is
accomplished by convoluting the calculated PDOS with a function approximating the
resolution of the data- usually a Voigt or Gaussian function. The difference this makes
in the appearance of the PDOS is shown in Fig. 3.1.
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Figure 3.1: Bottom: A raw occupied PDOS calculation for CPP. The width of these
states is set to a default in the Gaussian09 program, which does not necessarily reflect
the instrumental resolution of the associated data.Top: The same PDOS, broadened
with a Voigt function with FWHM∼0.865 eV.
3.3 Crystal Field Multiplet Calculations
There are materials for which the above described DFT calculations will not yield
satisfactorily accurate comparisons to x-ray spectroscopic data. The density of states
calculated via the DFT route may be correct, but the spectra that we measure is
not always a direct representation of the density of states. Second order effects (core
hole interactions, charge screening, charge transfer, etc.) may skew the density of
states in ways unpredictable through the lens of DFT. Such special cases require more
refined techniques suited to the interactions which “break” the assumptions in DFT-
there currently exist no general DFT methods for approaching core hole-produced
phenomena. [34]
One such class of materials is the transition metals (TMs) and their oxides. By
nature of their orbital symmetry, 3d electron wavefunctions show substantial overlap
with core level wavefunctions. [35] In spectroscopies that include core hole effects
(XAS and RIXS), this overlap manifests as a deviation from the typical DFT-predicted
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density of states. For example, at a transition metal L-edge a core hole in p states
will interact strongly with unfilled d orbitals, resulting in states that are a mixture
of the p and d orbitals. These interactions are called multiplet effects, and they have
been extensively characterized for the spectroscopies presented here. [36]
In addition to atomic multiplet effects, the electronic structure of TM sites in
solids is prone to alteration by the crystal field (also known as the ligand field). This
term encompasses the various effects that being in a lattice will have on the orbital
symmetry of a TM atom. The geometric orientation of a particular orbital lobe can
radically alter the available states. For transition metals the d orbitals in particular
will have their degeneracy lifted into higher energy eg and lower energy t2g states. A
diagram of this effect is shown in Fig. 3.2. The magnitude of the splitting depends on
the crystal field at that site.
Figure 3.2: An energy level schematic of crystal field effects for Mn3+ in a tetragonally
distorted oxygen octahedron. Oh and D4h refer to the point groups for octahedral and
tetragonal symmetry representation. From Ref. [37]
A model encompassing both crystal field and multiplet effects, the CFM model,
has shown great promise in untangling local XAS and RIXS excitations in transition
metal complexes. Stavitski and deGroot have created a helpful tool for executing
CFM calculations. [34] We use their ctm4xas and ctm4rixs to investigate the
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RIXS spectra of La0.8Sr0.2MnO3 in Chapter 6. At the core of these programs is the
computational technique due to Cowan [38], which calculates the atomic parameters
within the Hartree-Fock limit.
3.4 Maximum Entropy Deconvolution
Resonant x-ray emission spectroscopy (RIXS) is a powerful and popular technique for
exploring low energy excitations near an element’s absorption edge. Many properties
of interest (including charge transfer and dd∗ excitations, even collective excitations
such as magnons) can manifest in miniscule features with separations on the order of
most RIXS experimental resolution. The suppression of such features makes probing
RIXS excitations challenging, even with high resolution instruments.
In this thesis, for work on LSMO, we employ a technique recently pioneered in
RIXS by Laverock and coworkers [11] for deconvoluting the instrumental broadening
out of data. The algorithm relies on maximizing information entropy in the data, and
is thus known as maximum entropy deconvolution, or MaxEnt.
The MaxEnt technique has been successfully applied in a number of fields [39]
for many years. The code used here was developed from a Fortran implementation
designed for the deconvolution of positron annihilation spectra. [40]
In collections of statistical counting data (such as XES spectra, or astronomical
CCD images) for which the resolution function is well-characterized, MaxEnt can
unearth features beyond the original resolution limit. There is a trade-off in statistical
noise, but as we see below this can be a very beneficial trade.
The principle underlying MaxEnt comes from information theory, ultimately lead-
ing back to Claude Shannon’s definition of the information entropy S for a 2D image:
S = −k
∑
i,j
pi,j ln pi,j (3.4)
Where i, j define the pixel location, p is the probability of a count at a pixel location,
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and k is an arbitrary constant. An image which maximizes the Shannon entropy has
the most probability of being “true”; by searching for an image of our data with
maximum entropy given certain constraints, we can find the image most likely to
represent the data with better resolution.
This process is not necessarily straightforward. Unchecked maximization of en-
tropy would result in a flattened, uniform image devoid of features. This random
configuration certainly maximizes the entropy, but tells us nothing useful about our
data. In order to ensure that the MaxEnt spectrum bears some resemblance to the
data, we must apply appropriate constraints.
The Cambridge Algorithm is applied in this work. [11] This method uses the χ2
test to maintain a goodness-of-fit between the MaxEnt spectrum and the original data.
The process is iterative; a number of entropy search “directions” are identified, to
maximize the entropy and minimize the χ2. At each step these constraints are taken
into account, and the data slowly converges on the best outcome.
Figure 3.3: Cobalt L-edge RIXS data of Co3V2O8. Raw data is shown in (a), and the
MaxEnt treated data is shown in (b). From Ref. [11]
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The effects of MaxEnt deconvolution using the Cambridge Algorithm can be seen
in Fig. 3.3. The results are striking; features only barely visible in the raw data become
clear under this treatment. We leverage this process in Chapter 6 to investigate the
RIXS spectrum of LSMO.
38
Chapter 4
The Electronic Structure of Cycloparaphenylenes
4.1 Introduction
Organic molecular solids can exhibit many interesting electronic properties. The stoi-
chiometric and structural flexibility afforded by molecules can give rise to phenomena
ranging from the esoteric, such as superconductivity, to behavior which can be lever-
aged for application in devices, such as solar cells. [41,42] In an exciting development
of synthetic chemistry, recent years have seen the production and functionalization
of [n]-cycloparaphenylenes ([n]-CPPs). This family of molecules represents the short-
est possible segment of armchair carbon nanotubes- also called “carbon nanohoops”.
CPPs are composed of an integer number [n] benzene rings, para-linked through two
carbon atoms on each. Figure 4.1 shows a simplified structure of the varieties under
study here. The strain in these molecules, especially smaller variants, is consider-
able. Overcoming the strain necessary to produce these molecules has been a barrier
to synthesis since this structure was first proposed in 1934. [43] In 2008 Jasti and
Bertozzi produced a non-selective mixture of [9]-, [12]-, and [18]-CPP [44]. Intervening
years have seen refinements of CPP synthesis, including selective synthesis for many
varieties [44–50] , as well as substituted and functionalized versions. [51,52]
Figure 4.1: Diagrammatic structure of [8]- and [10]-CPP. Note that degeneracy effects
cause distortion in real CPP rings; these diagrams are the simplified structure. From
Ref. [53].
Early applied interest in CPPs arose from the possibility of using them for bottom-
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up diameter- and chiral-selective nanotube synthesis (see, e.g., Ref. [54]. Carbon
nanotubes have a number of useful electronic properties which are wholly determined
by their diameter and chirality. [55] Fine control over these properties would be a boon
to device-focused research. Recent work by Omachi and collaborators [54] demonstrates
the promise of CPPs for filling this niche.
While the connection of CPPs to carbon nanotubes is readily apparent, other
applications are taking shape that highlight CPPs for their own unique properties.
The radial nature of the CPP pi-bond structure and the available synthetic scalability of
the ring diameter makes these structures excellent for hosting guest molecules. [47,52]
Preliminary studies [51] suggest that the unique ability of CPP to encapsulate smaller
molecules may be useful for applications in biomedical engineering and synthetic
chemistry. The creation of substituted and functionalized CPPs also holds promise
for future applications. [56]
Characterization of the CPPs has proceeded in both the experimental and computa-
tional realms . [53,54,57–64] UV-Vis spectroscopy from the first synthesis [44] of CPP
revealed counterintuitive size-dependent optical properties, and successive studies on
larger and smaller variants have corroborated these findings. [65] Whereas the linear
paraphenylenes and quantum dots exhibit redshifting optical fluorescence trends with
smaller size [45], the family of cycloparaphenylenes shows the exact opposite pattern.
See Fig. 4.2 for a diagram outlining these trends.
Numerous theoretical investigations have been made in attempt to elucidate the
unique physical properties of the CPP family. [53,57,58,60,66] Raman spectroscopy
[62,64] has provided insight into the molecular dynamics of CPP, but to date no direct
electronic structure measurements have been conducted. Techniques pioneered by the
Jasti group [47] have facilitated the production of gram-scale quantities of [8]- and
[10]-CPP, which are sufficient for study with synchrotron radiation.
In this chapter we explore a suite of x-ray spectroscopies as applied to [8]- and
[10]-CPP. Three primary techniques (XPS, XAS, XES) are discussed and compared
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Figure 4.2: UV-Vis fluorescence trends for CPPs and other nanomaterials. Note the
dihedral canting angles of individual benzene rings in the radial direction. This Jahn-
Teller distortion is a result of degeneracy effects. From Ref. [45]
with relevant DFT calculations.
4.2 Experimental Methods
4.2.1 Sample Preparation
The successful measurement of CPP hinges on proper sample preparation, and so we
discuss the methods used in detail.
CPP is a wide gap semiconductor, necessitating its mounting on a good conducting
surface. A sample illuminated with soft x-rays will lose electrons due to photoemission
processes, and if the sample surface is strongly insulating an overall buildup of positive
charge will result. X-ray emission and absorption measurements are unaffected by this
process, but photoemission (XPS) peaks will be significantly altered by even slight
charging. Since XPS measures the kinetic energy (KE) of electrons coming from the
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sample, a positive electric charge on the sample causes the KE of outgoing electrons
to decrease. This manifests as time-dependent shifting in XPS peaks. The resulting
spectra will be broadened at best, and unphysical at worst. Good sample grounding
is therefore critical for any measurements involving photoemission. See, for example,
Fig. 4.5.
Figure 4.3: Left CPP herringbone crystal packing, from Ref. [49]. Right Bright yellow
[8]-CPP adhering to indium foil. To the left of the yellow powder is pure indium, for
comparison.
Organic molecular solids can assume phases ranging from crystalline to amorphous.
The CPPs under investigation here are produced as crystalline powders using the
methods described in Ref. [47], with crystals <1mm in size. To attain the highest
possible sample purity, powders of this kind are typically [32, 42, 67] made into thin
films in vacuo on a conducting substrate such as indium tin oxide (ITO) coated
glass. Other groups [54] have created CPP thin films via spin coating a mixture of
CPP and toluene onto substrates. Due to likelihood of excess carbon contamination
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overwhelming the sample signal, this technique is not useful for the surface-sensitive
techniques used here.
Thin film production for molecular powders typically utilizes a technique called
organic molecular beam deposition (OMDB). The powder is heated in a temperature-
controlled effusion cell, under UHV, and the resulting plume of molecules is directed
towards the desired substrate. The rate of thickness deposition can be observed with
a quartz crystal monitor. Precision temperature control allows for very thin films
(<10nm) to be grown, which can help ameliorate the effects of charging.
Figure 4.4: CPP powders in various states of thermal damage. On the left is pure
[8]-CPP, as-synthesized. The top bag contains [8]-CPP which has been heated to
300◦C- turning a burnt brown color in the process. To the right is CPP which has
been heated to over 400◦C, changing the color to a deep black.
Our early CPP sample preparation attempts with the OMBD method yielded
apparently pure carbonaceous films. XPS spectra showed no signs of non-carbon
contamination, charging effects were nonexistent, and the ITO substrate was not visible
through the film layer. However, upon removing the CPP powder from the effusion
cells, obvious thermal degradation of the CPP was evident. In Fig. 4.4, the color change
from bright yellow (pure CPP) to black shows obvious structural change, as it reflects
some change in the powder’s electronic states near the band gap. Efforts to grow
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films without thermal damage to the source powders were to no avail. Even at modest
evaporation temperatures which produced very low deposition rates (< 0.1A˚/sec)
there were clear color changes in the source material.
Omachi and coworkers [54] have noted structural changes to CPP on heating
which they attribute to the creation of p-oligophenyls, a possible product of C-C bond
cleavage in CPP. The creation of pure CPP thin films by OMDB in vacuo is evidently
not possible within the parameters we have explored.
Fortunately there are other methods for securing powders in these applications.
Two different techniques were utilized here: indium foil, and silver paste.
Pure indium is an excellent conductor and quite mechanically soft- its Mohs
hardness is ∼1.2. Its softness allows for the capture of small particulate matter upon
compression. That is, a powder laid on indium foil and then compressed in a vice
will securely adhere to the indium. The advantages of this technique are twofold.
Typical UHV adhesives (e.g. carbon-based conductive tape) contain many carbon-
based compounds, the signal of which would overlap the signal from the CPP. Indium’s
core levels are far from the carbon features we wish to observe, and with good cleaning
the surface carbon can be minimized. In addition, by taking reference spectra of pure
indium from the same piece, we can eliminate the background carbon by subtracting
its signal altogether. This process is discussed in Section 4.2.2 below, for absorption
and emission.
Photoemission measurements require especially careful grounding of the sample
surface, and it was determined that the grounding through indium foil was not sufficient
for XPS. To circumvent the problem of charging, CPP powder was mixed into a
conductive silver paste. Although the paste’s solvent is hydrocarbon based, it is possible
to approximately∗ subtract the paste carbon signal by using the silver signal as a
monitor. A single uniform batch of paste was mixed, and half of that batch was mixed
∗Since XPS signal is depth-dependent,and the final CPP-paste mixture not necessarily homoge-
nous, we cannot precisely subtract the background.
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with CPP powder. The pure and CPP-impregnated pastes were mounted on the same
tantalum puck, which allowed for direct comparison of findings. In this arrangement
it was found that the CPP had sufficient drain current to eliminate the effects of
charging, allowing for x-ray photoemission measurements.
We note here that the background subtraction described above for XAS and XPS is
approximate. Due to the surface sensitivity and depth dependence of these techniques,
inhomogeneities in the CPP-paste distribution may skew the relative peak heights.
The results presented here are consistent across several attempts, and care has been
taken to ensure the homogeneity of the mixed samples.
In summary, two distinct techniques were used for sample production with CPP
powders. For absorption and emission measurements, which are less sensitive to charg-
ing, CPP powders were pressed into clean indium foil. Photoemission measurements
were conducted on CPP mixed into conductive silver paste. In both cases, the presence
of distinct metal features facilitates the background carbon subtraction of undesirable
contaminants. Further discussion of this process follows.
4.2.2 Analytical Methods & Resolution
Photoemission
Embedding CPP in silver-based paste allows for the collection of XPS spectra without
charging effects. Figure 4.5 shows the net effect of a poorly grounded sample in
time-resolved XPS. As time goes on and positive charge accumulates on the sample,
photoelectrons experience an increasingly positive electric field gradient coming from
the sample surface. Typical practice is to integrate these scans across the “slice”
(vertical) direction. A charging sample’s integrated scan will bear little resemblance
to the peaks in a properly grounded sample.
Having established that the sample is well grounded while using silver paste, we turn
to the next challenge for CPP. Measuring purely carbon† samples is problematic for any
†Although CPP is technically a hydrocarbon, hydrogen has a cross section too small for XPS
45
Figure 4.5: Top: Time-resolved XPS spectra showing the effects of strong charging on
the CPP C1s core level. Each horizontal slice took approximately three minutes to
collect. Note that the kinetic energy drifts downwards; the field gradient created by a
net positive charge on the sample reduces the final kinetic energy of the photoelectron.
Bottom: An XPS scan of a well-grounded CPP sample, showing the same core level.
surface-sensitive technique, due largely to the ubiquity of carbon in the environment.
This includes the interior of UHV chambers, in spite of best efforts to keep them
clean. Additionally, the solvents used to dissolve the colloidal paste are a rich source
of hydrocarbon molecules.
To ensure that we only measure the carbon in CPP, scans are also taken of pure
silver paste. Since the paste in the pure and mixed states are from the same batch,
they should have (on average) the same amount of solvent. We can then use the silver
core levels as a guide for subtraction of the background carbon signal.
Figure 4.6 shows the clear difference in carbon signal between the plain paste
and CPP. The traces have been scaled to match at their Ag 3d peaks. Note that the
detection at X1B. To the equipment, therefore, CPP appears to be strictly carbon.
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addition of CPP greatly enhances the C1s signal, as expected. The clear structure of
multiple peaks in the background carbon suggests a number of chemical environments.
This is expected, given the number of different hydrocarbons ‡ in the silver paste
solvents, each of which will contribute a slightly different core level states.
Results from these techniques are presented in Section 4.3. The combined in-
strumental resolution of presented spectra is approximately 0.4 eV and 0.7 eV for
scans taken at 200 eV and 900 eV incident energy, respectively. Binding energies are
referenced to 4f features of clean gold foil in electrical contact with the samples.
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Figure 4.6: Segments of XPS wide scans, showing the region containing Ag 3d and C
1s peaks. The incident photon energy was 900 eV. Scans are co-normalized for the
Ag 3d region for comparison.
Absorption
Background subtraction at the carbon K-edge for absorption is similar to the process
for photoemission. Raw scans, such as those shown in Fig. 4.7, reveal that the back-
ground signal for carbon on indium is relatively low. Matching the baseline noise in
‡Including ethanol, toluene, ethyl-acetate, and others. See Ref. [68]
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the pre-edge region (∼ 280 eV) allows for direct subtraction of the indium carbon
background.
An I0 gold mesh signal was used to monitor changes in the beam current, as
described in Section 2.4.1. Both spectra in 4.7 have been treated with this method to
yield a pure TEY signal free of beamline interference. Resolution of XAS measurements
is approximately 0.2 eV. Energy scales are referenced to anatase TiO2 on the gold
mesh monitor.
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Figure 4.7: Absorption spectra at the carbon K-edge for CPP on indium, and ad-
ventitious carbon on clean indium. The traces are co-normalized to the pre-edge
region.
Emission
X-ray emission is inherently a bulk-sensitive technique, due to the penetration depth
of soft x-rays being near 100nm at the carbon K-edge. It is also impervious to the
effects of charging, as the photons being collected are unaffected by electric fields
developing at the sample surface. These two factors being combined, it was possible
to measure relatively thicker areas of CPP on indium without deleterious effects in
the data. Furthermore, it was found that the contribution of adventitious surface
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carbon on indium was minimal; efforts to collect background spectra on clean indium
found that the signal was on par with noise for the XES instrumentation. Thus no
subtraction has been performed for XES data.
Care was taken, however, to avoid the effects of beam damage, which has been
reported in organics being measured with soft x-rays. [32] The high photon flux and
long collection times required for XES can cause enough molecular bonds to break
that the XES spectrum is noticeably altered. Rastering the sample stage, with the
continuous motion exposing fresh sample surface for the duration of the measurement,
can eliminate the effects of beam damage. All of the XES spectra presented here were
rastered, unless otherwise noted.
DFT
Calculations for the unoccupied and occupied densities of states were conducted
using Gaussian09. The ground-state geometries of both [8]-CPP and [10]-CPP were
optimized using calculations at the B3LYP/6-31G(d,p) level of theory. The raw PDOS
arrays were convolved with Voigt functions reflecting the lifetime broadening and
instrumental resolution of the data with which they are compared.
4.3 Results
4.3.1 Photoemission
Core level photoemission spectroscopy can give detailed information regarding chemi-
cal bonding environments. Even though the core electrons are not directly involved in
bonding, their binding energies can be affected by bonds. In compounds where carbon
binds to numerous different elements, the splitting of these core levels can be quite
appreciable, as shown in Fig. 4.8.
Superficial inspection of CPP would suggest, then, that there may be splitting of
the 1s core level. There are two distinct carbon environments; those sites that bind
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Figure 4.8: A photoemission C1s scan of the organic molecule Cu-TFAC, from Ref. [32].
The number of carbon peaks results from the different bonding environments, including
nitrogen (blue), oxygen (red), and fluorine (light blue).
only to other carbon, and those bound to a single hydrogen and two carbon sites.
Show in Fig 4.9 are the 1s core levels of [8]-CPP and highly oriented pyrolytic
graphite (HOPG). The HOPG serves for comparison; both materials have the same
sp2 hybridization, and are composed of carbon (entirely, in the case of HOPG).
Immediately apparent is a shift in the binding energy. HOPG peaks at approx-
imately 284.3eV, while CPP peaks at 285 eV. This observation is significant; even
though the presence of C-H bonds might affect the chemical environment of CPP,
it is unlikely that those bonds alone would change the binding energy by nearly an
electron volt. C-C and C-H bonds for hydrocarbons typically have binding energies
within 0.2 eV of each other. [69, 70] The shift of greater than 0.5 eV here must be
attributed to strain and distortion.
There is also a noticeable broadening in the CPP peak. The full width at half max
is ∼1.01 eV for HOPG, and ∼1.70 eV for CPP. This suggests that there are multiple
carbon environments, spaced too closely to be fully resolved here. Such suspicions
seem to be well-founded, as we will discuss in 4.3.2. Further work at a modern high-
resolution XPS beamline may provide more detailed information on the states buried
in the 1s peak.
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Figure 4.9: Normalized carbon 1s core levels of CPP and HOPG, on a binding energy
scale.
4.3.2 Absorption
X-ray absorption spectra for deep core levels (such as the carbon K-edge) reflect the
unoccupied element-specific partial density of states (PDOS) for that edge, nominally
shifted downwards in energy due to core hole effects§. Conveniently, modern DFT
software such as Gaussian09 can calculate the unoccupied PDOS directly, providing
an excellent basis for comparison with XAS spectra of molecules. In this section we
compare and contrast the absorption spectra for [8]- and [10]-CPP, and their calculated
PDOS.
Figure 4.10 shows XAS scans of [8]- and [10]-CPP at the carbon K-edge. The
traces have been co-normalized at the pre-edge <284 eV and above the > 294 eV
region for comparison. Both scans were taken for CPP pressed into indium foil, with
identical beamline resolution and experimental settings.
Immediately apparent is the general resemblance of these spectra to the carbon
K-edge of benzene. [71] This is due in part to the large proportion of pi* resonances
inherent in the benzenoid structure. The discrepancy in the leading-edge feature
§Usually by ∼1 eV
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Figure 4.10: X-ray absorption spectra of [8]- and [10]- CPP at the carbon K-edge.
amplitudes at ∼287 eV is due to the sensitive geometric dependence of the pi* cross-
section and its interaction with the polarized undulator x-rays. This interaction can be
used [67] to determine the orientation of molecular thin films for molecules with strong
enough pi* resonances. Here the effect manifests as different leading edge amplitudes,
due to the semi-oriented nature of the CPP crystals. CPP solidifies in a herringbone
configuration [47] (see Fig. 4.3, which should be oriented enough to give individual
grains a preferred pi* direction. The beam spot for these spectra is roughly 40x60µm.
Although the individual grains within the indium substrate are randomly oriented,
the beam spot size is small enough that local homogeneities will be reflected in the
leading peak amplitude. That is, any deviation in the grain orientation from strict
randomness will manifest strongly in the resulting pi* peak height.
No overall orientation was found for indium-pressed CPP. This is expected given
the random grain distribution. We note here that, if some investigator could create
monolayers of CPP on some conducting substrate, the radial pi distribution should
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make this technique quite feasible for finding the molecules’ orientations. Such tech-
niques have been successful for benzene and related molecules in the past. [71]
Looking at energies above the leading edge, we see clear differences in the near-
edge states around 288-293 eV. The peak-to-peak distance in these states is broader
for [10]-CPP, and the third peak shows far lower spectral weight. In [8]-CPP, these
features run together with less well-defined space in between. The states above 294
eV represent antibonding σ* states commonly seen in hydrocarbons. [71]
Further inference as to the origin of visible features can be made from existing XAS
studies on benzene and related hydrocarbons. The asymmetry of the of the leading
peak is likely the result of phonon excitations, similar lineshapes of which have been
observed in benzene and ethylene. [72] The resolution on the current spectra is too
low to observe the fine structure of these features.
The three peaks located between 288 eV and 293 eV are the result of the pi* states-
more specifically, the splitting of benzene’s pi* states as functional groups are added.
Such splitting has been characterized for compounds such as aniline (C6H5NH2), phenol
(C6H5OH), and monofluorobenzene (C6H5F). [71, 73] In these molecules, benzene’s
e2u orbital has its degeneracy lifted and splits into a2 and b1 molecular orbitals. The
degree of this splitting is dependent on the electronegativity of the functional group,
as shown in Fig. 4.11. Since the “functional groups” here are other benzene rings, it
might seem that the splitting due to electronegativity should be minimal. However,
the periodic boundary conditions of the molecule and the strain present on the C-C
inter-ring bonds overcome the homogeneity of the bond environment.
If we turn to the DFT-calculated results shown in Fig. 4.12, there are qualitative
similarities- but also some clear incongruities. The DFT calculations are similar in
precisely the region that the data sets differ, from 288-293 eV. The third peak at
292 eV is not well represented in the calculations for either variety. The other two
more prominent features appear to be shifted upwards in energy by ∼1 eV. These
deviations are further apparent if we plot the PDOS, resolved by bond environment,
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Figure 4.11: (a) XAS spectra for benzene, aniline, and phenol. Splitting of pi* features
is visible as the electronegativity of the functional group increases. (b) Splitting of
the e2u orbital. From Ref. [73]
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Figure 4.12: Calculated unoccupied PDOS for [8]- and [10]-CPP.
directly alongside the data, as shown in Fig. 4.13.
The “bond environment” breakdown differentiates the different carbon sites de-
pending on their nearest neighbor sites. Clearly the C-C environment around the ring’s
equator will be different than the C-H environment, due both to the atoms involved
and the axis of strain passing through those sites. However, it is important to note that
the C-H sites are not homogeneous- spatial distortion creates different environments
depending on the orientation of any particular benzene constituent. Referring back to
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Fig 4.1, we note that the individual benzene rings are canted at varying angles. The
geometry shown is optimized for the level of theory described above. This distortion
is unique to the particular CPP under study; in much larger varieties with reduced
strain, individual rings tend to cant more severely. In smaller CPPs the dihedral angle
is smaller, and the orientation of each ring is more rigid.
For the optimized geometry in these calculations, there is no overall pattern for
the dihedral angle of the rings- the degree of canting varies from ring to ring. This
creates a number of different possible C-H environments, the individual contributions
of which would be too small to ascertain from the whole. We have thus grouped the
C-H sites into one broad category.
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Figure 4.13: XAS for [8]- and [10]-CPP, compared with calculated PDOS. The PDOS
are broken down by carbon bonding environment.
Investigating the C-H and C-C contributions to the total PDOS, we note differences
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in the near-edge region. The prominent pi* feature at 287 eV appears to be largely a
result of C-H sites. C-C contributions in this energy region are relatively suppressed,
and split into a number of smaller features. This could be due to the somewhat
increased sp3-like geometry of carbon sites in the C-C equator. Although the bond
hybridization is certainly sp2, strain effects may conspire to enhance the σ character
of that particular environment.
Near the region around 290 eV, the data is equally poorly represented in both
C-H and C-C environments. Only two prominent features appear, and their relative
positions do not vary across the varieties. Above 293 eV, the data’s lineshape is altered
by continuum transitions above the ionization potential, which adds a relatively flat
background in this range. Even with this in mind, the spectral weight of the calculated
PDOS in that region is distributed incorrectly. The center of mass of these states is
shifted lower than those in the data.
We must conclude that the “standard” static molecular application of Gaussian09
DFT is inadequate for predicting the unoccupied PDOS at the carbon K-edge of CPP.
Given the relative success of this method in describing other molecules (CITE), we
attribute this failure to the unique vibrational structure of CPP and its interplay with
the molecular orbitals. This observation agrees with computational studies suggesting
that the time-dependent dynamics of CPP are very important in determining its
electronic structure. [53, 57] Further high-level studies are needed to explain precisely
which factors dominate the XAS spectra.
4.3.3 Emission
Complementary to XAS measuring the unoccupied PDOS, XES can give us similar
information for the occuppied PDOS. Due to the nature of x-ray production by atomic
transitions, the data we collect is, strictly speaking, a combination of the PDOS with
the transition matrix probabilities for the occupied states. That being said, while we
do not measure the PDOS directly, it can provide insight towards the origin of features
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and guide future DFT calculations.
Prior to delving into the set of XES data collected, we begin by noting that CPP
is susceptible to beam damage. Shown in Fig. 4.14 are rastered and stationary scans
of [10]-CPP.
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Figure 4.14: Rastered and stationary above-threshold XES for [10]-CPP. Scans were
taken with identical settings, for the same duration of collection, and therefore have
similar statistics.
A stationary sample shows less well-defined features, and changes in relative in-
tensity of the peaks that are visible. It is clear that prolonged exposure to high x-ray
flux damages chemical bonds in CPP. Given the strain in each molecule, this is not
surprising. Any further data examined in this chapter can be assumed to originate
from a rastered sample. Also worth noting is that the necessity of rastering puts a
fundamental time limit on the exposure of any one sample; once the entire surface has
been rastered, that sample is “done”. Given the long collection times needed for XES
spectra, this puts an upper limit on the number of spectra that can be obtained from
any given sample. Due to these practical restrictions, only one resonant spectrum was
collected for each variety of CPP presented here.
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Above-threshold spectra are shown in Fig. 4.15. Several regions of interest are
apparent. The main peak is subdivided into three features. These three peaks appear
to have roughly the same relative intensity for [8]- and [10]-CPP, but they appear to
be more well defined (i.e. the troughs between them are deeper) in [10]-CPP. This
definition (without broadening) is reminiscent of the near-edge absorption features
in Fig. 4.10, and may suggest a trend in the overall distribution of states in larger
diameter CPPs. Note that these spectra were recorded during a single session, with
no adjustments to the spectrometer made in between, and for similar collection times.
Any broadening or differences in intensity should not, therefore, be attributed to
instrumentation.
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Figure 4.15: Above-threshold XES for [8]- and [10]-CPP. Scans taken with same
experimental resolution, with similar counting statistics.
The appearance of a low energy feature at ∼263 eV is intriguing, as this feature
only manifests in [8]-CPP. Although only a single trace from each variety is shown
here, we note that a number of such data sets were collected over the duration of this
experiment. In every case, this low energy feature appears only in the [8]-CPP.
It is useful to compare our data with past analyses of hydrocarbons and carbon
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allotropes. Guo and Nordgren [74] have compiled an extensive collection of XES and
RXES data from precisely this group, some relevant excerpts of which are shown in
Figure 4.16.
Turning to Fig. 4.16a, there is clear resemblance between our data and the spectrum
for solid benzene. The well-defined nature of the peaks indicates strong molecular
character, even in the crystalline phase. [74] This is in contrast to the continuous
wide band of true crystalline solids, which is displayed in the spectra for graphite and
diamond.
The resonant enhancements shown in Fig. 4.16b are discussed further below.
Figure 4.16: XES/RXES for various carbon compounds from Ref. [74]. (a) Above-
threshold normal emission measurements for the substances listed. (b) Resonant emis-
sion of solid benzene at different excitation energies.
Turning to the calculated PDOS, we begin by noting that the occupied PDOS are
nearly identical for these two varieties. The three-peak prominence in the data aligns
nicely with three similar features in the DFT, and some states near ∼271 eV may
contribute to the “shoulder” feature on the low energy side of the main feature in the
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data. There are even states around 263 eV, which coincide with the low energy peak
in [8]-CPP.
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Figure 4.17: Calculated occupied PDOS for [8]- and [10]-CPP. The raw PDOS have
been broadened to account for instrumental resolution.
In spite of the qualitative similarities, however, the calculations raise more ques-
tions than they answer. Placing everything on the same axes gives better basis for
comparison, as in Fig. 4.18.
While the low energy feature at 263 eV does appear in the calculations for [8]-CPP,
so does an even larger feature at 266 eV. The second feature is represented nowhere
in the data. Since states from below that energy contribute their fluorescence to the
measurement, we can conclude that the lack of a peak at 266 eV is not a result of
transition matrix probabilities being low so far from the Fermi level. It should also
be noted that low energy features appear in the [10]-CPP PDOS as well, but are not
visible in the data.
It must be that dynamical effects suppress the expression of this state in the data.
Further DFT studies with more sophisticated theories may shed light on precisely
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what mechanism leads to this deviation from the “naive” calculated PDOS. Additional
XES studies of different ring sizes, both larger and smaller than 8 and 10 units, could
also provide insight into the scaling of these states with ring size and strain/distortion
effects.
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Figure 4.18: Comparison of XES data with calculated PDOS. The PDOS has been
resolved by carbon site “groups”, as described above.
Resonant emission studies were also conducted on both varieties of CPP, and are
compared with their above-threshold counterparts in Fig. 4.19. The incident photon
energy was set to coincide with the leading peak of the carbon K-edge, ∼287 eV (see
Fig. 4.10). Elastic peaks, visible towards the right, have been truncated for clarity.
In both cases, the effects of strong resonance are apparent. An overall narrowing
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Figure 4.19: Comparison of above-threshold and resonant XES for 8 and 10 CPP.
of the main structure occurs near the base, resulting in fewer contributions from the
shoulder at ∼270 eV. Drastic changes for the states in the 275-280 eV range are also
evident. Although there still appear to be three separate environments in the main
peak, their relative amplitudes are quite different. Since the incident energy is tuned
to a known pi∗ feature, it can be inferred that the leftmost peak in the main feature
(275 eV) is associated with pi* states. Lastly, the low energy feature at 263 eV persists
in the resonant spectrum, showing roughly the same intensity.
Comparing the resonant spectra directly, shown in Fig. 4.20, we note the broad
similarity and important differences. The low energy feature at 263 eV in [8]-CPP
appears to have broadened and gained structure, taking the form of two peaks. Nothing
in this region appears for [10]-CPP.
It is noted above that the enhanced feature at 275 eV can be associated with
increased transition probability of pi* states. The resemblance of the resonant spectra,
then, suggests that the occupied pi state environments are quite similar in the two
varieties. This is counterintuitive, given the strain difference between these molecules
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(∼ 15 kcal mol−1 [53,59]). The pi bonds in smaller CPPs are exposed to fewer steric
interactions than their larger counterparts due to to asymmetric orbital shapes that
arise from increased sp3 character.
Of particular note is that, judging from the carbon-grouped PDOSs shown in 4.18,
the resonant processes at play are not straightforward sitewise enhancement. Note
from Fig. 4.13 that the highest on-edge peak seems to be due to the C-H carbon
groups. However, the resulting XES spectra from exciting on that feature are not
enhancements on the C-H group occupied states (Fig. 4.18), or even similar to those
states at all. Evidently the final state valence exciton is playing a dominant role in
the resonant XES spectrum, a situation for which we currently have no computational
comparison for CPP.
As in the case with absorption, we find that the static geometric optimization
from Gaussian09 does not accurately reflect the observed occupied partial densities
of states.
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Figure 4.20: Comparison of RXES spectra for [8]- and [10]-CPP.
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4.4 Summary
We have shown that CPP can be suitably prepared for measurement by synchrotron
soft x-rays. Photoemission, absorption, and emission data have been collected for [8]-
and [10]-CPP. DFT calculations were prepared in a manner consistent with prior
studies of organic molecules, using Gaussian09.
Photoemission measurement of the carbon 1s core levels reveal shifted energy
and broadening as compared to HOPG. This suggests that there are multiple carbon
environments, too fine to be resolved on this beamline.
Absorption reveals qualitatively similar, benzenoid carbon K-edges for both va-
rieties. States originating from unoccupied pi* orbitals show typical cross sectional
anisotropy associated with disoriented pi state orientation. Calculated carbon PDOS
for both types of CPP shows a deficiency in key features, suggesting the inability of
static geometry to fully account for the features observed.
Emission spectra, both resonant on the leading absorption edge and above-threshold,
show overall similarity to each other as well. Low energy states manifest in the spec-
tra for [8]-CPP, but not [10]-CPP. These states appear in the calculated PDOS for
both CPPs, suggesting similar deficiency in this model to explain the occupied PDOS
in addition to the unoccupied PDOS. Strong resonant enhancement of lower-energy
features can be observed for incident photon energy corresponding to XAS edge onset.
Further work is clearly needed to optimize a computational method for determining
the occupied and unoccupied PDOS which are expressed through soft x-ray measure-
ments. CPP molecules are dynamic structures, and such processes must be taken into
account for accurate representations of their electronic structure.
4.5 Future Work
These measurements should serve as a foundation for future investigations. The family
of CPPs is a fascinating group of molecules with many potential applications. Map-
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ping the electronic structure of these unique nanomaterials is certainly a worthwhile
endeavor.
Inquiries could proceed towards more high resolution measurements following those
presented here. Detailed information on the different carbon environments present
could guide DFT efforts for the PDOS. Resonant XES, if done at a beamline with
higher flux, could investigate resonance on many more of the absorption features
present.
Similar investigations into other [n]-CPP ring sizes could yield useful data regarding
what features in the electronic structure scale with ring size. However, such investiga-
tions will need to wait until similar synthesis methods for gram-scale quantities can
be found for other values of [n].
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Chapter 5
Surface evolution of La0.6Sr0.4Co0.2Fe0.8O3 thin films at low temperatures
5.1 Introduction
In the continued efforts to improve energy resource utilization for the twenty-first
century, few technologies hold as much promise as solid oxide fuel cells (SOFCs).
[75,76] Perovskite-based fuel cell devices can reliably generate electrical power from
a wide variety [77, 78] of fossil fuels, with much greater efficiency than conventional
combustion methods. They can also be located on-site where power is needed, reducing
transmission losses and outages due to infrastructure damage.
While many large companies already utilize power generated by SOFC arrays,
[79] there are technological barriers preventing widespread adoption. Chief among
these barriers is the high operating temperature necessary for energy production.
Many commercial cells operate at temperatures > 800◦C, which imposes limits on
environments where these devices can be safely and effectively used. This has prompted
the search for intermediate-temperature solid oxide fuel cells (IT-SOFCs), which may
lead to increased market share of these devices in energy production and therefore an
increase in the efficiency with which fossil fuels are utilized.
A basic diagram of fuel cell operation is shown in Fig. 5.1. On the left, fuel in
the form of petroleum-based hydrocarbons is fed into the cell, where it thermally
cracks into a number of products. Among those products is hydrogen, which reacts
with oxygen ions at the anode. The oxygen ions are provided by the cathode, which
reduces oxygen from air. The electrolyte is an ion-conducting material that provides a
path for the oxygen radicals. Water is produced at the anode. Usable electric current
is produced as the excess electrons at the anode flow through a load back onto the
cathode.
Critical to the operation of a SOFC is the cathode material, which produces oxygen
ions and transports them into the electrode. Indeed, cathode surface and interface
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Figure 5.1: A schematic showing solid oxide fuel cell operation. The voltage generated
by an individual stack, as shown, is fixed. Commercial units are composed of many
connected stacks, to produce the standard operating voltages for the devices being
powered.
modification is one of the primary contributors [80,81] to the operational degradation
of an operating fuel cell. Understanding the processes at the cathode is critical to
potential improvements and elucidating the factors limiting the life of these devices.
Many high-temperature fuel cells use lanthanum-doped strontium manganite (LSM)
cathodes [83], the reaction kinetics of which are limited to the triple-phase boundary
(TPB) . [84] The TPB is of prime importance when discussing reactions at the cathode,
due to the critical effects that the geometry/porosity can have on the power gener-
ated. Figure 5.2 shows some different possible configurations of the cathode/electrode
interface, depending on the composition of the cathode. In 5.2(a), the dynamics repre-
sentative of LSMO are shown. Since LSMO only conducts electrons, reactions between
electrons and free oxygen are limited to a very narrow spatial region near the interface.
The reactions at the cathode in these cases are therefore limited by the geometry of
the interface.
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Figure 5.2: Different configurations of SOFC cathode-electrolyte interfaces. and their
effects on the chemical kinetics in that region. Left panel shows the triple phase
boundary (or “three phase boundary”). Parts (a), (b) and (c) highlight the necessary
path for oxygen radicals being accepted into the electrolyte. The composite shown in
(c) is beyond the breadth of this work, and not discussed. Adapted from Ref. [82].
Overcoming the limitations imposed by the triple-phase boundary would allow for
higher energy densities and efficiencies. Mixed ion-electron conductors can transport
oxygen ions using more of their surface area, without relying on the electrode interfaces.
This arrangement is shown in Fig. 5.2(b). Since oxygen ions can travel within the
cathode, far more material volume is available for reactions to take place.
One of the most promising mixed ion-electron conductors under popular investiga-
tion for use as a cathode is lanthanum strontium cobalt ferrite (La0.6Sr0.4Co0.2Fe0.8O3,
abbreviated LSCF-6428). LSCF offers high electron and ion conductivity, as well as
good compatibility with other standard SOFC construction materials. [85] This com-
bination of features may be useful in engineering low-temperature fuel cells with the
performance necessary for more widespread application.
Since the surface structure and composition of real cathodes determine many of the
performance attributes of the fuel cells they occupy, investigations into cathode surface
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evolution give valuable insight towards improvement. Soft x-ray spectroscopy can pro-
vide element-specific chemical environment information for shallow sampling depths-
precisely the region at play during operation. Previous x-ray studies have observed
strontium segregation at the surface of LSCF films during operational-temperature
annealing in air. [86] Similar effects have been observed in other strontium-based per-
ovskite cathode materials. [87] The segregation of strontium and its oxides/carbonates
at the surface has been shown [80,88] to decrease the sites available for oxygen catal-
ysis as well as retarding electron transport to the surface, thereby negatively affecting
the cell’s long-term efficiency. It has also been shown that rapidly quenching the tem-
perature of cathode films can preserve surface configuration changes, which allows for
post-anneal or post-operation measurement. [86] However, exposure to atmospheric
contaminants may interfere with surface-sensitive techniques, and surface treatment
(e.g. degassing and cleaning) is necessary [89] for conventional soft x-ray measurements.
To that end, a study of the low-temperature surface evolution is of interest for future
surface studies that may require pristine films.
In this chapter we explore the use of soft x-ray photoemission spectroscopy to
determine the evolving chemical states on the surface of an LSCF film. Using very
low (∼10−8 torr) partial pressures, we demonstrate that existing surface carbon can
be removed from the surface via annealing in argon. This technique produces a clean,
defect-free film. Using similar pressures of oxygen during anneal cycles has drastically
different results, incorporating surface carbon and bringing on a relatively strong
insulating surface phase transition.
5.2 Experimental Methods
Pulsed laser deposition was used to grow epitaxial films of LSCF-6428 on NdGaO3
substrates. The films were deposited using an LSCF target, at an oxygen partial
pressure of 10 mTorr with the substrate temperature at 550◦C. Films of approximately
250nm thickness were produced, as confirmed with surface profilometry. Soft x-ray
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spectroscopy measurements were performed at the soft x-ray undulator beamline X1B
at the National Synchrotron Light Source, Brookhaven National Laboratory. Ultra-
high vacuum (<10−9 torr) was maintained in the experimental chamber during data
acquisition. XPS was performed using a hemispherical analyzer and monochromated
incident x-rays at 250 and 900 eV. The total resolution of these spectra is approximately
0.4 eV FWHM at the Sr 3d edge, and 0.7 eV FWHM at the oxygen and carbon K -edges.
Binding energies were calibrated with reference to the 4f core levels of clean gold foil
in electrical contact with the sample. In order to probe the surface chemistry of these
materials, the soft x-rays employed are primarily surface-sensitive, and by varying
the relative angle between the film surface and the photoelectron spectrometer, it is
possible to tune the depth sensitivity for photoelectron spectroscopy. This technique
has been used here to differentiate between surface and bulk chemical species.
After sonication in acetone, samples were mounted on tantalum foil, with the film
grounded by tantalum strips. Samples were radiatively heated through the substrate
using a bare tungsten filament. The power supplied to the filament was monitored
using a constant voltage/current power supply. Temperatures reached on the sample
surface were calibrated with a K-type thermocouple in contact with the surface.
Precautions were taken to ensure that chromium contamination, originating from
the K-type thermocouple alloy, did not affect the films. The calibration was com-
pleted after XPS data were taken for all anneals, in order to avoid the thermocouple
(TC) affecting the surface. While chromium poisoning is a well-known vulnerability of
LSCF [84,90,91], it is worth noting that no chromium features were observed in XPS
survey scans (not shown here) taken after the TC-contact calibrations. This suggests
that chromium poisoning is not a concern at the temperatures used here, which is
in reasonable agreement with thermodynamic calculations performed [90] for other
perovskites. We have demonstrated that, in this temperature regime, contact thermo-
couple temperature measurement may be utilized without negative consequence.
High-purity oxygen and argon were selectively dosed through a constant pressure
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valve (10−8 torr) with continuous pumping in the chamber, creating a steady supply of
fresh gas across the sample surface. Oxygen was chosen for its role in the operational
environment of SOFCs, and argon in order to provide contrast as an inert gas at
the same partial pressures. For each anneal cycle, dosing and heating were combined
for a period of time resulting in 50 Langmuir of total exposure. The samples were
then quenched via abrupt power cutoff to the filament, and allowed to cool to room
temperature in their respective annealing gases. The preparation chamber was then
evacuated, and the film moved into a measurement chamber maintained at 10−10 torr.
5.3 Results and Discussion
5.3.1 Carbon 1s
Once a film has been exposed to air, it is subject to a number of contaminating
adsorbents. A surface sensitive technique like XPS is especially prone to interference
from adsorbed gases. This applies doubly for the present case, since one of the elements
of interest in LSCF-6428 is For the present system the most notable contaminant is
carbon in the form of atmospheric carbon dioxide; carbonates will tend to form [92] on
surface strontium and its oxides. Since the experimental chamber is maintained under
UHV, surface carbon carried in by the film can become a prime source of carbonate
formation in addition to unavoidable carbon species already present in the chamber.
An excess of surface carbon and its derivatives could potentially modify the surface
chemistry in ways unrepresentative of the operating conditions we seek to mimic; it is
therefore worthwhile to monitor the evolution of signal from carbon as the experiment
proceeds.
The extent of carbon contamination on the surface can be directly studied through
measurement of the carbon 1s core level. The relative height of the C 1s XPS peak
near 285 eV compared to the strontium 3p peaks near 268 eV and 278 eV gives a good
indication of how much carbon is adsorbed on the surface, since no carbon should be
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included in the bulk LSCF film. Figure 5.3 shows the core-level scans in the region of
C 1s, for successive anneals in oxygen and argon at 10−8 torr.
Argon Atmosphere Annealing
Figure 5.3: XPS spectra showing C 1s and Sr 3p core levels after successive anneals
in 10−8 torr partial pressure of argon. Surface carbon appears ∼285eV; a dotted line
is provided as a guide to the eye. Spectra are normalized to the Sr peak at ∼268eV.
Figure 5.3 shows the photoemission spectra taken after each annealing temperature
for anneals in an argon partial pressure. The spectra show the C 1s peak at binding
energy of 284.6 eV (with dotted line as a guide to the eye), as well as the strontium
3p doublet at 268.4 eV and 278.7 eV. It is clear that as the annealing temperature
increases, the intensity of the C 1s peak reduces in intensity. This suggests that the
contaminant carbon desorbs from the surface as the temperature is increased, most
significantly above 150◦C. Above 200◦C, contaminant carbon on the surface is below
our detection limit.
Above 245 ◦C, an additional species develops on the sample surface, present as a
doublet-like structure at 294-296 eV. After ruling out other contaminant elements, we
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identify this structure with chemically shifted carbon. This suggests the formation of
new species as a result of carbon re-adsorption on the surface. The lack of strontium
carbonate features (see Section 5.3.3) suggests that carbon is bonding to other elements
present in the sample; in the current data set, the precise bonding environment of
the re-adsorbed carbon species cannot be fully determined. Further high-resolution
studies of the carbon 1s environment may provide clues as to the origin of the new
carbon species.
In summary, annealing LSCF in low partial pressure argon provides a route for a
carbon-free surface, up to a certain temperature. The formation of carbonate species
from ambient carbon cannot be avoided over 245◦C at these pressures in argon.
Oxygen Atmosphere Annealing
Figure 5.4: XPS spectra showing C 1s and Sr 3p core levels after successive anneals
in 10−8 torr partial pressure of oxygen. Spectra are normalized to the Sr 3 p edge for
comparison with Figure 5.3
From Fig. 5.4 it can be seen that with increasing annealing temperature in oxygen
there is a prominent reduction in the intensity of the C 1s peak, but not to the degree
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shown during argon anneals. In a pure oxygen atmosphere, a small fraction of surface
carbon continues to persist throughout the anneal cycles. This is in addition to the
re-adsorbed carbonate doublet, similar to that observed in argon anneals, which forms
at higher temperatures (>260◦C) for oxygen anneals.
Even at very low partial pressures, an ambient oxygen atmosphere inhibits the
removal of contaminant carbon from pristine LSCF film surfaces. For future surface
studies that require clean LSCF, this result is of great practical use.
In addition, regardless of the gas used for annealing, carbon re-adsorption cannot
be avoided above a certain temperature. Since no UHV chamber is entirely free of
carbon, this observation is significant for studies which may require absolutely pristine
films- even those that might be grown in situ.
5.3.2 Oxygen 1s
Argon Atmosphere Annealing
Since the operative function of a SOFC cathode is to reduce oxygen and move it into
an electrolyte, observing the evolution of surface oxygen states is of primary interest
in this investigation. Oxygen vacancies can be inferred and quantified from O 1s core
level fitting. [93, 94] Figure 5.5 shows the results obtained for the argon-annealed
film. Figure 5.5(a) displays the O 1s spectrum for each successive anneal, where the
temperature is increased from 98◦C to 290◦C. It is clear that the O 1s spectra show
prominent changes with increase in anneal temperature. We performed multi-peak
fitting on the spectra, representative results of which are shown in the right side
panel. Figures 5.5(b), (c) and (d) illustrate fits at room temperature, and at annealing
temperatures of 220◦C and 278 ◦C.
In these spectra, multi-peak fitting was performed using Voigt peaks and a Shirley
background. The O 1s spectra from the pristine sample can be fitted with two com-
ponents at binding energies of 528.5 eV and 531.5 eV. Varying the orientation of the
film surface relative to the XPS spectrometer allows for selective depth profiling, from
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Figure 5.5: Oxygen 1s spectra (a) for argon-annealed films. Typical multi-peak fits
are shown in (b-d).Fits were performed using Voigt peaks with a Shirley background.
which it can be shown that the component at low binding energy originates from the
bulk and the higher binding component is from surface layers. We refer to these as
“bulk” and “surface” components. At higher annealing temperatures a further compo-
nent appears and the fitting of the spectra requires three components, as shown in
Figs. 5.5(b) and (c). The angular dependence measurements show that this species is
uniformly distributed in the surface and the bulk. Since it only arises during heating,
and increases nearly linearly with temperature, it is likely the result of oxygen defects
(vacancies) resulting from heating in an inert atmosphere.
To observe the evolution of each component in the O 1s core level spectra as
the annealing temperature is increased, it is useful to examine the fractional area
(individual area/total area) of each component during the experiment; these results
are plotted in Fig. 5.6. Up to ∼150◦C each curve in Fig. 5.6 shows a plateau, indicating
that the area of each component remains unchanged even with increases in annealing
temperature, and suggesting that the relative concentrations of oxygen species do the
same. Above this temperature, the component corresponding to vacancies increases
almost linearly with temperature, showing the increase of defects in the material with
increasing temperature. Above 150◦C there is a sharp rise in the area of the bulk
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Figure 5.6: O 1s core level multi-peak Voigt fit fractional areas, argon-annealed film.
Solid lines are provided as guides to the eye.
component, which is accompanied by a sharp fall in the area of surface component.
Between 150◦C and 175◦C there is an inversion of the surface:bulk character ratio.
This can be correlated with observations at the strontium 3d edge (see Section 5.3.3),
suggesting that the oxygen vacancies created through heating cause changes in the
Sr-O bonding environment. Above 175◦C the area of the surface component increases
approximately linearly and that of bulk component linearly decreases. Judging by
these trends, the vacancies are forming at the expense of oxygen in the bulk. The
surface oxygen, after a certain temperature has been reached, returns to its initial
state and concentration.
Oxygen Atmosphere Annealing
The O 1s core levels are similarly followed during oxygen anneals. Figure 5.7(a) shows
the O 1s core-level spectra for successive anneals in oxygen. In contrast to annealing
in argon, the changes to the O 1s spectra are sudden and drastic for anneals in oxygen,
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Figure 5.7: Oxygen 1s spectra (a) for oxygen-annealed films. Typical multi-peak fits
are shown in (b-d).Fits were performed using Voigt peaks with a Shirley background.
as evidenced by the accompanying multi-peak fits. The representative fitting curves
are shown in Figs. 5.7(b), (c) and (d) which show spectra for pristine films, and films
annealed at temperatures of 220◦C and 278◦C, respectively. As in the case of annealing
in argon, the spectra can be fitted with 3 components: one bulk, one surface, and a
third that only develops upon heating in oxygen. It is important to note that this
third species, induced by heating in a partial oxygen atmosphere, is not the same
as the vacancy environment observed with argon anneals; it arises at an altogether
different binding energy. The fractional area of each component is shown against the
annealing temperature in Fig. 5.8.
Comparing Figs. 5.6 and 5.8 it can be seen that the there are prominent differences
between the areas of different O 1s components depending on the annealing gas
used. In oxygen (Fig.5.8), as the temperature is increased, the area of the third
species increases linearly and roughly saturates above 150◦C. This corresponds to the
behavior one would expect of oxygen defect environments at low partial pressures;
defects are formed in the surface and bulk, but eventually reach equilibrium with the
replenishment provided by the ambient oxygen.
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Figure 5.8: O 1s core level multi-peak Voigt fit fractional areas, oxygen-annealed film.
Solid lines are provided as guides to the eye.
Thus the formation of vacancies is inhibited in the presence of oxygen at high
temperatures, which is quite unlike the behavior during annealing in argon. Above
100◦C the bulk component decreases with temperature, which is accompanied by a
corresponding increase in the surface component. The increasing surface-like character
of the film may be a result of carbon incorporation (discussed above), the kinetics
of which are clearly more favorable for a partial oxygen atmosphere, and carbonate
formation, which still takes place at higher temperatures. The difference in third
environment between inert gas (argon) and oxygen anneals can be accounted for by
the incorporation of surface carbon; the environment indicative of an oxygen vacancy
is altered by the persistent presence of carbon.
The stabilization of oxygen vacancies by low oxygen partial pressure was recently
predicted theoretically by Luo et al. [95] Our results in both cases support that work,
albeit at much lower pressures than discussed in Ref. [95].
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5.3.3 Strontium 3d
Strontium precipitation in its oxide and carbonate forms is widely accepted [80,96,97]
to be one of the driving influences behind operational degradation of LSCF cathodes.
Studies have shown conclusively that strontium precipitates are energetically favorable
in these films when they are held in air (or other atmosphere-pressure gases) at high
temperatures (> 600◦C) for long periods of time.
Figure 5.9: Typical strontium 3d core level for LSCF-6428. Best fit for two Gaussian
doublets with linear background plotted against data. Inset shows the determination
of surface v. bulk states by angular surface sensitivity increase; as the surface angle
with respect to the spectrometer increases, the measurement is more surface sensitive.
Figure 5.9 shows a typical Sr 3d core level. The 3d level is a doublet, with two
peaks spaced 1.8eV apart due to the spin-orbit split 3d3/2 and 3d5/2 states. [98] Good
agreement with the data is achieved by fitting this structure to a pair of Gaussian
doublets and a linear background. In this fit, the energy separation and relative
intensities of the doublet are fixed, and only the relative intensity between the two
doublets and their energy separation is allowed to vary. Varying the relative orientation
of the films surface with respect to the spectrometer allows for relative depth profiling
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(as above), and in doing so the lower binding energy doublet can be associated with
the bulk, and the higher binding energy doublet is determined to originate at the
surface.
Fitting the peaks to identify the surface and bulk phases allows for the observation
of changes in the strontium concentration after anneal cycling. Figure 5.10 shows the
fractional area of the bulk and surface components, plotted against the temperature
at which the sample was annealed. At grazing incidence, these measurements are more
surface sensitive; this is in good agreement with the fitted intensities for the bulk and
surface components. Clear changes are visible throughout the heating process, as well
as stark differences in the surface evolution between argon and oxygen anneals.
Figure 5.10: Fractional areas of the surface/bulk strontium phases over successive
heating cycles, at (a) normal and (b) grazing incidence. Grazing incidence is more
surface-sensitive.
The integrated doublet areas are plotted as fractions of the total area of the fit in
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Fig. 5.10. Notably, the first points for the normal incidence behavior do not match,
but they do for grazing incidence. This suggests that the surfaces for the respective
samples are the same, but there is some difference in the bulk.
The above results can be explained by the specific geometry of the data acqui-
sition chamber. The XPS collection aperture is 45◦ offset from the incoming x-rays.
Rotating the sample increases the surface sensitivity due to the geometry of primary
photoelectrons leaving the samples. Simultaneously the sampling area visible to the
XPS aperture increases by a factor of 1/cos(θ). At grazing incidence for the data
presented here, the sampling area is larger by over 30%. Local inhomogeneities in
the film surface due to atmospheric contamination will therefore be more apparent
at normal incidence, since the larger sampling area for grazing incidence will tend
to average them out. This accounts for the difference in initial conditions present at
normal incidence.
Certainly, prior to any heating at low pressure, the films can be expected to
have slightly different surface contamination levels, in spite of identical cleaning and
handling before insertion into UHV. After the film is gently annealed at 100◦C, but
before surface carbon is strongly affected, the normal incidence bulk and surface areas
are nearly the same. This supports the hypothesis that local differences in adsorbed
atmospheric gases cause the initial difference.
Turning to the oxygen anneals (displayed by the solid lines in Fig. 5.10), it is
worth noting that there are several distinct regions of change. For heating ≤100◦C,
any visible change is likely due to the degassing of the film (visible in the carbon
spectra presented above). Past the temperature at which carbon concentration begins
to decrease at the surface, there is a clear trend of increase in the surface strontium
concentration.
The argon anneal fractional areas (dotted lines) behave quite differently. Between
the first and second heatings the bulk and surface phases behave in the opposite way
to their oxygen-annealed counterparts. This is the interval during which the majority
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of carbon contamination is seen to leave the surface. Past the second anneal, the
argon-annealed surface goes through an abrupt change in direction and begins to
develop towards the trend observed during the oxygen anneal. Notably, above 200◦C,
argon annealing can return the strontium surface concentration close to its original
configuration.
Eventually, near 300◦C, both types of annealed surfaces end up with nearly the
same surface:bulk concentrations. Clearly not all of the carbon has been evacuated
from the surface on the oxygen-annealed sample, as shown in the carbon core levels.
Additionally, the oxygen-annealed sample goes through a phase transition to relatively
strong insulating behavior (see section 5.3.4), which is not visible in the argon-annealed
sample. Both samples, notably, see an increase in surface-phase strontium concentra-
tion.
No contributions from SrCO3 are seen in the strontium core levels. If carbonates
form on the surface at these temperatures, they should [99] be visible as an additional
doublet in the strontium spectra. The absence of such a feature suggests that strontium
does not form its carbonate phase at these temperatures and pressures.
5.3.4 Insulating Surface Phase
For both annealing gases employed in this study, we find that the films undergo a
phase transition that promotes an insulating character at the surface near 300◦C.
This insulating transition can be observed in time-resolved XPS scans, whereby the
charging of the insulating surface develops with time and leads to large shifts in the
apparent binding energies of core-level features. It is observed that argon-annealed
films enter a less insulating state, even when annealed to higher temperatures.
Core level electrons from a conducting sample should have the same measured
kinetic energy over time, assuming that the incident photon energy is constant and the
originating core environment does not change. If the surface of a sample is gradually
accumulating charge, the kinetic energy of a core level peak will shift in proportion to
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the total charge on the surface. Since electrons leave the surface, an overall positive
charge will evolve in the sample, which in turn results in a net decrease in the kinetic
energy of electrons emanating from the surface. Ultimately, this leads to an increase
in the observed binding energy of core levels for samples that are not good conductors.
Figure 5.11 shows select time-resolved measurements of the Sr 3d core level for both
samples. Fig. 5.11(a) shows the time-integrated intensity for a sample that does not
exhibit charging. Fig. 5.11(b) shows a scan from a sample annealed in oxygen to 246◦C.
Time proceeds from top to bottom, with each horizontal scan taking approximately
30 seconds. In the first color map, the horizontal (binding energy) position doesnt
change appreciably with time. In Fig. 5.11(c), the binding energy of the peak clearly
changes over time. This figure shows the same sample as in Fig. 5.11(b), but annealed
to 260◦C in oxygen. The discrepancy in the location on the horizontal scales is due to
the fact that the second scan was acquired after the sample had already been exposed
to the x-ray flux for some time, leading to a substantial accumulation in charge before
the second measurement took place.
In contrast, Figs. 5.11(d) and (e) show the Sr 3d peaks of a sample annealed in
argon at even higher temperatures. Above the point where the oxygen-annealed sample
develops a surface insulating state that severely hampers the XPS measurements, the
argon-annealed sample has no such transition. At higher temperatures the argon
anneal appears to produce some insulating character, but not to the same severity
that annealing in oxygen does. Below 300◦C, argon annealing mostly preserves the
conducting character of the surface. Below 260◦C, the conducting character is entirely
preserved.
5.4 Conclusions
We have shown that low temperature, low partial pressure treatment of LSCF films
can be used to study oxygen environment evolution and strontium segregation at
the surface of these films. Carbon contamination from atmospheric exposure can be
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Figure 5.11: Time-resolved scans of Sr3d core levels. Time per scan is approximately
45 seconds. From top to bottom: (a) A plot showing integrated intensity over time
for a well-conducting sample. (b) A time-resolved scan of a film annealed in O 2 at
246C, in which time proceeds down the y-axis.(c) A time-resolved scan clearly showing
charge buildup over time after O 2 annealing at 260C. (d),(e) Two more scans, of
argon-annealed films annealed to over 278C, showing little charge buildup.
selectively eliminated by annealing in an argon atmosphere or may be incorporated
into the films using an anneal in oxygen. Carbonates of strontium are not observed,
suggesting that temperatures in this regime are too low to provoke their large-scale
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formation. Oxygen vacancies are observed to plateau in number when the anneal
takes place in low oxygen partial pressure, but increase linearly with temperature
when argon is used. Annealing in argon at temperatures of 200-245◦C produces a
clean, carbon-free surface with an added environment of surface and bulk oxygen
vacancies.
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Chapter 6
Interpretation of La0.8Sr0.2MnO3 RIXS spectra via local crystal field exci-
tations.
6.1 Introduction
The perovskite ABO3 crystal structure has demonstrated profound importance in
emerging technologies for the past century. [100] Beginning in the early twentieth
century with high-k dielectrics and continuing into the twenty-first century with high-
Tc superconductors [101], the myriad material applications of this structure continue
to grow. The utility of perovskites derives from the immense phase space of material
properties which can be probed by changing the elements occupying the A and B
sites, views of which are shown in Fig. 6.1.
Figure 6.1: Three different representations of the perovskite structure. White spheres
are A-sites, black spheres are B-sites, and oxygen occupies the remaining sites. From
Ref. [100].
We direct our attention here to a family of perovskites commonly referred to as
manganites, and specifically strontium-doped lanthanum manganite (La1−xSrxMnO3,
“LSMO”). Strontium in this material is a dopant on the A-site. The attributes at-
tainable by doped manganites span the cutting edge of condensed matter research.
Colossal magnetoresistance, half-metallicity, and metal-insulator transitions are among
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the possible phenomena accessible in these materials through appropriate stoichiomet-
ric manipulation. [102–104]
In addition to these exotic properties, LSMO is also a promising material in the
search for clean and efficient energy sources. Solid oxide fuel cells (SOFCs) very
efficiently produce electricity from oxygen and hydrocarbons. The cathode of SOFC
devices, including those in commercial use today, is often made from LSMO. These
cathodes split oxygen molecules and transfer them through an electrolyte, where
they are combined with hydrogen at the anode. The robustness of the cathode in
these devices is critical for long term operation, and studies continue to attempt
improvements in LSMO-device integration. [89]
In this chapter we examine the resonant x-ray emission (RIXS) spectrum of
La0.8Sr.2MnO3 (LSMO) at the manganese L-edge. Using a combination of spectro-
scopic techniques and computational methods, we find that the RIXS excitations at
this edge are best described using a local atomic multiplet model, quite contrary to
the expected behavior of a conductor such as LSMO.
6.2 Experimental Methods
6.2.1 Sample production
Crystalline films of A-site deficient 20% strontium doped lanthanum manganite, with a
chemical composition of (La0.8Sr0.2)0.95MnO3±δ, were grown by pulsed laser deposition
on single crystal substrates of either LaAlO3(001) or yttria-stabilized zirconia (YSZ)-
(111), as described in detail in Ref. [89]. The following results were found to be
independent of substrate and film thickness (70 – 200 nm).
6.2.2 Spectroscopy
Mn L3-edge RPES measurements were performed at Beamline X1B of the National
Synchrotron Light Source (NSLS), Brookhaven National Laboratory. Spectra were
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recorded in ultra high vacuum (UHV) using a Scienta 100 mm hemispherical electron
analyzer, with a combined (incident photon and instrument) resolution of 400 meV
at photon energies near the Mn L3-edge. All binding energies were referenced to Au
4f photoelectrons of gold foil in electrical contact with the sample.
Mn L3,2-edge RIXS measurements were performed at Beamline 7.0.1 of the Ad-
vanced Light Source, Lawrence Berkeley National Laboratory. The spectra were
recorded using a Nordgren-type grazing-incidence spherical grating spectrometer,
with a combined (equal incident photon and instrument contributions) resolution
of ∼ 700 meV at the Mn L3 edge. The energy axis of the detector was calibrated to
Mn L3,2-edge emission of a MnAs reference sample measured at the same time. O
K-edge XES measurements were performed with an instrument resolution of 340 meV.
O K-edge and Mn L-edge XAS were recorded in total electron yield (TEY, ∼ 10 nm
probing depth) and total fluorescent yield (TFY, ∼ 100 nm probing depth) modes
with a resolution of ∼ 200 meV. Consistent spectra were obtained from independent
XAS measurements at both beamlines. All measurements were performed at room
temperature, at which the sample is in the ferromagnetic metallic phase. [105]
6.2.3 Computational Methods
Ab initio local density approximation (LDA) band structure calculations of La0.8Sr0.2
MnO3 were performed using the linearized muffin-tin orbital (LMTO) method, within
the atomic sphere approximation and including combined correction terms. [33] The
A-site doping is described using the virtual crystal approximation (VCA), in which the
La3+ cations are replaced by ‘virtual’ 2.8+ ions. Although a relatively crude method
of describing disorder, this technique satisfactorily captures qualitative trends with
doping, including in LSMO. [106] Comparison between VCA and supercell calculations
of La0.75Sr0.25MnO3 indicate that, at the LDA level, the VCA is sufficiently accurate
for our purposes.
Crystal-field atomic multiplet calculations have been performed using the ctm4
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xas and ctm4rixs programs. [34]
6.3 Results and Discussion
We focus on determining the origin of the the Mn L-edge RIXS excitation spectrum
for La0.8Sr0.2MnO3. In Section 6.3.1, we will explore the visible features on the RIXS
spectrum in the context of prior, similar work. Following that, 6.3.2 motivates itinerant
PDOS calculations with data representing the ground state electronic configuration.
We then provide contrast with the itinerant model by using the localized crystal field
multiplet method in 6.3.3.
6.3.1 RIXS Data
Figure 6.2: RIXS data for La0.8Sr0.2MnO3 at the Mn L2,3-edge. In (a) the Mn L edge
XAS is shown, with RIXS excitation energies noted by circles. Center panel (b) shows
the x-ray emission data on an emission energy axis. Right panel (c) shows the same
spectra on a loss energy scale, after treatment with maximum entropy deconvolution.
Error bars are included for every tenth point.
Figure 6.2 shows the RIXS spectra for La0.8Sr0.2MnO3 at the Mn L2,3-edge. Four
excitation energies are probed, as shown on the XAS inset. Figure 6.2(a) shows the
89
data on an emission energy scale. The elastic peak is visible, particularly in spectra
(A-C), dispersing with energy as expected.
In Fig. 6.2, the spectra have been plotted on a loss energy scale with the elastic
peak shifted to 0 eV. This facilitates the observation of low-energy inelastic features,
which should not vary with excitation energy. The data has also been treated using
maximum entropy deconvolution, in order to increase the contrast of features above
the surrounding noise. The error bars shown in the figure, for every tenth data point,
correspond to the empirical propagation of MaxEnt statistical error explored in Ref.
[11]. Four visible loss features emerge with the MaxEnt treatment: at -1.3 eV, -2.7
eV, -3.9 eV, and -5.3 eV. They have been labeled (I-IV), respectively. These are the
features we seek to explain using the computational methods discussed below.
Comparison with previous studies [107–109] of manganites is encouraging. The
peak at II, which is by far the clearest in comparison with the elastic peak, has
been observed for La1−xBaxMnO3 (x ≤ 0.55) [107], La1−xNaxMnO3 (x ≤ 0.15) [108],
and La0.875Sr0.125MnO3. [110] The feature at I has been observed in high-resolution
measurements of LaMnO3 [109]. Interpretations vary for all of these results. There is
disagreement as to whether Feature II represents a local [107] or itinerant [108,110]
excitation. We also note that none of the other features have been described in prior
literature.
6.3.2 Itinerant interpretation: LMTO
The LSMO stoichiometry under investigation here is metallic. It is therefore reasonable
to begin a theoretical inquiry by examining excitations into the delocalized Mn d states.
To that end we perform ab initio band structure calculations, and use data from other
spectroscopies to refine energy scales and partial densities of states in the model. We
leverage three different techniques to build a picture of the ground state. Once the
model is demonstrated to satisfactorily represent the data, we use it to construct an
itinerant model for the RIXS data.
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Overview of PDOS
Figure 6.3 shows the full calculated PDOS for LSMO. This model is in good agreement
with LDA calculations of similar manganites. [111–114]
The occupied states below ∼ -2.5 eV are dominated by oxygen 2p, with significant
contributions from Mn 3d states only appearing below -5.5 eV. Mn t2g↑ and eg↑ states
occupy the region just below EF, with minor contributions from oxygen. Above EF,
the Mn t2g↓ and eg↓ states are located at 1.17 and 3.10 eV, and overlap somewhat
with a broad band of A-site (La/Sr) states between 3 and 5 eV that are due to La 5d
and Sr 4d states.
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Figure 6.3: Overview of calculated PDOS for La0.8Sr0.2MnO3. Sitewise components
are labeled.
Aspects of this model are manifestly lacking. Other studies have shown the Mn
t2g↑ states farther from the Fermi edge, resulting in some overlap with the O 2p
manifold. [115,116] The A-site states appear too low in energy. This effect is a result
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of the LDA, as well as the shape approximation to the potential. This erroneous
placement has been observed in other calculations for similar systems. [111] The
deviation of these states is of less concern, since they are unoccupied. The energy
placement of unoccupied states is expected to be less accurate than their occupied
counterparts, since unoccupied states do not contribute to the total energy in DFT
calculations.
If it can be shown that this model of the PDOS otherwise reasonably approximates
the experimental data, it is possible to describe the RIXS excitations through a
convolution of the occupied and unoccupied PDOS. [117] This process is discussed
further below.
We now look to ground-state data in order to place the calculated states at the
appropriate energies, and to demonstrate that the spectral weight for contributing
PDOS manifolds reasonably approximates the data.
Absorption & Emission
Strictly speaking, the final state in XAS is an excited state- the probed site ends up
with a core hole. It has been shown for materials of this kind [118] that the overall
effect of the core hole is to shift the unoccupied states downwards (towards the Fermi
level) by ∼ 1 eV. The structure of the calculated unoccupied PDOS for LSMO is
well-represented if the core hole is neglected. [114]
Complementary to XAS mapping the unoccupied PDOS, XES can be used to mea-
sure the occupied PDOS. Since multiplet effects tend to be weak at the K-edge, XES
on the oxygen sites here is an effective probe of the occupied states. The combination
of these two spectroscopies provides an excellent point of comparison for our itinerant
model.
Figure 6.4 shows the combined occupied/unoccupied PDOS, and representative
data for comparison. Unoccupied states are shown to the left, occupied states to the
right. Discussion of each in turn follows.
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Figure 6.4: X-ray emission and absorption of La0.8Sr0.2MnO3 at the oxygen K-edge.
Calculated PDOS from LMTO are shown for comparison.
On the left side, oxygen K-Edge XES is plotted against the occupied O PDOS.
The calculated states have been broadened to account for experimental and lifetime
effects, via convolution with 0.22 eV HWHM Lorentzian and 0.34 eV FWHM Gaussian
functions. The PDOS energy has been shifted commensurate with complementary
photoemission measurements at this edge.
Good overall qualitative agreement is apparent; the overall structure of both theory
and data is composed of two features. This lineshape has been seen in prior [107]
XES investigations of manganites, although it is absent in others. [119] The stronger
peak can be attributed to non-bonding O 2p states, and the weaker feature to Mn
3d-O 2p hybridization. The significant difference in intensity bears mentioning, as
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the calculations predict much more even distribution of intensities. A likely culprit is
the influence of transition matrix effects on XES data. Even though the PDOS may
be the same in these regions, the probabilities of fluorescent transition in these two
regions may differ significantly, resulting in an appreciable deviation of the XES from
the calculated states.
The weak PDOS feature at ∼-1.5 eV is not represented in the data. According to
the calculations, this peak results from O 2p and Mn t2g↑ states. We may conclude
that the Mn t2g↑ states are further from Ef than our model predicts, and are subsumed
within the states due to oxygen.
On the right side of the plot, O K-edge absorption (via TFY yield) is plotted with
the calculated unoccupied PDOS for manganese. The reason for indirect comparison
here was briefly mentioned above; the A-site states in this calculation are clearly placed
too low in energy. [111] Since the A-sites hybridize with oxygen, they contribute an
overall known erroneous shift in the spectral weight of the calculated O PDOS. To
obtain a better comparison for the itinerant model, we compare the O K-edge data
with the calculated unoccupied Mn PDOS. Since Mn contributes to the “real” O
PDOS, this will serve as a first approximation as to the accuracy of the LMTO model.
The O K-edge spectrum has been rigidly shifted upwards by 1.1 eV to account for
the effects of the core hole. To account for experimental broadening, the Mn PDOS
has been broadeed by a 0.22 HWHM Lorentzian and a 0.20 FWHM Gaussian.
The center of mass of the Mn d manifold lies slightly higher (.1 eV) in energy than
the corresponding contributions in the O K-edge. This may be due in part to the core
hole effect, for which we have only approximately accounted. Nevertheless, the overall
lineshape of the data is consisten with the Mn d manifold from the calculations.
While this is not necessarily strong evidence for the LMTO model, it is useful as
a consistency check that the calculations are reproducing the ground state with a
reasonable resemblance to the data.
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Resonant Photoemission
Having established the qualitative agreement of our itinerant model for the oxygen
PDOS, we seek to address whether the states originating from manganese are equally
well represented.
X-ray photoemission gives a cross-section weighted total density of states for any
electron states at or below the incident photon energy. In the region near the Fermi
level, it is possible to enhance the emission due to certain states by adjusting the
incident photon energy to features in an absorption edge. This process, known as
resonant photoemission spectroscopy (RPES), is useful for determining an element’s
contributions to the low-energy DOS in the valence band. At the Mn L3 edge, photoe-
mission from Mn 3d electrons can be resonantly enhanced by a factor of more than
20. [120]
Figure 6.5: Resonant photoemission of the La0.8Sr0.2MnO3 valence band, for incident
photon energies on and off resonance at the Mn L edge.
Figure 6.5 presents the on- and off-resonance valence band XPS for the Mn L3
absorption edge. In the off-resonant case, due to the absence of Mn 3d states via cross
section effects, the valence band is predominantly composed of O 2p states. Clear
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differences due to the enhancement of Mn 3d states emerge for the resonant case, in
three prominent regions. A shoulder appears approximately -1 eV from the Fermi
level, due to the Mn eg↑ states. A strong peak appears at -2.25 eV, due to Mn t2g↑.
Finally, near -7 eV there is a low, broad feature due to hybridized Mn 3d states. These
findings agree with previous RPES measurements. [115,116]
We note that the lack of a clear Fermi edge in the RPES spectrum has been
observed in other studies of this kind- including in situ grown films. [116] In Ref. [116],
the Fermi edge was only detected in high resolution spectra at very low temperatures
(15K). The lack of edge is attributed to surface disorder.
A difference spectrum of the non-resonant VB subtracted from the resonant VB
is shown in Fig. 6.6. This spectrum highlights the enhanced states, which have been
fitted with three Gaussian functions. The fit is quite good for these environments, as
evidenced by the combined trace.
The Mn LMM Auger peak appears at -4 eV. This stout feature is bound to a
fixed kinetic energy of 634 eV, and thus cannot be avoided for resonance on the VB
at these energies. The other two features represent the Mn t2g↑ and eg↑ states, which
gives an ideal experimental contrast for those two features in our PDOS model. These
Mn states are both deeper in energy- ∼1eV for t2g and ∼.5eV for eg- than their
theoretical counterparts. This implies that the t2g states overlap significantly with
the oxygen PDOS, which is in agreement with our observations from the O K-edge
XES.
Itinerant Model for RIXS
Having assured that the calculated band structure reflects the data to an acceptable
degree of similarity, we can proceed in constructing a RIXS model from the calculated
PDOS. In other transition metals (such as Cu and Ni) at the L-edge, it has been
observed that the RIXS spectrum for below-threshold excitation energies can be
predicted by convoluting the occupied and unoccupied PDOS. [117] Other groups
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Figure 6.6: Difference spectrum for the VB plots shown in Fig. 6.5. Fitted Gaussian
peaks for the constituent features are shown.
have successfully used this method to identify features in La0.875Sr0.125MnO3 based
on LDA+U calculations. [110] We present the joint DOS, neglecting k-conservation∗,
computed from the LMTO PDOS results.
Figure 6.7 shows the results of PDOS convolution, plotted against RIXS data. The
emission spectrum represents the excitation energy “A” (∼639.5 eV) from Fig. 6.2.
The unoccupied ttg↓ and occupied t2g↑ states have been rigidly shifted in accordance
with the energies measured via RPES and XES. In discussing features, we use the
nomenclature from Fig. 6.2.
Aspects of the data are well represented by the calculations. The wide, shallow
feature near -8 eV corresponds well to charge transfer states in the model. Low energy
states at -1.7 eV may reflect a shoulder branching from the elastic peak.
There are, however, important features which are entirely lacking. In particular,
feature II at -2.7 eV shows virtually no spectral weight in the model. Some states due
to eg↑ → eg↑ transitions are visible, but unlikely to carry the substantial area shown in
∗A discussion of why k-conservation may be neglected for energies below threshold is available
in [117].
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Figure 6.7: Convoluted LMTO PDOS for La0.8Sr0.2MnO3, predicting the off-resonance
RIXS spectrum at the Mn L2 edge.
the above-threshold spectra. In addition, t2g↑ → t2g↓ transitions create a single strong
peak that does not appear in the data.
The importance of representing features I and II should not be overlooked. Similar
features appear in LaMnO3 [109] as well as La1−xBaxMnO3 [107] for values between
x = 0 and x = .55. The binding energies and bandwidth of Mn 3d and O 2p states
have been shown to vary significantly with x in these materials. [104,116,121] These
combined factors suggest that an itinerant model, applied to other manganites, would
fail to represent these features which their RIXS spectra have in common. Given that
these excitations are apparently intrinsic to this family of manganites, any sufficiently
explanatory model should not be stoichiometry-dependent.
These fundamental points of contention with the itinerant model are unlikely to be
resolved by more refined models of the PDOS. It appears that the delocalized picture
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for LSMO does not satisfactorily reproduce or explain the origin of the RIXS features.
6.3.3 Localized interpretation: CFM
Given the failure of our delocalized explanation, a natural course of action is to
pursue insight from localized phenomena. Although LSMO is metallic, the t2g electrons
are typically considered to be localized in a Hubbard-like band. [105] The localized
treatment of these states has shown some success in interpreting RIXS features of
La1−xBaxMnO3 [107], via the exploration of atomic multiplet effects due to the crystal
field. This crystal field multiplet (CFM) model has also succeeded in describing the
RIXS features of strongly correlated wide-gap insulators such as MnO [122] and
kagome staircase compounds. [123]
The CFM model can be directly compared with RIXS data if calculations for
Mn3+/4+ are properly mixed. In order to reflect the mean valence of manganese here
(+3.2), we have calculated an 80:20 admixture of Mn3+:Mn4+. These spectra have
been computed in D4h symmetry to account for Jahn-Teller distortion of the oxygen
octahedron. [37]
Of great importance in the accuracy of CFM calculations are the crystal field pa-
rameters; namely 10Dq, the cubic field parameter, and the tetragonal field parameters
Ds and Dt. These semi-empirical parameters control the strength of the crystal field
effects in their respective symmetries. They have been adjusted here to give the best
agreement with the data, resulting in final values of 10Dq = 3.24eV , Ds = .1960eV ,
and Dt = .175eV .
The CFM-calculated spectra are shown in Fig. 6.8. Spectra have been simulated
for the four excitation energies at which data was taken. The constituent contributions
from Mn3+ and Mn4 are shown alongside the (weighted) total. Resulting states have
been broadened to match the final resolution of our RIXS data.
It is clear that as the incident energy increases, the peak locations for the total
weighted data appear less accurate (i.e. reading the spectra from top to bottom). This
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Figure 6.8: Summary of CFM-calculated RIXS spectra at the Mn L2,3 edge, in D4h
symmetry. Dotted lines represent the elastic peak (0 eV) and features I-IV discussed
in Section 6.3.1.
appears to be from the weighting of the 3+/4+ environments. Feature IV appears
nicely in place for Mn4+ for spectra B-D, but is underrepresented in the total. The
total peak position for features II and III is also noticeably shifted from the data- but
this shift could be offset by increasing the weighting of Mn4+.
Note that neither individual charge state fully represents the data, and it appears
that an admixture is necessary. The discrepancy between the nominal mean valence
state of Mn and the optimal mixture of the calculated states may be a result of
differing transition matrix effects reflected in the final cross section of the data.
Notably, the trends with incident energy are not well reflected. For example, feature
I (at -1.3eV) grows almost steadily with intensity, growing larger than the elastic peak
by spectrum C. The relative sizes of I and II also grow out of proportion in comparison
to the data.
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Overall, in spite of these differences, the CFM model represents the data far better
than the itinerant LMTO model. The major features are all present, and appear
within ∼.25 eV of features in the data. There are even features at ∼ -9 eV and -8 eV
predicted in the model, which appear (and were not discussed) in the data.
Based on the model, the experimental features can be associated with: (I) Mn3+
1E and 1T2 configurations; (II) with a large number of close transitions (this feature
is predicted, and observed, to experience energy-dependent splitting and variation),
dominated by the Mn3+ 5T2 configuration; (III) with several Mn
3+ t32g e
1
g configurations,
and at higher energies with Mn4+ 4T1 and
2T2 transitions; and (IV) with Mn
3+ t22g e
2
g
configurations and at higher energies with Mn4+ t22g e
1
g configurations. Additional
experimental features at higher energy (−7.6 and −9.0 eV) can be associated with
Mn3+/Mn4+ and Mn4+ ions respectively.
6.4 Summary
Although LSMO is metallic in this stoichiometry, and the Mn eg electrons are known to
have delocalized character, the comparison of computational techniques presented here
suggests that the RIXS excitations are best interpreted from a localized perspective.
This is likely due to the relative localization of Mn t2g electrons, which participate in
the intermediate RIXS state. The observed RIXS features are best explained using a
crystal field multiplet model in D4h symmetry.
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Chapter 7
Conclusion
The true breadth of applications to which synchrotron soft x-rays can be used is far
greater than the material explored in this work. We have, however, demonstrated the
utility of several techniques across a range of interests.
The measurement of CPP in Chapter 4 revealed some interesting surprises amidst
familiar overall forms. Carbon 1s XPS spectra showed a pronounced shift, and sug-
gested some internal structure beyond the reach of our resolution. Both the XAS and
XES spectra for CPP are reminiscent of the same measurements for their benzene
building blocks, and reasonable when couched in the literature with other carbon al-
lotropes and nanostructures. The appearance of a low energy XES feature in [8]-CPP
is not yet well-explained. The effects of strain and structural asymmetry cause stark
deviations from static molecular DFT predictions, much in contrast to prior studies
with organic molecules. Future soft x-ray measurements on these materials will provide
valuable insight towards advanced DFT calculations exploring the unusual dynamics
of these molecules. This investigation shows the wealth of information available by
applying three basic techniques to a new substance and leveraging those techniques
towards improving models.
Two entirely separate investigations into the perovskite family have provided a look
at how a single technique can be used in detailed study. The examination of surface
preparation on LSCF with photoemission spectroscopy revealed what a difference
even low partial pressures of gas can make during anneal cycles. This material holds
promise for future solid oxide fuel cell systems, and so any potential improvements in
its thin film experimentation may have important future applications.
Finally, computational inquiries into the RIXS spectra of LSMO have revealed
surprisingly localized behavior in a generally metallic system. Although LSMO can
have a range of applications, here we examined the RIXS excitations from a more
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fundamental perspective. Comparing two competing explanations has allowed for a
demonstration of soft x-ray spectroscopy’s utility in guiding theoretical explanations
of physical phenomena.
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