Abstract The influence of the energy of femtosecond laser pulses on the intensity of Fe I (371.99 nm) emission line and the continuous spectrum of the plasma generated on the surface of Fe 3+ water solution by a Ti: sapphire laser radiation with pulse duration <45 fs and energies up to 7 mJ is determined. A calibration curve was obtained for Fe 3+ concentration range from 0.5 g/L to the limit of detection in water solution, and its saturation was detected for concentrations above 0.25 g/L, which is ascribed to self-absorption. The 3σ-limit of detection obtained for Fe in water solution is 2.6 mg/L in the case of 7 mJ laser pulse energy. It is found that an increase of laser pulse energy insignificantly affects on LOD in the time-resolved LIBS and leads to a slight improvement of the limit of detection.
Introduction
Laser-induced breakdown spectroscopy (LIBS) is a powerful technique for in-situ analysis [1−3] . LIBS has also been identified as a viable technique for use as a field sensor for geochemical, environmental, and underwater sensing [4−8] . Recent advances in LIBS are given in reviews [9−16] . Even though LIBS has obvious advantages, the limits of detection (LOD) of the LIBS method with nanosecond laser excitation are at the ppm level [1, 2, 14] , which is not satisfactory for applications that require high sensitivity, such as seawater monitoring. For example, in Ref. [17] the authors showed that in the natural conditions the seeding with low concentrations of dissolved iron triggered a massive phytoplankton bloom, which is an essential part of the food chain and consumes large quantities of carbon dioxide and nitrates. The above makes necessary to carry out a real-time monitoring of Fe trace concentrations in the seawater of the order of 10 −4 -10 −6 g/L. But the application of the laser excitation with nanosecond pulse duration in LIBS leads to a LOD of about 10 −2 g/L [2] . The application of lasers with a femtosecond pulse duration improves LIBS limit of detection of elements in water solution; for example, for 1 mJ and 40 fs pulse duration laser pulses LOD of Fe in water solution is 3.4×10 −3 g/L [18] .
It is known that when the optical breakdown is induced by femtosecond laser pulses, the mechanical and thermodynamic parameters of the laser-produced plasma are considerably different from those of plasma produced by nanosecond laser pulses [19, 20] . The temperature and electron density in plasma produced by femtosecond laser pulses are significantly lower. As a result the continuous background plasma radiation is relatively weak for the femtosecond laser pulses case [21] .
The time evolution of continuous and line spectra of plasma also changes with a switch from the nanosecond to the femtosecond laser excitation [22, 23] . The choice of parameters of time-resolved laser plasma spectra detection, such as gate delay t d , gate width t g , and signal accumulation, has a great importance in order to improve LIBS sensitivity [1] . Strong continuum emission occurs during and just after laser-induced breakdown and hides the line emission. As a result the detection has to be started after gate delay (t d ) on the order of hundreds of nanoseconds to microseconds when the plasma has sufficiently cooled and the emission lines have emerged from the background. The optimal values of t d and t g usually depend on the elements to be researched [1] . So, plasma excitation by the femtosecond laser pulses and time-resolved spectra registration in LIBS leads to an increase in signal-to-background ratio and improves the limit of detection [18] . In this work we have studied the possibility of the femtosecond LIBS for the quantitative analysis of iron in water in dependence of the gate delay and the laser pulse energy. This work is part of the integrated project "Modern technologies and technical means of monitoring the state of marine ecosystems and marine biological resources" [24−26] .
Experimental setup
The layout of the LIBS experimental setup is shown in Fig. 1 . The Spitfire Ace Ti: Sapphire laser system (Spectra-Physics) (1) was used as the source of femtosecond laser pulses (with the central wavelength 800 nm, pulse width <45 fs, pulse energy up to 7 mJ, repetition rate from 4 Hz to 1 kHz and initial beam diameter 10 mm). Laser radiation was directed by the system of the mirrors (2) and telescope (3, 4) onto a plano-convex lens (5) with 100 mm focal length (KPX094AR.16, NewPort) and was focused on the surface of the investigated solution. The 1.5x telescope was used to enlarge emission lines intensity as shown in reference [27] . The samples with water solution of iron were placed into 3 mL cylindrical glass cell (6) . The cell was mounted on a 3-axis (XY -horizontal, Z-vertical) translation stage with micrometer drives (MT3/M, Thorlabs). Plasma radiation emitted from the cell (6) was imaged by the quartz lens (7) (f =100 mm) onto the 50-µm input slit of the 300 mm focal length spectrometer (8) (Spectra Pro 2300, Princeton Instruments) equipped with a 1,200 groove/mm grating. A 14 bit gated ICCD camera (9) (Pi-MAX 3, 1024×1024 pixels, Princeton Instruments) was used as a detector. An internal Super SYNHRO time delay generator of the Pi-MAX 3 ICCD camera (9) was used to provide the gate delay t d of the ICCD camera (10) with the pulses of laser system (1). The operation of the experimental setup was controlled by a computer (10) . A configuration with the laser beam perpendicular to the surface leads to splashing, which results in droplets on the focusing lens (5). So, an air aspirator (11) was used to prevent this phenomenon. The laser pulse width was measured by an autocorrelator (PSCOUT PL-SP-LF, Spectra-Physics) (12) . For this purpose a part of the laser radiation was reflected to the autocorrelator (12) by the beamsplitter (13) installed on the flipper mount. The angle of reflection of the HeNe laser beam (14) (1137P, JDS) from the water surface was used to control the sample surface position (relative to the lens (5)). All of the experiments were carried out under constant optical configuration and laser pulse width. The laser pulse energy was varied from 3 mJ to 7 mJ by changing of current of the pump of the laser (1). Timeresolved spectroscopy technique was used to improve the sensitivity of the LIBS. 
Sample preparation
Standard water solution of Fe 3+ (Ural Company of Chemical Reagents, the Russian Federation) at a concentration of 1.00 g/L was used and subsequently diluted with doubly distilled water to obtain lower concentrations. The laser pulse energy was varied from 3 mJ to 7 mJ. The ICCD camera gate width t g =50 ns (exposure time for each laser pulse) was used for this measurements and the amount of the accumulated spectra was 200 in each point. Fig. 2(a) shows that in the range of t d = 100-340 ns a maximum intensity of the Fe I line is registered to an energy of 7 mJ. The intensity of the background in the range of t d =150-340 ns for all the energies of laser radiation is almost identical within the errors of measurement, except for the energies of 6 mJ and 7 mJ, at which it is slightly higher (Fig. 2(b) ). A signal to background ratio (SBR -the ratio of the Fe I (at λ = 371.99 nm) emission line intensity to the intensity of the background ) depending on t d is shown in Fig. 3 . For t d less than 200 ns, a nearly the same increasing in SBR is observed for all laser energy. The maximum SBR values are observed for t d = 250 ns or 300 ns depending on the laser pulse energy. The maximum value of SBR for these delays is attributed to the following reason: the line intensity is reduced by two orders of magnitude while the background intensity is reduced by three orders of magnitude. Fig. 4 shows the calibration graphs obtained for Fe
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with the concentrations in water less than 0.125 g/L for t d = 160 ns and 190 ns at laser pulse energy of 7 mJ. Fig.2 (a) The dependence of the intensity of the Fe I (371.99 nm) emission line and (b) the intensity of the continuous spectra (at λ=376 nm) from the time delay t d for the five energies of the laser pulse in the range of 3-7 mJ The first gate delay of 160 ns was taken from Ref. [18] (it was obtained for 1 mJ laser pulse energy of the same pulse duration and wavelength) for convenience in the comparison of LODs. The second t d =190 ns was taken for convenience in comparing LODs under different gate delays. The analytical wavelength of Fe I λ = 371.99 nm is used in this case. Intensity (intensity scale on Fig. 4 ) was defined as the mean intensity of a spectral line obtained from six experiments without background intensity. The ICCD camera gate width t g = 500 ns was used for this measurements. The amount of the accumulated spectra was 10,000. The laser repetition rate was 50 Hz. Each point displayed on this calibration graphs is a mean value obtained from six replicate experiments. The reproducibility for each point was calculated with a confidence of 95%, which induces a Student t factor equal to 2.571. So the error bars for all mean calibration values were calculated from the formula: n −1/2 ×t×σ (n= number of results, σ = standard deviation) [28] . All of the six spectra for each element were recorded individually with the ICCD camera data acquisition software (WinSpec). The calibration graph obtained for concentrations less than 0.125 g/L were approximated by a linear dependence (see Fig. 4 ). An increase of the concentration of Fe leads to nonlinearity in calibration graphs (Fig. 5 ). Fig. 6 shows the normalized Fe I line intensity for concentration of 0.5 mg/L, 0.25 mg/L and 0.125 mg/L measured near the center of the plasma with t d = 160 ns and t g =500 ns. In Fig. 6 for the concentration of 0.5 mg/L, a flattening of the top of the line is clearly seen which is typical for the onset of self-absorption. So in this case the saturation of the calibration curves at high concentrations is due to the self-absorption. The limits of detection were determined in this work only for the laser pulse energy 7 mJ because of almost the same SBR and a maximum line Fe I (371.99 nm) intensity. The limits of detection were calculated using the well-known method: LOD=3σ n /S, where σ n is the standard deviation of background in a blank sample (distilled water) and S is the slope of calibration curve [1] . The resulting limit of detection for t d = 160 ns is equal to 2.6 mg/L ns and for t d = 190 ns is equal 3.0 mg/L. A comparison of the LOD obtained in this research for the laser pulse energy of 7 mJ with those reported in Ref. [18] (3.4 mg/L) for the laser pulse energy of 1 mJ with the same pulse duration shows that this study reports a slightly (1.3 times) better limit of detection for Fe 3+ in water solution. It should be noted that in this study we use another ICCD camera having a higher background noise. By this reason, the standard deviation of the background of blank sample was much higher than that in Ref. [18] and this would considerably worsen the LOD.
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Conclusions
We have investigated the influence of energy of the femtosecond laser pulses on the intensity of Fe I (371.99 nm) emission line and the continuous spectrum of the plasma generated on the surface of Fe 3+ water solution by laser pulses with energies from 3 mJ to 7 mJ. It is shown that the maximum intensity of the Fe I emission line and the signal to background ratio are observed for 7 mJ laser pulse energy. Time-resolved measurements of signal to background ratio show nearly the same increase of SBR for all laser energies at gate delay t d < 200 ns. The maximum SBR values are observed for t d = 250 ns or 300 ns, depending on the laser pulse energy. The calibration graphs obtained at t d = 160 ns and t d =190 ns for Fe 3+ concentrations in water solution less than 0.125 g/L are well approximated by a linear dependence. The saturations in the calibration graphs are detected for Fe 3+ concentrations in water above 0.25 g/L, and this effect is due to self-absorption. The 3σ-limit of detection obtained for iron in water solution for t d = 160 ns is equal to 2.6 mg/L ns and for t d = 190 ns is equal to 3.0 mg/L in the case of 7 mJ laser pulse energy. So, an increase in the laser pulse energy from 1 mJ to 7 mJ insignificantly affects the optimal gate delay time in time-resolved LIBS and leads to a slight 1.3 times improvement of the limit of detection of iron in water solution. 
