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We provide a sufficient condition which guarantees the lower-semicontinuity of
the optimal solution set for a general nonlinear programming problem. It is shown
that the same condition is both sufficient and necessary for convex programming
problems that satisfy the Slater condition. Q 1997 Academic Press
1. INTRODUCTION
The continuity of optimal solution sets occupies a central position in
 .stability theory or sensitivity analysis in mathematical programming. This
literature studies how the optimal solution set and the optimal value
function vary with the changes in the parameters. Intuitively, stability
requires that for a small perturbation or a small measurement error of the
parameters, the induced perturbations of the optimal set and optimal
value function are also very small. Although such intuition lies behind the
literature, the meaning of stability and the definition of a stable mathemat-
ical programming problem vary from one author to another. For example,
stability could refer to the continuity of optimal value function and the
w xupper-semicontinuity of optimal sets 3, 6, 9, 14, 18, 22, 23 or the
wdifferentiability and sub-differentiability of the optimal value function 7,
x 112, 15, 16, 19, 20 . In this paper, we are interested in the lower-semicon-
tinuity of the optimal sets.
1  .Such variations in the definition of stability were caused by two factors: 1 Authors
studied the continuity of different maps like the optimal value function or the optimal
 .solution sets; and 2 authors have used different definitions about the continuity of a
w xmultivalued mapping. For other stability results, see 5, 8, 11, 13 .
240
0022-247Xr97 $25.00
Copyright Q 1997 by Academic Press
All rights of reproduction in any form reserved.
LOWER SEMICONTINUITY OF OPTIMAL SETS 241
A distinguishing feature of the literature is that most works on the
 .continuity of optimal sets considered only its upper-semicontinuity u.s.c.
w x w x w x3, 6, 9, 14, 18, 22, 23 , with the exception of Bohm 2 and Dantzig et al. 4È
 . w x 2on lower-semicontinuity l.s.c. . But 2 only applies to linear programming,
w xand 4 is limited by a strong assumption that the optimal solution set is
always a singleton. The fact that there is no general l.s.c. result might have
 .been caused by two factors: 1 l.s.c. of the optimal set is much stronger
than u.s.c., and consequently, it is much more difficult to obtain a condi-
 .tion that guarantees l.s.c.; 2 in many applications of stability theory only
u.s.c. is required. For example, the fixed point argument is widely used in
economics and game theory to prove the existence of equilibrium, and the
Kakutani theorem or Ky Fan theorem only requires the u.s.c. of the
optimal set but not its l.s.c.
Since l.s.c. and u.s.c. are both required in the continuity just as the two
.sided derivative requires both left and right derivatives , our understanding
about the continuity of optimal sets will be incomplete without the l.s.c.
results. Because no general l.s.c. results had been known, the present
paper makes a contribution by filling such a gap. Our main results are
summarized as three theorems: Theorem 1 provides a sufficient condition
 .Hypothesis 1 for the lower-semicontinuity of the optimal set in a general
nonlinear mathematical programming problem; Theorem 2 shows that the
same condition is both sufficient and necessary for problems in which the
feasible set is continuous and the objective function is uniformly continu-
ous; and Theorem 3 shows that our key condition is both sufficient and
necessary for convex programming problems that satisfy the Slater condi-
tion.
Our key condition has the following characterization. In order to under-
stand a mathematical proposition associated with a set, it is often useful
and interesting to interpret the proposition in terms of other propositions
associated with the complement set. For example, a set is closed if and
only if its complement is open. Such a useful theme is adopted in
Hypothesis 1. Instead of looking for restrictions associated with the opti-
mal set, our Hypothesis 1 puts restrictions on the behavior of the objective
and optimal value functions on the complement of optimal set.
The rest of the paper is organized as follows. The next section gives the
formal definition of the problem. Section 3 establishes the main results
 .Theorems 1]3 and discusses their properties. Section 4 provides all the
proofs, and Section 5 concludes.
2 w x w xReference 24 studies a special case of 2 .
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2. DEFINITIONS AND NOTATIONS
Throughout this paper we shall adopt the following standard notations.
n 5 5 5 5 2 X n 2For any vector x g R , its norm x is defined by x s x x s  x .is1 i
n C For any non-empty set X ; R , its complement is defined as X s y g
n < 4R y f X . For any « ) 0, the open «-neighborhood of X is defined as
 n < 5 5 4X s y g R there is x g X such that x y y - « .q«
Now consider a general nonlinear parametric mathematical program-
ming problem
nP t : Min f x , t x g R , g x , t G 0, i s 1, 2, . . . , m , 4 .  .  .i
where f , g , i s 1, 2, . . . , m, are all real functions defined on Rnq r, and t isi
 r < 5 5 4the parameter whose domain is T s t g R t - a , a ) 0. For each0 0
parameter t g T, let
n <R t s x g R g x , t G 0, i s 1, 2, . . . , m 1 4 .  .  .i
denote the feasible set,
Uf t s Min f x , t x g R t 2 4 .  .  .  .
denote the optimal value function, and
U UR t s x g R t f x , t s f t 3 4 .  .  .  .  .
denote the set of optimal solutions.
We shall assume that the feasible set is always non-empty and there is
always an optimal solution, that is, the correspondences of feasible set
 n. U  n.R T ª R and optimal solution set R T ª R , and the optimal value
U  .function f T ª R are all well defined. By the original problem we mean
 .the particular mathematical programming problem P 0 . Stability theorists
 . U  . U  .are interested in the behaviors of R t , f t , and R t near t s 0, such
U  .as the continuity, the convexity, and the differentiability of f t or the
U  .continuity of R t .
We shall define stability based on the following Hausdorff continuity.
Let G be a multivalued mapping from the parameter space T to the
subsets of Rn, then the continuity of such a mapping can be defined as:
 w x.  .DEFINITION 1 Hausdorff, 10 . a G is l.s.c. at t s 0 in the sense of
 4Hausdorff if for any « ) 0, there is d ) 0 such that for all t g 0 ,qd
 .  .G 0 ; G t ;q«
 .b G is u.s.c. at t s 0 in the sense of Hausdorff if for any « ) 0,
 4  .  .there is d ) 0 such that for all t g 0 , G t ; G 0 ;qd q«
 .c G is continuous at t s 0 in the sense of Hausdorff if it is both
l.s.c. and u.s.c. at t s 0.
LOWER SEMICONTINUITY OF OPTIMAL SETS 243
As discussed earlier, variations in the earlier definition of stability
resulted from different definitions about the continuity of a multivalued
mapping. Two other commonly used definitions are Berge's continuity and
Hogan's openness and closedness. These definitions and their relationship
are discussed in the Appendix. As will be seen, all these three definitions
are equivalent under some very mild conditions. We adopt Hausdorff's
 .definition because it is the best generalization among the above three of
the popular « y d language used in calculus.
3. MAIN THEOREMS
In this section, we shall focus our attention on the lower semicontinuity
U  .of the optimal set R t at t s 0. We shall first state and discuss our key
 .sufficient condition Hypothesis 1 that will guarantee the lower semiconti-
nuity of RU. Then we present and discuss three theorems: Theorem 1
shows that Hypothesis 1 is a sufficient condition for the lower-semicon-
tinuity of the optimal set in a general nonlinear mathematical program-
ming problem; Theorem 2 shows that the same hypothesis is both suffi-
cient and necessary for problems in which the feasible set is continuous
and the objective function is uniformly continuous; and Theorem 3 shows
that our key condition is both sufficient and necessary for convex program-
ming problems that satisfy the Slater condition.
 .Now consider the original problem P 0 . Let
I 0 s x g R 0 g x , 0 ) 0, i s 1, . . . , m 4 4 .  .  .  .i
denote an open set which is included in the interior of the feasible set
 .  .R 0 . Then the Slater condition simply says I 0 / B. Remember that the
 . U  .feasible set R t , the optimal set R t , and the optimal value function
U  .f t are assumed to be well defined. Now our key condition can be stated
as:
HYPOTHESIS 1. For any « ) 0, there exist a ) 0 and d ) 0 such that for
 4 U  .  . U  .all t g 0 and for any x f R t , f x, t G f t q a .qd q«
 .As mentioned in the Introduction, the above Hypothesis 1 H1 is char-
acterized by a common theme used in mathematical analysis. Such a theme
interprets a proposition associated with a set in terms of other propositions
associated with the complement set. Instead of looking for restrictions
within the optimal set, our Hypothesis 1 puts restrictions on the behavior
of the objective and optimal value functions on the complement of optimal
set.
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Hypothesis 1 can be restated as follows: Given a small positive number
« ) 0, we can find two other small positive numbers a ) 0 and d ) 0 such
that in the d-neighborhood of parameters, if a feasible point x is not in the
«-neighborhood of the optimal solution set i.e., if x is away from the
.optimal set by a distance of at least « , then the objective will be at least
worse off by an amount of a , that is, the corresponding value of the
 .objective function f x, t will exceed the optimal value by at least a .
 .Geometrically, H1 requires the following. For all problems in the
U  .d-neighborhood of the parameter t s 0, the optimal set R t and the
 .  U  . 4non-optimal set R t _ R t differ at least by a value a in theq«
objective function. Thus a resultant penalty of at least a in the objective
function is incurred, for any movement of at least a distance « , away from
the optimal set in all problems close to the original problem.
Practically, it is often the case that we only know one optimal solution
rather than the whole optimal solution set. From a computational point of
U  .view, it is often easier to characterize the larger set R t rather thanq«
U  .the set R t . Our key condition can be checked given this limited
 .  U  . 4information, as we only need the non-optimal set R t _ R t andq«
U  .  . U  .one optimal solution x t to check f x, t G f t q a . But it is very
U  . U  .difficult to check R 0 ; R t without knowing the whole optimal setq«
U  .  .R 0 . However, we are not claiming that H1 is easy to verify, we just
 .hope to show that H1 is not always harder to check than the l.s.c. of the
optimal set.
To understand this assumption, consider the following example. Let a
w xmathematical programming problem be given as follows: T s y1, 1 ; R,
 .  .  .g x, y, t s x y t q 2, g x, y, t s yx q t q 2, g x, y, t s y q 2,1 2 3
 .g x, y, t s yy q 2, and4
2 21 if x y t q y F 1 .
f x , y , t s . 2 2 x y t q y otherwise. .
It can be seen that
2 <R t s x , y g R y 2 F x y t F 2, y2 F y F 2 , 4 .  .
2U 2 2<R t s x , y g R x y t q y F 1 , .  .  . 4
 .and H1 is satisfied. It can be verified, as implied by the next theorem,
that RU is continuous at t s 0.
With Hypothesis 1, we can now state our first theorem that gives the
continuity of RU at t s 0 without assuming a single optimal solution.
 .THEOREM 1. Suppose 1 the functions f , g , i s 1, . . . , m, are continuousi
nq r  .  . Uon R ; 2 R is l.s.c. at t s 0; and 3 R is uniformly closed and bounded
 . Uand nonempty near t s 0. Then under assumption H1 , R is l.s.c. at t s 0.
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U  .Note that the u.s.c. of R t at t s 0 is implied in the theorem without
 . 3  .using H1 . Namely, the continuity of f and all g and the l.s.c. of R t ati
t s 0 lead to the u.s.c. of RU. Thus, Theorem 1 is essentially a sufficient
condition for the continuity of the optimal set. This, more or less, reflects
the general feeling that it is much more difficult to find conditions for l.s.c.
than that for u.s.c.
Another remark is that Theorem 1 still holds if we replace the l.s.c. of
 .R t at t s 0 by its sufficient conditions. However, this is not our main
interest in this paper.
Readers might wonder when Hypothesis 1 holds and whether it could
become a necessary condition. These are answered affirmatively in the
next two theorems and Propositions 1 and 2 in the next section. For this
U  .  .purpose, we want to rule out the trivial case where R t ' R t , by
introducing the following concept of «-nontriviality:
 .DEFINITION 2. The parametric programming problem P t is said to be
«-nontrivial at t s 0 if RU is uniformly non-empty near t s 0 and there
exists « ) 0 such that for any 0 - « F « there is d ) 0 such that for any
 4t g 0 , the setqd
UD t , « s R t _ R t 4 .  .  .q«
is non-empty.
 .The next theorem describes a large class of problems in which H1 is
both necessary and sufficient for the l.s.c. of the optimal set.
 .  .  .THEOREM 2. Suppose 1 P t is «-nontri¨ ial; 2 R is continuous at
 .t s 0 and uniformly closed and bounded near t s 0; and 3 f is uniformly
nq r U  .continuous on R . Then R is l.s.c. at t s 0 if and only if assumption H1
holds.
Finally, Theorem 3 investigates the more familiar convex programming
 .problems. Under the Slater condition, H1 is also both necessary and
sufficient for the l.s.c. of RU.
 .THEOREM 3. Suppose 1 the functions f , yg , i s 1, . . . , m are all con-i
nq r  .  .tinuous on R and are con¨ex in x for each t g T; 2 P t is «-nontri¨ ial;
 .  .and 3 R is uniformly closed and bounded near t s 0; and 4 the Slater
U  .condition holds. Then R is l.s.c. at t s 0 if and only if assumption H1
holds.
3  4  4 nTo see this, consider two arbitrary sequences t ; T and x ; R such that x gn n n
U  .R t , and t ª 0, x ª x as n ª `. It is apparent from the continuity of f and all g thatn n n i
U U U .  .  .x g R 0 . Because R 0 / B, we can take a point x g R 0 . Since R is l.s.c. at t s 0,
 4 n  .there exists a sequence y ; R and N ) 0 such that for all n ) N, y g R t andn n n
U U .  .  .  .y ª x as n ª `. Then f y , t G f x , t . Letting n ª `, we obtain f x , 0 G f x, 0 ,n n n n n
U  .which implies x g R 0 .
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It can be checked that all four conditions hold in the early Example 1.
 .The continuity, convexity, and nontriviality Conditions 1 and 2 are mild
assumptions. Though the uniform closedness and boundedness of R and
 .the Slater Condition Conditions 3 and 4 are strong, they seem to be
 .reasonable in establishing the equivalence between l.s.c. and H1 .
It is interesting to compare Theorems 2 and 3. Since the Slater condi-
tion, the convexity, and continuity of all g together imply the continuity ofi
 .R t at t s 0, the uniform continuity of f in a general problem and the
Slater condition in convex problems play the same rule in showing the
 . Uequivalence between H1 and the l.s.c. of R .
Intuitively, l.s.c. of RU requires that for all problems close to the original
U  .problem, the original amount set R 0 be within the «-distance with
U  .  .respect to the solution set R t . As discussed in Section 3, H1 requires
that for all problems close to the original problem, any deviation of
U  .«-distance from the optimal set R t will be punished by at least a value
a with respect to objective function. These two statements are equivalent
in a very large class of problems, as shown in the above two theorems.
4. PROOF OF MAIN RESULTS
We shall first prove Theorem 1. In order to prove Theorem 2, we need
 .to establish two propositions 1 and 2 which are sufficient conditions for
 .H1 . To prove Theorem 3 is much more demanding. We need to establish
 .four propositions Proposition 3]6 . The key argument is Proposition 3,
which reveals a new property about the closed convex sets.
U  .Proof of Theorem 1. We shall prove the l.s.c. of R 0 by contradiction.
n 4  4Supposing not, we can find « ) 0, t ; T, and x ; R satisfyingn n
U U .   . 4 t ª 0 as n ª ` such that x g R 0 and x f R t or x gn n n n q3« n
 U  . 4c.R t . Fromn q3«
cc cU U UR t ; R t ; R t 4  4 .  .  . 4n n nq3« q2 « q«
we have
c cU Ux g R t ; R t . 4 .  . 4n n nq2 « q«
Since R is l.s.c. at t s 0, it is open at t s 0 see Appendix for the
.equivalence between openness and l.s.c. , so we can find a subsequence
n 4  4  .  4t of t and x ; R and an open neighborhood of x , x suchln n n ln ln qd n
that
cU 4x g x ; R t . 4qdn ln ln q2 «n
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 .  .and x g R t , where d ) 0 and d ª 0 as n ª `. By assumption H1 ,n ln n n
U  .we can find a ) 0 and N ) 0 such that for all n ) N, there is y g R tn ln
satisfying
f x , t G f U t q a s f y , t q a . 5 .  .  .  .n ln ln n ln
Without loss of generality we can assume as n ª `,
U U U U U Ux ª x , x ª x , x g R 0 , y ª y , and y g R 0 . .  .n n n
 .It follows from 5 , the continuity of f , and by letting n ª ` that
f xU , 0 G f yU , 0 q a , .  .
U U  .which contradicts x g R 0 . Q.E.D.
Before we prove Theorem 2, it is useful to present two propositions that
 .are sufficient conditions for H1 . The first proposition is used in proving
Theorem 3, while the second one is used in proving Theorem 2.
 .PROPOSITION 1. Suppose P t is «-nontri¨ ial. If
 . Ua f is continuous at t s 0, and
 .b for any 0 - « F « , the optimal ¨alue function defined by
U Uf t s Min f x , t x g D t , « s R t _ R t 6 4 4 .  .  .  .  .  .q«
 .is continuous at t s 0, then H1 holds.
U U .  .  .  .Proof. Let h t s f t y f t . By Definition 2, we have h 0 s 2a )
 .0. It is apparent that h t is continuous at t s 0, hence there exists d ) 0
 4such that for all t g 0 ,qd
h t G h 0 y a s a . .  .
U .  .   . 4Thus for any x g D t, « s R t _ R t ,q«
U U Uf x , t y f t G f t y f t G a , .  .  .  .
 .which implies H1 . Q.E.D.
 .PROPOSITION 2. Suppose P t is «-nontri¨ ial. If
 .  .a For any 0 - « F « , the map D t, « is u.s.c. at t s 0,
 . Ub f is continuous at t s 0, and
 . nq rc f is uniformly continuous on R ,
 .then H1 holds.
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U U .  .Proof. Let 2a s f 0 y f 0 ) 0. By the uniform continuity of f ,
 4 5 5there is d ) 0 such that for any t g 0 , and x y y - d ,1 qd 11
a
f x , t y f y , 0 - . .  .
2
U  4By the continuity of f , there is d ) 0 such that for any t g 0 ,2 qd 2
a
U Uf t y f 0 - . .  .
2
 .By the u.s.c. of D t, « at t s 0, there is d ) 0 such that for any3
 4t g 0 ,qd 3
D t , « ; D 0, « . .  .qd 1
5 5  4Thus for any t g T satisfying t - d s Min d , d , d , the function1 2 3
l x , t s f x , t y f U t .  .  .
satisfies that
U Ul x , t y l y , 0 s f x , t y f y , 0 q f 0 y f t - a , .  .  .  .  .  .
which implies
l x , t G l y , 0 y a s f y , 0 y f U 0 y a .  .  .  .
U UG f 0 y f 0 y a s a . .  .
 . U  .Thus f x, t G f t q a . Q.E.D.
Proof of Theorem 2. Theorem 1 leads directly to the sufficiency. For
the necessity, it suffices to show that the conditions of Proposition 2 are
U  w x.satisfied. The continuity of f follows from a standard exercise Berge 1 .
So our proof is complete if we can show that for any 0 - « F « , the
multivalued mapping
UD t , « s R t _ R t 4 .  .  .q«
 4  4 nis u.s.c. at t s 0. Now given two sequences t ; T and x ; R satisfy-n n
ing
Ux g D t , « s R t _ R t , 4 .  . .n n n n q«
U  .t ª 0 and x ª x as n ª `. For any y g R 0 , by the openness ofn n
U  .  4 n U  .R 0 , there are y ; R and N such that for all n ) N, y g R t ,n n n
 . 5 5and y ª y as n ª `. By the definition of D t , « , we have x y y G « .n n n n
U5 5  .Let n ª `, we get x y y G « . Thus x f R 0 . It follows fromq«
 .x g R 0 that
Ux g D 0, « s R 0 _ R 0 . 4 .  .  .q«
 .This implies D t, « is u.s.c. at t s 0. Q.E.D.
The following four propositions shall be used in the proof of Theorem 3.
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PROPOSITION 3. If a set X ; Rn is closed and con¨ex, then one has that
for any « ) 0,
cc  4X s X ,q« q«
where X c is the complement of X.
 4c cProof. For any x g X , if x f X , then x g X, hence by theq« q«
 4cdefinition of the open «-neighborhood, for any y g X , we haveq«
5 5  4c cx y y G « which implies x f X . Thus we must have x g X .q« q«
Now we prove the other way around. Since X is closed and convex, by
the separation theorem, for any x g X c, we can find xU g X such that
5 U 5 5 5 < 4x y x s Min x y y y g X ,
and for any y g X,
y ? x y xU F xU ? x y xU . 7 .  .  .
5 U 5 U  4cIf x y x G « , the above definition of x implies x g X , henceq«
 4c 5 U 5x g X . If x y x - « , letq« q«
5 U 5l s «r x y x ) 1. 8 .
and
z s xU q l x y xU . 9 .  .
5 5  .5 U 5 5 U 5Since z y x s l y 1 x y x - l x y x s « , we need only to show
 4c  .  .z g X . It follows from 9 and by multiplying l to each side of 7 thatq«
 U . U  U .y ? z y x F x ? z y x or
0 F xU y y ? z y xU .  .
for any y g X. Thus
22 2U U U U U5 5 5 5z y y s z y x q x y y s z y x q 2 x y y ? z y x .  .  .  .
22 2U U U 25 5 5 5q x y y G z y x s l x y x s « , .
 4cwhich implies z g X . Q.E.D.q«
 .PROPOSITION 4. Supposing for each t g T, G t is a closed con¨ex set. If
G is Hausdorff continuous at t s 0, then the multi¨ alued mapping G c defined
by
cc n <G t s G t s x g R x f G t 4  4 .  .  .
is Hausdorff continuous at t s 0.
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Proof. First, we recall the following facts which can be found in
w x X Y n  4X YRockafeller 17 . For any « ) 0, « ) 0, and any set X, Y ; R , Yq« q«
 4Y X X Y X Xs Y s Y , and, if X ; Y then X ; Y . Now for anyq« q« qw« q« x q« q«
 4  .  .« ) 0, there is d ) 0 such that for all t g 0 , G t ; G 0 , whichqd q«
  . 4c  .cimplies G 0 ; G t . Thus it follows by Proposition 3 and the aboveq«
facts that
cc cG 0 s G 0 ; G t . 4 .  .  .q« q«q«
This implies that G c is l.s.c. at t s 0. Similarly, we can show G c is u.s.c. at
t s 0. Thus G c is continuous at t s 0. Q.E.D.
The following Proposition 5 just extends a simple property of real
 n .functions: A real function f R ª R is continuous if and only if for any
constant c, the function f q c is also continuous.
PROPOSITION 5. G is continuous at t s 0 in the sense of Hausdorff if only
 .  .if for any « ) 0, map V t s G t is continuous at t s 0 in the sense ofq«
Hausdorff.
PROPOSITION 6. Under the conditions of Theorem 3, if RU is continuous
U .  .   . 4at t s 0, then the multi¨ alued mapping D t, « s R t _ R t is contin-q«
uous at t s 0.
 .Proof. We show first the l.s.c. of D t, « at t s 0. By the equivalence
 .result see the Appendix we need only to show its openness. Let x g
 .  4D 0, « and t ; T satisfying t ª 0 as n ª `. By Propositions 4 and 5,n n
U c n  . 4  4R t is continuous and thus open at t s 0, so there is x ; R andq« n
U c  . 4N ) 0 such that for all n ) N, x g R t and x ª x as n ª `.n n q« n
 4  4  .We claim that x must have a subsequence x such that x g R t .n ln ln ln
For if this is not true, without loss of generality, we can assume x gn
c c  .4   .4R t for all n ) N. Because R t is closed at t s 0 and x ª x, wen n
c  .4  .have x g R 0 , which contradicts x g D 0, « . Now we have a subse-
 4  .  .quence x such that x g R t . Thus for all l ) N, x g D t , «ln ln ln n ln ln
 .and x ª x as l ª `. This implies that D t, « is l.s.c. at t s 0. Theln n
U c .   . 4  .closedness of D 0, « follows from the fact that both R t and R tq«
are closed at t s 0. Q.E.D.
Proof of Theorem 3. We need only to show necessity. By Proposition 6
U .  .  .   . 4and our assumption, both R t and D t, « s R t _ R t are contin-q«
U Uuous at t s 0. This leads to the continuity of f and f at t s 0. Thus by
 .Proposition 1, H1 holds. Q.E.D.
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5. CONCLUDING REMARKS
We have provided three results regarding the l.s.c. of optimal solution
sets: Theorem 1 provides a sufficient condition for the l.s.c. of the optimal
set in general nonlinear mathematical programming problems; Theorem 2
shows that the same condition is both sufficient and necessary for prob-
lems in which the feasible set is continuous and the objective function is
uniformly continuous; and Theorem 3 shows that for convex programming
problems that satisfy the Slater condition, our key condition is also both
sufficient and necessary. Thus, we have extended Bohm's continuity resultÈ
on linear programming to a general nonlinear programming, as well as the
continuity result of Dantzig et al. for a single optimal solution to multiple
optimal solutions.
APPENDIX
Let G be the same as in Section 2, then the two other commonly used
definitions of its continuity are:
 w x.  .DEFINITION 1.1 Berge 1 . a G is l.s.c. at t s 0 g T in the sense of
n  .Berge if for each open set S ; R satisfying S l G 0 / B, there exists a
 .  .  .  .neighborhood N 0 at t s 0 such that for any t g N 0 , S l G t / B; b
 .G is u.s.c. at t s 0 in the sense of Berge if G 0 is closed and for any open
n  .  .set S ; R satisfying G 0 ; S, there exists a neighborhood N 0 at t s 0
 .  .such that for any t g N 0 , G t ; S.
 w x.  4DEFINITION 1.2 Hogan 11 . Let t be any sequence in T such thatn
 .  .t ª 0 as n ª `. a G is open at t s 0 if for any x g G 0 , there is an
 4 n  .sequence x ; R and M ) 0 such that for all n ) M, x g G t andn n n
 .  4 nx ª x as n ª `; b G is closed at t s 0 if for any sequence x ; Rn n
 .  .satisfying x g G t and x ª x as n ª `, then x g G 0 .n n n
The relationship or equivalence between these different notions of
stability can be summarized in the following proposition.
 .  .PROPOSITION 7. I Suppose G is uniformly bounded near t s 0 and G 0
 .is a closed set. Then the following properties are equi¨ alent: a G is closed at
 .  .t s 0; b G is u.s.c. at t s 0 in the sense of Berge; c G is u.s.c. at t s 0 in
 .  4the sense of Hausdorff; d For any « ) 0 and sequence t ; T such thatn
 .t ª 0 as n ª `, there exists a M ) 0 such that for all n ) M, G t ;n n
 .G 0 .q«
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 .  .II Suppose G 0 is a compact set. Then the following properties are
 .  .equi¨ alent: a G is open at t s 0; b G is l.s.c. at t s 0 in the sense of Berge;
 .  .c G is l.s.c. at t s 0 in the sense of Hausdorff; d For any « ) 0 and
 4sequence t ; T such that t ª 0 as n ª `, there exists an N ) 0 such thatn n
 .  .for any n ) N, G 0 ; G t .n q«
 .  .In both parts, the equivalence between c and d is trivial, the equiva-
 .  . w xlence between a and b is given by Hogan 11 . It seems that proofs for
other equivalence in the above results should have appeared in the
literature, but we did not succeed in tracking down any specific source. To
convince our readers, we simply give our own proof.
 .  .Proof of Proposition 7. For the first part, it suffices to show a m c .
 .  .  .  4a « c . If c did not hold, we can find « ) 0 and t ; T with t ª 0n n
n 4  .  .as n ª ` and x ; R such that x g G t , x f G 0 . Since G isn n n n q«
uniformly bounded near t s 0, we can find a ) 0 and a closed and
n  4  .  .bounded set V ; R such that for any t g 0 , G t ; V, and G 0 ;qa q«
  . 4V. Hence for sufficiently large n, x g V _ G 0 . Without loss ofn q«
 4   . 4generality, we can assume that as n ª `, x ª x g V _ G 0 , whichn q«
 .contradicts a .
 .  .  .c « a . We also prove by contradiction. Suppose a did not hold, we
 4  4 n  4can find t ; T and x ; R with t ª 0 and x ª x as n ª ` suchn n n n
 .  .  .that x g G t and x f G 0 . Since our assumption implies that G 0 is an n
compact set, we have
5 5 <r s y y x y g G 0 ) 0. 4 .
 4  .  .Thus there exists d ) 0 such that for any t g 0 , G t ; G 0 .qd qr r2
 4 5 5Choose N large enough such that for any n ) N, t g 0 , and x y xn qd n
- rr2, we get
r
5 5 < 5 5 < 5 5d s y y x y g G 0 G y y x y g G 0 y x y x ) , 4 4 .  .n n n 2
 .  .which contradicts G t ; G 0 .qr r2
 .  .  .  .For the second part, we need only to show a « d and c « b .
 .  . n  .c « b . For any open set S ; R satisfying S l G 0 / B, there exists
 .  4  .x g S l G 0 and « ) 0 such that x ; S. By c , we can find d ) 0q«
 4  .  .  .such that for any t g 0 , G 0 ; G t . Since x g G 0 , we can findqd q«
 . 5 5  .  .y g G t such that x y y - « , thus y g S l G t . This implies S l G t
 4/ B for any t g 0 .qd
 .  .  .  4a « d . Supposing d did not hold, we can find « ) 0, t ; T andn
 4 n  .  .x ; R satisfying t ª 0 as n ª ` and x g G 0 , x f G t . With-n n n n n q«
 .out loss of generality, we can assume x ª x and x g G 0 . Thus for anyn
 4 n  . 5 5sequence y ; R satisfying y ª y g G t , we have y y x G « ) 0.n n n n n
5 5  4Letting n ª `, we get y y x G e ) 0. Since y is arbitrary, we haven
 .reached a contradiction to a . Q.E.D.
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