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We study the problem of constructing a general hybrid quantum-classical bracket from a partial
classical limit of a full quantum bracket. We show that such a bracket can be made to obey
the Jacobi identity and the Leibniz rule provided there exists an associative product for classical
variables whose commutator is the Poisson bracket. This condition, if satisfied, circumvents no-
go theorems in the literature by providing a new composition product for hybrid variables. It is
shown that brackets derived from a class of phase-space quantizations, including Wigner’s, do not
satisfy these conditions and, thus, are not suitable for consistent dynamics. In the proposed scheme,
quantum back-reaction appears as quantum-dependent terms in the classical equations of motion
and a deviation from the classical Liouville equation due to interaction with a quantum system.
INTRODUCTION
A consistent framework for the dynamics of interacting
quantum and classical systems is desired for applications
ranging from chemical physics to inflationary cosmology
(see [1, 2] and references therein for a list of applica-
tions). Another motivation for investigating quantum-
classical hybrid dynamics is that it might shed light on
the problem of quantum measurement.
Schemes for combining quantum and classical mechan-
ics have been proposed in the literature. For a review of
the various approaches and their shortcomings, see [3].
In this paper, we are concerned with the approach that
attempts to construct a dynamical bracket. Taking this
route allows us a transparent, albeit abstract, analysis of
the proposed dynamics and a concrete comparison with
the core properties of quantum and classical dynamics.
Previous attempts of this sort have been proposed in
[1, 4–6]. They have been criticised in a series of no-go
theorems presented in [7–11]. The resulting brackets fail
to satisfy two crucial properties of dynamical brackets: i.
the Jacobi identity and ii. the Leibniz rule with respect
to a suitable product.
We show that these no-go theorems can be circum-
vented and consistent quantum-classical dynamics can
be constructed provided there exists an associative prod-
uct with symmetric and anti-symmetric parts obeying
certain conditions. This provides a concrete framework
in which we can systematically search for consistent
quantum-classical brackets.
We derive the hybrid bracket from a partial applica-
tion of the classical limit. The phase-space formulation
of quantum mechanics is used, since it provides a general,
lucid transition from quantum to classical, avoiding the
possible confusions of defining such transitions in opera-
tor quantum mechanics [12]. Of course, the phase-space
formulation is algebraically equivalent to the operator
formulation, so that it is straightforward to translate the
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bracket obtained into the more familiar language of op-
erators.
This paper is arranged as follows. In Sec. I we review
quantum mechanics in phase space briefly and apply the
partial classical limit to arrive at a general expression
for the quantum-classical bracket. In Sec. II we derive
the condition necessary for the bracket to satisfy the Ja-
cobi identity and the Leibniz rule. Sec. III shows the
equations of motion based on the proposed bracket and
a general discussion of how hybrid dynamics gives rise to
back-reaction and quantum fluctuations on the classical
sector.
I. DERIVATION OF THE BRACKET
In an attempt to construct hybrid mechanics, one can
start with the assumption that quantum mechanics un-
derlies classical systems. In this setup, the dynamical
variables are subdivided into Q- and C-sectors. We then
proceed to take the classical limit of the C-sector only,
obtaining a general form of the hybrid dynamical bracket.
Defining the classical limit is not straightforward. Var-
ious ways of obtaining such a limit in the standard op-
erator formulation have proven difficult [12], preventing
them from providing a procedure general enough for our
purposes. The phase-space formulation of quantum me-
chanics, on the other hand, provides a sufficiently general
and unambiguous correspondence between the algebras
of classical and quantum mechanics in the limit of ~→ 0.
A. Quantum mechanics in phase space
Here we present a brief overview of the concepts of
phase-space quantum mechanics (also known as defor-
mation quantization) that we use to derive a consistent
quantum-classical bracket. The interested reader is re-
ferred to [13–21] for more extensive treatments, and to
the more pedagogical reviews [12, 22–24].
The transition from familiar operator quantum me-
chanics to the phase-space formulation boils down
to finding a suitable realization of the operators as
2complex-valued functions of phase-space coordinates
(q, p) through the mapping
Aˆ(qˆ, pˆ)→ AR(q, p) , (1.1)
where q and p stand for any number of degrees of freedom
and their conjugate momenta. The map R is sometimes
called a dequantization, and it is not unique. For exam-
ple, the quantization R−1 entails an operator ordering
prescription, and so the map R depends on which one is
chosen.
Phase-space quantum mechanics comes with a non-
commutative, linear and associative ⋆-product (star
product) mimicking (homomorphic to) the noncommu-
tative product of operators
AˆBˆ → AR ⋆R BR . (1.2)
The quantum bracket is essentially the commutator of
the ⋆-product
[[·, ·]] =
1
i~
(⋆ − ⋆t) . (1.3)
Here ~ is the reduced Planck’s constant and the super-
script t stands for transpose: A ⋆t B = B ⋆ A.
A ⋆-product is a “deformation” of the commutative,
linear and associative point-wise product (usual multi-
plication) of functions, with i~ as a deformation parame-
ter. These deformations should obey the general classical
correspondence relations
⋆ =
∞∑
n=0
(i~)nGn = 1 +O(~) , (1.4)
[[·, ·]] =
∞∑
n=1
(i~)n−1
(
Gn − G
t
n
)
= P +O(~) , (1.5)
where Gn are noncommutative products and P is the
Poisson bracket. Following the nonuniqueness of the
operator-to-function map (1.1), the deformation is not
unique. Since all ⋆-products have their zeroth term as
defined above, the particular form of the (generally non-
commutative) ~-dependent terms will reflect the differ-
ence between ⋆-products.
Instead of wave functions or Hilbert space state vec-
tors, dynamics is described in terms of a normalized
phase-space state distribution (quasi-probability distri-
bution) ρR. It is a representation of the state operator
ρˆ that obeys the quantum analogue [25] of Liouville’s
equation
dρR
dt
= [[ρR, HR]] +
∂ρR
∂t
= 0 , (1.6)
where HR is the Hamiltonian for the R map.
The evolution of a dynamical variable A is given by
dAR
dt
= [[AR, HR]] +
∂AR
∂t
(1.7)
and expectation values by
〈A〉 =
∫
dqdp ρR ⋆R AR . (1.8)
The most famous of the phase-space representations
(1.2) is the Wigner transform
ρW =
1
(2π~)N
∫
dq′eipq
′/~
〈
q −
1
2
q′
∣∣∣∣ ρˆ
∣∣∣∣q + 12q′
〉
,
(1.9)
AW =
∫
dq′eipq
′/~
〈
q −
1
2
q′
∣∣∣∣ Aˆ
∣∣∣∣q + 12q′
〉
, (1.10)
⋆W = e
i~
2
P , (1.11)
reflecting the Weyl ordering scheme. Here N is the num-
ber of degrees of freedom. The nonlocality of quantum
mechanics is manifested by the infinitely-many deriva-
tives appearing in the ⋆-products.
A class of representations can be obtained from dif-
ferent quantization maps, specifying different operator-
ordering recipes. Examples include the standard, anti-
standard, normal, anti-normal and Born-Jordan order-
ings.
Another class can be obtained through a convolution,
or coarse-graining, of a given state distribution to pro-
duce a new state distribution. An example of this is the
Husimi distribution which is a special case of a Gaus-
sian smoothing of the Wigner distribution (see [26] and
references therein; see also [27]).
Note that a Gaussian-smoothed distribution intro-
duces new parameters into a system, the widths of the
smoothing Gaussians. Strictly speaking, it is not a rep-
resentation of quantum mechanics, but a deformation of
one, parametrized by the additional variables. We refer
to it as a realization.
It is possible to relate two realizations via a transition
operator or via a weight function. Two ⋆-products are
called c-equivalent if there exists a transition operator T
such that [20, 21]
T = 1 +
∞∑
n=1
(i~)nTn ,
T (A ⋆R B) = (TA) ⋆R′ (TB) .
(1.12)
A weight function ω(q, p) relates two distributions as [14–
16]
ρR′ =
∫
dq′dp′ω(q − q′, p− p′)ρR(q
′, p′) . (1.13)
The Wigner realization and its Gaussian-smoothing
are related by T = e−
η
4 (s
2∂2q+∂
2
p/s
2) and ω(q, p) =
e−
1
η (q
2/s2+s2p2). The parameter η controls the area of
smoothing in phase space while the parameter s sets
the squeezing of this area in q-space and p-space. Set-
ting η ≥ ~ guarantees that the smoothing size is wide
3enough to obscure the oscillation of the Wigner function
into negative values rendering the resulting state distri-
bution nonnegative. It also ensures that the associated
⋆-product obeys the correspondence relations (1.4) and
(1.5).
B. The partial classical limit
The correspondence relations (1.4) and (1.5) describe
a transition from the quantum ⋆-product and quantum
bracket to normal multiplication and the Poisson bracket
in the limit of ~ → 0. This is not sufficient, however, to
establish that classical mechanics emerges from quantum
mechanics in that limit (see [12, 13, 24, 28, 29], e.g.). The
state distribution plays a crucial role in the full classical
limit.
Eq. (1.5) formally takes Eq. (1.6) to the classical
Liouville equation
dρ
dt
= {ρ,H}+
∂ρ
∂t
= 0 (1.14)
in the ~ → 0 limit. On the other hand, the state distri-
bution ρR in a particular representation might have its
own ~-dependence that will spoil the correspondence. In-
deed, it has been shown [12, 13, 24, 28, 29] that equation
(1.6) does not, in general, reduce to the classical Liouville
equation for the Wigner function in the limit ~→ 0.
This is not unexpected. It is akin to the quantum
Hamilton-Jacobi equation having the quantum potential
term proportional to ~2 so that it formally tends to the
classical Hamilton-Jacobi equation when ~ → 0. The
form of the quantum potential depends on the state, how-
ever, and has its own dependence on ~.
Even if the state distribution obeys the Liouville equa-
tion, that is also not sufficient to demonstrate that it
describes a classical system. For example, consider the
Wigner representation for Hamiltonians no higher than
quadratic in the q’s and p’s. We see that the dynamical
equation (1.6) takes the form of the classical Liouville
equation (1.14) without even taking the limit ~→ 0. Yet
the Wigner function for the harmonic oscillator, for ex-
ample, oscillates and takes negative values. Clearly, it
has no probability interpretation and cannot be consid-
ered classical.
The Husimi distribution, as mentioned above, is a
Gaussian-smoothed Wigner distribution with smoothing
parameter η = ~. It has a ⋆-product
⋆H = e
i~
2
[
P−i
∑(
s2
←−
∂ q
−→
∂ q+
←−
∂ p
−→
∂ p/s
2
)]
, (1.15)
where the sum is implied over all q’s and p’s. The im-
portant features of the Husimi realization are that its
distribution is nonnegative and its dynamical equation
(1.6) reduces to the Liouville equation (1.14) in the limit
~→ 0 [12, 13].
Now we find a general expression for the partial clas-
sical limit. Subdividing the degrees of freedom and their
conjugate momenta into two sectors we refer to as Q
and C, any dynamical variable u can be put in the form
u =
∑
uQuC , where the sum is implied over any number
of variables and the subscripts refer to variables belong-
ing to the Q- or C-sectors. Since we will be dealing with
linear products, we will restrict our discussion to hybrid
variables of the form u = uQuC instead of the full sum;
the results are still general.
The ⋆-product acting on the full quantum system can
then be factorized into
⋆Full = ⋆Q⋆C = ⋆C⋆Q (1.16)
where the subscripts imply that each of these ⋆-products
act only on their respective sectors,
u ⋆Full v = uQuC ⋆Q ⋆CvQvC = (uQ ⋆Q vQ)(uC ⋆C vC) .
(1.17)
This ensures that variables belonging to two different sec-
tors commute.
It is important to note that, since the two sectors are
independent, ⋆Q need not be realized in the same way as
⋆C . In the following, only the C-sector realization is rel-
evant; the freedom of choosing any quantization scheme
on the Q-sector is maintained.
The partial classical limit then is the process of taking
~ → 0 only on the C-sector of the system. The result
should apply to systems whose C-sector has a scale of
action, constructed from its physical parameters, that is
very small compared to ~.
From the correspondence relations (1.4) and (1.5), we
have
⋆Full = ⋆Q
(
1 + i~CGC1 +O(~
2
C)
)
, (1.18)
[[·, ·]]Full =
1
i~
(
⋆Full − ⋆
t
Full
)
= [[·, ·]]Q +
~C
~
(
⋆QGC1 − ⋆
t
QGC
t
1
)
+O
(
~
2
C
~
)
,
(1.19)
where ~C is Planck’s constant on the C-sector. Taking
the partial classical limit ~2C/~ → 0 in (1.19) gives the
hybrid bracket
{[·, ·]} = [[·, ·]] +
~C
~
(⋆G − ⋆tGt) . (1.20)
Here we suppress the subscripts for simplicity: ⋆ := ⋆Q
and G := GC1; from now on, ⋆ should be understood
as acting only on Q-sector variables and G on C-sector
variables.
The use of phase-space quantum mechanics allowed a
simple derivation of a general quantum-classical hybrid
bracket. The expression for the hybrid bracket (1.20) will
differ depending on the choice of representation on the C-
sector. If one chooses to use the Wigner representation
with its associated ⋆C-product on the C-sector, then one
gets G = P/2 and the bracket becomes
[[·, ·]] +
~C
~
⋆+ ⋆t
2
P . (1.21)
4This, with ~C = ~, is the bracket proposed in [1, 4], thus
making it a special case of the general bracket. Bracket
(1.21) has been shown to violate the Jacobi identity in
[8], however.
Using the Husimi realization (Eq. (1.15)) gives the
bracket
[[·, ·]] +
~C
~
[
⋆+ ⋆t
2
P +
⋆− ⋆t
2i
(
s2
←−
∂ q
−→
∂ q +
←−
∂ p
−→
∂ p/s
2
)]
.
(1.22)
This, also, does not satisfy the Jacobi identity. We shall
derive in the next section the general criterion for choos-
ing a ⋆C-product yielding a hybrid bracket that does.
II. THE BRACKET AND THE PRODUCT
We now turn to the main finding of this paper, the
condition for the hybrid bracket to obey the Jacobi iden-
tity and the Leibniz rule. The form of the condition
provides a straightforward path to constructing a con-
sistent quantum-classical dynamics, bypassing the no-go
theorems in the literature.
In both quantum and classical mechanics, dynamical
quantities are combined in two ways: via i. a composition
product and ii. a dynamical bracket. This (especially the
composition product) has not been appreciated in the
past and the conscious realization of it will prove crucial.
In classical mechanics, the composition product is nor-
mal multiplication and the dynamical bracket is the Pois-
son bracket. In quantum mechanics, the composition
product is the noncommutative, linear and associative
⋆-product and the dynamical bracket is essentially the
commutator of the same ⋆-product. In both frameworks,
the dynamical bracket is a Lie bracket, i.e., it is antisym-
metric, linear, and obeys the Jacobi identity
[[u, [[v, w]]]] = [[[[u, v]], w]] + [[v, [[u,w]]]] , (2.1)
{u, {v, w}} = {{u, v}, w}+ {v, {u,w}} . (2.2)
Also in both frameworks, the dynamical bracket obeys
the Leibniz rule with respect to the composition product
[[u, v ⋆ w]] = [[u, v]] ⋆ w + v ⋆ [[u,w]] , (2.3)
{u, vw} = {u, v}w + v{u,w} . (2.4)
These properties of the dynamical bracket and its rela-
tion to the composition product are necessary for a con-
sistent dynamical framework (see [8]). We thus require
the hybrid quantum-classical bracket to have the same
properties.
The general hybrid bracket (1.20) derived in the pre-
vious section involves the product G. Directly from the
associativity of ⋆C = 1+ i~CG + · · · , and the correspon-
dence relations (1.4) and (1.5), we have two important
properties of G
u(vGw)− (uv)Gw + uG(vw) − (uGv)w = 0 , (2.5)
G − Gt = P . (2.6)
Eq. (2.5) gives us a quasi-Leibniz relation between G
and normal multiplication while Eq. (2.6) shows that the
Poisson bracket is the commutator, or the antisymmetric
part, of the G-product. We can then write G as a sum of
antisymmetric and symmetric (commutative) parts
G =
1
2
(P + σ) . (2.7)
The form of σ differs for different realizations while P is
the antisymmetric part of G in all. In terms of the tran-
sition operator defined by equation (1.12), the difference
between the σ’s of two different realizations is
1
2
u(σR′ − σR)v = T1(uv)− (T1u)v − u(T1v) . (2.8)
That is, it measures the deviation of T1 from the Leib-
niz rule for normal multiplication. For the Wigner and
Husimi deformations, T1 = −
i
4
(
s2∂2q + ∂
2
p/s
2
)
, σW = 0
and σH = −i
(
s2
←−
∂ q
−→
∂ q +
←−
∂ p
−→
∂ p/s
2
)
.
Using (2.7), the hybrid bracket (1.20) can be rewritten
as
{[·, ·]} = [[·, ·]] +
~C
~
(
⋆+ ⋆t
2
P +
⋆− ⋆t
2
σ
)
(2.9)
giving it a somewhat symmetric form and allowing for
comparison with different particular realizations of the
bracket. Using this form, we can test whether the bracket
satisfies the natural assumptions discussed in [8]:
{[uQ, vC ]} = 0 ,
{[uQ, v]} = vC [[uQ, vQ]] ,
{[uC , v]} = vQ{uC , vC} ,
(2.10)
where v = vQvC is an arbitrary hybrid variable. These
conditions ensure that separate sectors remain separate,
and that hybrid dynamics reduce to pure dynamics for
pure variables.
For bracket (2.9), the first of these relations is identi-
cally satisfied, while the other two are calculated to be
{[uQ, v]} =
(
vC + (i~C/2)1σvC
)
[[uQ, vQ]] , (2.11)
{[uC , v]} =
~C
~
vQ{uC, vC} . (2.12)
The second of these takes the exact form in (2.10) for
~C = ~, otherwise it amounts to rescaling classical Pois-
son brackets by a global constant.
Requiring Eq. (2.11) to follow the exact equality in
(2.10) imposes the condition
1 σ · = 0 . (2.13)
From (2.7) we get the same condition for G.
There is another form of the general hybrid bracket
that will prove very useful in recognizing its properties.
Defining
⊛ := (1 + i~CG) , (2.14)
5the bracket becomes
{[·, ·]} =
1
i~
(
⋆⊛− ⋆t ⊛t
)
. (2.15)
The hybrid bracket is essentially a commutator of the
⋆⊛-product with ⋆ acting only on Q-variables and ⊛ on
C-variables.
The quantum-classical bracket can be expressed in
terms of operators as follows. Consider hybrid dynamical
entities of the form Aˆ(qC , pC) = AˆQAC(qC , pC), where
AˆQ is an operator on the Hilbert space of the Q-sector
and AC(qC , pC) is a function on the phase space of the
C-sector, then the hybrid bracket can be written as
{[Aˆ, Bˆ]} =
1
i~
(
Aˆ⊛ Bˆ − Bˆ ⊛ Aˆ
)
, (2.16)
or, equivalently
1
i~
[Aˆ, Bˆ] +
~C
~
1
2
(
{Aˆ, Bˆ} − {Bˆ, Aˆ}+ AˆσBˆ − BˆσAˆ
)
(2.17)
which, again, offers a direct comparison with the bracket
proposed in [1, 4]. We shall return to and continue to use
the phase-space formulation.
So far, the previous discussion (aside from condition
(2.13)) is general. Now we turn to the requirements that
the bracket obeys the Jacobi identity and the Leibniz
rule. We shall see that imposing the condition that G is
associative fulfills both requirements.
A. Jacobi and the bracket
Requiring bracket Eq. (2.15) to obey the Jacobi iden-
tity for hybrid variables of the form u = uCuQ, we find
{[u, {[v, w]}]} = {[{[u, v]}, w]}+ {[v, {[u,w]}]}
⇒
uQ ⋆ vQ ⋆ wQ [uC ⊛ (vC ⊛ wC)− (uC ⊛ vC)⊛ wC ]
+ cyclic permutations of (u, v, w)
+ anticyclic permutations of (u, v, w) = 0 .
(2.18)
Since all variables are arbitrary, cyclic and anticyclic per-
mutations of uQ⋆vQ⋆wQ are, in general, independent and
nonvanishing. Then the condition for the bracket {[·, ·]}
to obey the Jacobi identity is for ⊛ to be associative
u⊛ (v ⊛ w) = (u⊛ v)⊛ w . (2.19)
The associativity of ⋆C , leading to Eq. (2.5), directly im-
plies that, for ⊛ to be associative, G must be associative
as well
uG(vGw) = (uGv)Gw . (2.20)
We see immediately that neither the Wigner nor the
Husimi ⋆-products can give rise to a hybrid bracket obey-
ing the Jacobi identity since each has a G that is not
associative.
B. Leibniz and the product
Quantum and classical brackets obey the Leibniz rule
with respect to their composition products (Eqs. (2.3)
and (2.4)). What, then, would be a suitable composition
product for hybrid dynamics? The straightforward as-
sumption is to consider the full quantum ⋆-product (1.18)
then take the limit ~C → 0
⋆Full = ⋆(1 +O(~C))
~C→0−−−−→ ⋆ , (2.21)
where, again, ⋆ := ⋆Q acts only on Q variables. This
seems natural since it is the expected composition prod-
uct for pure quantum and classical variables
uQ ⋆ vQ = uQ ⋆ vQ, uC ⋆ vC = uCvC . (2.22)
After all, it’s the same process by which we arrived at
the hybrid bracket.
Indeed, from (2.3) and (2.4) we see that if one of the
arguments in the bracket is pure then the hybrid bracket
reduces to a pure bracket of the same kind
{[uQ, v ⋆ w]} = [[uQ, v ⋆ w]] , (2.23)
{[uC , v ⋆ w]} = {uC , v ⋆ w} , (2.24)
with v and w being general hybrid variables. In this case,
the hybrid bracket obeys a restricted form of the Leibniz
rule with respect to ⋆
{[uPure, v ⋆ w]} = {[uPure, v]} ⋆ w + v ⋆ {[uPure, w]} .
(2.25)
However, for a general hybrid variable, the Leibniz rule
with respect to ⋆ is broken
{[u, v ⋆ w]} 6= {[u, v]} ⋆ w + v ⋆ {[u,w]} . (2.26)
Indeed, it is the Leibniz rule with respect to ⋆ as a com-
position product that is at the heart of the counterexam-
ple in [8] (proving the inconsistency of bracket (1.21) as
presented in [1, 4]), as well as the no-go theorem in [10].
For hybrid dynamics, a suitable hybrid composition
product is required. We need not look too far to find
one. The same condition (2.19), required for the bracket
to satisfy the Jacobi identity, naturally provides a compo-
sition product with respect to which the bracket satisfies
the Leibniz rule identically. The associativity of ⊛ im-
plies the associativity of ⋆⊛. Recall from (2.15) that the
hybrid bracket is but a commutator of the noncommuta-
tive, linear and associative ⋆⊛-product, just as the quan-
tum bracket is a commutator of the noncommutative,
linear and associative ⋆-product. Thus, as an identity,
we have
{[u, v ⋆⊛w]} = {[u, v]} ⋆⊛w + v ⋆⊛{[u,w]} . (2.27)
The ⋆⊛-product of two variables belonging to two dif-
ferent sectors reduces to normal multiplication so that
u = uQuC = uQ ⋆⊛uC . This, along with (2.27) and the
6reduction equations (2.10), show that pure factors of a
hybrid variable v = vQvC can be pulled out of the hybrid
bracket at the cost of a ⋆- and ⊛-products, giving us yet
another form of the hybrid bracket
{[u, vQvC ]} = [[u, vQ]]⊛ vC + vQ ⋆ {u, vC} . (2.28)
But, even though Jacobi brought Leibniz for free, the
composition product comes at a price.
The ⋆⊛-product introduces an extra, parallel way of
composing variables alongside the more familiar, and
physically understood, ⋆-product. It arises naturally
from the construction as shown in the previous subsec-
tion. It gives hybrid dynamics the same algebraic struc-
ture used for quantum mechanics: a noncommutative,
linear and associative product that acts as a composi-
tion product and whose commutator builds the dynam-
ical bracket. However, despite reducing to ⋆ for pure
quantum variables (uQ⋆⊛vQ = uQ⋆vQ), it deviates from
the familiar multiplication for pure classical variables
uC ⋆⊛vC = uC ⊛ vC = uCvC + i~C uCGvC . (2.29)
This deviation, however, is additive, small (proportional
to ~C) and, importantly, does not affect classical dynam-
ics since it does not change the Poisson bracket.
Classical mechanics, too, can mimic the algebraic
structure of quantum mechanics provided there exists
a non-commutative, linear and associative ⊛ acting as
a composition product (with a small deviation) whose
commutator builds the dynamical bracket
{·, ·} =
1
i~C
(⊛−⊛t) . (2.30)
This similarity with quantummechanics is not surprising.
The ⊛-product is a truncation of the series expansion of
the ⋆-product with the condition that it is, itself, associa-
tive. It can be regarded as a semiclassical approximation.
It is worth noting that, in showing the consistency
of the hybrid bracket with the Jacobi identity and the
Leibniz rule, no reference was made to the equality, or
lack thereof, between ~C and ~. This is in contrast with
[9, 10].
III. DYNAMICS
By virtue of the partial classical limit discussed in Sec.
I, the equation of motion for an arbitrary dynamical vari-
able f(q, p) is
df
dt
= {[f,H ]}+
∂f
∂t
, (3.1)
where H = HQ + HC + V is the Hamiltonian of the
full system with HQ and HC generating the pure inter-
nal evolution of the Q- and C-sectors and V describing
the interaction between the sectors. From the restricted
Leibniz relation (2.25), we see that if V = VQVC then a
purely quantum variable will evolve according to
dfQ
dt
= [[fQ, HQ]] + [[fQ, VQ]]VC +
∂fQ
∂t
. (3.2)
This is the familiar textbook quantum mechanics with
the external classical interaction VC .
Similarly, the evolution of a purely classical variable is
described by
dfC
dt
= {fC , HC}+ {fC , VC}VQ +
∂fC
∂t
. (3.3)
The term {fC , VC}VQ represents quantum back-reaction
as it follows the quantum evolution of VQ.
For a hybrid variable f = fQfC , using Eq. (2.28), the
equation of motion becomes
df
dt
= [[f,HQ]] + {f,HC}
+ [[f, VQ]]⊛ VC + VQ ⋆ {f, VC}+
∂f
∂t
.
(3.4)
Like the quantum mechanical dynamical equations
(Heisenberg’s or Schrdinger’s), the time evolution de-
scribed by the above equations is deterministic. How,
then, are quantum fluctuations manifested in the classi-
cal sector?
The state distribution ρ for the full system evolves ac-
cording to
dρ
dt
= {[ρ,H ]}+
∂ρ
∂t
= 0 . (3.5)
The state distribution for one sector of the system is given
by the partial trace of ρ with respect to the other sector,
then the state distribution for the classical sector is ρC =∫
dqQdpQρ which, in general, will not obey the Liouville
equation
dρC
dt
= {ρC , H}+
∂ρC
∂t
6= 0 . (3.6)
This implies that the probability distribution evolves
with time (due to its interaction with the Q-sector). An
initial sharply peaked ρC (practically, a delta function for
all classical purposes) indicating a well localized classical
system can, in principle, evolve to spread or branch into
macroscopically distinct regions of the C-sector phase
space giving rise to a statistical evolution.
CONCLUSION
Using the phase-space formulation of quantum me-
chanics, a general hybrid quantum-classical bracket
(1.20) was easily derived from a partial classical limit.
In the Wigner-Weyl-Moyal representation, it coincides
with the hybrid bracket proposed in [1, 4], but it differs
in other realizations.
7The expression given works for any representation of
phase-space quantum mechanics, and also for deforma-
tions of such representations, such as the Husimi realiza-
tion. The generality of (1.20) may prove to be key in
finding a consistent hybrid dynamics.
As pointed out in [7–11], the expression for the bracket
is not sufficient for a consistent hybrid dynamics. We
have shown here, however, that a canonical formulation
of quantum-classical dynamics may be possible. We in-
clude a modification of the composition product for hy-
brid observables (see Sec. II.B), and have derived the
precise relevant conditions for consistency. Required is
a non-commutative, linear and associative product with
i. an anti-symmetric part equal to the Poisson bracket,
and ii. a symmetric part that annihilates a constant (see
Eqs. (2.20), (2.7) and (2.13)).
A concrete example of such a product is yet to be con-
structed. However, we have described a possible way
forward, and stated the conditions required in a precise
way. Preliminary work indicates that finding the prod-
uct, or disproving its existence, may be a challenge. We
hope to report progress in the future.
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