Abstract. The aim of this paper is to propose a simple procedure that a priori determines a minimum number of classifiers to combine in order to obtain a prediction accuracy level similar to the one obtained with the combination of larger ensembles. The procedure is based on the McNemar non-parametric test of significance. Knowing a priori the minimum size of the classifier ensemble giving the best prediction accuracy, constitutes a gain for time and memory costs especially for huge data bases and real-time applications. Here we applied this procedure to four multiple classifier systems with C4.5 decision tree (Breiman's Bagging, Ho's Random subspaces, their combination we labeled 'Bagfs', and Breiman's Random forests) and five large benchmark data bases. It is worth noticing that the proposed procedure may easily be extended to other base learning algorithms than a decision tree as well. The experimental results showed that it is possible to limit significantly the number of trees. We also showed that the minimum number of trees required for obtaining the best prediction accuracy may vary from one classifier combination method to another. 
Introduction
Many methods have been proposed for combining multiple decision trees to improve prediction accuracy [4, 6, 8, 10, 12, 13, 22] ). These classifiers are weakened to commit errors in a different way so that their combination can correct the mistakes an individual makes [1, 11, 19, 21] . The main experimental studies quoted above applied systematic methods to combine hundreds of classifiers and then did not limit a priori the number of trees to combine.
As far as we know, optimizing the number of classifiers to combine is an open question in the literature about the improvements of MCSs' design. This number has to be large enough to create diversity among the predictions but it may exist a number beyond which the prediction accuracy remains the same or even decreases with respect to a given criterion. Giacento and Roli [9] proposed to select among a large set of classifiers an optimal subset of both diverse and accurate classifiers of different types (neural and statistical classifiers) .
This approach combines both a systematic design and an 'overproduce-andchoose' strategy which is a problem simpler than generating accurate and diverse classifiers 'directly'. Here we propose a simple procedure based on a direct nonparametric test of comparison, the McNemar test. The procedure systematically determines a minimum number of weakened classifiers to combine for a given data base. It does not require the overproduction of classifiers and does not select better classifiers than others with respect to a given criterion such as proposed by Giacento and Roli's approach. We mean that, once the procedure has been applied, it may be possible to improve the MCS design again with other post-treatments based on the selection of 'good' classifiers for instance.
Nevertheless, to assess the performance of the proposed procedure, we built a large number of weakened decision trees to show that it may not be required to grow random forests to significantly improve prediction accuracy. We applied the procedure to four multiple classifier systems based on C4.5 decision tree: Breiman's Bagging [4] , Ho's Random Subspaces [10] , their combination in a same model labeled 'Bagfs' [13] and Breiman's Random forests [6] . We assessed the procedure's performances on five large benchmark databases. Indeed, the proposed procedure based on the McNemar test is practically useful for huge data bases or real-time applications for which it has already been successfully applied. It actually allows to reduce memory and time requirements which may be strong criteria for the real-world application of MCSs. The experimental results showed that the use of the McNemar test enables to limit the number of trees for each method significantly. We also observed that the minimal number of trees required for maximum accuracy may vary so that a good trade-off between prediction accuracy and tree requirements of an MCS may be found.
The paper is organized as follows. The random forests are described in Section 2. Then the McNemar test of significance and the procedure for limiting the numbers of classifiers are explained in Section 3. The data bases to which the multiple classifier systems are applied are detailed in Section 4 and the experimental framework in Section 5. We discuss the results in Section 6 before the conclusion (Section 7) and the references.
Random Forests
To illustrate our idea of limiting the number of classifiers, we selected four ways of building weakened decision forests: (1) bootstrap aggregating ('Bagging', [4, 16] ) (2) Random subspace method (or 'MFS' for Multiple Feature Subsets, [10, 2] ) (3) the combination of Bagging with Random subspace ('Bagfs', [14] ) and (4) Random Forest ('Bagrf', [6] ).
Bagging consists of building B bootstrap replicates of an original data set and of using these to run a learning algorithm. Ross Quinlan [16] has validated the Bagging method with C4.5 decision tree inducer.
The Random subspace method consists of training a given number of classifiers (B), with each having as its input a given proportion of features (k) picked randomly from the original set of f features with or without replacement. Ho [10] proposed this approach for decision trees. Bay [2] applied a very similar approach, labeled 'MFS', to nearest neighbors. This method was performed here by using the original feature set only (i.e. without expanding the feature vector with combination functions of features) and by selecting randomly a proportion of features without replacement. In the rest of the paper, we will refer to this weakening method by the label 'MFS'.
We showed on benchmark data bases in [13] that combining Bagging and MFS in the same architecture ('Bagfs') could improve prediction accuracy. In [13] , the Bagfs' architecture had two levels of decision (A 'nested' level for each bootstrap between all its MFS and a 'final' level between all bootstraps). Here, we applied a simpler architecture with only one level of decision (See also [14] ). We generated B bootstrap replicates of the learning set (The same ones used to apply the bagging method). In each replicate we independently sampled a subset of f features, randomly selected from amongst the f initial ones without replacement (the same ones used to apply 'MFS'). We denoted k = f /f as the proportion of features in these B subsets. The proposed architecture has thus two parameters, B and k, to be set.
The proportion of features in each subspace, denoted k opt in Table 1 , of MFS and Bagfs was optimized by performing a nested stratified 10-fold crossvalidation (as more detailed in [13] ). It's worth noticing that we obtained the same f opt for both MFS and Bagfs.
Breiman's Random forest method (we labeled 'Bagrf', [6] ) consists of creating B bootstrap replicates of the learning set. For each replicate, a feature subset to split on is randomly selected (without replacement) at each node of the tree. According to Breiman's method, we fixed the size of these random subsets, denoted F in Table 1 , to be the first integer less than log 2 (f ) + 1, where f is the number of features.
A common feature of all methods is that they combine predictions by means of the plurality vote. Moreover, Bagging, MFS and Bagfs can be applied to any learning algorithms that are unstable for training modifications (e.g. decision trees, artificial neural networks) and feature set modification (e.g. decision trees, nearest neighbours) while Bagrf is specific to decision trees.
We tested each method with respect to Ross Quinlan's C4.5 decision tree Release 8 ( [15] ) with its default parameter values and its pruning method (all the decision trees were pruned except for Bagrf, as specified in its original formulation).
McNemar Test of Significance

General Background
In this paper, we use the McNemar test [20, 17, 18] as a direct method for testing whether two sets of predictions differ significantly among themselves. Given the two algorithms A and B, this test compares the number of examples misclassified by A, but not by B (labeled M ab ), with the number of examples misclassified by B, but not by A (labeled M ba ). In the case that M ab + M ba ≥ 20, if the null hypothesis H 0 is true (i.e.,if there is no difference between the algorithms' predictions), then the statistics X 2 (equation 1) can be considered as following an χ 2 distribution (with 1 degree of freedom).
The hypothesis H 0 is rejected if X 2 is greater than χ 2 1,0.05 = 3.841459 (significance level p < 0.05). In this case, the algorithms have significantly different levels of performance. If condition M ab + M ba ≥ 20 is not satisfied, the approximation of the statistical distribution cannot be used and the exact test described in [17] has to be performed. As this happened rarely in our experimental design, in these cases, we preferred to accept the hypothesis that the two algorithms have the same performance.
Moreover, different studies (see for instance [7, 18] ) showed that this nonparametric test is also preferred to parametric ones (such as the commonly used t-test) because no assumption is required and it is independent of any evaluation measurement (error rate, kappa degree of agreement,. . . ). Dietterich [7] also showed that McNemar has a low type I error (the probability of incorrectly detecting a difference when no difference exists) and concluded that it is one of the more acceptable tests among the most common ones if the algorithms can only be executed once.
Limiting the Number of Classifiers
When creating multiple classifier systems such as the random forests described in Section 2, we may overproduce an arbitrary large number, B, of voting classifiers. In this paper, the question is how to limit the number of classifiers to produce while being as accurate as the same MCS combining a larger number of classifiers.
We applied McNemar test of significance as described in Section 3.1 between two sets of predictions from two MCSs that differ only by their number of classifiers. Let us denote L a learning set and T = {(x, y)} a data set independent
. . , m}} be the prediction set of m voting classifiers. The classifiers ϕ (k) are built so that the classifier predictions are diverse and on an equal footing in terms of voting i.e. no classifier is a priori better than another with respect to any criterion (e.g. as it is the case here by building multiple random decision trees, see Section 2).
The proposed procedure consists of comparing the prediction set C m to C n , with n > m, with respect to the McNemar test. Either the set of classifiers used to obtain predictions C n is completely independent from the one that predicts C m , or it contains all or part of the m classifiers that predicts C m . We showed that this does not change our conclusion as it will be detailed in Section 6.
The 
Material
We applied Bagging, MFS, Bagfs and Bagrf to 5 large data bases (see Table 1 ). Four of these were downloaded from the UCI Machine Learning repository [3] , i.e. satimage, image segmentation ('image'), letter and DNA. We also included the artificial data base 'ringnorm' used by Breiman in [5] . All these data bases have no missing values. Notice that for DNA, we gave Bagrf's parameter F a higher value since the one obtained by the original computation (F = 7, see Section 2) led to a low prediction accuracy.
Experimental Design
In the present paper, we investigated the benefit of using the McNemar test of significance as described in Section 3 to determine m * , the minimum number of classifiers to combine for a given multiple classifier system on a given data set. We illustrated this procedure on four multiple classifier systems described in Section 2, namely Bagging, Random subspaces ('MFS'), Bagfs and another 
Results and Discussion
On Figure 1 , for each method and each data base, each dot represents d(m, n), the result of McNemar test that compares the prediction set of a m-classifier system (on a row) with the prediction of a n-classifier system (on a column) (m, n = 1..200). Each figure is symmetrical and composed of a bright and dark region. The dark region means that the compared architectures differ significantly with respect to McNemar. The bright region means that the compared architectures do not differ significantly. These results showed that a threshold appeared distinctly between the two regions 'differ' or 'differ not significantly'. So the proposed procedure based on McNemar test led to the determination of m * v , a significantly lower number of classifiers on most data bases than the total of 200 classifiers overproduced for each MCS. Table 2 shows the results' summary of the experimental design for each multiple classifier system and each data base. This table indicates in bold and in The results obtained on the remaining independent testing set from the global data base, m * , showed that this number was always close to the predicted value m * v (most of the time equal or even lower). In the too optimistic but rare cases where m * v < m * , we observed that the difference was never larger than 10. Nevertheless, the results showed that by performing this procedure, we obtained a drastic decrease of the number of classifiers required to obtain the same level of performance than MCSs combining 200 classifiers. We also observed in Table 2 In the present paper, we systematically overproduced classifiers (200) to assess the method's performance. The results obtained on each data base with each MCS let us suggest that we could incrementally increase the number of classifiers by step of 10 classifiers and perform the direct test of McNemar at each step instead. Furthermore, this approach of the MCS' design would combine a limited number of classifiers, m * v , (i.e. predicted on a reduced validation set independent from the learning set) without any significant loss of accuracy and applied to a large data set of unknown cases. This question is especially interesting for huge data bases and real-time applications working on other base learning algorithms slower than decision trees (e.g. neural networks) to obtain a gain in time and memory costs.
Conclusion
We suggested a simple procedure based on the direct test of McNemar to limit the number of classifiers to combine in a multiple classifier system. The procedure compares the set of predictions of a MCS with a given number of classifers with the prediction set of the same MCS with a higher number of classifiers. If the prediction sets do not differ with respect to McNemar test, we concluded that the smallest number of classifiers is enough to obtain the same level of accuracy with respect to McNemar test.
Experimental results showed on four different MCSs applied to C4.5 decision tree and cross-validations on five large benchmark data bases, that it may be possible to select a priori a minimum number of classifiers which, once combined with the plurality voting rule, offered the same level of performance than larger numbers of trees with respect to the McNemar test. Moreover, we showed that a sharp threshold appeared between the region where the prediction sets 'differ' and the one where the prediction sets 'do not differ significantly' with respect to McNemar test.
Furthermore, we suggested a way to improve the design of a MCS without overproducing classifiers. It consists of incrementally adding new classifiers to the existing ensemble and comparing by means of a cross-validation the predictions of the resulting ensemble to the one with less classifiers.
Finally, we proposed a simple approach in this paper to improve the design of a multiple classifier system that consisted of limiting the number of classifiers to combine without a loss of prediction accuracy (with respect to a direct statistical test of comparison, McNemar) but with a gain in memory and time costs that may be significant for huge data bases and real-time applications.
