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Abstract Let MC =
(
A C
0 B
)
is a 2-by-2 upper triangular operator matrix act-
ing on the Banach space X⊕Y or Hilbert space H⊕K. For the most import spectra
such as spectrum, essential spectrum and Weyl spectrum, the characterizations of
the perturbations of MC on Banach space have been presented. However, the char-
acterization for the Browder spectrum on the Banach space is still unknown. The
goal of this paper is to present some necessary and sufficient conditions for MC to
be Browder for some C ∈ B(Y,X) by using an alternative approach based on matrix
representation of operators and the ghost index theorem. Moreover, in the Hilbert
space case the characterizations of the Fredholm and invertible perturbations of
Browder spectrum are also given.
Keywords: operator matrices, Browder spectrum, left semi-Browder spectrum.
1 Introduction
It is well-known that if H is a Hilbert space, T is a bounded linear operator on H, and H1
is an invariant closed subspace of T , then T is of the form
T =
(
∗ ∗
0 ∗
)
: H1 ⊕H
⊥
1 → H1 ⊕H
⊥
1 ,
which motivated the interest in 2 × 2 upper-triangular operator matrices (see [1-9, 11-20]).
The problems related to the perturbation of spectra of 2-by-2 upper triangular operator
matrices were first studied by H. K. Du and J. Pan in [5], and they given the characterization
of MC to be invertible for some C ∈ B(K,H) in the Hilbert spece case. Some years later, in
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[13] J. K. Han et al. generalized the above result to the Banach space case. In 2002, D. S.
Djordjevic´ in [5] future studied this field for some other spectra and presented the necessary
and sufficient conditions forMC to be a Fredholm and Weyl operator for some C ∈ B(Y,X),
respectively. Also in [5], some sufficient conditions for MC to be a Browder operator were
given. Recently, Cao [1] gave the necessary and sufficient condition for MC to be a Browder
operator in the Hilbert space case. Till now, although for the most import and widely used
spectra such as spectrum, essential spectrum and Weyl spectrum, the characterizations of
the perturbations of upper triangular operator matrices on Banach space have been given,
the characterization for the Browder spectrum is still unknown. The goal of this paper
is to present a necessary and sufficient condition for MC to be Browder for some C ∈
B(Y,X) by using an alternative approach based on matrix representation of operators and
the ghost index theorem, and our result is an extension of the main result in [1] and the
corresponding results from [5, 22]. Moreover, the characterizations of the Fredholm and
invertible perturbations of Browder spectrum are also given.
Throughout this paper, letH andK be the complex infinite dimensional separable Hilbert
spaces, X and Y be the complex infinite dimensional Banach spaces, and B(X, Y ) be the set
of all bounded linear operators from X into Y. For simplicity, we write B(X,X) as B(X).
For T ∈ B(X), T is called Drazin invertible if there exists an operator TD ∈ B(X) such that
TTD = TDT, TDTTD = TD, T k+1TD = T k,
for some nonnegative integer k([5]). T ∈ B(X, Y ) is called regular( also called relatively
regular in [5]) if there is an operator B ∈ B(Y,X) such that T = TBT ([4]). It is well-known
that T is regular if and only if R(T ) and N(T ), respectively, are closed and complemented
subspaces of Y and X .
For T ∈ B(X, Y ), let R(T ) and N(T ) be the range and kernel of T , respectively, and
denote α(T ) = dimN(T ) and β(T ) = dim Y/R(T ). If T ∈ B(X), the ascent, denoted by
asc(T ), and the descent, denoted by des(T ), of T are the non-negative integers k defined
respectively by
asc(T ) = inf{k : N(T k) = N(T k+1)}, des(T ) = inf{k : R(T k) = R(T k+1)}.
If such k does not exist, then asc(T ) = ∞, respectively des(T ) = ∞. If the ascent and
the descent of T are finite, then they are equal (see [5]). For T ∈ B(X), if R(T ) is closed
and α(T ) < ∞, then T is said to be upper semi-Fredholm, if β(T ) < ∞, then T is said
to be semi-Fredholm. If T ∈ B(X) is either upper or lower semi-Fredholm , then T is
said to be semi-Fredholm. For a semi-Fredholm operator T , its index ind (T ) is defined as
ind (T ) = α(T )− β(T ). The sets of invertible operators, left invertible operators and right
invertible operators on X , respectively, are denoted by G(X), Gl(X) and Gr(X).
The sets of all Fredholm operators, Weyl operators, left semi-Fredholm operators and
right semi-Fredholm operators on X are defined, respectively, by
Φ(X) := {T ∈ B(X) : α(T ) <∞ and β(T ) <∞};
Φ0(X) := {T ∈ Φ(X) : ind(T ) = 0};
Φl(X) := {T ∈ B(X) : R(T ) is a closed and complemented subspace of X and α(T ) <∞};
Φr(X) := {T ∈ B(X) : N(T ) is a closed and complemented subspace of X and β(T ) <∞}.
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The sets of all Browder operators, left semi-Browder operators and right semi-Browder
operators on X are defined, respectively, by
Φb(X) := {T ∈ Φ(X) : asc(T ) = des(T ) <∞};
Φlb(X) := {T ∈ Φl(X) : asc(T ) <∞};
Φrb(X) := {T ∈ Φr(X) : des(T ) <∞}.
The spectrum, left spectrum, right spectrum, essential spectrum, Weyl spectrum, left semi-
Fredholm spectrum, right semi-Fredholm spectrum, Browder spectrum, left semi-Browder
spectrum, right semi-Browder spectrum of an operator T ∈ B(H) are respectively denoted
by σ(T ), σl(T ), σr(T ), σe(T ), σw(T ),σle(T ), σre(T ), σb(T ), σlb(T ) and σrb(T ).
One of the main results is : MC is a Browder operator for some C ∈ B(Y,X) if and only
if the following statements are satisfied
(a) A ∈ B(X) is a left semi-Browder operator;
(b) B ∈ B(Y ) is a right semi-Browder operator;
(c) N(A)×N(B) ∼= X/R(A)× Y/R(B).
Using the above result, we characterize completely the set
⋂
C∈B(Y,X) σb(MC), which is the
extension of the corresponding results from [1, 5, 22], that is,
⋂
C∈B(Y,X)
σb(MC) = σlb(A)∪σrb(B)∪{λ ∈ C : N(A−λ)×N(B−λ) 6∼= X/R(A−λ)×Y/R(B−λ)}.
Moreover, for any given A ∈ B(H) and B ∈ B(K), it is proved that
⋂
C∈G(K,H)
σb(MC) =
⋂
C∈Φ(K,H)
σb(MC)
= σlb(A) ∪ σrb(B) ∪ {λ ∈ C : α(A− λ) + α(B − λ) 6= β(A− λ) + β(B − λ)}.
2 Main Results and Proofs
We begin with some lemmas, which are useful for the proofs of the main results.
Lemma 2.1. ([23] or [2]) For any given A ∈ B(X) and B ∈ B(Y ), ifMC is Drazin invertible
for some C ∈ B(Y, X), then
(1) des(B) <∞ and asc(A) <∞;
(2) des(A∗) <∞ and asc(B∗) <∞.
Lemma 2.2. ([5] Lemma 2.3) LetM and N be finite dimensional spaces. If dimM = dimN
and X ×M ∼= Y ×N , then X ∼= Y.
Lemma 2.3. ([13]) If T ∈ B(X, Y ), S ∈ B(Y, Z) and ST ∈ B(X,Z) are regular, then
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N(T )×N(S)× Z/R(ST ) ∼= N(ST )× Y/R(T )× Z/R(S).
Some well-known facts are collected in the following lemma.
Lemma 2.4. ([24]) For any given A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y,X), we have:
(1) if any two of operators A,B and MC are invertible (resp., Fredholm, Weyl, Brow-
der,Drazin invertible ), then so is the third;
(2) if A is Browder, then B is left semi-Browder if and only if so is MC ;
(3) if B is Browder, then A is right semi-Browder if and only if so is MC .
Lemma 2.5([5]). Let A ∈ B(X) and B ∈ B(Y ) be given and consider the statements:
(i) MC is a Weyl operator for some C ∈ B(Y,X)
(ii) A ∈ B(X) and B ∈ B(Y ) satisfy the following conditions:
(a) A is a left semi-Fredholm operator;
(b) B is a right semi-Fredholm operator;
(c) N(A)×N(B) ∼= X/R(A)× Y/R(B).
Then (i) ⇐⇒ (ii)
Lemma 2.6 ([13]). Let A ∈ B(X) and B ∈ B(Y ) be given and consider the statements:
(i) MC is invertible for some C ∈ B(Y,X)
(ii) A ∈ B(X) and B ∈ B(Y ) satisfy the following conditions:
(a) A is left invertible;
(b) B is right invertible;
(c) N(B) ∼= X/R(A).
Then (i) ⇔ (ii)
Lemma 2.7. For T ∈ B(X), T is left semi-Browder if and only if T can be decomposed
into the following form with respect to space decomposition X = X1 ⊕X2
T =
(
T1 T12
0 T2
)
,
where dim(X1) <∞, T1 is nilpotent, and T2 is left invertible.
Proof. Necessity. Suppose that T is left semi-Browder. Then we can assume p = asc(T ) <
∞. Let X1 = N(T
p). Then dimX1 < ∞ since T is left semi-Fredholm. Therefore, there
exists a closed subspace X2 of X such that X1 ⊕ X2 = X . With respect to the space
decomposition X = X1 ⊕X2, we have
T =
(
T1 T12
0 T2
)
: X1 ⊕X2 → X1 ⊕X2.
Obviously, T1 is nilpotent and hence T1 ∈ Φb(X1). Moreover, it follows from Lemma 2.4 that
T2 ∈ Φlb(X2). Next, we shall show T2 is injective. If not, there exists some 0 6= x ∈ X2 such
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that T2x = 0. Put z =
(
0
x
)
. Then T p+1
(
0
x
)
= T p
(
T12x
0
)
= 0, and so 0 6=
(
0
x
)
∈
N(T p+1). This is in contradiction with the assumption that asc(T ) = p <∞, thus, T2 is left
invertible.
Sufficiency. It is evident.
Lemma 2.8. For T ∈ B(X), T is right semi-Browder if and only if T can be decomposed
into the following form with respect to some space decomposition X = X1 ⊕X2
T =
(
T1 T12
0 T2
)
,
where dim(X2) <∞, T1 is right invertible, and T2 is nilpotent.
Proof. Necessity. Suppose T is right semi-Browder. Then we can assume p = des(T ) <∞.
Now put X1 = R(T
p). Then dimX/X1 < ∞ since T
p is a right semi-Browder operator.
Therefore, there exists a closed finite dimensional subspace X2 of X such that X1⊕X2 = X .
Corresponding the space decomposition X = X1 ⊕X2, we have
T =
(
T1 T12
0 T2
)
: X1 ⊕X2 → X1 ⊕X2.
Obviously, T1 is surjective and T
P
2 = 0. Moreover, noting that dimX2 < ∞ implies T2 ∈
Φb(X2), it follows from Lemma 2.4 that T1 ∈ Φrb(X2), and so T1 is right invertible.
Sufficiency. It is evident.
One of our main results is as follows
Theorem 2.9. Let A ∈ B(X) and B ∈ B(Y ) be given and consider the statements:
(i) MC is a Browder operator for some C ∈ B(Y,X)
(ii) A ∈ B(X) and B ∈ B(Y ) satisfy the following conditions:
(a) A is a left semi-Browder operator;
(b) B is a right semi-Browder operator;
(c) N(A)×N(B) ∼= X/R(A)× Y/R(B).
Then (i) ⇔ (ii).
Proof. Necessity. Noting the fact that an operator T is a Browder operator if and only
if T is a Drazin invertible Weyl operator, the implication follows from Lemmas 2.1 and 2.5
immediately.
Sufficiency. Since A is a left semi-Browder operator, from Lemma 2.7, we have
A =
(
A1 A12
0 A2
)
: X1 ⊕X2 → X1 ⊕X2,
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where A1 is nilpotent, A2 is left invertible and dim(X1) <∞. Note that
A =
(
I 0
0 A2
)(
A1 A12
0 I
)
.
Applying Lemma 2.3, we have
N(
(
I 0
0 A2
)
)×N(
(
A1 A12
0 I
)
)×X/R(A) ∼= X/R
(
I 0
0 A2
)
×X/R
(
A1 A12
0 I
)
×N(A).
Since
(
I 0
0 A2
)
is injective,
N(
(
A1 A12
0 I
)
)×X/R(A) ∼= X/R
(
I 0
0 A2
)
×X/R
(
A1 A12
0 I
)
×N(A).
It follows from dim(X1) <∞ that A1 ∈ Φb(X1). By Lemma 2.4, we obtain
(
A1 A12
0 I
)
∈
Φb(X1 ⊕X2), which implies
α(
(
A1 A12
0 I
)
) = β(
(
A1 A12
0 I
)
) <∞.
Using Lemma 2.2, we have
X/R(A) ∼= X/R
(
I 0
0 A2
)
×N(A),
and hence
X/R(A) ∼= X2/R(A2)×N(A). (1)
Meanwhile, since B ∈ B(Y ) is a right semi-Browder operator, from Lemma 2.8 we have
B =
(
B1 B12
0 B2
)
: Y1 ⊕ Y2 → Y1 ⊕ Y2,
where B2 is nilpotent, B1 is right invertible and dim(Y2) < ∞. Similar to the preceding
arguments, we have
B =
(
I B12
0 B2
)(
B1 0
0 I
)
,
and
N(
(
I B12
0 B2
)
)×N(
(
B1 0
0 I
)
)×Y/R(B) ∼= Y/R
(
I B12
0 B2
)
×Y/R
(
B1 0
0 I
)
×N(B).
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Since
(
B1 0
0 I
)
is surjective,
N(
(
I B12
0 B2
)
)×N(
(
B1 0
0 I
)
)× Y/R(B) ∼= Y/R
(
I B12
0 B2
)
×N(B).
It follows from dim(Y2) <∞ that B2 ∈ Φb(Y2). By Lemma 2.4, we have(
I B12
0 B2
)
∈ Φb(Y ),
which implies
α(
(
I B12
0 B2
)
) = β(
(
I B12
0 B2
)
) <∞.
Then it follows from Lemma 2.2 that
N(B1)× Y/R(B) ∼= N(B). (2)
Combining (1) and (2) with the assumption N(A)×N(B) ∼= X/R(A)× Y/R(B), it is easy
to show that
N(A)×N(B1)× Y/R(B) ∼= X2/R(A2)×N(A)× Y/R(B).
Moreover, since α(A) and β(B) are finite, it results from Lemma 2.2 that
N(B1) ∼= X2/R(A2). (3)
Observe that B1 is right invertible and A2 is left invertible. It follows from Lemma 2.6 that
there exists some C0 ∈ B(Y1, X2) such that(
A2 C0
0 B1
)
∈ G(X2 ⊕ Y1).
Define C ∈ B(Y,X) as
C =
(
0 0
C0 0
)
: Y1 ⊕ Y2 → X1 ⊕X2.
Then MC can be written as the following form:
MC =


A1 B12 0 0
0 A2 C0 0
0 0 B1 B12
0 0 0 B2

 : X1 ⊕X2 ⊕ Y1 ⊕ Y2 → X1 ⊕X2 ⊕ Y1 ⊕ Y2.
We conclude from Lemma 2.4 that MC =
(
A C
0 B
)
∈ Φb(X ⊕ Y ). This completes the
proof.
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The next corollary is immediate from Theorem 2.9, which characterizes the set
⋂
C∈B(Y,X) σb(MC).
Corollary 2.10. Let A ∈ B(X) and B ∈ B(Y ). Then we have
⋂
C∈B(Y,X)
σb(MC) = σlb(A)∪σrb(B)∪{λ ∈ C : N(A−λ)×N(B−λ) 6∼= X/R(A−λ)×Y/R(B−λ)}.
As a particular case of Corollary 2.10, we can rewrite the main result in [1]
Corollary 2.11. Let H and K be the complex infinite dimensional separable Hilbert space,
A ∈ B(H) and B ∈ B(K). Then
⋂
C∈B(K,H)
σb(MC) = σlb(A)∪σrb(B)∪{λ ∈ C : α(A−λ)+α(B−λ) 6= β(A−λ)+β(B−λ)}.
In [25], we have studied the sets
⋂
C∈G(K,H) σ∗(MC) and
⋂
C∈Φ(K,H) σ∗(MC), where σ∗(·)
can be equal to spectrum, essential spectrum, Weyl spectrum and so on. Similarly, the sets⋂
C∈G(K,H) σb(MC) and
⋂
C∈Φ(K,H) σb(MC) are studied in the next theorem. Firstly, we give
a well-known result which is needed in the proof of the next theorem.
Lemma 2.12. [18 Corollary 2.2] Let A ∈ B(H) and B ∈ B(K). If R(B) is closed, then MC
is left invertible if and only if both A and C1 are left invertible, where C =
(
C1 C2
C3 C4
)
:
N(B)⊕N(B)⊥ → R(A)⊥ ⊕R(A).
Duality, we have
Corollary 2.13. Let A ∈ B(H) and B ∈ B(K). If R(A) is closed, then MC is right
invertible if and only if both B and C1 are right invertible, where C =
(
C1 C2
C3 C4
)
:
N(B)⊕N(B)⊥ → R(A)⊥ ⊕R(A).
Combing Lemma 2.12 and Corollary 2.13, we have
Corollary 2.14. Let A ∈ B(H) and B ∈ B(K). Then MC is invertible if and only if
A is left invertible, B is right invertible and C1 is invertible, where C =
(
C1 C2
C3 C4
)
:
N(B)⊕N(B)⊥ → R(A)⊥ ⊕R(A).
We are now ready to give the last main result.
Theorem 2.15. For any given A ∈ B(H) and B ∈ B(K) we have
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⋂
C∈G(K,H)
σb(MC) =
⋂
C∈Φ(K,H)
σb(MC) = SPR, (4)
where SPR = σlb(A) ∪ σrb(B) ∪ {λ ∈ C : α(A− λ) + α(B − λ) 6= β(A− λ) + β(B − λ)}.
Proof. Noting the fact⋂
C∈G(K,H)
σb(MC) ⊇
⋂
C∈Φ(K,H)
σb(MC) ⊇
⋂
C∈B(K,H)
σb(MC),
it follows from Corollary 2.11 that in order to prove (4), we only need to prove
⋂
C∈G(K,H)
σb(MC) ⊆ σlb(A)∪σrb(B)∪{λ ∈ C : α(A−λ)+α(B−λ) 6= β(A−λ)+β(B−λ)}.
For this, it suffices to show that, if
0 6∈ σlb(A) ∪ σrb(B) ∪ {λ ∈ C : α(A− λ) + α(B − λ) 6= β(A− λ) + β(B − λ)},
then
0 6∈
⋂
C∈G(K,H)
σb(MC).
Now suppose that A ∈ Φlb(H) and B ∈ Φrb(K) with α(A) + α(B) = β(A) + β(B). We shall
prove that there exists some C ∈ G(K,H) such that MC ∈ Φb(H ⊕K).
From Lemmas 2.7 and 2.8, we have
A =
(
A1 A12
0 A2
)
: H1 ⊕H2 → H1 ⊕H2, B =
(
B1 B12
0 B2
)
: K1 ⊕K2 → K1 ⊕K2,
where dim(H1) <∞, dim(K2) <∞, A2 is left invertible, B1 is right invertible, and both A1
and B2 are nilpotent. Similar to the proof of Theorem 2.9, we have
α(B1) = β(A2). (5)
Moreover, considering the operator C ′ ∈ B(K1, H2) with the following expression
C ′ =
(
C ′1 C
′
2
C ′3 C
′
4
)
: N(B1)⊕N(B1)
⊥ → R(A2)
⊥ ⊕ R(A2),
it follows from Corollary 2.11 (replacing operators A,B,C by A1, B1, C
′, respectively) that(
A2 C
′
0 B1
)
is invertible if and only if so is C ′1,
since A2 is left invertible and B1 is right invertible.
Furthermore, since dimN(B1)
⊥ = dimR(A2) =∞, we have
dimK2 + dimN(B1)
⊥ = dimR(A2) + dimH1 =∞. (6)
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It follows from (5) and (6) that there exist two invertible operators Q1 ∈ B(N(B1), R(A2)
⊥)
and
Q2 =
(
T1 T2
T3 T4
)
: N(B1)
⊥ ⊕K2 → R(A2)⊕H1.
Define an operator
C : K → H byC =

 Q1 0 00 T1 T2
0 T3 T4

 : N(B1)⊕N(B1)⊥ ⊕K2 → R(A2)⊥ ⊕ R(A2)⊕H1.
Obviously C ∈ B(K,H) is invertible. Next we will prove that MC is a Browder operator.
Observing that
MC =


A1 A12 0 T3 T4
0 0 Q1 0 0
0 A′2 0 T1 T2
0 0 0 B′1 B12
0 0 0 0 B2

 : H1⊕H2⊕N(B1)⊕N(B1)
⊥⊕K2 → H1⊕R(A2)
⊥⊕
R(A2)⊕K1 ⊕K2.
=


A1 A12 C1 T4
0 A2 C3 C2
0 0 B1 B12
0 0 0 B2

 : H1 ⊕H2 ⊕K1 ⊕K2 → H1 ⊕H2 ⊕K1 ⊕K2,
where A2 =
(
0
A′2
)
, C1 =
(
0 T3
)
, C3 =
(
Q1 0
0 T1
)
, C4 =
(
0
T2
)
, B1 =
(
0 B′1
)
.
From Corollary 2.14 we have that
(
A2 C3
0 B1
)
is invertibility, and then it follows from
Lemma 2.4 that MC is a Browder operator. This ends the proof.
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