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CHANGE DETECTION: A FUNCTIONAL ANALYSIS PERSPECTIVE
JULIO E. CASTRILLÓN-CANDÁS‡, MARK KON‡
Abstract. We develop a new approach for detecting changes in the behavior of stochastic processes
and random fields based on tensor product representations such as the Karhunen-Loève expansion.
From the associated eigenspaces of the covariance operator a series of nested function spaces are
constructed, allowing detection of signals lying in orthogonal subspaces. In particular this can
succeed even if the stochastic behavior of the signal changes either in a global or local sense. A
mathematical approach is developed to locate and measure sizes of extraneous components based on
construction of multilevel nested subspaces. We show examples in R and on a spherical domain S2.
However, the method is flexible, allowing the detection of orthogonal signals on general topologies,
including spatio-temporal domains.
Keywords: Hilbert spaces, Karhunen-Loève Expansions, Stochastic Processes, Random Fields, Mul-
tilevel spaces, Optimization
1. Introduction
Change detection is an important topic in statistics and has received much attention, particularly
in the context of time series and break detection (see the literature review in [3, 17]). There are
many approaches to this problem, including a posteriori change point analysis [10, 2, 18]. Other
directions concentrate on parameter changes [27, 14, 25, 20]. More recently, an avenue based on
tracking changes in a linear model was proposed in [8] and extended in [15, 12, 1, 34, 19, 28]. This
direction has been recently expanded to problems in Rd [11] and combined with ideas involving
self-normalization [31, 30, 35].
In this paper an orthogonal and new direction to change detection is developed, framed in the
context of functional analysis and tensor product representations such as the Karhunen-Loève [23]
expansion. This method is very different from the previous approaches – Karhunen-Loève (KL)
expansions are an important method for representating stochastic processes and random fields,
forming optimal tensor product representations. Due to the generality of this approach, a large
class of processes and fields can be represented with high accuracy. Detection is achieved by
constructing nested subspaces adapted to eigenspaces of truncated KL expansions.
In Section 2 the mathematical background is discussed. In particular, the KL expansion of
a stochastic process is defined. In Section 3 the theory of change detection via application of
nested function spaces is developed and applied to stochastic process examples. In Section 4 an
algorithm for the construction of these spaces is shown in detail. This method is very general,
allowing construction of multilevel bases on very general simplicial complex domains. An example
application of this method to Spherical Fractional Brownian Motion (SFBM) is shown in Section
5.
2. Mathematical Background
The Karhunen Loève expansion is an important methodology that represents random fields in
terms of spatial-stochastic tensor expansions. It has been shown to be optimal in several ways,
making it attractive for analysis of random fields.
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2 CHANGE DETECTION: A FUNCTIONAL ANALYSIS PERSPECTIVE
Let (Ω,F ,P) be a complete probability space, with Ω a set of outcomes, and F a σ-algebra of
events equipped with the probability measure P. Let U be a domain of Rd and L2(U) be the Hilbert





for all u(x), v(x) ∈ L2(U). In addition, let L2P(Ω;L2(U)) be the space of all functions v : Ω→ L2(U)





for all u, v ∈ L2P(Ω;L2(U)).
Definition 1.
• Suppose v ∈ L2P(Ω;L2(U)). Then Ev := E [v] is denoted as the mean of v.
• For v ∈ L2P(Ω;L2(U)) define the covariance function as
Cov(v(x, ω), v(y, ω)) := E [(v(x, ω)− E [v(x, ω)])(v(y, ω)− E [v(y, ω)])] .
From the properties of Bochner integrals (see [22]) we have that Ev ∈ L2(U) and that the





for all u ∈ L2(U). From Lemma 2 and Theorem 1 in [13] there exists an orthonormal set of
eigenfunctions {φk}k∈N, where φk ∈ L2(U) and a sequence of non-negative eigenvalues λ1 ≥ λ2 ≥
. . . such that Tφk = λkφk for all k ∈ N.
If v ∈ L2(Ω;L2(U)) then from Proposition 2.8 in [29] the random field v can be represented in
terms of the Karhunen-Loève (KL) tensor product expansion







where E [YkYl] = δkl and E [Yk] = 0 for all k, l ∈ N.
We now focus our attention on the truncated KL expansion, as this will be important in the
construction of change detection filters. For any M ∈ N it is not hard to show that











Thus the decay of the eigenvalues controls the error of the representation. Additionally, the trun-
cated KL expansion has the property of being optimal i.e. no other expansion of the same form is
better in a sense to be specified.
To examine this further we note that from the definitions, L2P(Ω;L
2(U)) is isomorphic to the
tensor product space L2P(Ω)⊗ L2(U). Suppose that HM ⊂ L2(U) is a finite dimensional subspace
of L2(U) such that dimHM = M and PHM⊗L2P(Ω)
: L2(U)⊗L2P(Ω)→ HM ⊗L2P(Ω) is an orthogonal









where the infimum is achieved when HM = span{φ1, . . . , φM}.
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The optimal expansion of any random field v ∈ L2P(Ω;L2(U)) will depend on the smoothness of
v, which will have a direct impact on the decay of the eigenvalues {λk}∞k=1. Consider the Sobolev
space Hp(U) with p > 0, and its dual space H̃−p(U). For functions v ∈ L2P(Ω;Hp(U)) (almost
surely p-Sobolev smooth) we have as a consequence of Theorem 2 in [13]):
Theorem 2.1. If v ∈ L2P(Ω;Hp(U)), then the eigenvalues {λk}∞k=1 of the covariance operator
T : H̃−p(U)→ Hp(U) satisfy λk ≤ Ck−2p for some constant C > 0 independent of k and p.
Example 1. (Brownian Motion) Suppose that U = [0, 1] and Wt is the Wiener process with co-
variance function Cov(t, s) = min{s, t}. The KL expansion of Wt requires solving for eigenspaces
defined by ∫
U
min{s, t}φk(s) ds = λkφk(t).
For this type of stochastic process it is possible to analytically solve for the eigenpair (λk, φk) for














Remark 1. In general the KL expansion can be difficult to obtain. In particular, for non-Gaussian
processes the random coefficients {Yk(ω)}Mk=1 are not generally independent. However, as will
be shown in Section 3, to build a change detection filter it is not necessary to explicitly obtain
the random coefficients {Yk(ω)}Mk=1. It is sufficient only to characterize the eigenspaces from the
decomposition {(λk, φk)}Mk=1. In practice, from a set of realizations of v(x, ω) ∈ L2P(Ω;L2(U)) the
pair (λk, φk), for k = 1, . . . ,M , can be estimated empirically using the method of snapshots [5].
3. Multilevel orthogonal eigenspaces
Our main goal is to detect signals defined on the domain U that do not belong to the family of
finite dimensional truncated KL expansions







To be more precise, we seek to detect signals that are orthogonal to the eigenspace spanned by
{φ1, . . . , φM} in a local and/or global sense.
Assumption 1. Without loss of generality assume that Ev = 0, and consider a sequence of nested




and V0 := span{φ1, φ2, . . . , φM}. Furthermore, let the subspaces Wk ⊂ L2(U), for k = 0, 1, 2, . . . ,






Proposition 1. For all k ∈ N0 and any function ψ ∈Wk we have∫
U
φlψ dx = 0
for l = 1, . . . ,M .
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Proof. Since Vk = Vk−1 ⊕Wk−1, it follows Wk ⊥ V0. 
Suppose v ∈ L2P(Ω;L2(U)). Then the projection of v onto the multilevel spaces {Wk}k∈N charac-
terizes the signal in terms of components orthogonal to the eigenspace V0. Given that computational
power is limited, we seek to construct the space V0 from the eigenfunctions φ1, φ2, . . . , φM so that




 12 ≤ tol
for a desired tolerance tol > 0. The choice of M ∈ N has a direct impact on the magnitude of the
projection of v onto the sum of the remainder spaces {Wk}k∈N0 . We shall now study the effect of
truncating the KL expansion of v ∈ L2P(Ω;L2(U)) onto the above projections.
Remark 2. The following discussion is also applicable to other non-KL expansions of random fields
of the same form. The coefficients λk and functions φk do not necessarily need to be restricted
to the eigenvalue decomposition of the covariance operator T : L2(U) → L2(U). However, for
simplicity of the exposition, for non-KL expansions we use the same notation and it is still assumed
that λ1 ≥ λ2 ≥ · · · > 0 and φ1, φ2, . . . form an orthogonal set. In the rest of the paper we assume
KL expansion unless otherwise noted.
Assumption 2. For all l ∈ N0 let {{ψlk}
Ml
k=1}l∈N0 be a collection of orthonormal functions with
Wl = span{ψl1, . . . , ψlMl} and Ml := dimWl.
Since the L2(U) basis {{ψlk}
Ml
k=1}l∈N is orthonormal, for any function g ∈ L
2(U) the orthogonal





We will now study the effect of the truncation parameter M on the projection coefficients on the
spaces Wl for l ∈ N0.
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Remark 3. As M increases not only the approximation error of the KL expansion is reduced and
dominated by the sum of eigenvalues, but the variance of the coefficients dlk is also controlled by the
same quantity. Thus by using the Chebyshev inequality the projection coefficients on Wl converge




→ 0. The significance of this theorem is t hat each of the
projection coefficients becomes more deterministic as the truncation parameter M is increased.
3.1. Global detector. Suppose that dlk are the projection coefficients of a novel signal u(x, ω) ∈
L2P(Ω;L
2(U)). The coefficients dlk provide a mechanism to detect the magnitude of the novel part
of the signal that is orthogonal to the eigenspace V0. In more colloquial terms, we desire to detect
the components of u(x, ω) with stochastic properties that are different from the eigenspace.
Suppose that u(x, ω) = vM (x, ω)+w(x, ω) i.e. the signal u(x, ω) is formed from the components
vM (x, ω) ∈ V0 and w(x, ω) ∈ V ⊥0 (See Figure 1). The goal then is to detect the orthogonal




Figure 1. Decomposition of the signal u(x, ω) into the two orthogonal components
vM (x, ω) and w(x, ω). Given the known random field vM (x, ω) ∈ V0 a.s. in Ω the
objective is to detect the orthogonal component w(x, ω) ∈ V ⊥0 a.s..
In the following theorems it is assumed that dlk are defined as in equation (4).
Theorem 3.2. Suppose that u(x, ω) = vM (x, ω) + w(x, ω) for some w(x, ω) ∈ L2P(Ω;L2(U)) and





2 = ‖w(x, ω)‖2L2(U)















l=0 are orthonormal. 
The implication of the previous theorem is that the orthogonal signal w(x, ω) can be determined
exactly from the projection coefficients in the space V ⊥0 .
We now study the effect of replacing the finite dimensional signal vM (x, ω) with the full KL
expansion of the signal. In many cases the infinite dimensional signal will be provide a more
informative and useful model, including for KL expansions of Gaussian random fields. Nevertheless,
in practical situations computational limitations among others will limit the dimensionality of the
eigenspace V0 to a finite level M . The detector coefficients d
l
k will be affected by the magnitude of
the truncation of the KL expansion. However, as M increases the error due to the truncation will
rapidly decay as the sum of the remaining eigenvalues.
Theorem 3.3. Let tM :=
∑
j≥M+1 λj and suppose that u(x, ω) = v(x, ω) + w(x, ω) for some
w(x, ω) ∈ L2P(Ω;L2(U)), with w(x, ω) ⊥ V0 almost surely. Then










≤ ‖w(x, ω)‖2L2P(Ω;L2(U))(1 + 2tM ) + tM .
Proof. Let P : L2(U)→ V ⊥0 be the orthogonal projection. Since



















l=0 forms an orthonormal basis for V
⊥













































p φp(x)Yp(ω)‖2L2P(Ω;L2(U)) = tM .
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Inserting equations (7) and (6) in (5) we reach the conclusion. 
Remark 4. The previous theorem provided a mechanism to determine the intensity of the orthogonal
signal w(x, ω) given the size of the truncation parameter M . Thus the larger M is, depending on
the decay of λp, p = M + 1, . . . , the size of the coefficients d
l
k can be used to determine more
precisely the size of the perturbation w(x, ω) both in the local and global sense.
Theorem 3.4. Suppose that a signal u(x, ω) = vM (x, ω) + w(x, ω) for vM ∈ V0, and for some
w(x, ω) ∈ L2P(Ω;L2(U)) then


















where P : L2(U)→ V ⊥0 is the orthogonal projection.
Proof. Immediate 
Remark 5. The sharpness of the bound in Theorem 3.3 depends on the decay of the coefficients
λM+1, λM+2, . . . . From Theorem 2.1 the decay of the eigenvalues is related to the smoothness of




independent of k and p. For p > 0 we have that tM ≈ (M + 1)−2p.
3.2. Global - local detector. Suppose that {χlk}k∈K(l) is a finite disjoint partition at level l of





where K(l) is an index set corresponding to each element in the the partition. For each l ∈ N0
let U l := {χlk}k∈K(l) and assume that U l+1 is refinement of U l. We make the assumption that
the support of any basis function ψlk ∈ Wl is given by a union of sets in U l. In Section 4 the
construction of the finite dimensional spaces V0, . . . Vn and W0, . . .Wn−1 with compactly supported
basis functions will be described in detail.
Suppose that Ũ ⊂ U and let
C(Ũ) := {(k, l); l ∈ N0, k ∈ K(l), supp Ũ ∩ suppψlk 6= ∅},
where by supp Ũ we mean the union of all sets in Ũ . It is clear that any projection coefficient
dlk = 0 (see eq. (4)) if (l, k) /∈ C(Ũ). Thus the coefficients that correspond to the intersection of the
domain Ũ and the support of the basis functions {{ψlk}
Ml
k=1}l∈N0 are sufficient to detect any changes
on Ũ . The following example explores this property in more detail.
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k φk(x)Yk(ω) be a stochastic process defined


















if k is odd


















identically distributed. In [26] the authors show that vM (x, ω) is the truncation of the infinite
dimensional random field v with the covariance:







where Lp = max{τ, 2Lc} is the length correlation and L = Lc/Lp. Suppose that τ = 1 and
Lc = 0.01, so that Lp = 1 and L = 0.01. Furthermore, let u(x, ω) = vM (x, ω) + w(x) where






, xs = 0.5 and σ = 10
−3/2. The compactly supported
multilevel basis (MB) for V0⊕W0⊕W1⊕. . . is constructed such that V0 is the span of {φ1, . . . , φM}.
The objective now is to detect the presence of the smooth Gaussian function w(x) given the signal
u(x, ω).
In Figure 2 (a) the signals u(x, ω), vM (x, ω) (solid and dashed lines with left vertical axis) and
w(x) (solid orange line with right vertical axis) are plotted. The deformation w(x) is added to the
baseline stochastic process vM (x, ω) to obtain u(x, ω). In Figure 2 (b), (c) and (d) the projection
coefficients of the signal u(x, ω) onto the multilevel spaces Wn−1, Wn−2 and Wn−3, for n = 6, are
plotted. Notice that around the center of w(x) at xs = 0.5 the projection coefficients are clearly
non-zero. Thus the local presence of the non-zero coefficients indicated that around xs = 0.5 the












where P is as in Theorem 3.4.
Remark 6. In practice we assume that u(x, ω), vM (x, ω) and w(x, ω) belong in the finite dimensional
space Vn = V0 ⊕W0 ⊕ · · · ⊕Wn−1 for some finite fixed n ∈ N0. For example, Vn can be the span of
disjoint characteristic functions (Haar basis) over the domain U . This is a reasonable assumption
since data are collected as samples. In Example 2 the signal is formed from 500 equally spaced
samples of vM (x, ω) from [0, 1], and we have chosen n = 6 in Vn above.
Example 3. The multilevel approach can also be applied to non-KL expansions, such as the fol-









µkφk(x)Yk(ω) be a stochastic process, where
x ∈ [0, 1], with µk and φk(x) defined as in Example 2. However, we fix Lp = 1/4 and L = 1/4.






, xs = 0.5 and σ = 10
−3/2. Note that this
example does not necessarily have the covariance structure as shown in Equation (8). However,
these coefficients lead to a more oscillatory structure for vM (x, ω). It is hard for the observer
to distinguish w(x) in u(x, ω) from vM (x, ω) without knowledge of the location. By building the
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Figure 2. Example of the functional analysis approach to change detection. (a)
The original signal vM (x, ω) (dash line with left vertical axis) with the Gaussian
bump w(x) (solid orange line with right vertical axis) with support on the domain
Ũ := [0.3, 0.7]. Adding these two signals give u(x, ω) (solid line with left vertical
axis). The multilevel basis is constructed such that Wk, k ∈ N0, is orthogonal to
the signal vM (x, ω). (b), (c) and (d) Detection of w(x) at levels Wn−1, Wn−2 and
Wn−3, where n = 6.
multilevel spaces adapted to vM (x, ω) the filter coefficients for levels Wn−1, Wn−2 and Wn−3 easily
detect the location of w(x) (See Figure 3).
4. Construction of multilevel orthogonal eigenspace
For many practical problems the domain U will be restricted to some form of a mesh. The
multilevel basis (MB) of the finite dimensional spaces Vn = V0 ⊕W0 ⊕ · · · ⊕Wn−1 for a finite fixed
n ∈ N0 can be constructed on this mesh. The construction of the MB for problems in R3 within the
context of polynomials and integral operators was first proposed in [32]. In [6] this was modified
for discrete domains in the context of Kriging and high dimensional problems from the work in [4].
Definition 2. Suppose that T is a collection of N simplices in Rd. Then T is a k-simplicial
complex if the following properties are satisfied
i) Every face of a simplex in T is also in T .
ii) The non-empty intersection of any two simplices τ1, τ2 ∈ T is a face of both τ1 and τ2.
iii) The highest dimension of any simplex in T is k ≤ d.
This definition allows us to construct many general domains in Rd formed by k-simplices. For
example, in R3 we can build a triangulation of a surface with 2-simplices.
Definition 3. Let xi be the barycenter of any simplex τi ∈ T , and S := {x1, . . . ,xN}.
Assumption 3. We make the following assumptions for T on the domain U ⊂ Rd:
i) T contains N simplices τi, for i = 1, . . . , N , of the same order.
ii) U = ∪τi∈T τi.
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Figure 3. Example of change detection for vM (x, ω) with L = Lp = 1/4. It is hard
for the observer to distinguish w(x) in u(x, ω) from vM (x, ω) without knowledge
of the location. By building the multilevel spaces adapted to vM (x, ω) the filter
coefficients for levels Wn−1, Wn−2 and Wn−3 easily detect the location of w(x).
iii) For any i = 1, . . . , N and for any simplex τi ∈ T let χi = ci1τi. The coefficients ci for
i = 1, . . . , N are chosen such that χ1, . . . , χN form an orthonormal set in L
2(U).
iv) Let E := {χ1, . . . , χN} and Vn = P(E) := span{χ1, . . . , χN}. Assume that Karhunen-Loève
eigenfunctions φi ∈ P(E) for all i = 1, . . . ,M where N > M .
With the goal of constructing a multi-level basis, the domain U is in general embedded in a
kd-tree type decomposition. This will allow the MB construction algorithm to efficiently access
the simplices of T by searching a binary tree. The approach is described in [4] in the context of
discrete vector spaces. For very high dimensional domains alternative choices also include Random
Projection (RP) trees [9].
Suppose that all the barycenters x ∈ S are embedded in the cell B00 ⊂ Rd, which corresponds
to the top of the binary tree. Without loss of generality it can be assumed that B00 = [0, 1]
d and
S ⊂ B00 . Each cell Blk at the level l of the tree and index k contains a subset of the barycenters in




right according to the following
rule (see Algorithm 1):
1) For each coordinate 1 ≤ j ≤ d, project every barycenter xi ∈ Blk onto the unit vector along
coordinate k and compute the sample variance of these projection coefficients.
2) Choose the unit coordinate vector v in the direction 1 ≤ j ≤ d with the maximal sample variance
for the above projection coefficients.
3) Compute the median of the projections along v and split the cell in two at this coordinate
position.
The initial cell B00 is subdivided in this manner until a maximum number of n0 barycenters are
located at each of the leaf cells. It is also assumed that n0 > M , with M the above number of
truncated KL coefficients. Let Bl be the collection of all the cells Blk at level l. Algorithm 2 below
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Algorithm 1: ChooseRule(S̃) function for kD-tree where S̃ ⊂ S.
Input: S̃
Output: Rule, threshold, v
begin
choose a coordinate direction that has maximal variance of the projection of the points
in S̃.
Rule(x) := x · v ≤ threshold = median
describes in more detail the construction of the binary tree. In Figure 4 an example of the kd-Tree
























Figure 4. Multilevel kd-tree domain decomposition of a triangulation T with re-
spective binary tree. Assume that the tree has l = 0, . . . , n levels.
Remark 7. Note that if the number of barycenters is even then the tree will end evenly at some
level n. However, if the number is odd and n0 = 1 then one branch can end at level n and the
other at level n− 1.
From Assumption 3 the set of barycenter locations {x1, . . . ,xN} have a one to one correspondence
with E , i.e. xt ←→ χt for all t = 1, . . . , N . The multilevel basis construction algorithm adapted to
the Karhunen Loève expansion vM (x, ω) is described as follows:
(I) Start at the finest level of the tree, i.e. q = n.
(II) For each leaf cell Bqk ∈ B
q assume without loss of generality that there are s barycenters




k) be the span of
the functions in Eqk .
i) Let φq,kj :=
∑
χi∈Eqk





dq,ki,j χi, j = aq,k + 1, . . . , s,
where cq,ki,j , d
q,k
i,j ∈ R, and are undetermined at the moment, and for some yet undeter-
mined aq,k ∈ N0. The objective of the above linear combinations is to construct new







j (x) dx = 0.
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Algorithm 2: MakeTree(S) function
Input: S, node, n0
Output: Tree
begin
if Tree = root then
node ← 0, currentdepth ← 0 Tree ← MakeTree(S, node, currentdepth + 1, n0)
else
Tree.node = node
Tree.currentdepth = currentdepth - 1
node ← node + 1
if |S̃| < n0 then
return (Leaf)
(Rule, threshold, v) ← ChooseRule(S̃)
(Tree.LeftTree, node) ← MakeTree(x ∈ S̃: Rule(x) = True, node, currentdepth + 1,
n0)




ii) From the eigenfunctions φ1, . . . , φM of the KL expansion and Eqk we can form the matrices
Mq,k :=

〈φ1(x), χ1(x)〉 . . . 〈φ1(x), χs(x)〉






























where 〈·, ·〉 is the L2(U) inner product.
iii) Apply the Singular Value Decomposition (SVD) to Mq,k i.e. Mq,k = UDV where
U ∈ RM×M , D ∈ RM×s, and V ∈ Rs×s. Assume that aq,k is the rank of the matrix
Mq,k.
iv) Consider the following choice for the coefficients cq,ki,j and d
q,k
i,j from the right SVD matrix:
cq,k0,1 . . . c
q,k
aq,k,1
dq,kaq,k+1,1 . . . d
q,k
s,1
cq,k0,2 . . . c
q,k
aq,k,2














. . . dq,ks,s
 := VT.
Since the vectors (column and row) in V are orthonormal in an l2(Rs) sense and the
functions in Eqk are orthonormal in L2(U) then φ
q,k
1 , . . . ,φ
q,k
aq,k
, and ψq,kaq,k+1, . . . , ψ
q,k
s
form an orthonormal basis of Qqk(E
q
k). As in [32, 6] it can be shown that this choice leads
to ψq,kaq,k+1, . . . ,ψ
q,k
s satisfying equation (9). From the SVD of M
q,k and this choice of
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coefficients
Nq,k = Mq,kV = UD.
Now, decompose D as D = [Σ |0], where Σ ∈ RM×aq,k is a diagonal matrix with the non-
zero singular values of Mq,k and the zero matrix 0 ∈ RM×(s−aq,k). Thus UD = [UΣ |0]
and Nq,k = Mq,kV = [UΣ |0]. It follows that SVD columns aq,k + 1, . . . , s of V form
an orthonormal basis of the nullspace of Mq,k and therefore ψq,kaq,k+1, . . . ,ψ
q,k
s satisfy
equation (9), and are orthogonal to V0 and compactly supported in the cell B
q
k.
v) Denote by Dqk := {ψ
q,k
aq,k+1








Remark 8. Notice that the functions φq,k1 , . . . , φ
q,k
aq,k
are not in general orthogonal to V0.





k . It is not hard to see that they form an orthonormal
set in L2(U). Denote by Wq−1 the span of all the functions in Dq and similarly Vq−1 with
respect to Cq.
(IV) The next step is to go to level q− 1. For any two sibling cells denoted as Bqleft and B
q
right at
level q denote Eq−1
k̃





1 , . . . , φ
q,right
aq,right
(V) Recursively, let q := q − 1. If Bqk ∈ B
q is a leaf cell (which may occur as not all branches of
the tree necessarily have the same numbers of levels) then go to (II). However, if Bqk ∈ B
q
is not a leaf cell, then go to (II) but replace the collection of leaf cell functions with Eqk :=




1 , . . . , φ
q+1,right
aq+1,right }.
(VI) When q = −1 is reached then incrementation stops.
When the algorithm terminates a series of orthogonal subspaces W0, . . . ,Wn and corresponding
basis functions D0, . . .Dt are obtained. Furthermore, it can be shown that V0 = span{φ1, . . . φM}
is also the span of {φ0,01 , . . . , φ
0,0
a0,0} and a0,0 = M .
Remark 9. Following the arguments in [7, 4] it can be shown that
• Vn = P(E) = V0 ⊕W0 ⊕W1 ⊕ · · · ⊕Wn−1
• C0, D0, D1, . . . Dn−1 form an orthonormal basis for V0 ⊕W0 ⊕W1 ⊕ · · · ⊕Wn−1
• At most O(Nn) computational steps are needed to construct the multilevel basis of Vn.





and i = 1, . . . , N . It can be shown that the multilevel projection coefficients dlk for l =
0, . . . n − 1 can be computed in at most O(Nn) computational steps and memory from
c1, . . . , cN .
Remark 10. For many practical situations only spatial samples of u(x, ω) are available. For such
cases the alternative choice for E is a set of unit vectors. A similar construction to the multilevel
basis can be done in a vector sense (see [4, 7] for details). This is equivalent to the continuous
multilevel basis construction, up to a re-scaling of the domain, by assuming that each simplex in
T has the same unit volume measure and u(x, ω) is constant on each simplex. The multilevel
coefficients from Examples 2 and 3 where obtained with the discrete version of the multilevel basis
using 500 equally spaced samples.
Remark 11. The algorithm is efficiently implemented in MATLAB [24] and can handle highly
complex geometries. The code will be made available to the general public.
14 CHANGE DETECTION: A FUNCTIONAL ANALYSIS PERSPECTIVE
5. Spherical example
We will now demonstrate the application of the multilevel orthogonal eigenspace for the detection
of signals on Spherical Fractional Brownian Motion (SFBM) defined on the unit sphere S2 [16]. This
is a more complex scenario that shows the flexibility of this approach.
Suppose {Pml (x)}l≥0 is the set of associated Legendre polynomials for m ≥ 0. If m is negative
then the associated Legendre polynomials are given by




The coordinates of the unit sphere S2 are given by the colatitude θ ∈ [0, π) and longitude
ϕ ∈ [0, 2π). The spherical harmonics Y ml (θ, ϕ) on S2 are defined by








where m = −l, . . . , l. In [16] the author demonstrates that the Karhunen-Loève expansion of the
SFBM is given by






−πdlεml (ω)(Y ml (θ, ϕ)− Y ml (0, 0))





Remark 12. Notice the spherical harmonics Y ml (θ, ϕ) : [0, π] × [0, 2π] → C are complex-valued,
which however does not restrict this analysis. Although the theoretical discussion of the multilevel
orthogonal eigenspaces is given for real Hilbert spaces, the method can be readily extended to the
complex case. In particular, the algorithm implementation can also handle this case.
In Figure 3 three realizations from the KL expansion of the absolute value of the SFBM are
shown. For this example l = 10, which is sufficient to capture much of the stochastic movement
since it is shown in [16] that dl decays as l
−2. However, since dl = 0 whenever l = 3, 5, 7, 9 then
the truncated KL expansion is reduced to M = 56 eigenfunctions.
Suppose we apply a perturbation to v(θ, ϕ, ω) of the form
w(θ, ϕ) = c exp
(
−(θ − π/2)
2 + (ϕ− π/2)2
σ2
)
where c = 0.5 and σ = 0.1, i.e. u(θ, ϕ, ω) = v+w. The goal is to detect w with the ML orthogonal
eigenspace. For this case we sample the sphere with 10,242 almost equally spaced barycenters [21]
and construct the ML basis.
After applying the ML to the spherical signal u, we analyze the projection coefficients corre-
sponding to the spaces Wn−1, Wn−2 and Wn−3 where n = 8. In Figure 6 the locations of the basis
functions corresponding to the ML projection coefficients are shown for any coefficient with absolute
value greater than 10−4. Over imposed with on each sphere is the Gaussian perturbation w(φ, ϑ).
Notice that these coefficients essential identify the location of the Gaussian from the original signal
u at different levels of resolution. Furthermore, we can use these coefficients to estimate the size of
the perturbation from Theorem 3.3.
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v(x, ω1) v(x, ω2) v(x, ω3)
Figure 5. Realizations of the Spherical Fraction Brownian Motion (SFBM) from
l = 10 (M = 56 eigenfunctions) Karhunen Loève expansion. The blue dots corre-
spond to the sampling of the unit sphere.
Wn−1 Wn−2 Wn−3
Figure 6. Support of MB functions corresponding to projection coefficients with
absolute values greater than 10−4. The Gaussian perturbation w(θ, ϕ) is over im-
posed on the unit sphere. Notice that the support indicates the location of the
detected signal w(φ, ϕ) from the u(φ, ϕ, ω).
6. Last Comments
In this paper we have developed a new approach for change detection by applying the tools that
are available to us from functional analysis. By leveraging the power of the KL and other tensor
product expansions a multilevel nested functional spaces are constructed. These spaces can be used
to detect extraneous signals that are orthogonal to the truncated eigenspace.
Our results show that this method is very flexible allowing the application to complex domains.
Furthermore, this approach can also applied to other forms of tensor product expansions such
as Polynomial Chaos Expansions (PCE). We have mostly shown examples of detecting a fixed
perturbation. However, this approach can be extended to fully stochastic perturbations. Future
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work involves collecting samples and formulating hypothesis tests. In addition, we also envision
applications to machine learning classification.
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