ABSTRACT The unit commitment problem is a large-scale, nonlinear, and mixed-integer optimization problem in an electric power system. Numerous researchers concentrate on minimizing its total generation cost. Cuckoo search is an efficient metaheuristic swarm-based approach that balances between local and global search strategy. Owing to its easy implementation and rapid convergence, it has been successfully used to solve a wide variety of optimization problems. This paper proposes an improved binary cuckoo search algorithm (IBCS) for solving the unit commitment problem. A new binary updating mechanism is introduced to help the IBCS choose a right search direction, and a heuristic search method based on a novel priority list can prevent it from being trapped into local optima. A 4-unit system is used as an example to validate the effectiveness of the proposed method.
I. INTRODUCTION
The unit commitment (UC) is one of the most complicated optimization problems, which plays a vital role in an electric power generation system [1] . It aims at determining the schedule of generating units over a specific period in order to minimize the total generation cost while satisfying a number of system and physical constraints such as load demand, unit capacity limit, spinning reserve, and minimum up/down time.
Meanwhile, UC is a mixed-integer combinatorial optimization problem with the characteristics such as nonlinear, large-scale, high-dimensional and highly-constrained. The ON/OFF status of every unit for each time period is represented by 0-1 variables, while the power output of generating units are continuous variables. Researchers have studied the NP-hard [2] complex UC problem for several years and developed many salient methods. These methods can be divided into three categories: classical numerical optimization techniques, stochastic search algorithms and hybrid methods.
The first class of techniques include priority list (PL) [1] , [3] , dynamic programming (DP) [4] , Lagrangian relaxation (LR) [5] , [6] , mixed-integer programming (MIP) [7] , secondorder cone programming (SOCP) [8] , Benders' decomposition (BD) [9] , and branch-and-bound method (BBM) [10] . These techniques have the advantages of simple representation, robust, non-iterative and fast convergence, but suffer from: bad solution quality, more mathematical complexity, huge calculation time, and high generation cost. Over the past few years, stochastic search algorithms were developed and applied to solve various optimization problems [11] - [20] . To solve the UC problem, some stochastic search algorithms are proposed such as binary grey wolf optimizer (BGWO) [21] , hybrid harmony search/random (HHSR) [22] , binary gravitational search algorithm (BGSA) [23] , and enhanced particle swarm optimization (EPSO) [24] . These algorithms use either repair strategies or penalty functions to deal with nonlinear constraints in order to find a near-optimal solution. However, they suffer from parameter sensitivity, numerous iterations, premature convergence, being trapped into local optima, and taking too much execution time. Hybrid methods combine the classical numerical optimization techniques with stochastic search algorithms. Two representative algorithms are after a solution modification process (A.SMP) [25] and lagrangian relaxation and genetic algorithms (LRGA) [26] . Although hybrid methods are combined with the merits of both classical numerical optimization techniques and stochastic search algorithms, they still suffer from some of above drawbacks. Thus, improving the current optimization methods and exploring new optimization techniques to solve the UC problem are necessary.
A cuckoo search (CS) is a comparatively new natureinspired stochastic optimization algorithm proposed by Yang and Deb [27] - [28] . It is inspired by the brood parasitism of some cuckoo species. In addition, CS is enhanced by Lévy flight rather than simple isotropic random walks [29] . Because of its simple structure, many researchers attempt to improve its efficiency to obtain better solutions on benchmarking optimization [30] - [34] . In addition, researchers have applied it to solve many engineering optimization problems and obtained promising results [35] - [41] .
Inspired by binary particle swarm optimization (BPSO) [42] , a binary cuckoo search (BCS) has been applied to solve the 0-1 knapsack problems [43] , feature selection [44] , and travelling salesman problems [45] . However, it has never been used to solve the UC problem so far. In this paper, an improved binary cuckoo search (IBCS) is designed to solve it. The main contributions are listed as follows:
1) IBCS is proposed and used for solving the UC problem for the first time. 2) A new binary updating equation is designed to help IBCS choose a right search direction. 3) Based on the average fuel cost of each unit with its minimum power output, a novel priority list is built in the proposed algorithm. 4) A heuristic method with information exchange is designed to enhance the exploitation ability of IBCS. 5) A greedy strategy is applied to repair the infeasible solutions. The rest of the paper is organized as follows: Section II provides the mathematical formulation of a UC problem. CS and BCS are briefly reviewed in Section III. Section IV proposes the IBCS method. Then, a 4-unit system is used to validate the effectiveness of the proposed algorithm in Section V. Conclusions are summarized in Section VI.
II. FORMULATION OF UNIT COMMITMENT PROBLEM
The UC problem is a well-known problem in a power system [2] , [5] , [46] - [52] . Its objective is to minimize the total generation cost by properly scheduling the ON/OFF states of all generating units within a time period while satisfying a variety of constraints.
A. OBJECTIVE FUNCTION 1) FUEL COST
For a committed generating unit j in a power system, the fuel cost function is represented as a quadratic function of its power output at hour t.
where P j,t is the real output of unit j at hour t in megawatt (MW); F j (P j,t ) is the fuel cost of unit j at hour t (in $/h); a j , b j and c j are the cost coefficients of unit j.
2) START-UP COST
Besides fuel cost, the total cost consists of start-up cost and shut-down one [46] . In this paper, shut-down cost is not considered in accordance with other approaches in [46] and [49] - [53] . Start-up cost represents the cost of restarting a de-committed unit. It is a function of the number of hours when the unit has been down. A simplified timedependent start-up cost is given as follows:
where SU j,t is the start-up cost of unit j at hour t; HCS j and CSC j are hot and cold start-up cost of unit j, respectively; Therefore, the objective function of a UC problem is
where T is total scheduling hours; N is the number of generating units; and u j,t is the status ON/OFF (0 / 1) of unit j at hour t.
B. CONSTRAINTS 1) UNIT GENERATION LIMITS
For a reliable operation, the real power output of each unit should be restricted within a certain limit as follows:
where P min j and P max j are the minimum and maximum generation limits of unit j, respectively.
2) SYSTEM POWER BALANCE
The sum of unit generation must equal the load demand at hour t.
where PD t is the total demand of the system at hour t.
3) SPINING RESERVE CONSTRAINTS
In order to ensure reliable operation, the system must carry certain spinning reserve capacity which is considered to be a given percentage of the forecasted load demand at hour t.
where SR i is the required spinning reserve at hour t.
4) MINIMUM UP TIME CONSTRAINTS
A unit must remain ON for a certain period of time when it is committed.
where T on j,t is the continuous ON time of unit j up to hour t. T up j is the minimum up time of unit j.
5) NIMIMUM DOWN TIME CONSTRAINTS
A unit must remain OFF for a certain period of time when it is de-committed. (8) Note that the ramp up/down constraints are not considered. However, the initial status at the start of a scheduling period must be taken into account.
III. OVERVIEW OF CUCKOO SEARCH ALGORITHM
CS is a nature-inspired stochastic algorithm [27] , [28] . Based on the interesting behavior of some cuckoo species that put their eggs in the nests of other birds, it makes the global search more effective in the solution domain than other optimization algorithms [31] , [32] .
A. STANDARD CS
The simplest form of CS is from [29] , [45] : An egg is a solution and a nest is an individual of the population; a notso-good solution could be replaced by a new one or other potential solutions; the number of nests is fixed and equal to the size of population; and an abandoned nest representing an individual is replaced by a new one.
The standard CS abides by three rules [28] : 1) Each cuckoo bird lays one egg at a time and puts it into a random nest; 2) Nests with high quality of eggs are carried to the next generations; 3) A host bird (nest owner) may discover an alien egg with a probability P α ∈ (0, 1), and throw it away or abandon the nest and build a new one. The standard CS is an efficient population-based method because of its simple structure, few parameters and easy implementation. Mathematically, the position of a nest is defined as:
where NP denotes the number of cuckoo nests (population size), and k is the number of generations.
To generate a new solution x
, the standard CSA uses a balanced combination of a global and local random walk via Lévy flight [28] .
The global random walk is given by
where ⊕ denotes entry-wise multiplication. α is a step-size related to the scale of the problem. In most cases, it can be calculated as follows [27] , [34] : (11) where α 0 is a scaling factor; x (k) best represents the current best solution.
Lévy(λ) is a random number drawn from a Lévy distribution:
In implementation, Lévy(λ) can be calculated by a simple way as follows [27] , [54] , [55] : (13) where s is the simulation value of Lévy(λ); u and v are two random numbers following the normal distribution with its mean being zero, and deviations being σ 2 u and σ 2 v , respectively; β denotes a Lévy distribution parameter and is set to 1.5 [54] ; and denotes a Gamma function.
The local random walk is given by
where
n are randomly selected in the population; and r and r are two uniformly distributed random numbers in range (0,1).
In CS, the Lévy flight is used in global exploration with random characteristics, and a crossover operator is used in local exploitation with a mutation of the current solution. At the end of each iteration process, the best solution is updated. Algorithm 1 shows the pseudo code of CS to solve a minimization problem.
B. BINARY CUCKOO SEARCH
In continuous-valued CS, its nests update their position to a real value in the potential search space restricted by problem constraints. Note that the UC problem is a discrete optimization with 0-1 decision variables representing ON/OFF status of units. Therefore, the real-valued CS must be revised to fit a binary problem.
BCS is inspired by a binary particle swarm optimization (BPSO) algorithm [42] . It often uses a sigmoid function in Fig. 1 to restrict the new solutions to only binary values [43] - [45] , i.e.,
S(x
To obtain binary solution x
, a typical updating equation is usually used as follows:
where r is a uniformly distributed random number in (0,1). When a new solution is generated, (15) and (16) are used to map the search process from a continuous space to a binary one after the global and local search in CS.
IV. IMPROVED BINARY CUCKOO SEARCH FOR UNIT COMMITMENT PROBLEM
BCS has been successfully applied to cope with many optimization problems owing to its simple concept and easy implementation [43] - [45] . However, as its drawback, it can easily be trapped into a local minimum especially when solving a UC problem. Next, an IBCS is proposed to overcome this defect.
A. IBCS WITH NEW BINARY UPDATING AND HEURISTIC SEARCH
In this section, the structure and initialization scheme of individuals for the UC problem are defined. Then, a new binary updating equation is proposed and used in an iterative process. Finally, a heuristic local search is proposed to find a better potential solution.
1) STRUCTURE OF INDIVIDUALS FOR UC PROBLEM
Before using IBCS to solve a UC problem, the representation of a solution must be defined. In UC problem, the decision variables include binary variables for ON/OFF states and continuous variables for the real power output of a generating unit. Fig. 2 shows a typical structure of a solution [21] , [47] . u 
2) INITIALIZATION
A solution U is set as:
where r is a uniformly distributed random number in (0,1).
3) NEW BINARY UPDATING EQUATION
If u j,t / ∈ [0, 1] after the global search and local search in BCS, it can be mapped to [0, 1] by the sigmoid function in (15) . Then via (16) , u j,t is set to 1 or 0 with probabilities of S(u j,t ) and 1 − S(u j,t ), respectively [42] .
In fact, Lévy flight plays an extremely important role in BCS and guides a solution toward the optimal one. However, if u j,t is equal to 1 via (10) or (14), it may be changed to 0 with the probability of 1−S(u j,t ) via (16) . If this happens, it means that the Lévy flight is ineffective in BCS. In other words, Lévy flight and (16) are contradictory. Thus, BCS fails to converge to the optimal solution.
Algorithm 2: Priority_list ( )
In order to make the Lévy flight work effectively in IBCS, a new binary updating equation instead of (16) is proposed as follows
where δ is a pre-given constant. Note that an appropriate value of δ can help IBCS choose a right search direction.
4) HURISTIC SEARCH METHOD
The UC problem is proven to be NP-hard with many local optimal solutions when the size of the problem becomes large [2] . Therefore, a heuristic search method based on information exchange is proposed to help IBCS escape from the local optima at the end of each iteration.
A new priority list is proposed and used in the heuristic search method. Algorithm 2 shows the pseudo code of the new priority list. The function sort( ) returns a vector of M asc obtained by sorting the vector M in an ascending order, and an index vector PL describes the arrangement of the elements of M into M asc along the sorted dimension. Note that the proposed new priority list is based on the average fuel cost of each unit with its minimum output. Fig. 3 shows the mechanism of information exchange and Algorithm 3 is the pseudo of the heuristic search method. It describes the process of the proposed heuristic search method for a feasible solution U = (u j,t ) N ×T . First, it selects a column randomly in U . Then, it uses an information exchange strategy to generate a new solution according to PL. 
End For 29 End
If the new solution is feasible and its objective function value is smaller than the existing one, the heuristic search method succeeds in finding a better solution. This method ends until all the combinations have been considered by the information exchange strategy in the above selected column.
B. REPAIRING
A solution generated by (10) or (14) is always infeasible during an iterative process, because it neglects the constraints of spinning reserve and minimum up/down time. Inspired by the work [21] , [47] , a greedy method is applied to repair infeasible solutions. It contains three main stages: meeting spinning reserve constraints, meeting minimum up/down time constraints and de-committing excess units.
1) MEETING SPINNING RESERVE CONSTRAINTS
For a solution U = (u j,t ) N ×T , adequate spinning reserves are required to satisfy constraint (6) at hour t. Algorithm 4 describes the procedure to meet it. The function randperm( ) returns a vector containing a random permutation of the integers from 1 to N . In Lines 17-27, the excess spinning reserve could be subtracted by the descending order of CList. It should be noted that the solution U has satisfied the spinning reserve constraints but may not satisfy the minimum up/down time constraints.
2) MEETING MINIMUM UP/DOWN TIME CONSTRAINTS
To check whether a solution U satisfies the minimum up/down time constraints, the ON/OFF states of each unit are determined in [48] , [56] . The continuous ON/OFF status at hour t is decided as follows:
In Algorithm 5, a greedy strategy is realized. If the unit schedule does not satisfy the minimum up time constraints, the corresponding status of uj,t must be set to 1 in Lines 3-9. On the other hand, if the unit schedule does not satisfy the minimum down time constraints, the corresponding status u j,t should also be set to 1 in Lines 10-21. By this way, 
3) MEETING DE-COMMITTING EXCESS UNITS
The excessive spinning reserve produced by meeting the minimum up/down time constraints could increase the total generation cost. For this reason, a unit de-commitment process is proposed to reduce it in Algorithm 6. In the algorithm, function randperm( ) returns a vector containing a random permutation of integers from 1 to N . The u rowNum,t (the rowNum-th unit at hour t) denotes an excess unit if it satisfies both of the following conditions: x At hour t, u rowNum,t = 1 and the spinning reserve constraint should be satisfied if the value of u rowNum,t is changed to 0. y The ON/OFF status of the rowNum-th unit should satisfy the minimum up/down time constraints if the value of u rowNum,t is changed to 0 while other status is unchanged.
Note that Algorithm 6 could de-commit a unit at hour t without violating the spinning reserve and minimum up/down time constraints.
C. ECONOMIC DISPATCH
Economic dispatch is a fundamental optimization problems in an electric power system [57] , [58] . For a feasible solution
For t = 1:
While abs( ) ≥1e − 6
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For j = 1: U = (u j,t ) N ×T , the classical lambda iteration method [1] is used to solve the economic dispatch problem. It converges rapidly for this particular type of optimization problems. The lambda iteration method is shown in Algorithm 7.
Note that the constraints of unit generation limits and system power balance are satisfied in Algorithm 7.
D. IMPLEMENTATION OF IBCS FOR SOLVING UC PROBLEM
The procedure of IBCS for solving UC problem is shown in Algorithm 8.
V. VALIDATION
A small-scale benchmark system is used to verify the effectiveness and feasibility of IBCS. It consists of 4 units for VOLUME 6, 2018 (15) and (18) 
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Repair the solutions by Algorithm 4∼6
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Economic dispatch by Algorithm 7 [25] as shown in Tables 1 and 2 for convenience. The proposed IBCS is tested in Windows 10 system by MATLAB 2016a software and implemented on an Intel Core i5-6200U CPU@2.30GHZ with 4GB RAM personal notebook computer. 20 independent trials are conducted to compare the solution quality with other stateof-the-art methods. 
A. PARAMETER SETTING
The threshold value δ in (18) is set to 0.7. The population size and maximum iteration count are 10 and 200, respectively. The spinning reserve is set to 10% of total load demand. Table 3 shows the best results of committed status and generation scheduling by IBCS. The best, average, and worst total generation cost have been yielded with IBCS. The bold results show the superiority of IBCS over other wellknown methods, i.e. an improved lagrangian relaxation (ILR) [59] , before solution modification process (B.SMP) [25] , after solution modification process (A.SMP) [25] , lagrangian relaxation and particle swarm optimization (LRPSO) [59] , and hybrid harmony search random search algorithm (HHSR) [22] in Table 4 .
B. COMPARISON OF IBCS WITH OTHER METHODS
As shown in Table 4 , IBCS have obviously achieved the best results compared with other approaches. The maximum and minimum improvements in solution quality by IBCS compared to other approaches are 1.335% and 0.316% respectively. It must be mentioned that a lower generation cost of 73,933.1($) is calculated by the binary grey wolf optimizer (BGWO) in [21] . It is not presented in Table 4 because its committed status violates the spinning reserve constraint at hour 3. Large-scale problems and their results are presented in [60] as the second part of this work.
VI. CONCLUSION
In this paper, an improved binary cuckoo search algorithm (IBCS) is proposed to solve the UC problem in an electric power system. A new binary updating equation with a fixed threshold value instead of a random one is used to make IBCS converge to the optimal solution. In addition, a heuristic search method based on a novel priority list is integrated into IBCS for the purpose of escaping from a local optimum. To deal with the constraints of spinning reserve and minimum up/down time, a greedy strategy is applied in IBCS. A 4-unit system is used to validate the effectiveness of the proposed algorithm. Simulation results show that it can outperform other methods in terms of the best, worst, and average costs. Parameter analysis, discussions about heuristic search and detailed simulation results on large-scale unit systems are given in [60] . The applications of IBCS to other engineering systems [61] - [63] should be pursued. 
