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Vorwort 
Der vorliegende Band enthält Beiträge aus dem Kolloquium mit dem Thema 
„Informatik im Kreuzungspunkt von Numerischer Mathematik, Rechnerentwurf, 
Programmierung, Algebra und Logik". Dieses Kolloquium fand vom 12. bis 14. 
Juni 1989 an der Bayerischen Akademie der Wissenschaften zu Ehren von Herrn 
Prof. Dr. Dr. h.c. mult. Friedrich L . Bauer statt. 
Das Lebenswerk von Prof. F. L . Bauer könnte nicht treffender umschrieben 
werden als durch den Titel dieses Kolloquiums. Wie kaum ein anderer hat er 
an der Entwicklung der Informatik mitgewirkt und an den genannten Bezugs-
punkten zu anderen Disziplinen. Die Reihenfolge der Themen gibt auch histo-
risch die Interessenschwerpunkte von Prof. Bauer wieder. Ausgehend von Fra-
gen der Numerischen Mathematik und des Rechnerentwurfs wuchs sein Interesse 
an Programmiersprachen und Programmierung und schließlich an deren Fundie-
rung durch Methoden der Algebra und Logik. Die Beiträge zum Kolloquium, 
die in diesem Band abgedruckt sind, spiegeln eine eindrucksvolle thematische 
Breite wider. Noch mehr fasziniert aber die Dichte der Zusammenhänge. Mehrere 
Jahrzehnte der Entwicklung der Informatik haben gezeigt, wie eng Fragestellun-
gen der Numerik, des Rechnerentwurfs, aber auch Aspekte der Programmierung 
und allgemein Fragen der Logik und der Algebra miteinander verknüpft sind. 
Im Schnittbereich dieser Themengebiete findet sich der Kern von Informatik-
inhalten, der, wenn auch bis heute nicht in voller Reinheit formuliert und wieder-
gegeben, doch im Rahmen dieses Kolloquiums deutlich zutage tritt. Vor diesem 
Hintergrund verstehen wir den Kernbereich der Informatik als eine Grundlagen-
disziplin für die Beschreibung von System- und Algorithmenstrukturen, die sich 
Methoden der Logik und der Algebra zunutze macht. Die Vielfalt der Einzel-
probleme in der Numerischen Mathematik, in der Schaltalgebra und der Rela-
tionentheorie, bei Zerteilungs- und Erkennungsproblemen, in der Algebraischen 
Logik, in der Programmiertechnik und im Übersetzerbau, und schließlich in der 
Programmtransformation und der Methodologie der Programmierung lassen ge-
meinsame Grundfragestellungen erkennen. Der ästhetische und kulturelle Gehalt 
dieser Themengebiete aber erschließt sich über technische Punkte hinaus beson-
ders deutlich durch den Beitrag von Prof. Roland Bulirsch, der in gleicher Weise 
von Nutzen und Schönheit der Formeln in der Mathematik und in der Informatik 
VIII Vorwort 
handelt. Dies reflektiert auf schönste Art das Grundanliegen im wissenschaftli-
chen Werk von Prof. Friedrich L . Bauer, Informatik als Bestandteil und Grund-
lage technischer und kultureller Anstrengungen zu sehen. 
Als Herausgeber dieses Bandes möchte ich allen herzlich danken, die dafür 
einen Beitrag geleistet haben. Besonders danke ich Herrn Frank Dederichs, der 
bei der Zusammenstellung und Sichtung der Manuskripte hervorragende Arbeit 
geleistet hat. 
Mein Dank geht auch an den Springer-Verlag, insbesondere an Herrn Dr. 
Hans Wössner, für das außergewöhnliche Engagement bei der Gestaltung des 
Bandes. 
Eine besondere Freude ist es mir jedoch, Herrn Prof. Friedrich L . Bauer 
auch im Namen aller Beitragenden und des Verlags die allerbesten Wünsche für 
die Zukunft auszusprechen. Dieser Band gibt einen tiefen Einblick in das Spek-
trum seiner Arbeitsgebiete und zugleich in die Vielfalt der Wechselbeziehungen 
zwischen Informatik und Mathematik. Ich bin sicher, daß er als wissenschaftlich 
anregender Beitrag und als eindrucksvolle Dokumentation seinen Platz findet. 
München 1991 Manfred Broy 
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Primitive Recursion on the 
Partial Continuous Functional 
Helmut Schwichtenberg* 
We investigate Gödel's notion of a primitive recursive functional of higher type 
[5] in the context of partial continuous functional as introduced by Kreisel in 
[7] and developed mainly by Scott (see [13], [3]). To make this paper readable 
for people not familiar with the theory of partial continuous functionals we have 
included a short exposition of the basic material, in a form convenient for our 
later arguments. 
The primitive recursive functionals are defined to be the values of primitive 
recursive terms, which are built up from constants Rp denoting the primitive re-
cursion operator and constants [{(u*, Vi): i € I}] denoting finite functionals (also 
called finite approximations or consistent finite sets of data objects, in Scott's ter-
minology). These constants give rise to certain new conversion rules introduced 
below. It is shown that, for any primitive recursive term of arbitrary type, the 
leftmost (or standard) reduction sequence terminates. The proof is done by trans-
finite induction up to SQ\ it uses a method of Howard [6] which in turn is based 
on earlier work of Sanchis [10] and Diller [2]. Standard machinery from Recur-
sion Theory can then be applied to obtain bounds for the length of the leftmost 
reduction sequence. 
The Sanchis/Diller/Howard method for termination proofs is rather flexible 
and can be adapted to many situations where it is of (theoretical or practical) 
interest to have bounds on the lengths of reduction sequences. This is in contrast 
to Tait's method of computability predicates (employed e. g. by Plotkin in [8]), 
* Part of the research reported here was done while I was visiting Carnegie-Mellon-University 
(Pittsburgh, Pennsylvania, USA) in the academic year 1987/88. Thanks are due to the Stiftung 
Volkswagenwerk for a grant which made this visit possible. I further want to thank Ulrich Berger, 
Steve Brookes, Daniel Leivant, Frank Pfenning, Dana Scott and Rick Statman for helpful discus-
sions. 
This paper is based on a talk entitled "Programme und Beweise" given June 13th, 1989, in 
a "Kolloquium über Informatik im Kreuzungspunkt von Numerischer Mathematik, Rechnerent-
wurf Programmierung, Algebra und Logik" honoring F. L. Bauer. In this talk I have tried to put 
the result elaborated in the present paper into a broader historical perspective. In particular, I have 
reviewed work of Godei, Herbrand and Kleene on recursion equations and associated termina-
tion proofs, taking into account an unpublished letter from Herbrand to Godei. This subject was 
central for the early development of the theory of computability. Since what I have said on the 
historical development will essentially appear in [11], I did not include it in the present paper. 
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which uses ordinary (a;-) induction on logically complex predicates and hence 
does not provide a comparably direct analysis of the recursions involved. 
It is somewhat unusual to treat the primitive recursion operators directly 
when one works with the partial continuous functionals; usually they are defined 
from the fixed point operators Y. Inclusion of the general fixed point operators 
F in a term system wil l , however, always lead to the full notion of computability, 
since Y corresponds to unbounded search. Hence from the present point of view 
to give an informative analysis of restricted notions of computability it seems 
appropriate to replace Y by some of its special cases. 
1. Finite Functionals 
The sets \DP\ of partial continuous functionals of type p are the proper domains 
for computable functionals (Kreisel in [7] and Ersov in [3] give convincing argu-
ments for this) and also for the partial primitive recursive functionals we want to 
study here. In Section 2 we will give a definition of the sets \DP\, in a form con-
venient for our later arguments. The elements of \DP\, i.e. the partial continuous 
functionals of type p, can be viewed as limits of certain finite functionals; such 
finite functionals are the subject of the present Section 1. It seems best to treat 
them in the context of Scott's information systems of [13]. 
Definition 1.1, An information system consists of a set D of (concrete) data ob-
jects, a set Con of finite subsets ofD such that 
u Ç V G Con u G Con (1.1) 
and for any X G D 
and a reflexive and transitive relation • on Con such that for all X\,..., A r m G 
D and u G Con 
Note that (1.3) implies that from u • u j , . . . , u • vm we can conclude 
V := v\ U . . . U vm G Con and u • v • t>, for i = 1,..., m. The u G Con are 
called consistent finite sets of data objects, or just (finite) approximations, u • v 
is read as "u extends v". 
Our basic information system is DL, whose data objects are the natural num-
bers 0 ,1 ,2 , . . . , whose approximations are the singletons {0}, {1}, {2} , . . . to-
gether with the empty set 0, and whose extension relation • is just the set the-
{X} G Con, (1.2) 
ti • { * ! , . . . , X r o } u 3 { X 1 } A . . . A u 3 { J f m } . (1.3) 
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orerie inclusion D. Similarly we construct the information system D0 based on 
the boolean data objects f f and t t . 
Given information systems D and E, we now construct a new information 
system D —> E, as in [13]. Its data objects are the pairs (u, v) with u G Cono and 
v e Cons. A finite set {(u;, v t ) : i G 1} of data objects is consistent in D —• E i f 
V/' Ç J( ( J tit- G C o n D ( J ^  G C o n E ) . (1.4) 
In order to define the extension relation • for D —• E we first define the result 
of an application of W = {(w,-, v,-): i G /} G C o n E to u G Con^ : 
{(ix«,t;i):« € I}u := (J{v,-:u • u,-}. (1.5) 
Then by (1.4) we know that Wu G Con#. Obviously, application is monotone in 
the second argument, i.e. 
u • u' Wu • W V . (1.6) 
Now define W • W by 
W • {(u^v'jY.j eJ}:<=^Vje J.Wu'j • Ü J . (1.7) 
Lemma 1.2. / / D a/zd E are information systems, then so is D —> E . 
Proof. We first show the transitivity of So let 
W • {(uJ,V;.):i G J} • {(ti2,t;i#):Ä: 6 K). 
Then we have for all k G # by (1.6) and (1.7) 
Wu'l • \J{Wu'j:u'i • uj} • U K : « Ï 3 u;.} • ^ . 
It remains to show (1.3) for D —> E . Since => is obvious we only deal with 
«=. So let {(tij, u t-):i G /} • {(wJ,Vj)} for all j G J . It suffices to show that 
{(u'j, Vj): j G J} is consistent. So assume J ' Ç J and U J G J ' u'j ^ Con/). By 
(1.4) we have to show that \JjeJ, v1- G Con#. But this follows from 
\J{VÌ: I J u) • m) • | J { ^ : u ; • ui) • 
This concludes the proof. • 
Note that with the above definition of the extension relation • in D —> E 
application is also monotone in the first argument, i.e. 
f 3 W ^Wu-n Wu. (1.8) 
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To see this observe that 
Wu • [JiWu'jiu • u'j} • [jWjiu • u'j} = W'u. 
We wil l exclusively deal with the information systems built up from DL and 
D0 by the —»-Operation. More formally, define the notion of a type symbol and 
its level inductively by the clauses 
1. i and o are type symbols, and lev(0 - lev(o) = 0. 
2. If p and c are type symbols, then so is (p —• <J), and lev((/> —• cr)) = 
max(lev(p) +1, lev(cr)). 
As usual we write p\,..., pm —• cr for (pj —• (p2 —• . . . ( p m —• c) • •.)). Note 
that any type symbol can be written uniquely in the form p\,..., pm -* i or 
Pl,--->Pm —• ö. For any type symbol /> define the information system £>p as 
follows. A and Z) 0 have already been defined, and Dp-+a := Dp Da. The 
jDp are called standard information systems. 
Note that for standard information systems the exponential test ( 1.4) for con-
sistency of a finite set of data objects can be replaced by a quadratic test. To see 
this call an information system coherent (see Plotkin [9, p. 210]) i f for any finite 
set {Xi'.i e 1} of data objects 
V»,j e I.{Xi,Xj} e Con {Xr.i el}e Con . (1.9) 
Obviously Dt and D0 are coherent. Now the coherence of all standard informa-
tion systems Dp follows from 
Lemma 1.3. If D and E are information systems and E is coherent, then so is 
D -* E. 
Proof. Let {(u,-, u,-): i G /} be finite and assume 
WiJ e / .{ (ui ,Ui) , (« j ,ü j )} G C o n D _ E . (1.10) 
We have to show {(u{, Vi): i G /} G Con^^E- So, by (1.4), assume I* Ç I and 
|J-
€/ /
 G Con£>. We have to show \JieI, Vi G Con#. Now since E is coherent 
by assumption, it suffices to show UjUüj G C o n £ f o r a l H , j G J ' . So l eu , j G 
By assumption we have UJ U UJ G ConD and hence by (1.10) and the definition 
of Cono—E also vi U VJ G Con^. • 
The elements of Con p := Cot\DP , i.e. the consistent finite sets of data objects 
or approximations in Dp will be called finite functionals of type p. They are of 
central importance for our study. In Section 2 they will be used to define the par-
tial continuous functionals as limits of finite functionals. Finite functionals will 
also be special partial primitive recursive functionals. Furthermore, the primitive 
recursive terms to be defined in Section 3 to denote partial primitive recursive 
functionals will contain (constants for) such finite functionals, and consequently 
Primitive Recursion on the Partial Continuous Functionals 255 
they take part in the definition of conversion for such terms, to be given in Sec-
tion 4. 
These conversion rules require at certain points to form the union of finite 
functionals. This (set theoretic) union wil l however keep data objects whose in-
formation is superseded by others. From the point of view of achieving a reason-
ably effective implementation of e.g. the leftmost (or standard) reduction strategy 
it seems necessary to eliminate such superfluous data objects. This can be done 
as follows. 
Write u ~ u' (u is equivalent to u1) i f u • u' • u. Call any finite functional 
in Dt and D0 in normal form, and define a finite functional {(u , , t>,): i G / } G 
Up-K, to be in normal form i f all Ui, Vi are in normal form and for all z, j G / 
with i ^ j we have 
1. Ui ^ Uj. 
2. Vj =1 Uivi'.Uj ZD Ui}. 
Here v Z3 v' means v • v' 2 v. Now it is not hard to prove the following (see 
[12,p.91-92]): 
Theorem 1.4. We have a quadratic algorithm which assigns to any finite func-
tional w G Conp-H^ an equivalent finite functional w* in normal form. This nor-
malform is uniquely determined, i.e. any two finite functionals in normal form 
which are equivalent must be equal (as sets). 
The normal forms of finite functionals can be used to extend the natural 
well-ordering of the finite functionals of the ground types i and o (0, {0}, {1}, 
{2} , . . . and 0, {f f }, { t t}) to higher types, as follows.Assuming that Con p and 
C o n a are already well-ordered, first observe - using Theorem 1.4 - that any fi-
nite functional of type p —» a can be written uniquely as a list of pairs (u, v) 
with u G C o n p and v G Con^, where the pairs are listed according to their 
lexicographic order. Now those lists can again be ordered lexicographically. For 
example, Astna £ C o n 0 _ ( 0 _ 0 ) is given by the following list of pairs of 1. con-
stants for finite functionals of type o and 2. lists of pairs of constants for finite 
functionals of type o: 
((f f, ((f f, f f ), ( t t , f f ))), ( t t , ((f f, f f ), ( t t , tt)))) 
and A n o n s t r i c t E C o n 0 _ ( o _ o ) is given by 
( U ° , ((f f, f f ))), (f f, f f ))), ( t t , ((f f, f f ), ( t t , tt)))), 
where all pairs appear in their natural order as just defined. These well-orderings 
wil l be used in Section 4 to make our conversion rules unique. 
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2. Limits of Finite Functionate 
We now give the definition (due to Scott [13]) of the partial continuous function-
als of type />, in a form suitable for our later arguments. They are taken as limits 
(or, more precisely, as ideals) of finite functional. 
Definition 2.1. An ideal x in an information system D (written x G \D\) is a set 
X of data objects which is consistent in the sense that any finite subset of x is in 
Con£>, and closed against /. e. ifu • {X} for some finite subset u ofxt then 
x ex. 
The crucial fact about ideals in D —> E is that they can be identified with 
continuous functions from \D\ to \E\, defined as follows. 
Definition 2.2. Let D\,..., Dm := D and E be information systems. A function 
f:\D\ —» \E\ is called continuous if it is monotone, i. e.for all x , y G \D\ 
xÇy^ f(x)Çf(y) (2.1) 
and satisfies the approximation property, i. e.for all x,y G \D\ and v G Cons 
v Ç f{x) 3u e Conö(ü ÇxAvÇ /(^)), (2.2) 
where ü denotes the closure ofu under /. e. ü := {X: u • {X}}. 
It is well known that this notion of continuity is the same as the ordinary one 
with respect to the Scott-topologies of\D\ and \E\, defined as follows. For any 
consistent (finite or infinite) set y of data objects in an information system D let 
y := {x e \D\ : x D y} 
Then {ù: u G Cono} is the basis of a Tg-topology (the Scott-topology) on \D\9 
which has the properties 
3u G CoüD'X = ü <F=> x is open 
and 
x Ç y 4=> x G {y}~ V u G ConD(x G u y G u). 
For the proofs we refer the reader to [13]. 
We now show how ideals in D —• E can be considered as continuous func-
tions from |J3| to | J B | . 
Lemma 2.3. Let D and E be information systems. To any ideal z G \D —> E\ 
we can associate a continuous function 
foxxi\D\->\E\ 
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by 
fct z0r) := zx := [J{v : 3u C x.(u, v) G z}. (2.3) 
Also, to any continuous function f: \D\ —• | J B | we can associate an ideal 
ideal(/) e\D-+E\ 
by 
ideal(/) := {(ti, v) : t; Ç /(S)}. (2.4) 
77œ assignments given by (2.3) and (2.4) are inverse to each other. 
The proof is rather straightforward and not given here. 
The ideals x G \DP\ are called partial continuous functionals of type/). Ap-
plication of z G |.Dp—<r| to a: G | D P | is given by (2.3). Note that this application 
operation zx is continuous in both arguments, in the sense of Definition 2.2. 
A n important consequence of the identification of ideals z G \D —• E\ 
with continuous functions from \D\ to \E\ given in Lemma 2.3 is the following 
extensionality property 
Lemma 2.4. Let D and E be information system and z, z1 G \D —• E\. Then 
from zu Ç z'üfor all u G Con^ we can conclude z Ç z'. 
Proof, z = ideal(fctz) = {(u, v) : v Ç zu}. • 
Hence the sets |£> p | of partial continuous functionals together with the ap-
plication operators given by (2.3) form a prestructure in the sense of Friedman 
[4, p. 23]. (Statman calls this a frame in [14, p. 331]) 
Any z G | D —> (E —> F)\ can be viewed as a binary function fct2 : 
\Dl\E\ -> | F | defined by 
fct^(x,y) :=fct f c t 2( x)(y). 
We want to characterize the functions which can be obtained in this way. It turns 
out that these are exactly the binary continuous functions in the sense of Defini-
tion 2.2 1 . This is a consequence of Lemma 2.3 together with the following 
Lemma 2.5. Let D\,..., Dm,E and F be information systems. To any contin-
uous f: \D\\,..., \DmI, IJE7| | F | we can associate a continuous 
f-:\Dll...,\Dm\-*\E-+F\ 
This is the essential step in proving that information systems with continuous functions as 
morphisms form a cartesian closed category. 
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by 
f-(xi,..., xm) = i dea l ( / (x ! , . . . , x m , •)), (2.5) 
where f(xu...,xmì>):\E\ -> | F | w dç/i/io/ 6y / ( a ? x , . . . , x m , ) ( y ) = 
/ ( x i , . . . , s m , y ) . Also to any continuous g : \D\l..., | Z ? m | -+ \E -> F\ we 
can associate a continuous 
Sh:\Dl\ì...ì\Dm\ì\E\^\F\ 
by 
g+(xi,..., xm, y) = fct^(X l i... j Ä m)(y). (2.6) 
The assignments given by (25) and (2.6) are inverse to each other. 
Proof. Monotonicity and the approximation property can be verified easily, for 
/ _ as well as for g+. Furthermore, we have 
(/_)+(x, y) = fct/_(y)(y) = fct i d e a i ( / ( f ,.))(y) = / (* , y) 
and 
(g+)-(x) = ideal(y+(x, •)) = ideal(fct 5 ( f )) = y(x), 
where, in both cases, the last equation follows from Lemma 2.3. • 
We now show that the sets |Z? P | of partial continuous functional together 
with the application operators (2.3) form a model of the typed À-calculus (or a 
structure, in the terminology of Friedman [4, p. 23]) 2 . 
The terms y their types and their sets of free variables are given by 
1. Any variable x f (i = 0 ,1 ,2 , . . . ) is a term of type p, F V ( x f ) = x f . 
2. If r is a term of type a, then A x f .r is a term of type p —• cr, F V ( A x f .r) = 
F V ( r ) \ { x ? } . 
3. If H s a term of type p —• a and 5 is a term of type p, then (ts) is a term of 
type <r, FV((ta)) = FV(t) U FV(s). 
We write t s i S 2 . . . « s m for (.. . ( ( te i ) s2) . . .«s m )» and AxjX2 . . . x m . r for 
A x i . À X 2 — A x m . r . A term is called closed i f FV(r) = 0. 
For any term r of type o and any list x of variables of types p containing all 
the variables free in r we define a continuous function 
\S~r\:\DPl\,...i\DPm\->\D<r\ 
by induction on r, as follows. 
1. |x I -* x , | is the 2-th projection function, which is clearly continuous. 
This holds generally for cartesian closed categories. 
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2. |x i—y Xy.r\ := \x,y H-> r | _ (cf. Lemma 2.5). 
3. |x is the result of substituting the functions |x »-> tf| and |x H-> s| in 
the continuous binary application function. Clearly the resulting function is 
continuous. 
Now we can define the value of a term r with free variables among x under 
an assignment of partial continuous functionals x to the variables x to be just 
\x H-> r | x . In particular, for any closed term r of type p we have defined its value 
M € |£>p|. 
3. Primitive Recursion 
There are far more continuous functions f:\Dp\ —y \Da\ than just those given by 
terms r of the typed A-calculus. Of special importance (and much studied in the 
literature, e.g. in [13], [3], [8]) are the computable ones, which by definition are 
those given by recursively enumerable ideals of finite functionals (in \Dp->a\). 
Here we want to deal with more restricted (and hence better to analyze) notions of 
computability. As a paradigm we consider Gödel's famous notion of a primitive 
recursive functional and adapt it to our present context, i.e. we define what it 
means for a continuous function / : \Dp| —> |Da | to be primitive recursive. Other 
restricted notions of computability (like polynomial time computability) can be 
treated similarly. 
Now what are primitive recursive functions f:\Dp\ —> \Da\l It seems best 
to define them by means of an extension of the notion of a term in the typed 
A-calculus. 
For any type symbol p, let countably many variables x f be given. Also, for 
any finite functional u e Con p , we introduce a constant [u]p. The constant [m]L 
(denoting the numeral m ) is abbreviated by mL or just m , and the constant [0]p 
(denoting the totally undefined finite functional in Con p ) is abbreviated by _ L P . 
We further introduce a constant N for the successor function. Finally, for any type 
symbol p> we introduce a recursion constant i ? p . The primitive recursive terms, 
their types and their sets of free variables are given by 
la . x f is a primitive recursive term of type p, F V ( x f) = x f. 
lb . [u]p is a primitive recursive term of type p, FV([u] p ) = 0. 
le. N is a primitive recursive term of type i —y FV(iV) = 0. 
Id. Rp is a primitive recursive term of type A, (A, p —> p) —• p, FW(RP) = 0. 
2. If r is a primitive recursive term of type cr, then Àxf .r is a primitive recursive 
term of type p^a9 F V ( A x f . r ) = FV(r) \ { x f }. 
3. If tis a primitive recursive term of type p —> a and s is a primitive recursive 
term of type />, then (ts) is a primitive recursive term of type cr, FV((ts)) = 
FV(t) U FV(s). 
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In order to define the value of a primitive recursive term we first have to 
define a value \RP\ e |-D t > p >(, ) P_* p)_> p| for each recursion constant Rp. This can 
be done as follows. For any nonnegative integer ra, define a function 
hm:\DPl\D^p\^\Dp\ 
by 
h<)(y,z) = y 
^m+l(y> z) = z{m}(hm(y, z)\ 
Clearly each hm is continuous , by induction on ra. Now define a function 
f:\Dt\ -> | D P i ( t | P ^ ) _ p | 
by 
/(0) = 0 
/({ra}) = ( / i m ) _ _ , 
using Lemma 2.5. Obviously / is continuous. Finally let | Ä P | := / _ . We then 
have |iî p |+++(:r, y, z) = /++(:r, y, z), and from the definition of / we obtain 
1 ^ 1 ^ ( 0 , y ,z) = 0, 
|Ä p |+++({0}, y, z) = / i 0 (y, 2:) = y, 
|-ßp|+++({m + 1}, y, z) = / i m + i ( y , ^) = * { m } ( | i î p | + + + ( { m } , y, 2)). 
Exactly as for terms of the typed À-calculus (in Section 2) we can now 
define, for any primitive recursive term r of type a and any list x of vari-
ables of types p containing all the variables free in r, a continuous function 
\x i-> r\: \DPl I , . . . , \DPm | —• \Da\, by induction on r. Just add, in clause 1, that 
\x \-+ [u]p\ is the constant function with value û G \DP\, \x iV| is the constant 
function with value the successor function € l-D*—J (which is clearly continu-
ous ), and \x I—• Rp\ is the constant function with value | i ? p | G | I } t ) P > ( t ) P _ p ) _ p | 
defined above. 
Now we define the value of a primitive recursive term r with the free vari-
ables among x under an assignment of partial continuous functional x to the 
variables x to be just \x 1—> r\x. In particular, for any closed primitive recursive 
term r of type p we have defined its value \r\ e \DP\. Let 
\Dp\pr := {|r|: r closed primitive recursive term of type p) Ç \DP\. 
The elements of \DP\VT are called partial primitive recursive functionals. Note 
that any element of \Dp-,a\pr can be viewed - via Lemma 2.5 - as a continuous 
function \Dp\ -*> \Da\. 
It seems worth wile to also note that any partial primitive recursive functional 
when viewed as a function / : \DP\ —> \Da\ is defined on all of | D P | , i . e. on 
all partial continuous functionals of type p, not just on the subset \Dp\pr. This 
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seems to be desirable, since e. g. a primitive recursive operation on the reals like 
the exponential function ex should be defined on arbitrary Cauchy sequences of 
rationals, not just on the primitive recursive ones. 
The sets \Dp\pr C \DP\ are closed against application, since the prim-
itive recursive terms are. Now consider any system {9HP} of sets satisfying 
\Dp\pr Ç 9Jtp Ç \DP\ and closed against application. By Lemma 2.4 we know 
that the extensionality condition holds for {97tp}, i . e. i f x,y G 97lp—<r and 
Vz G VJlp(xz = yz) then x = Hence the sets 9Jtp form a pre-structure in 
the sense of Friedman. They also form a model of the typed A-calculus, since 
the | - D p | p r do. We view such structures {9Jlp} as the intended models of theories 
involving primitive recursive terms. 
4. Conversion 
We now want to show that any primitive recursive term can be "computed", i.e. 
transformed by repeated conversions into a normal form where no further con-
versions are possible. The primitive recursive terms may contain variables and 
need not be of level 0. If, however, a primitive recursive term is of level 0 and 
is closed, then the normal form must be a numeral (i.e. a constant for a finite 
functional in DL or D0) and hence we have computed the numerical value of the 
term. 
Our conversion rules certainly contain ß-conversion 
(Xx.r)s i—• r[s]. 
We do not need a-conversion (i.e. renaming of bound variables) since, following 
deBruijn [1], we can (and do in our implementation) replace bound variables by 
references to the binding place. We also do not use ^-conversion Xx.rx i-> r, for 
three reasons. First, for closed primitive recursive terms of level 0 ^-conversions 
are not neccessary to transform them into a numeral. Second, for closed primitive 
recursive terms of type p with lev(/>) > 0 their value \r\ G \DP\ is already deter-
mined by the values \r[u\]... [um]\ of the closed level-0-terms r[u \]... [um] for 
all finite functionals iz,-, which can be computed without 77-conversion. Closed-
ness of r can be assumed since we can always A-abstract free variables. Third, 
for arbitrary primitive recursive terms we even prefer e.g. z(Xy.xfy) with xfy of 
level 0 over z(xf), since in the first term the "minimal type" (this corresponds to 
Gentzen's notion of minimal formula under the Curry-Howard-isomorphism) is 
of level 0, and this has advantages in certain proof-theoretic arguments. 
A special difficulty arises from our inclusion of constants [{(tt,, Vi): i G I}] 
for finite functionals. We must be able to convert e.g. [{(txj, v,-): i G I}]r, and the 
result should have as its value the supremum of all with i such that the value 
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of r extends tx,. In order to deal with this difficulty we extend our notion of a 
primitive recursive term by two more term-forming operations given below. 
Here we prove termination of the leftmost (or standard) reduction strategy 
for primitive recursive terms, by means of transfinite induction of length en- Our 
proof is by an adaption of a method of Howard [6] to the present situation; ulti-
mately this technique is based on ideas of Sanchis [10] and Diller [2]. 
We define the extended primitive recursive terms r , their types and their sets 
of free variables and simultaneously for any list x of variables containing all the 
variables free in r, a continuous function \x »-> r |, by induction on r . The clauses 
la-d , 2 and 3 are as in Sections 2 and 3. We add two more clauses. 
le. Let s i , . . . , s m be extended primitive recursive terms of type o and 
v\,..., vm G Covia (m> 1). Assume that for all u G Con^ 
Then (([vi]0" i f s\) U . . . U {[vmY i f sm)) is an extended primitive recursive 
term of type <J, F V ( ( ( [ V l r i f * i ) U . . . U ([vmV if sm))) = ( J £ i F V ( ^ ) , and 
\x h-> (([viV i f sx) U . . . U ([vmr i f sm))\x = \J{VÌ: \x >-> Si\x = { t t}} . 
If. For any u G Con p , Q [u]p) is an extended primitive recursive term of type 
p —y o, F V ( Q [u]p)) = 0 and \x ^ Q [u]p)\ is the constant function whose 
value is the continuous function which takes x G \DP\ into { t t} G \D0\ i f 
x Du, and into 0 G |-D 0 | otherwise. 
For some extended primitive recursive terms, we now define the result of the 
conversion of r, by cases according to the form of r. 
a. (Xx.r)s converts into r[s]. 
b. [{(ui, vx),..., ( u m , Vrn^y^r converts into 
c. Nm converts into m + 1, and iV_L converts into _L 
d. ROst converts into s, R(m + l)st converts into trn(Rmst), and R±st con-
verts into ± . 
e. (([viV i f 6 i ) U . . . U ( b m ] < T i f è m ) ) w i t h 6 1 , . . . , 6 m G { ± ° , f f , t t } (i.e., 
constants for finite functionals G Con 0) converts into [vil U . . . U v , m ] ( T , 
where 6^ , . . . , 6,n are all constants among b\,..., 6 m being t t . 
f. Q [{(u,v)} U W]p-*a)r converts into 
To make this rule unique, we require that (u, v) is the first pair in {(u, v)} U W 
(in the well-ordering given in Section 1). Q _L)r converts into t t . Q m)n 
converts into t t if m = n, and into f f otherwise. Q m)_L converts into 
(4.1) 
( ( f r l ] ' i f (3 [uiV)r) U . . . U ([vmV i f Q [um)p)r)) 
[ A s t r i c t ] ° ^ ( 0 ^ 0 ) ( Q [vV)(r[u]p))(G [W]P^'M-
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_L. Q t t ) t t , Q f f )f f convert into t t , Q t t ) f f, Q f f ) t t convert into 
f f, and Q tt)_L, Q f f )J_ convert into J_. 
Observe that the conversion rules do not lead out of the class of extended prim-
itive recursive terms, and also preserve the value. Let us verify this for Rules b 
and f. For Rule b, we must prove (4.1), i . e. 
(J{v,-:|x »-• Q [ui]p)r\x = { t t}} <E Con^. 
Now this follows from 
\x t—• Q [it,] p)r|âf = { t t} \x H-» r\x ~D Uj, 
which also implies the preservation of the value. For Rule f, it suffices to prove 
that the original term has value {11} under an assignment of x to x iff the resulting 
term has. This can be seen by an easy computation, using 
\x H - • r\x D {(u, v)} \x I—• r[ti]|x D v. 
Now let r be an arbitrary extended primitive recursive term, r is called re-
ducible i f it contains a subterm which is convertible according to the rules above. 
If r is reducible, we can choose the leftmost one among all convertible subterms 
and convert it; the result is denoted by lred(r). The sequence 
r, lred(r), lred(lred(r)),... 
is called the leftmost (or standard) reduction sequence for r. We wil l show that 
this sequence terminates, for any primitive recursive term r. 
Clearly reducing an extended primitive recursive term does not change its 
value (since conversion doesn't, and the value of a compound term is defined by 
means of the values of its constituents only). Hence the final element r* of the 
standard reduction sequence for r is a term with the same value as r which does 
not contain any convertible subterms. If, in particular, r is closed and of level 0, 
then also r* is closed and hence must be a constant m, _LA, t t , f f or J_°, i . e. we 
have computed the value of r. 
For any primitive recursive term r of level 0, we define a relation \r \k < a 
(to be read r has a tree of degree k with height < a) inductively, by the following 
rules. 
Rule 1. If |r[s]f 1* < c*o < a, then \(\x.r)st\k < a. 
Rule 2. If \tiyi\k < oc% < a for i = l , . . . , r a , then \xti ...tm\k < a . In 
particular, \x\k < oc for any a. 
Rule 3. If \r[wi]... [wn]\k < aWl..,Wn < a for all full argument sequences 
(see below) w\,..., wn in any of the U{ (i e I), and |[|Jte/' ^ ai' < a 
for all I' Ç I such that {JiGl, v, is consistent, then |[{(u,, Vi): i e I}]rt\k < a. 
In particular, \±rt |* < a for any a. Also, |c|* < a for any constant c of level 0 
and any a. 
Rule 4. If |r|fc < a?o < a, then |JVr|jb < a. 
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Rule 5. If \r\k < a' < a and \Rmstt\k < am < a for all nonnegative 
integers m, and if r is not a constant of type i, then \Rrstt\k < a. 
Rule 6. If \st\k <a0<a, then \R0stt\k < a. 
Rule 7. If \tm(Rmst)t\k < <XQ < a , then \R(m + l )s*f |* < a. 
/ta/e S. | iLLstff |* < a + 1 for any a. 
k-Abbreviation-Rule. If |ry|jt < c*o < a and l^y^l* < CVJ < a for z = 
1,... , m (m > 1), and furthermore lev(r) < fc, then | r t j . . .tm\k < OL. 
The notion of di full argument sequence for a finite functional u in normal 
form is defined inductively, as follows. Any u of level 0 has no full argument 
sequences, and for {(ui, . . . , (umi vm)} the full argument sequences are all 
sequences UiWn . . . w m where . . . Win is a full argument sequence for u,-. 
We write |r|* < a to mean that we know a /? < a such that |r|* < ß. 
Now let r be a primitive recursive term, of arbitrary level. We first show that, 
for sufficiently big fc, it is easy to estimate the height of a tree of degree k for ry. 
Lemma 4.1. For any variable x we have, with an arbitrary k, 
\xy\k < lev(x). (4.2) 
Now let r be any primitive recursive term. If all subterms ofr have levels < k, 
then 
\ry\k < u> • 2. (4.3) 
Proof. (4.2) can be seen easily by induction on the level of x: 
\yiZi\k < lev(2/,) < lev(x) 
for i = 1,..., m by induction hypothesis, and hence 
\*y\ . . . y m U < lev(x). 
(4.3) is proven by induction on the height (i. e., the number of symbols) of r. 
Case x. The claim follows from (4.2). 
Case [u]. We show |[u]yyU < ^ , by induction on the length of u. This 
is obvious (by Rule 3) if u is of level 0. Otherwise, u = {(u,-, V{):i G 1} and 
we have |[tu,-]yî| < u for i = l , . . . , m by induction hypothesis and hence 
\y[wi]... [wm]|fc < u by Rule 2. By Rule 3 we can conclude |[{(wt-, v,-): i e 
i}ìyy\k < u). 
Case N. We have \Ny\k < 1, since \y\k < 0. 
Case R. We first show \Rmyzy\k < a;, by induction on m. Since \yy\k < 
lev(y) by (4.2) we have \R0yzy\k < lev(y) +1 < w by Rule 6. For the in-
duction step, assume \Rmyzy\k < u. Then (by Rule 2 and (4.2)) we also have 
\zm(Rmyz)y\k < UJ and hence \R(m + \)yzy\k < UJ by Rule 7. We now show 
\Rxyzy\k < This follows from \Rmyzy\k < UJ for all m and \x\k < 0 by 
Rule 5. 
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Case Xx.r. By induction hypothesis we have |r[y]y|fc < u • 2, and hence 
\(\x.r)yy\k < u> • 2 by Rule 1. 
Case rs. By induction hypothesis we have \ryy\... ym \ k < u>-2 and < 
u; • 2, and by (4.2) |y,\z\ \k < lev(y;) < u? for i = 1,..., m. By the fc-Abbreviation-
Rule we can conclude \rsy\... ym\k < w • 2. • 
We now want to show how from an estimate for the height of a tree of degree 
k we can obtain an estimate for the height of the tree of degree 0. 
Lemma 4.2. Let r, s j , . . . , sm be primitive recursive terms with lev(r) = 0. If 
\r\k < oc and \sjy*j\k < ßfor j = 1, . . . ,m, and(fai,. . . , s m have levels < k, 
then 
K 1 , . . . , x m [ 5 i , . . . , 5 m ] | i t < ß + a. 
Proof. We use induction on the generation of |r|jt < a, and - for readability -
write t* for \tXl,...,*mJsi,..., s m ] | . 
Rule L |r*|>*]f*|fc < ß + aç < ß + a by induction hypothesis, hence 
\(\x.r*)s*t*\k < /3 + a b y R u l e 1. 
Rule 2. |<*y7U < ß + a,- < /? + a for i = 1,..., m by induction hypothesis, 
hence \xt\ ... t*m\k < ß + a. Now if z is one of the variables to be substituted 
by Sj, we must use the fc-Abbreviation-Rule instead of Rule 2. This is possible 
since by hypothesis SJ has level < fc, and since also by hypothesis |«sji}|jk < 
/?. Then (if m > 0) the A:-Abbreviation-Rule yields \sjt\ . . < /? + a, as 
required. In case m = 0 there are no t,'s and we have used Rule 2 to generate 
\xj\k < a . But then \sj\k < ß + a holds by hypothesis. 
flwteijr*^!]...^™]!* < ß + aWlmmmWm < ß + a for all u ^ , . . . , w m and 
|[Uie/' vi]t* U ^ ß + a / ' </? + <* for all J ' Ç J such that [ji€It Vi is consistent 
by induction hypothesis, hence |[{(w 2, ^ i ) : i G i "} ] r f I* < /3 + a by Rule 3. 
Rules 4-8 and the k-Abbreviation-Rule can be treated similarly (i. e. as 
Rules 1 and 3); the claim always follows by induction hypothesis and the same 
rule. • 
Lemma 4.3. Let r be a primitive recursive term of level 0. If \r\k+\ < a, then 
\r\k < 2a-
Proof. We again use induction on the generation of \r\k+\ < a. The only 
case where the claim does not follow immediately from the induction hypoth-
esis is where \rt\ . . .*mL+l < oc was generated from |ry|fc +i < a$ < a 
and | t ,yi | jt + i < a, < a for i = l , . . . , m by the k-Abbreviation-Rule, and 
lev(r) < k + 1. By induction hypothesis we then have \ry\k < 2Q° and 
\tiyï\k < 2a»' fori = l , . . . , m . Using Lemma 4.2 we can conclude | rt\ ...tm\k < 
2max(a1,...,orm) + 2Qo <2Q. • 
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We now show that, from an estimate a for the height of the tree of degree 0 
of a primitive recursive term ry, we can conclude - by an application of transfi-
nite induction of the same length a - that the leftmost reduction sequence for r 
terminates. 
Lemma 4.4. Let r bea primitive recursive term of arbitrary level. If \ry\o < a, 
then the leftmost (or standard) reduction sequence for r terminates. 
Proof. We use induction on the generation of |ry|n < a> and write ti to mean 
that the leftmost reduction sequence for t terminates. 
If r is a variable or a constant, then the claim is trivial. 
Case Xx.r. Then |[Ax.r]yy|o < a w a s generated from |r[y]y|n < OCQ < a 
by Rule 1. By induction hypothesis we know r[y]|, and this obviously implies 
(Ax.r)j . 
Case xt\ ...tm. Then \xt\ . . .t m y|o < a was generated from |tj£|o < 
a, < a and |yji}|o < ßj < <* by Rule 2. By induction hypothesis we know til, 
and this obviously implies (xt\... tm)l. 
Case[{(ui,Vi):i e I}]rt.Then \[{(ui,Vi):i 6 I}]rty\o < a was generated 
byRule3from|r[t/;i]...|>m]|o < &w1...wrn < a for all full argument sequences 
lu i , . . . , wm in any of the Ui (i G / ) , and from |[|J,e/' u i l*y|o < otp < a for 
all V Ç J such that \JieI, v, is consistent. By induction hypothesis we know 
(r[wi]... [wm]) i for all w\,..., wm, and also ([[Jier v ^ I for all J ' Ç J 
such that Uie/' u* * s consistent. Now from the definition of the leftmost reduction 
procedure it can be seen easily that this implies ([{(u,, v,-): i € I}]rt))|. 
Case Nr. Then |iVr|o < a was generated from |r|n < an < a by Rule 4. 
By induction hypothesis we know r j , and this obviously implies (Nr)i. 
Case Rrstt with r not a constant. Then \Rrstty\o < a was generated by 
Rule 5 from |r|o < a' < a and |i?ra,stty|o ^ am < & for all nonnegative 
integers m. By induction hypothesis we know r J, and (Rmstt) j for all m, and 
this obviously implies (Rrstt)[. 
Case Rrs with r not a constant. Then |iìr52ry|o < a w a s generated by 
Rule 5 from |r|g < a' < a and \Rmszy\o < am < a for all nonnegative 
integers m. We also know that \ROszy\o < an was generated by Rule 6 from 
|<sy|o ^ ao < a0- By induction hypothesis we know rj, and s j , and this clearly 
implies (Rrs)l. 
Case Rr with r not a constant. Then |i?ryzy|o ^ a w a s generated by Rule 5 
from |r|o < a* < a and \Rmyzy\o < am < a for all nonnegative integers m. 
By induction hypothesis we know r | , and this clearly implies (Rr)[. 
Case ROstt. Then \ROstty\o < a was generated from \sty\o < arj < a by 
Rule 6. By induction hypothesis we know (st)|. Since lred(i?0s*f) = st, we can 
conclude (ROstt )|. 
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Case R(m + l)stt Then \R(m + l)stfy|o < a was generated from 
|tfm(Ämst)fy]o < aç) < a by Rule 7. By induction hypothesis we know 
(tm(Rmst)t) | . Since lred(J?(m + l)stt) = tm(Rmst% we can conclude 
(Ä(m + l)stf)|. 
Case Ä m s . We first show, by induction on m, that in the generation of 
\Rmszym\o < ßm there must occur \ROszyo\o < ßo for some ßo < ßm. For 
m = 0 there is nothing to show, and for m > 0 \Rmszym \Q < ßm was generated 
from \z(m - \)(R(m - \)sz)ym |Q < ß'm < ßm by Rule 7, and this in turn was 
generated from (among others) \R(m - \)szym_\|Q < ßm-\ < ßm, whence by 
induction hypothesis our claim follows. - Hence from \Rmszy\o < a we can 
infer \R0SZC\Q < a . But \ROszy\o < a was generated from |sy|o < <*o < a by 
Rule 6. By induction hypothesis we know s|, and this obviously implies (Rms)l. 
Case Rm. This term does not contain a convertible subterm, and hence the 
claim is trivial. 
Cases R±stt, R±s, R±. The leftmost reduction sequences for all these 
terms clarly terminate with J_. 
Case (Xx.r)st Then \(\x.r)sty\o < a was generated from |r[>]ty|o < 
o?o < a by Rule 1. By induction hypothesis we know (r[s]0 | . Since 
]ied((\x.r)st) = r[s]t, we can conclude ((\x.r)st)l. • 
To summarize, we have proved the following result. 
Theorem 4.5. Let r be a primitive recursive term of arbitrary level, possibly 
containing free variables and constants for finite functionals. Then we can find 
an ordinal a < £Q (by the constructions in Lemmas 4.1 and 4.3) such that the 
termination of the leftmost (or standard) reduction sequence for r is provable in 
elementary arithmetic (more precisely: primitive recursive arithmetic in Skolem's 
sense) plus tranfinite induction up to a. 
By a well-known result this implies that the length of the leftmost reduction 
sequence for r is bounded by an a-recursive function in the length of r. 
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