Abstract-Hamilton-Jacobi (HJ) reachability analysis has been developed over the past decades into a widely-applicable tool for determining goal satisfaction and safety verification in nonlinear systems. While HJ reachability can be formulated very generally, computational complexity can be a serious impediment for many systems of practical interest. Much prior work has been devoted to computing approximate solutions to large reachability problems, yet many of these methods apply to only restricted problem classes, do not generate controllers, and/or are extremely conservative. In this paper, we present a novel approach to approximate HJ reachability in which computing an optimal controller is viewed as a sequential classification problem. Even though we employ neural networks for this classification task, our method still provides safety guarantees in many cases. We demonstrate the utility of our approach in the context of safe trajectory following with specific application to quadrotor navigation. Offline computation and online evaluation confirm that our method preserves safety.
I. INTRODUCTION
Hamilton-Jacobi (HJ) reachability analysis has proven to be a powerful tool for offline verification of nonlinear systems. The result of such analysis is typically a (potentially time-varying) set of states from which a dynamical system satisfies a property of interest. This could be used, for example, to guarantee that an aircraft will always remain at the proper altitude, heading, and velocity despite uncertain wind conditions. Some formulations of reachability also provide an optimal controller to satisfy the desired property.
While there has been extensive prior work to develop both the theory of reachability analysis and practical tools to compute these sets and controllers [1] , numerical approaches to reachability suffer from the "curse of dimensionality." That is, they are unable to cope with "high" dimensional system dynamics without large sacrifices in accuracy. Unfortunately, here "high" means more than five dimensions, which effectively precludes these tools from being used in many key robotics and controls applications.
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Dept., University of California, Berkeley, USA. {vrubies, dfk, sylvia.herbert, tomlin}@berkeley.edu Left: sublevel sets of value functions computed using standard gridbased HJ reachability analysis (black, solid), a neural network with an analytically determined worst-case disturbance (blue, dotted), and a neural network trained against a learned disturbance (red, dashed). Right: hardware demo of quadrotor (center, circled in red) navigating around obstacles (blue lantern) in a motion capture arena.
controller using artificial neural networks. For the controlaffine systems we consider here, the control problem at each time step reduces to a 2 Nc -way classification problem for an N c -dimensional control space. Importantly, this scale is independent of the dimension of the state space.
Using this method for HJ reachability, we are able to produce conservative goal satisfaction and safety guarantees for (a) systems with only control and no disturbance, and (b) systems where we can obtain the worst-case disturbance policy independently (for example, analytically). Fig. 1 shows a computed set using standard grid-based HJ reachability analysis represented by the black solid line. The equivalent set computed using our learned controller and an analytically determined worst-case disturbance is shown with the blue dotted line, and is guaranteed to include the ground truth set (see Section IV-C for details). The red dashed line defines the set when both the control and the disturbance are learned.
We demonstrate our approach in the domain of safe robot motion planning using the Fast and Safe Tracking (FaSTrack) framework [2] . FaSTrack formulates trajectory following as a differential pursuit-evasion game played between a highfidelity dynamical model of the real system and a lowerfidelity model used for planning trajectories in real time. By solving this reachability problem offline, FaSTrack provides a tracking error bound (TEB), which a motion planner (using the low-dimensional model) may use to collisioncheck planned trajectories at runtime. Using our method, we can use FaSTrack with higher-dimensional, coupled dynamical models that were previously intractable. Additionally, because the planning model is low-dimensional, we can often produce an analytic formula for the disturbance policy (which consists of the planner's policy and external disturbances such as wind). This allows us to guarantee that the resulting TEB will be a conservative safety margin. Fig.  1 on the right show our results demonstrated on a quadrotor navigating safely and in real time through a cluttered room.
II. BACKGROUND A. Reachability Analysis
Hamilton-Jacobi (HJ) reachability analysis is used when solving an important class of optimal control problems and differential games. These tools are used to perform theoretical safety analysis and provide goal satisfaction guarantees. Applications include collision avoidance [3, 4] , vehicle platooning [5] , administering anesthesia [6] , and many others [7] [8] [9] . As more safety-critical autonomous systems enter the workspace and public life, tools for analyzing the robustness properties and goal satisfaction of these systems become ever more important.
We can characterize any reachability method (including HJ reachability) according to the following criteria: generality of system dynamics, computation of control and/or disturbance policies, flexibility in representation of sets, and computational scalability. HJ reachability performs well in the first three criteria, but sacrifices computational scalability due to its grid-based approach. Recent work has investigated decomposing high-dimensional systems for reachability [10, 11] ; nevertheless, HJ reachability is often intractable for analyzing coupled high-dimensional and/or multi-agent systems.
Other reachability methods are more scalable but require linear or affine system dynamics. Such methods may require representing sets using approximate shapes (e.g. polytopes, hyperplanes) [12] [13] [14] [15] [16] , or not account for control and disturbance inputs [17] . More complex dynamics can be handled by the methods in [12, [18] [19] [20] [21] , but these methods are generally less scalable or use simple set representations.
B. Neural Networks Applied to Control Systems
Feedforward neural networks are a type of parametric function approximator represented as a composition of nonlinear functions. Each of these functions can be constructed as a linear transformation followed by an element-wise nonlinearity. By the universal approximation theory, when the nonlinearity is the sigmoid or rectified linear unit, it can be shown that the network can approximate any continuous function arbitrarily well [22, 23] .
Recently, neural networks have become increasingly popular for high-dimensional control tasks. In deep reinforcement learning, for example, neural networks have been employed to learn complex controllers that enable robots to perform such tasks as unscrewing a bottle cap and inserting a peg in a slot [24] [25] [26] [27] . The control theory literature also includes examples in which neural networks have been successfully employed to approximate solutions to problems in optimal control or to find improved dynamical models [28] [29] [30] [31] [32] . Only recently have neural networks started to become adopted for approximate reachability analysis [33, 34] . Our method differs from the above due to its ability to provide reachability guarantees for higher dimensional systems using a classification-based neural network approach.
III. HJ REACHABILITY PROBLEM FORMULATION
Consider a differential game between two players described by the time-invariant system with state s ∈ S ⊂ R n evolving according to the ordinary differential equation:
where u is the control, and d is the disturbance (which can be due to wind, an adversarial player, etc.). Note that we start at an initial negative time −T and move towards a final time of 0. This is because in HJ reachability we typically propagate a value function (defined below) backward in time. We assume the dynamics are uniformly continuous, bounded, and Lipschitz continuous in s for fixed u, d. We define trajectories of this system as ξ(t; s, −T, u(·), d(·)). The input to this trajectory function is the current time t, and it is parameterized by the initial state s, the initial time −T , and given control and disturbance signals u(·), d(·). The output is the state at the current time. Following prior work in HJ reachability [3, 35, 36] , we require the disturbance to only use nonanticipative strategies, i.e. there exists a causal mapping δ :
We assume a target set L that is represented as the zerosublevel set of an implicit surface function l(s, t), which is generally a signed distance function (positive outside of L and negative inside). This can intuitively be thought of as a cost function representing distance to the target. Likewise, we represent a constraint set G as the zero-sublevel set of a similar implicit surface function g(s, t). By convention, states outside the constraint set are unsafe, e.g. in collision with an obstacle. As in [37] , the control wants to minimize, and the disturbance wants to maximize, the cost functional:
This functional may be interpreted as the smallest distance to target in the remaining time [t, 0], provided that the distance to target exceeds the greatest constraint-related cost. The value of the game is thus given by:
This value function characterizes the reach-avoid set, i.e. the set of states from which the controller can drive the system to the target set L while staying within constraint set G, despite the worst-case disturbance:
Approaches in [3, [37] [38] [39] are compatible with wellestablished numerical methods [40] [41] [42] [43] . However, these approaches compute V (t, s) on a grid, and they quickly become intractable as the dimensionality of the problem increases.
IV. APPROXIMATE REACHABILITY USING NEURAL NETWORK-BASED CLASSIFIERS
Many of the tools used to solve reachability problems employ grids to discretize the state space. This discretization becomes prohibitive as the dimension of the state space grows. Neural network function approximators are becoming increasingly popular for robotic control of high-dimensional systems. In this section we will introduce how to perform approximate reachability analysis for control-affine systems using neural-network-based classifiers.
A. Control-affine Systems
A control-affine system is a special case of (1) of the forṁ
where
and N d denote the cardinality of the control and disturbance vectors respectively. It can be shown that, for dynamics of this form, the optimal control (or disturbance) for any objective functional at any time is one of the 2 Nc (or 2 N d ) corners of the hyperbox containing u (or d). That is, the optimal control and disturbance policies are "bang-bang." We denote these corners U (or D ). Given this finite space of candidate optimal actions we can now re-frame the HJ reachability problem in (3) as a classification problem over time, which we can solve approximately using neural networks.
B. Dynamic Programming with Classifiers
We begin by discretizing time into small intervals of size ∆t. We will compute the locally optimal control and disturbance policies ( −k∆t : X → D encodes the locally optimal policy for time index k. In practice, these policies are encoded as neural networks which output a probability distribution over possible actions; the locally optimal control (or disturbance) is the maximizer of the relevant distribution.
Algorithm 1 describes the procedure for training these policies. The inputs are the system dynamics f (s, u, d), the state domain X , and the discrete sets of optimal controls and disturbances U and D respectively. Additionally, we specify the time horizon T , step size ∆t, and the cost functional C that maps initial state and control/disturbance policies to the overall cost from (2) . N is the number of points sampled from X at each iteration during training.
Beginning at k = 0 and iterating backward in time, we sample N random states {s i } N i=1 and simulate the dynamics forward in time by ∆t for each possible combination of control and disturbance actions. For each of the resulting states {s i } N i=1 , we again simulate the dynamics forward using the already-computed policies
−∆t )}, and compute the cost C(s , Π u , Π d ) for each trajectory. These costs determine the optimal control and disturbance for each sampled point. This information is aggregated into a dataset and used to train the neural network classifiers at time t = −k∆t.
We train each policy individually by minimizing the crossentropy loss between inputs and labels via stochastic gradient Algorithm 1: Policy Sets Computation
descent, for a pre-specified number of gradient steps. It is also possible to use a moving average of the KL-divergence between output distributions at each iteration as a stopping criterion. Since we expect policies to vary relatively slowly in time, we initialize the weights for each new network with those from the previous one. This serves two purposes: first, it serves as a "warm start" leading to faster stochastic gradient descent convergence, and second, it provides a mechanism for determining if the policy has converged. Once converged, the initial classification accuracy of a new policy is nearly equal to that of its predecessor. Specific training parameters and learning curves are in the Appendix.
The time to compute the locally optimal control and disturbance for each sampled state s grows linearly with time step k because computing the cost C involves simulating entire trajectories from time t = −k∆t to the final time t = 0. Although this does not represent a problem for the specific examples in this work (the policies converge for relatively small T /∆t), it could become problematic for large T /∆t. One promising way to circumvent this issue is to train an additional neural network in parallel to keep track of the cost directly. This could be likened to an actor-critic method, as opposed to the actor-only approach we follow in the paper.
Two of the main benefits of performing approximate reachability using neural network-based classifiers rather than grids are memory usage and time complexity. The memory footprint of medium-sized neural networks of the sort used in this paper can be on the order of 10 3 parameters or ∼ 10 Kb, as opposed to ∼ 10 Gb for grids of 4D systems. In our experience, Algorithm 1 typically terminates after a few hours (∼ 3 h) for the 6D and 7D systems presented in Section VI, whereas grid-based methods are completely intractable for coupled systems of that size.
C. Summary of Guarantees
Algorithm 1 returns a set of locally optimal policies for the control and the disturbance for a finite number of time steps. In order to obtain the value at a certain state s and time t, it suffices to simulate an entire trajectory from that state and time using the learned policies; the value V A benefit of working with policies rather than values is that in the case of no disturbance, the value function induced by the control policy will always upper-bound the true value. This means that the reach-avoid set using our neural network method will be a subset of the true reach-avoid set. For reachability problems involving a disturbance, if the optimal disturbance is known a priori, the same guarantees for reachavoid sets still apply. However, if the optimal disturbance is unknown and must also be learned, no guarantees can be made because the learned disturbance policy will not generally play optimally.
Proposition 1: If we assume (a) no disturbance, or (b) access to a worst-case optimal disturbance policy, then the computed reach-avoid set is a subset of the true set. Proof: First assume no disturbance. Due to the use of function approximators, the control policy Π u will always be suboptimal relative to the optimal controller u * (·), meaning it is less effective at minimizing the value function. Therefore, V Πu (t, s) ≥ V (t, s). Denoting the neural network reachavoid set as RA Πu := {s : V Πu (−T, s) ≤ 0}, by comparison we see that RA Πu ⊆ RA. When optimizing over both control and disturbance this guarantee does not hold because the disturbance will generally be suboptimal and therefore not worst-case. However, when provided with an optimal disturbance policy at the onset, we recover the case of optimizing over only control.
V. MOTIVATING EXAMPLE: FASTRACK
We will demonstrate our method applied to fast and safe dynamic motion planning. FaSTrack (Fast and Safe Tracking) is a recent method for planning and tracking a trajectory robustly and in real time [2] . During execution, a system is introduced to an environment with a priori unknown obstacles that are observable within a limited sensing range. As these obstacles are sensed, they are augmented by a precomputed tracking error bound (TEB). This bound is a safety margin that guarantees robustness despite worstcase bounded disturbances. A planner (represented by a lowdimensional planning model of the true system) is used to quickly generate trajectories around obstacles. For simplicity, we assume that this planner is geometric, that is, it generates piecewise linear trajectories with a maximum speed in each dimension. We denote the states of this planner p ∈ P ⊂ R 3 . The resulting plan is followed by the real system (called the tracker and represented by a more realistic tracking model) using a precomputed error-feedback controller. To precompute the TEB-the maximum relative distance between the planner and the tracker-and the corresponding error-feedback controller, we use HJ reachability analysis.
A. Formalizing the Pursuit-Evasion Game
The FaSTrack framework formulates a dynamic game wherein the tracker is pursuing the planner, and the planner is being as difficult as possible to track. We want to find the maximum relative distance between the two systems despite worst-case planner behavior; this is the TEB.
We consider a cost function g(r) (where r is the relative state) as the 2 distance between the two systems in position space. Relating this to typical formulations of HJ reachability, this cost function can be considered an implicit surface function with a zero-sublevel set G consisting of a single point at the origin. Intuitively, we can consider this as our "ideal" TEB (i.e. no tracking error at all). We then track the highest cost (i.e. largest relative distance) that occurs along optimal trajectories of the relative system. These optimal trajectories are found when planner and tracker use their controls to respectively maximize and minimize the cost (assuming the planner also uses nonanticipative strategies, with mapping ν p : u s (·) → u p (·)). This results in the following value function:
Here u p , u s , d are the planner controls, tracker controls, and disturbance, respectively. The trajectories of the relative system are represented by ξ(τ ; s, −T, u s (·), u p (·), d(·)). We assume the relative dynamics are affine in player controls. If the control authority of the tracking system is strong enough to maintain a bounded distance from the planning system, this value function will converge, V ∞ (r) := lim T →∞ V (−T, r). Every non-empty sublevel set of this value function is a controlled invariant set. The smallest nonempty sublevel set corresponds to the smallest possible TEB (which typically does not occur at the zerosublevel set). We can think of this TEB as the set that violates constraint set G by the smallest amount required to be dynamically feasible. In [2] , the corresponding errorfeedback controller is determined by the Hamiltonian, based on the spatial gradients of the value function and the relative dynamics. Note that the TEB and error-feedback controller depend only on the relative state between the tracking system and planning system, and are agnostic to the absolute state of the autonomous system in the environment. This allows the single precomputation to be applicable anywhere in the a priori unknown environment.
Solving this offline problem using HJ reachability results in an optimal error-feedback controller and provides robustness guarantees for the TEB. However, this precomputation becomes intractable for high-dimensional coupled systems (5+ dimensions). Some work on decomposition methods alleviates the curse of dimensionality, but either requires v max ← min{v max , V ∞ (r(s, p)} 7 Return v max dynamic models of a specific form [10] or produces approximate results [11] . By using our neural network approach, we can apply the FaSTrack algorithm directly to higherdimensional systems.
B. Computing a Tracking Error Bound
We can solve for the converged control and disturbance policies π u −∞ and π d −∞ by running Algorithm 1 to convergence. In some cases, we may be able to compute the optimal infinite-horizon (converged) disturbance policy d * (·) analytically, in which case we no longer need to solve for π (5) is the maximum relative distance between the planning and tracking systems, we observe that the minimum of this function is precisely the minimal TEB.
While there are many ways to minimize the value function, the sampling-based strategy of Algorithm 2 is uniquely suited to the structure of the FaSTrack value function. Specifically, it relies on the fact that V ∞ (r) ≥ proj P (r) 2 . Algorithm 2 begins by computing V ∞ at the origin. This value surely upper-bounds the minimum. Moreover, by definition no relative state r with proj P (r) 2 > V ∞ (0) can improve upon this value. By repeatedly sampling and refining this upper bound on the minimum of V ∞ , the algorithm converges upon the true minimum, which is the TEB.
A variety of stopping conditions χ may be considered in Algorithm 2. For example, one could sample a fixed number of times, or wait until a fixed number of samples have been taken without improving v max . In practice, it is useful to find a TEB whose corresponding controlled invariant set includes the origin. This property ensures that an initial planner state of proj P (s) (for tracker state s) is inside the controlled invariant set. If the set did not include the origin, then we would need to start the planner at a non-zero relative distance from the tracker such that the initial relative state was inside the set. For convenience, in Section VI we use the value at zero to compute the TEB.
Following Section IV-C, when the optimal converged disturbance policy π d −∞ is known analytically-as in the case of geometric planning-the TEB computed by Algorithm 2 will over-approximate the true minimal TEB. As in the proof of Proposition 1, this follows from the fact that V Πu,d * (t, s) ≥ V (t, s). For this reason, the TEB still provides a rigorous safety guarantee in this regime. However, in general π
is sub-optimal, meaning that V ∞ (r) may either over-or under-approximate the true value function. Thus, there is no guarantee of remaining within the computed TEB at run-time. Rather than abandoning FaSTrack completely and reverting to a fixed heuristic error margin, we propose a heuristic increase of the disturbance's control authority, and hence of the computed TEB. In the worst case, this essentially reduces to the fixed heuristic error margin. In many cases, however, the disturbance policy will be nearly optimal and we can use only a moderately-expanded TEB.
VI. RESULTS

A. FaSTrack Precomputation
We apply our algorithm to solve the FaSTrack framework for different models of quadrotor dynamics. Under small angle assumptions, these models are control-affine. We begin by considering a 6D near-hover model that decouples into three 2D models and hence may be solved by traditional grid-based techniques. Then, we present results for a fullycoupled 7D model. 
Because the quadrotor model assumes zero yaw angle and that thrust acceleration is approximately g, it decouples into three 2D subsystems: (x, v x ), (y, v y ), and (z, v z ). This decoupling is preserved when considering the relative dynamics:
One consequence of this decoupling is that there are now three TEBs, one each for x, y, and z dimensions. The backprojection of these interval TEBs into R 3 is a box. The disturbance and planner both want to maximize the relative distance between the planner and the tracker, so we can group them together into a single disturbance term for each subsystem, e.g.ṙ x = s vx −d vx , whered vx ∈ [−0.5, 0.5]. So long as the planner dynamics do not change, As proven in Sec. V-B, the neural network TEB will always over-approximate the minimal TEB when the disturbance plays optimally. This is corroborated in Fig. 2b , where the x-TEB is slightly larger than the x-TEB in Fig. 2a . Also note that, even when we train π d −∞ from scratch against π u −∞ , the resulting control policy in Fig. 2c is not significantly different. Moreover, the size of the level sets in Fig. 2c are midway between those in Fig. 2a and 2b , as expected.
2) 7D Coupled: We remove the assumption that T ≈ g and introduce yaw (ψ) into the model as an extra state in (8) . The system is now coupled through both thrust and yaw. We also introduce yaw rate controlψ ∈ [−1.0, 1.0] rad/s.
We note that these dynamics are not affine in the control. However, for small φ and θ, the Hamiltonian is monotone in all control variables, and therefore the optimal control in near-hover conditions is still "bang-bang," allowing us to extend our approach beyond strictly control-affine systems.
This dynamical model is too high-dimensional and coupled for current grid-based HJ reachability schemes. In contrast, our neural network approach is able to compute the TEB and the associated controller. In the next section we will demonstrate FaSTrack in hardware using the neural network controller computed in Algorithm 1 for these dynamics.
B. Hardware Demonstration
We tested the learned controller computed using the dynamics models (7) and (8) on a Crazyflie 2.0 quadrotor in a motion capture arena. Fig. 3 displays results for (8) using a learned disturbance policy. As shown, the quadrotor stays well within the TEB. These results are especially encouraging because in this particular experiment Π u was trained against a sub-optimal disturbance policy, meaning that we do not have the guarantees that follow from using an analytic disturbance. Even though we do not have a rigorous safety guarantee in this general case, these results corroborate our intuition from Fig. 2 where the TEB is essentially unchanged when using a learned disturbance instead of the optimum.
VII. CONCLUSION
In this paper, we present a novel classification-based approach to approximate HJ reachability analysis, and demonstrate its efficacy for real-time safe trajectory following using FaSTrack. When the optimal disturbance policy is known a priori, our method is guaranteed to preserve the same safety guarantees provided by grid-based reachability analysis. We verify this result on a 6D decoupled, near-hover quadrotor model which traditional grid-based dynamic programming techniques are able to solve. Although we cannot provide the same offline verification for higher dimensional models for which the grid-based approach is intractable, hardware demonstration provides some measure of validation.
We are excited to apply this method to more complicated, higher dimensional dynamical systems, including ground vehicles and robotic manipulators. Such systems are of considerable interest to the broader research and industrial communities; extending HJ reachability to this domain could have a large influence in safe automation, verification, and regulation. Additionally, future work will involve a more thorough comparison of our method to other approaches to approximate reachability. Specifically, we are interested in investigating the relative over-conservativeness of these methods and their computational and memory complexities.
APPENDIX
This paper used feedforward neural networks with two hidden layers of 40 neurons, with rectified linear units (ReLUs) as the activation functions and a final softmax output. The gradient descent algorithm employed at training time was RMSprop with learning rate α = 0.001 and momentum constant β = 0.95. The number of points N sampled at each iteration was 200k and the batch size 5k. All initial weights and biases were drawn from a uniform probability distribution between [−0.1, 0.1]. All computations were performed on a 12 core, 64-bit machine with Intel Core i7-5820K CPUs @ 3.30GHz. Fig. 4 shows a typical learning curve when running Algorithm 1. Each iteration corresponds to five thousand gradient updates. The top figure shows the progression of the training error in each iteration. The bottom figure displays the validation error for previously unseen data. The fact that the training and validation figures look so similar is an indication that our model is not over-fitting. At the beginning of each iteration, there is a spike in the classification error. This is expected since each new training cycle begins by training a new policy with "old" parameters on new data. These spikes slowly shrink as the policies start to converge. Classification error is computed with respect to the latest data collected, as explained in Section IV-B. This implies that at each iteration some of the labels for training might not be globally correct (due to the sub-optimality of the learned policies). In our experiments, this did not have a noticeable impact on the overall performance of the controllers, perhaps due to the rapid convergence of the value function.
Note that in Fig. 4 the final classification error for the zeroth iteration was ≈ 0.005%, while in later iterations it increased to ≈ 0.04%. We argue that this increase in the classification error is intimately tied to the underlying complexity of the policy we are trying to approximate. The decision boundaries may be much less complicated in early iterations than they are in later iterations.
