Uses of the Buys-Ballot table for choice of appropriate transformation (using the Bartlett technique), assessment of trend and seasonal components and choice of model for time series decomposition are discussed in this paper. Uses discussed are illustrated with numerical examples when trend curve is linear, quadratic and exponential.
Introduction
A time series is a collection of observations made sequentially in time. Examples occur in a variety of fields, ranging from economics to engineering and methods of analyzing time series constitute an important area of statistics [1] . Time series analysis comprises methods that attempt to understand such time series, often either to understand the underlying context of the data points (Where did they come from? What generated them?), or to make forecasts. Time series forecasting is the use of a model to forecast or predict future events based on known past events.
Methods for time series analyses are often divided into three classes: descriptive methods, time domain methods and frequency domain methods. Frequency domain methods centre on spectral analysis and recently wavelet analysis [2, 3] , and can be regarded as model-free analyses. Time domain methods [4, 5] have a distributionfree subset consisting of the examination of autocorrelation and cross-correlation analysis.
Descriptive methods [1, 6] involve the separation of an observed time series into components representing trend (long term direction), the seasonal (systematic, calendar related movements), cyclical (long term oscillations or swings about the trend) and irregular (unsystematic, short term fluctuations) components. The descriptive method is known as time series decomposition. If short period of time are involved, the cyclical component is superimposed into the trend [1] and the observed time series  , t X can be decomposed into the trend-cycle component Decomposition models are typically additive or multiplicative, but can also take other forms such as pseudoadditive/mixed (combining the elements of both the additive and multiplicative models).
Additive Model:
Multiplicative Model: t
Pseudo-Additive/Mixed Model;
The pseudo-additive model is used when the original time series contains very small or zero values. For this reason, this paper will discuss only the additive and multiplicative models.
As far as the traditional method of decomposition is concerned (to be referred to as the Least Squares Method (LSE)), the first step will usually be to estimate and eliminate t M for each time period from the actual data either by subtraction for Equation (1) or division for Equation (2) . The de-trended series is obtained as t X ˆt M  for Equation (1) or t t X M for Equation (2) . In the second step, the seasonal effect is obtained by estimating the average of the de-trended series at each season. The de-trended, de-seasonalized series is obtained as
X M S for Equation (2) . This gives the residual or irregular component. Having fitted a model to a time series, one often wants to see if the residuals are purely random. For detailed dis-t s  cussion of residual analysis, see [4, 7] .
It is always assumed that the seasonal effect, when it exists, has periods. That is, it repeats after s time periods.
, for all
For Equation (1) , it is convenient to make the further assumption that the sum of the seasonal components over a complete period is zero. Similarly, for Equations (2) and (3), the convenient variant assumption is that the sum of the seasonal components over a complete period is s. white noise for Equation (1), while for Equation (2) , is the Gaussian
white noise. This paper discusses the uses of the Buys-Ballot table for 1) choice of appropriate transformations (using the Bartlett technique) 2) assessment of trend and seasonal components and 3) choice of model for time series decomposition. We describe in great detail the Buys-Ballot table in Section 2 for better understanding of the methods used to achieve these objectives.
When any of the assumptions underlying the time series analysis is violated, one of the options available to an analyst is to transform the study series. The choice of appropriate transformation for a study series using BuysBallot table is described in Section 3. The presence and nature of trend and seasonal component of a study series can be inferred from the plot and values of the periodic /annual and seasonal averages. Assessment of trend and seasonal component of the actual series from the BuysBallot table was discussed in Sections 4 and 5 respectively. A major problem in the use of the descriptive time series analysis is the choice of appropriate model for time series decomposition. This problem was addressed using Buys-Ballot table in Section 6. Numerical examples are also given to illustrate these uses. Season (j) Transformation is a mathematical operation that chang th formation include stabilizing variance, normalizing, reducing the effect of outliers, making a measurement scale more meaningful, and to linearize a relationship. For further details on reasons for transformation, see [3, 14] . Many time series analyst assume no rmality and it is well known that variance stabilization implies normality of the series. The most popular and common are the powers of transformations such as log ,
Buys-Ballot
Selecting the best transrequired model for the transformed t X at the same time [15] . [16] have shown how to apply Bartlett transformation technique [17] to time series data using the Buys-Ballot ta hms of the group sta ble and without considering the time series model structure. The relation between variance and mean over several groups is what is needed. If we take random samples from a population, the means and standard deviations of these samples will be independent (and thus uncorrelated) if the population has a normal distribution [18] . Furthermore, if the mean and standard deviation are independent, the distribution is normal. [16] showed that Bartlett's transformation for time series data is to regress the natural logarit  for the parts. For seasonal data with the length of the periodic itions the observed data into m periods or rows for easy application. [16] showed that Bartlett's transformation may also be regarded as the power transformation
Summary of transformations for various values of  is given in Table 2 . However, [16] concluded that it is better to use the estimated value of the slope,  , rectly in the power transformation (Equation (8) e series. Among other featur th riodic means follows the same pattern as the plot of the entire series with respect to the trend. Therefore, instead of looking at the plot of the entire series, one may look at only the plot of the period/annual means in order to choose the appropriate trend. We use the following examples to illustrate this. Table 4 Gaussian are the   
Linear Trend he data of
As an illustration, we observe from Figure 1 . The estimate of the parameters of the trend of the entire series can be determined from the estimate of the trend of the periodic means in quadratic [12] and exponential [13] trend curves as shown below. (9) .
Quadratic Trend
The data of 
where The data of T (exponential trend and additive model) and Figure 5 is a simulation of 100 v additive model
Exponential Trend able 4
alues from the 
Assessment of Seasonal Component
The seasonal component consists of effects that are reasonably stable with respect to timing, direction and magnitude. Seasonality in a time series can be identified from the time plot of the entire series by regularly spaced peaks and troughs which have a consistent direction and approximately the same magnitude every period/year, r lative to the trend. onal effect, the overall average e- . That is, the deviations of the differences seand the overall average (additive model) from zero or the ratios of the seasonal averages to the overall average from unity (multiplicative model) is used to assess the presence of seasonal effect. The wider the deviations, the greater the seasonal effect. This is illustrated below with stimulated time series data for the additive and multiplicative models when trend-cycle components are assumed 1) linear (Equations (9) and (10), respectively) 2) quadratic (Equations (13) and (14), respectively) and 3) exponential (Equations (16) and (17) AM sonal effects from these series are given in Traditionally, the ime plot of the entire series is us d to make the appropriate choice between the additive and models. In some time series, the amplitude of both the seasonal and irreg tions do not the level of the trend rises or falls. In such cases, an additive model is appropriate. In many time series, the amplitude of both the seasonal and irregular variations increases as the level of the trend rises. In this situation, a multiplicative model is usually appropriate. The multiplicative model cannot be used w l time series contains very small or zero values. This is because it is not possible to divide a number by zero. In these cases, a pseudo-additive model combining the elements of both the additive and multiplicative models is used.
How can an appropriate model be obtained from the Table 6 are given in show no appreciable change relative to the plot sonal averages ( . j X ) in all the series. However, as earlier, when trend dominates other components, the sea sonal standard deviations may not follow the observed pattern and therefore, may not be used effectively for choice of appropriate model for decomposition. Therefore, the use of the plot of the seasonal averages and standard deviations as basis for the choice of appropriate model should be done wi noted -th great care. 
Conclusions
This paper has examined four uses of the Buys-Ballot table. Uses examined in detail include 1) data transformation 2) assessment of trend 3) assessment of seasonality and 4) choice of model for decomposition. Use of Buys-Ballot table for the estimation of trend and computation of seasonal indices was not discussed in details. For data transformation, the relationship between period /annual averages and standard deviations was used. Assessment of trend is based on the period/annual averages while the assessment of the seasonal effect is based on the seasonal and overall averages. The choice of appropriate model for decomposition is based on the seasonal averages and standard deviations.
