We investigate a system coupling the nonlinear Schrödinger equation and the inviscid Burgers equation, which models interactions between short and long waves (for instance in fluids). Well-posedness for the associated Cauchy problem remains a difficult open problem and so we tackle it here via a linearization technique. We establish a linearized stability theorem for the Schrödinger-Burgers system when the reference solution is an entropy-satisfying shock wave to Burgers equation. Our proof is based on suitable energy estimates and on properties of hyperbolic equations with discontinuous coefficients. Numerical experiments support and expand our theoretical results.
Introduction

Background
In [6] , Benney introduced and studied several systems of partial differential equations which model the interaction of short waves and long waves arising in a variety of physical applications. These models are relevant, for instance, for the description of gravity waves in fluids or internal-surface waves. Several such systems were studied in the literature, especially systems that introduce a coupling between the nonlinear Schrödinger equation (for the short waves) and a general partial differential equation (for the long waves). In the literature, the latter is often a linear transport equation or a nonlinear hyperbolic balance law (which might also include dispersive or dissipative terms). More precisely, the general class of Benney's systems reads i ∂ t u + ic 1 ∂ x u + ∂ xx u = αu v + γ|u| 2 u,
where c 1 , c 2 , α, β, γ, µ and ν are real constants, and the unknown functions u = u(t, x) and v = v(t, x) represent the short waves and the long waves, respectively. For instance, Tsusumi and Hatano [25, 26] studied the coupling with a general linear equation in v, while Bekiranov, Ogawa, and Ponce [7] studied the coupling with the Korteweg-de Vries (KdV) equation. More recently, there has been a renewed interest in the (particularly challenging) coupling with nonlinear balance laws, which motivates us here to consider the following nonlinear Schrödinger-inviscid Burgers system (with ε > 0):
(1.2)
Objective of this paper
Therefore, despite recent efforts on this subject, the existence of weak solutions to the Schrödinger-Burgers system remains an open problem. In the present work, we shed some light on the systems (1.1) via a linearization approach and, specifically, we establish that solutions to (1.2) are linearly stable, when the reference solution consists of an entropy-satisfying shock wave to the inviscid Burgers equation. Observe that the linearization of nonlinear hyperbolic equations (and systems) in a class of weak solutions was first investigated in LeFloch [20, 21] . More recently, this question was revisited by Godlewski and Raviart [16] from a numerical analysis standpoint and for systems in several space dimensions. Schematically, we will adopt the following approach. Given a system of partial differential equations and a solution U = U δ (t, x) which we assume to depend upon a (small) parameter δ > 0, we can formally seek for an expansion of the form
where U (0) is the chosen reference solution. Formally at least, one can linearize the given (nonlinear) system around U (0) and derive a system for the first-order perturbation U (1) . If we manage to establish an estimate of the form (on each compact time interval [0, T ], say)
for some norm · and some continuous function G T : R + → R + vanishing at the origin, then we may expect that the nonlinear stability estimate U δ (t)−U (0) (t) ≤ G T U δ (0)−U (0) (0) would then follow. This classical strategy was followed in LeFloch [21] for solutions to linear hyperbolic systems with discontinuous coefficients, and estimates in the L 1 norm or in the total variation were derived therein, leading indeed to a proof of the L 1 continuous dependence of solutions for nonlinear systems of conservation laws. Concerning linear hyperbolic equations with discontinuous coefficients, extended work is now available and, in addition to to [20, 21, 16] , we refer the reader to [22, 11] as well as Bouchut and James [8] , who introduced a notion of duality solution for scalar equations.
For the system under consideration in the present work, the nonlinear stability estimate (1.4) remains a very challenging open problem so that the present work focuses on a linearized analysis which, as we will see is already quite involved. We are going to analyze solutions to the Schrödinger-Burgers system (1.2), when the reference solution consists of a shock wave (in v) and a smooth oscillatory traveling wave (in u). Our main result will be a rigorous derivation of a stability estimate like (1.4).
Outline of this paper
To start off our analysis, we need to describe the particular solution, which will serve as a reference solution. For clarity in the presentation, we consider first the limiting case ε = 0. It is not difficult to check that there exists a (stationary) traveling wave solution
in which b is an arbitrary real parameter and ϕ is a stationary shock wave (normalized, from now on and without loss of generality, so that ξ = 1) to Burgers equation, while the function r ∈ W 2,∞ (R) is a solution to the ordinary differential equation
We look for solutions that are continuous with continuous derivative at x = 0, so that, with obvious notation,
and r + (0) = r − (0) and r + (0) = r − (0). Elementary methods lead to us, if b ≤ −1, to 6) and, if −1 < b < 1, to
where A, C are arbitrary constants. More generally, when ε > 0, the corresponding solution r ε (x) is given by
and
No closed formula is now available but standard arguments for ordinary differential equations (i.e. Picard's theorem and an energy estimate) yield the existence and uniqueness of a global solution r ε ∈ W 2,∞ (R) of (1.8). An argument of continuity with respect to parameters shows that, as ε → 0, one has r ε → r in C 1 loc (R) (uniform convergence of first-order derivatives), where r is defined by (1.6)-(1.7).
Obviously, the choice of a minus sign in (1.9) is not arbitrary. Indeed, one could attempt to perform the foregoing analysis with the (monotone increasing) weak solution ϕ ε (x) = sgn x εr 2 ε (x) + 1. However, as we shall see, the choice (1.9) correspond to an entropy-satisfying shock and guarantees uniqueness to the linearized problem. (Infinitely many solutions would otherwise be available.) Hence, the system (1.2) may be viewed as a diffusive regularization of Burgers equation which properly takes into account the small-scale effects, and thus allows us to consider the whole model as a relevant physical model. An outline of the paper follows. In Section 2, we consider the weakly coupled problem obtained by setting the parameter ε to zero. This regime is physically interesting, since (as was argued in [14] ) it reflects the fact that a shock wave is a macroscopic phenomenon while the Schrödinger equation models a microscopic one. One main difficulty stems from the fact that the linearized system involves a transport equation with discontinuous coefficient. In the case ε = 0 the linearized hyperbolic equation can be solved explicitly and yields a singular solution containing a Dirac measure [20] . Our main task is to analyze the interaction between this measure-solution and the solution to the Schrödinger equation.
In Section 3, we consider the full problem with ε > 0 and we establish our main stability result. The analysis of the linearized system in this general regime is made challenging by the fact that the Schrödinger equation now has a nonlinear right-hand side coupled to the hyperbolic equation, and it is convenient to rely on a change of variables introduced earlier in [15, 1] in order to derive a formulation amenable to Kato's semi-group method [19] . Moreover, the linearized hyperbolic equation still involves the product of a measure by a discontinuous function and can no longer be solved explicitly. It is more delicate to define a suitable notion of solution. Finally, in Section 4, we present some numerical experiments and illustrate our theoretical results.
2 Linearized stability for a weakly coupled system
Stability statement
Our first objective is the linearized analysis of the system (1.2) when the coupling parameter ε is set to zero. Thus, we consider the weakly coupled system (t > 0, x ∈ R)
We linearize this system around the solution e ibt r, ϕ described in the introduction, especially (1.6) and (1.7). We make the substitution
u → e ibt r + δe ibt u for some small parameter δ > 0. By identifying first-order terms in δ, we find
which we supplement with the initial data
(The notion of weak solution used in the following theorem will be clarified shortly.)
Theorem 2.1 (Linearized stability for a weakly coupled system). Let r = r(x) be defined by (1.6) or (1.7) and ϕ = − sgn(x). Then, the solution (e ibt r, ϕ) to system (2.1) is linearly stable in the following sense: for any T > 0 and any initial data (2.3), the system (2.2) admits a unique weak
4)
where G T : R + → R + is a continuous function vanishing at the origin.
The solution v in Theorem 2.1 was first introduced in [20] and can also be interpreted as the unique duality solution to the second equation in (2.2) in the sense of [8] .
Proof of stability
We now discuss the relevant notion of weak solutions and we establish the linearized stability property of interest. We need to establish existence and uniqueness for the problem (2.2)-(2.3) and derive the bound (2.4). First of all, we observe that the second equation in (2.2) admits an explicit solution (determined in [20] , even for general Riemann data):
where
and δ Σ T denotes the Dirac distribution concentrated on the line segment
In all that follows, and since the final time T > 0 is arbitrary but fixed, we simply use Σ to denote Σ T .
Some remarks about (2.5) are in order. First, observe that v is clearly a solution to (2.1) outside the line Σ T . Second, observe that replacing the expression of v in (2.1) leads to a product of the discontinuous function 2ϕ by the distribution δ Σ , which has no meaning in distribution theory. Therefore, in agreement with the definition introduced by LeFloch [20] , one defines 2ϕδ Σ = σ, where σ is the speed of propagation of the shock ϕ which coincides with the direction of Σ (in this case, σ = 0). This gives
so that the definition of the product 2ϕδ Σ merely translates the natural fact that δ Σ is invariant in the direction of Σ. With this in mind, it is easy to see that v t + 2(ϕv) x = 0.
Let us now show the estimate
which will establish the linearized stability for the second equation in (2.1). First, it is obvious
Since
whence (2.6). We now turn our attention to the Schrödinger equation in (2.2). In order to establish the existence of a solution, we regularize the singular term v r and, for each n > 0, we consider the problem iu
where ρ is a standard mollifier, V (x) = ϕ + b, ϕ = − sgn x, and v is given in (2.5). In addition, u n 0 ∈ H 2 (R) is some regularization of the data u 0 , but our final estimate will actually hold with u 0 ∈ H 1 , only. Standard techniques (cf. for instance [9] ) about the semi-group generated by i(∆ − V ) with a potential V ∈ L ∞ imply that, for each n, the problem (2.7) with u n 0 ∈ H 2 admits a unique
). This latter property follows easily from the fact that
In oder to justify the passage to the limit n → ∞ in the equation (2.7), we need first obtain a (uniform in n) estimate for h n , namely
for some uniform c.
, by neglecting the term involving v (which was already dealt with) and by using the unit integral property of the mollifier, we find
from which (2.9) follows. Next, we derive an estimate of the L 2 -norm of u n . Consider the equation (2.7), multiply it by u n , and take the imaginary part: Im(iuu t + uu x x) = Im(urh n ), where, from now on, we omit the superscript n. Since Im iuu t = 1 2 ∂ t |u| 2 , by integrating over R, we find
where we have used Im
We now estimate the gradient of u n , as follows. Multiply the equation (2.7) by u t , take the real part, and integrate over R in order to obtain
Then, an integration over (0, T ) gives (recalling that r is bounded)
We now estimate the terms on the right-hand side. First, using (2.9) and a weighted Young inequality, one has
and, in view of (2.8),
Next, using (2.12) and (2.13) in (2.11) gives
which, along with (2.10), implies u n 2
dτ . An application of Gronwall's lemma then leads us to u n H 1 ≤ c(t) for some continuous function of t that is independent of n. Thus, there exists u ∈ L ∞ (0, T ; H 1 ) such that as n → ∞ (after the extraction of a subsequence)
Furthermore, since h n → v in the sense of distributions (with v given by (2.5)), it follows from
) weak * and we conclude that u satisfies the first equation in (2.2). Uniqueness is a consequence of the linearity of the equation. It is possible to deduce additional regularity. Indeed, since u ∈ L 2 (0, T ;
2 ), which completes the proof of Theorem 2.1.
3 Linearized stability for the Schrödinger-Burgers system
Stability statement
We now turn to the linearization of the full system (1.2) (with ε > 0) and consider the reference solution (e ibt r ε , ϕ ε ) given in Section 1; cf. (1.8),(1.9). After a routine calculation, we arrive at the following linearized Schrödinger-Burgers system
supplementd with the initial data
We introduce the following notion of weak solution.
Definition 3.1. Consider the reference functions ϕ ε and r ε in (1.
is called a weak solution to the Cauchy problem (3.1)-(3.2) if the following conditions hold:
1. u is a weak solution to the Schrödinger equation
, and in the sense of distributions on R × (0, T )
with ϕ ε δ Σ := 0.
3. Finally, the initial data are assumed in a natural sense.
This definition agrees with the one in Section 2.2 and, as far as the hyperbolic equation is concerned, generalizes the one in [20] [8] ) to the second equation of (3.1) (as follows easily from Theorem 4.3.2 therein, by taking the source-term into account).
We are now in a position to state the main result of this paper. 7) . Then, the solution (e ibt r ε , ϕ ε ) to system (1.2) is linearly stable in the sense that, for any T > 0, and any initial data (2.3), the system (3.1) admits a unique weak solution (u, v) = (u(t, x), v(t, x)) in the sense of Definition 3.1 with
Proof of stability
This section contains a proof of Theorem 3.3, that is, a proof of well posedness for the problem (3.1)-(3.2). To this end, it is necessary to carefully study the coupling between the two equations and deal with the lack of regularity of the coefficient of the second equation. We can first establish a well-posedness result for a regularized problem with smooth coefficients, as now stated.
Proposition 3.4. Let a j = a j (x) (j = 1, . . . , 5) be real functions in W 2,∞ (R) such that a 5 = a 3 up to a multiplicative constant, and fix any data u 0 ∈ H 2 (R) and v 0 ∈ H 1 (R). Then, the problem
with prescribed initial data (u(0), v(0)) = (u 0 , v 0 ), admits a unique solution satisfying for all T > 0
Proof. In order to construct the local-in-time (strong) solution to (3.6), we follow the technique in [24, 15] and introduce an auxiliary system with non-local source, which can be tackled via Kato's theory [19] . This is necessary in order to write the system (3.6) without derivative loss (see [15] for details). In other words, by refering to [15] for the motivation, we consider the linear system
where F is the complex conjugate of F and F, u are defined by
while the initial data read
Once we have a solution
to the problem (3.7), one can argue (as in [15, Lemma 2.1]) and show that (u, v) given by (3.7)-(3.8) is actually the desired solution in the statement of the proposition. At this stage, we only sketch the argument since it is quite similar to the one in [1, 15] . First, we write (3.7) as a system of three equations, by decomposing F into its real and imaginary parts, which allows us to obtain the abstract form
with U = (Re F, Im F, v) and some initial data U 0 . The key point is to decompose the operator
in the form SA(U )S −1 = A(U ) + B(U ) for some operator B (again, see [1, 15] for a similar statement). In the present setting, we obtain such a decomposition by setting
The relevant properties satisfied by S (in particular about (1 − ∆) 1/2 ) can be found in [18, Section 8] . Observe that the right-hand side of (3.11) is linear in U , so that it is straighforward to derive the necessary estimates for the source g and we may finally apply [19, Theorem 6] and conclude with the existence of F, v satisfying (3.10).
We have thus established a local existence result for the Cauchy problem (3.6) and, now, in order to show that the solution exists for all times T > 0, we must derive certain a priori estimates. We begin with an energy inequality satisfied by solutions to (3.6). Multiply the first equation in (3.6) by u t , take the real part, and integrate over R, so that
Since by assumption a 5 = ca 3 for some constant c, we can use the second equation in (3.6) and find Re
Plugging this result into (3.12), we arrive at the energy conservation property
and an immediate consequence is thus
(3.14)
Now, multiplying the second equation in (3.6) by v, integrating over R, performing various calculations, and finally applying Gronwall's lemma (assuming v smooth without loss of generality, since the corresponding norm does not appear in the final estimate), we find v Next, multiplying the first equation in (3.6) by u, taking the imaginary part, and integrating in R, we obtain 1 2 for some continuous function c = c(t).
To complete the proof, we need to an estimate on v x , v t , u t and u xx and we only sketch this direct argument. First, we differentiate the second equation in (3.6) with respect to x, we multiply by v x and integrate over R. We obtain v x 2 2 ≤ c u xx 2 2 , together with terms that have already been estimated. Considering the first equation in (3.6), we multiply by u xx , integrate over R, and use Young's inequality; this leads us to control u xx 2 2 ≤ c u t 2 2 + c. Now, by multiplying the first equation in (3.6) by u t , taking the imaginary part, integrating over R, and using Gronwall's lemma and Young's inequality, we control u t 2 2 ≤ γ u xx 2 2 +c for some small γ. These estimates combined together give us precisely the regularity stated in the proposition which is now completed.
To be able to apply Proposition 3.4, we now introduce a regularized version of the linearized system (3.1). For δ > 0, we define ϕ 
to the Cauchy problem (ε being omited) 18) with initial data
With this solution in hand, we need estimates that are uniform in δ and, clearly, the estimate in the proof of Proposition 3.4 are not suitable, since they involve norms of derivatives of ϕ δ . Since ϕ δ approaches a discontinuous function as δ → 0, these estimates provide no information on the limit δ → 0.
uniformly in δ > 0.
Proof. In what follows, the constants c may depend on t. From (3.16), by using the duality
and, from the energy conservation property (3.13),
Now, by multiplying the second equation in (3.18) by a test function in H 1 and integrating in time, we obtain (since
The latter inequality is a consequence of (ϕ δ ) 2 ≤ c|ϕ δ |, which follows directly from (1.8)-(1.9). Also, the same equation yields immediately
In view of the estimates (3.21)-(3.24), it is necessary to bound R |ϕ δ |v 2 dx, only. Namely, by multiplying the second equation in (3.18) by v|ϕ δ |, we obtain 1 2
and, since sgn ϕ δ (x) = − sgn x (thanks to our choice of regularization),
Thus, using again (ϕ δ ) 2 ≤ c|ϕ δ |, we arrive at
The estimates (3.21)-(3.25) and Gronwall's lemma lead to the desired properties in (3.20) . The estimates for u xx and u t in (3.20) follow from the equation satisfied by u and the proof of Lemma 3.5 is now completed.
Returning to the proof of Theorem 3.3, we see that (3.20) imply that there exist u, v, ξ such that (for a subsequence)
The distribution v obtained in this way is now checked to be a solution to the second equation in (3.1). As observed in Section 2.2, this is not a trivial question since v has a Dirac singularity on the line Σ = {(0, t), t ∈ (0, T )}, and ϕ is discontinuous on Σ. Following Section 2.2, it is necessary to use the information provided by the equation to define a suitable notion for the flux ϕv. Our first observation is as follows: if Ω is an open set contained in I × (0, T ) with
) and, moreover, v satisfies the second equation in (3.1) in Ω. To check this, note that, in Ω, the function ϕ is smooth and bounded away from zero. Therefore, from the last property in (3.26), we find
) and, along with the second convergence property in (3.26), we obtain v| Ω ∈ L ∞ (0, T ; L 2 (Ω)) and ξ = vϕ almost everywhere in Ω. Since, according to (3.26) , ξ satisfies the equation v t + 2ξ x = 2ε(r Re u) x , we see that
in the sense of distributions in Ω. In other words, the equation (3.27) is satisfied outside the singular line Σ. Given any point (t, x) with x = 0, one can see using elementary techniques (integrating along the characteristics) that the equation (3.27) can be uniquely solved with initial data v 0 ∈ H 1 (R), since no characteristic ever crosses the line Σ and the right hand side is an L 2 function. This provides us with a function v defined everywhere except on Σ, and such that the one-sided limits v(0+, t) and v(0−, t) exist for all t > 0. This shows that v and v coincide outside of the singular line Σ.
Let us now determine the equation satisfied by v in the whole of (0, T ) × R. Let φ be a test function defined on R × (0, T ). By computing v t + 2(ϕ v) x , φ in the sense of distributions and after some easy calculations, we find
Suppose that v has the form
that is, v − v has the form above and is not a more general distribution. According to the discussion in Section 2.2 and provided we define the distribution product
we find (in the sense of distributions)
So, v satisfies the equation (3.4) under the condition (3.31) if we set Ψ(t) = − t 0 J(s) ds. Thus, we have established that
where J is given by (3.29). It only remains to show that (3.30) does hold. As seen, v coincides with v outside the line Σ, and so the delicate point is establishing that there exists Ψ ∈ L ∞ (0, T ) satisfying (3.30). Namely, it is not clear that v| Σ is a bounded function of t ∈ (0, T ), and not a more general distribution. (One could conceivably have, for instance, v| Σ = δ t=t0 for some t 0 .) The following technical lemma is in order.
Lemma 3.6. Let w ∈ L ∞ (0, T ; H −1 (R)) be given such that supp w ⊂ Σ = {(0, t), t ∈ (0, T )}. Then, there exists w ∈ L ∞ (0, T ) such that w = w(t)δ Σ .
Proof. We need to find a bounded and measurable function w on (0, T ) such that
for every test function φ ∈ D((0, T ) × R) (the space of all compactly supported smooth functions). First of all, w is a distribution of order at most 1, as this follows from
with C depending on the support of φ, only. Therefore, according to Hörmander [17, Theorem 2.3.5], the distribution w has the form
where w 0 ∈ D (0, T ) is of order 0 and w 1 ∈ D (0, T ) is of order at most 1. We will show that, in fact, w 0 = 0 and that w 1 is actually the bounded function w of interest. We deal first with the first term in the right-hand side of (3.33) and fix any φ(t, x) ∈ D((0, T )× R) such that φ(0, t) = 0 for all t ∈ (0, T ). In that case, (3.33) becomes
since a distribution of order 0 is a measure. On the other hand, from the assumption w ∈ L ∞ (0,
We will now construct a family of test functions for which (3.34) and (3.35) lead to a contradiction, unless w 0 = 0. Define a family of functions {θ n (x)} n≥0 in H 1 (R) by
and set θ n (x) := 1 n θ 0 (nx). For all n, we have
Now let φ n (t, x) = θ n (x)ψ(t), where ψ is a test function on (0, T ). From (3.34) and (3.36), we get
On the other hand, from (3.35)-(3.36) we find
The estimates (3.37) and (3.38) give T 0 ψ(t)dw 0 (t) = 0. Since ψ was arbitrary, we conclude that w 0 = 0.
We now claim that the distribution w 1 defined on (0, T ) in (3.33) is, in fact, a bounded function. Let ψ be a test function on (0, T ) and let φ = φ(x) be a test function on R such that φ(0) = 1. Since w 0 = 0, by using (3.33) we find
By a density argument, we may suppose that the previous estimate is valid for any ψ ∈ L 1 (0, T ). Therefore, w 1 is a continuous functional on L 1 (0, T ) and so is in L ∞ (0, T ). The conclusion of the lemma is precisely (3.33) with w = w 1 .
To complete the proof of Theorem 3.3 we need to establish uniqueness. Consider two solutions (u 1 , v 1 ) and (u 2 , v 2 ) satisfying the assumptions in Definition 3.1. Denote u and v the differences u 1 − u 2 and v 1 − v 2 . Since the system (3.1) is linear, u and v satisfy (3.1) and so uniqueness of solution will follow if we show that any solution with vanishing initial data does vanish on (0, T ) × R. For this, the crucial estimate is
From now, we omit the subscript ε. Suppose that v(0) = 0 and note that v(0) = v(0). With the estimate (3.39) in hand and from Gronwall's lemma and the fact that u ∈ L ∞ (0, T ; H 1 ), we find v(t, x) ≡ 0. In that case, (3.29) and (3.32) imply that, also, v(t, x) ≡ 0. Then, the first equation
. This allows us to multiply it by u and obtain the conservation of mass (3.16) without the latter term. Gronwall's lemma and u(0) = 0 immediately give us u ≡ 0.
It only remains to check the estimate (3.39). From the equation (3.28) and after multiplication by ϕ v and integration over (−∞, 0), we obtain 1 2
and, since ϕ ≥ 0 on (−∞, 0),
Similarly, integrating over (0, +∞) and using ϕ ≤ 0, we find
Summing the two previous estimates gives (3.39). (Note in passing that (3.39), from which uniqueness follows, is satisfied since ϕ as an entropy-satisfying shock and would not hold for a "rarefaction-shock"; see [21] for stability statements about this issue for general solutions to linear hyperbolic equations.) This establishes the uniqueness property and completes the proof of Theorem 3.3.
4 Numerical experiments
Proposed setup
In this section, we present some numerical computations which provide an illustratation of our theoretical results. We compute numerically the solutions of, both, the full nonlinear problem (1.2) and the linearized problem (3.1). With these simulations in hand, we can check numerically the stability property (1.4). Recall that the linearization approach is based on the formal substitution v → ϕ + δv δ and u → e ibt r + δe ibt u δ , where (u, v) are the solutions to the full problem (1.2). This leads us to a linear system satisfied by the perturbation (u δ , v δ ) with initial data (u δ , v δ ). The claim is that the solution (u, v) to the full system (1. We will rely on a finite volume method and will not seek for an in-depth numerical analysis of the solutions, but rather visualize the linearized stability property of interest around our particular reference solution.
Numerical results
Specifically, the numerical approximations to (1.2) is based on the finite volume scheme described in [3] . The Schrödinger equation is solved using a finite difference semi-implicit Cranck-Nickolson scheme, and a Newton algorithm allows us to deal with the nonlinear term |u| 2 u. Burgers equation in (1.2) is solved by a semi-implicit Lax-Friedrichs scheme. Concerning the linearized system (3.1), we employ the Lax-Friedrichs scheme for the second equation and a standard Crank-Nickolson scheme for the Schrödinger equation.
Another issue is the numerical computation of the reference solution r ε in (1.8). We have employed an explicit Euler scheme after transforming the second-order equation (1.8) into a system of two first-order equations. Since the Euler method is not particularly accurate, we rely on a fine mesh (with 20000 points) so that the solution to (1.8) provides a suitable approximation for our purpose. This is confirmed by testing the case ε = 0, in which the solution (1.6),(1.7) is available explicitly. In our numerical experiments, we choose the parameter values ε = 0.1, b = −1.5 in (1.2), (1. In Figures 1 and 2 , we present the solution (u, v) to the full system (1. Recall that the difference between these two quantities should not vanish, but only remain bounded, and it is indeed what we observe.
In Figures 3 and 4 , we display the solutions to the linearized system (3.1). Recall that the solution to the linear equation with discontinuous coefficient (3.1) contains a Dirac delta along x = 0. Since our scheme contains some numerical viscosity, this Dirac delta is smoothed out and appears as a steep spike in the solution, which can also be observed in Figure 2 . 
