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EVALUATION OF ELECTRONIC ASSESSMENT SYSTEMS AND THEIR ABILITY 
TO MEET NCATE STANDARD 2AB 
ABSTRACT 
Anthony Kirchner         May 2012          115 Pages 
 
Directed by: Tony Norman, William Schlinker, and Kyong Chon 
 
Educational Leadership Doctoral Program   Western Kentucky University  
 
 The pressures relating to accountability and data collection, not only from the 
National Council for Accreditation of Teacher Education (NCATE) but also from other 
national organizations, continue to increase the demand for educator preparation 
programs to systematically collect, analyze, and report on the success of their students 
and their programs.  Many educator preparation programs have turned to electronic 
assessment systems (EASs) to help ease the data collection burden, to allow for the 
collection, aggregation, disaggregation, and reporting of data for programmatic 
improvement, as well as to meet the needs of the accreditation process.   
The purpose of this study was to explore what types (commercial, in-house, or 
hybrid) of EASs are currently being used, how important the system components were at 
the time of system selection, how satisfied the NCATE coordinator or the person most 
familiar with the system was with the components of the system, and how well they 
perceive their EAS was able to meet the data collection requirements of NCATE 
Standard 2.  An electronic survey was developed by the researcher and sent to 775 
NCATE Coordinators or equivalent as indentified from the institution’s website with 225 
participants completing the survey for a response rate of 31%.   
Descriptive and inferential statistics were used to report the data.  Results showed 
that all of the system components identified were considered to be important and in 
general the respondents were satisfied with the performance of those components.  
 xi 
 
Further analysis did reveal a lower level of satisfaction with the system components when 
compared to the importance of those same components.   
Exploration of the ability of systems to meet the data collection requirements of 
NCATE Standard 2 showed that most respondents indicated their system was capable of 
meeting those data collection requirements.  Further analysis based on the specific type of 
system, commercial, in-house, or hybrid, did reveal differences in the ability to 
systematically collect data, faculty access to the data, the ability to aggregate data, the 
ability to collect multiple assessments, and the costs associated with the systems.   
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CHAPTER 1:  INTRODUCTION 
 
The term accountability has many meanings and has been used in different 
disciplines including politics, government, business, and extensively in the area of 
education. Grant and Keohane (2005) discussed the challenges of global accountability 
systems that are designed to improve protections and eliminate abuses of political power 
at a global level.  Recent financial crises in the business world have triggered the 
development of model driven accountability systems, which provide standards and 
methods to help clarify responsibilities and provide detailed monitoring capabilities to 
increase financial security and integrity (Zou, De Vancy, & Wang, 2009).  Education is 
not immune to this push for accountability, which has appeared at all academic levels.  
The goal of any of these accountability measures is to improve the performance of those 
being held accountable and provide the best product possible, which, in the case of 
teacher preparation programs, are well-educated students.    
A leading education researcher, Slavin (2007) discussed our current age of 
accountability and its impact at all levels of education.  Test scores, graduation rates, and 
other straightforward indicators of student performance were the starting point for 
measuring educational success, but the bar quickly escalated to more involved measures.  
Researchers have started to push educators “to know and apply the findings of research” 
(Slavin, 2007, p. 2) and produce more research-based evidence of their success.   
 Perhaps the most famous example of this push is the No Child Left Behind Act of 
2001 (NCLB), which established clear goals and guidelines for states, P-12 school 
districts, and individual schools with the intention of improving student proficiencies.  
The act required that accountability systems be developed and implemented to monitor 
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school performance and provide evidence that all children, no matter what their situation, 
were adequately accommodated.  Many states took the next step and developed statewide 
accountability systems, which allowed easy comparison of school performances.  These 
systems took many forms including the report card accountability format and a 
consequential accountability approach (Dee & Jacob, 2010).  Public reporting of school- 
based results and the possibility of substantial consequences were common among these 
systems.   
Another dimension of the push for evidence-based accountability has been the 
scrutiny of individual teachers based on student achievement data.  Sanders & Rivers 
(1996) discussed the development of the Tennessee Value-Added Assessment System 
(TVAAS) and the system’s ability to be an effective measure for determining the overall 
effect individual teachers can have on the academic growth for students in their 
classrooms.  The TVAAS is a large, longitudinal database developed to show the 
connections between students, student outcomes, schools, school systems, and the 
teachers who taught the individual students (Sanders & Horn, 1998).  Sanders and Horn 
(1998) go on to stress the importance of educational evaluation to improve educational 
processes, which in this case is characterized by student academic growth, effectiveness 
of schools, entire school systems, and the overall teacher effectiveness.  Others have 
looked into these types of value-added type data systems with similar results to the 
TVAAS project (Noell & Burns, 2006; Subedi, Swan, & Hynes, 2011).  The next logical 
step in this quest to increase accountability and effectiveness was to look directly at the 
programs that produce the very teachers who are being evaluated by these longitudinal 
systems (Greenberg & Walsh, 2010; Jackson, 2006) 
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Even more recently, institutions that produce teachers are being held to new 
accountability measures. Yet, colleges and universities with teacher preparation programs 
struggle to meet these accountability demands, as well as to find effective ways to 
measure their student’s impact on learning in the classroom.  For example, the American 
Association of State Colleges and Universities (AASCU) surveyed a sample of AASCU 
institutions in an effort to define the accountability data and information they needed to 
gather for their own institutions as well as state and federal agencies (Wineburg, 2006).  
Survey respondents clearly indicated that a large amount of time and money were being 
spent gathering, storing, and reporting data for various accountability purposes.  In 
concluding her review of the survey findings, Wineburg (2006) acknowledged that she 
and the AASCU research team “had hoped to identify promising pathways, strategies, 
and methods for collecting evidence that would be both credible and persuasive to policy 
makers and the public” (p. 63), but the solution they were looking for was not as simple 
as they expected.   
Most of the institutions that AASCU surveyed were affiliated with the National 
Council for Accreditation of Teacher Education (NCATE), the primary organization 
responsible for accrediting educator preparation programs that provides guidelines and 
six unit standards that address all major aspects of educator preparation.  Those six 
NCATE standards are: 
Standard 1: Candidate Knowledge, Skills, and Professional Dispositions 
Standard 2: Assessment System and Unit Evaluation 
Standard 3: Field Experiences and Clinical Practice 
Standard 4: Diversity 
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Standard 5: Faculty Qualifications, Performance, and Development 
Standard 6: Unit Governance and Resources (NCATE, 2008) 
As the AASCU study revealed, although the NCATE accreditation process has always 
been a challenge with many institutions struggling with the large amount of items 
addressed within each standard, NCATE’s own push toward more evidence-based 
accountability within the last decade has made the accreditation process even more 
difficult.  Antionette Mitchell, former Vice President Unit of Accreditation at NCATE, 
indicated that in the past few years, only 70% of all institutions under NCATE review 
have met all six standards, and those that did not meet all of the standards struggle most 
with Standard 2: Assessment System and Unit Evaluation (as cited in Schulte, Danielson, 
Conway, & Clark, 2006; Mitchell, personal communication, November 10, 2009).  
NCATE Standard 2 is the standard most clearly associated with developing a systematic 
approach to collecting accountability data.   
NCATE Standard 2 
 NCATE is recognized by the U.S. Department of Education as the accrediting 
body for institutions who prepare teachers and other professionals that work in Pre-K-12 
schools (NCATE, 2008).  In 2008, NCATE established a revised set of six professional 
standards for these accredited institutions predicated on “the belief that all children can 
and should learn” (NCATE, 2008, p. 3).  The standards provide policies, procedures, and 
other structures these institutions should put in place to ensure the development of 
qualified school professionals (Schulte et al., 2006).  NCATE Standard 2: Assessment 
System and Unit Evaluation requires that “The unit has an assessment system that 
collects and analyzes data on applicant qualifications, candidate and graduate 
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performance, and unit operations to evaluate and improve the performance of candidates, 
the unit, and its programs” (NCATE, 2008, p.25). 
 NCATE Standard 2 requires institutions who prepare educators to not only create 
an assessment system plan, which details how the unit will collect and use data for 
programmatic improvement, but also to create an electronic data collection system which 
allows for the systematic collection, analysis, and reporting of data on the performance of 
their candidates (Sandoval & Wigle, 2006; Schulte et al., 2006; Sivakumaran, Holland, 
Wishart, Heynig, & Flowers-Gibson, 2010). Other requirements of NCATE Standard 2 
suggest the electronic data collection system needs to reflect the professional education 
unit’s conceptual framework, reflect national, state, and professional standards, contain 
multiple assessments, be fair, accurate, and consistent, and provide multiple decision 
points on candidate performance (Sandoval & Wigle, 2006; Schulte et al., 2006; Stoulig, 
2009). 
 Many educator preparation programs have turned to electronic assessment 
systems (EAS) to help ease the data collection burden, allow for the collection, 
aggregation, disaggregation, and reporting of data for programmatic improvement as well 
as to meet the needs of the accreditation process (Sivakumaran et al., 2010).  Many 
commercial EAS’s have been developed and are being marketed to these institutions as 
the solution to all of these data collection and accreditation needs.  Other institutions have 
chosen to develop their own systems in-house systems customized for their own needs 
and purposes.  Still others have chosen to use a hybrid approach utilizing the best 
portions of the commercial EAS’s and supplementing with systems or data collection 
processes developed in-house. The decision to buy a commercial system, develop an in-
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house system, or use a hybrid system is a difficult one and will ultimately determine how 
well an institution will be able to meet NCATE Standard 2.    
Thus, as will be more clearly demonstrated in the literature review, research has 
indicated the need for a data collection framework that would allow educator preparation 
programs the ability to monitor their programs and make changes necessary for 
improvement based on data that was credible. Wineburg’s (2006) study revealed how 
various institutions have attempted to assess content knowledge, classroom performance, 
P-12 student learning, to track graduate retention, and to develop data collection 
techniques and analysis procedures; she ultimately admits the ability to develop one 
overall data collection framework has eluded most institutions.   
Purpose of the Study 
 Pressures related to accountability and data collection, not only from NCATE, but 
also from other national accreditation organizations and state and federal education-
related agencies, continue to increase the demand for educator preparation programs to 
systematically collect, analyze, and report on their students and their programs.  
However, since the Wineburg (2006) study, it appears that little to no research has looked 
specifically at the electronic data systems that NCATE institutions are choosing to 
address these data collection needs (Owsiak, 2008).  Informal evidence, such as 
conversation among attendees at the American Association of Colleges for Teacher 
Education (AACTE), suggests that these demands have been met in different ways.  
Some institutions have chosen to invest their time and money developing a system in-
house to collect and store their data.  Others have chosen to purchase one of the many 
commercial systems that have been developed to address their data collection needs.  
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Hybrid systems, a combination of both in-house and commercial systems, have also been 
used to address the data collection needs of the programs and the accrediting bodies.  Yet, 
many of these data collection decisions have been made without a comprehensive 
understanding of the systems and options currently available that may meet their needs.   
Thus, the purpose of this study is the following:   
1. To develop a framework to evaluate accountability systems based on the NCATE 
standards, particularly Standard 2.    
2. To provide a brief description of current accountability systems through the lens 
of  the developed framework 
3. To survey the primary person responsible for accreditation of NCATE–affiliated 
teacher preparation institutions regarding how well their adopted accountability 
systems measure up to the developed framework and meet their assessment needs.  
The first two aspects of this study are accomplished in the literature review.  The final 
aspect is the heart of this research study.  The survey feedback received from these 
NCATE institutions helped determine the most important aspects of their electronic data 
collection system when the system was selected, how satisfied the institutions are with 
those system aspects, and how well their system addresses all of their data collection 
needs to meet NCATE Standard 2: Assessment and Unit Evaluation (NCATE, 2008). 
Significance of the Study 
 Teacher preparation programs have been struggling with the demand for authentic 
assessments of student performance as part of the accreditation process.  Sandoval and 
Wigle (2006) state that “authentic assessment presents the learner with multiple 
opportunities for practice and improvement, so multiple assessments at multiple points in 
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time, become integral parts of the teaching/learning process” (p. 641). As part of 
Standard 2, NCATE has mandated that all teacher preparation units create an assessment 
system to allow for the collection and analyzing of candidate’s performance as well as the 
unit’s ability to improve itself.  This call for accountability goes hand-in-hand with other 
regional, state, and public accrediting body requirements.  The push for the assessment of 
student outcomes and performance measures is not only located in teacher preparation 
programs but also is being mandated as campus-wide initiatives (Schaffhauser, 2011). 
 All NCATE accredited institutions need to have an electronic data system they 
use to collect and analyze data for their program participants.  The data collected in their 
system must be used in a systematic way to evaluate the performance of the schools’ 
teacher candidates, the professional education unit as a whole, and the individual 
programs within the unit (NCATE, 2008).   This research looks specifically at the 
commercial systems available and establishes a framework to evaluate those systems 
based on the NCATE standards.  The information provided by this research establishes a 
solid basis for programs looking for new data collection tools so they can make educated 
decisions. For those institutions that already have a system, it provides the ability for 
them to compare their existing tools to other tools available.  
 There seems to be a large disconnect between the tools available to colleges of 
education and the true programmatic needs prescribed by NCATE.  For example, 
electronic portfolios are used extensively throughout teacher education programs as a 
way to provide evidence of assessments and student outcomes (Hirtle, 2003; Imhof & 
Picard, 2006; Shepard & Hinrichs, 2008).  Those types of assessments are a critical piece 
in the data collection puzzle, but according to the NCATE standards, are only one of 
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many pieces of data that need to be collected on candidates.  Other data items may 
include “applicant qualifications and admissions data, candidate proficiencies, 
competency exams, licensure data, unit operations, program and course evaluations, 
alumni surveys, course assignments and rubrics, reflection journals, student-faculty 
conferences, portfolio assessment forms, focus groups, capstone projects, graduation 
rates, grade point averages, and field practicum evaluations” (Schnackenberg, Zadoo, & 
Aubrey, 2007, para. 11).  A truly comprehensive electronic data system must include 
these types of items to be considered a complete accountability system. 
 This research project is designed to help identify the wants and needs of NCATE 
accredited institutions and to determine satisfaction levels with current systems in an 
ever-changing landscape of educational accountability.  The need for data to show the 
effectiveness of teacher preparation programs will continue to increase, and the data 
systems used to gather this data must be flexible and capable of meeting these demands.  
Information gathered throughout this project will be the basis for those criteria and 
provide the basis for others to explore.  Similar studies have been performed which 
looked at perceptions of assessment systems (Stoulig, 2009) and the perceptions of 
teacher preparation accountability requirements (Owsiak, 2008).  These previous research 
endeavors are the springboard for this research study that looks at the user’s perceptions 
of their assessment system and their system’s ability to help colleges of education meet 
NCATE standards. 
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Definitions 
 For the purpose of this study, the following terminology and definitions will be 
used throughout this paper. 
Accountability System – A system used to collect, analyze, track, and report data on items 
contained in the system, such as personnel, products, or financials with the intent to 
regulate or measure their performance outcomes.   
Assessment System – A comprehensive system that measures, collects and analyzes data 
on applicants, candidate qualifications, candidate and graduate performance, and 
professional education unit operations.  The system helps to evaluate and improve the 
performance of candidates, the unit, and its programs (NCATE, 2008; Stoulig, 2009). 
Commercial EAS – As defined for this research, an electronic assessment system 
developed and marketed with the intent to be sold and used by educator preparation 
programs for data collection purposes.  
Electronic Assessment System (EAS) – Electronic data collections systems, most often 
internet based,  which allow educator preparation programs to collect, 
aggregate/disaggregate, and analyze data on their applicants and program candidates 
(Sivakumaran et al., 2010). 
EAS  Component – A system component that is a basic requirement, functionality, or 
fundamental issue related to the ability of the system to meet the requirements of the 
users.  System components identified for this research include: 
Overall cost of the system – The cost of implementing, operating, maintaining, 
and enhancing the system.  Often the first issue considered when selecting an 
EAS and often a very difficult item to determine (RiCharde, n.d.). 
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Ease of implementation – Also described as quick startup, refers to how easy the 
system is to implement after the specific type of system has been determined.  
Ease of use – Often described as user friendliness, an indicator of how easy the 
system is to use and how comfortable the average user would be using the 
software. 
Look and feel – Also described as the aesthetics of the system, relates to the user 
interface and what the user would see when using the system.  This component 
also includes things such as colors, buttons, shapes, layouts, functionality, etc. 
Data Extraction Capabilities – The ability of the system to retrieve data out of the 
system and the ways in which the system can provide that information to the user. 
System Integration – The system’s ability to directly/indirectly interact with other 
data sources or systems housing additional data sets.  System integration is often 
used to reduce data redundancy and repetition (RiCharde, n.d.). 
Reporting Capabilities – The system’s ability to produce preformatted data 
reports based on the users selection criterion.  This component is closely related to 
the data extraction component and its ability to retrieve data. 
Ability to Make Changes to the System – The user’s ability to adapt or modify the 
system as their data collection needs change. 
Hybrid EAS – As defined for this research, an electronic assessment system that 
combines portions of both an in-house developed system and a commercial EAS.  Both 
the commercial and the in-house systems are used by the educator preparation program 
for data collection purposes. 
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In-house EAS – As defined for this research, is an electronic assessment system 
developed internally by and specifically for the educator preparation program for data 
collection purposes. 
Learning Management System (LMS) – Typically, a web-based software package 
designed to facilitate online coursework, assessments, grades, and organize other course 
materials.  
NCATE Standard 2 Components – Defined in NCATE Standard 2 as the ability to 
systematically collect data, aggregate/disaggregate data, multiple assessments, faculty 
access, and admission data (NCATE, 2008). 
NCATE Standard 2 Related Components – NCATE’s six unit standards also contain 
language that defines information or data requirements that relate to NCATE Standard 2 
and the unit assessment system.  These components include student dispositions, student 
fieldwork, standards data, clinical practice, standards related data, certification/licensure 
data, exit data, and data collected after graduation (NCATE, 2008).  Two system 
components included in this research relating to cost needs were added by the researcher. 
Primary assessment system – The system on which the educator preparation program puts 
most emphasis for their data collection purposes.   
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CHAPTER 2: REVIEW OF LITERATURE 
 
 Educational accountability is increasing at all levels of education, and intense 
scrutiny is being placed on colleges of education and their production of quality 
educators (Cavanaugh, Cavanaugh, & Daniels, 2005; Reusser, Butler, Symonds, Vetter, 
& Wall, 2007).  Researchers, legislatures, and accrediting agencies are requiring 
increasing amounts of data collection to provide real evidence of success (Slavin, 2007; 
Wineburg, 2006), which also increases pressures for data collection systems that are 
capable of meeting these requirements (Jackson, 2006; RiCharde, n.d.).  Requirements 
from NCATE, the primary accrediting agency for colleges of education, have created a 
need for data collection systems that are capable of helping teacher preparation programs 
meet their accreditation data collection needs (Stoulig, 2009).   Many commercial and in-
house data collection systems have been developed to help meet these data collection 
demands; however, users are often making difficult system choices without a complete 
understanding of the systems available and their ability to meet their data collection 
needs.  This study is designed to do the following:  
1. To develop a framework to evaluate accountability systems based on the NCATE 
standards, particularly Standard 2    
2. To provide a brief description of current accountability systems through the lens 
of  the developed framework 
3. To survey the primary person responsible for accreditation of NCATE-affiliated 
teacher preparation institutions regarding how well their adopted accountability 
systems measure up to the developed framework and meet their assessment needs 
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The first two aspects of this study are accomplished in the following literature review.  
The third aspect is addressed by survey feedback received from NCATE institutions 
regarding their assessment system’s ability to meet their assessment data needs.    
Reasons for Accountability 
Educators at all levels have seen increasing demands for accountability in all 
facets of their work.  These demands come from federal and state legislatures, national 
and state accrediting agencies, parents, and students (Owsiak, 2008; U.S. Department of 
Education, 2006).  Because of its impact on so many different aspects of society, higher 
education in particular has received intense scrutiny.  The consumer-driven society has 
pushed higher education to provide evidence of student learning and the impact 
institutions have on students and others in the community in which they serve.  The U. S. 
Department of Education (2006) report on the future of higher education states that 
institutions must provide “data about real performance and lifelong working and learning 
ability” (p. 30) to meet the needs of the United States and for colleges and universities to 
improve their performance.  This push for accountability and transparency at the college 
or university level has also made its way to each of the colleges of education.  
Professional education units that prepare future educators have seen increased scrutiny 
from within the college ranks and from the school systems in which their students will 
work.  This scrutiny of higher education institutions has increased their need to address 
the accountability mandates and provide evidence of their student’s accomplishments. 
As this push for accountability has taken place, universities have been encouraged 
to measure student outcomes rather that just providing statistics on graduation rates and 
degree completers.  The National Governors Association (2007) issued a brief that 
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indicated some states have chosen to mandate that universities administer some sort of 
performance assessment of their students.  The universities are generally given the 
flexibility to determine what assessments will be performed as well as the goals and 
results the universities will try to attain.  These assessments allow the universities to 
create benchmarks and measure results but do not allow comparative analysis to be 
performed among like institutions.  The brief also indicated some states require the use of 
peer group data to develop their own benchmarks that can be used for comparative 
analysis.  Many states have taken on this challenge and developed a statewide assessment 
system with these mandates in mind.  Some of the states that are leaders in this area 
include South Dakota, Georgia, Virginia, Kentucky, Texas, Louisiana and Tennessee 
(Kukla-Acevedo, Streams, & Toma, 2011; Noell and Burns, 2006).   
Groups such as the Holmes Partnership (n.d.), AASCU (n.d.), and the National 
Commission on Teaching and America's Future (NCTAF; n.d.) have also called for 
teacher preparation programs to meet the demands of preparing quality teachers.  This 
call to action requires institutions to recognize the importance of producing qualified 
professional educators and putting in place measures that will ensure quality. In response 
to these and other state and federal agencies, state and national accrediting bodies have 
placed more emphasis on evidence of student learning, evidence of teacher standards met, 
and most recently the impact of pre-service teachers on their students.  One major 
component necessary to provide this evidence is the ability to capture data to make 
informed decisions about the instruction being provided.  Remarks made by Arne 
Duncan, Secretary U.S. Department of Education, indicated that the Department of 
Education “will encourage programs committed to results; programs that use data, 
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including student achievement data, to foster an ethic of continuous improvement for 
student and teachers” (Teacher Preparation, 2009, para. 60).   
As the primary organization responsible for accrediting educator preparation 
programs and ensuring that those programs consistently produce quality educators, 
NCATE has established a set of six unit standards that address all major aspects of 
educator preparation. “The six NCATE Unit Standards identify the knowledge, skills, and 
professional dispositions expected of education professionals. The standards also identify 
the organizational structures, policies, and procedures that should be in place to support 
candidates in meeting these expectations” (NCATE, 2008, p. 15).  In particular, NCATE 
Standard 2 was developed as a requirement to help institutions develop data systems that 
could be used to address the criteria needs of the other standards.  
The accreditation process is challenging and many teacher preparation institutions 
struggle with the large amount of items addressed within each standard.  Much time and 
energy, and many dollars are spent collecting data in attempts to address all of the aspects 
within each standard (Wineburg, 2006).  The former Vice President of Unit Accreditation 
at NCATE, Antoinette Mitchell, indicated that in recent years, only 70% of all 
institutions meet all six standards, with most struggling to meet Standard 2 (A. Mitchell, 
personal communication, November 10, 2009; as cited in Schulte et al., 2006). 
To gain a better understanding of the challenges teacher preparation institutions 
were facing to meet NCATE and other state or national accreditation-related 
accountability requirements, AASCU commissioned a national survey regarding how 
institutions were assessing content knowledge, classroom performance, P-12 student 
learning, tracking graduate retention, as well as data collection techniques and analysis 
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procedures (Wineburg, 2006).  The research ultimately indicated the need for a data 
collection framework that would allow educator preparation programs the ability to 
monitor their programs and make changes necessary for improvement based on data that 
was credible. In greater detail, Stoulig (2009) wrote, “institutions need a software ‘super’ 
package that can address standards, collect and evaluate student coursework, collect 
faculty and student demographics, send surveys, and contain a place for documentation 
for accreditation” (p. 41).  Ma (2005) wrote that no such framework or accountability 
system model exists, which is still true today.   
To frame further discussion about teacher preparation institutions’ needs 
regarding a framework or accountability system, the following NCATE standards are 
reviewed in the following subsequent sections as they relate to the key aspects of NCATE 
Standard 2: 
Standard 1: Candidate Knowledge, Skills, and Professional Dispositions 
Standard 2: Assessment System and Unit Evaluation 
Standard 3: Field Experiences and Clinical Practice 
Standard 4: Diversity 
Standard 5: Faculty Qualifications, Performance, and Development 
Standard 6: Unit Governance and Resources (NCATE, 2008) 
NCATE Standard 1 
NCATE Standard 1 addresses the educator preparation candidate’s ability to 
demonstrate area content knowledge, pedagogical content knowledge, professional 
knowledge and abilities, and professional dispositions that enable all students to learn.  
Key aspects of this standard include assessments of these students that show they meet 
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professional, state, and institutional standards.  Institutions need to have evidence of 
assessments reflecting candidate’s content knowledge and demonstrate this knowledge 
through inquiry, analysis, and synthesis.  All educators who complete a program must 
pass the related state content exams and other exams for licensure.  Candidates should 
also show the appropriate integration of technology for their instructional setting.  
Students should reflect on their instruction and make adjustments to enhance student 
learning.  Advanced preparation programs must also document expertise in pedagogical 
content knowledge, share expertise through leadership and mentoring roles, the ability to 
analyze research and theories of pedagogy and learning, and select and develop 
instructional strategies that help all students learn (NCATE, 2008). 
 NCATE Standard 1 also includes requirements for students to display 
professional dispositions as required by the professional, state, and institutional 
standards.  Candidates should be able to create a strong caring, supportive learning 
environment that facilitates learning by all students.  Reflection on these standards should 
encourage the student to adjust and to modify their own dispositions and be able to 
develop a plan to implement these changes.  
NCATE Standard 2  
Aspects of NCATE Standard 2 that address the data collected for NCATE 
Standard 1 include how data should be collected, how data should be aggregated and 
disaggregated, and how the comprehensive assessment system should reflect the overall 
objectives as outlined in the conceptual framework.  The assessment system should be 
evaluated periodically to confirm its effectiveness as outlined by the unit.  The system 
should provide multiple assessments evaluated at multiple points throughout the 
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candidate’s program, including classroom or school information after program 
completion.   Data should be reported on a regular basis and should include information 
on program quality, unit effectiveness, and individual candidate performance at all stages 
throughout each program. Data on the first year of the program completer’s classroom 
practice should also be included in the system.  The unit should continuously evaluate 
data produced by the system and make changes to their programs based upon data.  These 
changes should also be evaluated to ensure that programs are improved without adverse 
side effects (NCATE, 2008). 
NCATE Standard 3  
NCATE Standard 3 addresses candidate fieldwork experiences, clinical practice 
and how those experiences should help the candidate develop and demonstrate the 
knowledge, skills, and dispositions that will help all students learn.  Candidate placement 
information and performance should be tracked to provide the maximum learning 
experience of the candidate and the students in their classroom.  Application and 
reflection of content, pedagogical, and professional knowledge as well as dispositions 
should be assessed during these experiences.  Candidates should observe other classroom 
teachers and be observed during this time and be encouraged to reflect on these 
observations.  Experiences should allow the candidate to work with all types of students 
including those with exceptional abilities, diversity, language, or economic groups.  
Advanced preparation students should be able to apply and evaluate educational theories 
in their own practice.  Projects should allow these candidates to design, implement, and 
evaluate practices that are directly related to the roles in which they are preparing 
(NCATE, 2008). 
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 By definition, NCATE Standard 2 should facilitate the collection of candidate 
fieldwork and clinical experiences associated with Standard 3 and allow data to be 
reported by individual, program, and unit as a whole.  Data should be collected at 
multiple points during the candidate’s program and include placement information, types 
of classroom experiences, and types of student experiences.  Throughout their program, 
students should experience a wide variety of classroom environments, student abilities, 
ethnicity, and economic backgrounds.  Tracking of this information in the assessment 
system would help ensure that students have a broad array of experiences as required by 
NCATE Standard 3 (Ruebel & Basin, n.d.) 
NCATE Standard 4  
NCATE Standard 4 addresses how diversity relates to curriculum, field 
experiences, and clinical practice.  Program candidates should develop knowledge, skills, 
and dispositions related to diversity as outlined in the unit’s conceptual framework.  All 
forms of diversity should be experienced including both faculty and students.  A large 
portion of this standard is related to student fieldwork experiences, classroom 
experiences, and clinical practices.  Candidates should experience a variety of 
environments including exceptional students and students from diverse backgrounds.  
Assessments of this standard should allow student reflection and analysis which provide 
for enhancement and professional growth (NCATE, 2008).   
 NCATE Standard 4 data, according to NCATE Standard 2 requirements, should 
reflect the number of experiences, types of experiences, as well as assessments that 
support the student’s ability to work in diverse environments (Ruebel & Basin, n.d.).  
Data on this standard should be reported in aggregate, disaggregate, unit, and individual 
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formats.  These reports should be analyzed by faculty to facilitate program and individual 
candidate improvement.  Teacher candidates and faculty should evaluate this data on a 
regular basis as a way to facilitate the student’s ability to work with a variety of students 
in the classroom and to develop a plan for their personal improvement.   
NCATE Standard 5  
NCATE Standard 5 addresses the qualifications, performance, and professional 
development of the unit’s faculty.  Faculty qualifications include an earned doctorate or 
exceptional expertise, experience in school settings, and engagement in scholarship.  
Teaching by the faculty should exemplify the proficiencies outlined by the professional, 
state, and institutional standards, the same standards by which student candidates are 
measured.  Ongoing research and scholarly work should actively question and evaluate 
their field and measure the effectiveness of their teaching.  More experienced faculty 
members should be called upon to mentor newer faculty members (NCATE, 2008).   
 The assessment system, as described in NCATE Standard 2 requirements, should 
allow the unit to provide systematic and complete review of the professional faculty’s 
performance including: teaching, scholarship, service, collaboration, and leadership.  
These practices should be encouraged and supported by the unit.  The data needed for this 
standard are mainly input-based, as no outcomes are defined.  Information pertaining to 
this standard should be gathered in such a way as to allow for aggregated and 
disaggregated reporting as well as individual reporting (NCATE, 2008).  Many times 
these data are collected and maintained at the university level and may or may not be 
maintained in the unit assessment system.  
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NCATE Standard 6 
NCATE Standard 6 provides direction for the unit governance and resources.  The 
unit should provide leadership and coordination for all programs that produce 
professional educators.  Dialogue between departments throughout the university who 
prepare educators should be encouraged.  The budget of the unit should provide adequate 
resources for faculty, scholarship, professional development, and service.  Workload for 
faculty should encourage a wide range of activities such as teaching, research, student 
advisement, fieldwork, and professional commitments.  Adequate support personnel 
should be provided by the unit to enhance the work of students, faculty, and other 
administrators.  Unit facilities should support the use of technology in instruction and 
support all other instructional purposes.  The assessment system used by the unit must be 
well funded.  The unit should also provide technology, library, curricular, and other 
resources that are supportive of a learning environment (NCATE, 2008).   
 Data needed in the assessment system for support of NCATE Standard 6 are also 
input-based.  Most of the information regarding budgetary information will be housed in 
the university systems and may be supported by information in the unit.  Regular review 
of these data should be completed to ensure the unit is providing adequate resources to 
support its mission as defined in the conceptual framework.  Support of the assessment 
system and technology used for instruction should be evaluated separately as the lifecycle 
of such items make their support more time sensitive.   
 The above review of the NCATE standards demonstrates that a comprehensive 
and sustainable data collection system is necessary to achieve accreditation.  NCATE 
Standard 2 describes the requirement of an assessment system, general data to collect, 
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analysis that should be completed, and the ways in which units should use the data.  
Unfortunately, the standard does not adequately define what it means to be 
comprehensive.  As units struggle to meet NCATE Standard 2, they must first define 
what they believe to be a comprehensive assessment system and then must either develop 
the system themselves or look for a commercial vendor that might provide a solution. In 
some cases, they have chosen a hybrid approach that incorporates both self-developed 
and commercial systems.  The next sections will look to investigate and evaluate the 
commercial systems currently available and the self-developed systems that are discussed 
in the research.   
 The following section looks at specific third party electronic data assessment 
systems and evaluates them on their ability to address NCATE Standard 2.  Table 1 
provides a list of the systems that were evaluated, company name, and a link to the main 
company website.  The systems were evaluated based on the information available on the 
websites at the time the research was performed.  For the most current information on the 
systems evaluated, interested parties should visit the company websites.  A short 
summary discusses each of the systems, the original intent of the system, any information 
regarding the system and its ability to help meet NCATE accreditation, and the system’s 
capabilities, strengths, and weaknesses regarding the collection of data to meet the 
NCATE data collection standards.  Stoulig (2009) produced a similar list of systems and 
summaries but looked at general system components and design, not the ability to meet 
NCATE standards.   This research study was found after the system summaries were 
produced and used as supplementary information in the discussions.  A summary table of 
the commercial system data may be found in Appendix A.   
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 The main data collection categories in the commercial system comparison table 
(see Appendix A) were specific areas of data collection discussed throughout the six 
NCATE standards.  The individual criteria labeled under each category were specific data 
collection procedures, data collection points, or data types relating to NCATE Standard 2 
and the electronic data collection system.  Each of the commercial system websites, 
marketing materials, and related articles were reviewed and compared to the assessment 
system criteria.  If the materials indicated the system was capable of meeting those data 
collection needs, it was indicated in the table. The content of the comparison table was 
used in generating the subsequent system descriptions and analysis in the following 
paragraphs.  For a complete listing of commercial systems, data collection categories, and 
specific data to be collected, see Appendix A.     
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Table 1 
Commercial Systems List 
             
  
System Name Company Name Website 
        
 
Blackboard Blackboard Inc. http://www.blackboard.com 
Chalk & Wire Chalk & Wire http://www.chalkandwire.com 
Digication AMS Digication, Inc. http://www.digication.com 
Epsilen Epsilen, LLC. http://www.epsilen.com/ 
Foliotek Foliotek, Inc. http://www.foliotek.com 
Pass-Port Innovative Learning  https://ilat.pass-port.org./  
  Assessment Technologies, LLC. 
LiveText LiveText, Inc. https://www.livetext.com/ 
RCampus Reazon Systems, Inc. http://www.rcampus.com/ 
TaskStream TaskStream https://www.taskstream.com/ 
Tk20  Tk20, Inc. http://www.tk20.com/ 
TracDat – iWebfolio Nuventive, LLC. http://www.nuventive.com/ 
Waypoint Outcomes Waypoint Outcomes, LLC.  http://www.waypointoutcomes.com/ 
         
Commercial Systems 
 The following commercial systems were evaluated based upon system data 
requirements as outlined in the NCATE Standards.  The evaluation included general 
system requirements, admission data, dispositional data, fieldwork data, assessment data, 
clinical practice data, certification data, exit data, data on candidate complaints, faculty 
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qualifications, and data after graduation.  A detailed list of systems, data requirements, 
and evaluation criteria can be found in Appendix A.  
Blackboard 
 Blackboard (n.d.) describes its Blackboard Learn+ Learning Management System 
(LMS) as an extensive course management system that brings together the best of both 
the Blackboard LMS and the ANGEL (LMS) systems used worldwide.  Blackboard 
makes no specific claims regarding NCATE accreditation but does advertise itself as a 
comprehensive solution for outcomes assessments and an institutional analytic reporting 
platform (Blackboard and the University of Louisville, 2011).  The website provides an 
extensive list of features built into this system including course content areas, discussion 
boards, course groups, grade books, blogs, collaboration tools, wikis, portfolios, and 
access to a large number of third party applications written to integrate into the 
Blackboard system. Some universities have used Blackboard’s features to host their 
NCATE Document room for upcoming visits (Fordham University, 2011; Slippery Rock 
University, n.d).  Blackboard’s apparent strengths lie in its assessment capabilities and its 
ability to track learning over time.  It would appear that the interactive scoring rubrics, 
the assessment of standards, and the student portfolio section are all very capable of 
helping teacher preparation programs and institutions meet some of the data collection 
needs for accreditation purposes (Stoulig, 2009).  New and upgraded features purportedly 
will allow for detailed reporting and the possibility of aggregating and disaggregating 
assessment information.  The system does not appear to have the capability of capturing 
data relating to other areas of the NCATE standards including admission data, fieldwork, 
certification, exit, and survey data beyond graduation.  Blackboard system configurations 
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vary, whether hosted in-house or by Blackboard, so long-term storage of data within the 
system may vary as well. 
Chalk & Wire 
The Chalk & Wire (n.d.b) describes its system as a suite of tools and services 
offered to provide samples of student assessment work and related data sets.  The website 
states that faculty and administrators can gather relevant student data and produce reports 
that would provide the ability to show student progress and academic growth.  Chalk & 
Wire’s system was originally developed as an assessment system designed to support 
student preparation programs and colleges of education accreditation needs (Garis, 2007). 
With accreditation as its focus, Chalk & Wire is marketed as a system that contains 
electronic portfolios, multiple assessments, surveys, forms, extensive reporting 
capabilities, flexible administration tools, and the ability to integrate into learning 
management systems.  The use of Chalk & Wire’s system has been documented in 
several articles and research papers with their accreditation needs being met with varying 
degrees of success (Clark, Ballentine-Linch, & Wood, 2007; Clark, Ballentine-Linch, 
Wood, & Hunt, 2008).  It is a popular assessment system choice among many colleges of 
education and campus-wide assessment initiatives.   
Chalk & Wire’s apparent strengths relate to its full-featured electronic portfolio 
system, extensive assessment and student progress monitoring, detailed reporting and 
analytics, and a strong user base of over 400 academic or other types of institutions.  
Developed by educators, Chalk & Wire is not a typical company and does its business in 
a distributed environment rather than in a traditional office setting (Chalk & Wire, n.d.a).  
The Chalk & Wire system does have many features necessary to meet NCATE standards 
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but seems to be lacking in the admissions, certification, and exit areas.  The system 
allows data to be imported, which allows for additional reporting capabilities, but these 
data must be collected, stored, maintained, and uploaded into Chalk & Wire for these 
capabilities to be available to the end user.  
Digication 
Digication’s Assessment Management System (AMS) is an extension of its 
original electronic portfolio system and is designed with the assessment needs of higher 
education and those of K-12 school systems in mind.  Student performance tracking, 
comparisons, and assessment reporting are features of this system listed on their website 
but no mention of NCATE can be found on its marketing materials.  Its marketing 
brochure does describe the system’s capability of data collection, aggregation, and 
reporting for accreditation, analysis, and curriculum development (Digication, n.d.).  
Standards-based measurement, learning goals and objectives can all be implemented in 
the Digication system to allow for tracking and to provide evidence for a specific set of 
outcomes.  Embedded rubrics, workflow customization, formative or summative 
assessments, and custom reporting capabilities are all features Digication lists as  useful 
to meet some of the NCATE data collection needs.  The Digication system appears to be 
lacking in the admission, disposition, fieldwork, certification, and exit areas.  According 
to all information available, Digication has built a very capable and functionally rich 
portfolio system and expanded its assessment capabilities with the development of the 
AMS system.  Some NCATE assessment related needs could be met with Digication, but 
the other extensive list of data-related elements would need to be stored/maintained in 
another system.   
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Epsilen ePortfolio 
Epsilen (n.d.) describes its electronic data system as an online learning 
environment that encourages collaboration and interaction of today’s students and 
includes a learning management system (LMS), electronic portfolio, Web 2.0 
collaboration tools, and assessment tools.  The LMS portion of the system is described in 
a way similar to other online course management tools and is designed to facilitate online 
classes and coursework.  The Epsilen ePortfolio system provides a unique web address 
for all users, and access for students and faculty is free for life.  The ePortfolio features 
allow for a wide variety of information in various formats to be presented to faculty 
assessors or future employers.  Assessment can be performed on an individual’s 
ePortfolio or as part of a course.  Rubric style formats are used for scoring assessments as 
well as online testing and quizzes.  No specific claims are made regarding NCATE 
accreditation or other accrediting bodies, but systems like this are frequently chosen to 
help meet these data collection needs (Ittelson, 2008).   
It would appear that Epsilen is a capable LMS and ePortfolio system with typical 
functionalities one would expect to find with those systems.  The assessment portion of 
the system is simple but based on information available is lacking in data aggregation, 
disaggregation, and the ability to address specific standard sets.  The Epsilen system also 
appears to be lacking in the admission, disposition, fieldwork, certification, and exit 
areas.  Some NCATE assessment related needs could be met with Epsilen, but the other 
extensive list of data-related elements would need to be stored/maintained in another 
system.   
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Foliotek 
Foliotek (n.d.a) describes its system as a parallel process system with the student 
data process and the program level data process occurring simultaneously.  Student work 
is collected in the electronic portfolio portion of the system including both formative and 
summative assessments related to standards that should be representative of program 
expectations.  The program process aspect of the Foliotek system provides the ability for 
faculty and student peers to provide feedback during the development of the portfolio.  
Checkpoints established by the program allow for formal student evaluation and data 
aggregation for program improvement.  After graduation, Foliotek provides program 
evaluation via graduate surveys and employer feedback surveys.  A unique feature listed 
on its website indicates that faculty credentials can also be collected, stored, and reported 
on based upon the faculty review area within the system.  The Institutional portfolio 
allows programs to store, organize, and provide all the evidences collected for their 
accreditation needs.   The Foliotek System also has a feature named eduDataCenter™ 
that provides either batch file processing or interactive XML web services, which can 
connect to most student information systems (SIS) (Foliotek, n.d.b).  No specific claims 
regarding NCATE are made by the Foliotek website but the system is marketed as a way 
to improve program accreditation efforts (Cole, 2007).   
Foliotek on the surface would appear to provide many similar portfolio-based 
features as other portfolio systems.  The power of the eduDataCenter™ may be one of the 
biggest strengths of this system for those programs that depend on the central SIS 
systems to store or provide their candidate data needs.  The Foliotek website does discuss 
the system’s ability to capture admission data, dispositions, certification, or exit data, but 
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does not provide enough detail to fully describe its functionality.  However, Foliotek is 
one of the few systems that tries to capture faculty credentials and scholarly work as well 
as after graduation data collection.  
PASS-PORT 
Innovative Learning Assessment Technologies (ILAT; n.d.a) describes its PASS-
PORT system, originally developed as a statewide project in Louisiana, as being capable 
to meet and exceed all accrediting agency expectations including NCATE, Accreditation 
Board for Engineering and Technology (ABET), Association to Advance Collegiate 
Schools of Business (AACSB), Southern Association of Colleges and Schools (SACS), 
and other similar agencies.  Specifically, the website states: 
PASS-PORT directly addresses the NCATE standards that require higher 
education institutions to:  
 have a viable performance assessment system in place that makes 
professional education programs accountable for demonstrating how they 
prepare teachers and support personnel to impact K-12 student learning 
(Standard 2); 
 have a coherent system to manage and evaluate field experiences and 
clinical practice of student interns (Standard 3); 
 ensure candidates are working with diverse higher education and school 
faculty, diverse candidates, and diverse students in P-12 schools (Standard 
4);  
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 have a systematic means of collecting and analyzing faculty evaluation 
data and how faculty use these data to improve their teaching, scholarship 
and service (Standard 5); 
 utilize current data for use in budgeting and program planning, faculty 
load/distribution/assignments (Standard 6). (ILAT, n.d.c, para. 2). 
 
The history of PASS-PORT and continuing development efforts have made this 
assessment system very capable of meeting a large portion of the NCATE standards.  The 
data gathered in the system appears to be focused on information provided by students at 
various points throughout their programs.  This self-reported data can be used for 
evaluation purposes and provides a consistent way of evaluating teacher candidates as 
they move towards graduation.  Extensive portfolio options are listed on the website and 
include student-generated work, evaluation portfolios, working portfolios, and reflective 
portfolios.  The system is capable of having multiple transition points with reporting, 
which allows a view of individual student progress as well as aggregate data for 
programmatic feedback.   
 Even though the earlier version of PASS-PORT helped Louisiana schools who 
adopted it to pass NCATE accreditation (ILAT, n.d.b; Ma et al., 2006), the 
commercialized version still seems to the lack features to completely cover all NCATE 
standard areas.  Features that appear to be lacking include program-related admission 
items (those not reported by the student), clinical practice entry and exit criteria (those 
not reported by the student), and content exam scores.  However, overall, PASS-PORT 
would appear to be one of the most comprehensive and capable commercial systems 
available.   
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LiveText 
LiveText (n.d.a) describes its suite of web-based tools as a comprehensive 
assessment and accreditation management platform designed to assist institutions in 
meeting professional standards including NCATE, ABET, AACSB, SACS, and others.  
The website further describes the company’s 10+ years experience in the assessment 
management industry and the over 500 national and international colleges and 
universities using their system as part of the continuous improvement process.  Ntuli, 
Keengwe, and Kyei-Blankson (2009) discussed the benefits and challenges of using an 
electronic portfolio system and the power of tools like LiveText to improve technology 
usage in teacher candidates. The use of electronic portfolios in this research study 
provided constant access to work samples, reflective tools, and the students with a variety 
of media in which to present their work. On the contrary, the researchers found that the 
electronic system did not facilitate collaboration or the type of meaningful reflection they 
had hoped for (Ntuli et al., 2009).  LiveText includes a full featured electronic portfolio 
system, outcomes assessment, performance-based assessment, course-based assessment, 
curriculum mapping, interactive rubrics, reflection journals, field experience tracking, 
surveys, extensive data reporting, and accreditation management tools (LiveText, n.d.b).   
 A long record of accomplishments in the assessment area and a commitment to 
continuous improvement of their product has enabled LiveText to be one of the most 
comprehensive and popular assessment systems in the market.  Recent improvements to 
the system, including fieldwork experience management and support for the Teacher 
Performance Assessment Consortium assessments, continue to make them more 
competitive in the assessment system market.  LiveText does not specifically state the 
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ability to track admission criteria, certification information, or other exit information, but 
the system does have the ability to integrate into most student information systems and 
would allow the importing of some data stored in those systems (LiveText, n.d.a).  
LiveText appears to be one of the most comprehensive systems educational institutions 
can use to help meet the accreditation needs. 
RCampus 
RCampus (n.d.b) describes its system as a comprehensive educational assessment 
management system that includes a course management system, electronic portfolios, 
rubrics, websites for students, faculty, and groups, a tutor connection, and a book 
exchange.  The website describes two versions of the RCampus system, a personal 
edition and an enterprise level edition.  Educators, students and campus-related groups 
can use the online version of RCampus for free.  For schools or universities looking for a 
preconfigured assessment management system, RCampus provides an enterprise edition 
for a fee that allows for customization of the system and tools to measure outcomes based 
upon various standards (RCampus, n.d.b).  RCampus makes no specific claims regarding 
its system’s ability to meet the NCATE assessment standards but marketing materials 
describe the system’s ability to manage assessments, standards, accreditation data, and 
help expedite the data collection for accreditation purposes (RCampus, n.d.a).  It would 
appear that RCampus can provide an extensive LMS system similar to those discussed 
previously but would not be able to provide the ability to aggregate/disaggregate data, 
provide admission data, fieldwork data, clinical practice data, certification data, exit data, 
or data after graduation.   
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TaskStream  
TaskStream (n.d.d) describes two different products developed to meet the 
learning and accountability needs of both colleges of education and entire campuses.  The 
website describes the Accountability Management System (AMS) as the product that 
addresses accreditation, assessment, planning, and the continuous improvement 
documentation needs in education.  The Learning Achievement Tools (LAT) is described 
as the tool that provides e-portfolios, rubrics, performance reporting, and standards-based 
assessments.  Other features of the TaskStream products include accreditation 
documentation, curriculum mapping, advanced reporting, field placement tracking, 
internship management, and surveying capabilities (Stoulig, 2009; TaskStream, n.d.b).  
The website does not specifically make any claims about NCATE accreditation but does 
list over 20 different accrediting agencies whose criteria were met by the TaskStream 
system and provides a sample image from the system displaying the NCATE standards 
(TaskStream, n.d.a).  The TaskStream systems, AMS and LAT, combine to make a very 
comprehensive system capable of meeting NCATE standards and are one of the four 
most popular assessment systems selected for this purpose (Everhart & McKethan, 2008).  
A recent partnership designed to help address the needs of the TPAC assessments 
increases TaskStream’s system capabilities and makes it one of the few systems to claim 
the ability to show the impact of teacher effectiveness in the classroom (TaskStream, 
2011). 
Tk20 
Tk20 (n.d.) describes its HigherEd product as a complete assessment management 
system that provides assessments, electronic portfolios, online course management, field 
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experience, clinic practice, surveys, a document room, admission/application forms, 
reports, and data import features.  The website also describes a student advisement 
feature that was not mentioned by any of the other systems in this research.  The student 
advisement feature allows an advisor to obtain a complete view of a student’s 
performance, which could include test scores, certifications, transcripts, and courses 
taken (Tk20, n.d.).  Tk20 CampusWide is an additional product with similar 
comprehensive assessment features focused on the assessment needs of the entire 
institution.  The Tk20 HigherEd assessment system is marketed specifically to colleges of 
education as an online assessment system for NCATE accreditation.  The Tk20 
CampusWide assessment system is designed to assist institutions in meeting professional 
standards including NCATE, ABET, AACSB, SACS, and others.  Walters and Sylvest 
(2007) discussed the benefits of Tk20, other comprehensive electronic data collection 
systems, and their ability to monitor student progress and growth in addition to the 
research opportunities a system of this type can provide.  Tk20 allowed their organization 
to report on their candidate process including assessment data, diversity, and outcome 
measures for both the professional education unit and individual program data for their 
specialty program associations (Walters & Sylvest, 2007).  Designed specifically to meet 
the needs of colleges of education and their NCATE requirements, Tk20 HigherEd 
appears to provide a comprehensive system for assessment data collection needs.  
Nuventive TracDat 
Nuventive (n.d.b) describes an enterprise level assessment management system 
named TracDat designed to support the assessment needs of an entire institution, not just 
a particular college or department.  The website continues to describe another product 
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that integrates with TracDat and provides an electronic portfolio system designed to 
collect student-learning evidence called iWebfolio.  TracDat (n.d.) provides a list of 
system benefits but does not describe the types of data that can be collected or provide 
enough detail as to how well it would address the NCATE standards.  iWebfolio (n.d.) 
provides a better description of the portfolio’s functionality, and it would appear to be 
capable of addressing most of the performance assessments as described in the NCATE 
standards.  No specific claims are made as to TracDat’s ability to meet the NCATE 
standards, but some NCATE needs are mentioned in the description of iWebfolio; several 
universities who have successfully used TracDat for accreditation are presented in case 
studies listed on the website (Nuventive, n.d.a).  It is not apparent from the website if or 
how well the TracDat/iWebfolio systems would be able to address the need for admission 
data, dispositions, fieldwork, clinical practice, certification data, exit data, or data needed 
after graduation.   
Waypoint Outcomes 
Waypoint Outcomes (n.d.a) describes its assessment system solution as one that 
contains powerful rubric tools, data aggregation/disaggregation, surveys, and student 
feedback tools that can be tightly integrated into the most popular LMS systems used by 
educational institutions.  The system is further described as having the ability to create 
customized, interactive rubrics that provide the faculty member direct interaction with the 
rubric to provide specific feedback to the student based on a specific set of standards or 
outcomes.  The Waypoint Outcomes (n.d.b) brochure specifically describes ways the 
system has been used, with one of the scenarios being NCATE accreditation in colleges 
of education as well as other accrediting agencies.  The website also offers a series of 
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whitepapers highlighting different institutions that have successfully used Waypoint 
Outcomes including one from Seton Hall University who passed accreditation in 2005.  
Waypoint Outcomes is not marketed as a complete assessment system to meet all of the 
NCATE standards but is specifically marketed as an assessment system which specializes 
in the way it provides an integrated, efficient, productivity tool for faculty and students 
(Skeele, Carr, Martinelli, & Sardone, 2007).   
 It would appear that Waypoint Outcomes is a very capable assessment system 
when integrated with one of the popular LMS’s such as Blackboard or Moodle and would 
be able to address some of the assessment needs for NCATE.  The system does not 
appear capable of addressing some of the needs including admission data, disposition 
data, fieldwork placements, clinical practice, certification data, and exit data. 
Research Questions 
 Accrediting bodies such as NCATE are requiring professional education 
programs to show how they use data to systematically improve their program and the 
performance of their teacher candidates.  Programs with effective electronic data 
collection and reporting systems provide the ability to evaluate and modify their 
programming to “withstand the fierce internal and external accountability pressures far 
better than those without systematic processes” (Reusser et al., 2007, p. 106).  Ultimately 
institutions, units, or programs must make tough decisions relating to their data collection 
needs.  Many open source, self-developed, commercial systems, and hybrid systems 
(combination of self-developed and third party software) are currently available and are 
being used to address these issues.  Even after making the decision as to the direction 
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they wish to go, many colleges struggle with implementation, daily use, and acceptance 
of the system(s) chosen.   
 Thus, through a survey sent to the primary person responsible for accreditation of 
NCATE –affiliated teacher preparation institutions, this study explores the following 
research questions: 
1. What are the different aspects of various electronic data systems and how 
important are they during the system selection process?   
2. How satisfied are respondents with the different aspects of various electronic 
data systems? 
3. Is there a relationship between the importance of system components and the 
level of satisfaction with the system components?  
4. Is the respondent’s level of satisfaction related to the type of system selected 
(commercial, in-house, or hybrid)?  
5. To what degree do respondents perceive their data systems meet NCATE 
Standard 2 requirements? 
6. Is the respondent’s perception of a system’s ability to meet NCATE Standards 
related to the type of system selected (commercial, in-house, or hybrid)? 
The electronic data system selection process is different for every institution but 
there is a basic set of selection criteria common to those making the decisions.  The 
relative importance of these criteria provides a foundation for those venturing out to 
develop their own systems and for those who are looking at the many commercial 
companies offering their own data solutions.  The results of research questions one and 
two were compared to determine how satisfied the primary users are relative to the 
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importance of that system aspect during the selection process based on the assumption 
that if one aspect of the system was particularly important during the selection process 
and the users show a large amount of dissatisfaction with that system aspect, more 
attention may need to be placed on that system component to determine how to improve 
the user’s satisfaction.  Conversely, if a system item was not important during the system 
selection process, the overall satisfaction of that item would be less important.   
 NCATE (2008) established its accreditation standards to provide teacher 
preparation programs a set of guidelines and principles which, if followed, would ensure 
quality teacher candidates.  NCATE Standard 2 describes the assessment system, data 
collection, analysis, evaluation, and how data should be used for program improvement.  
Research question five and six focus on the respondent’s perception of how well the 
respondent’s primary assessment system addresses NCATE Standard 2.  The analysis of 
these questions looks directly at the current electronic data assessment systems, whether 
developed in-house, by a commercial company, or a hybrid approach to determine how 
well suited they are to help education units meet their data collection needs and their 
ability to be used for program improvement.   
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CHAPTER 3: METHODOLOGY 
 
 This research project is designed to help identify the wants and needs of the 
National Council for Accreditation of Teacher Education (NCATE) accredited 
institutions and to determine satisfaction levels with current systems in an ever-changing 
landscape of educational accountability.  The need for data to show the effectiveness of 
teacher preparation programs will continue to increase, and the data systems used to 
gather this data must be flexible and capable of meeting these demands.  This study 
explores the following research questions: 
1. What are the different aspects of various electronic data systems and how 
important are they during the system selection process?   
2. How satisfied are respondents with the different aspects of various electronic 
data systems? 
3. Is there a relationship between the importance of system components and the 
level of satisfaction with the system components?  
4. Is the respondent’s level of satisfaction related to the type of system selected 
(commercial, in-house, or hybrid)?  
5. To what degree do respondents perceive their data systems meet NCATE 
Standard 2 requirements? 
6. Is the respondent’s perception of a system’s ability to meet NCATE Standards 
related to the type of system selected (commercial, in-house, or hybrid)? 
An e-mail survey was sent to the primary person responsible for accreditation of NCATE 
–affiliated teacher preparation institutions to solicit their feedback concerning the 
research questions.   
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Research Design 
 This study began by using a descriptive design with survey methodology.  A 
descriptive study is appropriate for exploratory studies that are seeking to establish a 
baseline or an initial study of an area or subject not previously explored.  This research 
was correlational in nature and looked at relationships between items of importance and 
satisfaction.  Dunn (2001) described a correlation design as one that is used to discover 
relationships that have a predictive nature and indicate the degree that the relationship is 
associated.  Correlation research design is not meant to imply causation but only to 
describe relationships or some association between variables.  Based on the number and 
quality of the responses, the study expanded beyond descriptive statistics and correlations 
to include inferential statistics, such as significance testing of correlations, t-tests, and 
one-way ANOVAs.   
This study employed survey methodology for the purpose of obtaining data from 
a large population in the area of perception of satisfaction, which were not readily 
observable.  Fink (2009) described surveys as “information-collection methods used to 
describe, compare, or explain individual and societal knowledge, feelings, values, 
preferences, and behavior” (p. 1).  Based on this description of surveys, this methodology 
is appropriate for this research due to the limited research available on this topic.  This 
researcher found no other studies that examined electronic assessment systems and their 
ability to meet NCATE Standard 2. 
Participants 
 The participants in this study consisted of the NCATE assessment coordinators or 
other assessment-related positions from the institutions listed on the NCATE website, 
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which includes over 750 public and private accredited institutions.  Contact information 
for the assessment coordinators was obtained from the individual institution’s website.  If 
the assessment coordinator’s contact information was not accessible, the associate dean 
or dean of education was listed as the contact.  The survey was sent to 775 assessment 
coordinators on the NCATE institution list where contact information was available.   
Instrument 
The 21-question survey (see Appendix B) developed for this research was 
designed to measure respondents’ overall satisfaction with their assessments systems’ 
ability to address their data gathering and reporting needs for each category outlined in 
the NCATE standards.  Twelve different general data collection categories were 
identified in the NCATE standards and are detailed in the Assessment System Table (see 
Appendix A).  Two additional categories were added for research purposes pertaining to 
system costs.   The 14 data categories include the following system capabilities:  
 Systematically collects data 
 Accessible to faculty 
 Aggregates data 
 Disaggregates data 
 Collects information on student dispositions 
 Collects information on student fieldwork 
 Addresses multiple assessment points 
 Collects information on professional, state, or national standards 
 Collects data on clinical practice 
 Collects data on teacher certification/licensure 
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 Collects exit information 
 Collect information after student graduation 
 Affordable to the educational unit 
 Affordable to students 
The first table of questions (see Appendix B) used Likert-scaled questions to 
allow the respondents to indicate their perception of importance for a series of system 
components related to the above 14 categories including cost, ease of implementation, 
ease of use, aesthetics of the system, data extraction, system integration, reporting 
capabilities, and system changes.  The responses to these questions help answer research 
question one, “What are the different aspects of the various electronic data systems and 
how important are they during the system selection process?”   
The second table of questions (see Appendix B) used Likert-scaled questions to 
allow respondents to indicate their perception of satisfaction with the same system 
components as the previous table of questions.  The responses to these questions help 
answer research question two, “How satisfied are respondents with the different aspects 
of various electronic data systems?”  The combination of table one and table two 
questions provide a comparison of system component importance and component 
satisfaction.  This comparison was further explored to answer research question three, “Is 
there any relationship between the importance of system components and the level of 
satisfaction with the system components?” by using correlations between components 
and paired samples t-test. 
Since there are three distinct types of electronic assessment systems (EAS) that 
can be chosen (commercial, developed in-house, or a hybrid of both of these systems), a 
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one-way ANOVA was run to explore respondent’s level of component satisfaction based 
on the type of system the user indicated in an earlier survey question.  The analysis of 
these data provided answers to research question four, “Is the respondent’s level of 
satisfaction related to the type of system selected (commercial, in-house, or hybrid)?”.  
The third table of questions (see Appendix B) used Likert-based questions to 
allow respondents to indicate their perception of their system’s ability to address a 
comprehensive list of NCATE Standard 2 data assessment needs.  The responses to these 
questions help answer research question five, “To what degree do respondents perceive 
their data systems meet NCATE Standard 2 requirements?”  Individually the questions in 
this table provide a perceived level of satisfaction for specific data points being addressed 
in the question.  When combined, all of the questions in this table provide an overall 
indication of the respondents’ perceptions of their system’s ability to address NCATE 
Standard 2.  Based on the three distinct types of EAS’s available, the ability to address 
NCATE Standard 2 was further explored with a one-way ANOVA to answer research 
question 6, “Is the perception of a system’s ability to meet NCATE Standard to related to 
the type of system selected (commercial, in-house, or a hybrid)?” 
Regarding instrument development, because Johns (2010) indicated the accuracy 
of Likert scales below a five-point scale and above a seven-point scale might be 
significantly lowered, a six-point scale was chosen for these questions.  Each of the 
satisfaction categories listed above was rated based on the following six categories: 
extremely well, well, moderately well, moderately poor, poor, and extremely poor.  The 
six-point scale was chosen to eliminate the neutral or undecided middle point and 
produce a forced choice response.  This type of scale pushes the user into a positive or 
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negative viewpoint of their satisfaction and eliminates their ability to claim uncertainty.  
Johns (2010) and Fink (2009) also suggested that an even point or forced response scale 
may offer a better indicator of true satisfaction in areas that are controversial, political, or 
when users may be reluctant to report their true feelings.  The respondents to this survey 
are considered experts on their assessment system so a finer scale may provide greater 
insight to their satisfaction. 
Furthermore, in developing the instrument, a pre-survey evaluation group was 
used to confirm the content validity of the survey, which led to multiple revisions and 
survey improvements (Vogt, 2007).  The pre-survey evaluation group included deans, 
associate deans, assessment coordinators, and survey experts.  Changes included 
additional position types, revising institution size categories, revising initial preparation 
program completer categories, and modifying both the system item importance and the 
system item satisfaction tables to Likert-scaled questions. 
Procedures 
The 21-question survey (see Appendix B) was developed in an online survey 
system provided by WKU called Qualtrics. All e-mail addresses collected from each of 
the NCATE institution websites were uploaded into Qualtrics and participants were sent 
an e-mail describing the research including all Institutional Review Board information 
and cautionary statements (see Appendices C and D).  After each completed survey, a 
thank you e-mail was automatically sent to the respondent.  Reminder e-mails to those 
who had not responded to the survey were sent out approximately every two weeks.  
Once data collection was completed, all responses were exported into Excel for data 
verification and cleanup.  The data were then imported into SPSS for analysis.   
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Analysis of Data 
Frequency counts and descriptive statistics were calculated and reported for 
research question one, “What are the different aspects of various electronic data systems 
and how important are they during the system selection process?” and research question 
two, “How satisfied are respondents with the different aspects of various electronic data 
systems?”  These data were used in describing the respondent’s perception of system 
component level of importance and level of satisfaction with those components.  The 
overall mean for each of the importance and satisfaction table questions were used to 
provide average level of importance and satisfaction measure for assessment systems 
currently in use.  Pearson correlations and a paired t-test were used to explore the 
relationships of the system component importance and the system component satisfaction 
(research question three).  A one-way ANOVA was used to explore research question 
four, the component satisfaction based on the respondent’s chosen system type of 
commercial, in-house, or hybrid (combination of both commercial and in-house). 
Frequency counts and descriptive statistics were calculated and reported for 
research question five, “To what degree do respondents perceive their data systems meet 
NCATE Standard 2 requirements?”  The individual question means provide a measure of 
satisfaction with the system’s capability of addressing data needs in that particular 
category.  The mean for the entire set of questions was computed as a measure of overall 
satisfaction with the assessment systems of the survey respondents.  This overall 
satisfaction measure is an indicator used in the discussion of the systems used currently to 
meet the NCATE standards and how well they meet the needs of the users and how well 
these systems address the standards.   A one-way ANOVA was used to explore whether 
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there were differences in a system’s ability to gather NCATE standards data based on the 
respondent’s chosen system type of commercial, in-house, or hybrid. 
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CHAPTER 4:  RESULTS 
 
Introduction  
 The purpose of this study was to explore what components of electronic 
assessment systems (EAS) are considered most important, how satisfied Colleges of 
Education are with those system components, and how well those electronic data 
collection systems address NCATE Standard 2.  A survey, sent out to the person 
identified to be the most familiar with the college’s assessment system, was designed to 
address the following research questions: 
1. What are the different aspects of various electronic data systems and how 
important are they during the system selection process?   
2. How satisfied are respondents with the different aspects of various electronic 
data systems? 
3. Is there a relationship between the importance of system components and the 
level of satisfaction with the system components?  
4. Is the respondent’s level of satisfaction related to the type of system selected 
(commercial, in-house, or hybrid)?  
5. To what degree do respondents perceive their data systems meet NCATE 
Standard 2 requirements? 
6. Is the respondent’s perception of a system’s ability to meet NCATE Standards 
related to the type of system selected (commercial, in-house, or hybrid)? 
The survey was divided into three primary sections.  The first section gathered 
descriptive statistics and demographic information regarding the individual responding to 
the survey, the university, the educator preparation program, and specific information 
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about the system they are currently using to meet NCATE Standard 2.  The second 
section of the survey focused on the importance and satisfaction of system components.  
The third section focused on the ability of the system to help the unit meet data collection 
requirements of NCATE Standard 2 (see Appendix B).   
Response Rate Information 
 Based on information downloaded from the NCATE website, a list of 785 
NCATE institutions was created.  E-mail addresses for each of the institution’s NCATE 
coordinator or person responsible for NCATE accreditation were obtained from the 
institution’s website and added to the list.  Ten institutions did not list e-mail addresses 
on their websites, and those institutions were not included in the list.  The list of e-mail 
addresses was uploaded into Qualtrics, an online survey software used to create and 
deliver the survey.  An e-mail message (see Appendix C) was sent out to the list members 
explaining the purpose of the survey, an invitation for the NCATE Coordinator or person 
most familiar with their electronic assessment system to respond to the survey, and a 
direct hyperlink that would take the respondent directly to the survey (see Appendix B).  
E-mail reminders were sent out approximately every two weeks to those who had not 
responded to the survey, and one final e-mail indicating the close of the survey was sent 
out after approximately five weeks.  Out of the 775 e-mails sent out, eight undeliverable 
messages were received, 18 e-mails indicated that the institution was no longer affiliated 
with NCATE, and 34 indicated that they were now accredited by the Teacher Education 
Accreditation Council (TEAC).  Two hundred fifty participants started the survey, 214 
completed the entire survey, and 11 additional responses were kept as part of the data set 
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because they completed through the question indicating the current system they were 
using.  The response rate for the survey was 31% with a completion rate of 90%. 
Participant and Institutional Demographics 
 The following section describes respondent and institutional demographic 
characteristics.  The total number of respondents for all demographic tables was n = 225. 
Table 2 describes the type of institution represented by the respondent and is categorized 
by public, private (non-profit), or private (for-profit) universities.  The results indicate 
that around 57% of respondents were from public institutions, 37% were from private 
(non-profit) institutions, and 4% were from private (for-profit) institutions.  An additional 
1% failed to indicate their institution type.   
Table 2 
 
Institution Type 
 
  
 
n % 
Public 129 57.3 
Private (non-profit) 83 36.9 
Private (for-profit) 10 4.4 
Missing 3 1.3 
  
 Table 3 shows the approximate overall size (full-time enrollment) of the 
respondent’s institution.  The largest number of responses (25%) came from institutions 
with an approximate size between 2,501 – 5,000 students and the smallest number of 
responses (8%) came from institutions with enrollments > 25,001 students. 
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Table 3 
Institution Size (Full-time Enrollment) 
 
 n % 
0 - 1,500 24 10.7 
1,501 – 2,500 30 13.3 
2,501,- 5,000 57 25.3 
5,001 - 10,000 32 14.2 
10,001 – 15,000 29 12.9 
15,001 – 25,000 33 14.7 
> 25,001 19 8.4 
Missing 1 0.4 
 
 The survey was e-mailed to the person the institution’s website indicated was the 
NCATE coordinator or the person the researcher determined to be the most 
knowledgeable about the professional education unit’s assessment system.  The role of 
the individuals responding to the survey is indicated in Table 4 with 36% reporting they 
were the NCATE Coordinator, some 38% indicating they were the Assessment 
Coordinator, and 25% indicating they were an Associate/Assistant Dean.  This question 
allowed for multiple responses or selections, so the individuals could have selected more 
than one role or position.   
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Table 4 
Positions or Roles 
 
 n % 
Dean 30 13.3 
Associate/Assistant Dean 56 24.9 
Assessment Coordinator 86 38.2 
NCATE Coordinator 81 36.0 
Department Chair 30 13.3 
Technology Coordinator 13 5.8 
Faculty 8 3.6 
Note.  Multiple positions or roles could be selected.  Percentage of each position n out of 
total question respondents (n = 225). 
 
 The size of the educator preparation programs represented by the respondents 
varied as represented in Table 5.   The largest programs, which produce over 800 
educators per year, had the smallest percentage of responses (5%).  The smallest 
programs, which produce less than 50 new educators per year, had a percentage of 
responses just over 16%.  The largest percentage of responses (24%) was from educator 
preparation programs producing between 201 and 400 new educators per year.   
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Table 5 
 
Size of Educator Preparation Program 
 
 n % 
0 - 50 37 16.4 
51 - 100 47 20.9 
101 - 200 39 17.3 
201 - 400 54 24.0 
401 - 600 23 10.2 
601 - 800 12 5.3 
> 800 11 4.9 
Missing 2 0.9 
 
 The programs represented produced future educators at levels including BA/BA, 
Masters, post baccalaureate, and a combination of masters and post baccalaureate as 
shown in Table 6.  Most respondents (79%) indicated that their programs produced 
graduates at the BS/BA level.   
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Table 6  
Level of Program Completers 
 
 n % 
BS/BA 177 78.7 
Masters 21 9.3 
Post Baccalaureate 23 10.2 
Both (Masters and Post Baccalaureate) 4 1.8 
 
 Sivakumaran et al. (2010) indicated the choice between commercial, in-house 
developed, or a hybrid solution was one of the first decisions that institutions must make 
and was often the most difficult.  Table 7 shows the distribution of respondents who 
report their use of the three types of assessment systems.  All three system types were 
fairly evenly distributed.  
Table 7 
Type of Assessment System 
 
 n % 
Commercial 66 29.3 
Developed in-house 72 32.0 
Hybrid  86 38.2 
Missing 1 0.4 
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Respondents were also asked to provide the specific type or name of their primary 
assessment system currently being used.  At over 16%, the percentage of programs 
reporting the use of an in-house system or database was very close to the percentage of 
programs using the most common commercial system selected, LiveText (17%).  Table 8 
shows the entire list of systems provided by the survey respondents.   
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Table 8 
 
Primary Assessment System Selected 
 
 n % 
Blackboard 6 2.7 
Chalk&Wire 16 7.1 
Epsilen 1 0.4 
Filemaker Pro 8 3.6 
Foliotek 5 2.2 
ILAT Pass-Port 1 0.4 
in-house System or Database 37 16.4 
LiveText 39 17.3 
Mahara 1 0.4 
Microsoft Access 9 4.0 
Microsoft Excel 20 8.9 
TaskStream 31 13.8 
Tk20 25 11.1 
TracDat-iWebfolio 3 1.3 
Waypoint Outcomes 1 0.4 
RCampus 1 0.4 
SIS System (Banner, Jenzabar, etc.) 8 3.6 
Survey Tool (Qualtrics, Inquisite, etc.) 5 2.2 
Course Management Tools (Moodle, Angel, etc.) 2 0.9 
Steps for Assessment 1 0.4 
Weave Online 1 0.4 
Xitracs 1 0.4 
Other (not specified) 3 1.3 
 
 This research investigated respondents’ perceptions of a system’s ability to meet 
NCATE standards and respondents’ satisfaction with the system’s components.  Many 
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factors may influence those responses, including the length of time the system has been 
used; whether the system was used during the last NCATE cycle; where a program is 
currently in its NCATE accreditation cycle; cost factors; and how easy the system is to 
use.  Table 9 shows how long the respondents have been using their current system.  
Nearly 90% have been using their system for at least a couple of years. 
Table 9 
Length of System Use 
 
 n % 
1 year or less 26 11.6 
2-3 Years 66 29.3 
4-5 Years 60 26.7 
6 or more years 72 32.0 
Missing 1 0.4 
 
 Table 10 shows whether respondents were using the system during their last 
NCATE accreditation visit.  Nearly two thirds of professional education institutions had 
the opportunity to test the quality of their system during an actual accreditation visit.  
Interestingly, over one third do not yet know for certain that their system will withstand 
scrutiny.   
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Table 10 
System Used Last NCATE Accreditation Visit 
 
 n % 
Yes 140 62.2 
No 84 37.3 
Missing 1 0.4 
 
 Table 11 shows at what point respondents were in their current NCATE 
accreditation cycle at the time of the survey.  Nearly half of respondents are from 
institutions that are getting ready for an NCATE accreditation visit. 
Table 11 
NCATE Accreditation Cycle Status 
 
 n % 
Just went through an NCATE visit (in the past 2 years) 72 32.0 
In the middle portion of the NCATE cycle 51 22.7 
Preparing for an upcoming NCATE visit (in the next 2 years) 98 43.6 
Missing 4 1.8 
 
  Table 12 shows how well the current assessment system selected met the cost 
needs of the institution and the cost needs of the students in the programs. Most 
respondents indicated that actual costs were the same or less than anticipated costs. 
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Table 12 
Ability to Meet Anticipated Cost Needs 
 
 College Students 
 n % n % 
More than the cost estimate 27 12.0 19 8.4 
The same as the cost estimate 163 72.4 161 71.6 
Less than the cost estimate 21 9.3 32 14.2 
Missing 14 6.2 13 5.8 
 
 An important measure of satisfaction with any product or service is whether the 
user or purchaser would purchase the product again.  Table 13 shows how the 
respondents answered the question, “If you were just now considering 
purchasing/selecting your primary assessment system, knowing what you know today 
about your system, how likely would you be to select the same system?” Interestingly, 
nearly 40% would not or are not sure they would select their current system again, and 
only about 25% would definitely select their current system.  
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Table 13 
Would Select System Again 
 
 n % 
Definitely would not select 15 6.7 
Probably would not select 26 11.6 
Not sure I would select 40 17.8 
Probably would select 87 38.7 
Definitely would select 53 23.6 
Missing 4 1.8 
 
 Survey respondents were also asked how well their systems met their expectations 
relative to ease of use.  Although a majority of respondents indicated that the system was 
as easy (or easier) than expected, over one third of respondents, some 38%, reported their 
system was less easy to use than they anticipated it would be.  Table 14 shows how well 
the system selected matched their expected ease of use. 
Table 14 
System’s Anticipated Ease of Use 
 
 n % 
Less easy to use 86 38.2 
As easy as expected 119 52.9 
More easy to use 12 5.3 
Missing 8 3.6 
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Research Question 1 
 The first research question sought to determine the importance of different 
components of an EAS during the system selection process.  On a four point Likert scale 
of Very Unimportant = 1, Unimportant = 2, Important = 3, and Very Important =4, the 
respondents were asked to rate each of the following components:  
 Overall Cost of the system 
 Ease of Implementation (quick start up) 
 Ease of Use (user friendly) 
 Look and Feel 
 Data Extraction Capabilities  
 System Integration 
 Reporting Capabilities  
 Ability to make Changes to the system 
Table 15 displays the descriptive statistics gathered from the survey responses.  All 
system components, including the overall component average, had a mean importance 
average equal to or above 3.0 except for the Look and Feel component that had a mean 
importance level of 2.95.  Two related components, Data Extraction (M = 3.56) and 
Reporting (M = 3.48), had the highest average importance levels out of all system 
components.   
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Table 15 
Importance of System Components 
 
Component n M SD 
Overall Cost 222 3.32 0.66 
Ease of Implementation 220 3.33 0.74 
Ease of Use 221 3.39 0.75 
Look and Feel 220 2.95 0.70 
Data Extraction 222 3.56 0.65 
System Integration 221 3.00 0.86 
Reporting 221 3.48 0.78 
Ability to Change 222 3.37 0.74 
Importance Average 222 3.30 0.52 
Note. Rating scale: Very Unimportant = 1, Unimportant = 2, Important = 3, Very 
Important = 4 
 
Research Question 2 
 The second research question explored the respondent’s satisfaction with each of 
the different components of an EAS.  The respondents were asked to rate each of the 
same system components used in research question 1 using the following Likert scale: 
Very satisfied = 4, Satisfied = 3, Unsatisfied = 2, Very unsatisfied = 1.  All system 
components, including the overall component satisfaction average, had a mean 
satisfaction level greater than 3.0 except for the System Integration component, which 
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had a mean satisfaction level of 2.75.  The system component with the highest 
satisfaction level was Overall System Cost with a mean satisfaction level of 3.26. 
Table 16 
 
Satisfaction With System Components 
 
Component n M SD 
Overall Cost 224 3.26 0.65 
Ease of Implementation 223 3.04 0.74 
Ease of Use 224 3.00 0.78 
Look and Feel 224 3.03 0.71 
Data Extraction 224 3.10 0.74 
System Integration 221 2.75 0.85 
Reporting 223 3.07 0.79 
Ability to Change 221 3.03 0.88 
Satisfaction Average 225 3.04 0.59 
Note. Rating scale: Very Unsatisfied = 1, Unsatisfied = 2, Satisfied = 3, Very Satisfied = 4 
 
Research Question 3 
 Research question three sought to determine if the importance of EAS 
components at the time of system selection is related to the respondent’s satisfaction of 
those components. Pearson’s correlation coefficients were computed to examine the 
relationships between system component importance and satisfaction.  Table 17 shows 
the correlations between system component importance and system component 
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satisfaction, including both the overall importance average and the overall satisfaction 
average (respondent n ranged from 216 to 222 as answers were not required).  The 
following relationships between importance and satisfaction of system components were 
statistically significant (p < .01): Ease of Use (.18), Look and Feel (.26), Data Extraction 
(.30), System Integration (.24), Reporting (.30), and Ability to Change (.24).  
 The overall average importance level (n = 222, M = 3.30, SD = .519) was 
included in the correlation matrix.  With correlation coefficients ranging from .52 to .82, 
all of the system components showed a strong statistically significant relationship (p < 
.01) with the overall importance average.   
 The overall average satisfaction level (n = 225, M = 3.04, SD = .595) was 
included in the correlation matrix.  The relationship between average satisfaction and 
component importance were statistically significant (p < .05) for the following 
components: Ease of Use (.14), Reporting (.14), and the Importance Average.  Look and 
Feel (.18), Data Extraction (.18), and Ability to Change (.18) were also statistically 
significant (p < .01).  Overall Cost importance was the only component which displayed a 
negative correlation (r = -.03) with the Satisfaction Average but was not statistically 
significant.    
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Table 17 
 
Correlations Between Importance and Satisfaction of System Components 
 
 
  
 
  
Satisfaction 
   
Importance 
Importance 
Average 
Satisfaction 
Average 
 
Overall 
Cost 
Implementation 
Ease of 
Use 
Look 
and Feel 
Data 
Extraction 
Integration Reporting 
Ability to 
Change 
Overall Cost 0.52
**
 -0.03  0.07        
Implementation 0.75
**
 0.03  0.05 0.10       
Ease of Use 0.81
**
 0.14
*
  0.08 0.01 0.18
**
      
Look and Feel 0.61
**
 0.18
**
  0.01 0.03 0.17
*
 0.26
**
     
Data Extraction 0.82
**
 0.18
**
  0.04 -0.07 0.08 0.16
*
 0.30
**
    
Integration 0.62
**
 0.07  0.00 -0.06 0.00 0.05 0.10 0.24
**
   
Reporting 0.80
**
 0.14
*
  -0.06 -0.07 0.07 0.20
**
 0.22
**
 0.11 0.30
**
  
Ability to 
Change 
0.74
**
 0.18
**
  0.06 0.04 0.07 0.10 0.22
**
 0.16
*
 0.19
**
 0.24
**
 
Importance 
Average  
1.00 0.16
*
  0.04 0.00 0.10 0.16
*
 0.21
**
 0.17
*
 0.22
**
 0.08 
* p < .05. ** p < .01 
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 A paired-samples t-test was also performed to compare each system component 
importance level with the component satisfaction level as summarized in Table 18.  There 
was a significant difference in importance and satisfaction averages for Ease of 
Implementation t(217) = 4.10, p = .000; Ease of Use t(219) = 5.63, p = .000; Data 
Extraction t(220) = 8.21, p = .000; System Integration t(216) = 3.23, p = .001; Reporting 
t(218) = 6.43, p = .000; Ability to Change t(217) = 4.93, p = .000; and the Average 
Importance  and satisfaction t(221)=5.31, p = .000.  These results indicate a higher level 
of importance for these system components than the levels of satisfaction for the same 
components. 
 One system component, Look and Feel, showed a negative relationship between 
importance (M = 2.95, SD = .70) and satisfaction (M = 3.04, SD = .71); t(218)= -1.58, p = 
.116;  however, this relationship was not significant.  
 Thus, although importance and satisfaction ratings were found to be positively 
related, the low correlations indicated relatively weak relationships. The results of the 
paired t-test also showed that significant discrepancies exist in the respondent’s ratings of 
importance and satisfaction in the following areas: Ease of Implementation, Ease of Use, 
Data Extraction, System Integration, Reporting, Ability to Change, and the 
Importance/Satisfaction averages.     
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Table 18 
Paired Samples t-Test 
 
Importance - Satisfaction 
Mean 
Diff. 
SD t df 
Overall Cost 0.05 0.89 0.83 221 
Ease of Implementation 0.28 0.99 4.10* 217 
Ease of Use 0.37 0.98 5.63* 219 
Look and Feel -0.09 0.86 -1.58 218 
Data Extraction 0.46 0.83 8.21* 220 
System Integration 0.23 1.05 3.23* 216 
Reporting 0.40 0.93 6.43* 218 
Ability to Change 0.34 1.00 4.93* 217 
Importance/ Satisfaction Average 0.26 0.72 5.31* 221 
* p < .05 
 
 Research Question 4 
 There are three basic types of EAS that professional education programs can 
choose to use: commercial, developed in-house, or hybrid (a combination of both 
commercial and in-house).  To explore research question four, an ANOVA was used to 
determine differences in the respondent’s level of satisfaction based upon the type of 
system they indicated in question five on the survey (see Appendix A).  Descriptive 
statistics by system type for each of the system components are summarized in Table 19 
with the summary of the ANOVA results displayed in Table 20.  The ANOVA analysis 
revealed a statistically significant difference in satisfaction based on system type for the 
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following system components: Overall Cost, F(2,220) = 4.789, p = .009, and Ability to 
Change, F(2,217) = 8.776, p = .000.   
Table 19 
 
Descriptive Statistics of Satisfaction Level by System Type 
 
Component System Type n M SD 
Overall Cost commercial 66 3.23 .602 
in-house 71 3.45 .672 
hybrid  86 3.14 .635 
Total 223 3.26 .649 
Ease of Implementation commercial 65 2.95 .779 
in-house 72 3.13 .711 
hybrid 85 3.04 .747 
Total 222 3.04 .745 
Ease of Use commercial 65 3.02 .673 
in-house 72 3.08 .783 
hybrid 86 2.93 .851 
Total 223 3.00 .780 
Look and Feel commercial 65 3.14 .609 
in-house 72 3.00 .751 
hybrid 86 2.98 .751 
Total 223 3.03 .713 
Data Extraction commercial 65 3.20 .754 
in-house 72 3.18 .678 
hybrid  86 2.97 .774 
Total 223 3.10 .743 
System Integration commercial 64 2.63 .766 
in-house 72 2.93 .877 
hybrid  84 2.69 .878 
Total 220 2.75 .853 
Reporting commercial 65 3.20 .733 
in-house 72 3.04 .830 
hybrid  85 2.99 .794 
Total 222 3.07 .790 
Ability to Change commercial 63 2.97 .842 
in-house 72 3.36 .756 
hybrid  85 2.80 .923 
Total 220 3.03 .878 
Satisfaction Average commercial 66 3.04 .561 
in-house 72 3.14 .580 
hybrid  86 2.94 .625 
Total 224 3.04 .596 
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Table 20 
Results of ANOVA for Satisfaction Level by System Type   
 
System Component SS df MS F p-value 
Overall Cost 3.90 2 1.95 4.789* .009 
Ease of Implementation 1.00 2 0.50 0.904 .406 
Ease of Use 0.93 2 0.47 0.763 .468 
Look and Feel 1.07 2 0.54 1.057 .349 
Data Extraction 2.68 2 1.34 2.457 .088 
System Integration 3.65 2 1.82 2.541 .081 
Reporting 1.72 2 0.86 1.385 .253 
Ability to Change 12.63 2 6.32 8.776* .000 
Satisfaction Average 1.58 2 0.79 2.257 .107 
* p < .05  
A Bonferroni post hoc test revealed a statistically significant difference in 
satisfaction with Overall Cost, which was higher for the in-house system type (M = 3.45) 
when compared to the satisfaction level of the hybrid system type (M = 3.14).  The post 
hoc analysis also revealed a statically significant difference in satisfaction level on 
Ability to Change between the in-house system (M = 3.36) and both the commercial 
systems (M = 2.97) and the hybrid systems (M = 2.80).  A summary of the post hoc 
analysis is displayed in Table 21.   
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Table 21 
 
Post Hoc Analysis for Overall Cost and Ability to Change 
 
Component System Type Mean Diff. p-value 
Overall Cost commercial in-house -.223 .125 
  hybrid  .088 1.000 
 in-house hybrid  .311
*
 .008 
Ability to Change commercial in-house -.393
*
 .023 
  hybrid  .168 .702 
 in-house hybrid  .561
*
 .000 
* p < .05 
Research Question 5 
 Research question five was used to determine how well the respondent’s system is 
able to meet the requirements of NCATE Standard 2.  Survey respondents were asked to 
rate how well their own system was able to meet all the requirements of NCATE 
Standard 2 on the following Likert scale: Extremely Poor = 1, Poor = 2, Moderately Poor 
= 3, Moderately Well = 4, Well = 5, and Extremely Well = 6.  As shown in Table 22, 
respondents indicated their system was able to meet NCATE Standard 2 requirements 
with averages above 4.00 except for Teacher Certification/Licensure (M = 3.87) and 
After Graduation data collection (M = 3.21). The ability of systems to Systematically 
Collect Data had the highest perception rating (M = 4.92).  The average perception of a 
system’s ability to meet NCATE Standard 2 requirements across all components was M = 
4.48.  
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Table 22 
Perception of System’s Ability to Meet NCATE Standard 2 
 
Component n M SD 
Systematically Collect Data 212 4.92 0.97 
Faculty Access 211 4.26 1.22 
Aggregate Data 212 4.84 1.02 
Disaggregate Data  212 4.81 1.11 
Admission Data 202 4.01 1.51 
Student Dispositions 205 4.55 1.32 
Student Fieldwork 207 4.64 1.28 
Multiple Assessments 211 4.87 1.10 
Standards Data 210 4.68 1.23 
Clinical Practice 208 4.70 1.20 
Teacher Certification/Licensure 197 3.87 1.56 
Exit Information 205 4.23 1.48 
After Graduation 197 3.21 1.58 
Cost Needs of Unit 205 4.80 1.12 
Cost Needs of Students 205 4.61 1.23 
Standard 2 Average 212 4.48 0.89 
Note. Rating scale: Extremely Poor = 1, Poor = 2, Moderately Poor = 3,  
Moderately Well = 4, Well = 5, and Extremely Well = 6 
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Research Question 6 
 Based on the three types of EAS available (commercial, in-house, or hybrid), 
research question six investigated whether  there were perception differences in a 
system’s ability to meet NCATE Standard 2 based on the respondent’s self reported 
system type.  An ANOVA was used to determine if any differences exist among the three 
system types and respondents’ perceptions of their ability to meet all components of 
NCATE Standard 2.  The descriptive statistics are reported in Table 23 and the summary 
of the ANOVA results reported in Table 24.  The results of the ANOVA revealed a 
statistically significant perceptual difference in the systems’ ability to meet NCATE 
Standard 2 based on system type for the following components of Standard 2: 
Systematically Collect Data, Faculty Access, Aggregate Data, Multiple Assessments, 
Standards Based Data, Cost Needs of Students, and the Standard 2 Average. 
 A post hoc test analysis using a Bonferroni test revealed a statistically significant 
difference in the following NCATE Standard 2 components: Systematically Collect Data 
between commercial (M = 5.21) and hybrid systems (M = 4.67); Faculty Access between 
commercial (M = 4.71) and both in-house (M = 4.10) and hybrid (M = 4.08); Aggregate 
Data between commercial (M = 5.08) and hybrid (M = 4.65); Multiple Assessments 
between commercial (M = 5.24) and both in-house (M = 4.77) and hybrid (M = 4.68); 
Standards Data between commercial (M = 5.15) and in-house (M = 4.29); Cost Needs of 
Students between in-house (M = 5.09) and both commercial (M = 4.34) and hybrid (M = 
4.39); and the NCATE Standard 2 Average between commercial (M = 4.67) and hybrid 
(M = 4.30).  Table 25 shows summary information for the NCATE Standard 2 post hoc 
analysis.     
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Table 23 
Descriptives of System Ability to Meet NCATE Standard 2 by System Type 
 
 n M SD 
Systematically 
Collect Data 
commercial 63 5.21 .744 
in-house 70 4.94 .883 
hybrid  78 4.67 1.124 
Total 211 4.92 .965 
Faculty Access commercial 62 4.71 .998 
in-house 70 4.10 1.276 
hybrid  78 4.08 1.236 
Total 210 4.27 1.213 
Aggregate Data commercial 63 5.08 .867 
in-house 70 4.86 .982 
hybrid  78 4.65 1.126 
Total 211 4.85 1.017 
Disaggregate Data  commercial 63 4.92 1.112 
in-house 70 4.96 1.042 
hybrid  78 4.59 1.145 
Total 211 4.81 1.109 
Admission Data commercial 58 3.95 1.561 
in-house 69 4.23 1.526 
hybrid  74 3.88 1.461 
Total 201 4.02 1.513 
Student Dispositions commercial 59 4.71 1.246 
in-house 68 4.65 1.243 
hybrid  77 4.34 1.429 
Total 204 4.55 1.321 
Student Fieldwork commercial 60 4.78 1.303 
in-house 69 4.64 1.328 
hybrid  77 4.55 1.231 
Total 206 4.65 1.282 
Multiple 
Assessments 
commercial 63 5.24 .946 
in-house 69 4.77 1.126 
hybrid  78 4.68 1.145 
Total 210 4.88 1.104 
   (Table 23 continues) 
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(Table 23 continued)     
Standards Data commercial 62 5.15 .903 
in-house 69 4.29 1.341 
hybrid  78 4.67 1.245 
Total 209 4.68 1.231 
Clinical Practice commercial 61 4.90 1.287 
in-house 69 4.72 1.162 
hybrid  77 4.56 1.130 
Total 207 4.71 1.191 
Teacher 
Certification-
Licensure 
commercial 58 3.93 1.610 
in-house 64 4.11 1.503 
hybrid  74 3.64 1.549 
Total 196 3.88 1.558 
 Exit Information commercial 59 4.44 1.454 
in-house 68 4.40 1.447 
hybrid  77 3.95 1.486 
Total 204 4.24 1.474 
After Graduation commercial 55 3.45 1.549 
in-house 66 3.29 1.643 
hybrid  75 2.97 1.524 
Total 196 3.21 1.577 
Cost Needs of Unit commercial 60 4.82 1.033 
in-house 68 4.99 1.113 
hybrid  76 4.66 1.172 
Total 204 4.81 1.116 
Cost Needs of 
Students 
commercial 61 4.34 1.263 
in-house 67 5.09 1.125 
hybrid  76 4.39 1.167 
Total 204 4.61 1.225 
Standard 2 Average commercial 63 4.67 .869 
 in-house 70 4.54 .876 
 hybrid  78 4.30 .899 
 Total 211 4.49 .892 
Note. Rating scale: Extremely Poor = 1, Poor = 2, Moderately Poor = 3,  
Moderately Well = 4, Well = 5, and Extremely Well = 6 
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Table 24 
Results of ANOVA for Research Question 6 
 
 
SS df MS F p-value 
Systematically Collect Data 10.21 2 5.10 5.73* .004 
Faculty Access 16.92 2 8.46 6.03* .003 
Aggregate Data 6.32 2 3.16 3.12* .046 
Disaggregate Data  6.07 2 3.04 2.50 .084 
Admission Data 4.88 2 2.44 1.07 .346 
Student Dispositions 5.66 2 2.83 1.63 .199 
Student Fieldwork 1.92 2 0.96 0.58 .561 
Multiple Assessments 12.08 2 6.04 5.15* .007 
Standards Data 23.93 2 11.96 8.46* .000 
Clinical Practice 4.02 2 2.01 1.42 .244 
Teacher Certification/Licensure 7.95 2 3.98 1.65 .195 
Exit Information 10.62 2 5.31 2.48 .086 
After Graduation 7.89 2 3.94 1.60 .206 
Cost Needs of Unit 3.85 2 1.92 1.55 .214 
Cost Needs of Students 23.24 2 11.62 8.30* .000 
Standard 2 Average 5.07 2 2.54 3.26* .041 
* p < .05   Note. Rating scale: Extremely Poor = 1, Poor = 2, Moderately Poor = 3,  
Moderately Well = 4, Well = 5, and Extremely Well = 6 
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Table 25 
 
NCATE Standard 2 and System Type post hoc Analysis 
 
Standard 2 System Type Mean Diff. p-value 
Systematically 
Collect Data 
commercial in-house .263 .329 
hybrid  .540
*
 .003 
 in-house hybrid  .276 .231 
Faculty Access commercial in-house .610
*
 .011 
hybrid  .633
*
 .006 
 in-house hybrid  .023 1.000 
Aggregate Data commercial in-house .222 .615 
hybrid  .426
*
 .040 
 in-house hybrid  .203 .664 
Multiple 
Assessments 
commercial in-house .470
*
 .041 
hybrid  .559
*
 .008 
 in-house hybrid  .089 1.000 
Standards Data commercial in-house .855
*
 .000 
 hybrid  .478 .057 
 in-house hybrid  -.377 .170 
Cost Needs of 
Students 
commercial in-house -.745
*
 .001 
hybrid  -.050 1.000 
 in-house hybrid  .695
*
 .002 
Standard 2 
Average 
commercial in-house .126 1.000 
hybrid  .370
*
 .042 
 in-house hybrid  .244 .283 
* p < .05 
  
 78 
 
CHAPTER 5: DISCUSSION 
 
 The National Council for Accreditation of Teacher Education (NCATE) and other 
educator preparation accrediting bodies have created a demand for data collection 
systems that are capable of helping professional education preparation programs meet 
their accreditation data collection needs (Stoulig, 2009).   Many commercial and in-house 
data collection systems have been developed to help meet these data collection demands; 
however, users are often making difficult system choices without a complete 
understanding of the systems available and their ability to meet their data collection 
needs.  Summarizing the importance of assessment and accountability tools,  RiCharde 
(n.d.) states that university data needs “cannot be accomplished without tools to assist in 
the organization, archiving, and reporting data collected during the assessment process, 
and the choice of data-management tools remains one of the most difficult decisions 
facing” (p. 1) colleges and teacher preparation programs.  The purpose of this study was 
to explore what components of electronic assessment systems (EAS) are considered most 
important, how satisfied Colleges of Education are with those system components, and 
how well those electronic data collection systems address NCATE Standard 2.  From a 
list of NCATE institutions, a survey was sent out to the person most familiar with the 
college’s assessment system designed to address the following research questions: 
1. What are the different aspects of various electronic data systems and how 
important are they during the system selection process?   
2. How satisfied are respondents with the different aspects of various electronic 
data systems? 
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3. Is there a relationship between the importance of system components and the 
level of satisfaction with the system components?  
4. Is the respondent’s level of satisfaction related to the type of system selected 
(commercial, in-house, or hybrid)?  
5. To what degree do respondents perceive their data systems meet NCATE 
Standard 2 requirements? 
6. Is the respondent’s perception of a system’s ability to meet NCATE Standards 
related to the type of system selected (commercial, in-house, or hybrid)? 
Research Question 1 
  Research question one explored the importance of the following system 
components: overall cost, ease of implementation, ease of use, data extraction, system 
integration, reporting capabilities, and ability to make changes.  In developing the final 
survey, these items were identified as important during the researcher’s evaluation of the 
commercial EAS’s (see Appendix A), from responses of the initial survey panel, and 
based on RiCharde’s (n.d.) description of essential components.  Final survey results 
demonstrated that respondents considered all components to be critical during the system 
selection process.  Respondents identified all components as “important,” with some 
approaching “very important,” confirming the respondents’ felt needs for a complete or 
comprehensive EAS to address their NCATE data needs.  Although RiCharde (n.d.) 
discusses the difficulty in finding a one-size fits all solution to assessment data collection 
needs, this research looked to begin to define a basic set of ideas or components that 
should be the basis for any EAS currently developed or those that will be developed in the 
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future.  Survey results suggest that respondents find all system components to be 
important. 
  As Hebert (2007) attested, “the presence of an EAS as paramount in satisfying 
NCATE accreditation requirements” (p.119).  Today the need for collecting student 
assessment data does not appear to be waning; on the contrary, just the opposite appears to 
be happening.  As the two separate educator preparation accrediting bodies of NCATE 
and Teacher Education Accreditation Council (TEAC) move toward one unified body, the 
Council for Accreditation of Educator Preparation (CAEP), there appears to be an even 
greater emphasis on the collection of assessment data.  Recent discussions and preliminary 
standards published by Cibulka and Murray (2011) once again bring data collection and 
data-based decision making to the forefront.  EAS’s will be the primary tools necessary to 
meet these data demands for both accreditation and other reporting needs.   
  Colleges of Education and other teacher preparation programs are still struggling 
to find, buy, or develop a complete and comprehensive EAS that will meet all of their 
internal needs as well as the accrediting agencies (Hebert, 2007; RiChard, n.d.; Stoulig, 
2009). The respondent’s perception that all components are nearly equal in importance 
creates its own set of challenges.  Knowing what data collection areas are important, 
prioritizing that data collection, and using those priorities, as your basis of system 
selection is made more difficult when “everything” is important. Owsaik (2008) admits 
that the components of an EAS are constantly in a state of flux as professional and 
political priorities shift, but consensus about a basic set of components seems to be 
emerging. The results of research question one provide a solid foundation in which teacher 
preparation programs can base their search.   
 81 
 
Research Question 2 
  Research question two explored the users’ satisfaction level of the same system 
components as research question one.   Respondents indicated they were satisfied on 
average with all of the following components including overall cost, ease of 
implementation, ease of use, data extraction, reporting capabilities, and ability to make 
changes with the exception of system integration.  The satisfaction level with the system 
integration component was slightly lower than the other components but did approach the 
satisfied level.  Results for this question indicate that, in general, most people are satisfied 
with their current EAS.  Thus, the current systems, whether commercial, in-house, or 
hybrid, are meeting the basic data collection needs of their users. 
  Commercial vendors should be happy to hear the basic findings related to this 
question.  The commercial aspects of EAS’s for teacher preparation are big business as  
evidenced by the number of vendors marketing themselves as complete assessment 
systems and by their prominence at tradeshows and accreditation and education related 
conferences.   
  However, those who have developed their own in-house system or use a hybrid 
solution also seem equally satisfied with their decision.  Much time, effort, and money 
must be invested to design, develop, maintain, and support an in-house or a hybrid 
developed EAS (Hebert, 2007; Sivakumaran et al., 2010), and the decision to take that 
leap is generally not made easily.  Nevertheless, it seems that once the decision is made, 
respondents feel satisfied with the results.  However, if respondents are generally satisfied 
with their systems, it does still beg the question, why are there still so many colleges, 
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schools, or programs still searching for the system that meets their needs?  Later research 
findings shed some light on this intricate puzzle. 
Research Question 3 
  Research question three explored the relationship between EAS system 
component importance and user satisfaction.  Statistically significant relationships were 
found for Ease of Use, Look and Feel, Data Extraction, System Satisfaction, Reporting, 
and Ability to Change.  The correlations showed how the importance level varied in the 
same direction or opposite direction with the level of satisfaction (Slavin, 2007).  Most of 
the components had a positive correlation indicating that as the component importance 
increased, so did the level of satisfaction. Although this is a positive indicator of how well 
the current EAS systems are meeting user needs, the largest significant correlations did 
not exceed r = .30, which is considered to be low in relational strength.  When interpreting 
the size of a correlations coefficient, Hinkle, Wiersma, and Jurs (2003) indicate 
correlations between .00 and .30 have “little if any correlation” (p. 109).  Thus, even 
though the relationships were found to be significant, the strength of the relationships 
makes it hard to draw any clear conclusions.   
Paired-samples t-tests were also performed, which further explored the potential 
relationship between importance and satisfaction.  Specifically, paired-samples t-tests 
were used to analyze differences between the importance levels and the satisfaction levels.  
Ease of Implementation, Ease of Use, Data Extraction, System Integration, Reporting, and 
Ability to Change were all found to have significantly different measures of importance 
and satisfaction.  Positive t values indicated higher levels of importance than the levels of 
satisfaction.  This is notable because users are indicating there is a gap between the 
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importance of certain system characteristics and the ability of their systems to meet their 
expectations. 
These results could have different implications depending on the type of system 
the users have.  Commercial vendors should be concerned with their specific system 
claims and ways their products are being sold.  Some 67% of respondents have a portion 
of their system supplied by commercial vendor or their complete system supplied by a 
vendor.  These commercial and hybrid users are placing higher levels of importance on 
specific system components and the systems are not meeting those expectations.  The 
question for vendors to consider is, is this a perception issue, a sales issue, a marketing 
issue, or a true system deficiency?      
In-house systems may look at these results a little differently.  The satisfaction 
levels may be related to an internal “sales” issue, or a system “buy-in” problem or it may 
truly be related to a true system data collection deficiency.  Unfortunately, although the 
respondents who use an in-house or hybrid system are probably readily aware of their 
system deficiencies and the areas in which they are not satisfied, the survey used in this 
study was not designed to collect this particular type of information, so inferences 
concerning the specific reasons for areas of satisfaction/dissatisfaction are difficult to 
produce.  Hybrid system users have the additional difficulty of determining which portion 
of their system; the commercial or in-house portion is potentially causing these 
satisfaction issues.  Research question four looked further into the system type and 
satisfaction level issue to determine specific areas where those systems may differ in user 
satisfaction. 
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Research Question 4 
  Research question four looked more closely at the three different types of EASs 
available, commercial, in-house, or hybrid, to determine differences in satisfaction based 
on the system type.  The ANOVA produced indicated the results for Overall Cost and 
Ability to Change to be statistically different and post hoc tests provided more insight into 
what specific areas were different.  The Overall Cost component was found to be 
statistically different between the in-house systems and the hybrid type systems, with in-
house respondents indicating more satisfaction.  This makes sense when one looks at the 
typical ways colleges and universities pay for those systems.  Generally, in-house systems 
are financially supported by the university, college, or department and related costs are not 
passed onto the students.  The hybrid type systems, using both a commercial and in-house 
system, have twice the cost burden. Typically, the cost of the commercial system is passed 
onto the students as a course fee, a program fee, or payment directly to the vendor.  The 
in-house portion is then covered by the college and developed to fill gaps or deficiencies 
in the commercial product or to provide additional functionality that is not part of the 
other system.  It is easy to conjecture about the lower satisfaction levels concerning cost 
for those programs that are using a hybrid solution. The two-system setup almost seems to 
be a double jeopardy scenario relating to cost.  Commercial vendors should be very 
concerned about these users; in particular, clients who perceive such deficiencies in their 
commercial system that they feel the need to develop additional items on their own.  
University personnel must perceive some fairly serious system deficiencies to choose to 
supplement the system with an in-house system. 
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The satisfaction with Ability to Change was significantly different for users 
designating in-house systems when compared to either commercial or hybrid.  In-house 
system users had higher satisfaction levels with their ability to change their systems than 
the other two system types.  This result is similar to that of Overall Cost.  In-house 
systems often provide more control over design, implementation, use, and system changes 
depending on their specific user needs.  Commercial systems put a lot of time, energy, and 
money into researching user needs, designing and producing systems that are capable of 
meeting a generic set of users needs.  Users who have needs similar to those systems may 
find a good fit, but many users’ needs or wants are somewhat different and diverse.  This 
is discussed by RiCharde (n.d.) who confirms the difficulty in finding a “one-size fits all 
set of data management tools for managing, organizing, and reporting assessment data” (p. 
3).   
  Hybrid system users may have the flexibility to change the in-house portion of 
their system but the same potential difficulty in changing the commercial portion of their 
hybrid system exists.  The hybrid users may actually have the most difficult system setup 
to manage.  The college, program, or their students are paying for a commercial product 
while college personnel still have to spend additional time, energy, money, and other 
resources to manage the rest of their data collection needs.  There may be some challenges 
in determining what changes need to be made as well as which portions of their systems 
that can be changed.  Thus, the in-house system users have only one self-developed 
system to manage and to change when the need arises, whereas commercial users must 
rely on vendors to make changes and hybrid users must manage an internal system and 
work with vendors.  This dilemma is further complicated by the somewhat static nature of 
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most data collection tools and the very dynamic assessment needs (RiCharde, n.d.) in 
teacher preparation, whether developed internally or purchased from vendors. 
Research Question 5 
  Research question five explored the users’ perception of how well their EAS 
helped the respondent’s institution meet the requirements of NCATE Standard 2.  NCATE 
Standard 2 requires institutions that prepare educators to create an assessment system plan 
detailing how the unit will collect and use data for programmatic improvement. This plan 
should also include an electronic data collection system, which allows for the systematic 
collection, analysis, and reporting of data on the performance of their candidates 
(Sandoval & Wigle, 2006; Schulte et al., 2006; Sivakumaran et al., 2010).  Many 
commercial and in-house systems have been developed in response to these challenging 
requirements in hopes of making the management, organization, and use of these data for 
program improvement possible (RiCharde, n.d.).  Some commercial vendors market their 
systems as a “complete” accreditation data collection system capable of meeting all of a 
unit’s NCATE data collection needs (see Appendix A).  However, survey responses to this 
question show that there are still data collection areas that teacher preparation programs 
are having difficulty gathering.  These areas include “Teacher Certification/Licensure” 
and data “After Graduation” that had ratings between Moderately Poor and Moderately 
Well and “Admission Data” with a rating just above Moderately Well.  The challenge for 
systems to manage these data could be partially due to the variations among state 
requirements for admission and certification.  In particular, commercial systems designed 
to meet a more general set of data collection requirements could make these specific 
requirements hard to match.   
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  Data collection after graduation is a battle almost all programs have challenges 
fighting, much less winning.  Once students graduate and move on to their first teaching 
placement, tracking those students can be problematic and sometimes impossible. Some 
states have helped by providing information back to the programs based upon tracking 
systems at the state level, but these data are often incomplete and difficult to verify 
(Wineburg, 2006).  Thus, this particular data collection problem may not just be system 
related but more logistical in nature.  Some institutions include employment surveys, 
supervisor surveys, and others in this category of “After Graduation” data collection.  The 
same problem exists in identifying, locating, and getting responses from the appropriate 
individuals (Ludlow, Pedulla, Enterline, Cochran-Smith, Loftus, Salomon-Fernandez, & 
Mitescu, 2008).   
  Regardless of these challenges, in general, respondents did report their systems 
were capable of meeting the majority of the NCATE Standard 2 data collection 
requirements.  Research question six explored this area further looking specifically at the 
three different types of EAS’s and how well each of those systems were able to meet 
NCATE data collection needs. 
Research Question 6 
  Research question six explored the respondents’ perception of their system’s 
ability to meet NCATE Standard 2 requirement based on the type of system they used, 
commercial, in-house, or hybrid.  The ANOVA and subsequent post hoc tests found 
significant differences in the following NCATE Standard 2 components: “Systematically 
Collect Data” between commercial and hybrid systems; “Faculty Access” between 
commercial and both in-house and hybrid; “Aggregate Data” between commercial and 
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hybrid; “Multiple Assessments” between commercial and both in-house and hybrid; 
“Standards Data” between commercial and in-house; “Cost Needs of Students” between 
in-house and both commercial and hybrid; and the “NCATE Standard 2 Average” 
between commercial and hybrid.  Each of these differences will be discussed in the 
following paragraphs.   
  The ability to “Systematically Collect Data” is a basic system characteristic 
NCATE (2008) describes in Standard 2.  This systematic collection of these data should 
be completed as candidates progress through their programs.  Data should be compiled, 
aggregated, analyzed, and summarized on a regular basis.  There was a significant 
difference in the perceptions of how well commercial systems collected this data when 
compared to hybrid systems.  Hybrid systems were rated lower in this area, and it can be 
inferred that this is due to the difficulty in having two systems that collect data or may 
explain their felt need to have two systems.  How the data are collected, where the data are 
stored, aggregating and disaggregating the data, and other challenges would all be 
escalated due to complexities of managing two systems.  This may be a positive finding 
for the commercial systems, which are looking to be the one-stop data collection system 
for accreditation needs.  The results further show that respondents using in-house 
developed systems and commercially available systems were similarly satisfied with the 
ability of their systems ability to systematically collect data for their accreditation needs. 
  NCATE Standard 2 discusses the importance of using the data collected on the 
unit’s candidates for program improvement and the ability for faculty to have access to 
data (NCATE, 2008).  The post hoc analysis showed that commercial systems were rated 
significantly higher in the area of “Faculty Access” than both in-house and hybrid 
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systems.  Commercial systems have been designed around the users in mind and RiCharde 
(n.d.) discusses the many changes the commercial data-management platforms have 
recently undergone as a direct result of feedback from their users.  The ability to do this 
type of user feedback research and the ability to have staff in place to make these types of 
interface changes are a luxury the in-house and hybrid users often do not have.  In-house 
systems and the portions of the hybrids developed in-house are typically more simplistic 
in design and are often focused on the basic data collection needs and not user access to 
the data.  Access to accreditation data is ultimately one of the more important aspects of 
an EAS because if the people who need the data do not have access to it, they will not be 
able to use it for programmatic improvement.  Commercial systems seem to be performing 
better than other system types in the area of “faculty access” based on these results. 
  Commercial systems also were perceived by the respondents to have a greater 
ability to “Aggregate Data” than those having hybrid systems.  This result is consistent 
with other comparisons between commercial systems and hybrid systems.  Hybrid systems 
may have been rated lower in ability to aggregate data due to true system deficiencies or 
due to the need for two systems.  Over 38% of respondents indicate they use a hybrid 
system, which suggests there may be commercial system deficiencies they believe they 
have to overcome. One system that can capture, store, manage, and provide access to all 
data will generally be rated higher than a hybrid type system, which has at least two data 
collection systems.  The question that arises here is whether the commercial systems can 
actually aggregate data better than the hybrid system, or is the felt need for the hybrid 
system affecting the users’ perception of the commercial system.      
  NCATE Standard 2 also states that “Multiple Assessments” of candidate 
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performance should be collected throughout their progression through the program 
(NCATE, 2008).  Commercial systems were rated significantly higher in their ability to 
collect multiple assessments when compared to both in-house and hybrid systems. These 
results would once again point to the power of the commercial systems, their ability to 
accomplish recurring tasks, and their ability to meet the basic EAS system needs of their 
users.  Although RiCarde (n.d.) provides a lengthy list of institutions that rely wholly or 
partially on in-house systems to meet their EAS needs, “Multiple Assessments” is another 
area where commercial systems seem to have a distinct advantage over both in-house and 
hybrid systems.   
  The ability to collect student performance measures including data on how well 
candidates meet state and national standards as referenced in NCATE Standard 2 is 
covered in the survey area of “Standards Data”.  Results showed a significant difference in 
ability to collect standards-based data between commercial systems and in-house systems. 
Commercial systems were rated higher in ability to collect this type of data when 
compared to that of in-house systems. The system evaluation table (see Appendix A) 
shows that most commercial systems indicate they are capable of this type of 
functionality.  Commercial systems may be rated higher in this area due to some having 
comprehensive lists of standards built into the system, some having interactive rubrics 
based on the standards, and others having more sophisticated standards based options 
available to the users.  Those types of system options would likely not be available in 
systems developed in-house, which are based on a specific set of user needs.    
  The costs associated with EAS systems are not discussed in the NCATE standards 
but are a direct concern to the institutions that need them to meet accreditation 
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requirements.  The post hoc analysis did not discover any significant differences in user 
perceptions relating to the “Cost Needs of the Unit” but did find significant differences 
regarding the “Cost Needs of Students”. In-house systems users indicated a significantly 
higher level of ability to meet student cost needs when compared to both commercial and 
hybrid systems.  Systems created in-house are likely lower in cost than their commercial 
counterparts and the cost burdens of creating, maintaining, and using the system are 
typically paid by the unit at no cost to the student.  Commercial and the commercial 
portions of the hybrid systems often have costs associated with student access.   Those 
costs are typically incurred by the student.  The in-house systems have the distinct 
advantage in this instance of eliminating any additional financial burden to the students in 
the program.   
  The overall average of ability to meet NCATE Standard 2 showed statistically 
significant differences between commercial and hybrid systems.  This result was relatively 
consistent between those two types of systems for most of the NCATE Standard 2 
components. Again, the very decision to adopt a hybrid system suggests users believe the 
commercial system is inadequate to meet all of their NCATE Standard 2 assessment 
needs.  From another perspective, the lack of significance differences between commercial 
and in-house systems, one could conjecture that both systems are adequately meeting 
NCATE Standard 2.   
Research Limitations 
  Limitations of this study include issues of sample size and the generalizability of 
the results.  Distributions of certain demographic variables of respondents were similar to 
those of the overall NCATE institution population including type of institution, and 
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institution total enrollment.  Results were also similar in scope to that of other similar 
research (Stoulig, 2009) but still may not be representative of all other institutions that are 
NCATE accredited.   
  Another limitation present in this study is the generalizability of results, limited 
by both institutional representatives who completed the study as well as characteristics of 
those choosing to respond or not to respond to the survey.  Regarding institutional 
representatives, this study looked at perceptual differences in system satisfaction by a 
single person most familiar with their current electronic assessment system.  Those 
perceptions may not be representative of others at the institution or different groups of 
individuals using the system, such as other administrators, faculty, staff, or students.  The 
university representative who was sent the invitation to participate in this research project 
was selected from the institution’s website based on their current position or other 
identifying information and potential knowledge of their assessment system.  If that 
contact was not the person most familiar with their EAS, it was requested that the survey 
email be forwarded to the most appropriate person.   
  Regarding participant response, participation in this survey was voluntary and 
self-selection bias is another limitation of this research.  Although respondents seem to 
represent a broad range of institutions (e.g. size, public/private, etc.), other relevant 
respondent characteristics unknown to the researcher may have affected whether persons 
contacted chose or chose not to respond.  Also, factors such as familiarity with their 
current EAS, general satisfaction with their current EAS, amount of time using their 
current EAS, and other similar factors not fully known by the researcher could influence 
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the results of this research and the ability to generalize the results to the overall population 
of NCATE institutions.        
Future Research 
  Although the current study revealed important results regarding the perceptions of 
the respondents’ current EAS and the system’s ability to help meet NCATE accreditation 
standards, future research options could provide additional insight into how these data 
collection systems could be improved.  As a large amount of quantitative data was 
gathered regarding current EASs as part of this research, future researchers may wish to 
combine this type of research with a qualitative portion, allowing the respondents to 
provide additional details regarding their perceptions about their assessment system and a 
richer and often complex picture of how well the system is helping them meet 
accreditation standards. Qualitative research is often more “concerned with process, rather 
than simply outcomes or products” (Slavin, 2007, p.124), which would provide additional 
insight to the EAS selection process and level of satisfaction.   
  Additional research should also specifically focus on those institutions using a 
hybrid system, a combination of a commercial system and a system developed in-house.  
A result of this additional research should be a more clear definition of what is meant by a 
hybrid system and the pieces that may comprise this class of EAS.  Respondents need to 
have the opportunity to specify one or more of the pieces that comprise their entire EAS 
and clearly define the purpose and scope of each portion.  Based on the result of this 
research, it would be unusual for a hybrid system to be chosen for its advantages over the 
totally in-house or commercial system.  The reasons and rationale for these choices could 
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provide both in-house developers and commercial vendors with valuable insights and the 
potential for additional system enhancements.   
  Recent changes in the primary educator preparation accrediting bodies are also an 
area that will need to be explored and re-evaluated over time.  As the transition from 
NCATE and TEAC progresses into CAEP, the effects of this major shift will ultimately 
have impact on the programs under each of those organizations and the EASs they use to 
meet the accreditation data requirements.  The direct impact CAEP will have on 
institutions is yet to be determined, but one can surmise that the need for comprehensive 
EASs will not diminish but ultimately increase.  Institutions and programs that have 
gathered accreditation data in compliance oriented ways will be pushed to a more inquiry 
based or research oriented, data driven decision model.  Recent presentations by Cibulka 
et al. (2012) discussed this expectation for increased use of quality data and its use to 
improve educator preparation programs.  As the effects of the CAEP transition become 
more apparent, numerous opportunities will present themselves for researchers interested 
in exploring the subject of EASs, their users, and their ability to help meet accreditation 
standards.    
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Appendix A 
Commercial System Comparison Table 
 
 
System Name Company General  System  
Requirements 
Admission Dispositions Fieldwork Assessments 
  1. Multiple Assessment 
points 
2. Disaggregate by 
program 
3. Systematically 
collected, compiled, 
aggregated, and 
analyzed 
4. Faculty access to 
data 
1. Program 
specific 
admission 
data  
 
 
1. Demonstrate 
professional 
dispositions 
2. Support learning 
of all students 
3. Experience 
diverse students 
ELL and 
exceptionalities  
1. Placement of 
student 
2. Multiple 
opportunities/ 
assessments 
3. Reflection 
1. Content 
Knowledge 
2. Content Specific 
Pedagogy 
3. Profession, State, 
or National 
Standards 
4. Scoring Guides 
5. Collect and 
analyze data 
6. Reflection 
Blackboard Blackboard, Inc. 1, 2, 4  1, 2 3 1, 2, 3, 4, 5, 6 
Chalk&Wire Chalk&Wire 1, 2, 3, 4  1, 2 3 1, 2, 3, 4, 5, 6 
Digication Digication, Inc. 1, 2, 3, 4    1, 2, 3, 4, 5, 6 
Epsilen Epsilen, LLC. 1, 2, 3, 4    1, 2, 4, 5 
Foliotek Foliotek, Inc. 1, 2, 3, 4   2, 3 1, 2, 3, 4, 5, 6 
Pass-Port Innovative Learning 
Assessment 
Technologies, LLC.  
1, 2, 3, 4  1 1,2 1, 2, 3 1, 2, 3, 4, 5, 6 
LiveText LiveText Inc. 1, 2, 3, 4 1 1, 2, 3 1, 2, 3 1, 2, 3, 4, 5, 6 
RCampus Reazon Systems Inc. 1, 2, 3, 4    1, 2, 3, 4, 5, 6 
TaskStream TaskStream 1, 2, 3, 4 1 1, 2, 3 1, 2, 3 1, 2, 3, 4, 5, 6 
Tk20 Tk20, Inc. 1, 2, 3, 4 1 1, 2, 3 1, 2, 3 1, 2, 3, 4, 5, 6 
TracDat - 
iWebfolio 
Nuventive, LLC. 1, 2, 3, 4    1, 2, 3, 4, 5, 6 
Waypoint 
Outcomes 
Waypoint Outcomes, 
LLC. 
1, 2, 3, 4  1 2, 3 1, 2, 3, 4, 5, 6 
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System Name Company Clinical Practice Certification Exit Candidate complaints Faculty Qualifications After Graduation 
  1. Impact on student 
learning 
2. Entry and exit criteria 
3. Demonstrate 
content, pedagogical, 
and professional 
knowledge aligned to 
standards 
4. Reflection 
1. Program 
specific 
Certification data 
1. Pass 
Content 
Exam 
1. Maintain records 
of Candidate 
complaints and 
resolutions 
1. Evaluate teaching, 
scholarship, 
service and 
collaboration 
1. Data must 
extend into 
first year of 
practice 
Blackboard Blackboard, Inc. 3, 4      
chalk&wire chalk&wire 3, 4      
Digication Digication, Inc. 3, 4      
Epsilen Epsilen, LLC.       
Foliotek Foliotek, Inc. 3, 4    1 1 
Pass-Port Innovative Learning 
Assessment 
Technologies, LLC.  
2, 3, 4      
LiveText LiveText Inc. 2, 3, 4    1 1 
RCampus Reazon Systems Inc. 3      
TaskStream TaskStream 2, 3, 4 1 1  1 1 
Tk20 Tk20, Inc. 2, 3, 4 1 1   1 
TracDat - 
iWebfolio 
Nuventive, LLC.     1  
Waypoint 
Outcomes 
Waypoint 
Outcomes, LLC. 
3, 4     1 
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Appendix B 
Assessment System Survey 
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Appendix C 
E-mail Message Sent to Participants 
 
Dear Colleague, 
 
I am a doctoral student in the Educational Leadership Doctoral Program at Western 
Kentucky University. I would like to invite you to participate in a research study of 
respondents’ perceptions regarding satisfaction with their assessment system and its 
ability to meet NCATE standards. You have been selected as a possible participant 
because your role in the College/School of Education leads me to believe you have the 
most knowledge about your assessment system. If you are not the person most 
knowledgeable of your assessment system, I would appreciate you forwarding this e-mail 
to the person who has the most knowledge about your assessment system.  I request that 
only ONE person per institution participate in the study. 
 
You will be asked to respond to a 47 item survey which entails approximately a 10-15 
minute time commitment.   
 
There are no anticipated risks associated with participating in this study. Any data 
obtained in connection with this study will remain anonymous. All participants 
completing the survey will be asked if they would like a summary of the results.    
 
I will protect your privacy and the data you provide indefinitely. Data will be recorded in 
an electronic data base via Qualtrics. Qualtrics is a web-based survey software used by 
Western Kentucky University to create surveys and to collect and store data. Only the 
researcher will have access to the database and the database will be user name and 
password protected. I will protect your privacy and the data you provide by not 
associating reported findings with any individual’s survey responses. Information 
collected through your participation may be published in a professional journal, and/or 
presented at a professional meeting or conference. 
 
If you have questions about this study, please contact Tony Kirchner, 270-745-4331, 
tony.kirchner@wku.edu.   
 
By clicking on the following link, your consent to participate in this research will be 
implied.  If you wish to discontinue your participation at any time, you may do so via e-
mail and your data will be removed from the research. 
 
Thank you for your participation.   
 
[A unique link will be provided to each individual from the Qualtrics Survey 
System] 
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Project Title:  NCATE COORDINATORS’ SATISFACTION WITH THE ABILITY OF 
THEIR ACCOUNTABILITY SYSTEM TO MEET NCATE 
STANDARDS 
 
Investigator: Mr. Tony Kirchner  
Affiliation: Western Kentucky University 
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Institutional Review Board Approval Letter 
 
 
