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Abstract-In this report we study the convergence of the midpoint method to a solution of a 
nonlinear operator equation in a Banach space, under Kantorovich-type assumptions. We introduce 
a new order of convergence called S-order, and produce several error bounds. 
1. INTRODUCTION 
In this study, we are concerned with the problem of approximating a locally unique zero Z* of 
the equation 
P(Z) = 0, (I) 
in a Banach space El, where P is a nonlinear operator defined on some convex subset D of El 
with values in another Banach space Ez. 
To approximate such a zero z*, we introduce a special use of a Newton-like method, namely 
the midpoint method 
Yn = xn - p’(xn)-‘P(xn), 
x,+1 = xn -P’[~(xn+Yn)]-lP(r,), nL0, (2) 
for an arbitrary choice x0 E D. Here P’(x), I E D denotes the first FrBchet-derivative of P at X. 
The study of Newton-like methods was inaugurated by L.V. Kantorovich [l]. Several others 
followed. However the emphasis so far has been given to the study of the convergence of single step 
methods in Banach spaces [l-7]. But the study of Kantorovich’s analysis for multipoint methods 
in Banach spaces are less developed, although the fundamental theory of multipoint methods was 
developed by Ostrowski in the early sixties [1,6]. The main reason has been that the expression 
P(x,) cannot easily be majorized by a scalar function. In this report, we introduce a new order of 
convergence called S-order which generalizes the old one. Based on this new definition of order, 
we show that the midpoint method is of order 3. As a consequence of that, one method given 
by (2) converges faster than the usual single-step Newton-like methods. 
2. A CONVERGENCE ANALYSIS FOR THE MIDPOINT METHOD 
We will need the definitions: 
DEFINITION 1. A sequence of iterates {z,,}, n 2 0 in a Banach space E is said to converge with 
order p 2 1 to a point I* E E if 
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for some c > 0, where c is usually a function of x* with the norm of c smaller or equal to 1. We 
will denote ~(8’) by c. 
DEFINITION 2. (S-order) Let g(t) b e a scalar testing function of order 2 given by g(t) = 
(W2)t2 - (llP)t + (v/P) f or some nonnegative constants K, /3, q satisfying the condition h = 
Kj?q < l/2. A sequence of iterations defined in a Banach space E is said to converge with order 
p 2 1 to a point x* E E if for one-step iterations, and multistep iterations the following conditions 
are satisfied, respectively, 
Q(g(tn+l),tn,tn+l) = s(tn+1) - 4tnr tn+lNtn+l - LIP = 0, 
Q(g(tn+l),tn, 43) = s&3+1> - @*r %)(Sn - ttdP = 0, 
for some c > 0, where 
S, = t, 
s(tn) to = 0, tn+l = t, - s(tn> -s’o’ d$(tn +%>I ’ 
&(P(x,+l),Cn,Yn,Zn+l) = P(Xn+l) - F(Gl>Yn>%+l)* 
Bere Q, F are assumed to be functions of these variables in the corresponding spaces, and 
F relates with the iteration through Q. 
Finally we will need the definition 
DEFINITION 3. The asymptotic error constant c(t*) is defined by 
c(t’) = lim Q(g(tn+l)rtn,tn+d 
n-too (t n+1 -trip 
for the single step; thereas for the multistep case, it is defined by 
c(t*) = lim Q(dtn+lhtn,sn) 
n-03 (6, - t,p * 
We can now state the main result whose proof will appear elsewhere. 
THEOREM. Let P : D c El + E2, where D, El and E2 are as before. Assume that P has 2”d 
order continuous Frechet-derivatives on D, and satisfies the following conditions: 
llP”(x)ll I M> IIP”(4 - P”(Y)ll 5 NIla: - Yll, for all z,y E D 
IlWxo)-‘II I P, IIYO - zoll I 91 M [l+$-&]1’2SK 
h=K&, ~(Yo, ~1 - II) c D, where V(r,r) = {x E El ( llx - zI[ 5 7). 
Then the midpoint iterates generated by (2) are well defined, remain in l?( yo, r1 - Q) for al n 2 0, 
where r1 is the smaller zero of the scalar equation g(t) = 0, and converge to a zero x* of the 
equation P(x) = 0. 
Moreover, the following estimates are true for all n > 0 
lb - x*11 I Tl + t,, 
IlYn - 1‘11 I Tl - s,, 
T1 _ t _ (1 - e2b? (93”-1 
n - 1_ 03” ’ 
d&x+1) = w(L,%)(sn - i”J3, (3) 
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where 
and 
Note that by Definition 2, the midpoint method generated by (2) is of order p = 3 according 
to (3). 
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