The annual cycle of the plankton dynamics in the central Black Sea is studied by a one-dimensional vertically resolved physical-biological upper ocean model, coupled with the Mellor-Yamada level 2.5 turbulence closure scheme. The biological model involves interactions between the inorganic nitrogen (nitrate, ammonium), phytoplankton and herbivorous zooplankton biomasses, and detritus. Given a knowledge of physical forcing, the model simulates main observed seasonal and vertical characteristic features, in particular, formation of the cold intermediate water mass and yearly evolution of the upper layer stratification, the annual cycle of production with the fall and the spring blooms, and the subsurface phytoplankton maximum layer in summer, as well as realistic patterns of particulate organic carbon and nitrogen. The computed seasonal cycles of the chlorophyll and primary production distributions over the euphotic layer compare reasonably well with the data. Initiation of the spring bloom is shown to be critically dependent on the water column stability. It commences as soon as the convective mixing process weakens and before the seasonal stratification of surface waters begins to develop. It is followed by a weaker phytoplankton production at the time of establishment of the seasonal thermocline in April. While summer nutrient concentrations in the mixed layer are low enough to limit production, the layer between the thermocline and the base of the euphotic zone provides sufficient light and nutrient to support subsurface phytoplankton development. The autumn bloom takes place some time between October and December depending on environmental conditions. In the case of weaker grazing pressure to control the growth rate, the autumn bloom shifts to December-January and emerges as the winter bloom or, in some cases, is connected with the spring bloom to form one unified continuous bloom structure during the January-March period. These bloom structures are similar to the year-to-year variabilities present in the data. isms due to the hypoxia/anoxia have currently become common phenomena [Zaitsev, 1992] . The effect of pollution is, however, relatively less severe in the central Black Sea because of its isolation from coastal and shelf waters by the Rim Current frontal zone [Sapozhnikov, 1991; Oguz et al., 1994] .
Introduction
The Black Sea, once recognized by its rich biodiversity and abundant marine life, has been subject to drastic ecological changes during the last 2 decades. Introduction of large volumes of anthropogenic nutrient and contaminant loads from the Danube has been coupled with the massive growth of the medusa Auralia aurita and a newcomer ctenophore, Mnemiopsis leidii. These factors together with the overexploitation of fish resources have affected all components of the ecosystem [Mee, 1992] . The present state of the Black Sea ecosystem reflects severe degradation, dramatic decrease of biodiversity and fish stocks in the entire sea [Kideys, 1994] , and near collapse of the ecosystem in the northwestern shelf and the Sea of Azov. In highly polluted shallow coastal regions of the northwestern shelf, red tides and mass mortality of benthic organ-The physical model is the one-dimensional version of the Princeton Ocean Model [Bluntberg and Mellor, 1987] and is similar to the one given by Strantska and Dickey [1994] . 
where C denotes either T or S, Kh is the coefficient for the vertical turbulent heat and salt diffusions, and b, h is its background value. The solar irradiance which penetrates into the water column is not parameterized separately in the temperature equation, for simplicity. Its effect, together with other components of the total heat flux, is represented through the surface boundary condition given in (4). One implication of this simplification is to neglect a relatively minor effect of the feedback of the biological model on the evolution of the mixed layer depth and temperature via the attenuation of radiation by phytoplankton. The density is expressed as functions of the potential temperature, salinity, and pressure, p = p(T, S, p), using a nonlinear equation of state [Mellor, 1990] .
The vertical mixing coefficients are determined from (Kin, rh) = lq(Sm, S h)
where l and q denote the turbulent length scale and turbulent velocity, respectively. Sin, Sh are the stability factors expressed algebraically as given by Mellor and Yamada [1982] . In the level 2.5 turbulence closure, l and q are computed from the turbulent kinetic energy, •q2, and the turbulent macroscale equations. The vertical shear of the horizontal velocity and the vertical density gradient of the mean flow are used to express the turbulent buoyancy and shear productions in these equations. Kh is assumed to represent also the eddy coefficient for vertical turbulent diffusion of the biological variables. The equations (1) and (2) are subject to the following boundary conditions at the sea surface, z = 0: p0rm(0U/0Z, Ov/OZ)--(Tsu , Tsv),
Kh(OT/Oz) = Qn/po%,
where Vsu, Vs• , are the wind stress components, Q H is the net surface heat flux, So is the surface salinity, Po is the reference density, and Cp is the specific heat of water. As shown in (6) the surface salinity is stipulated as the boundary condition in the salinity equation. This condition implies restoring the salinity in the top grid layer with an infinite restoring timescale. As compared with the flux boundary condition it leads to predicting a more realistic salinity structure, in better agreement with the observations during the year. The bottom of the model is taken at the 200-m depth corresponding to the base of the permanent pycnocline. No-stress, no-heat, and no-salt flux conditions are specified there. The physical forcing functions are constructed from the climatology in order to be consistent with the data used in the biological model. As shown in the next section the composite diagrams for the yearly variations of the primary production and chlorophyll-a (see Figures 2b and 2c) , to our knowledge, are the only available time series data for the central Black Sea. Using real-time series data for the physical forcing functions therefore has no advantage except introducing some high-frequency variability which cannot be correlated with the biological system. The momentum and temperature equations are thus forced by the monthly varying wind stress and surface heat flux climatologies, respectively, given by Efimov and Tintofeev [1990] . The magnitude of the wind stress, which is dominated by northerlies throughout the year, has the maximum and minimum values of 0.8 and 0.3 dyn cm -2 in the winter and summer months, respectively. The climatological heat flux data are adjusted to make the net annual flux zero. It attains maximum cooling of 150 W m -2 during January and February, while the maximum heating of---200 W m -2 occurs during the June-July period. The monthly surface salinity val- [1987] . It follows closely the seasonal trend of the heat flux and varies between the values of 18.1 parts per thousand (ppt) in the summer and 18.6 ppt during the period of maximum cooling in winter. Monthly mean climatological values of these forcings are given in Table 2 .
The Biological Model
The biological variables considered are the phytoplankton biomass P, the herbivorous zooplankton biomass H, and the pelagic detritus D, the nitrate N, and ammonium A. Low nitrate to phosphate ratio in the layer below the euphotic zone implies nitrogen as the limiting nutrient for the primary productivity in the central Black Sea due to its intense utilization in the heterotrophic denitrification process [Sorokin, 1983] .
The local changes of the biological variables are expressed by an equation of the form

OB/Ot = (O/Oz)[(K h + vh)(OB/Oz)] + FB (7)
where B represents any of the five biological variables in the model, t is the time, z is the vertical coordinate, and 0 denotes the partial differentiation. F B represents the biological interaction terms expressed for the phytoplankton, herbivore, detritus, ammonium, and nitrate equations, respectively, as [e.g., Wroblewski, 1977; Fasham et al., 1990] where the definitions of parameters and their values used in the main experiment are given in Table 1 . The functions cb(I, N,A) and G(P) denote the phytoplankton growth and grazing by zooplankton, mp is the phytoplankton mortality rate, m h represents losses due to dead zooplankton leading to detritug production, Ix is the rate of zooplankton excretion in the form of nitrogen, 3' is the assimilation efficiency of zooplankton grazing on phytoplankton, • is the detrital remineralization rate, fl is the ammonium oxidation rate, and W s denotes the downward sinking velocity of detritus.
The phytoplankton production process is parameterized in where R n and R a are the half-saturation constants for nitrate and ammonium, respectively. The exponential term in ( 
where a denotes photosynthesis etficiency parameter controlling the slope of or(I) versus the irradiance curve at low values of the photosynthetically active irradiance (PAR). Is denotes the surface intensity of the PAR taken as the half of the climatological incoming solar radiation from the data by Efimov and Timofeev [1990] . It varies between a minimum value of 20 W m -2 during winter and a maximum value of 300 W m -2 in summer (see Table 2 ). Here kw is the light attenuation coetficient due to sea water, and k c is the phytoplankton self-shading coetficient. In the above formulation, kw and k c are taken to be constant with depth. The daily variation of the light irradiance and hence the phytoplankton growth are neglected since the biological processes we consider have timescales much longer than a day. The zooplankton grazing ability is represented by the the nitrate ions to oxidize the organic matter sinking from the productive surface layer. The presence of a narrow subsurface maximum, followed by a sharp reduction toward the H2S interface, constitutes the major difference of the Black Sea vertical nitrate structure from those observed in the oxygenated basins. Initial phytoplankton, zooplankton, detritus, and ammonium distributions are taken vertically uniform within the euphotic layer.
The model equations are solved using the finite difference procedure described by Mellor [1990] 1 (Figure   3c ). The intensification of turbulent activity during the cooling cycle of the year is revealed by the 2-3 order of magnitude increase in the eddy diffusivity inside the convectively generated mixed layer. This period has the characteristic Kh profile similar to those given by the November and February curves in Figure 3c . The mid-March profile exhibits an interesting transient mixing condition after weakening of the convective overturning mechanism but prior to the development of subsurface stratification below the mixed layer. These two mixing regimes are identified with the two distinct maxima in the Kh profile, separated from each other by a transition zone of weak mixing. This narrow zone of low K h values coincides with the base of the mixed layer, as confirmed by the temperature and density profiles in Figures 3a and 3b . We emphasize here once again that the vertical mixing mechanism in the model is the entrainment process associated with the convective overturning. Having the relatively weak climatological wind stresses for most of the year, the wind-induced mixing mechanism does not play significant role on the surface layer physical structure. The depth at which the turbulent kinetic energy tends to vanish and the vertical diffusion coefficient reduces to its background value provides a quantitative measure for the identification of the base of the mixed layer over the year. The annual distribution of the mixed layer depth computed from the model using this criterion and that obtained from the climatological data is shown in Figure 4a Furthermore, as noted earlier, the mixed layer temperature structure is decoupled from the biological system since the present formulation of the primary productivity does not include the temperature dependence. Thus the mixed layer physical structure does not play any role in the biological model, except its contribution to the vertical structure of the eddy diffusivity.
Biological Structure of the Euphotic Zone
Contrary to the more comforting parametric setting of the physical model, a successful simulation of the biological model requires a choice of 16 externally imposed parameters (see Table 1 ). Most of these parameters are hardly known from the observations. In fact, determination of the values of the rate constants from the measurements constitutes one of the primary objectives of the ongoing collaborative research efforts in the Black Sea community. In the present work the ranges of values of the parameters are chosen from the Black Sea literature [e.g., Lebedeva Fasham et al. [1993] ). The set of parameters is then adjusted to reproduce major observed features of the vertical nutrient and plankton structures through a series of trial simulations and sensitivity studies. Choosing the biological parameter values to be more appropriate for diatoms and mesozooplankton community as listed in Table 1 , a model simulation in accord with the classical two bloom structure [Sorokin, 1983; Vinogradov, 1992 ] is described below. The evolution of the system is given first on the basis of events and processes taking place during the year. Some aspects of the model dynamics and the model versus data comparison are presented next. , i , , ii , , , , , , , , , , , I , , I , , I , , I , , I , , I , , I , We emphasize here that the detritus pool acting as a source in the nitrogen-plankton cycling process is assumed to be formed by small particles generated mainly by the zooplankton egestion with low sinking velocities of the order of 1 m day -•.
The larger particles sinking with much higher fall speeds are assumed not to take any role in the remineralization process of the detrital material. The effect of larger sinking velocity of the particles on the plankton dynamics will be discussed below. First, although the net growth function has the exceptionally high values, the amount of phytoplankton biomass in the water column is not sufficient to keep the primary production (i.e., the first term on the right-hand side of (8)) above a certain level sufficient to initiate the bloom. Second, the surface layer has relatively strong downward diffusion, which counteracts against primary production and therefore prevents the bloom development. However, as soon as the intensity of the vertical mixing diminishes at the end of February (Figure $a) Figure 3c) , begins establishing the subsurface strat-ification. As the mixed layer temperature increases by about 0.3øC (from 6.9 to 7.2øC), the bloom attains its peak amplitude within the next 10 days (Figure 8c ). The similar process of bloom generation repeats during November. Again, a week balance between the nitrate-based production and the time rate of change of phytoplankton concentration initiates the exponential phytoplankton growth, which in turn strengthens the new production. The bloom terminates as soon as the nitrate stocks are depleted in the euphotic zone. The ammonium-based regenerated production plays little role in the autumn bloom. It, however, contributes more to the subsurface phytoplankton development during the summer months (Figures 9a and 9b) . Figure 10a) . The position of the summer subsurface maxima is also shifted below by about 10 m.
Annual nitrogen budget. One way of checking in-
Altering the value of 3' from 0.75 to 0.50 shifts the autumn bloom toward the winter (Figure 10b ). Lowering its value implies effectively changing the preference in the biological system from zooplankton to the detritus. This is noted by the considerable increase on the detritus concentration (maximum values are now 1.67 as compared with 0.92 mmol N m -3 of the standard run) and consequently the more than 1 mmol N m -3 increase in the ammonium and nitrate concentrations. This is eventually reflected as a longer and stronger late autumn bloom formation during the December-January period with the peak concentrations of about 0.6 mmol N m -3. The spring bloom again initiates at the beginning of March, but it is now much stronger (maximum value 2.4 mmol N m -3) and continues almost the whole month. The subsurface production is also increased almost twice during the April-June period and extends to deeper levels. This has a better resemblence with the observed subsurface chlorophyll-a structure given in Figure 2a .
The sinking rate of the particulate organic matter, Ws, is one of the most critical parameters in the model. The value of w s appropriate for the model simulations is 1.0 m day -•, which implies that the main contribution to the detritus pool comes from small particles with lower sinking velocity generated mainly by the zooplankton egestion. The fast sinking, larger particles do not contribute to the processes taking place within the euphotic zone. The choice of greater values causes faster sinking of the detrital material toward the deeper levels, thereby decreasing the detritus and subsequently the nitrogen concentrations in the euphotic layer. The sinking material thus effectively becomes lost from the euphotic zone. Figure 10c shows timate of autumn primary productivity peak of 200 mg C m -2 day -1 is somewhat lower than the observations. Considering the fact that only the convective overturning process (which is also not very effective during the late autumn) is responsible for the nitrate supply from the subsurface levels, this is not surprising. The model does not take into account other vertical mixing mechanisms as well as possible contributions from the lateral nitrate fluxes. The autumn season is known to be characterized by weekly storms which are expected to enhance temporarily upward flux of nitrate into the mixed layer (see Klein and Coste [1984] for the efficiency of this process and Radach and Moll [1993] for the North Sea example). Furthermore, the photosynthetic bacterial production which is not incorporated in the model may account for a part of the production in the autumn period. Although their observations are not performed in the same season, Karl and Knauer [1991] indicated that the bacterial production constitutes almost half of the photoautotrophic production. This process may also
