T his paper considers a multicomponent, multiproduct periodic-review assemble-to-order (ATO) system that uses an independent base-stock policy for inventory replenishment. Product demands in each period are integer-valued correlated random variables, with each product being assembled from multiple units of a subset of components. The system quotes a prespecified response time window for each product and receives a reward if the demand for that product is filled within its response time window. We formulate a two-stage stochastic integer program with recourse to determine the optimal base-stock policy and the optimal component allocation policy for the ATO system. We show that the component allocation problem is a general multidimensional knapsack problem (MDKP) and is NP-hard. We propose a simple, order-based component allocation rule and show that it can be solved in either polynomial or pseudopolynomial time. We also use the sample average approximation method to determine the optimal base-stock levels and compare it with two variations of the equal fractile heuristic. Intensive testing indicates that our solution method for each stage of the stochastic program is robust, effective, and that it significantly outperforms existing methods. Finally, we discuss several managerial implications of our findings.
Introduction
In response to increasing pressure from customers for fast delivery, mass customization, and decreasing life cycles of products, many high-tech firms have adopted the assemble-to-order (ATO) system in place of the more traditional make-to-stock (MTS) strategy. In contrast to MTS, which keeps inventory at the endproduct level, ATO keeps inventory at the component level. When a customer order is received, the components required are pulled from inventory and the end product is assembled and delivered to the customer. ATO is especially beneficial to firms with significant component replenishment lead times and negligible final assembly times. ATO postpones the point of commitment of components to specific products, and thus increases the probability of meeting a customized demand on time and at low cost (Lee and Tang 1997) . Furthermore, by using common components and modules in the final assembly, ATO is better protected against demand variability because of risk pooling. By successfully implementing ATO, for example, the Dell Corporation has reduced inventory costs, mitigated the effect of product obsolescence, and thrived in the competitive PC market (Agrawal and Cohen 2001) . The IBM Personal Computing Systems Group has also successfully transitioned to ATO and configureto-order operations from its previous MTS operation (Chen et al. 2000) .
The multicomponent, multiproduct ATO system poses challenging inventory management problems. One such problem is to determine inventory replenishment levels without full information on product demands. Another problem is to make component allocation decisions based on available component inventories and realized product demands. Because fulfilling a customer order requires simultaneous availability of multiple units of several components, optimal component allocation decisions lead to an NP-hard combinatorial optimization problem. Although such a problem can be solved analytically, it is often impractical to implement the optimal policy due to computational complexity of the solution method and complex structure of the policy. It is worth noting that the optimal component replenishment policy depends on the component allocation rule that would be applied at a later time, making analytical solutions even more difficult to obtain.
In this paper, we consider a multiproduct, multicomponent, periodic-review ATO system that uses the independent base-stock (order-up-to level) policy for inventory replenishment. We assume that the replenishment lead time of each component is an integer multiple of the review interval and can be different for different components. Product demands in each period are integer valued, possibly correlated, random variables, with each product being assembled from multiple units of a subset of components. The system quotes a prespecified response time window for each product and receives a reward if the demand for that product is filled within its response time window, where an order is said to be filled only if all the components requested by the order are present. The available inventory of components are committed to customer orders based on a first-come, firstserved scheme. In other words, the system does not allocate any inventory to customer orders of a particular period unless all backlogs for the component due to earlier orders are satisfied.
We formulate our ATO inventory management problem as a two-stage stochastic integer program. In the first stage, we determine the optimal base-stock levels of various components, subject to an inventory investment budget constraint. This decision is made at the beginning of the first period and will be implemented at subsequent periods. In the second stage, we observe product demands and make component allocation decisions based on inventory on-hand and realized demands, such that we maximize the total reward of filled orders within their response time windows. When the rewards of all product types are identical, our objective function reduces to the so-called aggregated Type-II service level, also known as the fill rate. In the inventory literature, the Type-I service level measures the proportion of periods in which the demand of a product (or the aggregated demand of all products) is met, whereas the Type-II service level measures the proportion of the demand of a product (or the proportion of the aggregated demand of all products) that is satisfied. Indeed, a major disadvantage of the Type-I service level is that it disregards the batch-size effect; in contrast, the Type-II service level often provides a better picture of service from the customers' perspective (Axsäter 2000) .
We shall use the sample average approximation (SAA) method to solve the first-stage problem. The SAA method is a Monte Carlo simulation-based solution approach to stochastic optimization problems (Verweij et al. 2003) . It is particularly suitable to treating problems whose stochastic elements have a prohibitively large set of random scenarios and where the use of exact mathematical programming techniques (for example, the L-shaped method) becomes ineffective, as in our case. Roughly speaking, the SAA method approximates the expected objective function of the stochastic program with a sample average estimation based on a number of randomly generated scenarios. To demonstrate the effectiveness of the SAA method, we compare it against two variations of the equal fractile methods: the equal fractile method for Type-I service levels (EF I ) proposed by Hausman et al. (1998) and the equal fractile method for Type-II service levels (EF II ) to be derived in this paper. The basic idea of the equal fractile heuristic is to set the base-stock levels so that the Type-I or Type-II service levels of different components are equal. Our computational experiments show that the SAA method is very effective in determining optimal base-stock levels and significantly outperforms equal fractile heuristics.
As we noted earlier, the multicomponent, multiproduct component allocation problem is often a large-scale integer program and is computationally demanding. Indeed, we will show that our component allocation problem is a large-scale, general multidimensional knapsack problem (MDKP), which is known to be NP-hard (Garey and Johnson 1979) . Although there exists an extensive literature addressing the solution procedure for the 0-1 MDKP (see §3 for a brief literature review of the 0-1 MDKP), it appears that there is no efficient solution procedure available to solve the large-scale, general MDKP (Lin 1998) . In this paper, we propose a simple, yet effective, order-based component allocation (OBCA) rule that can be implemented in a real-time ATO environment. Unlike the component-based allocation rule where component allocation decisions are made independently across different components, such as the fixed-priority (Zhang 1997 ) and fair-shares rules Agrawal and Cohen 2001) (see §2 for descriptions of those rules), the OBCA rule commits a component to an order only if it leads to the fulfillment of the order within the quoted time window; otherwise, the component is saved for other customer orders. We show that the OBCA rule, in the simplest version, is a polynomial-time heuristic with computational complexity O mn 2 , where m is the number of components and n the number of products. To further improve performance, we propose a pseudopolynomial-time algorithm that uses a control parameter, termed the greedy coefficient, to fine-tune the trade-off between solution quality and computation time. We also develop some properties for the OBCA rule and show that under certain agreeable conditions it locates the optimal solution. Evidently, our heuristic can also be used to treat other general MDKPs.
We test the efficiency and effectiveness of the OBCA rule, using benchmark problems from the ATO literature and also from randomly generated test problems, against the performance of the fixed-priority (FP) and fair-shares (FS) rules. Over a wide range of product configurations and parameter settings, we find that the OBCA rule significantly outperforms the FP and FS rules; such an improvement is especially pronounced for systems with moderate inventory budgets. The computation time of OBCA is either smaller (for small problems) or marginally higher (for large problems) than that required for the FP and FS rules. In fact, the OBCA rule consistently finds near-optimal solutions with negligible average percentage errors and only requires a small fraction of computation time required by the optimal solutions. We also test the OBCA rule against other MDKP heuristics, including the primal gradient method of Toyoda (1975) , a greedy-like heuristic by Loulou and Michaelides (1979) , a primal gradient method for the general MDKP by Kochenberger et al. (1974) , and the surrogate multiplier method for the general MDKP by Pirkul and Narasimhan (1986) . In almost every test problem, the OBCA rule finds a better solution than any of those heuristics, with significantly reduced computation time. We believe that the computational efficiency of OBCA is due to its unique ability to make "batch allocation" decisions. Most of the MDKP heuristics are designed around the concept of effective gradient. Roughly speaking, the effective gradient method computes the ratio of the unit product reward over an index of the aggregate resource consumption of the product and fills a single unit of the product demand with the highest ratio. In contrast, OBCA is developed on the concept of effective product capacity, defined as the maximal number of a product that can be filled were the entire system resources used to fill the demand of that product alone. OBCA then selects the product that has the highest total effective product capacity reward and commits a proportion × 100% ( is the greedy coefficient) of the capacity to the product selected. As such, OBCA can deplete its effective product capacity at a geometric rate, and in the meantime avoid creating a bottleneck for other product demands.
Our work has several important implications for the management of ATO systems. First, most optimization models in ATO research focus on determining optimal base-stock levels in order to reach a given quality of service, under some simple allocation rules (e.g., FCFS in continuous-review models and the fixed-priority rule in periodic-review models). It is perceived that the customer service level depends mainly on the base-stock levels and that the impact of component allocation decisions is marginal. Our findings in this paper redress this misperception: We show that the allocation decision is as important as the inventory replenishment decision in the sense that the performance improvement from an optimal component allocation policy is roughly the same as that from an optimal inventory replenishment policy. Our test results also show that even when there are abundant on-hand inventories to meet customer orders, the attainable service level may not be realized due to poor component allocation decisions. In other words, ineffective allocation rules can significantly diminish the benefits of risk pooling, which is the underlying philosophy of component commonality in the ATO strategy. Second, the replenishment and allocation decisions should be optimized jointly in order to simultaneously lower the base-stock levels and improve service. In particular, the inventory replenishment heuristic that is independent of the component replenishment policy, such as EF I and EF II , significantly underperforms the joint-optimization-based heuristic, such as SAA. Third, a component-based component allocation rule, albeit simple and easy to implement, is generally ineffective. Indeed, the very nature of the ATO operation, where common components are shared by many different customer orders and each order requires simultaneous availability of several components, implies that the firm should use an order-based allocation rule that focuses on coordinated allocation decisions across different components. Fortunately, our paper provides an order-based allocation rule that is both simple and effective and suitable for real-time implementation. Fourth, our computational results indicate that under low to moderate service levels (up to 90%), the percentage difference between the optimal reward and the reward collected using the rule-based heuristic is very significant. At higher service levels, this percentage difference is less drastic. However, due to the diminishing return of inventory investment on the service level, even a small improvement of a high service level requires a substantive additional inventory investment. This suggests that adopting effective replenishment and allocation policies is critically important, not only in lower service levels, but also in high service levels. Finally, not only does an ineffective allocation rule degrade customer service, it can also lead to high inventory holding costs, and thus has a compounded, adverse impact on the firm's profit. This happens if the firm only ships completely assembled orders but still charges holding costs to the components committed to the partially filled orders.
The remainder of this paper is organized as follows. After a review of the related literature in §2, we formulate our two-stage stochastic program in §3. We propose a component allocation heuristic and its variants in §4, and examine their properties in §5. We discuss the SAA method and our equal fractile method to solve the budget-constrained base-stock optimization problem in §6, and our computational results are reported in §7. Finally, we summarize our contributions and discuss the future research in §8.
Literature Review
This section provides a brief review of the related literature on the ATO systems. Baker et al. (1986) , Gerchak et al. (1988) , and Gerchak and Henig (1989) studied simple assembly systems, where products require special and common components, and highlighted the effects of commonality on component inventory levels. Hausman et al. (1998) studied a periodic-review, multicomponent ATO system where demand follows a multivariate normal distribution. They formulated a nonlinear program aimed at finding the optimal base-stock levels, subject to an inventory budget constraint, that maximize an aggregate Type-I service-level requirement, here defined as the probability of joint demand fulfillment within a common time window. They proposed an equal fractile heuristic as a solution method to determine the orderup-to levels, and tested its effectiveness. Schraner (1995) investigated the capacitated version of the problem and suitably modified the equal fractile heuristic of Hausman et al. (1998) . Additionally, Swaminathan and Tayur (1999) formulated a twostage stochastic linear program to study an ATO system. However, their problem is significantly different from ours both in terms of the problem setting and the solution methodology.
There are two papers reported in the literature that directly address the component allocation policies in the ATO system and that are particularly relevant to our research. Zhang (1997) studied a system similar to that of Hausman et al. (1998) ; he was interested in determining the order-up-to level of each component that minimized the total inventory cost, subject to a Type-I service-level requirement for each product. Zhang proposed the fixed-priority component allocation rule, under which all the product demands requiring a given component were assigned a predetermined priority order, and the available inventory of the component was allocated accordingly. The ranking of products for each component was determined by factors such as product rewards or marketing policies. Agrawal and Cohen (2001) investigated the fair-shares scheme as an alternative component allocation policy. The fair-shares scheme allocated the available stock of components to product orders, independent of the availability of the other required components. The quantity of the component allocated to a product was determined by the ratio of the realized demand of that product to the total realized demand of all the product orders. They derived the analytical expression for the Type-I service level for each product and further determined the optimal component stock levels that minimized the total inventory cost, subject to product servicelevel requirements. It is worth mentioning that both the fixed-priority rule and the fair-shares scheme are component-based allocation rules in the sense that the allocation decisions of a component depend on the product demand of that component alone and are independent of the allocation decisions made for other components. On the one hand, the advantage of a component-based allocation rule is its simplicity: It is easily implemented at the local level and does not require systemwide information. On the other hand, it is conceivable that such a rule could result in sizable "partially" filled orders and long order-response times.
There is also significant literature related to continuous-time, ATO systems. These studies are mostly concerned with evaluating system performance under different demand conditions (Song 1998 , Song et al. 1999 , Xu 1999 , Glasserman and Wang 1998 , and also optimizing inventory replenishment (Wang 1999 , Gallien and Wein 1998 , Song and Yao 2000 , Chen et al. 2000 . We refer the reader to a recent survey paper by Song and Zipkin (2004) and references therein for further details.
Problem Formulation

The System
We consider a periodic-review ATO system with m components, indexed by i = 1 2 m; and n products, indexed by j = 1 2 n. The inventory position of each component is reviewed at the beginning of each period. Then, the component replenishment orders are placed according to the inventory policy. After the receipt of replenishment for earlier orders and update of the component inventory positions, customer demands for different products arrive. This sequence of events is typical for every period t, t = 0 1 2 . We assume that the replenishment of component i is controlled by an independent base-stock policy, with the base-stock level for component i denoted by S i , i = 1 m. That is, if at the beginning of period t, the inventory position (i.e., on-hand inventory plus on-order inventory minus backorders) of component i is less than S i , the system orders up to S i ; otherwise, it does not order. Moreover, ordering decisions for component i are made based on the inventory position of component i only. This policy in general is not optimal in the ATO system, but has been adopted in analysis and in practice due to its simple structure and easy implementation. Suppose that the replenishment lead time of component i, denoted by L i , is a constant integer that can be different for different components. The customer order of product j in period t is denoted by random variable P jt , where P 1t P 2t P nt can be correlated for the same period, but are independent and identically distributed (iid) random vectors across different periods. Each product is assembled from multiple units of a subset of components. Let b ij be the number of units of component i required for one unit demand of product j, i = 1 m, j = 1 n. The system quotes a response time window, w j , for product j. This time window is prespecified and fixed for every product type ahead of time by the system. We assume that a unit reward, r j , is received if an order of product j is filled within w j periods after its arrival. An order of product j is said to be filled if the order is allocated b ij units of component i, i = 1 2 m. All unfilled orders are completely backlogged.
The problem of interest is twofold. The first set of decisions, taken at the planning stage before any demand is realized, is to determine the optimal basestock levels S i , i = 1 2 m, that maximize the longrun average reward ratio of filling customer orders within their respective response time windows, subject to the constraint that the total inventory investment does not exceed a given budget, B. The second set of decisions, made in each period after customer demand is received, is to determine the amount of inventory to be allocated to the unfilled demand, subject to the first-come, first-served (FCFS) order fulfillment discipline. Under the FCFS rule, no inventory is committed to the orders received in later periods unless earlier backlogs for a component are entirely satisfied. Therefore, the allocation problem is basically concerned with the demand of different product types received in the same period. As we noted before, the FCFS rule has also been used by Zhang (1996) and Agrawal and Cohen (2001) in their inventory allocation models.
Next, we summarize the notation. For i = 1 m, j = 1 2 n and t = 0 1 define, P jt = Random demand for product j in period t; b ij = Usage rate of component i for one unit demand of product j; D it = Total demand for component i in period t = For convenience, we sort the product indices in ascending order of their response time windows so that w 1 ≤ w 2 ≤ · · · ≤ w n = w. Now we derive several identities that will facilitate the formulation of our model. Let D i s t and A i s t represent the total demand and total replenishment of component i, i = 1 2 m, from period s through period t inclusive. Then
Based on Hadley and Whitin (1963) , the net inventory of component i at the end of period t + k under the base-stock control S i , is given by
Since the system uses FCFS to fill orders, using the balance equation, we can relate the ending inventory of component i at periods t and t + k as follows:
Substituting (2) into (1), we reach the following result:
Observe that I i t−1 + A i t t + k is the net inventory of component i in period t + k after receiving all replenishment orders from periods t to t + k, but before allocating any inventory to the orders received after period t − 1. Due to the FCFS principle in inventory commitment, customer orders received in period t, P 1 t P n t , will be filled before the orders received in the subsequent periods. Thus,
is indeed the on-hand inventory of component i available in period t + k that can be used to fill the orders P 1 t P n t , provided that no inventory of component i has been allocated to those orders since their arrival, k = 0 1 2 w. In steady state, we can drop the time index t from our notation and use D i and P j to denote the generic versions of D it and P jt . We also represent the stationary version of
In addition, we shall assume that L i ≥ w j for all i and j. This assumption loses no generality because if there exists a product j requesting component i and L i < w j , then a product j order for component i can be filled before its response time window w j . Therefore, component i can be eliminated from the allocation decision for the product j order.
Stochastic Integer Programming Formulation
We shall formulate our ATO inventory management problem as a two-stage stochastic integer program with recourse. In the first stage we determine the base-stock levels S = S 1 S m and place our orders. Let c i be the unit purchasing cost of component i, i = 1 2 m. We assume that the total inventory investment under base-stock levels S is
Similar to the assumption in Hausman et al. (1998) , there are always S i units of component i in the system either as on-hand or pipeline inventory, and the cost of the entire inventory is accounted for budget B. This assumption is plausible if the supplier of the components and the assembly system are the elements of a single entity who share a common accounting scheme.
After making the base-stock-level decisions, we then learn about the customer orders of various products. Let
be the collection of random demands, where P 1 P n are the product orders that arrive in the current period (without loss of generality, designate the current period as period 0), and D i L i − k is the total demand of component i generated in the previous
w and given base-stock levels S, let Q w S be the maximal total reward attainable from the orders p 1 p 2 p n within the response time windows w = w 1 w 2 w n . Further, let Q w S be the expected value of Q w S ). The following, then is, our two-stage stochastic integer programming formulation of the ATO system:
where
and
x jk ≥ 0 and integer for j = 1 2 n and k = 0 1 w (11) Implicitly, our model assumes that the base-stock levels are fixed in the planning period, and the second-stage problem is solved repeatedly in the subsequent periods. The performance measure w S in (4) is the long-run average reward ratio, or the percentage of total reward attainable per period, under the optimal allocation decisions for a given S. This measure reduces to the aggregated Type-II service level if all product rewards are equal. The decision variable x jk is the number of customer orders for product j that are filled k periods after they are received, for 0 ≤ k ≤ w. Observe from (8) that we do not collect rewards for the orders filled after their response time windows. The on-hand inventory constraint for component i in (9) states that the total allocation of component i within the first k periods, 0 ≤ k ≤ w, cannot exceed the on-hand inventory of
The demand constraint for product j in (10) ensures that the total units of product j demand filled within its response time window do not exceed the demand of product j, p j , j = 1 2 n. Finally, the formulation is a nonlinear integer program, because the set of constraints given in (9) are nonlinear and the decision variables are forced to take nonnegative integer values by (6) and (11).
The General Multidimensional Knapsack
Problem and Related Literature We now examine the computational complexity of the second-stage (recourse) program. We consider a special case where the response time windows of all products are zero, w j = 0, j = 1 2 n. For simplicity, let x j0 = x j , j = 0 1 n. Then the component allocation problem defined in (8)- (11) is to determine, for given S and , the immediate fills (x 1 x n ) that maximize the total reward:
This simpler version of our component allocation problem is equivalent to the general multidimensional knapsack problem (MDKP). The general MDKP is to fill a single knapsack that is subject to multiple resource constraints and permits multiple units of an object to be placed in the knapsack. The objective is to maximize the total value of the objects placed in the knapsack. The reader can easily see the analogies between our allocation problem and the general MDKP, where the product types in the former correspond to the object types in the latter, the inventory constraint i with capacity S i − d i L i + in the former matches the knapsack resource constraint i in the latter, and product j demand p j in the former is analogous to the copies of object j available in the latter. More generally, the component allocation problem with positive response time windows is equivalent to a multiperiod, MDKP, under which the objects to be placed in the knapsack during the first k periods have to satisfy m capacity constraints for each k = 0 1 w. The knapsack problem and its variants have been applied to many different settings, including capital budgeting, cargo loading, project selection, resource allocation, scheduling, and portfolio optimization. The MDKP is NP-hard, even with a single resource constraint m = 1 (Garey and Johnson 1979) . Many exact and approximate solution procedures have been developed to tackle the problem. We refer the reader to a survey paper by Lin (1998) and the references therein on the results for some well-known, nonstandard knapsack problems. However, we find it useful to single out a few of these procedures, which we use as benchmarks for our solution method. Senju and Toyoda (1968) , Toyoda (1975) , and Loulou and Michaelides (1979) proposed greedy-like heuristics built on an effective gradient approach. Magazine and Oguz (1984) incorporated the gradient method with the generalized Lagrange multipliers method and developed an approximate solution procedure for the 0-1 MDKP. In contrast to the intensive research that have been conducted for the 0-1 MDKP, the solution approaches for the general MDKP are scarce. Kochenberger et al. (1974) developed a gradient method for the general MDKP. This method starts with an initial solution of x j = 0 for all j, and repeatedly improves it by increasing one unit of the variable with the largest effective gradient. Based on Lagrangian and surrogate relaxations, Pirkul and Narasimhan (1986) developed several heuristics for the general MDKP with a small number of resource constraints. As reported in Lin (1998) , those heuristics are not effective in solving large-scale general MDKP.
It is worth mentioning that any general MDKP can be reformulated as a 0-1 MDKP by converting the upper bound of a decision variable, say p, into p individual binary variables. Conversely, most of the heuristics of the 0-1 MDKP can be modified to handle the general MDKP. Therefore, it is plausible to use the existing methods to solve our problem. However, because those heuristics rely on a unit increment of a variable in each iteration, they become ineffective for problems with larger values of p j , j = 1 2 n, the situation frequently encountered in our allocation problem. This calls for new, computationally efficient solution procedures for the general MDKP that may have many constraints and large values of p j , j = 1 n.
Order-Based Component Allocation Heuristics
We first propose an order-based component allocation (OBCA) heuristic for the special case of the component allocation problem with zero response time windows for all products. Then we generalize this OBCA heuristic to the general component allocation problem in which response time windows can be positive.
In the algorithm OBCA , the control parameter , 0 < ≤ 1, is used for adjusting the trade-off between solution quality and computation time. We also intro-
+ as a shorthand notation for the on-hand inventory of component i, i = 1 2 m. Let a be the largest integer not exceeding a.
Algorithm 1
The OBCA heuristic for the component allocation problem with given S, and zero response time windows: Begin
Step 1 Set unfilled demands p j , j = 1 2 n; Initialize the set of unfilled demand types E = j p j > 0 ∀j ;
Initialize filled demands x j = 0 ∀j ∈ E.
Step 2 Compute effective capacity for product j
Step 3 Iff j = 0 ∀j ∈ E, then go to End, otherwise go to Step 4.
Step 4 Compute r j ×f j ∀j ∈ E and select j * = arg max j∈E r j ×f j .
Step 5 Fill f j * = min p j * max 1 f j * units of product j * .
Step 6 Update the on-hand inventory OI i ← OI i − b ij * f j * ∀i with b ij * > 0; Update the unfilled orders p j * ← p j * − f j * ; Update the filled orders x j * ← x j * + f j * ; Update the unfilled product types:
If p j * = 0 or = 1, set E ← E − j * ; If E = , go to End; otherwise go to
Step 2. End A brief explanation of the OBCA heuristic is in order:
Step 1 initiates the algorithm, which sets the initial parameters and also sets the initial solution to all zero.
Step 2 computesf j , the maximum number of product j orders that can be filled with the on-hand inventory. It can also be regarded as the effective capacity for the product j orders, j ∈ E. Therefore, r j ×f j is understood as the maximum reward attainable if the entire effective capacity were used to fill the product j orders.
Step 4 selects product j * with the largest r j ×f j .
Step 5 fills either p j * units or max 1 f j * units of the product j * orders, whichever is smaller. In each iteration, the algorithm allocates × 100% of the effective product capacity to the selected product. Note that the algorithm satisfies the integer conditions for the decision variables. Finally, Step 6 updates information and returns to
Step 2 for the next iteration.
The greediness of our heuristic can be adjusted by changing , the greedy coefficient. As increases, the rate at which the component inventories are consumed by the selected product in each iteration increases. In the extreme case, = 1, the selected product can use the maximal effective product capacity and thus will be filled to its maximal feasible units in a single iteration. For small , the algorithm becomes conservative in its inventory commitment to the selected product. The algorithm might fill only a unit demand in an iteration as the system capacity becomes tight. The use of the greedy coefficient reduces the possibility of creating bottleneck conditions for some supply constraints, which may result in reduced rewards in future fills. Moreover, the heuristic is likely to select different product types in consecutive iterations because the maximal rewards may change after a few iterations. It can be seen that OBCA is computationally a more efficient algorithm than existing MDKP algorithms because it depletes the effective product capacity geometrically at rate .
We now provide the order-based component allocation heuristic with positive response time windows. This heuristic applies Algorithm 1 repeatedly in each period k, 0 ≤ k ≤ w, to these unmet product orders whose response time windows have not expired.
Algorithm 2
The OBCA heuristic for the component allocation problem with given S, , and response time windows, w 1 ≤ w 2 ≤ · · · ≤ w n = w: Begin
Step 0 Initialize time index k = 0; Set the unfilled orders p j ∀j.
Step 1 Initialize the set of unfilled orders in period k: E k = j w j ≥ k and p j > 0 ∀j ; Set filled orders in period k: x jk = 0, ∀j ∈ E k . Initialize the on-hand inventory in period k:
Step 2 Compute the effective capacity of product j in period k:
Step 3 Iff j = 0 ∀j ∈ E k go to Step 7; otherwise go to Step 4.
Step 4 Compute r j ×f j ∀j ∈ E k and select j * = arg max j∈E k r j ×f j . Break ties by selecting the product with the largest number of unfilled orders.
Step 6 Update the on-hand inventory
p j * ← p j * − f j * ; Update the filled orders in period k:
Step 7; otherwise go to Step 2.
Step 7 Increment k ← k + 1. If k > w, go to End; otherwise go to Step 1.
End
In this algorithm, on-hand inventory has to be updated for each given period k, 0 ≤ k ≤ w, to account for the replenishment. The steps taken for each k are similar to those of Algorithm 1, and we repeat the procedure for k = 0 1 w. After the response time window of a product expires, the algorithm no longer allocates inventory to the unfilled orders of that product, if any. However, those orders will be filled prior to the orders received subsequently, due to the FCFS principle.
Finally, we propose another variation of Algorithm 2, which is appropriate for a system that has many products but a small number of different response time windows. Firms often categorize their products into several product families based on their product structures or marketing policies, and quote a common response time window for the products in the same family. In our algorithm, we prioritize product families in ascending order of their response time windows. Therefore, the system would start filling orders with smaller response time windows before filling the ones with larger time windows. Because the system operates under the FCFS inventory committment rule, this prioritization is only relevant to orders of the same period. We believe that assigning priorities to product families in this manner would increase the likelihood of filling the products within their response time windows and receiving the associated rewards. Algorithm 2, as it is, might use up the available component inventory for orders whose due dates are a long way away, and in the meantime run the risk of not filling orders whose response times are shortly expiring. On the other hand, prioritizing the product families would allow the system to fill the demand with the shorter time window first so as to eliminate such a risk. As a result, we modify Algorithm 2 as follows. For each period k, OBCA starts with filling orders of the products in the product family with the shortest response time window that has not expired. Upon finishing the allocation for this family, it moves to fill the orders of the products in the family with the second-shortest response time window, and so on. Of course, once the response time window of a family expires, the algorithm stops to fill the orders for the products in that family. We will refer to this product-family-based component allocation rule as the OBCA p heuristic.
Properties of the OBCA Heuristic
We first examine the properties of OBCA and identify the conditions under which it locates the optimal solution. We then consider the computational complexity of OBCA . The next proposition states that under certain agreeable conditions, OBCA shares a structural property with the optimal solution. Proposition 1. Let j 1 and j 2 be two distinct elements in 1 n . If r j 1 ≥ r j 2 , w j 1 ≤ w j 2 , and
the following is true:
1. Let * = x * jk , j = 1 2 n, k = 0 w be the optimal solution, where x * jk is the number of customer orders of product j that are filled k periods after their arrival. Then,
2. Let = x jk j = 1 2 n k = 0 w be the solution of the OBCA heuristic. Then,
Proof. 1. Equation (12) can be shown by straightforward interchange arguments, which we omit.
The assumption b i j
Step 2 of Algorithm 2.
Consequently, r j 1f j 1 ≥ r j 2f j 2 in Step 4 of Algorithm 2, because r j 1 ≥ r j 2 . Therefore, the OBCA heuristic never fills the demand of product j 2 until the demand of product j 1 is fully filled for each 0 ≤ k ≤ w j 1 .
In the special case, r j = 1, w j = w, and b ij ∈ 0 1 for all i and j, Proposition 1 implies that both the optimal policy and the OBCA heuristic satisfy the small-order-first property. That is, if product L requests a single unit of each component in L and if L ⊆ K ⊆ 1 2 m , then both policies will not fill the orders of product K unless the orders of product L are fully satisfied. Now, we turn our attention to the computational complexity of OBCA , and compare it to that of several other heuristics. Consider Algorithm 1 first. The effect of the initialization step, Step 1, is negligible on complexity.
Step 2 to Step 4 of the algorithm require O mn basic operations. If = 1, these steps are repeated once for each of the n products in the worst case. This implies that OBCA 1 is a polynomial-time algorithm with the computational complexity O mn 2 . If 0 < < 1, Algorithm 1 becomes a pseudopolynomialtime algorithm. We state its computational complexity in the following and refer the reader to Akçay (2002) for a detailed proof. 
is the maximal number of units of product j that can be filled using available component inventories.
For the system with zero time windows, algorithms of both Toyoda (1975) and Loulou and Michaelides (1979) have computational complexity of O mn n j=1 min p j f j , and the algorithm of Kochenberger et al. (1974) has the computational complexity of O mn n j=1 min p j f j 2 . The surrogate multipliers method of Pirkul and Narasimhan (1986) might take an exponential time if the simplex algorithm is used to solve the linear programs within the algorithm. The simplex method converges in a finite number of iterations, but has an exponential worst-case time complexity proven by Klee and Minty (1972) . Therefore, OBCA is equivalent or superior to these algorithms in its computational complexity for any value of . Indeed, our computational tests show that OBCA consumes only a small fraction of the CPU time required by any other algorithm. Both the fixed-priority rule of Zhang (1997) and the fair-shares scheme of Agrawal and Cohen (2001) are polynomial-time algorithms with computational complexity of O mn . Our test results show that for small to medium-sized problems, OBCA often takes less CPU time, even with a small . We can generalize Proposition 1 to the OBCA heuristic for positive response time windows. Note that the steps taken in Algorithm 1 are repeated at most w times in Algorithm 2. 
Budget-Constrained Base-Stock Optimization
Let us consider the budget-constrained base-stock optimization problem as formulated in §3.2. Because the number of possible scenarios for the random vector in our problem is prohibitively large, exact mathematical programming methods such as the integer L-shaped method of Laporte and Louveaux (1993) become inefficient. In this section, we first propose a simulation-based optimization method, the Sample Average Approximation (SAA) method, to solve the budget-constrained base-stock optimization problem. To evaluate the effectiveness of the SAA method, we also develop the equal fractile method for Type-II service levels (EF II ), which is an extension of the equal fractile method for Type-I service levels (EF I ) developed by Hausman et al. (1998) .
Sample Average Approximation
Several sampling-based approximate solution methods to deal with large-scale stochastic programs have been reported in the literature (Verweij et al. 2003, Higle and Sen 1991) . These methods rely on an estimation of Q w S rather than its exact value. The SAA method is a general method that we use to solve our inventory replenishment problem. We prefer this method particularly because of its simplicity. Kleywegt et al. (2001) studied the SAA method for stochastic discrete optimization and discussed its convergence rates and stopping rules. Verweij et al. (2003) presented a detailed computational study of the application of the SAA method and found near-optimal solutions to three classes of stochastic routing problems. We refer the reader to the paper by Shapiro (2000) for a survey on variations of the SAA method. Let Q w S * be the optimal solution for our twostage stochastic program given in (4)- (11), where S * is the vector of optimal base-stock levels. The optimal reward ratio of the system can easily be computed by multiplying Q w S * by the scalar 100% × n j=1 r j E P j −1 , and therefore we simply focus our attention on the approximation of Q w S * . In the SAA method, we generate M independent samples of the random vector , each of size N . Let M. For each sample, we solve a deterministic optimization problem, referred to as the SAA problem, as follows:
s.t. Constraint (5) in the master problem (15) Constraints (9)- (11) in the subproblem for each
Let the optimal value of the above problem be Q N w S l and its optimal base-stock level vector be
w S * for every sample, because S * is just a feasible solution to the problem given in (14)-(16), which is a relaxation of the original two-stage stochastic program. The average of these M optimal values is used as the estimate of an upper bound of Q w S * . Thus,
To achieve an unbiased estimator of Q w S l , we generate one large independent sample, 
as the approximated optimal base-stock-level vector.
In other words, S * is the "best" solution among the M candidate solutions, which yields the maximum reward for the demand realizations in the sample of size N . However, note that S * is only a feasible solution for the original problem. Therefore, E Q N w S * is a lower bound of Q w S * :
The difference between the upper and lower bounds can be used as an estimate of the optimality gap. We summarize the SAA method in the following algorithm.
Algorithm 3
The SAA algorithm for determining the optimal basestock levels of components: Begin
Step 0 Select appropriate values for N , N , and M, and initialize l ← 0;
Step 1 Set l ← l + 1 and generate an independent sample (14)- (16), using If the simplex method is used to solve the above linear programs, then the computational complexity of SAA is determined by that of the simplex algorithm, which, as shown by Klee and Minty in 1972, con- verges in a finite number of iterations, but has an exponential worst-case running time. Kleywegt et al. (2001) provide some guidelines on how to design the method by selecting appropriate values of the sample sizes N and N , the number of samples M, and the stopping criteria. As the sample size increases, the computational complexity of the SAA problem increases at least linearly, but the solution quality of the SAA problem improves. Therefore, they suggest that when choosing the sample size, this tradeoff should be taken into consideration. Further, if the computational effort required to solve the SAA problem increases exponentially with the sample size, it might be beneficial to choose a smaller N but a larger M. Finally, if the optimality gap is too large, then the sample sizes N and N should be increased.
The Equal Fractile Heuristic for
Type-II Service Levels Hausman et al. (1998) proposed the equal fractile heuristic to determine the base-stock levels that maximize the probability that the demand fulfillment time is within a prespecified time limit (i.e., the Type-I service level) for a given inventory investment budget. The equal fractile heuristic, hereafter named EF I , allocates the budget to components such that the component-based Type-I service levels are identical for all components.
In this section, we present a variation of the equal fractile heuristic developed by Hausman et al. (1998) . Our heuristic determines the base-stock vector by equalizing the Type-II service levels of different components, subject to the budget constraint. More specifically, the Type-II service level for component i can be expressed as:
Assume that D i follows a normal distribution with mean i and standard deviation i . Then, the numerator of (21) can be written as:
For a fixed i , we can solve the above expression via a numerical search method to obtain the base-stock level S i . The equal fractile heuristic for the Type-II service level, hereafter called EF II , allocates the budget to components such that the component-based Type-II service levels are the same for all components; i.e.,
Computational Results
In this section, we report our computational results for two sets of numerical problems. The first set of problems is taken from the related ATO literature (Zhang 1997 , Agrawal and Cohen 2001 , Chen et al. 2000 , including a PC assembly system from the IBM Personal Systems Group. Here, our objective is to demonstrate that inventory replenishment and component allocation optimizations must be made jointly in the sense that an ineffective policy in either stage can adversely affect the system performance. Therefore, we focus on both the first and second stages of our two-stage stochastic program. For each problem, we first use SAA, EF II , and EF I to determine the base-stock levels and, for each base-stock-level vector determined by a given method, we then use OBCA, FS, and FP to make the component allocation decisions. The expected reward ratio is used as the performance measure to assess the effectiveness of each method. These methods are also compared against the upper and lower bounds given by (17) and (20). For the first-stage problem, the focus of the comparison is on solution quality rather than computation time of each method because the base-stock levels are determined at the beginning of the planning horizon and remain fixed thereafter. For the second-stage problem, we pay attention to both the solution quality and computation time of each method because allocation decisions must be made periodically.
We obtain our second set of problems by randomly generating data on reward rates, component usage rates, leadtimes, and response time windows. Here, our objective is to test the efficiency and effectiveness of OBCA against the optimal allocation and heuristic allocations by Toyoda (1975) , Kochenberger et al. (1974) , Loulou and Michaelides (1979) and Pirkul and Narasimhan (1986) . Therefore, we focus solely on the solution quality and computation time of the secondstage problem.
For each problem, we report the following performance statistics:
1. The expected reward ratio w S under the optimal and heuristic allocation rules.
2. The percentage deviation of the average reward ratio under a given allocation rule from the average reward ratio under the optimal allocation policy (Err.); 3. The percentage of the problem instances in which a given allocation rule finds the optimal solution (Hit);
4. The percentage of the average CPU time the rule takes to obtain the solution compared with the average CPU time to obtain the optimal solution (CPU).
For our computations, we coded the algorithms in C programming language, incorporating CPLEX 7.5 optimization subroutines, and used a dual processor WinNT server, with two Intel Pentium III Xeon 1.0 GHz processors and 2 GB of RAM.
Test Problem 1: The ATO System from Zhang (1997) . In this problem, we solve the two-stage optimization problem using Algorithm 3 for different levels of inventory investment budget. Based on our preliminary computations, the parameters chosen for our test problems are M = 1 000, N = 50, and N = 1 000, respectively. We also find the heuristic solutions for the base-stock levels using EF II and EF I . Therefore, we end up with three sets of basestock levels for each budget level. For each set of base-stock levels, we then obtain the estimated expected reward ratios using the optimal allocation policy and heuristic allocation policies OBCA , FS, and FP, based on the simulated demand for 500 periods. The details of the problem parameters for this four-product, five-component system are available on the Management Science electronic companion pages (mansci.pubs.informs.org/ecompanion.html). Table 1 compares the Type-II service levels under the joint-optimization heuristic SAA-OBCA (with = 0 5) and other inventory replenishment and component allocation heuristics. The upper bound (UB) derived in (17) and the lower bound (SAA-OA) derived in (20) are also reported in this table. We immediately observe that the gaps between the upper bounds (UB) and lower bounds (SAA-OA) are between 0.04%-1.96%, and get narrower as the budget (and consequently the service level of the system) increases. The tightness of the gaps indicates that the SAA solution is of excellent quality. Further, the Type-II service level using SAA-OBCA 0 5 is almost the same as that with SAA-OA, the system with the same base-stock levels, but which optimally allocates the components. This demonstrates that OBCA 0 5 is a near-optimal allocation rule. On the other hand, the significant superiority of SAA-OBCA 0 5 over four other rule-based heuristics shows the importance of jointly optimizing the inventory replenishment and component allocation decisions. Observe that the joint optimization method SAA-OBCA 0 5 is the most effective, measured in the percentage increment of the service level, when the budget is tight and service level is low to moderate (say up to 90%). While this percentage difference becomes smaller as the service level increases, it is still very noticeable even for the service level as high as 98%-99%. It is also interesting to observe that the system performance with EF II consistently outperforms that with EF I under both component-based allocation rules, FS and FP. A plausible explanation for this dominance is that EF II is tailored for the Type-II service level, and hence is more suitable than EF I to maximize the Type-II service level.
Using part of the data presented in Table 1 , we plot the budget versus the Type-II service level of the system in Figure 1 . The figure clearly shows the superiority of SAA-OBCA . In addition, the figure shows the diminishing return of inventory investment on system performance. That is, the achieved Type-II service level is a concave function of the budget, whereas the required budget is a convex function of the desired service level. It means that, for a given budget, the system will achieve a significantly higher service level under the joint optimization heuristic SAA-OBCA 0 5 . Conversely, SAA-OBCA 0 5 will reach a targeted Type-II service level under a smaller budget, compared to other rule-based heuristics. In particular, note that a small improvement of a high service level requires a substantive additional inventory investment. Therefore, SAA-OBCA 0 5 is effective in terms of inventory investments in all ranges of service levels.
Having demonstrated the joint superiority of SAA-OBCA 0 5 over other heuristics, our next question is how do the individual heuristics, SAA and OBCA 0 5 , contribute to the overall improved system performance? More broadly, is the inventory replenishment decision a more decisive factor than the component allocation decision in determining the performance of an ATO system? To answer this question, we first consider the impact of the replenishment decision on system performance. We use SAA, EF I , and EF II to determine the base-stock levels in the first stage, and use the optimal policy to allocate components in the second stage. As such, the performance difference will be due solely to the different replenishment heuristics. Table 2 reports our findings, which include the base-stock levels obtained using different replenishment heuristics and their corresponding Type-II service levels, given that the optimal allocation policy is implemented in the second stage. Table 2 shows noticeable differences of the basestock levels under the three heuristics. Indeed, we find that SAA often results in significantly unequal Type-I (also Type-II) service levels for different components. Similarly, EF II (EF I ) results in very different Type-I (II) service levels for different components. The deviations of the base-stock levels among the three heuristics become smaller as the budget level increases. In terms of the system performance, the table clearly shows that SAA dominates the other two heuristics, with improvements ranging between 0.37%-11.04%. Although the performance differences among the three heuristics get narrower as the budget level increases, as we noted earlier, the law of diminishing returns implies that implementing an effective replenishment heuristic, such as SAA, remains critically important even at high service levels.
While Table 2 demonstrates the importance of basestock decisions, is it a more dominating decision than the allocation decision, as being perceived by some in the ATO management? To answer this question, we assess the effectiveness of component allocation heuristics, OBCA , with = 0 1, 0.5, and 1.0, FP and FS, given that SAA (which is near optimal, as we have noted) will be used in the first stage. Table 3 reports Type-II service levels and, for comparison purposes, the Type-I service levels. First, observe that OBCA 0 1 achieves the optimal allocation OA for every budget level, whereas OBCA 0 5 and OBCA 1 0 show negligible performance deviations from that under OA. On the other hand, OBCA improves system performances over FP and FS in the range between 0.59%-10.07%, with the gap wider when components are scarce at lower budget levels. It is illuminating to compare Tables 2 and 3 . It can be seen that for each budget level, the performance improvements of SAA-OA over the other joint heuristic methods in which the decision for one stage is made optimally and for another stage heuristically (e.g., EF II -OA and SAA-PS), are roughly the same. For instance, for B = $8 000, the performance difference between SAA-OA and EF II -OA is 68 58%-63 31% = 5 37%, whereas that between SAA-OA and SAA-FS is 68 58%-63 56% = 5 02%. This consistency is observed at each budget level. In words, it means that the impact of the optimal replenishment policy, given that allocation decisions are made optimally, is approximately the same as that of the optimal allocation policy, given Table 3 is the joint probability of filling the entire customer demand for all four products received in a period, within at most one period. Therefore, it is significantly lower than the Type-II service level under each allocation rule. Type-I service levels can be used to explain why OBCA seemingly becomes "less effective," in terms of the percentage improvement over PS and, for high service levels: As the budget increases, the Type-I service level, i.e., the percentage of periods in which no component shortages occur, also increases. Because allocation decisions are only applied to the shortage periods (OBCA is equally effective in each shortage period, regardless of the underlying service level) and the fraction of such periods decreases as the budget increases, the impact of the allocation decisions on the overall system performance becomes less significant. This, however, does not suggest that the importance of allocation decisions diminishes for an ATO system with a high service level. For example, with budget level B = $10 000, there are approximately 30% of periods during which shortage occurs. Because OBCA outperforms FS and FP by about 2.1% on the overall Type-II service level, it translates into a 7% (≈2 1%/0 3) increase in the Type-II service level over FS and FP during the shortage periods. This insight, together with our early observation that the inventory investment has the diminishing return on system performance, implies that judging the effectiveness of OBCA merely by its absolute percentage improvement over other heuristics can be misleading. Indeed, we believe that OBCA is effective in all ranges of service levels. Finally, Table 4 summarizes the performance statistics of all allocation rules, using SAA for inventory replenishment. We observe that OBCA 0 1 finds the optimal solution in each problem instance, whereas OBCA 0 5 and OBCA 1 0 achieve optimums 97 5% and 91 4% of instances with average errors of 0.3% and 0.41%, respectively. All the heuristics are computationally efficient and, in the worst case, take less than 5% of the CPU time consumed by the optimal solution. As expected, OBCA requires more CPU time as decreases. For this small problem, the CPU times of OBCA compete favorably against those of FS and FP, even with = 0 1.
Test Problem 2: The ATO System from Chen et al. (2000) . Our second test problem from the literature is a PC assembly system with realistic problem data from the IBM Personal Systems Group. In this system, a family of six desktop computers are assembled from a set of 17 components. The demand for each product is normally distributed with a mean of 100 and a standard deviation of 20. Details of other problem parameters are available on the electronic companion pages.
The results of joint optimization of inventory replenishment and component allocation decisions for this system are displayed in Figure 2 . The solution quality and robustness of SAA-OBCA for this largescale problem is demonstrated by the closeness of the reward ratio under SAA-OBCA and its upper bound (UB), especially for high service levels. Our remarks for the importance of joint inventory replenishment and component allocation optimization are reinforced for this system. In Figure 3 (a) and (b), respectively, we expose the effects of different first-stage and secondstage heuristics on system performance, by solving the second-stage and first-stage problems optimally. Together, they further illustrate that allocation decisions are as important as replenishment decisions for the performance of an ATO system. As stated previously, we observe that EF II appears to perform better than EF I . Figure 3(a) and (b) also show that better replenishment and allocation decisions would translate into significant budget savings at higher service levels because a small improvement in service level requires substantial inventory investments, as clearly seen in the graphs. Test Problem 3: The ATO System from Agrawal and Cohen (2001) . Our computational results for this two-component four-product system are available on the electronic companion pages.
Test Problem 4: A Randomly Generated Problem with 20 Components and 10 Products. For this problem, we consider only the component allocation problem with given order-up-to levels and do not consider the budget-constrained base-stock optimization problem. Our objective is to compare the performance of several versions of our OBCA rules to the MDKP heuristics of Toyoda (1975) , Loulou and Michaelides Kochenberger et al. (1974) , and Pirkul and Narasimhan (1986) . We assume that the response time windows of all products are equal to zero. The leadtime of component i is constructed using a discrete uniform distribution between 1 and 10, i = 1 20. The reward rate for each product is uniformly distributed between 10 and 20, and the product demands are normally distributed with the parameters given by The usage rate of component i for product j is generated from a discrete distribution with the probability mass function hj = P b ij = h , h = 0 1 5, and j = 1 10, as follows: We define the size of a product as the total number of components required to assemble one unit of the product. Notice that, with the above distribution, the size of the product with a larger index is expected to rise. Our intent in designing such a product structure is to verify Proposition 1, which claims that the OBCA heuristic fills small orders first, as does the optimal policy. The order-up-to level of component i is set such that it covers the mean component demand over L i + 1 periods, plus a certain level of safety stock,
where z is the safety factor. This is indeed the EF I heuristic proposed by Hausman et al. (1998) , in which all components are to have the same safety factor, and hence equal Type-I service levels. Note that, as the value of z increases, the system is better protected against demand variation. We generate 100 random problem instances, and solve the component allocation problem using OBCA and the MDKP heuristics from the integer programming literature. Tables 5 and  6 report the performance statistics.
The test results indicate that OBCA 0 1 provides the best solutions among all the heuristic methods for every problem instance and that it is very close to the optimum. OBCA 0 5 and PIR are also very competitive. The solution quality of OBCA 1 is still acceptable, but not as good as that of Kochenberger et al. (1974) and Toyoda (1975) , which provide excellent solutions. The superiority of the OBCA heuristic should not be surprising, because it is custom-built for inventory allocation problems, and the MDKP heuristics are known to perform well mostly when the number of knapsack constraints is small (Lin 1998) . We also observe that the solution qualities of all heuristics, in terms of Err. and Hit, improve as z increases. On the other hand, OBCA takes only a small fraction of computational effort compared to any other solution method. Indeed, as we noted earlier, a unique feature of OBCA is its ability to fill multiple units of demand in each iteration, whereas all other heuristics fill only a unit demand in each iteration.
Test Problem 5: An ATO System with Different Response Time Windows. We consider the same system as in Test Problem 4. However, we assume that the response time window of each product is equally likely to be either zero, one, or two periods. The results for this problem are available on the electronic companion pages. the first order-based heuristic and show that it can be solved in either polynomial or pseudopolynomial time. Intensive testing indicates that our heuristic is robust, efficient, and effective and is suitable for realtime implementation.
4. As reported by Lin (1998) , the studies toward the solution approaches to general MDKP are scarce, and most solution procedures are efficient only when the number of resource constraints is small. The heuristic method reported in this paper in most cases locates a better solution and only requires a fraction of the computational effort of the best available heuristic. Therefore, our heuristic can also be used to treat the large-scale, general MDKP.
5. Our results provide several insights that enhance understanding of effective management in the ATO systems. First, the replenishment policy and allocation decisions need to be considered jointly in order to fully realize the benefits of risk pooling in using common components. Second, effective replenishment and allocation policies are needed in all range of service levels. Third, the coordinated, order-based component allocation rule significantly outperforms the component-based allocation rules. Finally, an ineffective allocation rule not only degrades customer service, but it can also lead to high inventory holding costs, and thus result in a compounded, adverse impact on system performance.
Future work in this area seems promising and may take several paths. One is to consider productspecific long-run average reward ratios, rather than using an aggregated measure for system performance. In practice, firms often differentiate their products or product families and prefer to attain different levels of service for each product based on their marketing policies. Another path we would like to consider is the relaxation of the FCFS rule in inventory commitment. Although FCFS enhances analytical tractability, it might not be entirely valid in practice. A more realistic model would most probably consider customer orders placed in different periods and take into account their respective response-time expiration deadlines when making the component allocation decision. Furthermore, we would like to extend this research to form a bridge between periodicreview and continuous-review systems. A hybrid system might be developed which would combine the benefits of the two systems. Finally, we would like to test the efficiency and effectiveness of our OBCA heuristic in solving the general MDKP, possibly for larger-scale problems in different contexts, and compare its performance against other approximate solution methods in the integer programming literature.
An electronic companion to this paper is available at mansci.pubs.informs.org/ecompanion.html.
