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Abstract
The main purpose of this article is to provide new results on algebraic independence of
values of Mahler functions and their generalizations. At the same time, we establish new
measures of algebraic independence for these values. In particular, we provide a measure
of algebraic independence for values of Mahler functions at complex transcendental points.
As an example of application of our new measures of algebraic independence, we are
able to infer that a Mahler number does not belong to the class U in Mahler’s classification.
Also, our results imply new examples, for n ≥ 1 arbitrarily large, of sets (θ1, . . . , θn) ∈ Rn
normal in the sense of G. Chudnovsky (1980).
1 Introduction
In this paper we establish a variety of new measures of algebraic independence of Mahler
numbers, and at the same time we largely expand the limits of Mahler’s method by treating
the functional systems of the form
a(z)f(z) = A(z)f (p(z)) +B(z), (1)
where p(z) = p1(z)/p2(z) is a rational function with coefficients in Q and with the order
of vanishing at 0 at least 2, that is ordz=0p := ordz=0p1 − ordz=0p2 ≥ 2. Also, f(z) =
(f1(z), . . . , fn(z)) denotes an n-tuple of functions analytic in some neighbourhood U of 0 and
having algebraic coefficients, a(z) ∈ Q[z], A (resp. B) is an n × n (resp. n × 1) matrix with
coefficients in Q[z]. We assume in all this article that detA(z) is a non-zero polynomial.
The classical case of Mahler functions appear by setting p(z) = zd in the system (1). The
name is after Kurt Mahler, who initiated their study introducingMahler’s method [15, 18, 19].
Mahler numbers are the numbers that can be presented as f1(α), where 0 < |α| < 1 is an
algebraic number and f1(z) is a Mahler function.
More generally, we refer to the solutions
f1(z), ..., fn(z) ∈ Q[[z]] (2)
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of system (1) where p(z) is not necessarily of the form zd as generalized Mahler functions,
and their values at algebraic points within their domain of convergence as generalized Mahler
numbers.
Transcendence and algebraic independence of Mahler numbers attracted a lot of interest
and were intensively studied, among the others by Amou, Becker, Bell, Bugeaud, Coons,
Kubota, Loxton, Masser, Nishioka, van der Poorten, To¨pfer and many others [4, 5, 7, 13, 16,
17, 22, 23, 24, 32].
At the same time, the case of generalized Mahler numbers did not appeared previously in
the literature, at least as far as the author is aware of.
The interest in Mahler functions and Mahler numbers is manifold. First of all, this is a very
important branch of study of algebraic independence theory. Also, it has direct applications
to theoretical computer science. For example, the set of Mahler numbers contains as a proper
subset the set of automatic numbers [9], the numbers of the form
∑∞
n=0 anb
n, b ∈ Z≥2 where
the sequence of digits (an)n∈N, an ∈ {0, . . . , b − 1}, n ∈ N can be generated by a finite
automaton (the simplest class of Turing machines) which receives to the entry the b-adic
expansion of the number n. We refer the reader to the book [3] for much more detailed
discussion.
Theorems (see e.g. [9]) which provide a system of Mahler’s functions (2) that specialize to
an automatic number (i.e. f1(1/b), b ∈ Z≥2, is an automatic number) always give a system of
algebraically dependent functions. So if we keep in mind applications to automatic numbers,
it is important to provide algebraic independence results for the values of solutions of (1)
in absence of hypothesis on algebraic independence of the functions (2) themselves. In this
our article we focus on the measure of algebraic independence of values of generalized Mahler
functions which may be algebraically dependent (this is in contrast to all the previous results
on generalized Mahler functions [32, 33, 36]).
Given a solution (2) to the system (1), we denote by t = t(f) the transcendence degree1
t := tr.deg.C(z)C(f1(z), . . . , fn(z)), (3)
that is t is the maximal number of functions among f1(z), . . . , fn(z) which are algebraically
independent over C(z). Up to reindexing fi, i = 1, . . . , n, we can assume that f1(z), . . . , ft(z)
are algebraically independent (hence the functions ft+1(z), . . . , fn(z) are algebraic over
C (z, f1(z), . . . , ft(z))). In all this article we assume t ≥ 1.
In this article we provide, for γ ∈ C, lower bounds for the transcendence degree
tr.deg.QQ(γ, f1(γ), . . . , fn(γ)), (4)
that is we estimate from below the number of algebraically independent numbers among
γ, f1(γ), . . . , fn(γ). Moreover, we provide a geometric refinement of lower bounds for (4).
Indeed, the fact that
tr.deg.QQ(γ, f1(γ), . . . , fn(γ)) ≥ k,
k ∈ N, means that the corresponding point in the projective space
(1 : γ : f1(γ) : · · · : fn(γ)) ∈ Pn+1 (5)
1Note that in most of statements of this article we deal with a fixed set of functions (2), so, to simplify the
notation, we most often use the notation t rather than t(f).
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does not belong to any subvariety of Pn+1 defined over Q and of dimension ≤ k − 1. In this
article, we prove that the transcendence degree (4) is at least k by establishing a strictly
positive lower bound for the distance from the point (5) to any subvariety W of Pn+1 defined
over Q of dimension ≤ k − 1. Here we understand the distance in the sense of the projective
distance, as defined in [21, Chapter 6, § 5]. We refer the reader to this reference for the general
definition and detailed discussion of the properties. For instance, if W is a zero locus of a
homogeneous polynomial P , then the projective distance from a point x ∈ Pn+1 to W ⊂ Pn+1
can be substituted by the normalized value of the polynomial P at x, that is |P (x
′)|
|P |·|x′|degP , where
x′ stands for any representative of the projective point x, |P (x′)| denotes the absolute value
of P (x′) (archimedean or not), |P | denotes the maximum of absolute values of coefficients of
P and |x′| is the maximum of absolute values of coordinates of x′. See also Remark 2 below
for some more discussion of the projective distance Dist(x,W ).
Naturally, such a lower bound depends on the degree of W and on its height. We refer the
reader to [21, Chapters 5 and 7] for the definition of the height and of degree of a projective
variety. Here we remark only that if a projective varietyW is defined over Q, has codimension
1 and has no embedded components, that is if W is a zero locus of a homogeneous polynomial
P with integer coefficients, then the degree of W coincides with the degree of the polynomial
P and the height ofW is the logarithmic Weil’s height of P . We recall that logarithmic Weil’s
height of a polynomial P with rational coefficients is defined by∑
v∈M
log |P |v ,
whereM is the set of all absolute values of Q and |P |v denotes the maximum of the valuation
v of the coefficients of P . We also recall that if coefficients of P are integers, then the
exponential of logarithmic Weil’s height of P is comparable, up to a multiplicative constant
that depends on the degree of P only, to the naive height Hnaive(P ) of the polynomial P ,
that is the maximum of (the archimedean) absolute values of its coefficients.
When t = n, γ ∈ Q, and we consider only projective varieties of codimension 1 with-
out embedded components, our lower bound specializes to the classical measure of algebraic
independence of the numbers
γ, f1(γ), . . . , fn(γ), (6)
i.e. it can be interpreted as a lower bound for the values of non-zero polynomials Q in n+ 1
variables with integer coefficients:
|Q(γ, f1(γ), . . . , fn(γ))| ≥ φ(deg(Q), h(Q)),
where | · | denotes the archimedean absolute value and φ : N× R+ → R+ is a function called
a measure of algebraic independence of numbers (6).
To prove our results we use a general method developed in [27] (see also [26]). This
method requires a multiplicity estimate, and recently a new result of this kind for solutions
of (1) was established in [33, Theorem 3.11] and [35], see Theorem 30 below. We use this
new multiplicity estimate together with the general method from [27] to improve previously
known results and establish new facts on algebraic independence and measures of algebraic
independence.
We have also found an interesting application of our results to Diophantine approximations
to a single Mahler number. To explain this application below, we recall first some definitions.
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Recall that Mahler number is a number which admits a presentation as f1(α) for α ∈ Q,
0 < |α| < 1, where f1(z) is a component of a functional solution to the system (1) with
p(z) = zd.
Lioville number is an irrational number which admits, in a sense, infinitely many very nice
approximations by rational numbers. More precisely, we say that a number x is a Liouville
number if for every n ∈ N we can find a rational fraction pnqn ∈ Q such that
0 <
∣∣∣∣x− pnqn
∣∣∣∣ < 1qnn .
It follows from Liouville’s theorem that all Liouville numbers are transcendental. A classical
explicit example by Liouville of a transcendental number
∑∞
k=0 10
−k! is a Liouville number,
hence the name of this class.
If we consider approximations of reals not only by rationals, but, more generally, by
algebraic numbers, this will lead us to the idea of Mahler’s classification. This classification
was first introduced by K. Mahler [20], and later J. F. Koksma [12] gave an alternative
interpretation of the same classification.
To introduce Mahler’s classification, consider the quantity wm(ξ) defined to be the supre-
mum of w ∈ R+ such that the following inequality has infinitely many solutions in polynomials
P (X) ∈ Z[X] of degree at most m ∈ N:
0 < |P (ξ)| < Hnaive(P )−w,
where the Hnaive(P ) denotes the naive height of P (recall that the naive height of the poly-
nomial P ∈ Z[X] is the maximum of the archimedean absolute value of its coefficients). Note
that Liouville numbers defined above is precisely the class of numbers with w1(ξ) =∞.
At the next step, define
w(ξ) := lim sup
m→∞
wm(ξ)
m
.
It is easy to verify that w(ξ) ≥ 2.
Mahler’s classification [20] splits all the real numbers ξ ∈ R into classes according to the
value of w(ξ):
• the class of A-numbers is defined by w(ξ) = 2,
• the class of S-numbers is defined by 2 < w(ξ) <∞,
• the class of T -numbers is defined by w(ξ) =∞ and wm(ξ) <∞ for all m ∈ N.
• the class of U -numbers is defined by w(ξ) =∞ and wm(ξ) =∞ for some m ∈ N.
It is known that the class of A-numbers coincides with Q and that the compliment to the
class S has Lebesgue measure 0.
The application we are going to discuss relies on our Theorems 1 and 10, presented below
in Section 2. In case if in the system (1) we have ordz=0p(z) = deg p(z), then our measures
of algebraic independence given in these theorems are optimal in h(W ). This allows us to
deduce the following statement (see Section 3, Theorem 20 for even more detailed result).
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Theorem. A Mahler number can not be a U number.
The first result in this direction was established in [2], where it was proved that automatic
numbers are not Liouville. Further, in [1] it was established that automatic numbers does not
belong to the class U . Recently, these results has been improved [7] by showing that, under
some conditions on a, b ∈ Z (in particular, b ≥ 2 and log |a|/ log b ∈ (0, 1/3)), the number
f1(a/b) is not Liouville. Moreover, if f1(z) is a so called regular series, than f1(a/b) does not
belong to the class U (the numbers of the form f1(1/b), b ≥ 2, as described in this paragraph
form a set that contains all the automatic numbers and itself is a proper subset of the set of
Mahler numbers, see [3]).
This our paper is organized as follows. We start by presenting our main results and their
corollaries in Section 2. Section 2 also contains, for illustrative purposes, a few of concrete
examples on algebraic independence results that can be inferred from our general statements.
In Section 3 we deduce from our result on algebraic independence that Mahler numbers
does not belong to the class U in Mahler’s classification.
In Section 4 we provide a criterion for algebraic independence, which is a central tool
in the proofs of our main results, Theorems 1, 6 and 10. This criterion, similarly to many
other theorems of this kind, relies on the existence of a sequence of polynomials with nice
approximation properties at the given point. Such polynomial sequences are constructed in
Section 6. To this end we use a general extrapolative construction from [27] (see Theorem 31
below) presented in Section 5. To present this extrapolative construction, we need to remind
the reader (a simplified version of) the notion of K-functions, which are needed to state
Theorem 31. We do this in Section 5 as well.
Finally, the proofs of our principal results, Theorems 1, 6 and 10, are given in Section 7.
2 Notations and Results
Throughout the text we use the following notation. For the rational fraction p(z) =
p1(z)/p2(z), where p1(z), p2(z) ∈ Q[z] are coprime polynomials, we write d := deg p =
max (deg p1,deg p2), δ := ordz=0p = ordz=0p1 − ordz=0p2. For h ∈ Z≥0, we will denote
by p[h](y) the h-th iterate of p at a point y ∈ C, i.e. we define recursively p[0](y) := y and
p[h+1] := p(p[h](y)) for all h ∈ Z≥0.
Note that often we restrain our attention to the case of polynomial p(z) ∈ Q[z] (in this
case, in the notation of the previous paragraph we have p2(z) = 1 and p1(z) = p(z)). In
Theorems 1 and 6 below we deal with the case of a polynomial p(z), while Theorem 10 treats
the case if p(z) is a rational fraction.
We will use the notions of degree, height, size and distance to a point of a projective
varieties or a homogeneous ideals. These notions extend the corresponding characteristics of
polynomials. We refer the reader to [21], Chapters 5-8 for the definitions and properties of
degree deg(V ) and height h(V ) of a projective variety V ⊂ Pn, as well as for the definition and
properties of the (projective) distance of V to a point x ∈ Pn, which is denoted by Dist(x, V ).
The size t(V) of a projective variety V ⊂ Pn is defined by
t(V ) := h(V ) + (dim(V ) + 1) deg(V ) log(n+ 1). (7)
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Let α ∈ Q be an algebraic number and let | · | denotes the archimedean absolute value on
C. We call the house of α the maximum
α̂ := max
σ:Q→֒C
|σ(α)|,
where the maximum is taken over all the possible embeddings σ of the field of algebraic
numbers Q into C.
Let m,n ∈ N and let P ∈ Q[X1, . . . ,Xn] =
∑
0≤m1,...,mn≤m am1,...,mnX
m1
1 , . . . X
mn
n be a
polynomial in n variables with algebraic coefficients, am1,...,mn ∈ Q for all 0 ≤ m1, . . . ,mn ≤
m. We define the length of the polynomial P to be the sum of the houses of all its coefficients:
L(P ) :=
∑
0≤m1,...,mn≤m
âm1,...,mn .
Here is one of our main results on algebraic independence.
Theorem 1. Let p(z) ∈ Q[z] and let f1(z),. . . ,fn(z) be functions analytic in a neighbour-
hood U of 0 and satisfying (1) as described in the beginning of this paper. Also, recall the
notation (3). Let y ∈ Q ∩ U be such that
p[h](y)→ 0
as h→∞ and no iterate p[h](y) is a zero of z detA(z).
Then there is a constant C > 0 such that for any variety W ⊂ PnQ of dimension k <
t+ 1− log dlog δ , one has
log Dist(x,W ) ≥ −Ch(W ) (log h(W ))
(t+1)( log dlog δ−1)
t−k+1−
log d
log δ (deg(W ))
t+1
t−k+1−
log d
log δ (8)
where x = (1 : f1(y) : · · · : fn(y)) ∈ PnC.
Remark 2. The definition of Dist(x,W ), for a point x ∈ Pn and a subvariety Wof the same
space, can be found in [21, Chapter 6, § 5] or [33, § 1.3] (see [33, Definition 1.17] and
discussion after it). There are two simple cases which are, in a sense, the most important.
First of all, if W is a hypersurface defined by a homogeneous polynomial P , then Dist(x,W ) is
essentially |P (x)| (more precisely, in this case log Dist(x,W ) = log |P (x)| − deg(P ) · log |x| −
log |P |, a so called normalized value of P at x, which gets rid of common factors in coordinates
of a representative of the projective point x and of the size of coefficients of P ). So essentially
if k = n − 1 in Theorem 1, then one can, roughly speaking, substitute log |P (x)| in place of
log Dist(x,W ) in the left hand side of (8).
On the other hand, for all points x ∈ Pn and all subvarietiesW ∈ Pn one has Dist(x,W ) =
0 iff x ∈W . So if some value of k is admitted in Theorem 1 (i.e. if k < t+1− log dlog δ ), then at
least k+1 of values f1(y), . . . , fn(y) are algebraically independent over Q (as the r.h.s. of (8)
is > −∞ in this case). Using this fact we readily deduce the following two corollaries.
Corollary 3. Assuming the conditions of Theorem 1 one has
tr.deg.QQ (f1(y), . . . , fn(y)) ≥ t+ 1−
⌊
log d
log δ
⌋
,
where ⌊∗⌋ denotes the biggest integer less than or equal to ∗.
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Corollary 4. Assuming the conditions of Theorem 1 and log dlog δ < 2 one has
tr.deg.QQ (f1(y), . . . , fn(y)) = t. (9)
Remark 5. Corollary 3 improves the lower bound
tr.deg.QQ (f1(y), . . . , fn(y)) ≥ ⌈(t+ 1)
log δ
log d
− 1⌉,
established, in the case n = t only, by in [32, Theorem 3], where ⌈∗⌉ denotes the smallest
integer bigger than or equal to ∗.
Corollary 4 improves on [32, Corollary 2], which gives only the case n = 1 of (9).
We can also give a measure of algebraic independence of values y, f1(y), . . . , fn(y), for an
arbitrary y ∈ C∗, which need not to be algebraic. This type of results for a transcendental y
has not been considered before, though our estimates in this situation are weaker than in the
case of algebraic y.
Theorem 6. Let f1(z),. . . ,fn(z) be analytic functions as described in the beginning of this
paper, and recall the notation (3). Assume that p(z) ∈ Q[z] with δ = ordz=0p(z) ≥ 2 and
d = deg p(z). Let y ∈ U be such that
p[h](y)→ 0 as h→∞
and no iterate p[h](y) 6= 0 is a zero of z detA(z).
Then for all ε > 0 there is a constant C such that for any variety W ⊂ Pn+1Q of dimension
k < t+ 1− 2 log dlog δ , one has
log Dist(x,W ) ≥ −Cmax
(
(deg(W ))
t+2+ε
t−k+1−2
log d
log δ
−ε
, h(W )
t+2+ε
t−k+2−
log d
log δ
−ε
)
, (10)
where x = (1 : y : f1(y) : · · · : fn(y)) ∈ Pn+1C .
One readily deduces two corollaries:
Corollary 7. Assuming the conditions of Theorem 6 one has
tr.deg.QQ (y, f1(y), . . . , fn(y)) ≥ t+ 1− 2
⌊
log d
log δ
⌋
.
Corollary 8. Assuming the conditions of Theorem 6 and log dlog δ < 3/2 one has
tr.deg.QQ (y, f1(y), . . . , fn(y)) ≥ t− 1. (11)
Remark 9. Corollary 8 improves on the result [4], which is applicable only to algebraically
independent functions (2) solving system (1) with p(z) = zd and than provides only the lower
bound
⌊
n+1
2
⌋
.
The next theorem improves Theorems 1 and 2 of [32], qualitatively et quantitatively.
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Theorem 10. Let f1(z),. . . ,fn(z) be a collection of functions such as described in the begin-
ning of this paper, and recall the notation (3). In this statement we assume p(z) ∈ Q(z) in the
system (1) and not only p(z) ∈ Q[z] (compare with more restrictive assumption p(z) ∈ Q[z]
in preceding Theorems 1 and 6). We keep the notation d = deg p, δ = ordz=0p ≥ 2. Assume
that fi(0) = 0, i = 1, . . . , n, a number y ∈ U ∩ Q satisfies limh→∞ p[h](y) = 0 and for all
h ∈ N the number p[h](y) is not a zero of z detA(z). Then there is a constant C > 0 such
that for any variety W ⊂ PnQ of dimension k < t
(
2− log dlog δ
)
, one has
log Dist(x,W ) ≥ −Ch(W )1+
log d−log δ
(2t−k) log δ−t log d
t
deg(W )
2t
t(2− log dlog δ )−k , (12)
where x = (1 : f1(y) : · · · : fn(y)) ∈ PnC. In particular,
tr.deg.QQ (f1(y), . . . , fn(y)) ≥ t
(
2− log d
log δ
)
. (13)
Now we give a family of concrete examples, with sets of functions of arbitrary size n ≥ 1
and satisfying all the hypothesis of our theorems. We start with a particular case of (1) when
this system has a simple diagonal form:
χi(z) = χi (p(z)) + qi(z), i = 1, . . . , n, (14)
where p ∈ Q(z) and qi ∈ Q[z], i = 1, . . . , n. Assuming deg qi ≥ 1 and qi(0) = 0, i = 1, . . . , n,
ordz=0p ≥ 2 we obtain solutions of (14) analytic in some neighbourhood of 0,
χi(z) = χi (p(z)) + qi(z), i = 1, . . . , n. (15)
Lemma 11 below allows to verify the algebraic independence of χ1, . . . , χn over C(z). It is an
easy corollary of [32, Lemma 6] (as well as of [13, Theorem 2]).
Lemma 11. Let n ∈ N∗, qi ∈ C[z], i = 1, . . . , n and p ∈ C[z] satisfying qi(0) = 0, i = 1, . . . , n
and p(0) = 0. Let χ1, . . . , χn ∈ C((z)) be functions defined by (15). Suppose that 1, q1, . . . , qn
are C-linearly independent and at least one of the following conditions is satisfied:
1. deg p ∤ deg (
∑n
i=1 siqi(z)) for all (s1, . . . , sn) ∈ Cn \ {0},
2.
∑n
i=1 siχi(z) 6∈ C[z] for all (s1, . . . , sn) ∈ Cn \ {0}.
Then the functions χ1, . . . , χn are algebraically independent over C(z).
Using this lemma (especially point (1) which is due to Th.To¨pfer) we can produce a large
family of algebraically independent sets of functions (15). All these sets satisfy the hypothesis
imposed on functions f1, . . . , fn considered in this article, so we can apply Theorems 1, 6, 10
and their corollaries to them substituting n in place of t = t(f).
Theorem 12. Let p ∈ Q(z), d = deg p and δ = ordz=0p ≥ 2. Let n ∈ N∗, qi ∈ Q[z],
qi(0) = 0 (i = 1, . . . , n) and let χi(z) be functions defined by (14). Assume that 1, q1, . . . , qn
are C-linearly independent and that at least one of the following conditions is satisfied:
1. deg p ∤ deg (
∑n
i=1 siqi(z)) for all (s1, . . . , sn) ∈ Cn \ {0}.
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2.
∑n
i=1 siχi(z) 6∈ C[z] for all (s1, . . . , sn) ∈ Cn \ {0}.
Fix a y ∈ Q∗ such that p[h](y) → 0 as h → ∞ and p[h](y) 6= 0 for all h ∈ N. Then there
exists a constant C > 0 such that for every variety W ⊂ PnQ of dimension k < n
(
2− log dlog δ
)
,
one has the measure of algebraic independence (12) at x = (1 : χ1(y) : · · · : χn(y)) ∈ PnC.
In particular,
tr.deg.QQ (χ1(y), . . . , χn(y)) ≥ n
(
2− log d
log δ
)
.
Theorem 13. Let p ∈ Q[z], d = deg p and δ = ordz=0p ≥ 2. Let n ∈ N∗, qi ∈ Q[z],
qi(0) = 0 (i = 1, . . . , n) and let χi(z) be functions defined by (14). Assume that 1, q1, . . . , qn
are C-linearly independent and that at least one of the following conditions is satisfied:
1. deg p ∤ deg (
∑n
i=1 siqi(z)) for all (s1, . . . , sn) ∈ Cn \ {0}.
2.
∑n
i=1 siχi(z) 6∈ C[z] for all (s1, . . . , sn) ∈ Cn \ {0}.
Fix a y ∈ C∗ such that
lim
h→∞
p[h](y) = 0 and p[h](y) 6= 0 for all h ∈ N.
Then the following holds true.
1. For every ε > 0 there exists a constant C such that for every projective varietyW ⊂ Pn+1Q
of dimension k < n+ 1− 2 log dlog δ , one has the measure of algebraic independence (10) at
x = (1 : y : χ1(y) : · · · : χn(y)) ∈ Pn+1C . In particular,
tr.deg.QQ (y, χ1(y), . . . , χn(y)) ≥ n+ 1− 2
⌊
log d
log δ
⌋
.
2. Moreover, if y ∈ Q∗, then there exists a constant C > 0 such that for all projective
variety W ⊂ PnQ of dimension k < n + 1 − log dlog δ , one has the measure of algebraic
independence (8) at x = (1 : χ1(y) : · · · : χn(y)) ∈ PnC. In particular,
tr.deg.QQ (χ1(y), . . . , χn(y)) ≥ n+ 1−
⌊
log d
log δ
⌋
.
Example 14. Consider the function that lies, in a sense, at the origin of Mahler’s method:
M(z) =
∞∑
k=0
z2
k
.
Then, for all y ∈ C, 0 < |y| < 1, in the infinite family of numbers
y,M(y),M(y3),M(y5), . . . ,M(y2k+1), . . . (16)
at most two numbers are algebraically dependent over Q. To see this, apply Theorem 13 with
p(z) = z2, qi(z) = z
2i+1, i = 1, 2, 3, . . . , n, where n ∈ N is arbitrarily large. In this case,
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condition 1 of Theorem 13 is verified, hence functions χi(z) defined by (14) are algebraically
independent. Note that in view of our choice of p and qi we have χi(z) = M(z
i) for any
i ∈ N, hence we infer the claim from Theorem 13, part 1. Moreover, we find with part 2 of
the same theorem that in the case if, in addition, y ∈ Q, then all the numbers
M(y),M(y3),M(y5), . . . ,M(y2k+1), . . . (17)
are algebraically independent. Note that the latter claim, on algebraic independence of num-
bers (17) follows from the classical result by Nishioka [23], whilst the example concerning
numbers (16) was previously unknown, as far as the author knows.
Example 15. We can produce a more exotic counterpart of Example 14 using Chebyshev’s
polynomials
Tn = n
n∑
k=0
(−2)k (n+ k − 1)!
(n− k)!(2k)! (1− x)
k, n ∈ N.
It is known that these polynomials commute under composition [30],
Tm(Tn) = Tn(Tm) for all m,n ∈ N.
Using the same reasoning as above, we readily find with Theorem 13 the following result.
Define function τ by
τ(z) =
∞∑
k=1
T
[k]
2 (z),
where we denote by T
[k]
2 the k-th iteration of the second Chebyshev’s polynomial T2. For any
y ∈ C \ {0} such that T [k]2 (y) 6= 0 and
lim
k→∞
T
[k]
2 (y) = 0
among the infinite set of numbers
y, τ(T3(y)), τ(T5(y)), τ(T7(y)), . . . , τ(T2k+1(y)), . . .
at most three numbers are algebraically dependent over Q. If, in addition, y ∈ Q, then all the
numbers
τ(T3(y)), τ(T5(y)), τ(T7(y)), . . . , τ(T2k+1(y)), . . .
are algebraically independent.
Note that we cannot produce further examples with the same method because, by a classical
result of Ritt [30], all the pairs of commuting polynomials,
P (Q(z) = Q(P (z)),
are, up to a linear homeomorphism, either both powers of z (this case gives us Example 14),
or both Chebyshev’s polynomials (this case gives us Example 15), or iterates of the same poly-
nomial (the latter case applied to the construction of Examples 14 and 15 produces, evidently,
functions that all are algebraically dependent).
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One more our example deals with so called Cantor series. These functions were introduced
in [31] and studied further in [32]. They are defined by
θi(z) =
∞∑
h=0
1
qi(z)qi(p(z)) · · · qi(p[h](z))
, (i = 1, . . . , n), (18)
where p(z) = p1(z)/p2(z) ∈ Q(z), deg pj = dj (j = 1, 2), δ = ordz=0p ≥ 2, qi ∈ Q[z] with
deg qi ≥ 1 and |qi(0)| > 1, i = 1, . . . , n.
The functions θi (i = 1, . . . , n) are analytic in a neighbourhood of 0 and satisfy the
functional equation
θi(p(z)) = qi(z)θi(z)− 1, (i = 1, . . . , n).
It is verified in [32] that under some conditions, given in the statements of Theorems 16 and 17
below, these functions are algebraically independent.
If p(z) is a polynomial, we are in measure to apply Theorems 1 and 6 to find the following
results (compare with [32, Corollary 6])
Theorem 16. Let us consider different polynomials q1, . . . , qn ∈ Q[z] and let p be in Q[z]
such that |qi(0)| > 1 and 1 ≤ deg qi < d−1, i = 1, . . . , n, and 2 < deg p = d. Define functions
θi, i = 1, . . . , n, by (18). Let y ∈ C∗ satisfy limh→∞ p[h](y) = 0 and qi
(
p[h](y)
) 6= 0 and
p[h](y) 6= 0 for all h ∈ N, i = 1, . . . , n. Then the following holds true.
1. For every ε > 0 there exists a constant C > 0 such that for every projective variety W ⊂
Pn+1Q of dimension k < n+1−2 log dlog δ , one has the measure of algebraic independence (10)
at x = (1 : y : θ1(y) : · · · : θn(y)) ∈ Pn+1C . In particular,
tr.deg.QQ (y, θ1(y), . . . , θn(y)) ≥ n+ 1− 2
⌊
log d
log δ
⌋
.
2. Moreover, if y ∈ Q∗, then there exists a constant C > 0 such that for all projective
variety W ⊂ PnQ of dimension k < n + 1 − log dlog δ , one has the measure of algebraic
independence (8) at x = (1 : θ1(y) : · · · : θn(y)) ∈ PnC. In particular,
tr.deg.QQ (θ1(y), . . . , θn(y)) ≥ n+ 1−
⌊
log d
log δ
⌋
.
If p(z) ∈ Q(z) then we can infer from our Theorem 10 the following result, improving on
Corollary 6 from [32].
Theorem 17. Let us consider different polynomials q1, . . . , qn ∈ Q[z] such that 1 ≤ deg qi <
d− 1 and |qi(0)| > 1, i = 1, . . . , n, and let p be in Q(z). Define θi, i = 1, . . . , n, by (18). Let
p1, p2 ∈ Q[z] be respectively numerator and denominator of p (i.e. p(z) = p1(z)p2(z)) and let
max(2,deg p2) < deg p1 = d.
Let y ∈ Q∗ satisfies limh→∞ p[h](y) = 0, qi
(
p[h](y)
) 6= 0 and p[h](y) 6= 0 for all h ∈ N,
i = 1, . . . , n. Then, there exists a constant C > 0 such that for every variety W ⊂ PnQ of
dimension k < n
(
2− log dlog δ
)
the following holds true.
log Dist(x,W ) ≥ −Ch(W )1+
log d−log δ
(2n−k) log δ−n log d
n
deg(W )
2n
n(2− log dlog δ )−k ,
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where x = (1 : θ1(y) : · · · : θn(y)) ∈ PnC. In particular,
tr.deg.QQ (θ1(y), . . . , θn(y)) ≥ n
(
2− log d
log δ
)
.
Remark 18. In [8] G.V.Chudnovsky introduced the notion of ”normality” of n-uplets
(x1, . . . , xn) ∈ Cn. According to his definition, the n-tuple (x1, . . . , xn) is normal if it has
a measure of algebraic independence of the form exp(−Ch(P )ψ(d(P ))), i.e. if for all polyno-
mial P ∈ Q[X1, . . . ,Xn] \ {0} one has the estimate
|P (x1, . . . , xn)| ≥ exp(−Ch(P )ψ(d(P ))), (19)
where C > 0 is a real constant and ψ : N → R+ is an arbitrary function. If one has the
estimate (19) with ψ(d) = dτ for some constant τ one says that this n-tuple has a measure
of algebraic independence of Dirichlet’s type. In this situation one also defines Dirichlet’s
exponent to be the infimum of τ admitted for ψ(d) = dτ in (19). In [8] G.V.Chudnovsky
mentioned that for n ≥ 2 the explicit examples of normal n-tuples are quite rare, despite
the fact that almost all (in the sense of Lebesgue measure) n-tuples of complex numbers are
normal.
Th.To¨pfer constructed a family of examples of normal n-tuples with Dirichlet’s exponent
2n+ 2 (see [32, Theorem 1 and Corollary 4]).
Our theorems improve the Dirichlet’s exponent to n + 1 for a large subfamily of these
examples and allow also to produce new examples of normal n-tuples (due to the condition (2)
of Lemma 11 and also because our result are applicable to the collections of Mahler functions
f1(z), . . . , fn(z) which are not algebraically independent).
3 An application to Diophantine approximation to Mahler
numbers
In case if d = δ, our measures of algebraic independence given in Theorems 1 and 10 are
optimal in h(W ). This allows us to prove new results on Diophantine approximations to a
single Mahler number. Indeed, we are able to infer from Theorem 1 that Mahler numbers are
not U -numbers, so improving previous results [1, 2, 7].
The principal hurdle in the proof of the main result of this section, Theorem 20, is removal
of Mahler’s condition. For this purpose, we use the method invented in [7, Section 5].
We begin with Theorem 19, which provides the result under Mahler’s condition, however
its proof shows the deduction of the result on U -numbers from Theorem 10 (modulo Mahler’s
condition). Then, in the proof of Theorem 20 we focus on the removal of Mahler’s condition.
Let us denote by If(α) ⊂ Q[X1, . . . ,Xn] the ideal of relations (with rational coefficients)
between complex numbers f1(α), . . . , fn(α). It will be convenient for us to homogenize the
polynomials from If(α) by using an additional variable X0, hence defining a homogeneous
ideal Ihf ⊂ Q(z)[X0,X1, . . . ,Xn]. Consequently, we denote by Z(Ihf ) ⊂ Pn the set of common
zeros of the homogeneous ideal Ihf .
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Theorem 19. Let n ∈ N and let f1(z), . . . , fn(z) be a solution to the system (1), where
p(z) ∈ Q(z) verifies deg p(z) = ordz=0p(z). Let α ∈ Q \ {0} verifies
p[h](α)→ 0
as h→∞ and no iterate p[h](α), h ∈ Z≥0, is a zero of z detA(z).
Then the number f1(α) is not a U -number.
More precisely, one of the following two complimentary options holds true:
1. f1(α) ∈ Q, hence not in the class U .
2. f1(α) 6∈ Q, and then there exist a constant C4 > 0 such that for all P ∈ Z[X] we have
|P (f1(α))| ≥ exp
(−C4 (h(P ) + 1) deg(P )2n+1) .
Proof. The case 1 in the statement is trivial, so in the proof we will focus on the case 2.
Hence we assume in what follows
f1(α) 6∈ Q. (20)
Consider the ideal of the ring Q[X1, . . . ,Xn] defined by
If(α) =
{
Q ∈ Q[X1, . . . ,Xn] | Q(f(α) = 0)
}
.
This ideal is prime, because it is the preimage of the zero ideal under the map
Q[X1, . . . ,Xn]→ C,
Q(X1, . . . ,Xn)→ Q(f1(α), . . . , fn(α)).
Furthermore, we have dim If(α) = t, where t is defined by (3) (it follows, for example, from
Theorem 1).
Let P (X) ∈ Z[X]. Consider the variety WP = Z(Ihf(α))∩Z(P (X1)) ⊂ PnQ. As we consider
only the values f1(α) verifying (20), we have P 6∈ If(α), by definition of If(α). So necessarily
dimWP = t− 1 and then we can apply Theorem 10 with k = t− 1 and d = δ. This theorem
gives us the lower bound (12), which specializes in our case to
log Dist(x,WP ) ≥ −C1h(WP ) deg(WP )2t, (21)
where C1 > 0 is a constant.
Note that [21, Proposition 4.11, 1), and 2)] implies
degWP ≤ deg(If(α)) deg(P ),
h(WP ) ≤ h(P ) deg(If(α)) + deg(P )
(
h(If(α)) + C
′ deg(If )
)
,
(22)
where C ′ > 0 is a constant (actually, [21, Proposition 4.11, 2] provides quite a simple explicit
value for C ′, but we don’t need it here).
Furthermore, it follows from [21, Proposition 4.11, 3)] that
log |P (f1(α))| ≥ log Dist(x,WP )− h(P ) deg(If(α))− deg(P )
(
h(If(α)) + C2 deg(If )
)
, (23)
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where C2 > 0 is one more constant.
Finally, we deduce from (21), (22) and (23) that
log |P (f1(α))| ≥ C3 log Dist(x,WP ) ≥ −C4
(
h(P ) deg(P )2t + deg(P )2t+1
)
, (24)
where C3, C4 > 0 are some constants.
This completes the proof.
Theorem 20. Let n ∈ N and let f1(z), . . . , fn(z) be a solution to the system (1), where
p(z) ∈ Q(z) verifies deg p(z) = ordz=0p(z). Let α ∈ Q \ {0} verifies
p[h](α)→ 0 (25)
as h→∞.
Then the number f1(α) is not a U -number.
More precisely, one of the following two complimentary options holds true
1. f1(α) ∈ Q, hence not in the class U .
2. f1(α) 6∈ Q, and then there exist constants C5, T > 0 such that for all non-zero P ∈ Z[X]
we have
|P (f1(α))| ≥ exp
(−C5 (h(P ) + 1) deg(P )T ) . (26)
Proof. The only thing we need to address additionally to the proof of Theorem 19 is the
removal of Mahler’s condition, that is the hypothesis that no iterate p[h](α), h ∈ Z≥0, is a
zero of z detA(z).
To remove Mahler’s condition, note first that we can assume without loss of generality
that fn(z) = 1 and that f(z) verifies
a˜(z)f(z) = A˜(z)f (p(z)), (27)
where A˜(z) is an n × n matrix with coefficients from Q[z], a˜(z) ∈ Q[z] and det A˜(z) is a
non-zero polynomial. Indeed, if the function 1 belongs to the linear span of f1(z), . . . , fn(z)
over Q(z) then (27) is just another form of (1). Otherwise, if 1 does not belong to the linear
span of f1(z), . . . , fn(z) over Q(z), then we can add function 1 to the collection f , increasing
the dimension n by 1.
Secondly, we claim that we can assume without loss of generality that
a˜(p[k](α)) 6= 0, k ∈ Z≥0. (28)
To justify this claim, we use the method from [7, Section 5]. Indeed, in any case we can
factorize a˜(z) = γzMβ(z), where γ ∈ Q, M ∈ Z≥0, β(z) ∈ Q[z] and β(0) = 1. Then, define
g(z) :=
∞∏
k=0
β(p[k](z))f (z)
(it is clear that the infinite product
∏∞
k=0 β(p
[k](z)) converges in z-adic valuation, and also
it converges in the usual archimedean norm when specialized by z = a, where a verifies the
condition (25)).
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Because of (27), we have the following functional system for g(z):
γzMg(z) = A˜(z)g(p(z)). (29)
Moreover, differentiating (29) we find
γzM
(
g(z)
g′(z)
)
=
(
A˜(z) 0n×n
∗ p′(z)A˜(z)
)(
g(p(z))
g′(p(z))
)
.
More generally, introducing the notation, for s ∈ N,
g
s
(z) =
 g(z)...
g(s)(z)
 ,
we have
γzMg
s
(z) = B˜(z)g
s
(zd), (30)
where
B˜(z) =

A˜(z) 0 . . . 0
∗ p′(z)A˜(z) ...
...
. . .
. . .
...
∗ · · · ∗ (p′(z))s A˜(z)
 .
As β(z) is a non-zero polynomial, there exists a real u > 0 such that β(z) 6= 0 for all
0 < |z| < u. Then, there exists N, s ∈ Z≥0 and T (z) ∈ Q, depending on a˜(z) and α ∈ Q,
0 < |α| < 1 only, such that β(p[k](α)) 6= 0 for all k ≥ N + 1, T (α) 6= 0 and
N∏
k=0
β(p[k]) = (z − α)s T (z).
If s = 0, then we readily have (28). Otherwise, by L’Hoˆpital’s rule we have
f(α) =
g(s)(α)
s!T (α)
∏
k≥N+1 β(p[k](α))
.
Next, define functions Li,j(z), 1 ≤ i ≤ n, 0 ≤ j ≤ n, by
Li,j(z) :=
g
(j)
i (z)
s!T (α)
∏
k≥N+1 β(p[k](α))
and denote by L(z) the vector function with coordinates 1 ≤ i ≤ n, 0 ≤ j ≤ s.
The system (30) implies
γzLβ(p[N ](z))L(z) = B˜(z)L(p(z)). (31)
Now, the system (31) is of the same shape as (27). Moreover, γzLβ(p[N ](z)) does not vanish
on p[k](α) for any k ∈ N, by the choice of N . Finally, we have
f1(α) = L1,s(α), (32)
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so to prove our theorem we can consider system (31) in place of system (27). Up to chang-
ing notations, considering system (31) boils down to considering (27) with the additional
assumption (28).
Furthermore, the theorem trivially holds true if f1(α) ∈ Q, that is in the case 1 of the
statement of the theorem. So, we need only to treat the case 2 of the statement of the
theorem, hence assuming additionally
f1(α) 6∈ Q. (33)
Then, the combination of (32) and (33) implies
L1,s(α) 6∈ Q,
and then necessarily
L1,s 6∈ Q(z). (34)
The net outcome of our considerations above in this proof is that it is enough to prove
our theorem for the system (27) with additional assumption (28), which we assume until the
end of this proof.
Further, note that det A˜(z) is a non-zero polynomial, hence there exists a real v > 0,
depending on det A˜(z) only (hence on system (1) only), such that det A˜(z) does not vanish
for all 0 < |z| < v.
Let K ∈ N be the minimal integer such that ∣∣p[K]∣∣ ∈ (0, u). The functional system (27)
implies
K−1∏
k=0
a˜(p[k](z))f (z) =
K−1∏
k=0
A˜(p[k](z))f(p[K](z)). (35)
In particular, for some c1(z), . . . , cn(z) ∈ Q[z] we have
K−1∏
k=0
a˜(p[k](z))f1(z) =
n∑
k=1
ck(z)fk(p
[K](z)).
So, if f1(α) 6∈ Q, then necessarily
n∑
k=1
ck(α)∏K−1
k=0 a˜(p
[k](α))
fk(p
[K](z))
is a non-zero function, moreover transcendental over Q(z). Thus, for any polynomial P (X) ∈
Q[X], the polynomial
P
(
n∑
k=1
ck(α)∏K−1
k=0 a˜(p
[k](α))
Xk
)
does not belong to the ideal If . So, similarly to the proof of Theorem 19, we deduce that
the variety Z (P (∑nk=1 ck(α)Xk)) ∩ Z (If) has dimension t− 1. The rest of the proof is the
same as the proof of Theorem 19.
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So, we apply Theorem 10 and then use (22) to find, similarly to (24), that for any y ∈ Q
we have∣∣∣∣∣P
(
n∑
k=1
ck(α)∏K−1
k=0 a˜(p
[k](α))
fk(y)
)∣∣∣∣∣ ≥ exp(−C3 (h(P ) deg(P )2t˜ + deg(P )2t˜+1)) ,
where t˜ is equal to the degree of transcendence, over Q(z), of the set of functions Li,j(z),
1 ≤ i ≤ n, 0 ≤ j ≤ s, introduced above. Finally, we substitute y = p[K](α) and use (35) to
get the conclusion (26).
Remark 21. Our lower bound is better, asymptotically in deg(P ), than the one given in [7,
Theorem 8.1]. As for the constant C3, in principle its value can be tracked through this
our article and the article [36] (the latter article gives the constant for Theorem 30, which
influences the constant C in (12), hence the constant C3). It has to be said that this tracking
is a very laborious work and the final value of constant C3 will be huge, in particular, far
much bigger than the multiplicative constants given in [7].
Remark 22. In earlier versions of this text, the author erroneously claimed Theorems very
similar to Theorems 19 and 20 from the present text, but with the case 1 replaced by a more
restrictive version f1(z) ∈ Q(z) (such claims, if they have had been true, would have given a
slightly sharper dichotomy for Mahler’s functions). The intended proofs were very similar to
the ones from the present version of the text, with some evident adjustments: for example,
the ideal of relations between functions If was used in place of If(α) etc. However, that line
of reasoning contained a flaw related to the fact that for an idel I defined over Q(z) the
specialization given by z → α ∈ Q may lead to an ideal defined over Q of another dimension.
The author is indebted to Boris Adamczewski for bringing his attention to the point that
there exist Mahler functions with algebraic coefficients taking algebraic values at an algebraic
point α, even in the case if α verifies Mahler’s condition. So dichotomies between cases 1 and 2
in Theorems 19 and 20 in fact can not be sharpened by replacing the case 1 by f1(z) ∈ Q(z).
The following example is taken from [28, Example 25].
Let a ≥ 2 be an integer and let f(z) =∑∞k=0 zak . Define functions
f1(z) := (z − 1
2
)f(z),
f2(z) := zf(z).
The functions 1, f1(z) and f2(z) form a solution to a Mahler type system of functional equa-
tions  1f1(z)
f2(z)
 =
 1 0 0−z · (za − 1/2) 1 za−1 − 1
−za+1 0 za−1
−1 1f1(za)
f2(z
a)
 .
One can directly check that the point z = 1/2 verifies Mahler’s condition for this functional
system. At the same time, f1
(
1
2
)
= 0 while f1(z) is a transcendental function (it is evident,
for example, from the fact that the unit circle is the natural boundary for this series). So,
f1(z) 6∈ Q(z), however its value at the point z = 1/2, f1
(
1
2
)
= 0, is of course algebraic, hence
no general estimate of the type given in the case 2 of Theorem 19 is possible.
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4 Criterion for algebraic independence.
In this section we elaborate a criterion for algebraic independence, Theorem 26, adapted to
our situation. We deduce it from a general result [14, Theorem 5.1], see Theorem 23 below.
In what follows, we use the notions of degree and height of a projective variety as well as
the distance from a point of a projective space to its subvariety. These notions are defined
in [21, Chapters 5 and 6].
Theorem 23. (Particular case of [14, Theorem 5.1]) Let K be a number field, k an integer
from [0, n] and θ = (θ0, . . . , θn) ∈ Cn+1.
Let µ ≥ 0, σ, δ ≥ 1, τ ≥ 0 and U be real numbers.
Assume that the following objects exist.
• A strictly increasing sequence of real numbers (Si)0≤i≤l satisfying
0 < S0 ≤ τ + log 2 and Sl−1 < U ≤ Sl, (36)
• for 1 ≤ i ≤ l, a homogeneous polynomial Qi ∈ K[X0, . . . ,Xn] such that
1. degQi = δ,
2. h(ω∗δ (Qi)) ≤ τ , where ω∗δ (Qi) denotes the polynomial
∑
|α|=d
(
d
α
)− 1
2
a|α|X |α|
for Qi =
∑
|α|=d a|α|X
|α|,
3. |Qi(θ)||θ|degQi ≤ e−Si ,
4. the polynomial Qi has no zeros in the ball B
(
θ, e−(Si−1+µ)σ
)
of Pn(C) with centre
at θ and of radius e−(Si−1+µ)σ.
Let I ⊂ K[X0, . . . ,Xn] be a homogeneous ideal of dimension k.
Define tτ,d
def
= hd(I) + (τ + (k + 1)δ log(n + 1)) degd(I) ou` d = (δ, . . . , δ) ∈ Nk+1 and
assume that the following condition is realized
σk+1
(
[K : Q]
n∞
tτ,d(I) +
(
µ+ log 2 +
log δ
2δk
)
degd I
)
≤ U, (37)
where n∞ denotes the index of ramification of the valuation | · |∞. Then,
log Dist (θ,V(I)) ≥ −U.
Proof. This is Theorem 5.1 of [14] with κ = τ and the condition B applied to the absolute
archimedean value.
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Corollary 24 below is a straightforward generalization of Corollary 5.9 from [14] to the
case of an arbitrary number field K.
Corollary 24. (see Corollary 5.9 in [14]) Let K be a number field, k an integer from the
range to [0, n] and θ = (1, θ1, . . . , θn) ∈ Cn+1.
Let δ, τ , σ and U be real numbers satisfying σ, δ ≥ 1 and U > τ ≥ 3(k + 1)δ log(n+ 1).
Assume that for every real s verifying τ < s ≤ U , there exists a polynomial Rs from
K[X1, . . . ,Xn] such that
• degRs ≤ δ,
• h
(
ω∗degRs(Rs)
)
≤ τ ,
• e−σs+2τ ≤ |Rs(θ)|
(1+|θ|2)degRs2
≤ e−s
Then for every homogeneous ideal I ⊂ K[X0, . . . ,Xn] of dimension k, of degree D and of
height H satisfying
2δk[K : Q] (δH + τD) ≤ U
σk+1
(38)
we have
log Dist (θ,V(I)) ≥ −U.
Proof. We use the line of reasoning from the proof of Corollary 5.9 in [14].
Set θ0 = 1, and let t be an index such that θt = max (θ0, . . . , θn) and denote θ
′ =(
θ0
θt
, . . . , θnθt
)
.
We are going to use the following preliminary result:
Let Q ∈ K[X0, . . . ,Xn] such that Q(X) =
∑
|α|=d aαX
α be a homogeneous polynomial. If
this polynomial has at least one zero in the ball centred at θ′ =
(
θ0
θt
, . . . , θnθt
)
and of radius
R < 1√
n+1
for the euclidean distance of the affine chart Xt 6= 0 then
|Q(θ′)|
|θ′|2δ ≤ R2
δ−1√n+ 1δ
√√√√∑
|α|=δ
|aα|2(
δ
α
) .
The proof of this result can be found in [14], page 127.
Notation 25. Let P be a polynomial from K[X1, . . . ,Xn]. We denote by
hP its homogeniza-
tion, that is hP is a homogeneous polynomial from K[X0,X1, . . . ,Xn] defined by
hP (X0, . . . ,Xn) := X
deg P
0 P
(
X1
X0
, . . . ,
Xn
X0
)
,
where degP denotes the total degree of P with respect to X1, . . . ,Xn.
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We verify, using Corollary 24, that the polynomial hRs has no zeros in the ball centred at
(1, θ1, . . . , θn) and of the radius e
−σs. Note that the condition τ ≥ 3(k+1)δ log(n+1) implies
τ > (δ − 1) log 2 + 12 log(n + 1) + log δ. Also we have
√∑
|α|=δ
|aα|2
(δα)
≤ eτ , we infer from the
condition e−σs+2τ ≤ |Rs(θ)|
(1+|θ|2)
degRs
2
the following inequality:
e−σs2δ−1
√
n+ 1δ
√√√√∑
|α|=δ
|aα|2(δ
α
) < |hRs(θ′)||θ′|δ .
This inequality and our preliminary statement allow us to conclude that the polynomial hRs
has no zeros in a ball of centre (1, θ0, . . . , θn) and of radius e
−σs.
Let l =
[
U−S0
µ
]
, where µ = 2(k +1)δ log(n+1)− log 2− log δ
2δk
> 0. Consider the following
sequence: 
0 < S0 = τ + log 2,
Si = Si−1 + µ, i = 1, . . . , l − 1,
Sl = U.
We readily verify that for every i, 1 ≤ i ≤ l, the polynomials Qi =hRSi verify
• deg(Qi) = δ,
• h(ω∗δ (Qi)) ≤ τ ,
• |Qi(θ′)||θ′|δ ≤ e−Si ,
• The polynomial Qi has no zeros in the ball centred at (1, θ0, . . . , θn) and of radius
e−σ(Si−1+µ).
Moreover, we have for d = (δ, . . . , δ) ∈ Nk+1
[K : Q]
n∞
tτ,d(I)+
(
µ+ log 2 +
log δ
2δk
)
degd(I)
≤ δk[K : Q] (δH + (τ + 3(k + 1)δ log(n+ 1))D)
≤ 2δk[K : Q] (δH + τD) .
Assumption (38) implies
[K : Q]
n∞
tτ,d(I) +
(
µ+ log 2 +
log δ
2δk
)
degd(I) ≤
U
σk+1
and hence the condition (37) of Theorem 23 holds true.
Thus all the hypothesis of Theoreme 23 are verified, so we can apply this theorem with
the parameters δ, τ , σ, µ, U as above. We find with this theorem
log Dist (θ,V(I)) ≥ −U.
and this gives us the conclusion of Corollary 24.
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Theorem 26 below is our principal tool in proofs of algebraic independence and establishing
measures of algebraic independence. It is essentially Criterion for the measures from [27] with
one small technical adjustment: in the statement of Theorem 26 we allow polynomials Rs to
have coefficients in a number field K, and not only in Z as in [27]. The proof from [27] still
perfectly works in this, more general, case. I reproduce this proof below for the commodity
of the reader, following [27]. The only change needed in the proof is that one has to use
Corollary 24 instead of [14, Corollary 5.9] (cited in [27] as ”Theorem from page 5.”).
This generalisation allows to apply approximation polynomials Rs with coefficients in a
number field K, and not only in Z. This (easy) improvement is important for our purposes.
At the same time, I don’t see how to deduce Theorem 26 directly from the statement of
Criterion for the measures in [27], without a reference to its proof.
Theorem 26. (Criterion for the measures, [27, page 5]) Let m,k, λ, δ1, . . . , δm ∈ N, σ, τ, U ∈
R>0 and x = (x1, . . . , xm) ∈ Cm be such that 0 ≤ k < m, λ ≥ 1, δ1 ≥ · · · ≥ δm ≥ 1,
U > τ ≥ 4(k + 1) log (δ1 · · · δm(1 +m2)). Let K be a number field. Assume that for every
real τλ ≤ s ≤ U there exists a polynomial Rs ∈ K[X1, . . . ,Xm] of degree < e(s)δi in Xi, of
length ≤ exp(e(s)τ) and satisfying
exp (−sσ + 2e(s)τ) ≤ |Rs(x)|∏m
i=1(1 + |xi|2)δi/2
≤ exp (−s− e(s)(δ1 + · · · + δm)) (39)
where e(s) := 1 + max1≤i≤m
[
degXi Rs
δi
]
≤ λ. Then, for every algebraic variety V ⊂ Am(C)
defined over Q, of dimension k, and satisfying
[K : Q] · 3λk+1δ1 . . . δk (δk+1t(V ) + τ deg(V )) ≤ U/(σm)k+1, (40)
one has
log Dist(x′, V ′) ≥ −U,
where x′ = (1 : x1 : · · · : xm) ∈ PmC and V ′ denotes the completion of V in PmC .
Proof. Consider the completion W of V in
(
P1
)m
and the point x˜ = (1 : x1, . . . , 1 : xm) ∈(
P1
)m
. Let φ :
(
P1
)m →֒ PN , where N = (δ1 + 1) · · · (δm + 1) − 1 be the embedding defined
by
φ(x0,1 : x1,1, . . . , x0,m : x1,m) =
(
· · · :
m∏
i=1
xαi0,ix
δi−αi
1,i : . . .
)
α∈Nm,0≤αi≤δi
.
We readily verify, as it is done in [25], III, Proposition 1 and [14], §2.3 (b), Lemma 2.13,
d (φ(W )) = k!
∑
i∈{0,1}m
|i|=k
di(W )δ
i1
1 · · · δimm ,
h (φ(W )) = (k + 1)!
∑
i∈{0,1}m
|i|=k+1
hi(W ) + ∑
α=1
iα 6=0
diˆα(W )
 δi11 · · · δimm ,
where di(W ) and hi(W ) denote the multihomogeneous degrees and heights of W , and where
iˆα is obtained from i by setting the α-th component equal to 0 (so that |iˆα| = k). In
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particular, k!
∑
di(W ) and (k + 1)!
∑
hi(W ) are the degree and the height of V embedded
in P2
m−1 with Segre’s embedding and are equal respectively to mkd(W ) and mk+1h(W ).
Every polynomial Rs, suitably homogenized, can be represented as an inverse image by φ of
a form Ps ∈ K[X0, . . . ,XN ] of degree e(s) ≤ λ and of the length ≤ ee(s)τ ≤ eτλ. Moreover, if
y = φ(x˜) we have
1 ≤
∏n
i=1(1 + |xi|2)δi/2
|y| ≤ e
δ1+···+δm ,
where |y| =∑mi=0 |yi|.
Hence
exp (−sσ + 2e(s)τ) ≤ |Ps(y)||y|deg Ps ≤ exp (−s) .
At the same time, the condition (40) implies
2δk+1 (h (φ(W )) + (k + 1)τd (φ(W ))) ≤ U ′/σk+1
where U ′ = U −mk+1δ1 · · · δk log
(
δ1(1 +m
2)
)
d(V ). Indeed, as δ1 ≥ · · · ≥ δm, we have
d (φ(W )) = mkd(V )δ1 · · · δk,
h (φ(W )) = mk+1t(V )δ1 · · · δk+1.
So we can apply Corollary 24 to φ(W ) and this completes the proof, because by Proposition 3.9
of [14] we can verify
log Dist(x′, V ′) ≥ log Dist(x˜,W )− k + 1
1
· log (δ1 · · · δm(1 +m2)) · d (φ(W ))
≥ log Dist(y, φ(W )) −mk+1δ1 · · · δk log
(
δ1(1 +m
2)
)
d (φ(W ))
≥ log−U ′ −mk+1δ1 · · · δk log
(
δ1(1 +m
2)
)
d (φ(W )) = −U,
and the claim of the theorem readily follows.
5 Extrapolative construction
In this section we present (a simple version of) the extrapolative construction elaborated
in [27]. A version of the construction that we need is stated in Proposition 31. As the
statement of Proposition 31 uses in a significant way the notion of K-functions, introduced
in [27], we remind in this section the relavant definitions from [27]. Please note that here we
consider only a restricted version which is sufficient for our purposes. We refer the reader
to [27] for a more general version.
We start with some notations. Let m ≥ 1 be an integer and let f1(z), . . . , fm(z) be
functions analytic at 0 with a radius on convergence at least 1. For every integer i ∈ N and
every formal power series (for instance, for every function analytic at z = 0) g ∈ C((z)) we
denote by Di(g) the i-th coefficient of g (we follow the notation introduced in [27]). Further,
for every D ⊂ Nn and every i ∈ N we define
Dif
D(0) =
(
Di′(f
α1
1 · · · fαmm )(0) | α ∈ D, i′ = 0, . . . , i
)
, (41)
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this is a vector from Q
(i+1)card D
. For every increasing function ψ : N → N∗ and a finite
set of cardinality card D ≥ 2ψ(0), we also denote iD = iD,ψ the biggest integer such that
2iDψ(iD − 1) ≤ card D.
We also use the notation
|D| := max
α∈D
n+1∑
j=1
|αj |.
Definition 27. Let n ∈ N∗, let A be an infinite set of subsets of Nn, and let functions
ψ : N→ N∗, φ : A× N→ R≥e,
where R≥e denotes the set of real numbers greater or equal than e, be such that for D ∈ A as
above the functions ψ(i) and φD(i) are increasing in i, the function
log φD(i)
i is decreasing in i
for i ≥ iD and lim inf |D|→∞ log φD(iD)iD = 0. Moreover, assume φD(i) ≥ 4
√
2(i + 1)ψ(i) for all
i ≥ iD.
We say that a family (f1, . . . fm) of functions analytic in B(0, 1) forms a system of K-
functions of type (ψ, φ) if for all i ∈ N and for all D ∈ A we have
Dif(0) ⊂ Q,
[
Q(Dif(0)) : Q
] ≤ ψ(i), h (DifD(0)) ≤ φD(i).
Definition 28. Let c ≥ 1 be a real number. We say that D ∈ A is c-admissible for a system
of K-functions f1, . . . , fn+1 if for all Q ∈ Z[X1, ...,Xn+1] \ {0}, supported by D (that is of the
form
∑
α∈D qαX
α1
1 · · ·Xαn+1n+1 ), of length ≤
√
2 · card D · φD(iD), we have
ordz=0Q(f1, . . . , fn+1) ≤ c · card D.
Remark 29. It follows from the definitions that for any integers n, t,D ≥ 1, t ≤ n, a set
D = {h ∈ Nn+1 | h0 < D0, hi < D, i = 1, . . . , t, hi = 0, i = t+ 1, . . . , n} (42)
is c-admissible for a system of K-functions z, f1, . . . , fn if and only if f = (z, f1, . . . , ft)
satisfies multiplicity lemma with the optimal exponent and the multiplicative constant c, that
is if for any non-zero polynomial P ∈ C[z,X1, . . . ,Xt] we have
ordz=0P (z, f1(z), . . . , ft(z)) ≤ cD0Dt.
Theorem 30 below shows that Remark 29 is applicable in the case of Mahler’s functions (1),
at least if D0 ≥ D.
Theorem 30. Let (f1(z), . . . , fn(z)) be an n-tuple of functions C→ C analytic at z = 0 that
form a solution to the system of functional equations (1). Also, assume (3) and assume that
f1(z), . . . , ft(z) are algebraically independent. Then there exists a constant K1 such that for
any polynomial P ∈ A either P (f) = 0 or
ordz=0(P (f)) ≤ K1(degX′ P + degX P + 1)(degX P + 1)t. (43)
Proof. See [36], Theorem 5.8.
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The following proposition is a particular case of the general construction developed in [27].
We use this result in Section 6 to construct polynomials with nice approximation properties.
Proposition 31. (A particular case of Proposition 7 in [27]). Let K be a number field and
let c′ ≥ 1 and let f1, ..., fn+1 be a system of K-functions of type (ψ, φ). Then,
1. for all D ∈ A there exists a polynomial P ∈ Z[X1, . . . ,Xn+1] \ {0}, supported by D, of
length
≤
√
2 · card D · φD(iD)
and such that T0 := ordz=0F (z) ≥ iD, where
F = P (f1, ..., fn+1); (44)
2. under assumption log φD(iD)iD ≤
1
24 , for all real numbers r
′, r′′ such that 0 < r′′ ≤ r′ < r4,
where
r := 1− 12 log φD(T0)
T0
, (45)
for every positive integer 0 < N ≤ T0/8 and for every point
z ∈ B(0, r′) \B(0, r′′)
satisfying
−N · log
(
r′
r
)
−N · log
(
1+|z|/r′
1+|z|·r′/r2
)
log φD(T0)
≥ 19 (46)
there exists a positive integer 0 < i ≤ N such that(
r′′
4
)(c′+4)T0
≤ |DiF (z)| ≤
(
r′
(1−√r′)2
)T0/16
.
Moreover, if D is c-admissible for f1, . . . , fn+1, then T0 ≤ c · card D.
6 Polynomial sequences
In this section we construct sequences of polynomials with nice approximation properties.
Our main result in this section is Proposition 36, which is used in proofs of Theorems 1
and 6. We derive this result from general extrapolative construction, Proposition 31. The
proof of Theorem 10 makes appeal to a slightly different Proposition 38.
We start with an auxilliary lemma, which is Lemma 2 from [32]. We provide a proof
(following the lines of the proof in [32]) for the commodity of the reader and, simultaneously,
to fix a minor issue with the proof given in [32].
Lemma 32. Let p(z) = p1(z)/p2(z) be a rational function with δ = ordz=0p(z) ≥ 2 and let
y ∈ C satisfies p[T ](y) 6= 0 for all T ∈ N. Assume
lim
T→∞
p[T ](y) = 0. (47)
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Then there exist constants 0 < c′3, c
′′
3 < 1 and Ts > 0, depending on p and y only, such that
|c′3|δ
T ≤ |p[T ](y)| ≤ |c′′3 |δ
T
, (48)
for all T ≥ Ts.
Proof. As p is a rational fraction and z = 0 is a zero of order δ ≥ 2, we have that
p(z) = zδg(z), (49)
where g is a rational fraction satisfying g(0) 6= 0. In particular, g is a continuous function
defined in a neighbourhood U of 0. So, for a sufficiently small U , there exist constants
c˜′3, c˜
′′
3 > 0 such that
c˜′3 ≤ |g(z)| ≤ c˜′′3 (50)
for every z ∈ U .
Combining (49) and (50), we find
c˜′3|z|δ ≤ |p(z)| ≤ c˜′′3 |z|δ (51)
By assumption (47), there is an index Tˆ ∈ N such that for every T ≥ Tˆ one has p[T ](y) ∈ U .
So iterating (51) we find (48) with c′3, c
′′
3 > 0. The upper bound c
′
3, c
′′
3 < 1 follows from just
established (48) and assumption (47).
The following lemma gives an upper bound for the coefficients of the solution of (1) in
the special case when p(z) is a polynomial with algebraic coefficients. This lemma is proven
in [32], in Lemma 33 below we translate this statement to our notation.
Lemma 33 (Lemma 12 in [32]). Let functions f1, ..., fn+1 satisfy (1) with p(z) ∈ Q[z]. Then,
all the numbers Dif(0), i ∈ N, belong to a fixed number field and enjoy the following upper
bound for the height:
exp
(
h(Dif
D(0))
) ≤ (i+ 2)c2tD. (52)
Proof. Lemma 12 of [32] shows that the numbers Dif(0) belong to a fixed number field and
provides the claimed upper bound for heights.
Note that one has the following relations between the notations of [32] and our notations
introduced in (41) and in the text preceding this equality:
Dif(0) = (f1,i, . . . , fn+1,i)
and
Dif
D(0) =
(
f
(j)
i | j ∈ D
)
,
and the height in (78) is the product of the denominator and the house of these vectors.
From this moment on, we denote by K the number field generated by coefficients of
Taylor expansions of f1, . . . , fn+1 at the origin together with coefficients of p(z), a(z) and
of all polynomials involved in the matrices A(z) and B(z) of system (1) (in the proofs of
Theorem 1 and Theorem 10, when we consider values of f1(y), . . . , fn+1(y) at an algebraic
point y, we extend K by y ∈ Q as well).
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Remark 34. The upper bound (78) implies that the series fk(z), k = 1, . . . , n+ 1, converge
in the circle |z| < 1.
The next lemma embodies an important step in the proof of Proposition 36 below, which,
in its turn, plays an important role in proofs of our main results, Theorems 1 and 6. We
isolate this step in Lemma 35 below in order to make the reading easier.
Lemma 35. Assume the situation of Proposition 31, that is let f1, ..., fn+1 be a system of
K-functions of type (ψ, φ), and assume moreover that φ is given by
φD(i) = (i+ 2)c2tD,
where c2 is a constant independent of i and D.
Let the function F be defined by (44), for Lemma 31 applied with y ∈ C, 0 < |y| < 1,
S = {(0, y)}, r′ = r′′ = |y|, D0 ≥ D ≥ 1 and D given by (42). Assume moreover that
functions f1, ..., fn+1 satisfy (1) and define
q := detA. (53)
Then for every integer T ≥ 0 there exists a polynomial PD0,D,T ∈ K[X0,X1, . . . ,Xn] with
coefficients from Q, of degree in z upper bounded by
degz PD0,D,T ≤ c4D0(dT + · · · + 1) ≤ c5D0dT , (54)
of degree in X upper bounded by
degX PD0,D,T < nD, (55)
of the length not exceeding
L(PD0,D,T ) ≤ exp(c6D0(dT + logD0)), (56)
and such that (
T−1∏
i=0
q(p[i](y))
)nD
· F
(
p[T ](y)
)
= PD0,D,T (y, f1(y), . . . , fn(y)) . (57)
Proof. For T = 0, the existence of PD0,D,0 readily follows from the definition of F , see (44) ,
where D is given by (42).
For T ≥ 1 we proceed with recurrence. Assume we established the existence of PD0,D,T
verifying (54)-(57), for some indices D0,D, T , and we want to prove the existence of PD0,D,T+1
verifying (54)-(57) as well. To this end, substitute p(y) in place of y to the equality (57) for
PD0,D,T and apply to the right hand side the equality
f(p(y)) = A(y)−1
(
a(y)f(y)−B(y)) , (58)
which readily follows from (1). As the result, we infer the equality(
T∏
i=1
q(p[i](y))
)nD
· F
(
p[T+1](y)
)
= Q (y, f1(y), . . . , fn(y)) , (59)
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where Q = Q(y,X1, . . . ,Xn) is a polynomial in X of the same degree as PD0,D,T , because (58)
is linear in f(y). So we have
degX Q = degX PD0,D,T < nD.
At the same time, Q is a rational fraction in y, and the common denominator of its terms is
a polynomial divisor of (detA)degX PD0,D,T (because the denominator in the right hand side
of (58) is a polynomial in y dividing detA). Hence the denominator of the rational fraction
Q is a polynomial from Q[y] dividing (detA)nD = qnD (we recall the notation (53)). So
multiplying both sides of (59) by qnD, we find the equality (57) for T + 1.
So, we define
PD0,D,T+1(y, f(y))
= q(y)nDPD0,D,T
(
p(y), A−1(y)a(y)f(y)−A−1B(y)) . (60)
The arguments above prove that with this definition the equality (57) holds true for
PD0,D,T+1(y, f(y)). It remains us to verify the upper bounds (54) and (56), that is upper
bounds for the degree in y and for the length of PD0,D,T+1 := q
nDQ.
By the recurrence hypothesis we find, with the notation A0(y) = q(y)a(y)A
−1(y) and
B0(y) = q(y)A
−1B(y) and assuming the lower bound c4 ≥ max (degz A0,degz B0)+n deg(q),
degz PD0,D,T+1 ≤ nD deg q + c4dD0
(
dT + · · ·+ 1)+D0max (degz A0,degz B0)
≤ c4D0
(
dT+1 + · · · + 1) .
So for c4 = n · deg q+max (degz A0,degz B0) the upper bound (54) holds true by recurrence.
We readily find
degz PD0,D,T+1 ≤ c4D0
dT+2 − 1
d− 1 , (61)
hence
degz PD0,D,T+1 ≤ c4D0dT+2. (62)
We proceed with the proof of the upper bound for the length L(PD0,D,T+1). We deduce
from (60) the upper bound
L(PD0,D,T+1) ≤ L(PD0,D,T ) · L(q)nD · L(p)degz PD0,D,T
× (L(A0(y)) + L(B0(y)))D
≤ L(PD0,D,T ) exp
(
c′6(D + degz PD0,D,T )
)
,
and taking into account (62) we find
L(PD0,D,T+1) ≤ L(PD0,D,T ) exp
(
c6D0d
T
)
.
Applying the hypothesis of the recurrence we infer
L(PD0,D,T+1) ≤ exp
(
c6D0(d
T + · · ·+ 1 + logD0)
)
≤ exp (c6D0(dT+1 + logD0)) . (63)
We conclude with recurrence that (56) holds true and it completes the proof of the lemma.
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Proposition 36. Let functions f1, ..., fn satisfy (1) with p(z) ∈ Q[z], and let y ∈ C sat-
isfies p[T ](y) 6= 0 for all T ∈ N. Assume that for an integer 1 ≤ t ≤ n we have (3) and
f1(z), . . . , ft(z) are algebraically independent over C(z). Assume
lim
T→∞
p[T ](y) = 0. (64)
Then for any D0 ≥ D ∈ N and T ∈ N big enough there exists a polynomial
PD0,D,T (z,X1, . . . ,Xn) satisfying (54), (55) and (56). If moreover
T ≥ T1(D0,D), (65)
where
T1(D0,D)
def
=
logD + log logD0 + log (25t(t+ 1)c2)− log | log c′′3 |
log δ
, (66)
and c′′3 is as in (48), the constant c2 is defined by (78) and K1 is defined by (43), then this
polynomial satisfies as well
exp(−c7D0DtδT ) ≤ |PD0,D,T (x)| ≤ exp(−c8D0DtδT ), (67)
where
x = (y, f1(y), . . . , fn(y)) ∈ Cn+1
and c7, c8 ∈ R+ are positive constants.
Proof. Let D ⊂ Nn+1 be defined by (42).
By Lemma 33, z, f1(z), . . . , fn(z) is a system of K-functions of type (ψ, φ) with
ψ(i) = c1 (68)
and
φD(i) = (i+ 2)c2tD. (69)
Note that the exponent in the right hand side of (69) does not contain D0, this is because
multiplication by any power zN does not increase the size of Taylor coefficients of fα(z) at
z = 0.
Also, note that (85) implies iD = ⌊card D/2c1⌋ = ⌊D0Dt/2c1⌋.
Assumption (64) allows us to apply Lemma 32, so finding, for T big enough, the double
bound (48). Note that in the estimates (48) the constants 0 < c′3, c
′′
3 < 1 depend on p and y
only.
Further, apply Lemma 35 to get a sequence of polynomials PD0,D,T enjoying upper bounds
(54), (55) and (56) and verifying as well (57). Also, recall the notation T0 = ordz=0F (z), where
F (z) is defined by (44), and recall that by Proposition 31,
T0 ≥ iD = ⌊card D/2c1⌋, (70)
It remains us to show that under assumption (65) the polynomial PD0,D,T verifies (67). To
this end, we apply part 2 of Proposition 31, with the set D defined by (42), r′ = r′′ = |p[T ](y)|,
N = 1 and z = p[T ](y). Condition (46) in this case is equivalent to
log
(
r2+|p[T ](y)|2
2·r·|p[T ](y)|
)
log φD(T0)
≥ 19, (71)
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where r is defined by (45).
Now we are going to prove (71). First, note that
T0 ≤ 2K1D0Dt (72)
by Theorem 30 (see also Remark 29 and recall our notation T0 = ordz=0F (z)). Hence, for D
large enough, we have
19 log φD(T0) ≤ 19 log
(
(T0 + 2)
c2tD
) ≤ 20c2tD (t logD + logD0) . (73)
At the same time, definition of r, (45), implies that for D large enough r is as close to 1 as
we need. So, taking into account (48), we find
log
(
r2 +
∣∣p[T ](y)∣∣2
2 · r · ∣∣p[T ](y)∣∣
)
≥ 4
5
δT
∣∣log c′′3∣∣ , (74)
where the constant c′′3 is of course the same as in (48).
Now, the inequality (71) follows by comparing (73) and (74) and than by using (66).
Thus we can apply part 2 of Theorem 31 (taking into account as well the double
bound (48)) to find that
exp(−c˜7D0DtδT ) ≤ |F (p[T ](y))| ≤ exp(−c˜8D0DtδT ), (75)
where c˜7, c˜8 ∈ R+ are two positive constants.
In view of (57), the polynomial PD0,D,T satisfies
PD0,D,T (x) =
(
T−1∏
i=0
q(p[i](y))
)nD
· F (p[T ](y)). (76)
At the same time, the double bound (48) implies, for some constants c˜9, c˜10 > 0,
exp(−c˜9D0DtδT ) ≤
T−1∏
i=0
q(p[i](y)) ≤ c˜nD10 . (77)
Combining (75), (88) and (89) we find (67) and it completes the proof of the proposition.
In the case when p(z) is a rational function, and not a polynomial, we have only a far
weaker upper bound for the height of coefficients in Taylor expansion at the origin of fi(z),
i = 1, . . . , n. Consequently, Proposition 38 below, which is a counterpart of Proposition 36 in
the case when p(z) is a rational function and not just a polynomial, gives polynomials with
weaker bounds for their length. Otherwise, proof of Proposition 38 is analogous to the proof
of Proposition 36. the only thing modified is the upper bound for the coefficients of fi(z),
i = 1, . . . , n, which is given by the following lemma.
Lemma 37 (Lemma 7 in [32]). Let functions f1, ..., fn satisfy (1) with p(z) ∈ Q[z]. Then,
all the numbers Dif(0), i ∈ N, belong to a fixed number field and enjoy the following upper
bound for the height:
exp
(
h(Dif
D(0))
) ≤ exp (c14(i+ tD)) . (78)
29
Proof. This is Lemma 7 in [32]. The comments on the notation made in the proof of Lemma 33
are applicable here as well.
Proposition 38. Let functions f1, ..., fn satisfy (1) with p(z) ∈ Q(z), and let y ∈ C satisfies
p[T ](y) 6= 0 for all T ∈ N. Assume that for an integer 1 ≤ t ≤ n + 1 we have (3) and
f1(z), . . . , ft(z) are algebraically independent over C(z). Assume
lim
T→∞
p[T ](y) = 0. (79)
Then for any D0 ≥ D ∈ N and T ∈ N big enough there exists a polynomial
RD0,D,T (z,X1, . . . ,Xn) satisfying (54), (55) and (56).
degz RD0,D,T ≤ c4D0(dT + · · ·+ 1) ≤ c5D0dT , (80)
of degree in X upper bounded by
degX RD0,D,T < nD, (81)
of the length not exceeding
L(RD0,D,T ) ≤ exp((D0 + 1)(D′t + dT )), (82)
If moreover
T ≥ T2(D0,D), (83)
where
T2(D0,D)
def
=
t logD + logD0 + log
∣∣∣ 5c154 log c′′3 ∣∣∣
log δ
, (84)
and c′′3 is as in (48), the constant c2 is defined by (78) and K1 is defined by (43), then this
polynomial satisfies as well (67).
Proof. The proof is very similar to the proof of Proposition 36, the only difference is the use
of Lemma 37 in place of Lemma 33. Because of this, we only present the main outline of the
proof here, referring the reader to the proof of Proposition 36 for more explanations.
So, let D ⊂ Nn+1 be defined by (42). By Lemma 37, z, f1(z), . . . , fn(z) is a system of
K-functions of type (ψ, φ) with
ψ(i) = c1 (85)
and the function φD(i) given by the right hand side of (78).
Assumption (79) allows us to apply Lemma 32, so finding, for T big enough, the double
bound (48). Note that in the estimates (48) the constants 0 < c′3, c
′′
3 < 1 depend on p and y
only.
Further, using the same procedure as described in the proof of Lemma 35 we get a sequence
of polynomials RD0,D,T enjoying upper bounds (80), (81) and (82) and verifying as well (57).
It remains us to show that under assumption (83) the polynomial PD0,D,T verifies (67). To
this end, we apply part 2 of Proposition 31, with the set D defined by (42), r′ = r′′ = |p[T ](y)|,
N = 1 and z = p[T ](y). Similarly to the proof of Proposition 36, condition (46) is equivalent
to (71).
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Now we are going to verify (71). First, note that by Theorem 30 we have
T0 ≤ 2K1D0Dt. (86)
Hence, for D large enough, we have
19 log φD(T0) ≤ 19c14 (T0 + tD) ≤ c15D0D′t. (87)
At the same time, we have the lower bound (74) by using the double bound (48) in ex-
actly the same way as in the proof of Proposition 36. Then, the inequality (71) follows by
comparing (87) and (74) and than by using (84).
We readily infer (75) by using part 2 of Theorem 31 (and taking into account as well the
double bound (48)).
We conclude by repeating arguments from the end of the proof of Proposition 36. First,
in view of (57), the polynomial PD0,D,T satisfies
RD0,D,T (x) =
(
T−1∏
i=0
q(p[i](y))
)nD
· F (p[T ](y)). (88)
Secondly, the double bound (48) implies, for some constants c˜9, c˜10 > 0,
exp(−c˜9D0DtδT ) ≤
T−1∏
i=0
q(p[i](y)) ≤ c˜nD10 . (89)
Finally, combine (75), (88) and (89) to find (67). This completes the proof of the proposition.
7 Proofs of Main Theorems
In this section we give proofs of our main results announced in the Introduction, Theorems 1,
6 and 10.
Recall that we denote by K a number field containing all the coefficients of Taylor expan-
sions of f1(z), . . . , fn(z) at z = 0, all the coefficients of polynomials involved in the system (1)
(that is, all the coefficients of entries of matrices A(z) and B(z) and all the coefficients of p(z)
and a(z)). Also we assume y ∈ K in the proofs of Theorems 1 and 10, that is whenever we
assume y ∈ Q we automatically assume y ∈ K.
Proof of Theorem 1. Let W ⊂ PnQ be a variety of dimension k < t+ 1− log dlog δ . Let c > 0 and
c0 > 0 be sufficiently big constants, to be fixed later. Define
D0 :=
⌈
c0
h(W )
max (log h(W ), 2)
⌉
, (90)
D′ := cdeg(W )
1
t−k+1−
log d
log δ (logD0)
log d−log δ
(t−k+1−
log d
log δ
) log δ , (91)
T := ⌈T1(D0,D′)⌉. (92)
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We apply Proposition 36, deducing the existence of polynomials PD0,D,T satisfying (54),
(55), (56) and (67). We readily find that polynomials P˜D0,D,T (X1, . . . ,Xn) ∈ K[X1, . . . ,Xn],
P˜D0,D,T (X1, . . . ,Xn) := PD0,D,T (y,X1, . . . ,Xn)
verify
degX P˜D0,D,T < nD, (93)
L(P˜D0,D,T ) ≤ exp(c11D0(dT + logD0)), (94)
exp(−c12D0DtδT ) ≤ |P˜D0,D,T (x)| ≤ exp(−c13D0DtδT ), (95)
where c12 ≥ c13 > 0 are some constants.
Note that definitions (65) and (92) readily imply that, for c big enough, there exist con-
stants c9, c10 > 0 such that
c9D
′ logD0 ≤ δT ≤ c10D′ logD0. (96)
The upper bound (94) together with the inequality (65) imply that for y ∈ K the length of
PD0,D,T (y) ∈ K[X1, . . . ,Xn] is upper bounded by exp(c′′′6 D0dT ), for all D0, T defined by (90)
and (92) and 1 ≤ D ≤ D′ (where the constant c′′′6 depends on y but is independent of D0, D′
and T ).
We apply Theorem 26 to the point x′ = (f1(y), . . . , fn(y)) ∈ Cn with
m = n, 0 ≤ k = dimW < t+ 1− log d
log δ
, λ = 2,
δ1 = · · · = δn = D′, τ = c˜6D0dT , σ = 4c12
c13
, U =
1
2
c13D0D
′tδT ,
(97)
where c˜6 = max (c
′′′
6 , c13/2).
We are going to verify hypothesis of Theorem 26. First, note that inequality U > τ readily
follows from (91), by choosing c sufficiently large (in this case, to satisfy c >
2c˜6c
log d
log δ
10
c13
).
For every real number s verifying
2τ < s ≤ U, (98)
we define Qs(X1, . . . ,Xn) = P˜D0,Ds,T (X1, . . . ,Xn) with Ds =
[(
2s
c13D0δT
)1/t]
, D0 and T
defined by (90) and (92) respectively. The constraints (98) imply(4c˜6
c13
(
d
δ
)T)1/t ≤ Ds =
[(
2s
c13D0δT
)1/t]
≤ D′, (99)
so the quantity e(s) of Theorem 26 satisfies
e(s) =
[
Ds
D′
]
+ 1 ≤ 2 = λ.
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We proceed with verification of condition (39). First, note that
∏n+1
i=1
(
1 + |xi|2
)
, where
xi = fi(y), i = 1, . . . , n, is a constant. Also, recall that degX PD0,Ds,T = Qs < nDs by (55).
So, for a constant c′, we have
n+1∏
i=1
(
1 + |xi|2
) 1
2
degXi Qs ≤ exp (c′Ds) . (100)
Further, bigger the constant c12 is in the lower bound in (95), weaker is this lower bound.
So we can assume, without loss of generality, that the constants c12 is sufficiently big, for
instance, we can assume c12 > 2c
′. Then, (100) implies
n+1∏
i=1
(
1 + |xi|2
) 1
2
degXi Qs < e
1
2
c12Ds . (101)
Condition (39) readily follows, for c > 0 sufficiently big, from (101), (95) and the remark that
σ/2 ≥ 2 ≥ e(s).
We verify with the definition of D0, D
′ and T the hypothesis (40), that is that for c big
enough we have
[K : Q] · 3λk+1D′k (D′t(W ) + (k + 1)τd(W )) ≤ U/ (nσ)k+1 . (102)
Indeed, by taking c big enough we can ignore the constant factors [K : Q] · 3λk+1 in the left
hand side and (nσ)k+1 in the right hand side. Taking this into account, than substituting
parameters (97), using (116) and unwinding definition of t(W ), see (7), we find that the
inequality (102) boils down to the verification, for c > 0 big enough, of the following system
of inequalities:
D′k+1h(W ) ≤ D0D′t+1 logD0, (103)
D′k(n+ 1) log(n+ 1) deg(W ) ≤ D0D′t+1 logD0, (104)
D0D
′k+ log d
log δ (logD0)
log d
log δ deg(W ) ≤ D0D′t+1 logD0, (105)
where D0 and D
′ are defined by (90) and (91) respectively. It is easy to verify that, for c big
enough, the inequality (104) follows from (105). So we need to verify only inequalities (103)
and (105).
The inequality (103) readily follows from k < t and the definition (90). Indeed, the
definition of D0 implies that for c0 > 0 sufficiently big we have D0 logD0 ≥ h(W ).
To verify (105), we rewrite it in the form
(logD0)
log d
log δ
−1 deg(W ) ≤ D′t−k+1− log dlog δ ,
which then readily follows by (91).
So, (102) indeed holds true for c > 0 big enough and we can apply Theorem 26. Using
this theorem, we find, for constants C1, C > 0,
log Dist(x,W ) ≥ −U = −C1D0Dt+1 logD0
≥ −Ch(W ) (log h(W ))
(t+1)( log dlog δ−1)
t−k+1−
log d
log δ (deg(W ))
t+1
t−k+1−
log d
log δ .
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It completes the proof of Theorem 1.
Proof of Theorem 6. We use the same method as in the proof of Theorem 1. Because of this
similarity, we omit some details in the proof below, referring the reader to the corresponding
places in the proof of Theorem 1 for some more explanations.
Let W ⊂ Pn+1Q be a variety of dimension k < n + 1 − 2 log dlog δ and let ε > 0 be a number
such that k < n+ 1− 2 log dlog δ − ε Define
D′ := c ·max
(
(deg(W ))
1
t−k+1−2
log d
log δ
−ε
, h(W )
1
t−k+2−
log d
log δ
−ε
)
, (106)
T := ⌈T1(D′,D′)⌉. (107)
where c denotes a sufficiently big constant. We apply Proposition 36 to deduce, for every
D ≤ D′, the existence of polynomials PD,T satisfying (54), (55), (56) and (67) (with the
notation D0 := D).
Note that definitions (65) and (92) readily imply that, for c big enough, there exist con-
stants c9, c10 > 0 such that
c9D
′ logD′ ≤ δT ≤ c10D′ logD′. (108)
We apply Theorem 26 to the point x = (y, f1(y), . . . , fn(y)) ∈ Cn+1 and with the following
set of parameters
m = n+ 1, 0 ≤ k = dimW < t+ 1− 2log d
log δ
, λ = 2,
δ1 = τ = c˜6D
′dT , δ2 = · · · = δn+1 = D′, σ = 4c7/c8, U = 1
2
c8D
′t+1δT
where c˜6 = max(c5, c6). For all real s verifying
τλ < s ≤ U, (109)
we define Rs = PDs,T with Ds =
[(
2s
c8δT
)1/(t+1)]
. The double bound (98) implies
(4c6
c8
D′
(
d
δ
)T) 1t+1 ≤ Ds =
[(
2s
c8δT
)1/(t+1)]
≤ D′. (110)
Hence the quantity e(s) in the statement of Theorem 26 satisfies
e(s) ≤ 2 = λ
and we readily infer (39) (see the proof of Theorem 1, in particular (100) and (101) for some
more details).
Similarly to the proof of Theorem 1, verification of hypothesis (40) is equivalent, up to
adjusting the constant c > 0 in the definition of D′, to the following two inequalities
D
′k+ log d
log δ
(
logD′
) log d
log δ h(W ) ≤ D′t+2 logD′, (111)
D′k+1+2
log d
log δ
(
logD′
)2 log d
log δ deg(W ) ≤ D′t+2 logD′. (112)
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Note that by choosing the constant c in (106) sufficiently big we can ensure
D′ε ≥ (logD′)2 log dlog δ ≥ (logD′) log dlog δ−1 .
Then inequalities (111) and (112) readily follow from (106).
So, all the hypothesis of Theorem 26 are verified and we infer with this theorem, for a
constant C > 0,
log Dist(x,W ) ≥ −U = −1
2
c8D
′t+1δT
≥ −Cmax
(
(deg(W ))
t+2+ε
t−k+1−2
log d
log δ
−ε , h(W )
t+2+ε
t−k+2−
log d
log δ
−ε
)
.
This completes the proof of Theorem 6. 
Proof of Theorem 10. We use the same method of proof as for Theorems 1 and 6. The only
modifications we need is to replace Proposition 36 by Proposition 38, adjust the values of
parameters according to bounds given by this new proposition and verify, once again, the
hypothesis of Theorem 26.
So, let W ⊂ PnQ be a variety of dimension k < t
(
2− log dlog δ
)
. Define
D0 :=
⌈
h(W )1/2
⌉
, (113)
D′ := c
(
deg(W )D
(
log d
log δ
−1
)
0
) 1
t(2− log dlog δ )−k
, (114)
T := ⌈T2(D0,D′)⌉. (115)
where c denotes a sufficiently big constant.
Note that definitions (83) and (115) readily imply that, for c big enough, there exist
constants c16, c17 > 0 such that
c16D0D
′t ≤ δT ≤ c17D0D′t. (116)
By Proposition 38, for all D ≤ D′ there exist polynomials RD0,D,T ∈ K[z,X1, . . . ,Xn]
satisfying (113), (114), (115) and (67). Then, the polynomials R˜D0,D,T ∈ K[X1, . . . ,Xn]
defined by
R˜D0,D,T (X1, . . . ,Xn) := RD0,D,T (y,X1, . . . ,Xn).
satisfy
degX R˜D0,D,T < nD, (117)
L(R˜D0,D,T ) ≤ exp(c′18D0(Dt + dT )) ≤ exp(c18D
1+ log d
log δ
0 D
′ log d
log δ
t), (118)
exp(−c19D20DtD′t) ≤ |R˜D0,D,T (x)| ≤ exp(−c20D20DtD′t), (119)
where c19 ≥ c20 > 0 are some constants.
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We apply Theorem 26 to the point x = (f1(y), . . . , fn(y)) ∈ Cn with
m = n, 0 ≤ k = dimW < t
(
2− log d
log δ
)
, λ = 2,
τ = c˜18D
1+ log d
log δ
0 D
′ log d
log δ
t, δ1 = δ2 = · · · = δn = D,
σ =
4c19
c20
, U =
1
2
c20D
2
0D
′2t, (120)
where c˜18 = max(c18, c19).
We readily verify the hypothesis of Theorem 26 for the choice of parameters (113), (114),
(115) and (120). So, the hypothesis τλ < U straightforwardly follows, for c > 0 sufficiently
large, from (114) and (120).
Further, for every real s verifying
τλ < s ≤ U (121)
we define Rs(X1, . . . ,Xn) = R˜D0,Ds,T (X1, . . . ,Xn) ∈ K[X1, . . . ,Xn], where Ds =[(
2s
c20D20D
′t
)1/t]
.
The constraints (121) imply( 4c˜18
c20 (D0D′t)
1− log d
log δ
)1/t ≤ Ds =
[(
2s
c20D
2
0D
′t
)1/t]
≤ D′, (122)
so the quantity e(s) in Theorem 26 satisfies
e(s) ≤ λ.
Moreover, the lower bound in (122) imply that
D20D
t
sD
′t ≥ 4c˜18
c20
D
1+ log d
log δ
0 D
′ log d
log δ
t ≥ 2e(s)τ.
Also note that, with the choice of parameters (120), we clearly have τ > δ1 + · · · + δm for
c > 0 big enough. This ensures (39) of Theorem 26.
Verification of hypothesis (40) boils down to verifying, for c > 0 large enough, the following
two inequalities (see the proof of Theorem 1 for more details on this reduction):
D′k+1h(W ) ≤ D20D′2t, (123)
D
log d
log δ
+1
0 D
′k+ log d
log δ
t
deg(W ) ≤ D20D′2t. (124)
Than, the inequality (123) readily follows from (113) and (124) follows from (114).
So, all the hypothesis of Theorem 26 are verified and we infer with this theorem, for a
constant C > 0,
log Dist(x,W ) ≥ −U = −CD20D′2t
= −Ch(W )1+
log d−log δ
(2t−k) log δ−t log d
t
deg(W )
2t
t(2− log dlog δ )−k .
This proves (12). 
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