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ABSTRACT
In this work we apply the stacking technique to estimate the average fractional polar-
isation from 30 to 353 GHz of a primary sample of 1560 compact sources – essentially
all radio sources – detected in the 30 GHz Planck all-sky map and listed in the second
version of the Planck Catalogue of Compact Sources (PCCS2). We divide our primary
sample in two subsamples according to whether the sources lay (679 sources) or not
(881 sources) inside the sky region defined by the Planck Galactic mask (fsky ∼ 60 per
cent) and the area around the Magellanic Clouds. We find that the average fractional
polarisation of compact sources is approximately constant (with frequency) in both
samples (with a weighted mean over all the channels of 3.08 per cent outside and 3.54
per cent inside the Planck mask). In the sky region outside the adopted mask, we
also estimate the µ and σ parameters for the log-normal distribution of the fractional
polarisation, finding a weighted mean value over all the Planck frequency range of 1.0
for σ and 0.7 for µ (that would imply a weighted mean value for the median fractional
polarisation of 1.9 per cent).
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1 INTRODUCTION
The polarisation properties of extragalactic radio sources
(ERS) at frequencies above 10–20 GHz are still poorly con-
strained by observations. The NRAO Very Large Array
(VLA) Sky Survey (NVSS at 1.4 GHz Condon et al. 1998)
still constitutes the largest sample of ERS surveyed both in
total flux density, S, and in total linear polarisation, P . More
recently, the Australia Telescope Compact Array (ATCA),
the VLA and other facilities have been extensively used to
observe and characterize the polarization properties of ERS
sources up to ∼ 40 GHz. However, extrapolations from these
low frequencies up to ∼ 100 GHz are affected by large un-
certainties since a complex combination of effects must be
considered. This includes intra-beam effects and bandwidth
depolarisation, in addition to possible intrinsic frequency-
dependent changes (see Tucci et al. 2004; Tucci & Toffolatti
2012, for comprehensive discussions on this subject).
Moreover, extending the knowledge of the polarisa-
tion properties of ERS is interesting on its own, since
it provides information about the physics of the underly-
ing emission process. Thus, to fill this gap of knowledge,
⋆ E-mail: laurabonavera@gmail.com
in the past decade many intermediate to large samples
of ERS have been observed in polarisation at frequencies
above ≃ 10 GHz (Sadler et al. 2006; Massardi et al. 2008,
2011, 2013; Lo´pez-Caniego et al. 2009; Jackson et al. 2010;
Murphy et al. 2010; Sajina et al. 2011). All these surveys
have provided values of the median fractional polarisation
of ERS in the range ∼ 2 per cent to ∼ 3 per cent of the total
flux density of the source. Other recent studies of the polar-
ized emission in ERS have tried to analyse the dependence
of the fractional polarisation with luminosity, redshift, and
the source environment. The current, still preliminary, re-
sults show no correlation between the fractional polarisation
and redshift, whereas a weak correlation is found between
decreasing luminosity and increasing degree of polarisation
(see, e.g., Banfield et al. 2011).
As reminded above, the total polarisation, P , commonly
observed in ERS at cm or mm wavelengths is typically a
few percent with only very few ERS showing a total frac-
tional polarisation, Π = P/S, as high as ∼ 10 per cent of
the total flux density (Sajina et al. 2011; Tucci & Toffolatti
2012). However, even this low Π of ERS may constitute
a problem for the detection of the primordial polarisa-
tion in the Cosmic Microwave Background (CMB) maps,
since ERS are the dominant polarized foreground at small
c© 2016 The Authors
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angular scales and the CMB polarized signal constitutes
only a few percent (e.g., Planck Collaboration XI 2016;
Planck Collaboration XIII 2016) of the CMB temperature
anisotropy. This very low intrinsic CMB polarized signal
means that current experiments are marginally able to de-
tect tensor metric perturbations by the direct detection of
the primordial CMB B-mode, but only in the case of very
high values of the tensor-to-scalar ratio of primordial pertur-
bations, r ∼ 0.05−0.1. For this reason, with the most recent
available data, only upper limits on the value of r have been
obtained (BICEP2/Keck and Planck Collaborations 2015;
BICEP2 collaboration et al. 2016).
Therefore, future CMB all-sky surveys in polarisation
(e.g., the proposed European Space Agency, ESA, Cosmic
ORigin Explorer, CORE, mission, see Andre´ et al. 2014, a
mission specifically designed to detect CMB polarisation by
virtue of a much higher sensitivity than before) – with the
capability to reach tensor-to-scalar ratios as low as r ∼ 0.01
– will surely need a more careful determination of the po-
larized signal from the (dominant) Galactic diffuse emission
but also of the signal coming from ERS (see De Zotti et al.
2015, 2016, for comprehensive reviews on this latter sub-
ject). To achieve this goal, a much better characterization
of the contaminating signal due to polarized ERS in CMB
anisotropy maps is needed. And this characterization will be
only possible by a proper statistical knowledge of the polari-
sation properties of the populations of faint compact sources
at mm wavelengths.
This is not an easy task since the current available
all–sky catalogues of ERS at mm/sub-mm wavelengths are
still limited to the shallow surveys provided by the Wilkin-
son Microwave Anisotropy Probe (WMAP) (Bennett et al.
2003) and ESA Planck (Planck Collaboration I 2016) mis-
sions. The second, updated, version of the Planck Catalogue
of Compact Sources (PCCS2) (Planck Collaboration XXVI
2016) currently constitutes the deepest complete catalogue
of compact radio sources at high frequency (> 30 GHz) but,
due to the low resolution of the Planck beams, it is still lim-
ited to very bright sources (S > 100 mJy, at the 90 per cent
completeness level), even in the cleanest Planck channels.
Correspondingly, the number of detected compact sources in
polarisation is very low (only few tens are detected) and their
polarisation properties are poorly characterized. Moreover,
it is obvious that only compact – either Galactic or extra-
galactic – sources with a high Π can be detected and, thus,
the statistical characterization of the underlying population
will be biased towards these highly polarized objects. The
use of samples of detected compact sources also hampers the
possibility of studying the possible variation of Π with the
total flux density (Massardi et al. 2013). In particular, the
source populations mainly contributing to the source counts
down to very faint fluxes could present different Π values as
compared to the ones dominating the bright number counts
(e.g., Tucci et al. 2004).
To reduce, albeit partially, this lack of data on faint,
undetected, compact sources and for better estimating the
average fractional polarisation, 〈Π〉, of the underlying source
population, it is useful to exploit the full information con-
tent of CMB sky maps in polarisation by applying stacking
techniques, i.e., co-adding the signal from many weak or
undetected objects to obtain a statistical detection. Stack-
ing has been already successfully applied to Planck data
0.12
0.18
0.24
0.30
0.36
0.42
0.48
0.54
0.60
0.10
0.12
0.14
0.15
0.16
0.18
0.20
0.21
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
1.8
2.4
3.0
3.6
4.2
4.8
5.4
6.0
6.6
1.00
1.25
1.50
1.75
2.00
2.25
2.50
2.75
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
Figure 1. From left to right: mean maps of the original S data,
the model fit to the background (see text) and the “residual”
for the 143 GHz channel, outside (top) and inside (bottom) the
adopted Planck mask. The color scale is Jy/pix, the pixel size is
1.72’ and the angular size of the image is 3.14 deg2. The values
in this figure are not yet corrected for the noise bias.
to search for the ISW signal directly at the positions of
positive and/or negative peaks in the gravitational poten-
tial, since the expected (and observed) signal is very weak
(Planck Collaboration XIX 2014). Moreover, stacking has
also been successfully applied to investigate the faint po-
larized signal of radio sources, detected in total flux density,
S, at 1.4 GHz by NVSS. By stacking the polarized signal for
NVSS sources down to the detection limit in total flux den-
sity the authors (Stil et al. 2014) were able to find a gradual
increase – with decreasing flux density – in the median frac-
tional polarisation fully consistent with a trend noticed be-
fore for bright NVSS sources (Mesa et al. 2002; Tucci et al.
2004).
The outline of the paper is as follows: in Section 2 we
discuss the methods adopted for selecting the sky patches,
for defining the sub-samples we are going to analyse and for
determining their mean fractional polarisation; in Section
3 we present our results on the fractional polarisations of
compact sources, inside and outside the Planck mask, and
estimated by stacking; finally, in Section 4, we summarize
our main conclusions.
2 METHODS
2.1 Data
Our purpose is to study the main behaviour of compact radio
sources in polarisation at high frequencies. For this reason
we use the PCCS2 (Planck Collaboration XXVI 2016) cat-
alogue at 30 GHz1 as our main sample. It consists of 1560
sources above a flux density of 427 mJy at the 90 per cent
completeness level (and with a minimum flux of 376 mJy).
We follow these sources in the Planck maps at 30, 44, 70,
100, 143, 217 and 353 GHz1 (Planck Collaboration I 2016),
that corresponds to the channels with both total intensity
and polarisation measurements. Since we are interested in
1 Based on observations obtained with Planck
(http://www.esa.int/Planck), an ESA science mission
with instruments and contributions directly funded by
ESA Member States, NASA, and Canada. Available at
http://pla.esac.esa.int/pla/#home (Planck Legacy Archive).
MNRAS 000, 1–12 (2016)
〈Π〉 polarisation of radio sources in Planck 3
estimating 〈Π〉 and 〈Π2〉, we generate the P map as the
square root of the quadratic sum of the Stokes Q and U
parameters maps (P =
√
Q2 + U2).
Due to the different behaviour of sources inside and out-
side the Galactic plane in this wide range of frequencies, we
decide to split our sample into two subsamples according to
the regions delimited by the Planck Galactic mask GAL060
that leaves 60 per cent of the sky unmasked1. We also in-
clude in the Galactic region a circular sky region of 5 deg
radius around the position of the Large Magellanic Cloud
and of 3 deg radius around the Small Magellanic Cloud.
2.2 Stacking
Stacking is a statistical method that consists in adding up
many regions of the sky around previously selected positions
(see Dole et al. 2006; Marsden et al. 2009; Be´thermin et al.
2012, and references therein). In this way we can reduce the
noise/background, since it is expected to fluctuate around
the mean with positive and negative values, and enhance
the signal we want to study. Stacking is useful when the
individual sources in the selected sample are too faint to
be detected at the frequency of interest. Therefore we can
measure their mean flux density despite the fact that they
are not detectable directly by the given instrument.
In our case we want to perform statistical esti-
mates of polarization with Planck. It should be no-
ticed that our target sources are all detected in total
intensity at 30 GHz, but they are not necessarily de-
tected in the higher frequency channels: their spectral
behaviour is, in fact, typically flat with down-turning
spectra above 70 GHz (Planck Collaboration XIII 2011;
Planck Collaboration XXVIII 2014). In polarisation the sit-
uation gets worse since only few tens of sources are detected
even at 30 GHz (Planck Collaboration XXVI 2016). For this
reason our scientific case is an excellent application of the
stacking methodology.
In particular, with stacking in total intensity and po-
larisation we compute the 〈Π〉 of our source population at
frequencies up to 353 GHz (all the Planck channels with po-
larisation measurements). To perform stacking we select a
small patch of 63 x 63 pixels (corresponding to ∼ 40 times
the solid angle of the beam at 30 GHz) around each source
position. The pixel size is 3.44’ for LFI and 1.72’ for HFI
channels. We then add up all the patches to obtain the total
flux density. To reduce the instrumental noise (a second or-
der effect) we convolve the resulting patch with a Gaussian
filter whose σfilter is given by σbeam/2.
Unlike the case for Stil et al. (2014), where they use
high resolution radio data at 1.4 GHz, in the microwave band
and at the much lower Planck angular resolution we need to
take into account some additional signals that are plausi-
ble contaminants to our stacked measurements: the CMB
itself and the diffuse emission of our own Galaxy. Although
their contribution is very small in polarisation, it is not neg-
ligible when stacking over hundreds of targets. In the final
stacked image these small contributions give rise to a strong
background signal that has to be removed. Therefore, we
estimate and subtract it from the final stacked patch, where
the contamination signal can be more easily calculated both
in total intensity and in polarisation. In polarisation we sub-
tract the mean of the background computed in the external
region of the final patch (3σbeam away from the patch center)
from the total polarisation flux.
In the subsample outside the Galactic mask region, the
sources lying on a CMB maximum are more likely to be
detected, due to the bias in the source detection in total
intensity. In the HFI channels (where the S/N is higher) this
fact results in an extended feature around the center of the
final patch. In this latter case, we estimate the background
by fitting it with a constant plus Gaussian 2D curve and
then subtract it from the data. This effect is clearly not
present either in polarisation or in our injected sources test
(see Section 2.4).
For the subsample inside the Galactic region, due to the
Galactic emission gradient, we need to perform a parabolic
2D fit to more carefully estimate the background. We also
compute the flux densities in total intensity with the same
background subtraction procedure used for polarisation and
compare both sets of results in Section 3. From these resid-
ual maps we then compute the total flux densities in total
intensity and polarisation.
An example of background estimation is illustrated in
Fig. 1. It refers to the 143 GHz case. On the left, the total in-
tensity map resulting from the stacking in the region outside
(top) and inside (bottom) the Galactic mask is shown. The
central panel is the model obtained by fitting the background
in total intensity. In the top figure, the fit is performed us-
ing a flat component and a 2D Gaussian curve to take into
account the noisy background and the contribution from the
positive CMB fluctuations. In the bottom panel we use a 2D,
two degree polynomial function to model the background in
the Galactic region. The right panels show the residual maps
which we use to estimate the flux density. It is worth men-
tioning that in the test with injected sources (described in
Section 2.4) there was no need to perform such background
fitting, because the boosting effect was not present, strength-
ening the idea that it is due to a detection bias. It should also
be stressed that the values in this figure are not corrected
for the noise bias (see Section 2.3).
Finally we compute 〈Π〉 = 〈P0〉/〈S〉, where P0
is the source total polarisation amplitude and 〈P0〉
its average over our sample. Its error is given by√
(〈P0〉/〈S〉)2 ·
(
σ2P0/〈P0〉2 + σ2S/〈S〉2
)
, where σP0 and σS
are the standard deviations for total intensity and polarisa-
tion computed in the external region of the stacked patches.
We also compute the quantity
√
〈Π2〉 =
√
〈P 20 〉/〈S2〉
by applying the same methodology with the only differ-
ence that due to the higher S/N we don’t need to perform
any background fit to compute
√
〈Π2〉. Its error is given by√
1
4〈P 20 〉〈S2〉
(
σ2
P2
0
+ 〈P 20 〉2/〈S2〉2σ2S2
)
.
Please note that most of our sources are not directly
detectable and therefore we cannot estimate directly 〈Π〉 =
〈P0/S〉 and 〈Π2〉 = 〈P 20 /S2〉. For this reason, in our stack-
ing procedure we decided to calculate 〈Π〉 = 〈P0〉/〈S〉
and 〈Π2〉 = 〈P 20 〉/〈S2〉 that are good approximations for
〈Π〉 = 〈P0/S〉 and 〈Π2〉 = 〈P 20 /S2〉, taking into account
that Π and S can be considered independent variables (see
e.g. Massardi et al. (2008, 2013) and Galluzzi et al. (2017)
as discussed in Section 3.1). Besides, the residual errors in-
troduced by these assumptions are much lower than the
noise bias discussed in Section 2.3. Moreover, the bias sub-
MNRAS 000, 1–12 (2016)
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Extragalactic region
Uncorrected Corrected Uncorrected Corrected Log-normal parameters
freq 〈Π〉 error 〈Π〉 error
√
〈Π2〉 error
√
〈Π2〉 error µ error σ error
[GHz] per cent per cent per cent per cent per cent per cent per cent per cent
30 0.65 0.11 3.05 0.21 3.41 0.22 4.03 0.65 0.8 0.2 0.7 0.2
44 0.64 0.23 3.27 0.55 4.66 0.80 4.64 1.58 0.8 0.5 0.8 0.4
70 0.44 0.26 2.51 0.48 4.47 0.58 4.48 0.49 0.3 0.4 1.1 0.2
100 0.91 0.19 3.26 0.28 4.97 0.29 5.75 0.47 0.6 0.2 1.1 0.1
143 1.05 0.20 3.06 0.28 4.33 0.18 4.91 0.51 0.6 0.2 1.0 0.1
217 1.09 0.25 3.07 0.29 3.79 0.34 4.54 0.41 0.7 0.2 0.9 0.1
353 0.99 0.60 3.52 1.20 3.78 1.21 4.64 0.94 1.0 0.7 0.7 0.5
Table 1. From left to right: frequency, mean fractional polarisation with r.m.s. errors uncorrected and corrected for the noise bias, square
root of the mean quadratic fractional polarisation with 1σ errors uncorrected and corrected for the noise bias, µ and σ parameters of the
log-normal function characterizing the mean fractional polarisation distributions (see text) and their 1σ errors. The results are for the
case outside the Planck Galactic mask with fsky = 60 per cent and the background fit as described in the text.
Galactic region
Uncorrected Corrected
freq 〈Π〉 error 〈Π〉 error
[GHz] per cent per cent per cent per cent
30 3.23 0.60 7.30 0.72
44 0.74 0.09 3.67 0.13
70 1.09 0.06 3.74 0.13
100 1.35 0.22 3.88 0.24
143 1.23 0.10 3.11 0.12
217 1.16 0.19 3.05 0.14
353 1.42 0.27 4.30 0.19
Table 2. From left to right: frequency, mean fractional polarisa-
tion with 1σ errors uncorrected and corrected for the noise bias.
The results are for the case inside the Planck Galactic mask with
fsky = 60 per cent and the background fit as described in the
text.
traction methodology described in Section 2.4 also corrects
any residual deviation from the theoretical value.
2.3 Noise bias
As stated in Section 2.1, P is a quadratic sum of Q and
U . This construction introduces a bias due to the Q and
U noise cross-terms. This bias is usually referred as noise
bias and it is not negligible for low S/N observations. For
this reason it has to be taken into account in order to cor-
rect the measurements. Different methods have been devel-
oped for this correction (see, e.g., Simmons & Stewart 1985;
Vidal, Leahy, & Dickinson 2016), but none of them can be
directly applied to our case. In fact, in our approach it is
important to keep in mind that - by stacking - we are nei-
ther observing nor detecting individual sources. This is due
to the fact that the polarisation signal-to-noise ratio is not
high enough to guarantee their direct detection. Moreover
the noise bias strongly depends on the S/N that is unknown
in our case for each individual compact source. Therefore,
in order to get a theoretical estimation of the importance of
the noise bias in our procedure, we proceed by considering
the n sky patches constructed around the sources detected
in the intensity maps and by adding them up in polarisation
to increase the signal-to noise ratio (stacking method).
As previously discussed, these sources have not been
individually detected in the polarisation maps. However, we
assume that each of these sources is polarized with total
polarisation amplitude P0 =
√
Q20 + U
2
0 , being Q0 and U0
the polarisation amplitudes in Q and U , respectively. Far
from the centre of the patch- a 3σbeam distance is enough-
we assume that the distribution of the values of Q and U is
Gaussian with zero mean and r.m.s deviation σ = σQ = σU ,
with σ coming from the combination of instrumental noise,
CMB and the different foregrounds.
Therefore, in one observed sky patch with no compact
sources the polarisation P =
√
Q2 + U2 follows a Rayleigh
distribution (Papoulis 1984) in the pixels outside the source:
f(P ) = P/σ2 exp (−P 2/2σ2) (1)
On the contrary, if in the central pixel there is a polarized
source with total polarisation amplitude P0, we are left with
a Rice distribution in P (Rice 1954)
f(P ) = P/σ2 exp (−(P 2 + P 20 )/2σ2) I0(P0P/σ2) (2)
with I0 the modified Bessel function of order zero. The ex-
pectation of P is for the Rayleigh distribution (absence of
sources)
E(P ) = σ
√
pi/2 (3)
and for the Rice distribution (presence of a source)
E(P ) = σ
√
pi/2 exp (−P 20 /4σ2)
[
(1 + P 20 /2σ
2)I0(P
2
0 /4σ
2)
+(P 20 /2σ
2)I1(P
2
0 /4σ
2)]
(4)
where I1 is the modified Bessel function of first order. Note
the difference between E(P ), the expectation value of the
distribution, and 〈P0〉, the mean source polarisation of our
sample. It is clear that the expectation of P is not P0, but
a complicated expression involving P0 and σ. This will in-
troduce a significant bias when we try to determine P0 by
using the stacking technique.
There is also an analytic expression for the variance in
both cases:
var(P) = (4− pi)σ2/2 (5)
for the Rayleigh distribution and
var(P) = 2σ2 + P 20 − E(P )2 (6)
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Figure 2. Results obtained outside the adopted mask (extragalactic region of the sky) from 30 to 353 GHz. As an example, in the 44
GHz panel the grey points are obtained with each individual simulation: on the y-axis we plot the mean input 〈Π〉 value for simulations
and the x-axis is the value recovered with stacking for different values of µ and σ, as described in the text. For all the panels, the linear
interpolation of these points gives us the correction for the noise bias that has to be applied to the observed values (red squares). The
blue points are obtained by averaging over the simulations points with a binning step of about 0.5 in the y-axis.
for the Rice distribution, with E(P ) given by Eq.(3). See
Argu¨eso et al. (2009) for more details.
When we use the technique of stacking, we add up all
the patches to obtain a final map. In this way, we enhance
the signal-to noise ratio. The polarisation at the centre of
this final stacked patch is
Ps = Σ
n
k=1Pk (7)
with Pk the polarisation at the centre of the corresponding
kth patch. We also remove a residual background by sub-
tracting the average of the fluxes outside the sources (those
at least 3σbeam away from the central pixel) from the final
map. Although by subtracting the off-source background we
are slightly increasing the dispersion around the measured
mean, as explained before, this is done to take into account
the presence of residual foregrounds in our Planck maps in
total intensity estimations and, therefore, in the patches cen-
tred at the positions of our sources (contrary to radio maps
at low frequency, where these foregrounds are generally neg-
ligible). Calling P0k the polarisation amplitude of the source
at the centre of the kth patch, and taking into account the
subtraction of the residual background, we find the follow-
ing expressions for the expectation of the polarisation at the
central pixel of the final stacked map and for its variance:
E(Ps) = Σ
n
k=1σ
√
pi/2
(
exp (−P 20k/4σ2)
[
(1 + P 20k/2σ
2)I0
(P 20k/4σ
2) + P 20k/2σ
2I1(P
2
0k/4σ
2)]− 1)
(8)
var(Ps) = 2nσ
2 + Σnk=1(P
2
0k − E(Pk)2) + n(4− pi)σ2/2p (9)
where p is the number of independent beams used for the cal-
culation of the average background. Let us suppose, for the
sake of simplicity, that all the sources have the same ampli-
tude P0 = mσ. In that case, we can easily compute the rela-
tive error (E(Ps)/n−〈P0〉)/ 〈P0〉 that we will make when es-
timating 〈P0〉 with Ps/n. For instance, form = 1, 2, 3, 4, 5 we
obtain −0.7047 ,−0.4905 ,−0.3602 ,−0.2815 ,−0.2304, re-
spectively. As we can see, the bias is very significant.
If we carry out a quadratic stacking defining Pqs =
Σnk=1P
2
k and calculate E(Pqs/n), we find
E(Pqs/n) = 2σ
2 +
〈
P 20
〉
(10)
where
〈
P 20
〉
is the average of P 20 for our sample of sources.
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Figure 3. Results obtained inside the adopted mask (Galactic region of the sky) from 44 to 353 GHz. As in Fig.2, the grey points in
the 44 GHz panel are obtained with each individual simulation. The red squares are the values obtained with stacking on our sample’s
positions and corrected for the noise bias using the linear interpolation and the blue points are the binned version of the simulations
points.
Therefore, we can determine, in theory,
〈
P 20
〉
as〈
P 20
〉
= E(Pqs/n)− 2σ2 (11)
Besides, the r.m.s deviation of Pqs/n can also be readily
obtained
var(Pqs/n) = (2σ/
√
n)2 (σ2 +
〈
P 20
〉
) (12)
Assuming, for simplicity, that all the sources have the same
amplitude P0 = mσ with m = 1, 2, 3, 4, 5, we find the fol-
lowing values for the r.m.s. of Pqs/n in terms of σ
2/
√
n :
2.8284 , 4.4721 , 6.3246 , 8.2460 , 10.1978. Thus, we can obtain
a good estimation of
〈
P 20
〉
with a low r.m.s. deviation (see
Section 3).
The knowledge of
〈
P 20
〉
allows us to estimate
〈
Π2
〉
, an
important quantity that can be found in the literature for
other samples (Tucci & Toffolatti 2012) and that is used in
Section 3 to characterize the log-normal distribution for Π.
This calculation cannot be directly applied to our case
because the values of P0k will be different for each source
and, since the sources are not detected in the polarisation
maps, the individual information of each source about the
S/N is not available. However, we can carry out simulations
with injected sources and estimate the bias, as described in
Section 2.4.
2.4 Source injection
In order to investigate the robustness of stacking in our anal-
ysis, we perform a source injection test. We injected simu-
lated compact sources in our real maps, at random posi-
tions but avoiding the position of real sources. In this way
we can assess how well the method works in presence of po-
tential systematics such as foreground contamination, noise
bias and leakage.
In the sky region outside the Galactic mask, the sources
in total intensity are simulated at each frequency indepen-
dently following the model by Tucci et al. (2011), with a flux
limit of ∼ 316 mJy (at 30 GHz).
As demonstrated in Stil et al. (2014), the assumed sta-
tistical distribution for the flux densities/degree of polari-
sation has a direct effect on the measured mean polarisa-
tion properties. In their work, they conclude that for their
case, the best statistical distribution to be used is the one
estimated directly from the detected sources of their sam-
ple. In our case, we are in a better situation because we
have accurate observations of our same population of sources
(for faintest sources and at slightly lower frequencies) by
Massardi et al. (2013): they observed with the Australia
Telescope Compact Array during a dedicated, high sensi-
tivity run (σP ∼ 1mJy) a 99 per cent complete sample of
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Figure 4. Galactic region results at 30 GHz. The blue points
are from the binned version of the simulations results: input 〈Π〉
values on the y-axis and recovered 〈Π〉 values with stacking on
the x-axis. The red square is the value obtained with stacking on
our Galactic sample positions (x-axis) and the corrected value (y-
axis), according to the linear interpolation. The green diamond is
the result obtained with the subsample P > 2Perr in the PCCS2
catalogue to be compared with the green hatched stripe (actual
value computed with the PCCS2 flux densities for the same sub-
sample).
extragalactic sources with S20GHz > 500mJy, with declina-
tion δ < −30◦ and a detection rate in polarisation at 20
GHz of 91.4 per cent. With this sample they were able to
determine that the degree of polarisation of their sources fol-
lows a log-normal distribution. Therefore, considering that
our compact radio sources are from the same parent popula-
tion of those by Massardi et al. (2013), we can safely apply
their conclusions to our sample and assume a log-normal
distribution without any further analysis.
In view of the above, the flux densities in polarisation
are then simulated following a log-normal distribution for
different values of 〈Π〉 in each simulation, and we assume a
uniform random polarisation angle to compute Q and U for
each source. From the simulated catalogue we then create
the simulated sources map and convolve it with the FWHM
of the instrument (which is different for each Planck chan-
nel) before adding it to the real Q and U maps. Finally, we
construct the new P map (real P map plus injected sources)
to be used in the same stacking procedure as for the real
data.
As explained in Section 2.3, we need to correct our mea-
surements from the noise bias. In order to estimate this cor-
rection, we inject simulated sources in the real maps as de-
scribed above. For each simulation, we vary randomly both
the location, µ, and scale, σ, parameters of the log-normal
distribution (see Section 2.5). At each frequency channel,
we limit the range of the simulated (µ, σ) pairs by using the
first tens of simulations and being guided by the measured
〈Π〉 values, not yet bias corrected. As a general outcome,
low σ parameters produce Gaussian-like values around the
µ parameter. On the contrary, high σ values create a distri-
bution with a long tail at the high end and, as a consequence,
a mean value greater than the µ parameter. In other words,
if two simulations have the same location parameter, the one
with the bigger scale parameter will produce more sources
with high polarisation degree and therefore higher recovered
values.
Then, we apply the same methodology described in Sec-
tion 2.2 to obtain a recovered (biased) value. We repeat this
procedure for at least 100 simulations at each frequency.
By comparing the theoretical simulated 〈Π〉 = 〈Ps/Ss〉 with
the recovered values we are able to obtain the noise bias
correction relationships shown as blue points in Figures 2,
3, 4 and 5. These blue points are simply the binned values,
equally spaced in the x-axis, of the 100 individual simula-
tions (shown as grey points, as an example, at 44 GHz for
Figures 2 and 3). Please notice that most of the dispersion is
caused by the brightest sources in each simulation that can
modify greatly the input and/or recovered values. Finally,
we estimate our debiased measurements (red points) using
a linear interpolation by means of a fit to the blue points of
the derived noise bias correction relationships.
As for the simulations in the sky region inside the
Galactic mask, it should be noticed that there is no source
number counts model consistently describing the compact
source populations inside this mask. However, we checked
in the PCCS (Planck Collaboration XXVIII 2014) and in
the PCCS2 that the model by Tucci et al. (2011) can still
be considered a fair representation for the shape of the rough
number counts for compact objects inside the adopted mask,
at least for the purpose of estimating the noise bias correc-
tion with source injection. For this reason, we decide to apply
the same procedure used for compact radio sources that lay
outside the mask to estimate and correct the bias.
As described in Section 2.3,
〈
Π2
〉
should suffer of a lower
contamination due to the noise bias that should be mainly
taken into account by simply subtracting the mean in the
stacking procedure. In any case, we compute the correction
to this quantity in the same way as for 〈Π〉.
Moreover, Planck maps seem to suffer from
a leakage between total intensity and polarisation
(Planck Collaboration II 2016). Whereas for the HFI
channels this effect is negligible when estimating
the polarized flux density of compact sources (see
Planck Collaboration XXVI 2016), this might not be
the case for the LFI ones. We use source injection to
check its importance. In view of the above, we simulate
the leakage of total intensity into polarisation as a normal
distribution with a dispersion of 0.1 for each injected source
and we apply the same stacking procedure. We found that
even down to the 1σ level, the leakage is not affecting our
results.
Finally, to check that our findings are model indepen-
dent, we also perform simulations adopting the source num-
ber count model by De Zotti et al. (2005). Comparing both
sets of results we obtain that they are compatible within 1σ
and, thus, we can be reasonably confident in our conclusions.
2.5 Log-normal distribution parameters
As discussed in Section 2.4, we can safely adopt a log-normal
distribution when simulating the flux densities in polarisa-
tion. If we assume a log-normal distribution for Π, the PDF
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of which is given by
f (Π;µ, σ) =
1
Πσ
√
2pi
exp
(
− (ln(Π)− µ)
2
2σ2
)
(13)
we use 〈Π〉 and 〈Π2〉 for the determination of µ and σ. Fol-
lowing Crow & Shimizu (1988), they are given by
µ = ln
(
〈Π〉2√〈Π2〉
)
(14)
σ =
√√√√ln
(〈
Π2
〉
〈Π〉2
)
(15)
and their errors are, respectively
var(µ) =
4
〈Π〉2 var(〈Π〉) +
1
〈Π2〉var(
√
〈Π2〉) (16)
var(σ) =
1
σ2
(
var(〈Π〉)
〈Π〉2 +
1
〈Π2〉var(
√
〈Π2〉)
)
(17)
From µ we can then compute the median fractional po-
larisation as
Πm = exp (µ) (18)
Therefore, from the recovered values of 〈Π〉 and 〈Π2〉
we can compute the parameters µ and σ characterizing the
adopted distribution.
3 RESULTS
Of the 1560 sources in our sample, 881 are outside the Planck
GAL60 (plus the MCs regions) mask and 679 are inside it.
In both cases we have a fairly good sample. In these posi-
tions we perform stacking in the Planck channels from 30 to
353 GHz both in total intensity and polarisation. From the
patches resulting from the stacking, we estimate 〈S〉, 〈P0〉,
〈Π〉 and 〈S2〉, 〈P 20 〉, 〈Π2〉 and we compute the errors from the
standard deviation of the residual background fluctuations,
as described in Section 2.2. The results are summarized in
the left part of Tables 1 and 2.
To estimate 〈Π〉 from the bias-uncorrected values, we
use the procedure described in Section 2.4, whose results
are shown in Fig. 2 for the extragalactic region and in Fig.
3 for the Galactic region of the sky. The grey points in the
44 GHz panel are the 100 simulations (the inputs are on
the y-axis and the recovered values with stacking are on the
x-axis). For all the panels, the blue points are obtained by
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binning the simulations results with a binning step of about
0.5 in the y-axis. The red squares are the values recovered
with data, namely performing stacking in the PCCS2 30
GHz positions: these results are computed by performing a
linear interpolation to the values obtained with simulations
and using it to correct/debias the measured 〈Π〉 (see Section
2.3).
Due to the stronger foreground contamination inside
the Galactic region at 30 GHz (synchrotron emission), our
individual measurements of the simulated data suffer from
a much larger dispersion. The results at this frequency are
shown in Fig. 4. As described in more detail in Section 3.1, at
30 GHz we are able to perform a direct check of our results,
i.e. our correction procedure, that confirms that even with
such high level of measurement dispersion we are still able
to get acceptable results.
In the extragalactic region of the sky, the noise bias
correction for 〈Π〉 goes approximately from 3 to 6, which
corresponds to compact sources with a polarisation value
that presents a S/N of about 0.5-1.5, as discussed in Section
2.3. These S/N levels are the expected ones, since most of
the sources are not directly detected in polarisation with
Planck. The same approach as decribed in Section 2.4 has
been applied to correct also the values obtained for 〈Π2〉 (in
the extragalactic region of the sky; see Fig. 5).
As anticipated in 2.3 the noise bias correction for
√
〈Π2〉
is much lower than for the 〈Π〉 case: we find a mean value
of 1.2 to be compared with 4.1 for 〈Π〉, in the extragalactic
region of the sky.
Figs. 6 and 7 are a summary of the noise bias corrected
results on 〈Π〉 and
√
〈Π2〉 we obtain with stacking.
Fig. 6 shows the estimated 〈Π〉 for the different cases.
In the top panel (sky region outside the Galactic mask) we
compare the results obtained by subtracting the estimation
of the mean value of the background from the source flux
density in total intensity (green squares) with those obtained
by subtracting the model of the background, as described
in Section 2.2 (blue circles). In both cases the results are
compatible within one sigma level. From the results in the
extragalactic region, it can be concluded that all the esti-
mated values of 〈Π〉 are almost consistent within one sigma
for all the channels (with a weighted mean value of 3.08 per
cent).
The central panel shows the same comparison, but for
the sky region inside the adopted mask. Again, the results
obtained by modelling the background (blue circles) or di-
rectly estimating its mean value (green squares) are consis-
tent with each other within the errors. 〈Π〉 seems to remain
constant across the range of frequencies from 44 to 353 GHz
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fractional polarisation (blue circles) and the median fractional polarisation (red squares).
(with a weighted mean equal to 3.51 per cent), while at 30
GHz it reaches much higher values (7.30 ± 0.72) per cent.
Finally, in the bottom panel we compare our results
inside (red squares) and outside (black circles) the Galactic
mask. With the exception of the 30 GHz channel, there is
no relevant statistical difference between the values obtained
inside and outside the adopted mask.
In the top panel of Fig. 7 we show the results for
√
〈Π2〉
at each frequency for the extragalactic region of the sky. In
both figures we show the 1σ error resulting from the inter-
polation procedure.
As described in Section 2.5, from the recovered values
of 〈Π〉 and 〈Π2〉 we compute the parameters µ and σ for the
log-normal distribution in the extragalactic region and they
are summarized in Table 1.
In the bottom panel of Fig. 7 we compare the median
and the mean values for the estimated polarisation fraction.
As expected for a log-normal distribution, the values for the
median are lower than those for the mean in the region out-
side the Galactic mask.
The foreground fluctuations inside the the adopted
Galactic mask affect more severely the
√
〈Π2〉measurements
producing huge dispersion between the different simulations.
For this reason we decided not to attempt any
√
〈Π2〉 mea-
surements or noise bias correction and, as a consequence,
any estimation of the µ and σ parameters of the adopted
log-normal distribution.
3.1 Comparison with results based on detected
extragalactic compact sources
At lower frequencies, Massardi et al. (2008) – by exploit-
ing the Bright Source Sample which consists of sources
with S20GHz > 500 mJy selected in the AT20G survey
(Murphy et al. 2010) and observed with the Australia Tele-
scope Compact Array – found a 〈Π〉 value of 2.5 per cent at
∼20 GHz and a slight increase of Π with frequency (between
4.8 and 20 GHz) and little correlation between polarized
and total intensity spectra. Moreover, Massardi et al. (2013)
with sources selected again from the AT20G survey and with
S20GHz > 500 mJy found in the same range of frequencies no
significant evidence of correlation between Π and frequency
or Π and total flux density and they recovered a value for
〈Π〉 of 2.79 per cent at 18 GHz. This value is close to the
one we found in the extragalactic region at 30 GHz (3.05 ±
0.21) per cent. Sajina et al. (2011) observed with the Very
Large Array, for frequencies from 4.86 to 43.34 GHz, typical
values for 〈Π〉 of 2 - 5 per cent in a sample of sources se-
lected in the AT20G catalogue with S20GHz > 40 mJy. More
recently, Galluzzi et al. (2017) found a median value for the
polarisation fraction of 2.01 per cent at 33 GHz for their
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sample of 53 sources selected from the faint PACO sample
(Bonavera et al. 2011), with S20GHz > 200 mJy. They also
found no trend with frequency or flux densities (up to 38
GHz) for Π, in agreement with our current findings.
At 30 GHz we perform a test with the PCCS2 catalogue
to check that our noise bias correction is properly taken into
account as described in Section 2.3. We compute 〈Π〉 for a
subsample of our sources that are detected in polarisation
and have P > 2Perr where P is the polarized flux density and
Perr is the error measurement in the PCCS2 (this subsam-
ple consists of 53 sources). We recover a value for the mean
fractional polarisation 〈Π〉 of (7.56 ± 0.53) per cent (green
diamond in Fig. 4), in agreement with the value computed
with the PCCS2 official catalogue for the same subample:
(7.20 ± 0.15) per cent (green band). It is worth mention-
ing that this subsample is mostly made up of sources inside
the Galactic mask and its 〈Π〉 value is very close to the one
found for our sample inside the adopted mask (7.30 ± 0.72)
per cent implying that probably the brightest sources in po-
larisation in the Galactic plane are also the ones with the
higher mean fractional polarisation.
For frequencies higher than 40 GHz, Tucci & Toffolatti
(2012) gave a preliminary estimate of
√
〈Π2〉: 3.5-4.6 per
cent for FRSQ and 4.2-5.5 per cent for BL Lac, in general
agreement with our findings. This agreement is not surpris-
ing, since this quantity depends on the tail of the distribution
for Π, where most of the sources included in the catalogues
used by these authors usually lie. On the other hand, the
values of Πm estimated by Tucci & Toffolatti (2012) are a
bit higher than ours (2.5-3.6 per cent for FSRQ and 3.0-4.3
per cent for BL Lac), probably due to the fact that our mea-
surements are based on fainter sources (in polarisation) with
respect to the ones in the catalogues used by them.
Moreover, Lo´pez-Caniego et al. (2009) found lower 〈Π〉
values for WMAP 5-yr data (1.7, 0.91, 0.68, 1.3 per cent
from 23 to 61 GHz, respectively). For the PCCS2 we com-
pute the following values for 〈Π〉: 5.6, 7.9, 7.8, 6.5, 8.2 and
12.2 per cent at 30, 44, 70, 100, 143 and 217 respectively,
in agreement with Fig. 5 in Planck Collaboration XXVI
(2016). These higher values of 〈Π〉, directly calculated from
the PCCS22, can be explained by taking into account that
these same values are not estimated from a complete sample
but from sources that can be detected at only one particular
frequency and are, thus, biased towards sources with higher
polarisation.
On the contrary, the stacking analysis allows us to re-
duce the background noise and enhance the signal. In this
way we are able to compute 〈Π〉 at different frequencies for
the same sample of sources, identified by their positions, re-
gardless of whether they can be detected or not. Moreover,
we also make a distinction between Galactic and extragalac-
tic regions of the sky.
Concerning the values we found for the log-normal dis-
tribution of Π, we can compare our 30 GHz results with
those by Massardi et al. (2013) at 18 GHz. They found a
value for σ of 0.90 and a median polarisation fraction Πm of
2 In this case we have used all the sources present in the PCCS2
for which a flux in total polarization, P , was measured. On the
contrary, the estimate displayed by a green diamond in Fig. 4 is
calculated only from PCCS2 sources for which P > 2Perr).
2.14 per cent. They are in good agreement with our find-
ings: σ=(0.7±0.2) and Πm=(2.2±0.4) per cent (given by
Πm = exp (µ)).
4 CONCLUSIONS
In this work we apply stacking to estimate the mean frac-
tional polarisation of radio sources at Planck frequencies.
Our sample consist of 1560 sources, i.e. the sources in the
PCCS2 catalogue at 30 GHz. They are divided into two sub-
samples: 679 inside and 881 outside the P lanck Galactic
mask with fsky = 60 per cent. At higher Planck frequencies
the positions in the sky corresponding to these sources are
used. 〈Π〉 is computed at 30, 44, 70, 100, 143, 217 and 353
GHz in the Planck maps.
Due to detection bias, we perform background subtrac-
tion to compute the mean flux density in total intensity for
the sources in two different ways (see Section 2.2): by sub-
tracting the mean value obtained in the region of the patch
3σbeam away from its the center and by modelling the back-
ground before its subtraction. In both cases we find compat-
ible results (within their errors).
When we use the stacking technique to enhance the sig-
nal, we find that there is a significant bias in the determina-
tion of the average source polarisation (called noise bias, see
Section 2.3). In order to estimate and correct for this bias,
we perform simulations with injected sources (Section 2.4).
We also perform simulations by following two differ-
ent source counts models (Tucci et al. 2011; De Zotti et al.
2005). The results are compatible at the 1σ level.
For the sky region outside the Galactic mask, we ob-
tain values for 〈Π〉 in the different channels that are not too
different taking into account their errors: they go from the
lowest value of (2.51± 0.48) per cent at 70 GHz up to (3.52
± 1.20) per cent at 217 GHz. Remarkably, there is a good
agreement with low-frequency survey results: 2.5 per cent
by Massardi et al. (2008), 2.79 per cent by Massardi et al.
(2013) and 2-5 per cent by Sajina et al. (2011).
We also estimate the parameters characterizing the log-
normal distribution for Π: we obtain a weighted mean for
µ over the whole Planck frequency range of 0.7 (that would
imply a median value for Π of 1.9 per cent, lower than the
measured mean value of 3.08 per cent, as expected for a
lognormal distribution) and a weighted mean for σ of 1.0.
For the region inside the Galactic mask, the behaviour
is similar to the previous case with a tendency to slightly
higher values. 〈Π〉 ranges from a minimum value of (3.05 ±
0.14) per cent at 217 GHz to a maximum of (4.30 ± 0.19) per
cent at 353 GHz, with the exception of the 30 GHz channel,
where 〈Π〉 is much higher, reaching a value of (7.30 ± 0.72)
per cent.
This excess of polarisation is not seen in our source in-
jection test and therefore indicates a stronger emission in
polarisation that, apparently, only affects frequencies lower
than 30 GHz in the Galactic region. The fact that the mea-
sured mean of the full sub-sample inside the Galactic re-
gion is very similar to the value measured considering only
the sources detected at 30 GHz in polarisation, implies that
these few very bright sources completely dominate the sig-
nal. Therefore, the value measured directly from the PCCS2
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cannot be considered a correct statistical representation of
the sub-sample properties.
The strong contamination produced by the diffuse emis-
sion of our Galaxy inside the Galactic region does not allow
us to estimate
√
〈Π2〉 and its bias corrections and, there-
fore, the log-normal distribution parameters. Considering
these limitations and taking into account the approxima-
tions adopted to simulate the source population in this sky
region, it is clear that the Galactic region results are less ro-
bust than the extragalactic region ones, but of great interest
in any case.
In conclusion, the stacking method can be useful to esti-
mate the mean and median values of the fractional polarisa-
tion of mainly undetected compact sources by exploiting the
knowledge of their positions in the sky. At the lowest Planck
frequencies and at high Galactic latitudes our present results
are in general agreement with other published works on ex-
tragalactic radio sources (Sajina et al. 2011; Massardi et al.
2013; Galluzzi et al. 2017). At higher frequencies we are pre-
senting novel results that could be useful in estimating the
polarized source number counts and, consequently, the con-
tamination due to these sources for the detection of the pri-
mordial CMB E and B mode polarisation. Therefore, our
results are very useful when planning future CMB experi-
ments in polarisation such as CORE (Andre´ et al. 2014).
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