Movement coordination in human ensembles has been studied little in the current literature. In the few existing experimental works, mostly situations where all subjects are connected with each other through direct visual and auditory coupling, and unavoidable social interaction affects their coordination level, have been investigated. Here, we study coordination in human ensembles via a novel computer-based set-up that enables individuals to coordinate each other's motion from a distance so as to minimize the influence of any other form of social interaction. The proposed experimental platform makes it possible to implement different visual interaction patterns among the players, so that participants can only take into consideration the motion of a designated subset of the others. This allows the evaluation of the exclusive effects on coordination of the structure of interconnections among the players in the group and their own dynamics. In order to further analyze the mechanisms underlying human coordination, our set-up enables the deployment of virtual computer players to investigate dyadic interaction between a human and a virtual agent, as well as group synchronization in mixed teams of human and virtual agents. We use this novel set-up to study coordination both in dyads and in groups over different structures of interconnections, with and without virtual agents acting either as followers or as leaders. We find that, in dual interaction, virtual players manage to interact with participants in a humanlike fashion, thus confirming findings in previous work showing that virtual agents succeed in reproducing the kinematic features characterizing human motion. We also observe that, in group interaction, the level of coordination among humans in the absence of direct visual and auditory coupling depends on the structure of interconnections among participants. This confirms, as recently suggested in the literature, that different coordination levels are achieved over diverse visual pairings among participants in the presence as well as in the absence of social interaction. Finally, we present preliminary experimental results on the effect on group coordination of deploying virtual computer agents in the human ensemble.
Introduction
Interpersonal coordination between the motion of two individuals performing a joint task has been extensively studied over the past few decades [35, 33, 30, 34, 25, 38, 40, 36] ; a recent example being that of the mirror game, presented as paradigmatic case of study where human participants (HP) imitate each other's movements in a pair [29] . In general, multiplayer scenarios have been investigated less than those involving only two participants, because of practical problems in running the experiments and the lack of models accounting for movement coordination in human groups, in contrast to the numerous studies dealing with animal groups [12, 27, 28, 48] .
Some of the existing results on multiplayer human coordination include studies on rocking chairs [18, 32, 3] , group synchronization of arm movements and respiratory rhythms [11] , music [19, 5, 39] and sport activities [41, 42] . In these papers, the behavior of a group of people performing some coordinated activities is analyzed, but the features and the level of coordination are not explicitly correlated to the way the players interact (i.e., the structure of their connections). In general, in the experiments reported in the literature all subjects involved share direct visual and auditory coupling with each other; moreover, inevitable social interaction affects the level of coordination in the group [21, 23, 31, 13, 14, 15, 19, 10] . Indeed, body movements, friendship relationships, shared feelings, particular affinities and levels of hierarchy might have a significant impact on how each individual in the ensemble chooses her/his preferred partner(s) to interact the most with [6, 26, 37] . This makes it difficult to assess the impact on the group coordination level of solely varying the structure of interconnections among its members, a phenomenon that has been suggested as crucial in determining the level of coordination arising in a human group [31, 14, 15, 4] .
To address this problem and study the emergence of human coordination in the absence of unintentional social interaction, we present here "Chronos", a novel computer-based set-up that allows participants to perform a joint task from a distance, both in dyads and in groups. In our platform, each subject runs a serious computer game where s/he can move the position of an object on her/his computer screen and see traces of the objects moved by the other players. The software makes it possible to show on each screen only the traces of a designated subset of the players in the group as decided by an Administrator, so that different visual interaction patterns among its members can be implemented. To prevent any other form of interaction, participants are visually separated when in the same environment by barriers, and hear white noise (through headphones connected to their computers) isolating them from any external sound. (Alternatively, players can join the group remotely.) Therefore, subjects have no information on the identity of those they are interacting with and receive no direct visual or behavioral cues from other members in the group.
In order to further analyze the mechanisms underlying human coordination and explore features that are not easily accessible in ordinary human interactions, we take inspiration from the human dynamic clamp introduced in [16] and extend it to a multiplayer scenario. Indeed, our computer-based architecture allows the trace of some objects on the players' screen to be moved by virtual players (VP) driven by a computational cognitive architecture as described in the rest of the paper.
To illustrate and validate the set-up, we use it to investigate how the structure of the interconnections among players in a group of 5 persons affects their coordination level. We show that the visual interaction pattern does have an impact on the dynamics in the absence of social interaction, confirming the results obtained in its presence when participants share direct visual coupling [4] . We also investigate the effects of a virtual player joining a group of 4 persons on the overall group dynamics, presenting for the first time in the literature some preliminary experimental results on the effect that virtual agents can have on the emergence of coordination in a human ensemble. All the experiments reported in the paper serve to illustrate the effectiveness and flexibility of the new platform we present, which is available for download from https://dibernardogroup.github.io/Chronos.
The movements of each human agent are detected by a low-cost position sensor, and individuals interact with each other through their own personal computer, on whose screens the central unit broadcasts the appropriate position trajectories according to the assigned topology (visual interaction patterns). The central unit is also responsible for data management and storage.
The proposed set-up is shown in details in Figure 1 for the case of N human participants and M virtual agents, and described below in all its components (for more information on how to use the set-up and for download of the software, see https://dibernardogroup.github.io/Chronos and Section 7 of Supplementary Material). Figure 1 : Computer-based set-up architecture. N player modules, respectively accessible by one human participant (HP) each, send the Server requests to perform either Dyadic or Group interaction trials, so that data can be appropriately stored and players can interact with each other in real-time. N human players, hearing white noise through headphone sets, move their preferred hand over their own motion sensor. They see their own 1D position trajectory and that of the others they are possibly interacting with on their respective computer screen. An Administrator module allows to record (and store through the Server in an appropriate database) the motor signature of a given human participant in Solo experiments, and to set the topology of interconnections, the duration of each trial and the model of M possible virtual players (VP) in the case of Dyadic and Group interaction. A Server module implements the virtual players as computerized versions of the human motion, without the need for additional machines or physical entities/robots. All the machines are connected onto the same wireless local area network (WLAN) by means of a dedicated Wi-Fi router.
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Hardware equipment
The hardware equipment consists of:
• N low-cost motion sensors. Each player waves the index finger of her/his preferred hand over a Leap Motion controller (Leap Motion, Inc.) which captures its movements over time as a monodimensional trajectory [20] ; alternatively, a mouse or trackpad can be used.
• N + 1 Personal Computers. Each motion sensor is connected to a PC, such that the recorded position trajectory can be stored after any trial. Participants are able to see their motion and that of the others they are possibly interacting with on their respective computer screens, by means of moving color-coded circles. For each participant, a blue circle represents her/his own motion, whereas orange circles represent those of the others, respectively (see Supplementary Figure 16 of Supplementary Material). The two coordinates of each circle on the screen are updated according to the position detected by the motion sensor: one of them is kept fixed, while the other corresponds to the input received by the motion sensor. One additional computer is needed to run the server and a GUI that allows the administrator to set the experimental parameters and the desired visual interaction patterns (see Section 2.1.2). No further machines are needed to implement the M virtual players, as the cognitive architecture driving their motion is run by the central server that dispatches their position data to the various clients as required.
• N headphone sets. Each player wears headphones through which white noise is transmitted to eliminate possible auditory couplings with the others.
• 1 router. It provides Wi-Fi signal in order to allow clients (administrator and players) and server to be logged onto the same wireless local area network (WLAN) through TCP/IP protocol [17] .
Furthermore, barriers are employed to separate the players and prevent them from being directly visually coupled ( Figure 2 ). Experimental set-up in Group interaction experiments. Human participants move their preferred hand over a Leap Motion controller while sitting around a table. They are separated by barriers (no direct visual coupling) and wear headphones (no auditory coupling), so that social interaction is removed. For each participant, a blue circle on the screen represents her/his own motion, while orange circles represent those of the others s/he is possibly coupled with.
Software architecture
The software architecture, which is based on a client-server model [7] , consists of:
• N Player modules. These modules, respectively accessible by one human player each, provide a userfriendly interface through which participants interact. They send the server requests to perform either Dyadic or Group interaction trials (see Section 2.2), such that data can be appropriately stored and the trial correctly started.
• 1 Administrator module. This module, accessible by the administrator only, carries out different tasks according to the type of experiments being performed (see Section 2.2) through a user-friendly interface.
In the case of Solo experiments, it allows to record the motor signature of a given human participant.
In the case of Dyadic interaction, it allows to set the duration of each trial, the roles played by the two agents, as well as model and parameter of the possible VP to be used in human-virtual player experiments.
In the case of Group interaction, it allows to set the topology of interactions among the HPs and the duration of each trial, as well as to choose the number of VPs and their models and parameters to be used in mixed human-virtual player experiments.
• 1 Server module. It handles communication among different players' machines and connects them onto the WLAN provided by the router. In the case of Solo experiments, it deals with the motor signature storage in an appropriate database. In the case of Dyadic and Group interaction, it manages requests coming from the players so that all the participants can interact in real-time, dealing with trajectories broadcasting (each player sees her/his motion and that of the others s/he is interacting with) and storage.
Types of experiments
All types of experiments that can be performed through the proposed technology are listed below and summarized in Figure 3 .
Solo experiments
Dyadic interaction
Group interaction Choice of experiments through our proposed technology. Solo experiments: participants are separately asked to generate a spontaneous movement of their preferred hand in isolation, so that their individual motor signature can be recorded. Dyadic interaction: both HP-HP (two human participants can either interact in a Leader-Follower or in a Joint improvisation condition) and HP-VP trials (a human participant is asked to either lead or follow a virtual agent, whose mathematical description for its dynamics can be chosen among different models) can be performed. Group interaction: any kind of structure of interconnections can be set among the players. Three or more human participants are asked to synchronize the motion of their preferred hand with that of the others they are topologically connected to (HP networks), with the possibility of implementing virtual agents in the group (HP-VP networks), which can be set to act either as follower or leader.
1. Solo experiments. These experiments involve only one agent at a time. Participants are separately asked to generate some spontaneous movement of their preferred hand, so that their individual motor signature as defined in [36] can be acquired.
2. Dyadic interaction. These experiments involve only two agents. Two kinds of trials can be performed:
• HP-HP trials: human participants can either interact in a Leader-Follower condition (one of them leads the game and the other tracks her/his hand movements), or in a Joint Improvisation condition (there is no designation of leader and follower, the two participants are asked to create an interesting and synchronized motion of their preferred hands).
• HP-VP trials: a human participant is asked to either lead or follow a virtual agent, whose mathematical description for its dynamics can be chosen among different models (see Section 5 of Supplementary Material and [45, 46, 43, 2] for further details).
3. Group interaction. These experiments involve three or more agents, where any kind of structure of interconnections among them can be set. In particular, the network topology can be either undirected (participant i sees the motion of participant j if and only if participant j sees the motion of participant i) or directed (the previous condition is not verified). Two kinds of networks can be implemented:
• HP networks: three or more human participants are asked to synchronize the motion of their preferred hand with that of the others they are topologically connected with.
• mixed HP-VP networks: one or more participants of the group are virtual agents, which can be set to act either as followers or leaders, according to how much attention they pay to tracking the motion of the other group members they are connected with or generating spontaneous movements, respectively (see Section 5 of Supplementary Material and [45, 46, 43, 2] for further details).
Experimental set-up validation
Participants
A total of 9 people participated in the experiments: 1 female and 8 males (all the participants were right handed). The participants, who volunteered to take part in the experiments, were master and PhD students from University of Naples Federico II in Italy, and PhD students and Postdoctoral Research associates from University of Bristol in the UK. The experiments took place in three separate sessions.
Task and procedure
Different tasks were performed by means of the proposed computer-based set-up, where participants were asked to sit around a table and move the index finger of their preferred hand as smoothly as possible over a Leap Motion controller, along a direction required to be straight and parallel to the floor.
Solo experiments.
Four participants were asked to separately perform 4 trials, each of duration 60s. Specifically, each participant was told to perform 2 trials while producing a sinusoidal-like wave at their own natural oscillation frequency, and then 2 more trials while producing an interesting non-periodic motion representing their motor signature [36] . These experiments were performed in the first session.
2. Dyadic interaction. The same four participants were grouped in two pairs: players 1 and 2 formed Dyad 1, while players 3 and 4 formed Dyad 2, respectively.
• Each player was asked to perform 2 HP-HP trials of duration 30s in Leader-Follower condition, and did not know the identity of her/his partner. In particular, players 1 and 4 acted as leader, while players 2 and 3 as followers.
• Then, for each pair, either of the two players was replaced by a virtual agent (modeled by HKB equation with PD control, see Section 5 of Supplementary Material and [45, 46, 43, 2] for further details) fed with the motor signature, captured during Solo experiments, of the human player it was substituting ( Figure 4 ). In particular, players 1 and 3 were replaced, and players 2 and 4 were not informed on this (they believed they were still interacting with their human partner). Once again, 2 HP-VP trials of duration 30s were performed for each pair in Leader-Follower condition.
These experiments were performed in the second session.
Group interaction. Two different groups of four (the same as Solo experiments and Dyadic interaction)
and five other participants were separately tested, respectively named Group 1 and Group 2. Participants in each group were asked to synchronize their motion with that of the circles shown on their respective computer screen, representing the movements of the other agents topologically connected with them. However, players had no global information of the topology of their interactions.
• Group 1. Four participants were involved in this session. Firstly, 3 trials of 30s each were performed where all participants saw on their respective screens traces of the objects moved by all the others (allto-all configuration, Figure 5A ). motion of a different player was introduced in the network; participants were told that a fifth human player was interacting with them. The virtual agent was first connected in leader mode to either 1, 2 or 4 HPs (Figures 5B-D, respectively), and then in follower mode to all of them ( Figure 5E ). For each topology including the virtual player, once again 3 trials of duration 30s were performed. These experiments were performed in the second session. For each topology, 6 trials of duration 30s were performed. These experiments were performed in the third session. Edges without arrows represent undirected connections (if participants i sees the motion of participant j, then also participant j sees the motion of participant i), whereas in the directed case, an edge going out of node i and coming in node j (the direction of the edge is given by its corresponding arrow) is representative of the fact that participant j sees the motion of participant i.
Data acquisition and analysis
Since the movements of the participants were mainly monodimensional, only one coordinate of their position trajectory was captured by the Leap Motion. Data was originally stored with a frequency rate of 10Hz (13Hz for Group 2), and then underwent cubic interpolation (100Hz, see Supplementary Figure 11 of Supplementary Material).
Synchronization metrics
Next we briefly describe all the metrics used to assess players' performance in Dyadic and Group interaction experiments (refer to Section 6 of Supplementary Material for further details and mathematical definitions of all metrics introduced below).
In Dyadic interaction experiments, the relative phase φ d h,k ∈ [−π, π] was used to check whether the assigned roles of leader and follower were respected during the interaction by participants h and k. As φ d h,k is defined as the difference between the phase of the leader and that of the follower, positive values indicate that the designated leader is effectively leading the game while interacting with the follower [44] . In addition, the symmetric dyadic synchronization index ρ d h,k ∈ [0, 1] was used to quantify the average coordination level between agents h and k over time (the closer ρ d h,k = ρ d k,h is to 1, the lower the phase mismatch within the pair (h, k) over the whole trial duration). The root mean square (RMS) of the normalized position error ǫ h,k ∈ [0, 100]% was also employed as a measure of the position mismatch (expressed in percentage) between the two agents.
In Group interaction experiments, the coordination level among all players was quantified by means of the group synchronization index ρ g (t) ∈ [0, 1], which represents the coordination level of the group at time t (the closer ρ g (t) is to 1, the lower the average phase mismatch of all the agents in the ensemble at time t). Its mean value over time ρ g was used as a measure of the coordination level of the group over the whole trial.
Note that group and dyadic synchronization indices, originally introduced in [32], were evaluated from the phases of the players' movements, which in turn were estimated by making use of the Hilbert transform [24].
Results
Virtual players can successfully interact with humans
The relationships between the metrics obtained for the two dyads in HP-HP interaction are replicated when substituting one of the two human players in each pair with a virtual agent (Figure 7 ). This confirms that the VP, as designed in [2] and implemented in our novel software set-up, is able to interact in a human-like fashion with the other player, becoming a kinematic avatar of the person it is substituting in the game [44] . In particular, the RMS of the normalized position error ǫ 1,2 obtained in Dyad 1 is lower than ǫ 3,4 obtained in Dyad 2 ( Figure 7A) , and the same applies to the dyadic synchronization indices ρ d1,2 and ρ d3,4 ( Figure 7B) , and for the relative phase φ d1,2 and φ d3,4 ( Figure 7C) . Notably, for both dyads, the probability density function (PDF) of the relative phase obtained for the two players in HP-VP interaction resembles that obtained in HP-HP interaction (Figures 7D-E) . Indeed, the PDFs related to Dyad 1 are broader ad centred around 0, whereas those related to Dyad 2 are tighter and shifted on the right. 
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Effects of visual interaction patterns on group coordination
The group synchronization observed experimentally in Group 2 depends on the topology of the interconnections among the participants, with complete graph and star graph exhibiting the highest values both in the undirected and in the directed topologies ( Figure 8 ). This result confirms independently the observations reported in [4] showing that interaction patterns among participants have a significant effect on their coordination level. Also, for each topology, higher mean values and lower standard deviations are observed in the directed case, with the only exception of the former in the complete graph (for more details see Supplementary , averaged over the total number of trials, whereas the black error bar represents its averaged standard deviation. The coordination levels in (A) undirected and (B) directed topologies are shown.
As expected for both undirected and directed topologies, in most cases (83% for undirected and 91% for directed topologies) the highest mean values of dyadic synchronizations over the total number of trials are observed within topologically connected participants ( Figure 9 ). For more details see Supplementary Tables 4  and 5 
Effects of virtual players on group coordination
Using the ability of the platform presented in this paper to deploy virtual players during Group interaction experiments, we evaluate next the effect of introducing a VP, either as a leader or a follower, in a group of HPs performing a joint task. We observe that the highest value of group synchronization observed experimentally is obtained in the HP network, while lower values are obtained when introducing a VP as leader. However, the group synchronization index ρ g increases again when a VP is introduced as follower ( Figure 10A ). These results are confirmed by the dyadic synchronization indices ρ d h,k respectively obtained in the five topologies of interest ( Figures 10B-F) . For each pair of human players, high values ( Figure 10B ) are observed for the topology shown in Figure 5A . On the other hand, when a virtual leader is introduced in the interaction (topologies shown in Figures 5B-D) the lowest values of dyadic synchronization are obtained for each human player in correspondence to the VP (player 5 in Figures 10C-E) . Finally, when the VP acts as a follower (topology shown in Figure 5E ), the highest values of dyadic synchronization indexes ρ d h,k for each human player are observed in correspondence to the VP (player 5 in Figure 10F ). For more details see Supplementary Tables 1 and 2 of Supplementary Material.
Discussion
In this work we investigated human coordination, both in dyads and in groups over different structures of interconnections, proposing an ad hoc novel computer-based set-up that allows to remove the effects of social interactions among the players and deploy virtual agents in the group, thus opening the possibility of further investigating the mechanisms that underly human group coordination through an extension of the human dynamic clamp to multiplayer scenarios [16] . We envisage that the computer set-up presented in this paper can be used in Social Psychology to investigate what the effects of social interactions are in dyadic or group movement coordination. Indeed, joint action tasks might first be performed while allowing participants to share direct visual and auditory coupling (participants directly look at each other instead of the screen of their personal computers, and do not wear headphones so that they know who they are interacting with), and then while removing them (or vice versa). Moreover, since some of the players can be replaced with one or more virtual agents, our computer technology can also be exploited for the development of artificial agents able to merge and interact within a group of humans [9, 22] , both for recreational [1] and rehabilitation purposes [47, 8] .
In order to validate our experimental set-up, we applied it to test two significant claims recently made in the literature, and explored the effect of deploying a virtual player during group coordination experiments. Specifically, we validated the use of a virtual player as designed in [2] in a dyadic interaction task, and confirmed the results of [44] showing that virtual players can successfully interact with humans. We found that the behavior exhibited in terms of the metrics used in Section 3 by each dyad was the same for both HP-HP and HP-VP interaction, meaning that human players did not change their way of interacting with their partner according to the nature of the latter. In particular, we observed that if a human participant, to whom a follower role was assigned in duo interaction, ended up also leading her/his human partner (despite the instruction given), s/he did so also when interacting with a virtual leader (Dyad 1). On the other hand, if a human leader was successfully leading her/his human partner, s/he did so also in the interaction with a virtual follower (Dyad 2). Moreover, we confirmed that group coordination level in a human ensemble is affected by the specific structure of interconnections among group members when any form of direct visual, auditory or social interaction is removed, a result found also in [4] yet in the presence of visual and social cues. Also, we observed that virtual players can decrease group coordination levels when acting as leaders. Higher values of group and dyadic synchronization indices were instead observed either when no virtual player was interacting within the human ensemble, or when it was following the motion of all the subjects. This confirms that virtual players can be used to vary the level of coordination in a human group, although further work is required to better understand this effect and its implications.
Some further extensions to our work include the possibility of implementing time-varying topologies to study the effects of adding/removing connections among interacting participants [10] , and enabling the administrator to provide the players with social cues in real time, based on the quality of their performance (i.e., as measured by the group synchronization index). Finally, it is possible to implement new mathematical models, based on optimal control theory, for the VP to perform as joint improviser [44] with other virtual or human agents. 
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SUPPLEMENTARY MATERIAL 5 Mathematical model of the virtual player
Let x ∈ R be the state variable representing the position of the virtual player (VP). The system describing its behavior is given by the following dynamical system:
where f represents the vector field modelling the inner dynamics of the VP when disconnected from any other agent,ẋ andẍ represent velocity and acceleration of the VP, and u is the control signal that models how the VP interacts with other players. Our computer-based set-up allows the selection of different combinations of inner dynamics models and control signals to describe the motion of the virtual player (see also Section 7 below). These can be listed as follows.
• Alternative models for the inner dynamics:
1. Harmonic oscillator, a linear system given by
where a and b represent viscous damping coefficient and the elastic coefficient, respectively.
HKB equation, a nonlinear oscillator given by
where α, β, γ characterize the damping coefficient, while ω is related to the oscillation frequency, respectively.
In our computer-based set-up, we also give the opportunity to describe the behavior of the VP as a double integrator, that is a system without any inner dynamics whose motion is entirely determined by the coupling with the other agents via the control input u(t). In this case the equation becomes:
• Different options for the coupling function u(t):
1. PD control, a linear control law given by
where y is the position of the other agent coupled to the VP,σ is its desired motor signature (velocity trajectory), and K p and K σ are two control gains. According to the values assigned to K p and K σ , the VP acts as a leader (more weight given to K σ so that the VP priority is to minimize the mismatch between its own velocity and that of the prerecorded motor signature) or as a follower (more weight given to K p and hence higher priority to reducing the mismatch between the VP position and that of the other player).
2. Adaptive control, a nonlinear control law which changes according to the nature of the experiment being carried out.
-When the VP acts as a follower, it is given by
where y andẏ are position and velocity of the other agent coupled to the VP, C and δ are control parameters, and ψ and χ are adaptive parameters. Note that in this case no motor signature can be assigned to the VP.
-When the VP acts as a leader, the control input is set as
where λ := e −δ|x−y| , K is a control parameter, σ andσ are desired position and velocity profiles (motor signature) that allow the VP to generate spontaneous motion, and all the other quantities have been previously defined.
Note that when the VP is influenced by the motion of two or more agents, as it might happen in the Group interaction trials, then y andẏ are appropriately replaced by average position and velocity of all the agents connected to the VP, respectively.
More details on each of these mathematical models can be found in [2, 43, 44, 45, 46, 47] .
Synchronization metrics
Let x k (t) ∈ R ∀t ∈ [0, T ] be the continuous time series representing the motion of the k-th agent's preferred hand, with k ∈ {1, 2, . . . , N }, where N is the number of individuals and T is the duration of the experiment. Let x k [t i ] ∈ R, with k ∈ {1, 2, . . . , N } and i ∈ {1, 2, . . . , N T }, be the discrete time series of the position of the k-th agent, obtained after sampling x k (t) at time instants t i , where N T is the number of time steps of duration ∆T := T NT , that is the sampling period. Let θ k (t) ∈ [−π, π] be the phase of the k-th agent, which can be estimated by making use of the Hilbert transform of the signal x k (t) as detailed in [24] .
When N = 2 (Dyadic interaction), if we denote with φ d h,k (t) := θ h (t) − θ k (t) the relative phase between agents h and k at time t, it is possible to define the following parameter
as their dyadic synchronization index : the closer ρ d h,k is to 1, the lower the phase mismatch is between agents h and k over the whole trial. Note that in a Leader-Follower condition, if φ d h,k is defined as the difference between the phase of the leader (player h) and that of the follower (player k), positive values indicate that the designated leader is successfully leading the interaction with the designated follower. It is also possible to define the root mean square (RMS) of the normalized position error between two agents as
where L refers to the range of admissible position (e.g., the range of motion detected by the Leap Motion controller): the lower ǫ h,k is, the lower the position mismatch is between agents h and k. When N > 2 (Group interaction), a further index can be used as a measure of the overall coordination level among agents in the group. We first define the cluster phase or Kuramoto order parameter, both in its complex form q ′ (t) ∈ C and in its real form q(t) ∈ [−π, π] as
which can be regarded as the average phase of the group at time t. Denoting with φ k (t) := θ k (t) − q(t) the relative phase between the k-th participant and the group phase at time t, we then define the relative phase between the k-th participant and the group averaged over the time interval [0, T ], both in its complex form φ ′ k ∈ C and in its real formφ k ∈ [−π, π] as
In order to quantify the synchronization level of the entire group at time t, we define the following parameter
as the group synchronization index : the closer ρ g (t) is to 1, the smaller the average phase mismatch of the agents in the group is at time t. The mean synchronzation level of the group during the total duration of the performance can be estimated as:
How to use Chronos
Here, we briefly explain how to use Chronos, our proposed computer-based set-up. For further details and to download the software, follow the link https://dibernardogroup.github.io/Chronos. The hardware equipment necessary for its use consists of:
• Low-cost motion sensors. Each player waves her/his index finger over a Leap Motion controller (Leap Motion, Inc.) which captures its movements over time; alternatively, a mouse or trackpad can be used.
• Personal Computers. Each motion sensor is connected to a PC, such that the recorded position trajectory can be stored after any trial. Participants are able to see their motion and that of the others they are possibly interacting with on their respective computer screens, by means of moving color-coded circles. One additional computer is needed to run the server and a GUI that allows the administrator to set the experimental parameters and the desired visual interaction patterns.
• Headphone sets. Each player wears headphones through which white noise is transmitted to eliminate possible auditory couplings with the others.
• Router. It provides Wi-Fi signal in order to allow clients (administrator and players) and server to be logged onto the same wireless local area network (WLAN) through TCP/IP protocol.
For the sake of simplicity, server and administrator modules are run on the same machine, so that they share the same IP address. Before carrying out any experiments, the administrator needs to follow the preliminary steps listed below (only once):
Note that motor signatures are selected by choosing them among those stored in the database of all signals acquired during previous Solo experiments, thus allowing the VP to exhibit the desired kinematic features of one of the HPs whose signatures have been stored during previous experimental runs. Signatures are indexed in the database through a string identifying the players for which they were stored.
• For HP-HP trials, the administrator:
Data storage and file names
For each player (HP or VP), all data can be saved on the server's machine by calling a shell script named saveData from its terminal at the end of each trial (see link https://dibernardogroup.github.io/Chronos for more information). Data is saved as a .txt file (motor signatures are stored in the database as well) made up of three (for Solo experiments) or two (for all the other cases) columns: the first contains the time instants (in ms) in which data was sampled, the second contains the sampled position (in dm) and the third (only for Solo experiments) the respective velocity (in dm s ). In particular, each file is saved as PN p 0N t Z 1d.txt, where
• N p is the total number of players involved in the trial;
• N t is an integer index identifying the trial;
• Z uniquely identifies the players involved in the trial.
In the case of Solo experiments, a further parameter is added to identify the kind of motion (sinusoidal or free) performed by the human player. 
