Abstract
Introduction
In this paper we develop techniques to build various sets of highly undecidable sentences in Ido + i2,. Our results stem from an attempt to prove that the modal logic of provability in Ido + Ql, here called PLSZ, is the same as the modal logic L of provability in PA. It is already known that L s PLSZ. We prove here some strict containments of the form PLSZ c T/z(%) where %' is a class of Kripke frames.
Stated informally the problem is whether the provability predicates of Ido + Q2, and PA share the same modal properties. It turns out that while Ido + !Sl certainly satisfies all the properties needed to carry out the proof of Godel's second incompleteness theorem (namely L E PLQ), the question whether L = PLQ might depend on difficult issues of computational complexity. In fact if
It is easy to see that PLQ is deductively closed (with respect to modus ponens and necessitation), so we can write PLQ t A for A E PLQ. Our results arise from an attempt to answer the following: Question 1. 4 . Is PLQ = L? (Where we have identified L with the set of its theorems.)
The soundness side of the question, namely L E PLO, has already been answered positively. This depends on the fact that any reasonable theory which is at least as strong as Buss' theory S: satisfies the derivability conditions needed to prove Godel's incompleteness theorems (provided one uses efficient coding techniques and employs binary numerals).
For the completeness side of the question,
namely PLO E L, we will investigate whether we can adapt Solovay's proof that L is the provability logic of PA. We assume that the reader is familiar with the Kripke semantics for L and with the method of Solovay's proof as described in [9] . In particular we need the following:
Theorem 1.5. L t A iff A is forced at the root of every finite tree-like Kripke model. (It is easy to see that A will then be forced at every node of every finite tree-like Kripke model. )
Solovay's method is the following:
if L H-A, then the countermodel (K, <, It)
provided by the above theorem is used to construct a PA-interpretation * for which PA t+A*. The reason Solovay's proof cannot be adapted to Ido + Q, is that it is not known whether IA,, + 52, satisfies provable CC$-completeness (see Definition 2.1) which is used in an essential way in Solovay's proof.
Arithmetical preliminaries
Definition 2.1. Let r be a set of formulas. We say that a (Ef-axiomatized) theory T satisfies provable r-completeness, if for every formula a(x) E r, Tla(xl,. _. , x,)-Prov,('a(i,, . . . , in)'). By abuse of notation we will denote by q iA both the arithmetization of the provability predicate of Ido + Szr and the corresponding modal operator. OA is defined as d3A and q l+A as q A A A. If A(x) is an arithmetical formula, we will write Vx q (A(x)) as an abbreviation for the arithmetical sentence which formalizes the fact that for all x there is a ZAO + L2,-proof of A(i), where X is the binary numeral for n. If A and B are arithmetical sentences, q A 6 q IB denotes the witness comparison sentence 3~ (Prf,,,+,, (x, 'A') A VY <x +'rfid,,+n,(y, 'B')).
Similarly CIA < q IB denotes 3 (P&,+,,(x, 'A? A VY ~xlPrfi~,,+n,(y,
OkA is a formalization of the fact that A has a proof in IA0 + Sz, of Godel number sk. So q A < IJB can be written as 3x (OxA A -Cl,B). (Note that all the above definitions are only abbreviations for some arithmetical formulas and are not meant to correspond to an enrichment of the modal language.) Remark 2.3. Since the proof predicate can be formalized by a 2'l;-formula, we have IA, + Sz, t CIA--t q IUA and Ido + 9, t 0,A-t q O,A.
Definition 2.4. By an IA0 + S2,-cut we mean a formula Z(X) with exactly one free variable x, such that ZA,, + Q2, proves that Z defines an initial segment of numbers containing 0 and closed under successor, addition, multiplication, and the function w, (see [15] ). We write x E Z for Z(x).
Given an Ido + Q2,-cut Z, IA,, + Q, can formalize the fact that Z defines a model of Ido + 9,. It follows that for any arithmetical sentence 0 we have: Proposition 2.5. ZA,, + Q, E Cl(@)+ q ( @'), where 8' is obiai~e~ from 8 by rela~iuiz~ng all the ~~a~t~~ers to I.
Note that if a X:-formula is witnessed in a cut, then it is witnessed in the universe. Thus we have: Proof. The proof is similar to the proof of provable $-completeness for Ido + 52, (see [HI) . Therefore we only give a sketch of the proof. By induction on the structure of the formula, one can prove that for each A,-formula A with free variables x1, . . . , x,, there are k, I 
Trees of undecidable sentences
We will rephrase the problem of whether PLQ = L as a problem concerning the existence of suitable trees of undecidable sentences.
Let ie be a class of finite tree-like strict partial orders. Without loss of generality we assume that for all (K, -c) E %, K = (1, . . . , n} for some n E w, and 1 is the root (i.e., the least element of K). By 7'h(%) we denote the set of all those modal formulas that are forced at the root of every Kripke model whose underlying tree belongs to %. Let < be the non-strict partial order associated to <.
Definition 3.1. Given a tree (K, <) with root 1 and underlying set K = 11,. . . 7 n}, we say that (K, <) can be embedded (or simulated) in IA0 + O1 if there are arithmetical sentences L,, . . . , L, (one for each node) such that, letting 0 denote formalized provability from ZA(, + Q1, the conjunction of the following sentences is consistent with ZA, + 9,:
The following lemma is inspired by Solovay's proof of the fact that L is the provability logic of PA. The induction step for 0 is based on the following consequences of 1-5:
Since 1 It lA, it follows that M k 1A *, hence Ido + Q, t+A* as desired. that can be embedded in IA0 + sZ1, we can in general only conclude PLSZ c
Th(%).
In order to describe the results proved in this and previous papers, we need to define what it means for a tree to omit another tree. If there is no homomorphic embedding of T, into T2 we say that T2 omits TI.
If we try to adapt Solovay's proof to IA0 + Q, in the most straightforward manner, the only trees that we can embed in ZAO + Q1 are the linear trees, namely trees omitting (K, <) where K = { 1, 2, 3}, 1 -K 2, 1 -C 3 and 2 is incomparable with 3.
A first improvement can be achieved using Svejdar's principle: let %I be the class of all trees that omit the tree W = (W, <), the least strict partial order with underlying set W = {1,2, 3, 4) such that 1 < 2, 1 < 3 < 4 (see Fig. 1 ). The second author proved in her master's thesis [12] that for trees in '%, Solovay's proof can be adapted using Svejdar's principle. In other words, PLQ G Th(%,). She also proved that the inclusion is a strict one.
In subsequent work she showed, using both Svejdar's and Visser's principles, that PLO is included in the modal theory of %$, the class of all trees of height <3.
A new improvement [2] was achieved by analogous techniques but using a different definition of the Solovay constants. In this way it was proved that PLQ c Th(7&), where %'j is the class of all trees that omit the tree X = (X, <), the least strict partial order with underlying set X = (1, 2, 3, 4, 5) such that 1<2<4<5,1<2<3.
Finally in Section 4 of the present paper, we improve these earlier results, by proving: 
Upper bounds on PLQ
Our task in this section will be to prove PLQ E Th(V&) using Lemma 3.2.
Definition 4.1. Given (K, <) E ?$, we say that i E K is a special node, iff i is a leaf, and some brother of i is not a leaf.
For example, in the tree X of Fig. 1 , the only special node is 3. (1) We do not use an extra node 0 (but this is a minor point since we could define Lo as 0~3. (2) 1 n our construction we can only jump one step at a time, namely at each recursive call S we can only move from one point to some immediate successor. (3) While Solovay employs a primitive recursive function from w to K whose definition is not directly formalizable in Ido + Q,, we use instead a function S : K+ K which is provably total in Ido + Q,. (4) We jump to a special node i E K only if we find a proof of 1Li belonging to the cut J.
Given (K, <) as above, we will show that L1, . . . , L, constitute an embedding of (K, i) in IdO + Q,. We need the following lemma. Proof. It will be clear from the context at which places we reason inside IdO+ Q,.
(1) and (2) A q ,lL,) . Thus, regardless of whether j is special or not, t-q llL,+ q (w(j) = ,ux q l,lL,). Since j and j' are brothers, 1 L,,+ w(j') < w(j) (because j' = S(1) implies w(j') < w(j) Lb+ q iLh-+ q C!~L,-+ q bL,, where the last implication uses point (6).
(8) Let i be above a brother of j, Then by (5), (7) and (3) t L,+ OlLj as desired. To prove the second part, assume further that j is a leaf. We need to show t L,-+ OiLi. We can assume that i is stricfly above a brother j' of j (for if i itself is a brother of j the desired result follows from (3) an (5)). But then j must be a special node, and therefore w(j)=w EJ q ,lLj. So w(j)< w(j') is equivalent to a ,$'-formula relativized to J, namely w(j) < w(j')*3x EJ (Prf,d,,+n,(X, 'lLj_') A Vy sXIPrf,A,,+n,(y, 'lL,#')).
Thus by the properties of the cut J (and by Theorem 2.7), t w(j) < w( j') + q lw(j) < w(j'). Now the desired result follows by observing that t Lj+ w(j) < w(j') (as l-j = S(1) + w(j) < w(j')) and t L;* w(j') < w(j).
(9) By (1) and (3), t-L1 + q (Vi>, Li). SO t0 prove t Ll+ q OlLb, it suffices to show that for each i > 1 we have l-q (L, -q lLh). This follows from (S) , (3) and (7). (10) If the incomparable nodes i and j are in one of the situations covered by point (8), then F Li + q lLj, and a fortiori t L, + q f(Lj+ q hLj) as desired.
Since (K, -c) omits Y, (8) can always be applied except when the biggest node (with respect to <) below i and j is 1 (the root). So assume that this is the case.
By (2), we have F L1+ (L; + q lLj). In order to show that also t L, + q l(Li+
IIlL,), we will make use of Proposition 2.10. Let i', j' be the least nodes with l<i'<i and l<j'<j. So i' and j' are brothers. It follows from (9) that t L, -q (O~Li~). Therefore, by Proposition
2.5, t L, -+ q (CiJ~Li~).
In the presence of q JlLjg, the sentence w(i') < w(j') is equivalent to a .X:-sentence relativized to J. Therefore, by Proposition
2.10, t L1-+ q (w(i') < w(j')+ q i(w(i') < w(j'))).
The desired result now follows from the fact that Li provably implies i = S(1) which entails w(i') < w(j'), while Lj provably implies w(j') < w(i'). 0 The only rule is modus ponens.) 0
We have thus shown that every tree of Ce, can be embedded in IA,, + Q. Thus:
Theorem 4.6. PLQ G Th( %$).
Disjunction property
In this section we prove the following:
Theorem 5.1. IF PLQ= Th(%), where % is a class of finite trees, then every binary tree can be homomorphically embedded in some tree belonging to Ce.
In particular, since the binary tree Y cannot be embedded in any member of yde,, it will follow that the inclusion PLQ c Th(%J is strict.
We will use the fact that PLQ has the 'disjunction property' as proved by Franc0 Montagna (private communication). It is known that L has the disjunction property. In case 1, we have IdO + 52, t-A(p*), so IdO + Q1 1 A(p"), contradicting our assumption.
Similarly, case 2 contradicts the assumption IdO + Q, t+Z?(p').
q
In order to prove Theorem 5.1 we need the following definition.
Definition 5.4. We define D,, by induction. 2. q +(Li-+~Lj) for i #i in K;
3. Cl"1 A 10"-'l where m is the height of (K, <) (i.e., the maximum cardinality of a chain in (K, 0).
We agree that El"1 is I and Ok+'1 is q Ci"l; 4. q +(L, -+ OLb) for a < b in K;
5. lJ+(L,+ q lLh) for a {b in K.
It is easy to verify that 'embeddable' implies 'weakly embeddable'.
(The only point to check is 3.) We will prove: Theorem 6.2. Every finite tree K can be weakly embedded in IA0 + Q,. This is to be compared with the previous result Theorem 3.6 saying that every tree omitting Y can be (strongly) embedded in IA0 + 9,. Note that the fact that K is weakly embeddable in Ido + Q, can be expressed in the form 'PLQ + #K is consistent', where q5K is a suitable modal formula depending on K (i.e., the conjunction of the five sentences of Definition 6.1, where the Lj's are now thought as atomic modal formulas). On a first reading of the rest of this section we suggest to think of (K, -c) as the tree Y of Fig. 1. Definition 6.5. Let J be the cut of Proposition 2.10. Let (K,, <,) be obtained from (K, <) by duplicating each bifurcation node. By the diagonal lemma, we simultaneously define sentences Li for i E K, , and auxiliary functions V, w, S such that the following holds:
1 Proof. Clear from the fact that for a < 6 in K, E L, + OLh.
0
The proof of Theorem 6.2 follows now immediately from all the preceding lemmas. 
