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Abstract
Evidence for deep connections between number theory and random matrix theory
has been noticed since the Montgomery-Dyson encounter in 1972 : the function fields
case was studied by Katz and Sarnak, and the moments of the Riemann zeta function
along its critical axis were conjectured by Keating and Snaith, in connection with
similar calculations for randommatrices on the unitary group. This thesis concentrates
on the latter aspect : it aims first to give further evidence for this analogy in the
number field case, second to develop probabilistic tools of interest for number theoretic
questions.
The introduction is a survey about the origins and limits of analogies between
random matrices in the compact groups and L-functions. We then state the main
results of this thesis.
The first two chapters give a probabilistic flavor of results by Keating and Snaith,
previously obtained by analytic methods. In particular, a common framework is set
in which the notion of independence naturally appears from the Haar measure on a
compact group. For instance, if g is a random matrix from a compact group endowed
with its Haar measure, det(Id − g) may be decomposed as a product of independent
random variables.
Such independence results hold for the Hua-Pickrell measures, which generalize
the Haar measure. Chapter 3 focuses on the point process induced on the spectrum
by these laws on the unit circle : these processes are determinantal with an explicit
kernel, called the hypergeometric kernel. The universality of this kernel is then shown :
it appears for any measure with asymmetric singularities.
The characteristic polynomial of random matrices can be considered as an ortho-
gonal polynomial associated to a spectral measure. This point of view combined with
the widely developed theory of orthogonal polynomials on the unit circle yields results
about the (asymptotic) independence of characteristic polynomials, a large deviations
principle for the spectral measure and limit theorems for derivatives and traces. This
is developed in Chapters 4 and 5.
Chapter 6 concentrates on a number theoretic issue : it contains a central limit
theorem for log ζ evaluated at distinct close points. This implies correlations when
counting the zeros of ζ in distinct intervals at a mesoscopic level, confirming numerical
experiments by Coram and Diaconis. A similar result holds for random matrices from
the unitary group, giving further insight for the analogy at a local scale.
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Notations
Matrix groups
S(n) Symmetric group : set of permutations of J1, nK
U(n) Unitary group : set of n×n complex matrices u satisfying u tu = Id
O(n) Orthogonal group : elements in U(n) with real entries
SU(n) Special unitary group : elements in U(n) with determinant 1
SO(n) Special orthogonal group : elements in O(n) with determinant 1
USp(2n) Unitary symplectic group : elements u ∈ U(2n) such that uz tu = z
with z =
(
0 Idn
−Idn 0
)
U(n,K) Unitary group over an arbitrary field : set of n×n complex matrices
u with entries in K satisfying u tu = Id
Zn(u,X) Characteristic polynomial : Zn(u,X) = det(Idn − uX), u a n × n
matrix, X ∈ C∗. When the dimension, the evaluation point or the
matrix is implicit, Zn(u,X) is written Z(u,X), Z(u, ϕ) (X = e
iϕ)
or Zn (X = 1).
Number theory
P Set of prime numbers
pi(x) Prime-counting function : pi(x) = |P ∩ [1, x]|
ζ Riemann zeta function
S(t) Argument of ζ on the critical axis : S(t) = 1pi arg ζ(1/2+it), defined
continuously from 2 to 2 + it to 1/2 + it (if ζ vanishes on the
horizontal line Imz = t, S(t) = S(t+))
N(t) Number of non-trivial zeros z of ζ with 0 < Imz 6 t : N(t) =
t
2pi log
t
2pie + S(t) +
7
8 +R(t),R(t) 1t
Random variables
ω Uniform random variable on (0,1)
eiω Uniform random variable on the unit circle (here ω is uniform on
(0, 2pi))
Ba,b Beta random variable with parameter (a, b)
Dir(n)a Dirichlet distribution of order n with parameter a
Orthogonal polynomials on the unit circle
D Open unit disk
∂D Unit circle
〈·, ·〉 Hermitian product on the unit circle associated to an implicit mea-
sure ν : 〈f, g〉 = ∫
∂D
f(x)g(x)dν(x)
(Φk, k > 0) Monic orthogonal polynomials for 〈·, ·〉 associated to a measure ν
on ∂D
(αk, k > 0) Verblunsky coefficients associated to (Φk, k > 0)
(γk, k > 0) Modified Verblunsky coefficients
ix
x notations
Special functions
Γ Gamma function
(x)n Pochhammer symbol : (x)n = Γ(x + n)/Γ(x) = x(x + 1) . . . (x +
n− 1) if n ∈ N∗, (x)n = 1/(x+ n)−n if n ∈ −N
2F1(a, b, c; z) Gauss’s hypergeometric function : if the series converges,
2F1(a, b, c; z) =
∑
k>0
(a)k(b)k
(c)kk!
zk
∆(x1, . . . , xn) Vandermonde determinant : ∆(x1, . . . , xn) =
∏
16i<j6n(xi − xj)
Measures on matrices
µG Haar measure on a compact group G
µ
(δ)
G Hua-Pickrell measure on a compact group G : detδ-sampling of
µG
J
(n)
a,b,β Jacobi ensemble : the eigenvalues have density
c
(n)
a,b,β |∆(x1, . . . , xn)|β
∏n
j=1(2− xj)a(2 + xj)b on [−2, 2]n
CJ
(n)
δ,β Circular Jacobi ensemble : the eigenangles have density
c
(n)
δ,β |∆(eiθ1 , . . . , eiθn)|β
∏n
j=1(1 − e−iθj)δ(1− eiθj)δ on [−pi, pi]n
Various symbols
[s, t) Set of real numbers x such that s 6 x < t
a ∧ b min(a, b)
a ∨ b max(a, b)
X ∼ µ the random variable X is µ-distributed
an ∼ bn an/bn → 1 as n→∞
o an = o(bn) : an/bn → 0 as n→∞
O an = O(bn) : there is c > 0 with |an| < c|bn| for all n
 an  bn, the Vinogradov symbol : an = O(bn). Moreover, an  bn
means bn  an.
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Introduction on random matrices and number theory :
historical analogies
I spent two years in Go¨ttingen ending around the begin of 1914.
I tried to learn analytic number theory from Landau. He asked
me one day : ”You know some physics. Do you know a physical
reason that the Riemann hypothesis should be true ?” This would
be the case, I answered, if the nontrivial zeros of the ξ-function
were so connected with the physical problem that the Riemann
hypothesis would be equivalent to the fact that all the eigenvalues
of the physical problem are real.
George Po´lya
Correspondence with Andrew Odlyzko, 1982
Hilbert and Po´lya conjectured that the zeros of the Riemann zeta function may
have a spectral origin : the values of tn such that
1
2 + itn is a non trivial zero of
ζ might be the eigenvalues of a Hermitian operator ; this would imply the Riemann
hypothesis.
There was no real support for this spectral view of the Riemann zeros till the 50’s :
the resemblance between the Selberg trace formula, concerning the eigenvalues of the
Laplacian of a Riemann surface, and the Weil explicit formula in number theory,
provided evidence for the Hilbert-Po´lya conjecture.
Montgomery’s calculation of the pair correlation of the tn’s (1972) was a second
deep sign : these zeros present the same repulsion as the eigenvalues of typical large
unitary matrices, as noticed by Dyson. Montgomery conjectured more general analo-
gies with these random matrices, which are fully confirmed by Odlyzko’s numerical
experiments in the 80’s.
In the late 90’s, two new viewpoints supported the Hilbert-Po´lya conjecture.
Firstly, the function field analogue (e.g. : zeta functions for curves over finite fields)
was studied by Katz and Sarnak : they proved that the zeros of almost all such zeta
functions satisfy the Montgomery-Odlyzko law. Secondly, the moments of L-functions
along their critical axis were conjectured by Keating and Snaith. Their idea was to
model these moments by similar expectations for the characteristic polynomial of
random matrices. Their conjecture agrees with all the moments previously known or
guessed.
This introduction reviews the evidence mentioned above and presents some of the
results of this thesis along this historical account. The next chapters focus almost
exclusively on the problem of moments and probabilistic digressions from it.
Many more precisions about the links between random matrices and number
theory can be found in [98] (see also the survey by Emmanuel Royer [117], in French).
Moreover, other analogies between number theory and probability exist : for surprising
identities relating Brownian motion and L-functions, see Biane [12], Biane, Pitman
and Yor [13] and Williams [141].
The Riemann zeta function : definition and some conjectures
The Riemann zeta function can be defined, for σ = Re(s) > 1, as a Dirichlet series
or an Euler product :

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ζ(s) =
∞∑
n=1
1
ns
=
∏
p∈P
1
1− 1ps
,
where P is the set of all prime numbers. This function admits a meromorphic conti-
nuation to C, and is regular except at the single pole s = 1, with residue 1 (see [135]
for a proof of all the results in this paragraph). Moreover, the classical functional
equation holds :
pi−s/2Γ
(s
2
)
ζ(s) = pi−(1−s)/2Γ
(
1− s
2
)
ζ(1 − s). (0.1)
The zeta function admits trivial zeros at s = −2,−4,−6, . . . corresponding to
the poles of Γ(s/2). From equation (0.1) one can check that all non-trivial zeros are
confined to the critical strip 0 6 σ 6 1, and they are symmetrically positioned about
the real axis and the critical line σ = 1/2. It is supposed that all the non-trivial zeros
of ζ lie on the critical line.
The Riemann hypothesis. If ζ(s) = 0 and Re(s) > 0, then Re(s) = 1/2.
This conjecture is known to be true for 2/5 of the zeta zeros (see Conrey [29]).
The importance of the Riemann hypothesis in many mathematical fields justifies the
intensive studies which continue to be made about the behavior of ζ(1/2 + it) for
t > 0. In particular, there is the following famous conjecture, which is implied by the
Riemann hypothesis (see [135]).
The Lindelo¨f hypothesis. For every ε > 0, as T→∞,∣∣∣∣ζ (12 + iT
)∣∣∣∣ = O(Tε).
This conjecture can be shown to be equivalent to the following one relative to the
moments of ζ on the critical line.
The moments hypothesis. For every ε > 0 and k ∈ N, as T→∞,
Ik(T) =
1
T
∫ T
0
ds
∣∣∣∣ζ (12 + is
)∣∣∣∣2k = O(Tε).
The moments hypothesis may be easier to study than the Lindelo¨f hypothesis,
because it deals with means of ζ and no values at specific points. Actually, more
precise estimates on the moments are proved or conjectured :
(logT)k
2 k Ik(T)k,ε (log T)k2+ε.
for any ε > 0. The lower bound was shown unconditionally by Ramachandra [115] for
integers 2k and by Heath-Brown [66] for general integer k, and the upper bound was
shown by Soundararajan [132] conditionally on the Riemann hypothesis.
By modeling the zeta function with the characteristic polynomial of a random
unitary matrix, Keating and Snaith [80] even got a conjecture for the exact equivalent
of Ik(T). This is presented in Section 2 of this introduction, and urges us to define
precisely some families of random matrices in the classical compact groups.
Random matrices : classical compact groups and their Haar measures
To state the analogy between moments of ζ and the moments of the characteristic
polynomial of random unitary matrices, the definition of a natural uniform measure
. The subscripts k and k,ε mean that the involved constants only depend on the indicated
parameters.
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on U(n) is required. This Haar measure can be defined in great generality (see Halmos
[63] for a proof of the following result, originally due in full generality to Weil [137]).
Existence and uniqueness of the Haar measure. Let G be a locally compact
group. There exists a unique (up to a multiplicative constant) measure µG on G such
as :
• µG(A) > 0 for all nonempty open sets A ⊂ G ;
• µG(gA) = µG(A) for all g ∈ G and nonempty open sets A ⊂ G.
This measure µG is called the Haar measure of G.
Obviously, for finite groups this is the counting measure, and for (R,+) this is the
Lebesgue measure. Hence the Haar measure corresponds to the idea of uniformity on
a group.
The locally compact groups considered in this thesis are compact Lie groups,
therefore in the sequel the Haar measure will always be normalized : in particular
we will discuss probability Haar measure on the orthogonal group O(n) of n× n real
matrices u such as u tu = Idn, the special orthogonal group, subgroup SO(n) of O(n)
of matrices u with det(u) = 1, the unitary group U(n) of n × n matrices u such as
u tu = Idn, the special unitary group SU(n), subgroup of U(n) of matrices u with
det(u) = 1, and finally the symplectic group USp(2n) of matrices u ∈ U(2n) such
that uz tu = z with
z =
(
0 Idn
−Idn 0
)
.
For these groups, the characteristic polynomial P(X) = det(XId − u) verifies the
functional equation
(−X)nP(1/X) = det(u)P(X),
which can be compared to (0.1). Moreover, all the eigenvalues have modulus 1, which
is an analogue of the Riemann Hypothesis : the unit circle corresponds to the critical
axis.
There is no generic way to choose an element of a group endowed with the Haar
measure, but for the special cases considered here, we mention the following ones.
First, take g be a random n×nmatrix, with all gjk’s independent standard normal
variables. Then, the Gram-Schmidt orthonormalization of g is µO(n)-distributed (see
[97] for a proof). The same method to generate an element of U(n) applies with, this
time, gjk = ajk + ibjk, and all ajk’s and bjk’s standard independent normal variables
(the distribution of g is often referred to as the Ginibre ensemble).
Another way to proceed, through a decomposition of any element of G as a pro-
duct of independent reflections, is detailed in Chapters 1 and 2.
Let us now consider especially the unitary group U(n). The Haar measure induces
a measure on the eigenvalues (eiθ1 , . . . , eiθn) of a unitary matrix. More precisely, the
following formula holds (see [25] for a proof based on the theory of Lie groups and
Chapter 1 for a probabilistic proof).
The Weyl integration formula. With the previous notations, the joint distri-
bution of (θ1, . . . , θn) is given by
µU(n)(dθ1, . . . , dθn) =
1
(2pi)nn!
∏
16j<k6n
∣∣eiθj − eiθk ∣∣2 dθ1 . . . dθn.
Similar formulas exist for other compact groups (see e.g. Chapter 5 Section 1).
The interest in densities of eigenvalues as in the above Theorem began in the 50’s :
Wigner’s idea was to model the resonance lines of heavy nucleus by the spectrum
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of large random matrices, because explicit analytic calculations were impossible. His
questions about the local (scaled) distribution of the eigenvalues for the above poten-
tial were answered by Gaudin [56] and Gaudin-Mehta [57]. Their results surprisingly
also appear in the repulsion of the zeros of ζ, as discovered thanks to the following
interactions between Montgomery and Dyson.
1. Correlations for the zeros : the Montgomery-Dyson encounter
We write 1/2± itn for all non-trivial roots of ζ, with 0 < Re(t1) 6 Re(t2) . . . and
wn =
Re(tn)
2pi log
Re(tn)
2pi . Then
N (x)
x
−→
x→∞ 1,
where N (x) = |n : wn < x| : the mean spacing between consecutive tn’s tends to 0
and the mean spacing between wn’s tends to 1. This is a key step for an analytic proof
of the prime number theorem, shown independently by Hadamard and de la Valle´e
Poussin in 1896 (see e.g. [135] for the complete proof). A more precise comprehension
of the zeta zeros relies on the study of the pair correlation
1
x
∣∣(wn, wm) ∈ [0, x]2 : α 6 wn − wm 6 β∣∣ ,
and more generally the operator
R2(f, x) =
1
x
∑
16j,k6N (x),j 6=k
f(wj − wk).
In the following, f is a localization function : this is a Schwartz function on R with
fˆ having compact support. The inverse Fourier transform of a C∞ function with
compact support is a localization function.
If the spaces between consecutive wk’s were uniformly distributed, R2(f, x) would
converge to
∫∞
−∞ dyf(y) as x→∞. This is not the case, the following result showing
repulsion between successive wk’s.
Theorem (Montgomery [100]). Suppose f is a localization function with Fourier
transform supported in (−1, 1). Then, assuming the Riemann Hypothesis,
R2(f, x) −→
x→∞
∫ ∞
−∞
dyf(y)R2(y) (0.2)
with
R2(y) = 1−
(
sinpiy
piy
)2
.
This result is expected to hold with no restriction on the support of fˆ : this is
Montgomery’s conjecture, which perfectly agrees with Odlyzko’s numerical experi-
ments ([104], [105]). As shown by Goldston and Montgomery [60], this conjecture
has a number theoretic equivalent, in terms of second moment for primes in short
intervals.
What is the link with Random Matrix Theory ? In 1972, at the Princeton Ins-
titute for Advanced Studies, Montgomery and some colleagues stopped working for
afternoon tea. There, he was introduced to the quantum physicist Freeman Dyson
by Indian number theorist Daman Chowla. Montgomery, then a graduate student,
described his model for the pair correlation of zeros of ζ, and Dyson recognized the
pair correlation of eigenvalues of a unitary matrix. . . The connection was born !
. More precisely the link appeared with matrices from the GUE : its pair correlation asymptotically
coincides with the one from Haar-distributed unitary matrices.
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More precisely, let (eiθ1 , . . . , eiθn) be the eigenvalues of an element u ∈ U(n). We
write
ϕk =
n
2pi
θk
for the normalized angles (θk is considered modulo 2pi, but not ϕk). Then it can be
shown that
1
n
∫
U(n)
dµU(n)(u) |(`,m) : α < ϕ` − ϕm < β, ` 6= m| −→
n→∞
∫ β
α
dy
(
1−
(
sinpiy
piy
)2)
,
and, more generally, for a continuous function f with compact support, the asymptotic
law of the pair correlation for eigenvalues in U(n) is given by
1
n
∫
U(n)
∑
j 6=k
f(ϕj − ϕk)dµU(n)(u) −→
n→∞
∫ ∞
−∞
dyf(y)R2(y). (0.3)
The similarity between formulas (0.2) and (0.3) suggests a strong connection bet-
ween the zeros of the Riemann zeta function and the spectra of the random uni-
tary matrices. Montgomery’s result was extended in the following directions. Hejhal
[67] proved that the triple correlations of the zeta zeros coincide with those of large
Haar-distributed unitary matrices ; Rudnick and Sarnak [118] then showed that all
correlations agree ; all those results are restricted to the condition that the Fourier
transform of f is supported on some compact set. The proofs are based on the explicit
formula that allows to express the correlations in terms of sums over prime numbers
(see Proposition 2.1 in [118]). Moreover, Rudnick and Sarnak showed the asymptotic
correlations for more general L-functions, L(s, f) where f is an automorphic cusp-form
for GLm/Q.
The depth of this analogy between eigenvalues and zeta zeros correlations needs to
be slightly moderated : Bogomolny and Keating [14] showed that in the second order
the two-point correlation function depends on the positions of the low Riemann zeros,
something that clearly contrasts with random matrix theory. In the same vein, Berry
and Keating [11] gave a clear explanation of a similar phenomenon in the number
variance statistics first observed by Berry [10].
2. The problem of moments : the Keating-Snaith conjecture
2.1. The moments of ζ
The kth moment of the zeta function, Ik(T), has been extensively studied, but
its equivalent is well known in only two cases (see e.g. Titchmarsh [135] for proofs) :
Hardy and Littlewood [65] showed in 1918 that
I1(T) ∼
T→∞
logT
and Ingham [73] proved in 1926 that
I2(T) ∼
T→∞
1
2pi2
(logT)4.
For k > 3, no equivalent of Ik(T) has been proved. Keating and Snaith [80] have for-
mulated the following conjecture about the asymptotics of Ik(T), which agrees with
the 2nd and 4th moments above, and the conjectured 6th and 8th moments (see res-
pectively Conrey and Ghosh [30], Conrey and Gonek [31])
The Keating-Snaith conjecture. For every k ∈ N∗
Ik(T) ∼
T→∞
HMat(k)HP (k)(logT)k
2
with the following notations :
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• the arithmetic factor
HP(k) =
∏
p∈P
(
1− 1
p
)k2
2F1
(
k, k, 1,
1
p
)
;
• the matrix factor
HMat(k) =
k−1∏
j=0
j!
(j + k)!
. (0.4)
Note that the above term makes sense for real k (it can be expressed by means
of the Barnes function) so more generally the Keating-Snaith conjecture is originally
stated for Re(k) > −1/2.
Here are some first steps to understand the origins of this conjecture. First suppose
that σ > 1. Then the absolute convergence of the Euler product and the linear
independence of the log p’s (p ∈ P) over Q allow to show that
1
T
∫ T
0
ds |ζ (σ + is)|2k ∼
T→∞
∏
p∈P
1
T
∫ T
0
ds∣∣∣1− 1ps ∣∣∣2k −→T→∞
∏
p∈P
2F1
(
k, k, 1,
1
p2σ
)
.
(0.5)
This asymptotic independence of the factors corresponding to distinct primes gives
the intuition of a part of the arithmetic factor. Note that this equivalent of the k-th
moment is guessed to hold also for 1/2 < σ 6 1, which would imply the Lindelo¨f
hypothesis (see Titchmarsh [135]).
Moreover, the factor (1 − 1/p)k2 can be interpreted as a compensator to allow
the RHS in (0.5) to converge on σ = 1/2. Note that HP (k) appears in a recipe to
conjecture moments of L-functions, given in [32]. Moreover, the Riemann zeta function
on the critical axis (Res = 1/2, Ims > 0) is the (not absolutely) convergent limit of
the partial sums
ζn(s) =
n∑
k=1
1
ks
.
Conrey and Gamburd [29] showed that
lim
n→∞ limT→∞
1
T(logT)k2
∫ T
0
∣∣∣∣ζn (12 + it
)∣∣∣∣2k dt = HSq(k)HP (k),
where HSq(k) is a factor distinct from HMat(k) and appearing in counting magic
squares. So the arithmetic factor appears when considering the moments of the partial
sums, and inverting the above limits conjecturally changes HSq(k) to a different factor
HMat(k).
This matrix factor, which is coherent with numerical experiments, comes from
Keating and Snaith’s idea [80] (enforced by Montgomery’s theorem) that a good
approximation for the zeta function is the determinant of a unitary matrix. Thanks
to Selberg’s integral formula [3], they have calculated the generating function for
the determinant of a n× n random unitary matrix (Zn(u, ϕ) = det(Id− e−iϕu)) with
respect to the Haar measure :
Pn(s, t) = EµU(n)
(
|Zn(u, ϕ)|teis arg Zn(u,ϕ)
)
=
n∏
j=1
Γ(j)Γ(t+ j)
Γ(j + t+s2 )Γ(j +
t−s
2 )
. (0.6)
Note that a similar result was given by Bre´zin and Hikami [24] for the GUE. This
closed form implies in particular
EµU(n)
(|Zn(u, ϕ)|2k) ∼
n→∞ HMat(k)n
k2 .
. More about the Selberg integrals and its numerous applications can be found in [50]
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This led Keating and Snaith to introduce this matrix factor in the conjectured asymp-
totics of Ik(T). This matrix factor is supposed to be universal : it should for example
appear in the asymptotic moments of Dirichlet L-functions.
However, these explanations are not sufficient to understand clearly how these
arithmetic and matrix factors must be combined to get the Keating-Snaith conjecture.
A clarification of this point is the purpose of the two following paragraphs.
Remark. As observed in Chapter 1, the scission on the Mellin-Fourier transform in
formula (0.6) has the following probabilistic meaning : det(Id−e−iϕu) has the same law
as a product of n independent random variables. This will be proven by probabilistic
means in Chapter 1 and extended to other compact groups in Chapter 2. An analogue
of this scission in independent random variables for ζ remains mysterious.
2.2. Understanding the conjecture : the hybrid model
Gonek, Hughes and Keating [61] gave a partial justification for the Keating-Snaith
conjecture based on a particular factorization of the zeta function.
More precisely, let s = σ+it with σ > 0 and |t| > 2, let X > 2 be a real parameter,
and let K be any fixed positive integer. Let u(x) be a nonnegative C∞ function of
mass 1, supported on [e1−1/X, e], and set U(z) =
∫∞
0
u(x)E1(z log x)dx, where E1(z)
is the exponential integral
∫∞
z
(e−w/w) dw. Let also
PX(s) = exp
∑
n6X
Λ(n)
ns logn

where Λ is Van Mangoldt’s function (Λ(n) = log p if n is an integral power of a prime
p, 0 otherwise), and
ZX(s) = exp
(
−
∑
ρn
U((s− ρn) logX)
)
where (ρn, n > 0) are the imaginary parts of the zeros of ζ. Then the following un-
conditional result was proved in [61].
Theorem. With the previous notations,
ζ(s) = PX(s)ZX(s)
(
1 + O
(
XK+2
(|s| log X)K
)
+O
(
X−σ logX
))
,
where the constants in front of the O only depend on the function u and K.
The PX term corresponds to the arithmetic factor of the Keating-Snaith conjec-
ture, while the ZX term corresponds to the matrix factor. More precisely, this de-
composition suggests a proof for the Keating-Snaith conjecture along the following
steps.
First, for a value of the parameter X chosen such that X = O(log(T)2−ε) here
and in the sequel, the following conjecture A suggests that the moments of zeta are
well approximated by the product of the moments of PX and ZX (they are sufficiently
independent).
Conjecture A : the splitting hypothesis. With the previous notations
1
T
∫ T
0
ds
∣∣∣∣ζ (12 + is
)∣∣∣∣2k
∼
T→∞
(
1
T
∫ T
0
ds
∣∣∣∣PX(12 + is
)∣∣∣∣2k
)(
1
T
∫ T
0
ds
∣∣∣∣ZX(12 + is
)∣∣∣∣2k
)
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Assuming that conjecture A is true, we then need to approximate the moments of
PX and ZX. The moments of PX were evaluated in [61], where the following result is
proven.
Theorem. With the previous notations,
1
T
∫ T
0
ds
∣∣∣∣PX(12 + is
)∣∣∣∣2k = HP (k) (eγ logX)k2 (1 + O( 1logX
))
.
Finally, an additional conjecture about the moments of ZX, if proven, would be
the last step to prove the Keating-Snaith conjecture.
Conjecture B : the moments of ZX. With the previous notations,
1
T
∫ T
0
ds
∣∣∣∣ZX(12 + is
)∣∣∣∣2k ∼t→∞ HMat(k)
(
logT
eγ logX
)k2
.
The reasoning which leads to conjecture B is the following. First of all, the function
ZX is not as complicated as it seems, because as X tends to ∞, the function u tends
to the Dirac measure at point e, so
ZX
(
1
2
+ it
)
≈
∏
ρn
(i(t− ρn)eγ logX) .
The ordinates ρn (where ζ vanishes) are supposed to have many statistical pro-
perties identical to those of the eigenangles of a random element of U(n). In order to
make an adequate choice for n, we recall that the γn are spaced 2pi/ logT on average,
whereas the eigenangles have average spacing 2pi/n : thus n should be chosen to be
the greatest integer less than or equal to logT. Then the calculation for the moments
of this model leads to conjecture B.
2.3. Understanding the conjecture : the multiple Dirichlet series
Diaconu, Goldfeld and Hoffstein [43] proposed an explanation of the Keating-
Snaith conjecture relying only on a supposed meromorphy property of the multiple
Dirichlet series ∫ ∞
1
ζ(s1 + ε1it) . . . ζ(s2m + ε2mit)
(
2pie
t
)kit
t−wdt,
with w, sk ∈ C, εk = ±1 (1 6 k 6 2m). They make no use of any analogy with random
matrices to predict the moments of ζ, and recover the Keating-Snaith conjecture.
Important tools in their method are a group of approximate functional equations for
such multiple Dirichlet series and a Tauberian theorem to connect the asymptotics as
w → 1+ and the moments ∫ T1 .
An intriguing question is whether their method applies or not to predict the joint
moments of ζ,
1
T
∫ T
1
dt
∏`
j=1
∣∣∣∣ζ (12 + i(t+ sj)
)∣∣∣∣2kj
with kj ∈ N∗, (1 6 j 6 `), the sj ’s being distinct elements in R. If such a conjecture
could be stated, independently of any considerations about random matrices, this
would be an accurate test for the correspondence between random matrices and L-
functions. One could compare if the conjecture perfectly agrees with the analogue
result on the unitary group, which is a special case of the Fisher-Hartwig asymptotics
of Toeplitz determinants and first proven by Widom [139] :
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EµU(n)
∏`
j=1
∣∣det(Id− eiϕju)∣∣2kj

∼
n→∞
∏
16i<j6`
|eiϕi − eiϕj |−2kikj
∏`
j=1
EµU(n)
(∣∣det(Id− eiϕju)∣∣2kj)
∼
n→∞
∏
16i<j6`
|eiϕi − eiϕj |−2kikj
∏`
j=1
HMat(kj)n
k2j ,
the ϕj ’s being distinct elements modulo 2pi.
Note that the joint moments of ζ have already been conjectured by Conrey, Farmer,
Keating, Rubinstein, and Snaith [32]. Their formula is remarkable in the sense that
it gives not only the leading order but also a full expansion of the joint moments.
Their conjecture was found thanks to an analogue in random matrix theory, and is
expressed in terms of multiple integrals ; the link with the Fisher-Hartwig asymptotics
is not obvious in this form.
3. Gaussian fluctuations
3.1. Central limit theorems.
The law of a unitary matrix determinant gives another example of similarity bet-
ween Random Matrix Theory and the zeta function. First, we recall the following
result due to Selberg in the 40’s and popularized in the 80’s.
Theorem (Selberg [120]). Let ω be a uniform random variable on (0, 1). Then
log ζ
(
1
2 + iωT
)√
1
2 log logT
law−→ N1 + iN2
as T → ∞, with N1 and N2 independent standard real normal variables (here, and
in the following, log ζ is a continuous determination of the complex logarithm of ζ,
precisely defined at the beginning of Chapter 6).
This theorem admits a cousin concerning the characteristic polynomial of a ge-
neric unitary matrix un ∈ U(n), and originally proven after its number theoretic
counterpart. Precisely, we define
log Z(un, ϕ) = log det
(
Idn − e−iϕu
)
=
n∑
k=1
log
(
1− ei(θk−ϕ)
)
, (0.7)
where eiθ1 , . . . , eiθn are the eigenvalues of un, and the logarithms on the RHS are
defined as the almost surely convergent series log(1−x) = −∑j>1 xjj , |x| 6 1, x 6= 1.
Theorem (Keating-Snaith [80]). If un ∼ µU(n), then
log Z(un, ϕ)√
1
2 logn
law−→ N1 + iN2
as n→∞, with N1 and N2 independent standard real normal variables.
Note that the limit does not depend on ϕ : indeed, by definition, the Haar measure
is invariant under the action of the unitary group (especially under the action of
eiϕIdn), so the law of Z(un, ϕ) is the same as the law of Z(un, 0).
The Keating-Snaith central limit theorem admits an easy proof from the decom-
position as a product of independent random variables shown in Chapter 1. Such
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a decomposition holds for a wider class of potentials for the eigenvalues on the unit
circle, for which similar central limit theorems, with speed of convergence, easily follow
(see Chapters 1, 2, 4 and 5 for more details).
In the hope to transform the static limit in law of Selberg’s central limit theorem
into a dynamic one (i.e. : showing the convergence in law of a sequence of random
processes towards another random process), Hughes, Nikeghbali, Yor [72] defined, for
any fixed λ > 0,
Lλ(ω, n) =
log ζ
(
1
2 + iωe
nλ
)
√
1
2 logn
.
Then, if ω is uniformly distributed on [0, 1], Lλ(u, n) law−→ Nλ, from Selberg’s theorem,
where Nλ is a complex Gaussian variable with density
P(Nλ ∈ dxdy) = 1
2piλ
e−
x2+y2
2λ dxdy. (0.8)
As λ varies, there is the following multidimensional extension of Selberg’s central limit
theorem.
Theorem (Hughes, Nikeghbali, Yor [72]). Let ω be uniform on [0, 1]. Then, for 0 <
λ1 < λ2 < · · · < λk,
(Lλ1(ω, n), . . . ,Lλk(ω, n)) law−→ (Nλ1 , . . . ,Nλk)
as n → ∞, which means the convergence of the finite dimensional distributions of
{Lλ(ω, n), λ > 0} towards those of {Nλ, λ > 0}, which denotes the totally disordered
Gaussian process : its components are all independent, Nλ being distributed as indi-
cated in (0.8).
Note that the process (Nλ, λ > 0) does not admit a measurable version. Assuming
the contrary we would obtain by Fubini, for every a < b, E
(
(
∫ b
a
dλ Nλ)2
)
= 0. Thus
Nλ = 0, dλ a. s., which is absurd.
Moreover, a totally disordered Gaussian process has also been encountered by
Hugues, Keating and O’Connell in [71]. They have proven that
log Z(un, ϕ)√
1
2 logn
converges weakly towards a totally disordered process X(ϕ) + iY(ϕ) with covariance
E (X(ϕ1)X(ϕ2)) = E (Y(ϕ1)Y(ϕ2)) = δ(ϕ1 − ϕ2).
3.2. Counting the zeros.
The above central limit theorems have consequences for the counting of zeros of ζ
in the critical strip, or of eigenvalues of un on arcs of the circle. First, write N(t) for
the number of non-trivial zeros z of ζ with 0 < Imz 6 t, counted with multiplicity.
Then (see e.g. [135])
N(t) =
t
2pi
log
t
2pie
+
1
pi
Im log ζ (1/2 + it) +
7
8
+ O
(
1
t
)
.
with Im log ζ (1/2 + it) = O(log t). Hence Selberg’s central limit theorem implies that,
N(ωt)− ωt2pi log ωt2pie
1
pi
√
1
2 log log t
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converges in law to a standard Gaussian random variable as t→∞, ω being uniform
on (0, 1). This result was extended by Fujii [55] to count the number of zeros in a
shorter interval : writing
∆(t1, t2) = (N(t2)−N(t1))−
(
t2
2pi
log
t2
2pie
− t1
2pi
log
t1
2pie
)
,
which represents the fluctuations of the number of zeros z (t1 < Imz 6 t2) minus its
expectation, he showed among other results that for any constant c > 0
∆(ωt, ωt+ c)
1
pi
√
log log t
law−→ N
as t→∞. Note the very small normalization √log log t : this indicates the repulsion
of the zeros. Central limit theorems in counting the number of eigenvalues of random
matrices in domains were shown by Soshnikov [130] in great generality and byWieand,
in particular through her following important result, then extended by Diaconis and
Evans [40]. We write Nn(α, β) for the number of eigenvalues e
iθ of un ∼ µU(n) with
0 6 α < θ < β < 2pi.
Theorem (Wieand [140]). As n → ∞, the finite-dimensional distributions of the
process
Nn(α, β) − E (Nn(α, β))
1
pi
√
logn
, 0 6 α < β < 2pi,
converge to those of a Gaussian process {δ(α, β), 0 6 α < β < 2pi} with covariance
function
E (δ(α, β)δ(α′, β′)) =

1 if α = α′ and β = β′
1/2 if α = α′ and β 6= β′
1/2 if α 6= α′ and β = β′
−1/2 if β = α′
0 elsewhere
.
The above correlation structure is surprising : it states for example that the devia-
tions from the mean are uncorrelated if the arc (α, β) is strictly included in (α′, β′),
and positively correlated if this inclusion is not strict. Coram and Diaconis [33] made
numerical experiments to give evidence that the same covariance appears when coun-
ting the zeros of ζ in distinct intervals. This is proved in Chapter 6.
•
••
•
•
••
•
•
t
ωt
ωt+ 2piλlog t
}
Nλ(t) zeros
Concerning counting of zeta zeros
in much shorter intervals, limits in law
seem out of reach with today’s tech-
niques. The mean spacing between suc-
cessive zeta zeros z (0 6 Im(z) 6 t) is
asymptotically 2pi/ log t. For fixed λ >
0 and ω uniform on (0,1), it is there-
fore realistic to expect that the integer-
valued random variables
Nλ(t) = N
(
ωt+
2piλ
log t
)
−N(ωt)
converge weakly as t→∞. If the zeta ze-
ros were independent and uniform on the
critical axis, then Nλ(t) would converge
in law to a Poisson variable ; this is not the case, as shown by Fujii in [54] : this
indicates the existence of correlations between the zeros. Furthermore, he conjectu-
red that Nλ(t) converges weakly to the Gram distribution, described below (see [54]
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for an historical overview of this problem and the origins of the Gram distribution).
Consider the eigenvalues λj ’s of the operator
{f(y),−1 6 y 6 1} 7→
{∫ 1
−1
sin((y − x)piλ)
(y − x)piλ f(x)dx,−1 6 y 6 1
}
and note, for any k ∈ N,
pλ(k) =
∏
j>0
(1 − λj)
 ∑
j1<···<jk
k∏
`=1
λj`
1− λj`
 .
Then it can be shown that
∑
kpλ(k) = λ (see Bohigas and Giannoni [15]) : the above
probabilities define a positive random variable with expectation λ. Fujii’s conjecture
is
P(Nλ(t) = k) −→
t→∞ pλ(k) (0.9)
for any k > 0. This means that Nλ(t) weakly converges to the so-called Gram distri-
bution, which appears when counting the eigenvalues of the GUE or U(n) matrices in
short intervals, as shown by Mehta and des Cloizeaux [95] : this is the origin of Fujii’s
conjecture. Note that equation (0.9) exactly means that Nλ(t) converges in law to a
random variable
Nλ(∞) law=
∞∑
j=0
Xj
where the Xj ’s are independent, and Xj is a Bernoulli random variable with parameter
λj . For general results about the decomposition of the counting function as a sum of
independent random variables, see [9].
The mesoscopic fluctuations (Chapter 6) and microscopic fluctuations (Fujii’s re-
sults) of the zeta zeros are of different nature : the first ones are governed by Selberg’s
results and the second ones require precise conjectures of the same nature as Montgo-
mery’s. However, the repulsion of the zeros appears in both cases : Selberg’s central
limit theorem requires a remarkably small normalization and the Gram law has a
small variance compared to Poisson variables.
4. Over function fields : results by Katz-Sarnak
The following discussion presents some of the numerous results by Katz and Sarnak
[78] on consecutive spacings of zeros of Artin L-functions. Much more can be found
in [79], which is the main source of the following lines.
Among other types of L-functions, Katz and Sarnak considered the zeta function
of a curve over the finite field with q elements, Fq. More precisely, let F(X,Y,Z) be a
homogeneous polynomial of degree d and nonsingular (i.e. its first partial derivatives
have no common zero in Fq). Then the projective plane of equation
F = 0 (0.10)
in P2 is a curve, noted C/Fq, with genus g = (d − 1)(d − 2)/2 (see e.g. [107] for a
precise definition of the genus and a proof of this formula). For n > 1, let Nn be the
number of projective solutions of (0.10) in Fqn . Then the zeta function of C/Fq is the
formal series in T
ζ(T,C/Fq) = exp
( ∞∑
n=1
NnT
n
n
)
.
Thanks to this geometrical definition, it can be shown that
ζ(T,C/Fq) =
P(T)
(1− T)(1 − qT)
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with P ∈ Z[T] a polynomial with degree 2g. Moreover, the Riemann-Roch theorem on
the curve C/Fq plays the role of Poisson summation formula and yields the functional
equation P(T) = qgT2g P(1/qT). There is a Riemann hypothesis for ζ(T,C/Fq), which
asserts that all the (complex) zeros lie on the circle |T| = 1/√q. This was proven by
Weil [138] and extended to a larger class of L-functions by Deligne [38].
To study the distribution of the zeta zeros, we write them as
eiθj√
q
, 0 6 θ1 6 · · · 6 θ2g < 2pi.
Katz and Sarnak consider the k-th consecutive spacing, the measure µ
(C/Fq)
k on [0,∞)
defined by
µ
(C/Fq)
k [a, b] =
#
{
1 6 j 6 2d : dpi (θj+k − θj) ∈ [a, b]
}
2d
for any 0 6 a < b 6 2pi, where the indexes are considered modulo 2g and the
differences θj+k − θj modulo 2pi. The factor d/pi normalizes µk to have mean k. Take
a matrix g from the unitary, special orthogonal or symplectic group G(n), with n
eigenvalues eiθk ’s ordered as previously. The analogous measure is
µ
(g)
k [a, b] =
#
{
1 6 j 6 2d : n2pi (θj+k − θj) ∈ [a, b]
}
n
,
giving a weight 1/n to each of the normalized spacings. The Kolmogorov-Smirnov
distance between two measures is defined by
D(ν1, ν2) = sup{|ν1(I)− ν2(I)| : I ⊂ R an interval}.
Katz and Sarnak show that for any k > 1 there exists a measure µ
(GUE)
k such that∫
D
(
µ
(g)
k , µ
(GUE)
k
)
dµG(n)(g) −→
n→∞ 0,
the group G(n) being any of the three ones previously mentioned, µG(n) its Haar
probability measure. Hence the consecutive spacings, for the classical compact groups,
are asymptotically universal. Note that the measures µ
(GUE)
k are not those of Poisson
random variables, corresponding to independent and uniform eigenvalues.
In the following asymptotics of the measures µ
(C/Fq)
k , the average is taken with
respect to the counting measure on Mg(Fq), the finite set of Fq-isomorphism classes
of curves over Fq with genus g. More precisely, a morphism ϕ : C→ C′ between two
curves over Fq has the property that, at each point P ∈ C, ϕ is represented in an open
neighborhood of P by homogenous polynomials of the same degree ; an isomorphism
is a bijective morphism whose inverse is a morphism.
Theorem (Katz, Sarnak [78]). For any k > 1,
lim
g→∞ limq→∞
1
#Mg(Fq)
∑
C∈Mg(Fq)
D(µ
(C/Fq)
k , µ
(GUE)
k ) = 0.
As all consecutive spacings universally converge to those of the GUE, this theorem
states that the zeta functions of curves over finite fields follow, on average over g and
q, the Montgomery-Odlyzko law. In the case of fixed q, we do not know if random
matrix statistics appear in the limit g →∞.
The proof of this theorem requires deep algebraic arguments, a little idea of them
being given in the following lines. First, an important ingredient is the spectral inter-
pretation of the zeros of ζ(T,C/Fq) in terms of the Frobenius : Nn is the number of
fixed points when raising the coordinates of C in Fq to the power q, iterated n times.
 introduction on random matrices and number theory : historical analogies
Based on this point of view, Katz and Sarnak show that the geometric monodromy
group of this family of curves is the symplectic one (see Theorem 10.1.18.3 in [78]
for a precise statement). This allows to use Deligne’s equidistribution theorem [38] :
it implies that for fixed genus g, the consecutive spacings of the zeros converge on
average, as q → ∞, to those of a Haar-distributed element of USp(2g). As the ge-
nus g goes to infinity, the asymptotics of the consecutive spacings are universally the
µ
(GUE)
k ’s, included for the symplectic group, leading to the result.
Katz and Sarnak also give families of curves with other possible monodromy
groups, such as SO(2n). The statistics of the eigenangles closest to 1 are not univer-
sal, they depend on the corresponding group. This corresponds to distinct statistical
properties of the low-lying zeros of zeta functions of curves. Moreover, they show that
for families of Kloosterman sums, the zeros of the corresponding L-functions have the
statistical properties of conjugation classes in USp(2n), SO(2n) or SU(n), depending
on the considered family (see Theorem 11.10.5 in [78]).
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Euler’s formula for ζ(2n) and products of Cauchy variables, with T. Fujita,
M. Yor, Electronic Communications in Probability 12, 73-80 (2007).
This last work is too disjoint from the main topic of this thesis (analogies between
random matrices and number theory) to be presented in this document. The following
articles also constitute parts of this thesis and were submitted for publication.
The chapters do not follow the chronological order of the original findings, and
do not exactly correspond to the distinct publications. Some results, characteristic of
this thesis, are summarized below, in three sets of themes, in which we also mention
some questions related to this thesis.
First the Haar measure on a compact group can be obtained as a product of
independent transformations, which implies a scission in law for the characteristic
polynomial and many limit theorems for these random matrix analogues of zeta func-
tions.
This led us then to consider problems about random spectral measures on the unit
circle : they are characterized by a set of independent coordinates, and a large devia-
tions principle for spectral measures follows, when the dimension grows. On account
of the behavior of such measures at the edge, we show that the kernel associated to
asymmetric singularities is universally, asymptotically, the so-called hypergeometric
kernel.
Finally we give a joint central limit theorem for log ζ, which implies in particular
that a Gaussian process appears at the limit when counting the zeta zeros in distinct
intervals.
1. Haar measure and independence
To prove their central limit theorem on log Zn = log det(Id − un), un ∼ µU(n)
Keating and Snaith rely on the explicit Mellin-Fourier transform

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EµU(n)
(|Zn|teis arg Zn) = n∏
j=1
Γ(j)Γ(t+ j)
Γ(j + t+s2 )Γ(j +
t−s
2 )
.
This shows that Zn is equal in law to a product of n independent random variables,
but hides the geometric interpretation of these random variables. Actually, thanks to
a recursive construction of the Haar measure, we directly get the following scission in
law, with no need of either the Weyl integration formula or the Selberg integrals.
Theorem. Let un ∼ µU(n). Then det(Id − un) law=
∏n
k=1(1 − γk) with independent
random variables γk’s, and γk
law
= eıωk
√
B1,k : ωk is uniform on (−pi, pi) and B1,k is
a beta variable with the indicated parameters.
These coefficients γk’s have a clear geometric meaning : they are entries of inde-
pendent reflections whose composition generates the Haar measure µU(n). The above
result implies easily a central limit theorem with rate of convergence and a law of the
iterated logarithm for log Zn, both of them being difficult to obtain without the above
interpretation in terms of independent random variables. The recursive construction
of the Haar measure has other consequences, such as a probabilistic proof of the Weyl
integration formula (Chapter 1, section 3), and a scission in law of det(Id − u) for u
Haar-distributed in other compact groups, for example SO(2n) or USp(2n) (Corolla-
ries 2.8 and 2.11). Such a scission in law also holds for the group of permutations :
this led us to prove an analogue of the Ewens sampling formula for general compact
groups (Theorem 2.15).
A natural question is whether the above scission in law holds in a more gene-
ral setting, when the eigenvalues of un have a density given by the Jacobi circular
ensemble :
cn,β,δ
∏
16k<l6n
|eiθk − eiθl |β
n∏
j=1
(1 − e−iθj)δ(1− eiθj)δ.
Relying on the theory of orthogonal polynomials on the unit circle (OPUC), Killip and
Nenciu [84] have given a very simple matrix model for the above density of eigenvalues
in the case δ = 0. The theory of OPUC and our products of independent reflections
jointly yield a matrix model for the above density for general δ (Theorem 4.16). This
implies in particular
Theorem. Let un have its eigenvalues with the above density. Then det(Id− un) law=∏n−1
k=0 (1− γk) with independent random variables γk’s.
The explicit distribution of the γk’s is given in Chapter 4. Moreover, these in-
dependent random variables are well understood : called deformed Verblunsky coeffi-
cients, they are natural coordinates coding the spectral measure associated to (un, e1).
The definition of the γk’s associated to the spectral measure actually coincides with
the definition of the γk’s in terms of matrix entries of reflections (Theorem 4.12).
Concerning zeta functions, what could be the analogue of the above decomposi-
tions in law? For the Riemann zeta function, the Keating-Snaith conjecture involves
a matrix factor
HMat(k) = lim
n→∞
1
nk2
EµU(n)(|det(Id− un)|2k).
The above results suggest that ζ(s)/
∏
P(1 − 1/ps), for s ∈ [1/2, 1/2 + it] might be
decomposed as a product of log t asymptotically independent factors, provided that
the Euler product converges. We have no intuition of what the γk’s might be.
For function-field zeta functions, the scission in law is a little better understood.
We keep the example of the Introduction, Section 4, about a family of curves over a
finite field Fq with q elements. Let θ(C/Fq) = {eiθ1, . . . , eiθ2g} where the eiθk/√q’s are
the zeros of the zeta function ζ(T,C/Fq), and g is the fixed genus of the curve. We
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note µq,g the counting probability measure onMg(Fq). Katz and Sarnak have shown
([78], [79]) that the Deligne equidistribution theorem yields
lim
q→∞
∫
f(θ(C/Fq))dµq,g(C) =
∫
f(u)dµUSp(2g)(u),
for any continuous class function f . Consider the special case f(u) = det(Id− u), the
above result can be read, for C ∼ µq,g and u ∼ µUSp(2g),
(1−√q) ζ
(
1√
q
,C/Fq
)
law−→ det(Id− u)
as q →∞. For the symplectic group, we know that
det(Id− u) law=
2g∏
j=1
(1− γj),
with independent γj ’s (see Theorem 5.3). Hence the two above results imply for
example a central limit theorem, large deviations, or iterated logarithm laws for
log ζ
(
1/
√
q,C/Fq
)
, and the asymptotics of its moments for C ∼ µq,g, as q, g →∞.
An interesting problem is about the geometric meaning of the Verblunsky coeffi-
cients γk’s in this function field context. In other words :
Given a curve C/Fq, what are the associated Verblunsky coefficients, and why are
they asymptotically independent as q →∞ ?
Note that the Verblunsky coefficients depend on the spectral measure, that is to
say not only the conjugacy class (the eiθk ’s) but also the weight on each zero of ζ(T,C/
Fq). Therefore, the asymptotic independence of the Verblunsky coefficients associated
to a curve C would require an equidistribution theorem about the whole monodromy
group, not only its conjugacy classes.
2. Limiting spectral measures
The asymptotic properties (n→∞) of the Jacobi circular ensemble
cn,β,δ
∏
16k<l6n
|eiθk − eiθl |β
n∏
j=1
(1− e−iθj)δ(1− eiθj )δ
are of interest in statistical physics for example. In this thesis, we are interested in
two distinct regimes.
First in Chapter 3, for the special case β = 2, the distribution of these n par-
ticles on the unit circle is a determinantal point process, characterized by a ker-
nel, whose asymptotics are given (Theorem 3.1). This limiting hypergeometric kernel
K˜
(δ)
∞ (α, β) is actually universal, in the sense that it appears for all potentials ha-
ving an asymmetric singularity. In the theorem below, λ(δ)(θ) stands for the density
(2 − 2 cos θ)Re(δ)e−Im(δ)(pi sgn θ−θ) on (−pi, pi), and K˜(µ)n is the kernel associated to
n particles placed on the unit circle with the potential µ (see Chapter 3 for more
precisions).
Theorem. Let µ be a measure on ∂D, such that the set of points with µ′ = 0 has
Lebesgue measure 0. Suppose that µ is absolutely continuous in a neighborhood of 1
and µ′(θ) = h(θ)λ(δ)(θ) in this neighborhood, with h continuous at 0 and h(0) > 0.
Then for all α, β in R,
1
n
K˜(µ)n (e
iα
n , ei
β
n ) −→
n→∞ K˜
(δ)
∞ (α, β).
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Furthermore, the empirical spectral measure (µ
(n)
esd = 1/n
∑n
k=1 δeiθk ) associated
to the circular Jacobi ensemble has an equilibrium measure as n→ ∞ in the regime
δ = δ(n) = (β/2)nd for a constant d (Re(d) > 0). This explicit limiting measure is
supported by an arc of the circle (see Theorem 4.19), and a large deviations principle
is given concerning the convergence to this equilibrium measure.
More precisely we work with the setM1(∂D) of probability measures on the torus
and write
Σ(µ) =
∫ ∫
log |eiθ − eiθ′|dµ(θ)dµ(θ′) ,B(d) =
∫ 1
0
x log
x(x +Red)
|x+ d|2 dx
Q(θ) = −(Red) log (2 sin θ
2
)− (Im d)θ − pi
2
, (θ ∈ (0, 2pi)) .
Theorem. In the regime δ(n) = (β/2)nd, the sequence of empirical measures
µ
(n)
esd =
δθ1 + · · ·+ δθn
n
satisfies the large deviations principle at scale (β/2)n2 with good rate function defined
for µ ∈M1(∂D) by
I(µ) = −Σ(µ) + 2
∫
Q(θ)dµ(θ) + B(d) .
3. Gaussian fluctuations of ζ
The result below could be enounced for any L-function in the Selberg class [120],
for simplicity we give it only for ζ. It is a special case of Theorem 6.1 in Chapter 6,
which actually holds for shrinking shifts.
Theorem. Let ω be uniform on (0, 1) and constants 0 6 f (1) < · · · < f (`). Then the
vector
1√
log log t
(
log ζ
(
1
2
+ if (1) + iωt
)
, . . . , log ζ
(
1
2
+ if (`) + iωt
))
converges in law to a standard complex Gaussian vector (Y1, . . . ,Y`) of independent
random variables (see Corollary 6.2).
If the shifts f (k) decrease with t, correlations may appear in the limiting Gaussian
vector : this allows us to obtain convergence of log ζ values to Gaussian processes.
Moreover, a consequence of this joint central limit theorem is an analogue for
ζ of a result by Wieand [140] : she showed that correlations appear when counting
the eigenvalues of unitary matrices which fall in distinct intervals. More precisely, let
N(t) be the number of non-trivial zeros z of ζ with 0 < Imz 6 t, counted with their
multiplicity, and for any 0 < t1 < t2
∆(t1, t2) = (N(t2)−N(t1))−
(
t2
2pi
log
t2
2pie
− t1
2pi
log
t1
2pie
)
,
which represents the fluctuations of the number of zeros z (t1 < Imz 6 t2) minus its
expectation.
Corollary. The finite dimensional distributions of the process
∆(ωt+ α, ωt+ β)
1
pi
√
log log t
, 0 6 α < β <∞
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converge to those of a centered Gaussian process (∆˜(α, β), 0 6 α < β < ∞) with the
covariance structure
E
(
∆˜(α, β)∆˜(α′, β′)
)
=

1 if α = α′ and β = β′
1/2 if α = α′ and β 6= β′
1/2 if α 6= α′ and β = β′
−1/2 if β = α′
0 elsewhere
.
This correlation structure is surprising : for example ∆˜(α, β) and ∆˜(α′, β′) are in-
dependent if the segment [α, β] is strictly included in [α′, β′], and positively correlated
if this inclusion is not strict.
Finally, as noted by Laurincikas [88], the asymptotics of the moments of the
Riemann zeta functions, 1T
∫ T
0
ds |ζ (1/2 + is)|2k , are known only for k = 1, 2 or
u/
√
log log T, for fixed u > 0. Theorem 6.1 also implies joint moments of the form
(0 6 δ 6 1)
1
T
∫ T
0
ds
∣∣∣∣ζ (12 + is
)
ζ
(
1
2
+ is+
i
(log t)δ
)∣∣∣∣ u√log log T −→T→∞ eu22 (1+δ).
For future research on such topics, we distinguish two directions. First the convergence
in law, as n→∞ of integrals∫ 1
0
log ζ
(
1
2
+ iωt+ δ
)
dδ,
∫ 1
0
log ζ
(
1
2
+ iωt+
i
(log t)δ
)
dδ,
for which the convergence to normal variables certainly requires distinct normaliza-
tions.
Moreover, to predict the extreme log ζ values up to height t, it is not clear whe-
ther ζ should be modeled by a product of independent random variables (like our
decomposition for log det(Id − u)) and use an iterated logarithm law : if there were
a fast convergence in the multidimensional central limit theorem previously stated,
the prediction would rather be that these extreme values are of order
√
log t log2 t, as
predicted also in [47]. This point needs to be clarified.
Chapter 1
Haar measure and independence : the
unitary group
The first two sections of this chapter are a synthesis of The cha-
racteristic polynomial of a random unitary matrix : a probabilistic
approach [19], a joint work with C.P. Hughes, A. Nikeghbali, M.
Yor, Duke Mathematical Journal, Vol 145, 1 (2008), 45-69. The
last section is extracted from Conditional Haar measures on clas-
sical compact groups [17], Annals of Probability vol 37, Number
4, 1566-1586, (2009).
Let u denote a generic n× n random matrix drawn from the unitary group U(n)
with the Haar measure µU(n). The characteristic polynomial of u is
Z(u, ϕ) = det(Id− e−iϕu) =
n∏
j=1
(
1− ei(θn−ϕ)
)
where eiθ1 , . . . , eiθn are the eigenvalues of u. Note that by the rotational invariance of
Haar measure, if ϕ is real then Z(u, ϕ)
law
= Z(u, 0). Therefore here and in the following
we may simply write Zn for Z(u, ϕ). In [80] and in this thesis, arg Zn is defined as the
imaginary part of
log Zn =
n∑
k=1
log(1− eiθk)
with Im log(1 − eiθ) = (θ − pi)/2 if θ ∈ [0, pi), (θ + pi)/2 if θ ∈ (−pi, 0). An equi-
valent definition for log Zn is the value at x = 1 of the unique continuous function
log det(Id− xu) (on [0, 1]) which is 0 at x = 0.
In [80], Keating and Snaith give evidence to model the Riemann zeta function on
the critical line by the characteristic polynomial of a random unitary matrix consi-
dered on the unit circle. In their development of the model they showed that the
logarithm of the characteristic polynomial weakly converges to a normal distribu-
tion :
log Zn√
1
2 logn
law−→ N1 + iN2, (1.1)
where N1 and N2 are two independent standard Gaussian random variables. This is
the analogue to Selberg’s result on the normal distribution of values of the logarithm
of the Riemann zeta function [120].
To prove this central limit theorem, Keating and Snaith evaluated the Mellin-
Fourier transform of Zn. Integrating against the Haar measure on U(n), they obtained,
for all t and s with Re(t± s) > −1,
E
(|Zn|teis arg Zn) = n∏
k=1
Γ (k) Γ (k + t)
Γ
(
k + t+s2
)
Γ
(
k + t−s2
) . (1.2)

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By calculating the asymptotics of the cumulants of (1.2), they were able to show that
for any fixed s, t,
E
(
|Zn|t/
√
(logn)/2eis arg Zn/
√
(logn)/2
)
−→
n→∞ e
t2−s2
2
as n→∞, and from this deduce the central limit theorem (1.1). Therefore their proof
relies on two ingredients :
1. the Weyl integration formula to write the LHS of (1.2) as a n-dimensional inte-
gral ;
2. Selberg’s integral formula [121] to perform the calculation.
One purpose of this chapter is to prove (1.2) from different tools, including a
recursive way to generate the Haar measure on the unitary group. As a consequence
(1.2) may be simply interpreted as an identity in law involving a certain product of
independent random variables. In particular,Re log Zn and Im log Zn can be written in
law as sums of independent random variables. Sums of independent random variables
are well known and well studied objects in probability theory, and we can thus have
a better understanding of the distribution of the characteristic polynomial with such
a representation.
The classical limit theorems are then applied to such sums to obtain asymptotic
properties of Zn when n → ∞. In particular, the Keating-Snaith limit theorem for
log Zn is a consequence of the classical central limit theorem. The rate of convergence
in (1.1) and an iterated logarithm law also follow from the decomposition of the
characteristic polynomial as a product of independent random variables.
Finally, the recursive way we obtain here to generate the Haar measure yields a
new proof of the Weyl integration formula, giving the density of the eigenvalues for
the Haar measure. This proof does not require the theory of Lie groups, but only
elementary probability theory.
1. Decomposition of the Haar measure
For r a n×n complex matrix, the subscript rij stands for 〈ei, r(ej)〉, where 〈x, y〉 =∑n
k=1 xkyk.
1.1. Reflections.
Many distinct definitions of reflections on the unitary group exist, the most well-
known may be the Householder reflections. The transformations we need in this work
are the following.
Definition 1.1. An element r in U(n) will be referred to as a reflection if r− Id has
rank 0 or 1.
The reflections can also be described in the following way. LetM(n) be the set of
n× n complex matrices m that can be written
m =
(
m1, e2 − k m12
1−m11 , . . . , en − k
m1n
1−m11
)
,
with the vector m1 =
t
(m11, . . . ,m1,n) 6= e1 on the n-dimensional unit complex
sphere and k = m1 − e1. Then the reflections are exactly the elements
r =
(
Idk−1 0
0 m
)
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with m ∈ M(n− k + 1) for some 1 6 k 6 n. For fixed k, the set of these elements is
noted R(k). If the first column of m, m1, is uniformly distributed on the unit complex
sphere of dimension n− k + 1, it induces a measure on R(k), noted ν(k).
The non-trivial eigenvalue eiθ of a reflection r ∈ R(k) is
eiθ = −1− rkk
1− rkk . (1.3)
A short proof of it comes from eiθ = Tr(r) − (n − 1). We see from (1.3) that for
r ∼ ν(k) this eigenvalue is not uniformly distributed on the unit circle, and converges
in law to −1 as n→∞.
1.2. Haar measure as the law of a product of independent reflections.
The following two results are the starting point of this work : Theorems 1.2 and
1.3 below will allow us to properly define the Haar measure on U(n) conditioned to
have eigenvalues equal to 1.
In the following we make use of this notation : if u1 ∼ µ(1) and u2 ∼ µ(2) are
independent elements in U(n), then µ1 × µ2 stands for the law of u1u2.
The following theorem gives a way to generate the Haar measure recursively. Re-
lations between Haar measures on a group and a subgroup can be found in Diaconis
and Shahshahani [41], and Mezzadri [97] gives a decomposition based on Householder
reflections and proved through the Ginibre ensemble.
Theorem 1.2. Let µU(n) be the Haar measure on U(n). Then
µU(n) = ν
(1) × · · · × ν(n).
Proof. Take independently r ∼ ν(1) and u ∼ µU(n−1). Let v =
(
1 0
0 u
)
. If we can
prove that
rv ∼ µU(n), (1.4)
then the result will follow by an immediate induction. The Haar probability measure
is unique, so (1.4) is equivalent to
grv
law
= rv
for all fixed g ∈ U(n). Since r(e1) is uniform on the unit complex sphere, so is
gr(e1). Therefore in an orthonormal basis with first element e1, the matrix gr can
be written (p(e1), p˜) with p(e1)
law
= r(e1). Consequently, by conditioning on the value
p(e1) = r(e1) = w, it is sufficient to show that
(w, p′)v law= (w, r′)v,
for some distributions on p′ and r′, still assumed to be independent of v. Take uw ∈
U(n) so that uw(w) = e1. By multiplication of the above equality by uw, we only need
to show that
p′′v law= r′′v
for some elements p′′ and r′′ once again independent of v, satisfying p′′(e1) = r′′(e1) =
e1. By conditioning on p
′′ (resp r′′), p′′v law= v (resp r′′v law= v) by definition of the
Haar measure µU(n−1). This gives the desired result.
1.3. First scission of the characteristic polynomial.
Theorem 1.3. Take r(k) ∈ R(k) (1 6 k 6 n). Then
det
(
Id− r(1) . . . r(n)
)
=
n∏
k=1
(
1− r(k)kk
)
.
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Proof. Take r ∈ R(1), u ∈ U(n− 1) and v =
(
1 0
0 u
)
. If we can show that
det (Idn − rv) = (1− r11)det(Idn−1 − u),
then the result will follow by an immediate induction. First note that
det (Idn − rv) = det
(
tv − r) detu.
As r is a reflection, it can be written r = (e1 + k, e2 + λ2k, . . . , en + λnk) for some
complex numbers λ2, . . . , λn and k = r1 − e1. Write tv = (e1, v2, . . . , vn). Then the
multilinearity of the determinant gives
det( tv − r) = det (−k, v2 − e2 − kλ2, . . . , vn − en − kλn)
= det (−k, v2 − e2, . . . , vn − en)
det( tv − r) = (1− r11)det
(
tu− Idn−1
)
,
completing the proof.
This decomposition gives another proof for equation (1.2). In reality, the following
Corollary 1.4 gives much more, as we get a representation of Zn as a product of n
simple independent random variables.
Corollary 1.4. Let u ∈ U(n) be distributed with the Haar measure µU(n). Then
det(Id− u) law=
n∏
k=1
(
1− eiωk√B1,k−1) ,
with ω1, . . . , ωn,B1,0, . . . ,B1,n−1 independent random variables, the ωk’s uniformly
distributed on (0, 2pi) and the B1,j’s (0 6 j 6 n − 1) being beta distributed with
parameters 1 and j (by convention, B1,0 ∼ δ1, the Dirac distribution on 1).
Proof. Theorems 1.2 and 1.3 together yield
det(Id− u) law=
n∏
k=1
(
1− r(k)kk
)
,
where r(1), . . . , r(n) are independent reflections with distributions ν(1), . . . , ν(n) res-
pectively. The proof will therefore be complete if r
(k)
kk
law
= eiωn−k
√
B1,n−k. This is
straightforward because, since r(k)(ek) (restricted to the last n − k + 1 coordinates)
is a random vector chosen uniformly on S n−k+1
C
,
r
(k)
kk
law
=
x1 + iy1√
(x21 + y
2
1) + · · ·+ (x2n−k+1 + y2n−k+1)
law
= eiωn−k+1
√
B1,n−k,
with the xi’s and yi’s all independent standard normal variables, ωn−k+1 and B1,n−k
as desired.
To end the proof of (1.2), thanks to the independence property, we now only need
to show the following result : if X = 1− eiω√B, where ω has uniform distribution on
(−pi, pi) and, independently B has a beta law with parameters 1 and n− 1, then, for
all t and s with Re(t± s) > −1
E
(|X|teis argX) = Γ (n) Γ (n+ t)
Γ
(
n+ t+s2
)
Γ
(
n+ t−s2
) .
This is the consequence of an elementary calculation, given in the Appendix as Lemma
7.2. Consequently, the Mellin-Fourier transform of Zn has been found by a probabi-
listic method.
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Corollary 1.5. For all t and s with Re(t± s) > −1,
E
(|Zn|teis arg Zn) = n∏
k=1
Γ (k) Γ (k + t)
Γ
(
k + t+s2
)
Γ
(
k + t−s2
) .
Corollary 1.4 can be extended to the law of the characteristic polynomial of a
random unitary matrix off the unit circle where we replace eiϕ by a fixed x. Once
more, due to the rotational invariance of the unitary group, we may take x to be real.
Corollary 1.6. Take x ∈ R, un−1 distributed with the Haar measure µU(n−1) and,
independently, r ∼ ν(n). Let r˜ denote the vector with coordinates r12, . . . , r1n.
Then, if un is distributed with the Haar measure µU(n),
det(Idn − xun) law= (1 − x r11) det(Idn−1 − xun−1)
+
x(1− x)
1− r11
t
r˜( tun−1 − x Idn−1)−1r˜ det(Idn−1 − xun−1). (1.5)
Proof. The method is the same as the one used to prove Corollary 1.4. If k = r(e1)−e1
we can write more precisely
v =
(
r11, e2 +
−r12
1− r11 k, . . . , en +
−r1n
1− r11 k
)
.
Thus, using multi-linearity of the determinant and using one step of the recursion in
the proof of Theorem 1.2, we get after some straightforward calculation
det(Id− x un) law= det
(
Id− x r
(
1 0
0 un−1
))
= b det
(
a
t
r˜
r˜ tun−1 − xId
)
det
(
1 0
0 un−1
)
with b = −x(1−x)1−r11 and a =
(1−xr11)(1−r11)
−x(1−x) . As we want to express these terms with
respect to det(Id− xun−1), writing v = tun−1 − x Id leads to
det(Id− xun) law= b det
(
a
t
r˜
r˜ v
)
det
(
1 0
−v−1r˜ un−1
)
= b det
(
a− tr˜v−1r˜ · · ·
0 v un−1
)
= b (a− tr˜v−1r˜) det(Id− xun−1).
This is the desired result.
Remark. Remember that log Zn is defined by continuity of log det(Id − xu) along
(0, 1). If, for |ε| < 1, log(1− ε) is defined through the Taylor expansion −∑j>1 εj/j,
is the equation
log Zn
law
=
n∑
k=1
log(1− eiωk√B1,k−1) (1.6)
still true ? The result is an obvious consequence of Corollary 1.4 for the real parts of
both terms, but it is not so obvious for the imaginary parts which could have a 2kpi
difference. The main tool to prove (1.6) is Corollary 1.6. Indeed, its proof shows that
its result remains true for the whole trajectory x ∈ (0, 1) :
(det(Id− xun), 0 6 x 6 1) law= ((1 − f(x, un−1, r(e1)))det(Id− xun−1), 0 6 x 6 1),
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with the suitable f from (1.5). Let the logarithm be defined as in the Introduction
(i.e. by continuity from x = 0). The previous equation then implies, as f is continuous
in x,
log det(Id− xun) law= log(1− f(x, un−1, r(e1))) + log det(Id− xun−1).
One can easily check that |f(x, un−1, r(e1))| < 1 for all x ∈ (0, 1) a.s., so
log(1 − f(x, un−1, r(e1))) = −
∑
j>0
f(x, un−1, r(e1))j
j
for all x ∈ (0, 1) almost surely. In particular, for x = 1, we get
log det(Id− un) law=
∑
j>1
rj11
j
+ log det(Id− un−1),
which gives the desired result (1.6) by an immediate induction.
1.4. Second scission of the characteristic polynomial
Corollary 1.7. Let (Bk,k−1)16k6n be independent beta variables of parameters k
and k − 1 respectively (with the convention that B1,0 ≡ 1). Define W1, . . . ,Wn as
independent random variables which are independent of the (Bk,k−1)16k6n, with Wk
having the density
σk (dv) = ck cos
2(k−1) (v)1(−pi2 ,pi2 )dv,
ck being the normalization constant. Then
(arg Zn, |Zn|) law=
(
n∑
k=1
Wk,
n∏
k=1
2Bk,k−1 cosWk
)
.
Remark. The normalization constant is ck =
22(k−1) ((k − 1)!)2
pi (2k − 2)! , but we will not need
it in the following.
Proof. From the remark after Corollary 1.6, we know that
log Zn
law
=
n∑
k=1
log(1 − eiωk√B1,k−1).
Moreover, by identifying the Mellin-Fourier transforms, the case δ = 0 in Lemma 7.4
in the Appendix shows that
1− eiωk√B1,k−1 law= 2Bk,k−1 cosWkeiWk ,
which concludes the proof.
2. On the central limit theorem by Keating and Snaith
2.1. The central limit theorem.
In this section, we give an alternative proof of the following central limit theorem
by Keating and Snaith [80]. This relies on the first decomposition in Corollary 1.4.
The original proof by Keating and Snaith relies on an expansion of formula (1.2) with
cumulants.
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Theorem 1.8. Let un be distributed with the Haar measure on the unitary group
U(n). Then,
log det(Id− un)√
1
2 logn
law−→ N1 + iN2,
as n→∞, with N1 and N2 independent standard normal variables.
Proof. The idea is basically that B1,k−1 tends in law to the Dirac distribution at 0 as
k tends to ∞. So log(1− eiωk√B1,k−1) is well approximated by eiωk√B1,k−1, whose
distribution is invariant by rotation. Hence the central limit theorem will be easily
proven from classical results in dimension 1.
More precisely, log det(Id− un) can be decomposed, thanks to (1.6), as
log det(Id− un) law= −
n∑
k=1
eiωk
√
B1,k−1︸ ︷︷ ︸
X1(n)
−
n∑
k=1
e2iωk
2
B1,k−1︸ ︷︷ ︸
X2(n)
−
∑
j>3
n∑
k=1
1
j
(
eiωk
√
B1,k−1
)j
︸ ︷︷ ︸
X3(n)
where all the terms are absolutely convergent. We study these three terms separately.
Clearly, the distribution of X1(n) is invariant by rotation, so to prove that
X1(n)√
1
2 logn
law−→ N1 + iN2, we only need to prove the following result for the real part :
∑n
k=1 cosωk
√
B1,k−1√
1
2 log n
law−→ N ,
where N is a standard normal variable. As E(cos2(ωk)B1,k−1) = 12k , this is a direct
consequence of the central limit theorem (our random variables satisfy the Lyapunov
condition).
To deal with X2(n), as
∑
k>1 1/k
2 < ∞, there exists a constant c > 0 such as
E(|X2(n)|2) < c for all n ∈ N. Thus (X2(n), n > 1) is a L2-bounded martingale, so it
converges almost surely. Hence
X2(N)/
√
1
2 logN→ 0 a.s.
Finally, for X3(n), let Y =
∑∞
j=3
∑∞
k=1
1
j (B1,k−1)
j/2. One can easily check that
E(Y) <∞, so Y <∞ a.s., hence as n→∞
|X3(n)|/
√
1
2 logn < Y/
√
1
2 logn→ 0 a.s.
Gathering all these convergences, we get the desired result.
Remark. Still another proof can be found in [19], relying on the second decomposition
in Corollary 1.7 and on a multidimensional central limit theorem by Petrov [108].
2.2. The rate of convergence.
With the representation in Corollary 1.7 it is possible to obtain estimates on the
rate of convergence in the central limit theorem, using the following Berry-Esseen
inequalities (see [108] for example).
We use the traditional notations :
• (Xk, k > 1) are independent real random variables such that E (Xk) = 0 ;
• σn =
∑n
k=1 E
(
X2k
)
;
• Ln =
∑n
k=1 E
(|Xk|3) /σ3/2n
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• the distribution functions of the partial sums are defined as
Fn (x) = P
 1√
σn
n∑
j=1
Xj 6 x
 ;
• the distribution function of the standard Gaussian variable is
Φ(x) =
1√
2pi
∫ x
−∞
e−t
2/2dt.
Theorem 1.9 (Petrov [108]). With the above notations, if moreover E
(|Xk|3) < ∞
for all k > 1, there exists a constant c not depending on n such that for any x ∈ R
|Fn(x)− Φ(x)| 6 cLn
(1 + |x|)3 .
Now, easy calculations allow us to apply the above theorem to the variables
(Wk, k > 0) and (2Bk,k−1 cosWk, k > 0). Hence the rate of convergence in the Keating
Snaith central limit theorem is of order O(1/(logn)3/2).
Proposition 1.10. There exists a universal constant c > 0 such that for any n > 1
and x ∈ R ∣∣∣∣∣P
(
log |Zn|/
√
1
2
logn 6 x
)
− Φ (x)
∣∣∣∣∣ 6 c(logn)3/2 (1 + |x|)3 ,∣∣∣∣∣P
(
arg Zn/
√
1
2
logn 6 x
)
− Φ (x)
∣∣∣∣∣ 6 c(logn)3/2 (1 + |x|)3 .
Remark. If u ∼ µU(n), then for any k ∈ N∗,
(
Tr u, Tr(u
2)√
2
, . . . , Tr(u
k)√
k
)
converges in law
(as n→∞) to a Gaussian vector with independent standard normal complex entries
(see [42]). Moreover, this speed of convergence is extremely fast (extra-exponential),
as shown by Johansson [75]. This contrasts with the much slower rate of convergence
found in the above proposition for the infinite sum
log Zn = −
∑
`>1
Tr(u`)
`
.
2.3. An iterated logarithm law
We first state a general version of the iterated logarithm law by Petrov (see [109,
110]). Our interest here is in the asymptotic behavior of the maximum of the partial
sums
Sn =
n∑
k=1
Xk.
Theorem 1.11. Take (Xk, k > 1) and (σn, n > 1) as previously defined, and sup-
pose that E
(
X2k
)
< ∞ for any k > 1. Suppose that σn −→
n→∞ ∞,
σn+1
σn
−→
n→∞ 1 and
supx∈R |Fn(x) − Φ(x)| = O
(
(log σn)
−1−δ)
, for some δ > 0. Then
lim sup
n→∞
Sn√
2σn log log σn
= 1 a.s..
Remark. If the conditions of the theorem are satisfied, then we also have
lim inf
Sn√
2σn log log σn
= −1 a.s.
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Before using Theorem 1.11 for the real and imaginary parts of log Zn, we need to
give the explicit meaning of the almost sure convergence for matrices with different
sizes.
Consider the set O = S 1
C
× S 2
C
× S 3
C
. . . endowed with the measure λ = λ1 ×
λ2 × λ3 . . . , where λk is the uniform measure on the unit sphere S kC (this can be a
probability measure by defining the measure of a set as the limiting measure of the
finite-dimensional cylinders). Consider the application f which transforms ω ∈ O into
an element of U(1)×U(2)×U(3) . . . with iterations of compositions of reflections, as
in Theorem 1.2. Then Ω = Im(f) is naturally endowed with a probability measure
f(λ), and the marginal distribution of f(λ) on the kth coordinate is the Haar measure
on U(k).
Let g be a function of a unitary matrix u, no matter the size of u (for example
g = det(Id−u)). The introduction of the set Ω with measure µU allows us to define the
almost sure convergence of (g(uk), k > 0), where (uk)k>0 ∈ Ω. This is, for instance,
the sense of the “a.s” in the following iterated logarithm law.
Proposition 1.12. The following almost sure convergence (defined previously) holds :
lim sup
n→∞
log |Zn|√
logn log log logn
= 1,
lim sup
n→∞
argZn√
logn log log logn
= 1.
Remark. The representations in law as sums of independent random variables we
have obtained could as well be used to obtain all sorts of refined large and moderate
deviations estimates for the characteristic polynomial.
3. A proof of the Weyl integration formula
The Weyl integration formula states that, for any continuous class function f (i.e. :
functions invariant on conjugation classes),
EµU(n)(f(u)) =
1
n!
∫
· · ·
∫
|∆(eiθ1 , . . . , eiθn)|2f(eiθ1 , . . . , eiθn)dθ1
2pi
. . .
dθn
2pi
,
where ∆ denotes the Vandermonde determinant. Classical proofs of this density of the
eigenvalues make use of the theory of Lie groups (see e.g. [25]), raising the question
of a more probabilistic proof of it.
3.1. Conditional Haar measure as the law of a product of independent reflections.
What might be the conditional expectation of u ∼ µU(n), conditioned to have one
eigenvalue at 1 ? As this conditioning is with respect to an event of measure 0, such
a choice of conditional expectation is not trivial.
As previously, suppose we generate the Haar measure as the law of a product
of independent reflections : u = r(1) . . . r(n). Since Id − r(k) has rank 1 a.s., our
conditional distribution will naturally be constructed as a product of n − 1 of these
reflections : the unitary matrix u has one eigenvalue eiθ = 1 if and only if r(k) = Id
for some 1 6 k 6 n, which yields r
(k)
kk = 1. As r
(k)
kk
law
= eiω
√
B1,n−k, with the previous
notations, r
(n)
nn is more likely to be equal to 1 than any other r
(k)
kk (1 6 k 6 n− 1).
Consequently, a good definition for the conditional distribution of u ∼ µU(n),
conditionally to have one eigenvalue at 1, is r(1) . . . r(n−1). This idea is formalized in
the following way.
Proposition 1.13. Let Z(X) = det(XId − u) and dx be the measure of |Z(1)| under
Haar measure on U(n). There exists a continuous family of probability measures P(x)
 haar measure and independence : the unitary group
(0 6 x 6 2n) such that for any Borel subset Γ of U(n)
µU(n)(Γ) =
∫ 2n
0
P(x)(Γ)dx. (1.7)
Moreover P(0) = ν(1) × · · · × ν(n−1) necessarily.
Remark. The continuity of the probability measures is in the sense of weak topology :
the map
x 7→
∫
U(n)
f(ω)dP(x)(ω) (1.8)
is continuous for any continuous function f on U(n).
Proof. We give an explicit expression of this conditional expectation, thanks to Theo-
rem 1.3. Take x > 0. If
∏n−1
k=1 |1 − r(k)kk | > x/2, then there are two r(n)nn ’s on the unit
circle such that
∏n
k=1 |1− r(k)kk | = x :
r(n)nn = exp
(
±2i arcsin x
2
∏n−1
k=1 |1− r(k)kk |
)
. (1.9)
These two numbers will be denoted r+ et r−. We write ν± for the distribution of r±,
the random matrix in R(n) equal to Idn−1⊕ r+ with probability 1/2, Idn−1⊕ r− with
probability 1/2. We define the conditional expectation, for any bounded continuous
function f , by
EµU(n) (f(u) | |Z(1)| = x) =
E
(
f(r(1) . . . r(n−1)r±)1∏n−1
k=1 |1−r
(k)
kk
|>x/2
)
E
(
1∏n−1
k=1 |1−r(k)kk |>x/2
) , (1.10)
the expectations on the RHS being with respect to ν(1) × · · · × ν(n−1) × ν±. For
such a choice of the measures P(x) (x > 0), (1.7) holds thanks to Theorems 1.2 and
1.3. Moreover, these measures are continuous in x, and from (1.9) and (1.10) they
converge to ν(1) × · · · × ν(n−1) as x→ 0. The continuity condition and formula (1.7)
impose uniqueness for (P(x), 0 6 x 6 2n). Consequently, P(0) necessarily coincides
with ν(1) × · · · × ν(n−1).
For any 1 6 k 6 n−1, we can state some analogue of Proposition 1.13, conditioning
now with respect to
(|Z(1)|, |Z′(1)|, . . . , |Z(k−1)(1)|). (1.11)
This leads to the following definition of the conditional expectation, which is the
unique suitable choice preserving the continuity of measures with respect to (1.11).
Definition 1.14. For any 1 6 p 6 n−1, ν(1)×· · ·×ν(n−p) is called the Haar measure
on U(n) conditioned to have p eigenvalues equal to 1.
Remark. The above discussion can be held for the orthogonal group : the Haar
measure on O(n) conditioned to the existence of a stable subspace of dimension p
(0 6 p 6 n− 1) is
ν
(1)
R
× · · · × ν(n−p)
R
,
where ν
(k)
R
is defined as the real analogue of ν(k) : a reflection r is ν
(k)
R
-distributed if
r(ek) has its first k−1 coordinates equal to 0 and the others are uniformly distributed
on the real unit sphere.
More generally, we can define this conditional Haar measure for any compact group
generated by reflections, more precisely any compact group checking condition (R) in
the sense of the next chapter.
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Take p = n−1 in Definition 1.14 : the distribution of the unique eigenangle distinct
from 1 coincides with the distribution of the non-trivial eigenangle of a reflection
r ∼ ν(1), that is to say from (1.3)
eiϕ = −1− r11
1− r11
law
= − 1− e
iω
√
B1,n−1
1− e−iω√B1,n−1 .
In particular, this eigenvalue is not uniformly distributed on the unit circle : it
converges in law to −1 as n → ∞. This agrees with the idea of repulsion of the
eigenvalues : we make it more explicit with the following probabilistic proof of the
Weyl integration formula.
3.2. The conditioning and slipping lemmas.
The following two lemmas play a key role in our proof of the Weyl integration
formula : the first shows that the spectral measure on U(n) can be generated by n−1
reflections (instead of n) and the second one gives a transformation from this product
of n− 1 reflections in U(n) to a product of n− 1 reflections in U(n − 1), preserving
the spectrum.
In the following, u
sp
= v means that the spectra of the matrices u and v are equally
distributed.
Recall that the measures ν(k) (1 6 k 6 n) are supported on the set of reflec-
tions : the following lemma would not be true by substituting our reflections with
Householder transformations, for example.
Lemma 1.15. Take r(k) ∼ ν(k) (1 6 k 6 n), ω uniform on (−pi, pi) and u ∼ µU(n),
all being independent. Then
u
sp
= eiωr(1) . . . r(n−1).
Proof. From Proposition 1.13, the spectrum of r(1) . . . r(n−1) is equal in law to the
spectrum of u conditioned to have one eigenvalue equal to 1.
Moreover, the Haar measure on U(n) is invariant by translation, in particular by
multiplication by eiϕId, for any fixed ϕ : the distribution of the spectrum is invariant
by rotation.
Consequently, the spectral distribution of u ∼ µU(n) can be realized by successively
conditioning to have one eigenvalue at 1 and then shifting by an independent uniform
eigenangle, that is to say u
sp
= eiωr(1) . . . r(n−1), giving the desired result.
Take 1 6 k 6 n and δ a complex number. We first define a modification ν
(k)
δ of
the measure ν(k) on the set of reflections R(k). Let
exp
(k)
δ :
{ R(k) → R+
r 7→ (1− rkk)δ(1− rkk)δ .
Then ν
(k)
δ is defined as the exp
(k)
δ -sampling of a measure ν
(k) on R(k), in the sense of
the following definition.
Definition 1.16. Let (X,F , µ) be a probability space, and h : X 7→ R+ a measurable
function with Eµ(h) > 0. Then a measure µ
′ is said to be the h-sampling of µ if for
all bounded measurable functions f
Eµ′(f) =
Eµ(f h)
Eµ(h)
.
For Re(δ) > −1/2, 0 < Eν(k)(exp(k)δ (r)) <∞, so ν(k)δ is properly defined.
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Lemma 1.17. Let r(k) ∼ ν(k) (1 6 k 6 n− 1) and r(k)1 ∼ ν(k)1 (2 6 k 6 n) be n× n
independent reflections. Then
r(1) . . . r(n−1)
sp
= r
(2)
1 . . . r
(n)
1 .
Proof. We proceed by induction on n. For n = 2, take r ∼ ν(1). Consider the unitary
change of variables
Φ :
(
e1
e2
)
7→ 1|1− r11|2 + |r12|2
(
r12 −(1− r11)
1− r11 r12
)(
e1
e2
)
. (1.12)
In this new basis, r is diagonal with eigenvalues 1 and r11−|r12|2/(1−r11), so we only
need to check that this last random variable is equal in law to the |1− X|2-sampling
of a random variable X which is uniform on the unit circle. This is a particular case
of the identity in law given in Theorem 7.1.
We now reproduce the above argument for general n > 2. Suppose the result is
true at rank n − 1. Take u ∼ µU(n), independent of all the other random variables.
Obviously,
r(1) . . . r(n−1)
sp
= (u−1r(1)u)(u−1r(2) . . . r(n−1)u).
As the uniform measure on the sphere is invariant by a unitary change of basis, then
by conditioning on (u, r(2), . . . , r(n−1)) we get
r(1) . . . r(n−1)
sp
= r(1)(u−1r(2) . . . r(n−1)u)
whose spectrum is equal in law (by induction) to the one of
r(1)(u−1r(3)1 . . . r
(n)
1 u)
sp
= (u r(1)u−1) r(3)1 . . . r
(n)
1
sp
= r(1) r
(3)
1 . . . r
(n)
1 .
Consider now the change of basis Φ in (1.12), extended to keep (e3, . . . , en) in-
variant. As this transition matrix commutes with r
(3)
1 . . . r
(n)
1 , to conclude we only
need to show that Φ(r(1))
law
= r
(2)
1 . Both transformations are reflections, so a sufficient
condition is Φ(r(1))(e2)
law
= r
(2)
1 (e2). A simple calculation gives
Φ(r(1))(e2) =
t
(0, r11 − |r12|
2
1− r11 , c r13, . . . , c r1n)
where the constant c depends uniquely on r11 and r12. Hence the desired result is a
direct consequence of the identity in law from Theorem 7.1.
Remark. The above method and the identity in law stated in Theorem 7.1 can be used
to prove the following more general version of the slipping lemma. Let 1 6 m 6 n−1,
δ1, . . . , δm be complex numbers with real part greater than −1/2. Let r(k)δk ∼ ν
(k)
δk
(1 6 k 6 m) and r
(k)
δk−1+1 ∼ ν
(k)
δk−1+1 (2 6 k 6 m+1) be independent n×n reflections.
Then
r
(1)
δ1
. . . r
(m)
δm
sp
= r
(2)
δ1+1
. . . r
(m+1)
δm+1
.
In particular, iterating the above result,
r(1) . . . r(n−p)
sp
= r(p+1)p . . . r
(n)
p .
3.3. The proof by induction.
The two previous lemmas give a recursive proof of the following well-known result.
Theorem 1.18. Let f be a class function on U(n) : f(u) = f(θ1, . . . , θn), where the
θ’s are the eigenangles of u and f is symmetric. Then
EµU(n)(f(u)) =
1
n!
∫
(−pi,pi)n
f(θ1, . . . , θn)
∏
16k<l6n
|eiθk − eiθl |2 dθ1
2pi
. . .
dθn
2pi
.
haar measure and independence : the unitary group 
Proof. We proceed by induction on n. The case n = 1 is obvious. Suppose the result
holds at rank n − 1. Successively using the Conditioning Lemma and the Slipping
Lemma, if u ∼ µU(n), we get
u
sp
= eiωr(1) . . . r(n−1)
sp
= eiωr
(2)
1 . . . r
(n)
1 .
Hence, using the recurrence hypothesis, for any class function f
EµU(n)(f(u)) =
1
cst
∫ pi
−pi
dω
2pi
1
(n− 1)!
∫
(−pi,pi)n−1
f(ω, θ2 + ω, . . . , θn + ω)
∏
26k<l6n
|eiθk − eiθl |2
n∏
j=2
|1− eiθj |2 dθ2
2pi
. . .
dθn
2pi
=
1
cst
1
(n− 1)!
∫
(−pi,pi)n
f(θ1, . . . , θn)
∏
16k<l6n
|eiθk − eiθl |2 dθ1
2pi
. . .
dθn
2pi
.
Here cst comes from the sampling : cst = EµU(n−1)(|det(Id− u)|2). This is equal to n
from Corollary 1.5, which is probabilistically proven.
Chapter 2
Hua-Pickrell measures on compact groups
The first two sections of this chapter are extracted from Ewens
measures on compact groups and hypergeometric kernels [21], with
A. Nikeghbali, A. Rouault, to appear in Se´minaire de Probabilite´s.
In this chapter, we note U(n,K) the unitary group over any field K endowed with
a norm (in practice, K = R,C or H). These groups are defined in the following way :
their elements preserve the inner product on Kn,
〈a, b〉 =
n∑
i=1
aibi.
In other words, for u ∈ U(n,K), tuu = Id, which is equivalent to u tu = Id (if tuu = Id
then u tu = u tuuu−1 = uu−1 = Id).
Let g be distributed with the Haar measure on the n-dimensional complex unitary
group. As we have seen in the introduction, the random variable det(Idn − g) has
played a crucial role in recent years in the study of the connections between random
matrix theory and analytic number theory, according to the Keating-Snaith paradigm.
In Chapter 1, we treated det(Idn − g) as a random variable : we showed that it
can be decomposed as a product of n independent random variables :
det(Idn − g) law=
n∏
k=1
(
1− eiωk√B1,k−1) , (2.1)
where ω1, . . . , ωn,B1,0, . . . ,B1,n−1 are independent random variables, the ω′ks being
uniformly distributed on (−pi, pi) and the B1,j ’s (0 6 j 6 n−1) being beta distributed
with parameters 1 and j (with the convention that B1,0 = 1). From this decomposi-
tion, the Mellin-Fourier transform, as well as the central limit theorem, follow at once
(one can actually deduce easily from this decomposition some information about the
rate of convergence in the central limit theorem, see Chapter 1).
Such a decomposition could not be easily obtained for the symplectic group, which
also plays an important role in the connections between random matrix theory and
the study of families of L functions ; see [78], [79].
The present chapter first aims at extending (2.1) to other compact groups, inclu-
ding the case of the symplectic group which was left unsolved in Chapter 1. We shall
prove that if a subgroup G of U(n, k) contains enough reflections, in a sense to be
made precise in Section 1, then an element of G drawn according to the Haar measure
can be written as a product of n elementary independent reflections (the fact that
we allow K to be the field of Quaternions is important in solving the problem for the
symplectic group).
In particular, our method applies to the discrete subgroup of (matrices of) per-
mutations of dimension n, Sn, or more precisely to the symmetrized group S˜n =
{(eiθjδjσ(i))16i,j6n | σ ∈ Sn, (θ1, . . . , θn) ∈ (−pi, pi)n} : the corresponding decomposi-
tion writes
det(Idn − g) law=
n∏
k=1
(
1− eiωkXk
)
, (2.2)
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where ω1, . . . , ωn,X1, . . . ,Xn are independent random variables, the ωk’s being uni-
formly distributed on (−pi, pi) and the Xk’s being Bernoulli variables : P(Xk = 1) =
1/k, P(Xk = 0) = 1− 1/k.
The method we use to decompose the Haar measure also applies to a two para-
meters deformation (or sampling) of the Haar measure to yield a generalization of
the Ewens sampling formula on Sn, which plays an important role in statistics and
applications to mathematical biology (see [4] for more details and references about
the Ewens sampling formula). Let us recall this formula for the symmetric group.
Define :
a. σ1 = τ1 ◦· · ·◦τn where the τk’s are independent transpositions in Sn, τk = [k, j],
(k 6 j 6 n), with
P(τk(k) = j) =
{
θ
θ+n−k if j = k
1
θ+n−k if j > k
;
b. σ2 with law µ
(θ), the sampling of the Haar measure µ on Sn by a factor θkσ
(kσ : the number of cycles of a permutation σ) :
Eµ(θ) (f(σ2)) =
Eµ(f(σ2)θ
kσ2 )
Eµ(θ
kσ2 )
for any bounded measurable function f .
Then the Ewens sampling formula can be expressed as the simple equality
σ1
law
= σ2. (2.3)
We generalize (2.3) to unitary groups and a particular class of their subgroups.
The analogues of transpositions in decomposition (a) are reflections and the sampling
(b) is considered relatively to the factor det(Id−g)δdet(Id−g)δ, δ ∈ C,Re(δ) > −1/2 :
the measure µ
(δ)
U(n) on U(n), which is defined by
E
µ
(δ)
U(n)
(f(u)) =
EµU(n)
(
f(u)det(Id− u)δdet(Id− u)δ
)
EµU(n)
(
det(Id− u)δdet(Id− u)δ
)
for any continuous function f , is the analogue of the Ewens measure and generalizes
the Haar measure µU(n).
Such samplings with δ ∈ R have already been studied on the finite-dimensional
unitary group by Hua [70], and results about the infinite dimensional case (on complex
Grassmannians) were given by Pickrell ([111] and [112]). More recently, Neretin [103]
also studied these sampled measures, introducing the possibility δ ∈ C . Borodin
and Olshanski [16] have used the analogue of this sampled Haar measure on the
infinite dimensional unitary group and studied resulting ergodic properties. Following
their work about the unitary group, we will refer to these sampled Haar measures
as the Hua-Pickrell probability measures. Forrester and Witte [53] also studied these
measures (or their projection on the spectrum), referring to them as the circular
Jacobi ensemble.
The organization of the chapter is as follows : Section 1 extends (2.1) to other
compact groups, such as the unitary group over other fields and the symplectic group.
In Section 2 we use the decomposition of Section 1 to derive central limit theorems
for the characteristic polynomial. Section 3 generalizes (2.3) to unitary groups and a
particular class of their subgroups.
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1. Splitting of the characteristic polynomial
In this section, we give conditions under which an element of a subgroup of U(n,K)
(under the Haar measure) can be generated as a product of independent elementary
transformations. This will lead to some remarkable identities for the characteristic
polynomial.
1.1. Reflections
In the same manner as in Chapter 1, we first define the reflections of a unitary
group. This requires some precisions because the field is not necessarily commutative
anymore.
In the following definition, the rank of a matrix u is defined as the dimension of
the K−vector space generated by the columns by multiplication on the right :
rank(u) = dim
{
n∑
1
uiλi | λ1, . . . , λn ∈ K
}
.
Definition 2.1. An element r in U(n,K) will be referred to as a reflection if r − Id
has rank 0 or 1.
The reflections can also be described in the following way, exactly as in Chapter
1. Let M(n) be the set of n× n quaternionic matrices m that can be written
m =
(
m1, e2 − k m12
1−m11 , . . . , en − k
m1n
1−m11
)
,
with the vector m1 =
t
(m11, . . . ,m1,n) 6= e1 on the n-dimensional unit quaternionic
sphere and k = m1 − e1. Then the reflections are exactly the elements
r =
(
Idk−1 0
0 m
)
with m ∈M(n−k+1) for some 1 6 k 6 n (note that the above explicit construction
yields trr = Id, as expected). For fixed k, the set of these elements is noted R(k).
1.2. The general equality in law.
There exist distinct ways to generate the Haar measure recursively : for example,
Diaconis and Shahshahani [41] give relations between Haar measures on a group and
a subgroup, Mezzadri [97] presents a method based on Householder reflections and
proved through the Ginibre ensemble. We present here a general simple framework
that includes permutation groups or Lie groups.
e1
e2
e3
O(e1)
O(e2)
O(e3)
For example, to generate a Haar-
distributed element of O(3), it seems natural
to proceed as follows :
• O(e1) is uniform on the unit sphere ;
• O(e2) is uniform on the unit circle or-
thogonal to O(e1) ;
• O(e3) is uniform on
{O(e1) ∧O(e2),−O(e1) ∧O(e2)}.
The lines below are a formalization of this
simple idea, for general groups.
Let G be a subgroup of U(n,K), the group of unitary matrices of size n over K.
Let (e1, . . . , en) be an orthonormal basis of K
n and H = {h ∈ G | h(e1) = e1}, the
subgroup of G which stabilizes e1. For a generic compact group A, we write µA for
the unique Haar probability measure on A. The following result holds :
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Proposition 2.2. Let g and h be independent random matrices, g ∈ G and h ∈ H
with distribution µH. Then gh ∼ µG if and only if g(e1) ∼ p1(µG), where p1 is the
map u 7→ u(e1).
Proof. If gh ∼ µG , then g(e1) = gh(e1) ∼ p1(µG).
Suppose now that g(e1) ∼ p1(µG). Thanks to the uniqueness of the Haar proba-
bility measure, to prove gh ∼ µG , it suffices to show
agh
law
= gh
for any fixed a ∈ G. Since g(e1) ∼ p1(µG), ag(e1) ∼ p1(µG). Therefore in an or-
thonormal basis with first element e1, the matrix ag can be written (p(e1), p˜) with
p(e1)
law
= g(e1). Consequently, by conditioning on the value g(e1) = p(e1) = v, it is
sufficient to show that
(v, p′)h law= (v, q′)h,
for some distributions on p′ and q′, still assumed to be independent of h. As v =
g(e1) ∼ p1(µG), there exists almost surely an element av ∈ G with av(e1) = v. By
multiplication of the above equality by a−1v , we only need to show that
p′′h law= q′′h
for some elements p′′ and q′′ in H, again assumed to be independent of h. By condi-
tioning on p′′ (resp q′′), we know that p′′h law= h (resp q′′h law= h) by definition of the
Haar measure µH. This gives the desired result.
This proposition will enable us to give a simple way to generate the Haar measure
on the group G. Before stating the corresponding theorem, we need to introduce the
following definition.
Definition 2.3. Let G be a subgroup of U(n,K) and, for all 1 6 k 6 n − 1, let µk
be the Haar measure on this subgroup of G : Hk = {g ∈ G | g(ej) = ej , 1 6 j 6 k}.
We also set H0 = G, µ0 = µG. Moreover, for all 1 6 k 6 n we define pk as the map
pk : u 7→ u(ek).
A sequence (ν0, . . . , νn−1) of probability measures on G is said to be coherent with
µG if for all 0 6 k 6 n − 1, νk(Hk) = 1 and the probability measures pk+1(νk) and
pk+1(µk) are the same.
In the following, ν0 × ν1 × · · · × νn−1 stands for the law of a random variable
h0h1 . . . hn−1 where all hi’s are independent and hi ∼ νi. Now we can provide a
general method to generate an element of G endowed with its Haar measure.
Theorem 2.4. Let G be a subgroup of U(n,K). Let (ν0, . . . , νn−1) be a sequence of
coherent measures with µG. Then µG and ν0 × ν1 × · · · × νn−1 are the same :
µG = ν0 × ν1 × · · · × νn−1.
Proof. It is sufficient to prove by induction on 1 6 k 6 n that
νn−k × νn−k+1 × · · · × νn−1 = µHn−k ,
which gives the desired result for k = n. If k = 1 this is obvious. If the result is true
at rank k, it remains true at rank k + 1 by a direct application of Proposition 2.2 to
the groups Hn−k−1 and its subgroup Hn−k.
As an example, take the orthogonal group O(n). Let S
(k)
R
= {x ∈ Rk | |x| = 1}
and, for xk ∈ S (k)R , rk(xk) the matrix representing the reflection which transforms xk
in the first element of the basis. If the xk’s are uniformly distributed on the S
(k)
R
’s
and independent, then Theorem 2.4 implies that
rn(xn)
(
Id1 0
0 rn−1(xn−1)
)
. . .
(
Idn−2 0
0 r2(x2)
)(
Idn−1 0
0 r1(x1)
)
∼ µO(n).
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1.3. Decomposition of determinants as products of independent random variables.
From now on, in the remaining of this chapter, the determinants are supposed to
be over commutative fields : the study of determinants over the quaternionic field is
not our purpose here.
Let G and H be as in the previous subsection and let R be the set of elements of
G which are reflections : the rank of Id− u, u ∈ R, is 0 or 1. Define also
pr :
{ H → U(n− 1,K)
h 7→ hspan(e2,...,en) ,
where hspan(e2,...,en) is the restriction of h to span(e2, . . . , en). Now suppose that
{g(e1) | g ∈ G} = {r(e1) | r ∈ R}. (2.4)
Under this additional condition the following proposition allows to represent the cha-
racteristic polynomial of G as a product of two independent variables.
Proposition 2.5. Let g (∼ µG), g′ (∼ µG) and h (∼ µH) be independent. Suppose
that condition (2.4) holds. Then
det(Idn − g) law= (1− 〈e1, g′(e1)〉) det(Idn−1 − pr(h)).
Proof. Note that in Proposition 2.2, we can choose any matrix in U(n,K) with its
first column having distribution p1(µG). Let us choose the simplest suitable transfor-
mation : namely r, the reflection mapping e1 onto r(e1) if r(e1) 6= e1 (Id if r(e1) = e1)
with r(e1)
law
= g(e1) independent of h. Thanks to condition (2.4), r ∈ G. Define the
vector k as k = r(e1)− e1. There exists (λ2, . . . , λn) ∈ Kn−1 such that
r = (e1 + k, e2 + kλ2, . . . , en + kλn) .
Hence from Proposition 2.2, one can write
det(Id− g) law= det (Id− rh) = det
(
t
h− r
)
deth.
If we call (u1, . . . , un−1) =
t
pr(h) then using the multi-linearity of the determinant,
we get
det(
t
h− r) = det
(
−k,
(
0
u1
)
− e2 − kλ2, . . . ,
(
0
un−1
)
− en − kλn
)
= det
(
−k,
(
0
u1
)
− e2, . . . ,
(
0
un−1
)
− en
)
= det
(
−k1 0
. . .
t
pr(h)− Idn−1
)
det(
t
h− r) = −k1det
(
t
pr(h)− Idn−1
)
.
Finally, det(Id−g) law= −k1det(Id−pr(h)), with −k1 = 1−〈e1, r(e1)〉 law= 1−〈e1, g′(e1)〉
and h independent.
This decomposition can be iterated to write the determinant as a product of
independent random variables. We first need the equivalent of condition (2.4) for
every dimension.
Definition 2.6. Note Rk the set of elements in Hk which are reflections. If for all
0 6 k 6 n− 1
{r(ek+1) | r ∈ Rk} = {h(ek+1) | h ∈ Hk},
the group G will be said to satisfy condition (R) (R standing for reflection).
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Remark. We do not know an easy classification of groups satisfying condition (R).
For example, the symmetric group belongs to this class but not the alternate group.
The following result now follows immediately from Proposition 2.5, combined with
an induction on n :
Theorem 2.7. Let G be a subgroup of U(n,K) satisfying condition (R), and let
(ν0, . . . , νn−1) be coherent with µG. Take hk ∼ νk, 0 6 k 6 n − 1, and g ∼ µG ,
all being assumed independent. Then
det(Id− g) law=
n−1∏
k=0
(1− 〈hk(ek+1), ek+1〉) .
1.4. Unitary groups.
Take G = U(n,C). Then µHk = fk(µU(n−k,C)) where fk : A ∈ U(n − k,C) 7→
Idk ⊕ A. As all reflections with respect to a hyperplane of Cn−k are elements of
U(n − k,C), one can apply Theorem 2.7. The Hermitian products 〈ek, hk(ek)〉 are
distributed as the first coordinate of the first vector of an element of U(n − k,K),
that is to say the first coordinate of the (n−k)-dimensional unit complex sphere with
uniform measure : 〈hk(ek+1), ek+1〉 law= eiωn
√
B1,n−k−1 with ωn uniform on (−pi, pi)
and independent of B1,n−k−1, a beta variable with parameters 1 and n− k − 1.
Therefore, as a consequence of Theorem 2.7, we obtain the following decomposition
formula derived in Chapter 1 : let g ∈ U(n,C) be µU(n,C) distributed. Then
det(Id− g) law=
n∏
k=1
(
1− eiωk√B1,k−1) ,
with ω1, . . . , ωn,B1,0, . . . ,B1,n−1 independent random variables, the ωk’s uniformly
distributed on (−pi, pi) and the B1,j ’s (0 6 j 6 n − 1) being beta distributed with
parameters 1 and j (by convention, B1,0 = 1).
The generality of Theorem 2.7 allows us to apply it to other groups such as
SO(2n) = {g ∈ O(2n) | det(g) = 1}. A similar reasoning (with the complex unit
spheres replaced by the real ones) yields :
Corollary 2.8. Special orthogonal group. Let g ∈ SO(2n) be µSO(2n) distributed.
Then
det(Id− g) law= 2
2n∏
k=2
(
1− εk
√
B 1
2 ,
k−1
2
)
,
with ε1, . . . , ε2n,B1/2,1/2, . . . ,B1/2,(2n−1)/2 independent random variables, P(εk =
1) = P(εk = −1) = 1/2, and the B’s being beta distributed with the indicated pa-
rameters.
1.5. The symplectic group.
Following the Katz-Sarnak philosophy ([78] and [79]), the study of moments of
families of L-functions gives great importance to det(Id− g) for g ∈ U(n,C), SO(2n)
but also for g in USp(2n,C) = {u ∈ U(2n,C) | uz tu = z}, with
z =
(
0 Idn
−Idn 0
)
. (2.5)
Getting a decomposition as a product of independent random variables for G =
USp(2n,C) requires some additional work, since condition (R) does not apply in
that case. We shall overcome this obstacle by using condition (R) after application of
a suitable ring morphism.
hua-pickrell measures on compact groups 
Let K be a subfield of H and let K′ be a subfield of C. We write M(m,K′) for
the ring of linear transformations on K′m. Let ϕ : K → M(m,K′) be a continuous
injective ring morphism such that ϕ(x) =
t
ϕ(x). This morphism trivially induces the
ring morphism (abusively noted the same way)
ϕ :
{
M(n,K) → M(nm,K′)
(aij)16i,j6n 7→ (ϕ(aij))16i,j6n .
More generally, for any matrix A of size s × t with entries in K, we write ϕ(A) the
sm× tm matrix with entries the ϕ(aij)’s.
Let G be a subgroup of U(n,K) ; then ϕ(G) is a subgroup of U(nm,K′). The action
of ϕ can be applied to Theorem 2.4 and implies, with the notation of this Theorem,
ϕ(µG) = ϕ(ν0)× ϕ(ν1)× · · · × ϕ(νn−1),
because ϕ(uv) = ϕ(u)ϕ(v). The measure ϕ(µG) is invariant by left translation by any
element of ϕ(G). Indeed, for x ∼ µG and a ∈ G, ax law= x, which yields
ϕ(a)ϕ(x) = ϕ(ax)
law
= ϕ(x).
Hence, by uniqueness of the Haar measure, ϕ(µG) = µϕ(G), so that
µϕ(G) = ϕ(ν0)× ϕ(ν1)× · · · × ϕ(νn−1).
This constitutes an analogue of Theorem 2.4 about the decomposition of the Haar
measure. What would be the counterpart of Theorem 2.7 about the decomposition of
the determinant ? We have the following extension.
Theorem 2.9. Let G be a subgroup of U(n,K) checking (R), and (ν0, . . . , νn−1) co-
herent with µG . Take hk (∼ νk), 0 6 k 6 n − 1, and g(∼ µϕ(G)), all being assumed
independent. Then
det(Idnm − g) law=
n−1∏
k=0
det (Idm − ϕ(〈ek+1, hk(ek+1))〉) .
To prove this theorem, we only need the following analogue of Proposition 2.5.
Proposition 2.10. Suppose G contains a reflection r. Then, for h ∈ H,
det (Idnm − ϕ(rh)) = det(Idm − ϕ(〈e1, r(e1)〉))det(Idm(n−1) − ϕ(pr(h))).
Proof. Define the vector k as k = r(e1) − e1. There exists (λ2, . . . , λn) ∈ Kn−1 such
that
r = (e1 + k, e2 + kλ2, . . . , en + kλn) .
One can write
det (Id− ϕ(rh)) = det
(
ϕ(
t
h)ϕ(h) − ϕ(r)ϕ(h)
)
det
(
ϕ(
t
h)− ϕ(r)
)
det(ϕ(h)).
If we call (u1, . . . , un−1) =
t
pr(h) then using the multi-linearity of the determinant,
we get
det(ϕ(
t
h)− ϕ(r)) = det
(
ϕ(−k), ϕ
((
0
u1
))
− ϕ(e2)− ϕ(k)ϕ(λ2), . . . ,
ϕ
((
0
un−1
))
− ϕ(en)− ϕ(k)ϕ(λn)
)
= det
(
ϕ(−k), ϕ
((
0
u1
))
− ϕ(e2), . . . , ϕ
((
0
un−1
))
− ϕ(en)
)
= det
(
ϕ(−k1) 0
. . . ϕ(
t
pr(h)− Idn−1)
)
= ϕ(−k1)det
(
ϕ(
t
pr(h))− Idm(n−1)
)
.
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We can use the multi-linearity of the determinant from line 2 to 3 for the following
reason : if k = (l1, . . . , lm), every column of the m×mn matrix ϕ(k)ϕ(λ) is a linear
combination of the lj’s, hence it can be removed by adding the appropriate linear
combinations of columns of ϕ(−k). This concludes the proof.
Remark. In the previous proof, we see a good reason for our choice of reflections : if
they were defined relatively to multiplication on the left, the matrices ϕ(λ)ϕ(k) would
not make sense.
Consequently, det(Id − g), for g ∼ µUSp(2n,C), can be split in a product of n
independent random variables. This is an easy application of Theorem 2.9 with
ϕ :

H → M(2,C)
a+ ib+ jc+ kd 7→
(
a+ ib c+ id
−c+ id a− ib
)
,
the usual representation of quaternions. Indeed, for such a choice of ϕ, Φ(U(n,C))
is precisely the set of elements in g ∈ U(2n,C) satisfying gz˜ tg = z˜. Here, J2 =(
0 1
−1 0
)
and z˜ = J2⊕· · ·⊕J2 is conjugate to z, defined by (2.5). The set Φ(U(n,C))
is therefore conjugate to USp(2n,C), so the law of det(Id − g) is the same in both
sets endowed with their respective Haar measure. As
det
(
Id−
(
a+ ib c+ id
−c+ id a− ib
))
= (a− 1)2 + b2 + c2 + d2,
the desired decomposition follows from Theorem 2.9.
Corollary 2.11. Symplectic group. Let g ∈ USp(2n,C) be µUSp(2n,C) distributed.
Then
det(Id− g) law=
n∏
k=1
(
(ak − 1)2 + b2k + c2k + d2k
)
,
with the vectors (ak, bk, ck, dk), 1 6 k 6 n, being independent and (ak, bk, ck, dk) 4 co-
ordinates of the 4k-dimensional real unit sphere endowed with the uniform measure ;
hence (ak, bk, ck, dk)
law
= 1√N 21+···+N 24k (N1,N2,N3,N4), with the N
′
is independent stan-
dard normal variables.
Remark. If N1,N2, . . . ,Nk, . . . ,Nn are independent standard normal variables, then
N 21 + · · ·+N 2k
N 21 + · · ·+N 2n
law
= B k
2 ,
n−k
2
.
Consequently, with the notation of Corollary 2.11,(
a2k, b
2
k + c
2
k + d
2
k
) law
=
(
B 1
2 ,2k− 12 ,
(
1− B 1
2 ,2k− 12
)
B′3
2 ,2k−2
)
,
with B and B′ independent beta variables with the specified parameters. This gives
the somehow more tractable identity in law
det(Id− g) law=
n∏
k=1
((
1 + εk
√
B 1
2 ,2k− 12
)2
+
(
1− B 1
2 ,2k− 12
)
B′3
2 ,2k−2
)
,
with all variables independent, P(εk = 1) = P(εk = −1) = 1/2.
Moreover, note that our method can be applied to other interesting groups such
as USp(2n,R) = {u ∈ U(2n,R) | uz tu = z} thanks to the morphism
ϕ :

C → M(2,R)
a+ ib 7→
(
a −b
b a
)
.
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The traditional representation of the quaternions in M(4,R)
ϕ :

H → M(4,R)
a+ ib+ jc+ kd 7→

a −b −c −d
b a −d −c
c d a −b
d −c b a

gives another identity in law for a compact exotic subgroup of U(4n,R).
1.6. The symmetric group.
Consider now Sn the group of permutations of size n. An element σ ∈ Sn can be
identified with the matrix (δjσ(i))16i,j6N (δ is Kronecker’s symbol).
Let H be a subgroup of
{
x ∈ H | |x|2 = 1}, endowed with the Haar probability
measure µH, and let Hn be the group of diagonal matrices of size n with diagonal
elements in H. Then the semidirect product G = Hn · Sn gives another example of
determinant-splitting. More explicitly,
G = {(hjδjσ(i))16i,j6n | σ ∈ Sn, (h1, . . . , hn) ∈ Hn}.
As the reflections correspond now to the transpositions, condition (R) holds. Mo-
reover, with the notation of Theorem 2.7, hk(ek+1) is uniformly distributed on the
unit sphere {xek+1 | x ∈ H} ∪ · · · ∪ {xen | x ∈ H}. Therefore, following Theorem 2.7,
we can state the following decomposition result :
Corollary 2.12. Let g ∈ G(= Hn · Sn) be µG distributed. Then
det(Id− g) law=
n∏
k=1
(1− xkXk) ,
with x1, . . . , xn,X1, . . . ,Xn independent random variables, the xk’s µH distributed,
P(Xk = 1) = 1/k, P(Xk = 0) = 1− 1/k.
Remark. Let kσ be the number of cycles of a random permutation of size n, with
respect to the (probability) Haar measure. Corollary 2.12 allows us to recover the law
of kσ :
kσ
law
= X1 + · · ·+Xn,
with the Xk’s Bernoulli variables as previously. Indeed, take for example H = {−1, 1}
in the Corollary. If a permutation σ ∈ Sn has kσ cycles with lengths l1, . . . , lkσ
(
∑
k lk = n), then it is easy to see that
det(xId− g) =
kσ∏
k=1
(xlk − ηk)
with the ηk’s independent and uniform on {−1, 1}. Using this relation and the result
of Corollary 2.12 we get
n∏
k=1
(1− xkXk) law=
kσ∏
k=1
(1 − ηk),
the xk’s being also independent and uniform on {−1, 1}. The equality of the Mellin
transforms yields, after conditioning by the Xk’s and kσ,
E
(
eλ(X1+···+Xk)
)
= E
(
eλkσ
)
for any λ ∈ R, giving the expected result. Note that conversely Corollary 2.12 follows
from the law of kσ.
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Remark. The above Corollary (2.12) deals with the permutation group Hn · Sn. For
central limit theorems concerning the permutation group itself (i.e. limit theorems for
log det(eiθ − g) with g ∈ Sn), the reader should read [64]
In this section we have shown that for g ∈ G, a general compact group endowed
with its Haar measure, det(Id − g) can be decomposed as a product of independent
random variables. This can be generalized to some h-sampling of the Haar measure.
This will lead us in Section 4 to a generalization of the Ewens sampling formula, well
known for the symmetric group.
2. Limit theorems
The decomposition of the characteristic polynomial as a product of independent
random variables for the groups SO(2n), USp(2n) and
(∂D)n · Sn = {(eiθjδjσ(i))16i,j6n | σ ∈ Sn, (θ1, . . . , θn) ∈ (−pi, pi)n},
implies central limit theorems for its logarithm, together with an estimate for the rate
of convergence.
The proof follows from Corollaries 2.8, 2.11, 2.12, and from the Berry-Esseen
inequality, already stated in Chapter 1 as Theorem 1.9.
Corollary 2.13. Let gn be µSO(2n) distributed. Then as n→∞
log det(Id− gn) + 12 logn√
logn
law−→ N ,
where N is a standard real normal variable. Moreover, this convergence holds with
speed 1/(logn)3/2 : there is a universal constant c > 0 such that for any n > 1 and
x ∈ R ∣∣∣∣P( log det(Id− gn) + 12 logn√logn 6 x
)
− Φ (x)
∣∣∣∣ 6 c
(logn)3/2 (1 + |x|)3
.
The same result holds if gn is µUSp(2n) distributed, but with drift − 12 logn instead of
1
2 logn in the two above formulae.
Remark. The above Corollary admits a generalization to any Jacobi ensemble, shown
by a different method in Chapter 5.
Now let us consider the case of (∂D)n ·Sn. Let the X′ks and ωk’s be all independent,
P(Xk = 1) = 1/k, P(Xk = 0) = 1 − 1/k, and the ωk’s uniform on (−pi, pi). Then
the exotic normalization in the following result comes from Corollary 2.12 and the
calculation
n∑
k=1
Var(| log(1− eiωkXk)|2) ∼
n→∞ E(| log(1 − e
iω1)|2)
n∑
k=1
1
k
,
and E(| log(1 − eiω1)|2) = ∑∞`=1 1/`2 = pi2/6, as shows the Taylor expansion log(1 −
eiω1) = −∑`>1 ei`ω1/`.
Note also that an application of the Berry-Esseen inequality gives a slower rate of
convergence, only 1/
√
logn in this case.
Corollary 2.14. Let gn have distribution the Haar measure on (∂D)
n · Sn. Then as
n→∞
log det(Id− gn)√
pi2
12 logn
law−→ N1 + iN2,
where N1 and N2 are independent standard real normal variables. Moreover, this
convergence holds with speed 1/
√
logn, for the real and imaginary parts.
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Note that the decompositions as products of independent random variables can
also be used to get iterated logarithm laws in the same manner as Proposition 1.12,
or large and moderate deviations estimates.
3. The Ewens sampling formula on general compact groups
Here again, a permutation σ ∈ Sn is identified with the matrix (δjσ(i))16i,j6n.
The Haar measure on Sn can be generated by induction. Indeed, let τ1, . . . , τn be
independent transpositions respectively in S1, . . . ,Sn, with P(τk(1) = j) = 1/k for
any 1 6 j 6 k. Theorem 2.4 shows that if σ ∼ µSn then
σ
law
= τn
(
Id1 0
0 τn−1
)
. . .
(
Idn−2 0
0 τ2
)(
Idn−1 0
0 τ1
)
. (2.6)
Read from right to left, the RHS of (2.6) corresponds to the so-called Chinese restau-
rant process, while from left to right this is the Feller decomposition of the symmetric
group (see e.g. [4]).
What if the independent distributions of the τk(1)’s are not uniform anymore ?
Let θ > 0. If for all k > 1
P(τk(1) = j) =
{ θ
θ+k−1 if j = 1
1
θ+k−1 if j 6= 1
, (2.7)
then the distribution µ
(θ)
Sn of
σ = τn
(
Id1 0
0 τn−1
)
. . .
(
Idn−2 0
0 τ2
)(
Idn−1 0
0 τ1
)
.
can be expressed as a deformation of the Haar measure µSn = µ
(1)
Sn : for a fixed Σ ∈ Sn
P
µ
(θ)
Sn
(σ = Σ) =
θkΣ
EµSn (θ
kσ )
PµSn (σ = Σ),
with kΣ the number of cycles of the permutation Σ. This is the Ewens sampling
formula (for a direct proof, see e.g. [4]), which can also be formulated this way : for
any bounded or positive function f from Sn to R
E
µ
(θ)
Sn
(f(σ)) =
EµSn
(
f(σ)θkσ
)
EµSn (θ
kσ )
, (2.8)
which means that µ
(θ)
Sn is the θ
kσ -sampling of µSn . Our purpose here is to generalize
the non-uniform measure (2.7) to any compact group, and to derive the corresponding
equivalent of the Ewens sampling formula (2.8).
As usual, in the following, G is any subgroup of U(n,K). Take δ ∈ C such that
0 < EµG
(
det(Id− g)δdet(Id− g)δ
)
<∞. (2.9)
For 0 6 k 6 n− 1 we note
exp
(k)
δ :
{ G → R+
g 7→ (1− 〈g(ek+1), ek+1〉)δ(1 − 〈g(ek+1), ek+1〉)δ .
Moreover, define detδ as the function
detδ :
{ G → R+
g 7→ det(Id− g)δdet(Id− g)δ .
Then the following generalization of Theorem 2.4 (which corresponds to the case
δ = 0) holds. However, note that, contrary to Theorem 2.4, in the following result we
need that the coherent measures ν0, . . . , νn−1 be supported by the set of reflections.
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Theorem 2.15. Generalized Ewens sampling formula. Let G be a subgroup of
U(n,K) checking condition (R) and (2.9). Let (ν0, . . . , νn−1) be a sequence of measures
coherent with µG , with νk(Rk) = 1. We note µ(δ)G the detδ-sampling of µG and ν(δ)k
the exp
(k)
δ -sampling of νk. Then
ν
(δ)
0 × ν(δ)1 × · · · × ν(δ)n = µ(δ)G ,
that is to say, for all bounded measurable functions f on G,
E
ν
(δ)
0 ×···×ν(δ)n−1
(f(r0r1 . . . rn−1)) =
EµG
(
f(g)det(Id− g)δdet(Id− g)δ
)
EµG
(
det(Id− g)δdet(Id− g)δ
) .
Proof. From Theorem 2.4,
EµG
(
f(g)det(Id− g)δdet(Id− g)δ
)
EµG
(
det(Id− g)δdet(Id− g)δ
)
=
Eν0×···×νn−1
(
f(r0 . . . rn−1)det(Id− r0 . . . rn−1)δdet(Id− r0 . . . rn−1)δ
)
Eν0×···×νn−1
(
det(Id− r0 . . . rn−1)δdet(Id− r0 . . . rn−1)δ
) .
As rk is almost surely a reflection, we know from the proof of Theorem 2.7 that
det(Id − r0 . . . rn−1) =
∏n−1
k=0 (1 − rk) a.s. where rk = 〈rk(ek+1), ek+1〉. So thanks to
the independence of the rk’s
EµG
(
f(g)det(Id− g)δdet(Id− g)δ
)
EµG
(
det(Id− g)δdet(Id− g)δ
)
= Eν0×···×νn−1
f(r0 . . . rn−1) n−1∏
k=0
(1− rk)δ(1 − rk)δ
Eνk
(
(1− rk)δ(1− rk)δ
)
 .
By the definition of the measures ν
(δ)
k , this is the desired result.
Remark. A generalized Ewens sampling formula could also be stated for Φ(G), with
G checking condition (R) and Φ the ring morphism previously defined. For simplicity
it is stated in the restricted case when G directly checks condition (R).
For G = U(n,C), Borodin and Olshanski [16] call µ(δ)G a Hua-Pickrell measure
(see the introduction for an explanation). We keep this name for all groups checking
condition (R).
Definition 2.16. The measures µ
(δ)
G are called the Hua-Pickrell measures on the
group G (which must satisfy the conditions of Theorem 2.15).
The general Theorem 2.15 gives a proof of formula (2.8), although det(Id− g) = 0
in the case of the symmetric group. Indeed, we can consider the semidirect product
G = {−1, 1} · Sn, consisting of all matrices (εjδiσ(j)) with εj = ±1, σ ∈ Sn. The
group G checks all conditions of Theorem 2.15 for δ ∈ R+. Moreover a sampling by
the function exp
(k)
δ corresponds to a sampling by a parameter θ = 2
2δ−1 in (2.8).
Consequently (the first equality follows from Theorem 2.15),
E
µ
(θ)
Sn
(f(g)) = EµδG f(|g|) =
EµG
(
f(|g|)|det(Id− g)|2δ)
EµG (|det(Id− g)|2δ)
.
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By conditioning on the permutation and integrating on the εj ’s, we have
EµG
(
f(|g|)|det(Id− g)|2δ) = EµG (E (f(|g|)|det(Id− g)|2δ | σ))
= EµG
(
f(|g|)2(2δ−1)kσ
)
= EµSn
(
f(g)2(2δ−1)kσ
)
.
We thus get the desired result :
E
µ
(θ)
Sn
(f(g)) =
EµSn
(
f(g)θkσ
)
cst
.
Chapter 3
The hypergeometric kernel
This chapter is extracted from Ewens measures on compact groups
and hypergeometric kernels [21], with A. Nikeghbali, A. Rouault,
to appear in Se´minaire de Probabilite´s.
In the previous chapter, we considered the Hua-Pickrell measures µ
(δ)
U(n) on U(n),
the unitary group over the field of complex numbers, which generalizes the Haar
measure µ(U(n)) on U(n) and which is defined by
E
µ
(δ)
U(n)
(f(u)) =
EµU(n)
(
f(u)det(Id− u)δdet(Id− u)δ
)
EµU(n)
(
det(Id− u)δdet(Id− u)δ
) (3.1)
for any continuous function f , for Re(δ) > −1/2. In this chapter we are interested in
the spectral properties induced by the Hua-Pickrell measures, i.e. by the probability
distribution function
cn(δ)
∣∣∆ (eiθ1, . . . , eiθn)∣∣2 n∏
k=1
(
1− eiθk)δ (1− e−iθk)δ , (3.2)
on the set of eigenvalues (eiθ1, . . . , eiθn) of unitary matrices from U(n) endowed with
the probability measure (3.1). In the above formula, cn(δ) is a normalizing constant
and ∆ denotes the Vandermonde determinant.
We show that these measures give raise to a limit kernel at the edge of the spec-
trum, generalizing the Bessel kernel. The universality of this hypergeometric kernel is
then proven using Lubinsky’s method.
1. The reproducing kernel
In the above potential (3.2), a non-zero imaginary part b of δ = a + ib yields an
asymmetric singularity at 1 :
(
1− eiθ)δ (1− e−iθ)δ = (2− 2 cos θ)ae−b(pi sgn θ−θ). (3.3)
We note λ(δ)dθ/2pi the probability measure on the unit circle having a density propor-
tional to (3.3) with respect to the Lebesgue measure dθ. The statistical properties of
the θk’s depend on the successive orthonormal polynomials (p
(δ)
k ) associated to λ
(δ) :
1
2pi
∫ pi
−pi
p
(δ)
k (e
iθ)p
(δ)
` (e
iθ)λ(δ)(dθ) = δ`k,
where p
(δ)
k (X) = a
(δ)
k X
k + · · ·+ a(δ)0 with a(δ)k > 0.
More generally, for a positive finite measure µ on the unit circle, which admits
positive integer moments of all orders, we write p
(µ)
k for the successive orthonormal
polynomials associated to µ, µa for the purely absolutely continuous part of µ with

 the hypergeometric kernel
respect to the Lebesgue measure dθ, and use the notation µa(α) = 2pi(dµa/dθ)(α).
The polynomials p
(δ)
k were obtained by Askey (see p. 304 of [5]) and also derived by
Basor and Chen [7], thanks to a difference equation. We will give an alternative proof.
Of special interest in random matrix theory is the reproducing kernel
K(µ)n (e
iα, eiβ) =
n−1∑
k=0
p
(µ)
k (e
iα)p
(µ)
k (e
iβ)
and the normalized reproducing kernel
K˜(µ)n (e
iα, eiβ) =
√
µa(α)µa(β)K
(µ)
n (e
iα, eiβ).
The first result of this chapter is an explicit expression of K
(δ)
n , the reproducing
kernel associated to the Hua-Pickrell measure with parameter δ (Theorem 3.6) and
the following limit at the edge of the spectrum.
Theorem 3.1. Let δ ∈ C, Re(δ) > − 12 . Then, uniformly on any compact set of R2∗,
1
n
K˜(δ)n (e
iα
n , ei
β
n ) −→
n→∞ K˜
(δ)
∞ (α, β)
with an explicit kernel K˜
(δ)
∞ given in Theorem 3.8 further down. If Re(δ) > 0, this
convergence is uniform in compact subsets of R2.
For graphical examples of the hypergeometric kernel, which reflect the main cha-
racteristics, see figures 3.3 to 3.6 at the end of this chapter. Due to the asymmetry of
λ(δ), K˜
(δ)
∞ (α, β) 6= K˜(δ)∞ (α, β). For δ = 0 it is naturally the sine kernel, and for real δ
it can be expressed in terms of Bessel functions. In all generality it depends on 1F1
functions, so we refer to K˜
(δ)
∞ as the hypergeometric kernel.
The measure λ(δ) is a generic example leading to a singularity
c(+)|θ|2a1θ>0 + c(−)|θ|2a1θ<0
at θ = 0, with distinct positive constants c(+) and c(−). The hypergeometric kernel,
depending on the two parameters a and b = 12pi log(c
(−)/c(+)), is actually universal
for the measures presenting the above singularity.
The most classical kernel appearing in different scaling limits is the sine kernel,
appearing in the bulk of the spectrum (i.e. µa(θ) > 0),
1
n
K˜(µ)n (e
i(θ+α/n), ei(θ+β/n)) −→
n→∞
sin((β − α)/2)
(β − α)/2 . (3.4)
For θ at the edge of the spectrum, with a singularity
µa(α) ∼
α→θ
c |θ − α|2a, a > −1/2,
the Bessel kernel appears in the above scaling limit :
Ja−1/2(α)Ja+1/2(β) − Ja+1/2(α)Ja−1/2(β)
α− β .
Its universality was shown, among other results, on the segment by Kuijlaars and
Vanlessen [87] and on the circle by Mart´ınez-Finkelshtein & al [94], both relying on
the Deift-Zhou steepest descent method for Riemann-Hilbert problems [37]. Some
analyticity hypothesis is required in this method, and stronger results were shown by
Lubinsky in a series of papers ([90], [91], [92], [93]) Lubinsky showed that the local
behavior of the measure near the singularity is sufficient to obtain universality type
results. In particular, he showed that (3.4) holds for general measures µ.
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We directly use his method to prove the universality of the hypergeometric kernel,
which generalizes the Bessel kernel (corresponding to a symmetric singularity) but
also the sine kernel, introducing the possibility to be in the bulk of the spectrum
(a = 0) but with a discontinuity of the underlying measure (b 6= 0).
Theorem 3.2. Let µ be a measure on ∂D, such that the set of points with µa = 0
has Lebesgue measure 0. Suppose that µ is absolutely continuous in a neighborhood of
1 and µa(θ) = h(θ)λ
(δ)(θ) in this neighborhood, with h continuous at 0 and h(0) > 0.
Then, uniformly in compact subsets of R2∗,
1
n
K˜(µ)n (e
iα
n , ei
β
n ) −→
n→∞ K˜
(δ)
∞ (α, β).
If Re(δ) > 0, this convergence is uniform in compact subsets of R2.
The proof of Theorem 3.2 strongly relies on the particular example given in Theo-
rem 3.1 : we use Lubinsky’s method, which allows to compare kernels associated to
distinct measures having the same singularity, and this comparison only requires es-
timates on the kernel evaluated on the diagonal : Lubinsky’s inequality states that if
µ 6 µ∗ on ∂D, than for any α and β
|K(µ)n (eiα, eiβ)−K(µ
∗)
n (eiα, eiβ)|
K
(µ)
n (eiα, eiα)
6
(
K
(µ)
n (eiβ, eiβ)
K
(µ)
n (eiα, eiα)
)1/2(
1− K
(µ∗)
n (eiα, eiα)
K
(µ)
n (eiα, eiα)
)1/2
.
In the next section, we prove Theorem 3.1, by first explicitly working out the family
of orthogonal polynomials associated to the measure λ(δ) (here the main ingredient
is the Pfaff-Saalschutz identity) and then by studying their asymptotics. Section 3
proves Theorem 3.2 : this is made easy thanks to Lubinsky’s localization principle
once Theorem 3.1 is established.
Remark. By means of the Cayley transform, the universality of the hypergeometric
kernel can be translated as the universality of a kernel for measures on the real line
with an asymmetric singularity.
2. Determinantal point process for the Hua-Pickrell measure
Let (eiθ1 , . . . , eiθn) be the eigenvalues of a generic element in U(n). This section
explains that Hua-Pickrell measures on U(n) induce determinantal point processes
for the spectrum. There are many motivations to undertake a deeper study of these
determinantal processes.
First, Olshanski [106] has shown that the Hua-Pickrell measures are closely linked
to the natural analogue on the infinite unitary group of the biregular representations.
Such representations can be described by the spectral measure of their characters. This
spectral measure is characterized by the determinantal process appearing in Theorem
3.8. More details about these links between Hua-Pickrell measures and representations
of infinite dimensional groups can be found in [106].
Moreover, many limit theorems about the Hua-Pickrell measures can be derived
from the determinantal expression in Theorem 3.8 further down. For instance, the
number of eigenangles on any compact set of (−pi, pi) satisfies a central limit theo-
rem. Such results are easy applications of the general theory of determinantal point
processes (see [130]).
Finally, and maybe most importantly, this hypergeometric kernel may appear in
statistical physics : the limit given in Theorem 3.6 is relevant for a large class of
measures presenting the same asymmetric singularity as λ(δ), as shown in Section 3.
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2.1. Orthogonal polynomials associated to the Hua-Pickrell measures.
Consider a point process χ on the unit circle ∂D, with successive correlation func-
tions ρ1, ρ2, . . . (more precisions about correlation functions and determinantal point
processes can be found in [76]).
Definition 3.3. If there exists a function K˜ : ∂D × ∂D → C such that for all k > 1
and (z1, . . . , zk) ∈ (∂D)k
ρk(z1, . . . , zk) = det
(
K˜(zi, zj)
k
i,j=1
)
then χ is said to be a determinantal point process with correlation kernel K˜.
An example of determinantal point process related to the Hua-Pickrell measure is
explained below. Let H(n) be the set of n× n complex Hermitian matrices. Consider
the Cayley transform {
H(n) → U(n)
X 7→ i−Xi+X
.
Its reciprocal is defined almost everywhere and transforms the Hua-Pickrell measure
µ
(δ)
U(n) in a measure µ
(δ)
H(n). A. Borodin and G. Olshanski [16] studied µ
(δ)
H(n) : they
exhibit a determinantal form for the eigenvalues correlation functions, involving hy-
pergeometric functions. Moreover, they suggest that such a form may exist for µ
(δ)
U(n)
itself. Theorem 3.6 gives the determinantal kernel for the probability distribution
function
cn(δ)
∣∣∆ (eiθ1 , . . . , eiθn)∣∣2 n∏
k=1
(
1− eiθk)δ (1− e−iθk)δ
induced on the eigenvalues by the Hua-Pickrell measures.
Before stating this theorem, we need the following proposition, which exhibits the
sequence of orthogonal polynomials on the unit circle for the measure
λ(δ)(dθ) = c(δ)(1− eiθ)δ(1− e−iθ)δdθ
= c(δ)(2− 2 cos θ)ae−b(pi sgn θ−θ)dθ (3.5)
with
δ = a+ ib , c(δ) =
Γ(1 + δ)Γ(1 + δ)
Γ(1 + δ + δ)
,
dθ the Lebesgue measure on (−pi, pi). Orthogonality and norm here are with respect
to the Hermitian product
〈ϕ, ψ〉 = 1
2pi
∫ pi
−pi
ϕ(eiθ)ψ(eiθ)λ(δ)(θ)dθ. (3.6)
Figure 3.1. Examples of densities λ(δ), for Re(δ) negative, zero and positive.
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Proposition 3.4. Let δ ∈ C with Re(δ) > −1/2. Then λ(δ)(θ) dθ2pi is a probability
measure with successive monic orthogonal polynomials
P(δ)n (X) = X
n
2F1(δ,−n;−n− δ; X−1), n > 0.
Moreover, ∥∥∥P(δ)n ∥∥∥2 = (δ + δ + 1)nn!
(δ + 1)n(δ + 1)n
.
Remark. In this proposition and in the following, (x)n stands for the Pochhammer
symbol : if n > 0, (x)n = x(x+ 1) . . . (x+ n− 1), and if n 6 0 (x)n = 1/(x+ n)−n.
The hypergeometric function 2F1(δ,−n;−n− δ; X−1) is stricly speaking not well
defined : 2F1(a, b; c; z) is generally not convergent for |z| = 1 if Re(c − a − b) < 0.
However, in our case, as −b ∈ N, the hypergeometric series contains a finite number
of terms and therefore converges. Actually
P(δ)n (z) =
n∑
k=0
(
n
k
) Γ(n− k + δ)Γ(k + 1 + δ)
Γ(δ)Γ(n+ 1 + δ)
zk .
Proof. Let n > 0. We first calculate the moment of order n
cn =
1
2pi
∫ pi
−pi
e−inθλ(δ)(θ)dθ =
c(δ)
2pi
∫ pi
−pi
e−inθ(1− eiθ)δ(1− e−iθ)δdθ.
As the Taylor series
(1− eiθ)δ(1− e−iθ)δ =
∑
k>0
(−δ)k
k!
eikθ
∑
l>0
(−δ)l
l!
e−ilθ

agrees with formula (3.5), after an expansion of the double series all terms with
n + l 6= k cancel (the exchange of order between integral and sum requires some
attention) and we get
cn = c(δ)
∑
l>0
(−δ)l
l!
(−δ)l+n
(l + n)!
= c(δ)
(−δ)n
n!
2F1(−δ,−δ + n;n+ 1; 1).
Combining our choice for c(δ) and Gauss formula (see [3])
2F1(a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) , Re(c− a− b) > 0, (3.7)
leads to
cn =
(−δ)n
(δ + 1)n
. (3.8)
The same method shows that formula (3.8) stands also for n 6 0 ((x)n is defined in
the preceding remark for a negative n). Note that c0 = 1 so λ
(δ)(θ) dθ2pi is a probability
measure.
The polynomials P
(δ)
n (n > 0) are clearly monic, and they are orthogonal if and
only if
1
2pi
∫ pi
−pi
P(δ)n (e
iθ)e−ilθλ(δ)(θ)dθ = 0, 0 6 l 6 n− 1,
for all n > 1. Note that
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1
2pi
∫ pi
−pi
P(δ)n (e
iθ)e−ilθλ(δ)(θ)dθ
=
n∑
k=0
(δ)k(−n)k
(−n− δ)kk!
cl+k−n =
n∑
k=0
(δ)k(−n)k
(−n− δ)kk!
(−δ)l+k−n
(δ + 1)l+k−n
=
(−δ)l−n
(δ + 1)l−n
3F2(δ,−δ + l − n,−n; 1 + δ + l − n,−n− δ; 1).
The Pfaff-Saalschutz identity (see [3]) states that if −c ∈ N and d+ e = a+ b+ c+1
then
3F2(a, b, c; d, e; 1) =
(d− a)−c(d− b)−c
(d)−c(d− a− b)−c .
Consequently, as l < n, 〈P(δ)n ,Xl〉 = 0 and so the P(δ)n ’s are orthogonal. Moreover, as
they are monic, we get∥∥∥P(δ)n ∥∥∥2 = 〈P(δ)n ,Xn〉 = 3F2(δ,−δ,−n;−n− δ, 1 + δ; 1),
which is (δ+δ+1)nn!
(δ+1)n(δ+1)n
once again thanks to the Pfaff-Saalschutz identity.
Note that the orthogonal polynomials in the above Proposition 3.4 necessarily
follow the Szego¨’s recursion formula
P
(δ)
n+1(z) = zP
(δ)
n (z)− α¯nP(δ)n
∗
(z)
where P
(δ)
n
∗
(z) = zn P
(δ)
n (z¯−1) . The coefficients αn are called Verblunsky coefficients
and satisfy the condition αn ∈ D : they play a central role in the theory of orthogonal
polynomials on the unit circle (see [122], [123]). In particular, they can be used as a
set of coordinates for the probability measure λ(δ)/2pi in the manifold of probability
measures on the unit circle. Hence it is of interest to identify them : it follows from
Proposition 3.4 that the Verblunsky coefficients associated to the measure λ(δ) are
αn = − (δ)n+1
(δ + 1)n+1
∼
n→∞ −
1
n
Γ(δ + 1)
Γ(δ)
e−2iIm(δ) logn
as shown by the asymptotics Γ(n+ a)/Γ(n) ∼ na.
Another quantity of interest in this theory is the Caratheodory function, easily
calculated thanks to the exact expression of the moments cn previously obtained :
F(z) =
∫ pi
−pi
eiθ + z
eiθ − z
λ(δ)(θ)dθ
2pi
= 1 + 2
∞∑
n=1
cnz
n
= 1 + 2
∞∑
n=1
(−δ)n
(δ + 1)n
zn = 2 2F1(−δ, 1, δ + 1, z)− 1
The main results concerning the Hua-Pickrell measures are summarized below.
Hua-Pickrell λ(δ)(θ) = c(δ)(2 − 2 cos θ)ae−b(pi sgn θ−θ)
density δ = a+ ib, c(δ) = Γ(1+δ)Γ(1+δ)
Γ(1+δ+δ)
Moments cn =
(−δ)n
(δ+1)n
Orthogonal polynomials P
(δ)
n (X) = Xn2F1(δ,−n;−n− δ; X−1)
L2 norm
∥∥∥P(δ)n ∥∥∥2 = (δ+δ+1)nn!(δ+1)n(δ+1)n
Verblunsky coefficients αn = − (δ)n+1(δ+1)n+1
Asymptotics αn ∼
n→∞ −
1
n
Γ(δ+1)
Γ(δ)
e−2iIm(δ) logn
Caratheodory function F(z) = 2 2F1(−δ, 1, δ + 1, z)− 1
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2.2. Consequences for fixed n.
In fact, the second claim of the above Proposition 3.4 gives a new proof of the
Keating-Snaith formula [80] for the average of the characteristic polynomial Zn =
det(Id− u) of a random unitary matrix, originally derived with Selberg’s integrals :
Corollary 3.5. Let Zn = det(Id− u), with u ∼ µU(n). Then
EµU(n)
(|Zn|tes arg Zn) = n∏
k=1
Γ (k) Γ (k + t)
Γ
(
k + t+is2
)
Γ
(
k + t−is2
) . (3.9)
Proof. An application of Heine’s formula (see e.g. [133]) yields :
EµU(n)
(|Zn|tes arg Zn) = 1
c(δ)n
det
(
〈Xk,Xl〉n−1k,l=0
)
,
where t > −1, s ∈ R and where the Hermitian product is defined in (3.6) with
δ = t+is2 . It is well known that this determinant of a Gram matrix is the square of
the volume of the parallelepiped determined by the vectors 1,X, . . . ,Xn−1. The ”base
times height” formula implies that this volume is the product of the norms of the
successive monic orthogonal polynomials :
EµU(n)
(|Zn|tes arg Zn) = 1
c(δ)n
n−1∏
k=0
∥∥∥P(δ)k ∥∥∥2 = n∏
k=1
Γ (k) Γ (k + t)
Γ
(
k + t+is2
)
Γ
(
k + t−is2
) .
This agrees with (3.9).
Note that Chapter 1 contains still another proof of (3.9), relying on a decomposi-
tion of Zn as a product of n independent random variables.
Theorem 3.6. Let δ ∈ C, Re(δ) > − 12 . For u ∼ µ(δ)U(n), consider χ = {eiθ1, . . . , eiθn}
the set of the eigenvalues of u. Then χ is a determinantal point process with correlation
kernel
K˜(δ)n (e
iα, eiβ) = dn(δ)
√
λ(δ)(α)λ(δ)(β)
ei
n(α−β)
2 Q
(δ)
n (e−iα)Q
(δ)
n (eiβ)− e−in(α−β)2 Q(δ)n (eiα)Q(δ)n (e−iβ)
ei
α−β
2 − e−iα−β2
.
Here dn(δ) =
(δ+1)n(δ+1)n
(δ+δ+1)nn!
, Q
(δ)
n (x) = 2F1(δ,−n;−n− δ;x) and λ(δ)(α) is defined by
(3.5).
Remark. First, substituting δ = 0 leads to the kernel
K(0)n (e
iα, eiβ) =
sin n(α−β)2
sin α−β2
. (3.10)
Moreover, in the above theorem and in the following, the values of the kernels on
the diagonal are defined by continuity, the limit being easily derived from L’Hospital’s
rule (examples of these diagonal values are given in figure 3.2) :
K˜(δ)n (e
iα, eiα) = dn(δ)λ
(δ)(α)2Re
(
2F1(δ,−n,−n− δ, eiα)(
n
2
2F1(δ,−n,−n− δ, e−iα)− nδ
n+ δ
e−iα2F1(δ + 1,−n+ 1,−n− δ + 1, e−iα)
))
 the hypergeometric kernel
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Figure 3.2. K˜
(δ)
n (e
iα, eiα) for n = 10 and δ = 5 (left), δ = 3 + i
2
(right)
Proof. This is straightforward once we know the orthogonal polynomials from Pro-
position 3.4 : the following arguments are standard in Random Matrix Theory, and
more details can be found in [96]. Let f(eiθ)dθ be a probability measure on (−pi, pi).
Consider the probability distribution
F(eiθ1 , . . . , eiθn)dθ1 . . .dθn = c(n, f)
∏
j
f(eiθj)
∏
k<l
|eiθl − eiθk |2dθ1 . . .dθn
on (−pi, pi)n, with c(n, f) the normalization constant. Let Pk (0 6 k 6 n−1) be monic
polynomials with degree k. Thanks to Vandermonde’s formula and multilinearity of
the determinant
∏
j
√
f(eiθj)
∏
k<l
(eiθl − eiθk) = n
√√√√n−1∏
k=0
‖Pk‖L2(f)det
(√
f(eiθj)
Pk(e
iθj )
‖Pk‖L2(f)
)n
k,j=1
.
Multiplying this identity with its conjugate and using det(AB) = detAdetB gives
F(eiθ1 , . . . , eiθn) = det
(
K˜n(e
iθj , eiθk)nj,k=1
)
with K˜n(x, y) = c
√
f(x)f(y)
∑n−1
k=0
Pk(x)Pk(y)
‖Pk‖2L2(f)
, the constant c depending on f , n and
the Pi’s. This shows that the correlation ρn has the desired determinantal form.
Gaudin’s lemma (see [96]) implies that if the polynomials Pk’s are orthogonal in
L2(f), then
ρl(e
iθ1 , . . . , eiθl) = det
(
K˜n(e
iθj , eiθk)lj,k=1
)
for all 1 6 l 6 n. As 12pi
∫ pi
−pi ρ1(e
iθ)dθ = n, then c = 2pi, so the Christoffel-Darboux
formula gives
K˜n(x, y) = 2pi
√
f(x)f(y)
n−1∑
k=0
Pk(x)Pk(y)
‖Pk‖2L2(f)
= 2pi
√
f(x)f(y)
‖Pn‖2L2(f)
P∗n(x)P∗n(y)− Pn(x)Pn(y)
x− y .
where P∗n(x) = x
n Pn(1/x).
Concerning the Hua-Pickrell measure, taking in the above discussion λ(δ) for f ,
replacing the kernel K˜n(e
iα, eiβ) by ei
nα
2 K˜n(e
iα, eiβ)e−i
nβ
2 (this doesn’t change the
determinant), we get directly the result of Theorem 3.6.
2.3. Asymptotics.
The asymptotics of the kernel (3.10) is given by
K˜(0)∞ (α, β) = lim
n→∞
1
n
K˜(0)n (e
iα
n , ei
β
n ) =
sin
(
α−β
2
)
α−β
2
.
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A similar limit holds for the Hua-Pickrell determinantal kernel, given in Theorem 3.8.
To this end, we shall need the following asymptotics :
Proposition 3.7. Let δ ∈ C, Re(δ) > 1/2. Then
lim
n→∞n
−δ
2F1(δ,−n;−n− δ; ei θn ) = Γ(δ + 1)
Γ(δ + δ + 1)
1F1(δ, δ + δ + 1, iθ),
uniformly on {θ ∈ K}, with K any compact set of R.
Proof. The function g(n) : θ 7→ n−δ 2F1(δ,−n;−n − δ; ei θn ) satisfies the ordinary
differential equation[
n(1− e−i θn )
]
∂θθg
(n)
+
[
−i(1− e−i θn ) + ie−i θn (n+ δ)− i(n− δ − 1)
]
∂θg
(n) + δg(n) = 0 (3.11)
with initial conditions (here we use the Chu-Vandermonde identity)
g(n)(0) =
(−n− δ − δ)n
nδ(−n− δ)n
=
(δ + δ + 1)n
nδ(δ + 1)n
g(n)
′
(0) =
iδ(−n− δ − δ)n−1
nδ(n+ δ)(−n− δ + 1)n−1
=
iδ(δ + δ + 2)n−1
nδ(n+ δ)(δ + 1)n−1
.
Taking n → ∞ in (3.11) and using the classical theory of differential equations (i.e.
the Cauchy-Lipschitz theorem with a parameter), we can conclude that g(n) converges
uniformly on any compact set to the solution g of the differential equation
(iθ)∂θθg + (i(δ + δ + 1) + θ)∂θg + δg = 0 (3.12)
with initial values g(0) = limn g
(n)(0) and g′(0) = limn g(n)
′
(0) i.e.
g(0) =
Γ(δ + 1)
Γ(δ + δ + 1)
, g′(0) =
iδΓ(δ + 1)
Γ(δ + δ + 2)
.
The unique solution of (3.12) is
g(θ) =
Γ(δ + 1)
Γ(δ + δ + 1)
1F1(δ, δ + δ + 1, iθ),
concluding the proof.
Consequently, using this proposition and Theorem 3.6 the re-scaled correlation
function associated to the Hua-Pickrell measure can be written in a determinantal
form. Note that in the following theorem, if Re(δ) < 0, the convergence is uniform
only on compact subsets of R2∗ because of the pole of λ
(δ)(θ) at θ = 0. If Re(δ) > 0,
no such problem appears and the convergence is uniform on compacts of R2.
Theorem 3.8. Let δ ∈ C, Re(δ) > − 12 . Uniformly on any compact set of R2∗,
1
n
K˜(δ)n (e
iα
n , ei
β
n ) −→
n→∞ K˜
(δ)
∞ (α, β)
with
K˜(δ)∞ (α, β) = e(δ) |αβ|Reδ e−
pi
2 (Imδ)(sgnα+sgn β)
ei
α−β
2 Q(δ)(−iα)Q(δ)(iβ)− e−iα−β2 Q(δ)(iα)Q(δ)(−iβ)
α− β .
Here e(δ) = 12ipi
Γ(δ+1)Γ(δ+1)
Γ(δ+δ+1)2
and Q(δ)(x) = 1F1(δ, δ + δ + 1;x). If Re(δ) > 0, this
convergence is uniform on compact subsets of R2.
 the hypergeometric kernel
Remark. As expected, the kernel K˜
(δ)
∞ coincides with the sine kernel for δ = 0 :
K˜(0)(eiα, eiβ) =
sin
(
α−β
2
)
α−β
2
.
For Re(δ) > −1/2, 1F1(δ, δ + δ + 1, x) (and then K˜(δ)∞ ) can be expressed in terms of
Whittaker functions, and for δ ∈ R as Bessel functions (see [3]).
Remark. In [16] the determinantal kernel on the real line associated to Hua-Pickrell
measures on the Hermitian matrices H(n) is given. Its asymptotics, after the scaling
x 7→ nx on the eigenvalues, is noted K˜(δ,H)∞ (x, y). With no surprise, the expression
given by Borodin and Olshanski coincides with ours after a suitable change of va-
riables :
K˜(δ,H)∞ (x, y) = f(δ)K˜
(δ,U)
∞
(
2
x
,
2
y
)
(3.13)
for a constant f(δ). This was observed by Borodin and Olshanski thanks to the follo-
wing argument, linking the unitary and Hermitian ensembles via the Cayley transform{
H(n) → U(n)
X 7→ i−Xi+X
.
Indeed, this function transforms the Hua-Pickrell measure on H(n) into the Hua-
Pickrell measure on U(n). Therefore, a scaling x 7→ nx of the eigenvalues on H(n)
corresponds to a scaling α 7→ αn for the eigenangles on U(n) :
i− nx
i + nx
= −e− 2inx +O
(
1
n2
)
, (3.14)
leading to the correspondence α = 2x . Theorem 3.8 gives an alternative proof of
(3.13), by direct calculation. Note that for fixed n we do not have an identity like
(3.13), because of the error term in (3.14).
3. Universality of the hypergeometric kernel
Theorem 3.2 is a direct application of Lubinsky’s localization method, that we
recall here for completeness.
Lubinsky’s inequality (see [90], [91], [92], [93] or the review [126] by Barry Simon)
states that if µ 6 µ∗ on ∂D, then for any α and β
|K(µ)n (eiα, eiβ)−K(µ
∗)
n (eiα, eiβ)|
K
(µ)
n (eiα, eiα)
6
(
K
(µ)
n (eiβ , eiβ)
K
(µ)
n (eiα, eiα)
)1/2(
1− K
(µ∗)
n (eiα, eiα)
K
(µ)
n (eiα, eiα)
)1/2
Therefore, with the diagonal control of the Christoffel-Darboux kernel and some lo-
calization work, the off-diagonal limits of a general kernel can be obtained from a
special one, here K
(δ)
n . Lubinsky evaluates the diagonal kernel using the variational
formulation
1
Kn(eiθ, eiθ)
= min
deg(P)6n−1
1
2pi
∫ pi
−pi |P(eis)|2dµ(s)
|P(eiθ)|2 .
To state his result, we need to introduce the concept of mutual regularity.
Definition 3.9. Let µ and ν be measures on ∂D. We say that they are mutually
regular if as n→∞
sup
degP6n
(∫ |P|2dµ∫ |P|2dν
)1/n
→ 1 and sup
deg P6n
(∫ |P|2dν∫ |P|2dµ
)1/n
→ 1.
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Moreover, mutual regularity is linked to the concept of regularity in the sense of
Stahl and Totik, defined for a measure µ on the unit circle by the condition
(a(µ)n )
1/n −→
n→∞ 1,
where a
(µ)
n is the coefficient of Xn in p
(µ)
n , the nth orthonormal polynomial for the
measure µ. If µa is almost everywhere positive then it is regular, and it is mutually
regular with the weight ν′ = 1 with the same support as µ (see [127]). In particular,
an almost everywhere positive measure is mutually regular with λ(δ).
As indicated by the title of his paper [91], Lubinsky has shown that mutually
regular measures have similar universality limits in the context of measures on the
real line. His Theorem 4 in [91] has the following strict analogue on the unit circle,
the proof being the same as Lubinsky’s, replacing everywhere the scalar product by
the Hermitian one.
Theorem 3.10. Let µ and ν be mutually regular measures on ∂D. Let J be a compact
subset of the support supp(µ) of µ. Assume that I is an open set containing J, such
that in I∩supp(µ), µ and ν are mutually absolutely continuous. Assume moreover that
at each point of J, the Radon-Nikodym derivative dµ/dν is positive and continuous.
Assume that (εn) is a sequence of positive numbers with limit 0, such that for any
A > 0
lim
η→0+
lim sup
n→∞
K
(ν)
n (ei(θ+αεn), ei(θ+αεn))
K
(ν)
n−bηnc(e
i(θ+αεn), ei(θ+αεn))
= 1 (3.15)
uniformly for θ ∈ J and |α| 6 A. Then for any A > 0, uniformly in α, β in [−A,A]
and θ ∈ J, with θ + αεn, θ + βεn restricted to supp(µ),
lim
n→∞
∣∣∣dµdν (θ)K(µ)n (ei(θ+αεn), ei(θ+βεn))−K(ν)n (ei(θ+αεn), ei(θ+βεn))∣∣∣
K
(µ)
n (ei(θ+αεn), ei(θ+αεn))
= 0. (3.16)
Remark. If J consists of a single point in the interior of the support, this Theorem
shows easily the universality of the sine kernel by taking for ν the uniform measure
on ∂D. We will use the above result when J = {1} is a point at the edge of the
spectrum, and ν = λ(δ)(θ)dθ. Note that the continuity of dµ/dν in J is in the sense
of approaching points in J from all points of the support of µ.
Moreover, in Theorem 4 in [91], there is a technical condition on the diagonal
kernel (condition (4) in [91]) which aims at replacing K
(µ)
n (ei(θ+αεn), ei(θ+αεn)) by
K
(µ)
n (ei(θ), ei(θ)) in (3.16). We do not need this replacement here, hence we omit the
analogue of Lubinsky’s technical condition (4).
Proof of Theorem 3.2. We choose ν = λ(δ)(θ)dθ, εn = 1/n and µ as in Theorem 3.2
to apply Theorem 3.10, . The measure µ is almost everywhere strictly positive, so as
previously mentioned it is mutually regular with ν.
Moreover, for our choice of ν, the technical condition (3.15) follows directly from
the calculations of the previous section, in particular Theorem 3.8.
The conclusion of Theorem 3.10 holds, so the kernels h(0)K
(µ)
n and K
(δ)
n have
the same asymptotics uniformly on R2. This implies that the normalized reproducing
kernels K˜
(µ)
n and K˜
(δ)
n have the same asymptotics uniformly on R2. The asymptotics of
K˜
(δ)
n are given in Theorem 3.8, and yield the expected result, with distinct uniformity
domains whether Re(δ) > 0 or not.
 the hypergeometric kernel
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Figure 3.3. The sine kernel : δ = 0.
Depends only on the difference α− β.
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Figure 3.4. The Bessel kernel : δ = 1.
Symmetric with respect to (0, 0).
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Figure 3.5. The pure discontinuity for
the hypergeometric kernel : δ = i. No
symmetry except (α, β) → (β, α), dis-
continuous at α = 0 or β = 0.
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Figure 3.6. The hypergeometric ker-
nel : δ = 1+i. Continuous if Re(δ) > 0,
discontinuous otherwise.
Chapter 4
Random orthogonal polynomials on the
unit circle
This chapter corresponds to Circular Jacobi ensembles and defor-
med Verblunsky coefficients, International Mathematics Research
Notices, 4357-4394 (2009), and The characteristic polynomial on
compact groups with Haar measure : some equalities in law [22],
C. R. Acad. Sci. Paris, Ser. I 345, 229-232, (2007), joint works
with A. Nikeghbali and A. Rouault.
This chapter combines the decomposition of the characteristic polynomial as pro-
duct of independent random variables, obtained in the first two chapters, with the
theory of orthogonal polynomials on the unit circle (OPUC).
In particular, writing in a generic manner det(Id− u) =∏nk=1(1− γk) with inde-
pendent γk’s, we give a geometric meaning to the γk’s in terms of deformed Verblunsky
coefficients, which are closely related to the Verblunsky coefficients appearing in the
OPUC theory.
This point of view allows us to propose a simple matrix model for the following
circular analogue of the Jacobi ensemble :
cn,β,δ
∏
16k<l6n
|eiθk − eiθl |β
n∏
j=1
(1− e−iθj)δ(1− eiθj )δ
with Re δ > −1/2. In the case δ = 0, the construction is due to Killip and Nenciu
and is based on the classical Verblunsky coefficients.
The introduction of these deformed Verblunsky coefficients also allows to give limit
theorems for the empirical spectral distribution
1
n
n∑
k=1
δeiθk
in the regime δ = δ(n) with δ(n)/n → d as n → ∞ : we prove its weak convergence
in probability towards a measure supported on an arc of the unit circle, and a large
deviations principle with explicit rate function.
1. Introduction
1.1. The Jacobi circular ensemble.
The theory of random unitary matrices was developed using the existence of a na-
tural uniform probability measure on compact Lie groups, namely the Haar measure.
The statistical properties of the eigenvalues as well as the characteristic polynomial
of these random matrices have played a crucial role both in physics (see [96] for an
historical account) and in analytic number theory to model L-functions (see [80] and
[81] where Keating and Snaith predict moments of L-functions on the critical line
using knowledge on the moments of the characteristic polynomial of random unitary
matrices).

 random orthogonal polynomials on the unit circle
The circular unitary ensemble (CUE) is U(n), the unitary group over Cn, equipped
with its Haar measure µU(n). The Weyl integration formula allows one to average any
(bounded measurable) function on U(n) which is conjugation-invariant
∫
fdµU(n) =
1
n!
∫
· · ·
∫
|∆(eiθ1 , . . . , eiθn)|2f(diag (eiθ1 , . . . , eiθn))dθ1
2pi
. . .
dθn
2pi
, (4.1)
where ∆(eiθ1 , . . . , eiθn) =
∏
16j<k6n(e
iθk − eiθj) denotes the Vandermonde determi-
nant (see Theorem 1.18 in Chapter 1 for a probabilistic proof of (4.1)).
The circular orthogonal ensemble (COE) is the subset of U(n) consisting of sym-
metric matrices, i.e. U(n)/O(n) = {v tv | v ∈ U(n)} equipped with the measure
obtained by pushing forward µU(n) by the mapping v 7→ v tv. The integration formula
is similar to (4.1) but with |∆(eiθ1 , . . . , eiθn)|2 replaced by |∆(eiθ1 , . . . , eiθn)| and with
the normalizing constant changed accordingly.
For the circular symplectic ensemble (CSE), which will not be recalled here, the
integration formula uses |∆(eiθ1 , . . . , eiθn)|4.
Dyson observed that the induced eigenvalues distributions correspond to the Gibbs
distribution for the classical Coulomb gas on the circle at three different temperatures.
More generally, n identically charged particles confined to move on the unit circle,
each interacting with the others through the usual Coulomb potential − log |zi − zj |,
give rise to the Gibbs measure with parameters n, the number of particles, and β, the
inverse temperature (see the discussion and references in [84] and in [48] chap. 2) :
Eβn(f) = c
(n)
0,β
∫
f(eiθ1, . . . , eiθn)|∆(eiθ1 , . . . , eiθn)|βdθ1 . . . dθn,
where c
(n)
0,β is a normalizing constant chosen so that
h
(n)
0,β(θ1, . . . , θn) = c
(n)
0,β |∆(eiθ1 , . . . , eiθn)|β (4.2)
is a probability density on (−pi, pi)n and where f is any symmetric function. The
unitary, orthogonal and symplectic circular ensembles correspond to matrix models
for the Coulomb gas at three different temperatures, but are there matrix models for
general inverse temperature β > 0 for Dyson’s circular eigenvalue statistics ?
Killip and Nenciu [84] provided matrix models for Dyson’s circular ensemble, using
the theory of orthogonal polynomials on the unit circle. In particular, they obtained
a sparse matrix model which is pentadiagonal, called CMV (after the names of the
authors Cantero, Moral, Vela´squez [26]). In this framework, there is not a natural
underlying measure such as the Haar measure ; the matrix ensemble is characterized
by the laws of its elements.
There is an analogue of Dyson’s circular ensembles on the real line : the proba-
bility density function of the eigenvalues (x1, . . . , xn) for such ensembles with inverse
temperature parameter β is proportional to
|∆(x1, . . . , xn)|β
n∏
j=1
e−x
2
j/2dx1 . . . dxn. (4.3)
For β = 1, 2 or 4, this corresponds to the classical Gaussian ensembles. Dumitriu and
Edelman [44] gave a simple tridiagonal matrix model for (4.3). Killip and Nenciu [84],
gave an analogue matrix model for the Jacobi measure on the segment (−2, 2), which
is up to a normalizing constant,
|∆(x1, . . . , xn)|β
n∏
j=1
(2− xj)a(2 + xj)bdx1 . . . dxn, (4.4)
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where a, b > 0, relying on the theory of orthogonal polynomials on the unit circle
and its links with orthogonal polynomials on the segment. When a and b are
strictly positive integers, the Jacobi measure (4.4) can be interpreted as the poten-
tial |∆(x1, . . . , xn+a+b)|β on (−2, 2)n+a+b conditioned to have a elements on 2 and b
elements on −2. Consequently, the Jacobi measure on the unit circle should be a two
parameters extension of (4.2), corresponding to conditioning to have specific given
eigenvalues. Such an analogue was defined as the Jacobi circular ensemble in [48] and
[52].
Definition 4.1. Throughout this chapter, we note h
(n)
δ,β the probability density function
on (−pi, pi)n given by :
h
(n)
δ,β (θ1, . . . , θn) = c
(n)
δ,β |∆(eiθ1 , . . . , eiθn)|β
n∏
j=1
(1− e−iθj )δ(1 − eiθj)δ (4.5)
with δ ∈ C, Re(δ) > − 12 .
If δ ∈ β2N, this measure coincides with (4.2) conditioned to have 2δ/β eigenvalues
at 1. For β = 2, such spectral measures were first considered by Hua [70] and Pickrell
[111], [112]. This case was also widely studied in [103] and [16] for its connections
with the theory of representations, and in Chapter 2 for its analogies with the Ewens
measure on permutations group.
One of our goals in this chapter is to provide a matrix model for the Jacobi circular
ensemble, i.e. a distribution on U(n) such that the arguments of the eigenvalues
(eiθ1 , . . . , eiθn) are distributed as in (4.5). One can guess that additional problems may
appear because the distribution of the eigenvalues is not rotation invariant anymore.
Nevertheless, some statistical information for the Jacobi circular ensemble can be
obtained from Dyson’s circular ensemble by a sampling (or a change of probability
measure) with the help of the determinant.
If we consider a matrix model for h
(n)
0,β, we can define
 a matrix model for h
(n)
δ,β
by the means of a sampling (in the sense of Definition 1.16), noticing that when the
charges are actually the eigenvalues of a matrix u, then (4.2) differs from (4.5) by a
factor which is a function of det(Id − u). Actually detδ is defined as in the previous
chapters :
detδ(u) = det(Id− u)δdet(Id− u)δ ,
and we will use this detδ sampling.
Actually we look for an effective construction of a random matrix, for instance
starting from a reduced number of independent random variables with known dis-
tributions. Notice that in the particular case β = 2, the density h0,2 corresponds to
eigenvalues of a matrix under the Haar measure on U(n) and the detδ sampling of
this measure is the Hua-Pickrell measure studied in Chapter 2.
1.2. Orthogonal polynomials on the unit circle.
We now wish to outline the main ingredients which are needed from the theory of
orthogonal polynomials on the unit circle to construct matrix models for the general
Dyson’s circular ensemble. The reader can refer to [122] and [123] for more results
and references ; in particular, all the results about orthogonal polynomials on the unit
circle (named OPUC) can be found in these volumes.
Let us explain why OPUC play a prominent role in these constructions. Throu-
ghout this chapter, D denotes the open unit disk {z ∈ C : |z| < 1} and ∂D the unit
. for Re(δ) > −1/2, due to an integrability constraint
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circle {z ∈ C : |z| = 1}. Let (H, u, e) be a triple where H is a Hilbert space, u a
unitary operator and e a cyclic unit vector, i.e. {uje}∞j=−∞ is total in H. We say that
two triples (H, u, e) and (K, v, e′) are equivalent if and only if there exists an isometry
k : H → K such that v = kuk−1 and e′ = ke. The spectral theorem says that for each
equivalence class, there exists a unique probability measure µ on ∂D such that
〈e, uke〉H =
∫
∂D
zkdµ(z) , k = 0,±1, . . .
Conversely, such a probability measure µ gives rise to a triple consisting of the Hilbert
space L2(µ), the operator of multiplication by z, i.e. h 7→ (z 7→ zh(z)) and the vector
1, i.e. the constant function 1. When the space H is fixed, the probability measure µ
associated with the triple (H, u, e) is called the spectral measure of the pair (u, e).
Let us consider the finite n-dimensional case. Assume that u is unitary and e is
cyclic. It is classical that u has n different eigenvalues (eiθj , j = 1, . . . , n). In any
orthonormal basis whose first vector is e say (e1 = e, . . . , en), u is represented by a
matrix u and there is a unitary matrix Π diagonalizing u. It is then straightforward
that
µ =
n∑
j=1
pij δeiθj (4.6)
where the weights are defined as pij = |〈e1,Πej〉|2. Note that pij > 0 because a cyclic
vector cannot be orthogonal to any eigenvector (and we also have
∑n
j=1 pij = 1 because
Π is unitary). The eigenvalues (eiθj , j = 1, . . . n) and the vector (pi1, . . . , pin) can then
be used as coordinates for the probability measure µ.
Keeping in mind our purpose, we see that the construction of a matrix model
from a vector (eiθj , j = 1, . . . , n) may be achieved in two steps : first give a vector of
weights (pi1, . . . , pin), then find a matricial representative of the equivalence class with
a rather simple form. The key tool for the second task is the sequence of orthogonal
polynomials associated with the measure µ. In L2(∂D, dµ) equipped with the natural
basis {1, z, z2, . . . , zn−1}, the Gram-Schmidt procedure provides the family of monic
orthogonal polynomials Φ0, . . . ,Φn−1. We can still define Φn as the unique monic
polynomial of degree n with ‖ Φn ‖L2(µ)= 0 :
Φn(z) =
n∏
j=1
(z − eiθj) . (4.7)
The Φk’s (k = 0, . . . , n) obey the Szego¨ recursion relation :
Φj+1(z) = zΦj(z)− α¯jΦ∗j (z) (4.8)
where
Φ∗j (z) = z
j Φj(z¯−1) .
The coefficients αj ’s (0 6 j 6 n− 1) are called Verblunsky coefficients and satisfy the
condition α0, . . . , αn−2 ∈ D and αn−1 ∈ ∂D.
When the measure µ has infinite support, one can define the family of orthogonal
polynomials (Φn)n>0 associated with µ for all n. Then there are infinitely many
Verblunsky coefficients (αn) which all lie in D.
Verblunsky’s Theorem (see e.g. Theorem 1.7.11 in [122]) states that there is a
bijection between probability measures on the unit circle and sequences of Verblunsky
coefficients.
The matrix of the multiplication by z in L2(∂D, µ), in the basis of orthonormal
polynomials, has received much attention. This unitary matrix is called GGT by B.
Simon [122] (for Geronimus [58], Gragg [62], and Teplyaev [134])
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It is noted G(α0, . . . , αn−2, αn−1) and is in the Hessenberg form : all entries below
the subdiagonal are zero, whereas the entries above the subdiagonal are nonzero and
the subdiagonal is nonnegative. Formulae (4.1.5) and (4.1.6) in [122] give an explicit
expression for the entries in terms of the Verblunsky coefficients.
Moreover, there is an explicit useful decomposition of these matrices into product
of block matrices, called the AGR decomposition by Simon [125], after the paper [2].
For 0 6 k 6 n− 2, let
Θ(k)(α) = Idk ⊕
(
αk ρk
ρk −αk
)
⊕ Idn−k−2. (4.9)
and set Θ(n−1)(αn−1) = Idn−1 ⊕ (αn−1), with |αn−1| = 1. Then the AGR decompo-
sition states that ([125] Theorem 10.1)
G(α0, . . . , αn−1) = Θ(0)(α0)Θ(1)(α1) . . .Θ(n−1)(αn−1) . (4.10)
Now we state a crucial result of Killip and Nenciu which enabled them to obtain a
matrix model in the Hessenberg form for Dyson’s circular ensemble.
Theorem 4.2 (Killip-Nenciu [84]). The following formulae express the same measure
on the manifold of probability distributions on ∂D supported on n points :
21−n
n!
|∆(eiθ1 , . . . , eiθn)|β
n∏
j=1
pi
β/2−1
j dθ1 . . . dθndpi1 . . . dpin−1
in the (θ, pi) coordinates and
n−2∏
k=0
(1− |αk|2)(β/2)(n−k−1)−1d2α0 . . .d2αn−2 dϕ
2pi
in terms of Verblunsky coefficients.
This result is highly non-trivial because there is no simple change of variables
between the Verblunsky coefficients and the eigenvalues/weights. To comment on the
above theorem, we need to introduce a notation and definition.
Definition 4.3. For s > 1 let νs be the probability measure on D with density
s− 1
2pi
(1− |z|2)(s−3)/2.
It is the law of reiψ where r and ψ are independent, ψ is uniformly distributed on
(−pi, pi) and r law=
√
B1, s−12
, the square root of a beta variable with the indicated para-
meters. We adopt the convention that ν1 is the uniform distribution on the unit circle.
We denote by η
(n)
0,β the distribution on D
n−1 × ∂D given by
η
(n)
0,β = ⊗n−1k=0νβ(n−k−1)+1 .
The Dirichlet distribution of order n > 2 with parameter a > 0, denoted by Dirn(a),
is the probability distribution on the simplex {(x1, . . . , xn) ∈ (0, 1)n :
∑n
i=1 xi = 1}
with density
Γ(na)
Γ(a)n
n∏
k=1
xa−1k .
Theorem 4.2 may be restated as follows : to pick at random a measure µ such
that (α0, . . . , αn−1) is η
(n)
0,β distributed is equivalent to pick the support (θ1, . . . , θn)
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according to h
(n)
0,β (see (4.2)) and independently pick the weights (pi1, . . . , pin) according
to Dirn(β/2).
As a consequence, if one takes independent coefficients (α0, . . . , αn−2, αn−1) such
that αk is νβ(n−k−1)+1 distributed for 0 6 k 6 n − 1, then the GGT matrix
G(α0, . . . , αn−2, αn−1) will be a matrix model for Dyson’s circular ensemble with
inverse temperature β (see also Proposition 2.11 in [48]). Actually in [84], Killip and
Nenciu provide a matrix model which is much sparser (pentadiagonal) as shall be
explained in Section 4.
Let us now define the laws on U(n) which we will consider in the sequel.
Definition 4.4. We denote by CJ
(n)
0,β the probability distribution on U(n) supported
by the set of matrices of the GGT form (4.10) whenever the parameters α0, . . . , αn−1
are defined as above. We denote by CJ
(n)
δ,β the probability distribution on U(n) which
is the detδ sampling of CJ
(n)
0,β.
The above approach is not sufficient to produce matrix ensembles for the Jacobi
circular ensemble because, as we shall see in Section 3, under the measure CJ
(n)
δ,β , the
Verblunsky coefficients are not independent anymore. To overcome this difficulty, we
associate to a measure on the unit circle, or equivalently to its Verblunsky coefficients,
a new sequence of coefficients (γk)06k6n−1, which we shall call deformed Verblunsky
coefficients. There is a simple bijection between the original sequence (αk)06k6n−1
and the new one (γk)06k6n−1. These coefficients satisfy among several properties
that |αk| = |γk|, and they are independent under CJ(n)β,δ. Moreover, for δ = 0 the αk’s
and the γk’s have the same distribution. These deformed Verblunsky coefficients have
a geometric interpretation in terms of reflections : this leads to a decomposition of
the GGT matrix G(α0, . . . αn−1) as a product of independent elementary reflections
constructed from the γk’s. The explicit expression of the densities allows an asymptotic
study, as n→∞, of the γk’s, and consequently it also gives the asymptotic behavior
of the (empirical) spectral measure.
1.3. Organization of the chapter.
In Section 2, after recalling basic facts about the reflections introduced in Chapters
1 and 2, we define the deformed Verblunsky coefficients (γk)06k6n−1 and give some
of its basic properties. In particular we prove that the GGT matrix G(α0, . . . αn−1)
can be decomposed into a product of elementary complex reflections (Theorem 4.12).
In Section 3, we derive the law of the γk’s under CJ
(n)
δ,β, (Thorem 4.14) ; in particular
we show that they are independent and that the actual Verblunsky coefficients are
dependent if δ 6= 0. We then prove an analogue of the above Theorem 4.2 on the (θ, pi)
coordinates of µ (Theorem 4.15).
In Section 4, we propose our matrix model (Theorem 4.16). It is a modification of
the AGR factorization, where we transform the Θk’s so that they become reflections :
Ξ(k)(α) = Idk ⊕
(
α eiϕρ
ρ −eiϕα
)
⊕ Idn−k−2,
with eiϕ = 1−α1−α . Of course the CMV model, which is five diagonal, is also available,
but this time the αk’s are not independent. Using the following elementary fact proven
in Section 2,
Φn(1) = det(Id− u) =
n−1∏
k=0
(1 − γk),
we are able to generalize our previous results in Chapters 1 and 2 about the decom-
position of the characteristic polynomial evaluated at 1 as a product of independent
complex variables (Corollary 4.18).
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In Section 5, we study asymptotic properties of our model as n → ∞, when
δ = βnd/2, with Red > 0. We first prove that the Verblunsky coefficients have deter-
ministic limits in probability. This entails that the spectral measure converges weakly
in probability to the same deterministic measure (denoted by µ∞esd) which is suppor-
ted by an arc of the unit circle (Theorem 4.19). Besides, we consider the empirical
spectral distribution (ESD), where the Dirac masses have same weight 1/n. Bounding
the distances between both random measures, we proved that the ESD has the same
limit (Theorem 4.21). Moreover starting from the explicit joint distribution (4.5), we
prove also that the ESD satisfies a large deviation principle at scale (β/2)n2 whose
rate function reaches its minimum at µ∞esd (Theorem 4.22).
2. Deformed Verblunsky coefficients and reflections
In this section, we introduce the deformed Verblunsky coefficients and we establish
some of their relevant properties, in particular a geometric interpretation in terms of
reflections. One remarkable property of the Verblunsky coefficients, as it appears in
Theorem 4.2, is that they are independent under CJ
(n)
0,β . As we shall see in Section 3,
this does not hold anymore under CJ
(n)
δ,β . This motivated us to introduce a new set of
coefficients, (γ0, . . . , γn−2, γn−1), called deformed Verblunsky coefficients, which are
uniquely associated with a set of Verblunsky coefficients. In particular, γk ∈ D for
0 6 k 6 n− 2, γn−1 ∈ ∂D and the map (γ0, . . . , γn−2, γn−1) 7→ (α0, . . . , αn−2, αn−1)
is a bijection. Moreover, the characteristic polynomial at 1 can be expressed simply
in terms of (γ0, . . . , γn−2, γn−1).
2.1. Analytical properties
Let µ be a probability measure on the unit circle supported at n points. Keeping
the notations of the introduction, we let (Φk(z))06k6n denote the monic orthogonal
polynomials associated with µ and (αk)06k6n−1 its corresponding set of Verblunsky
coefficients through Szego¨’s recursion formula (4.8). The functions
bk(z) =
Φk(z)
Φ∗k(z)
, k 6 n− 1 (4.11)
are known as the inverse Schur iterates ([123] p.476, after Khrushchev [83] p.273).
They are analytic in a neighborhood of D¯ and meromorphic in C. Each bk is a finite
Blashke product
bk(z) =
n∏
j=1
(
z − zj
1− z¯jz
)
where z1, . . . , zk are the zeros of Φk. Let us now explain the term inverse Schur iterate.
The Schur function is a fundamental object in the study of the orthogonal poly-
nomials on the unit circle. Let us briefly recall its definition (see [122] or [124] for
more details and proofs) : if µ is a probability measure on the unit circle (whether it
is supported on finitely many points or not), its Schur function f : D→ D is defined
as :
f(z) =
1
z
F(z)− 1
F(z) + 1
where F(z) =
∫
eiθ + z
eiθ − z dµ(e
iθ).
It is a bijection between the set of probability measures on the unit circle and analytic
functions mapping D to D¯. The Schur algorithm (which is described in [122] or [124]
p.438) allows to parametrize the Schur function f by a sequence of so-called Schur pa-
rameters, which are actually the Verblunsky coefficients associated to µ (Geronimus
theorem). In particular, there are finitely many Verblunsky coefficients (or equiva-
lently the measure µ is supported at n points) if and only if f is a finite Blaschke
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product. The name inverse Schur iterate [82] for bk comes from the result (1.12) of the
latter paper where bk is identified as the Schur function corresponding to the reversed
sequence (−α¯k−1, . . . ,−α¯0, 1) (see also [123] Prop. 9.2.3).
Let us define our sequence of functions, which shall lead us the deformed coeffi-
cients.
Definition 4.5. If µ is supported at n points and with the notation above, define
γk(z) for 0 6 k 6 n− 1, as :
γk(z) = z − Φk+1(z)
Φk(z)
, (4.12)
From the Szego¨’s recursion formula (4.8) and notation (4.11), this is equivalent to
γk(z) =
α¯k
bk(z)
, (4.13)
so that γk is meromorphic, with poles in D and zeros lying outside D¯.
The next proposition shows how the functions γk(z) can be defined recursively
with the help of the coefficients αk. As a consequence, we shall see that the γk(z)
are closely related to a fundamental object in the theory of random matrices : the
characteristic polynomial.
Proposition 4.6. For any z ∈ C, γ0(z) = α¯0 and the following decomposition for
Φk(z) holds :
Φk(z) =
k−1∏
j=0
(z − γj(z)) , k = 1, . . . , n .
The γk(z)’s may be also defined by means of the α’s through the recursion :
γk(z) = α¯k
k−1∏
j=0
1− zγ˜j(z)
z − γj(z) ,
γ˜k(z) = γk(z¯−1) .
Proof. The first claim is an immediate consequence of (4.12). Now, using Φk(z) =∏k−1
j=0 (z − γj(z)), we obtain
Φ∗k(z) =
k−1∏
j=0
(1− zγ˜j(z)),
and hence (we use (4.13))
γk(z) = α¯k
k−1∏
j=0
1− zγ˜j(z)
z − γj(z) .
Note that when |z| = 1, |γk(z)| = |αk|. Combined with the above proposition, this
leads us to introduce the following set of coefficients.
Definition 4.7. Define the coefficients (γk)06k6n−1 by
γk = γk(1), k = 0, . . . , n− 1 .
We shall refer to the γk’s as the deformed Verblunsky coefficients.
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Proposition 4.8. The following properties hold for the deformed Verblunsky coeffi-
cients :
a) For all 0 6 k 6 n− 1, |γk| = |αk|, and in particular γn−1 ∈ ∂D ;
b) γ0 = α¯0 and
γk = α¯ke
iϕk−1 , eiϕk−1 =
k−1∏
j=0
1− γ¯j
1− γj , (k = 1, . . . , n− 1) . (4.14)
The last term is particular. Since |αn−1| = 1, we set αn−1 = eiψn−1 , so that
γn−1 = ei(−ψn−1+ϕn−2) := eiθn−1 . (4.15)
c) Let µ be the spectral measure associated to (u, e1), u ∈ U(n). Then Φn(z) is its
characteristic polynomial,
Φn(1) = det(Id− u) =
n−1∏
k=0
(1− γk). (4.16)
Proof. All the results are direct consequences of the definition 4.7 and the formulae
in Proposition 4.6 evaluated at 1.
Remark. In [85], Killip and Stoiciu have already considered variables which are the
complex conjugate of our deformed Verblunsky coefficients as auxiliary variables in
the study of the Pru¨fer phase (Lemma 2.1 in [85]). Nevertheless, the way we define
them as well as the use we make of them are different.
Remark. The formula (4.14) shows that the γk’s can be obtained from the αk’s re-
cursively. Hence starting from a spectral measure associated to a unitary matrix, one
can associate with it the Verblunsky coefficients and then the deformed Verblunsky
coefficients. Conversely, one can translate any property of the deformed ones into pro-
perties for the spectral measure associated with it by inverting the transformations
(4.14).
Remark. The distribution of the characteristic polynomial of random unitary matrices
evaluated at 1, through its Mellin-Fourier transform, plays a key role in the theory of
random matrices, especially through its links with analytic number theory (see [98] for
an account). In Chapter 1 it is proven that it can be decomposed in law into a product
of independent random variables when working on the unitary and orthogonal groups
endowed with the Haar measure ; since we will prove in Section 3 that the γk’s are
independent under CJ
(n)
δ,β , then we can conclude that this latter result holds for any
Jacobi circular ensemble.
2.2. Geometric interpretation
We give a connection between the coefficients (γk)06k6n−1 and reflections defined
just below. This allows us to obtain a new decomposition of the GGT matrix asso-
ciated with a measure µ supported at n points on the unit circle as a product of n
elementary reflections.
Many distinct definitions of reflections on the unitary group exist, the most well-
known may be the Householder reflections. The transformations which will be relevant
to us are the following ones.
Definition 4.9. An element r in U(n) will be referred to as a reflection if r− Id has
rank 0 or 1.
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If v ∈ Cn, we denote by 〈v| the linear form w 7→ 〈v, w〉. The reflections can also
be described in the following way. If e and m 6= e are unit vectors of Cn, there is a
unique reflection r such that r(e) = m, and
r = Id− 1
1− 〈m, e〉 (m− e) 〈(m− e)| . (4.17)
Let F = span{e,m} be the 2-dimensional vector space which is spanned by the vectors
e and m. It is clear that the reflection given by formula (4.17) leaves F⊥ invariant.
Now set
γ = 〈m, e〉 , ρ =
√
1− |γ|2 , eiϕ = 1− γ
1− γ¯ ,
and let g ∈ F be the unit vector orthogonal to e obtained by the Gram-Schmidt
procedure. Then in the basis (e, g) of F, the matrix of the restriction of r is
Ξ(γ) =
(
γ ρeiϕ
ρ −γ¯eiϕ
)
. (4.18)
Conversely, for γ ∈ D, such a matrix represents the unique reflection in C2 provided
with its canonical basis, mapping e1 onto γe1+
√
1− |γ|2e2. The eigenvalues of r are
1 and −eiϕ.
Let u be a unitary operator in Cn and e a cyclic vector for u. We define n reflections
r1, . . . , rn recursively as follows. Let (ε1, . . . , εn) be the orthonormal basis obtained
from the Gram-Schmidt procedure applied to (e, ue, . . . , un−1e).
Let r1 be the reflection, mapping e = ε1 onto u e = uε1. More generally, for
k > 2 let rk be the reflection mapping εk onto r
−1
k−1r
−1
k−2 . . . r
−1
1 uεk. We will identify
these reflections and establish the decomposition of u. Following the basics recal-
led about GGT matrices in the introduction, we note that the matrix of u in the
basis (ε1, . . . , εn) is the GGT matrix associated to the measure µ, i.e. the matrix
G(α0, · · · , αn−2, αn−1), where (α0, · · · , αn−2, αn−1) are the Verblunsky coefficients
associated with the measure µ. We will use formula (4.1.6) of [122] for the identifica-
tion of scalar products.
Proposition 4.10. a. For every 1 6 k 6 n− 1, the reflection rk leaves invariant
the n− 2-dimensional space Span{ε1, . . . , εk−1, εk+2, . . . , εn}. The reflection rn
leaves invariant Span{ε1, . . . , εn−1}.
b. The following decomposition holds :
u = r1 · · · rn .
Proof. (1) In view of Section 2.1, it is enough to prove that for j /∈ {k, k + 1}, the
vectors εj and rkεk are orthogonal.
For k = 1, 〈εj , r1ε1〉 = 〈εj , uε1〉 = 0 as soon as j > 3 from (4.10).
Assume that for every ` 6 k−1, r` leaves invariant span{ε1, . . . , ε`−1, ε`+2, . . . , εn}.
For every j = 1, . . . , n, we have
〈εj , rkεk〉 = 〈εj , r−1k−1r−1k−2 . . . r−11 uεk〉 = 〈r1 · · · rk−1εj , uεk〉 . (4.19)
For j > k + 2, by assumption, the reflections r1, . . . , rk−1 leave invariant εj , so
that the above expression reduces to 〈εj , uεk〉 which is 0 again by (4.10).
For j = k−1, we have r1 · · · rk−1εk−1 = uεk−1 by definition of rk−1, so that (4.19)
gives 〈εk−1, rkεk〉 = 〈uεk−1, uεk〉, which is 0 since u is unitary.
For j < k − 1, by assumption, the reflections rj+1, . . . , rk−1 leave invariant εj, so
that the right hand side of (4.19) reduces to 〈r1 · · · rjεj , uεk〉. By definition of rj , it
is 〈uεj, uεk〉 which is 0.
(2) For k fixed, it is clear from (1) that r1 · · · rnεk = r1 · · · rkεk which is uεk by
definition of rk.
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Proposition 4.11. For k = 1, . . . , n − 1, the matrix of the restriction of rk in the
basis (εk, εk+1) is Ξ(γk−1). In particular
〈εk, rkεk〉 = γk−1 . (4.20)
The restriction of rn to Cεn is the multiplication by γn−1.
Proof. Note that for every k 6 n− 1
〈εk+1, rkεk〉 = 〈r1 · · · rk−1εk+1, uεk〉 = 〈εk+1, uεk〉 = ρk−1 . (4.21)
Since rk is a reflection acting on the subspace {εk, εk+1}, identities (4.21) and (4.20)
entail that the matrix representing rk in the basis (ε1, . . . , εn) is precisely Ξ(γk−1)
(see (4.18)). It is then enough to prove (4.20).
For k = 1 it is immediate that :
〈ε1, r1ε1〉 = 〈ε1, uε1〉 = α¯0 = γ0 .
Let us proceed by induction. For j > 1 set qj = 〈εj , rjεj〉. Assume that qj = γj−1
for j 6 k. We have qk+1 = 〈εk+1, rk+1εk+1〉 = 〈r1 . . . rkεk+1, uεk+1〉. Equation (4.17)
implies
rkεk+1 = εk+1 − 1
1− γ¯k−1
(
rkεk − εk
)〈rkεk, εk+1〉,
and since rjε` = ε` for ` > j + 2, we get :
r1 . . . rkεk+1 = εk+1 − 1
1− γ¯k−1
(
r1 . . . rkεk − r1 . . . rk−1εk
)〈uεk, εk+1〉.
Now, it is known that 〈uεk, εk+1〉 = 〈εk+1, uεk〉 = ρk. If we set v1 = ε1,
vj = r1 . . . rj−1εj , aj =
ρj−1
1− γ¯j−1 , wj+1 = εj+1 − ajuεj
we get the recursion
vj+1 = ajvj + wj+1 , (j 6 k) ,
which we solve in :
vk+1 =
( k∏
j=1
aj
)
ε1 +
k+1∑
`=2
( k∏
j=`
aj
)
w`.
Taking the scalar product with uεk+1 yields
qk+1 =
( k∏
j=1
a¯j
)
〈ε1, uεk+1〉+
k+1∑
`=2
( k∏
j=`
a¯j
)
〈w`, uεk+1〉.
But 〈w`, uεk+1〉 = 〈ε`, uεk+1〉 − a¯`−1〈uε`−1, uεk+1〉, and since ` 6 k + 1, we have
〈w`, uεk+1〉 = 〈ε`, uεk+1〉 = −α¯kα`−2
k−1∏
m=`−1
ρm,
which yields (with α−1 = −1)
−qk+1
α¯k
=
k+1∑
`=1
( k∏
j=`
a¯j
)
α`−2
k−1∏
m=`−1
ρm
=
k+1∑
`=1
k−1∏
m=`−1
ρ2m
`−3∏
j=0
(1− γ¯j) γ¯`−2∏k−1
s=0 (1 − γs)
(1 − γ`−2)
=
1∏k−1
s=0 (1− γs)
k+1∑
`=1
 k−1∏
m=`−2
ρ2m
`−3∏
j=0
(1 − γ¯j)−
k−1∏
m=`−1
ρ2m
`−2∏
j=0
(1− γ¯j)

= −
k−1∏
s=0
(1− γ¯s)
(1− γs) ,
 random orthogonal polynomials on the unit circle
and eventually qk+1 = γk.
Now, we can summarize the above results in the following theorem.
Theorem 4.12. Let u ∈ U(n) and e a cyclic vector for u. Let µ be the spectral
measure of the pair (u, e), and (α0, . . . αn−2, αn−1) its Verblunsky coefficients. Let
(ε1, . . . , εn) be the orthonormal basis obtained from the Gram-Schmidt procedure ap-
plied to (e, ue, . . . , un−1e). Then, u can be decomposed as a product of n reflections
(rk)16k6n :
u = r1 . . . rn
where r1 is the reflection mapping ε1 onto uε1 and by induction for each 2 6 k 6 n,
rk maps εk onto r
−1
k−1r
−1
k−2 . . . r
−1
1 uεk.
This decomposition can also be restated in terms of the GGT matrix :
G(α0, · · · , αn−2, αn−1) = Ξ(0)(γ0)Ξ(1)(γ1) . . .Ξ(n−1)(γn−1),
where for 0 6 k 6 n− 2, the matrix Ξ(k) is given by
Ξ(k)(γk−1) = Idk ⊕ Ξ(γk−1)⊕ Idn−k−2, (4.22)
with Ξ(γ) defined in (4.18). For k = n− 1,
Ξ(n−1)(γn−1) = Idn−1 ⊕ (γn−1). (4.23)
Remark. The above geometric interpretation of the deformed Verblunsky coefficients
and Theorem 1.2 in Chapter 1 proves the Killip-Nenciu Theorem 4.2 for the unitary
group (β = 2).
3. Deformed Verblunsky coefficients and independence
We now use the point of view of sampling (or change of probability measure)
to compute the distribution of the deformed Verblunsky coefficients under CJ
(n)
δ,β .
Let us first remark that, if the αk’s are independent and with rotational invariant
distribution, then from (4.14)
(α0, . . . , αn−1)
law
= (γ0, . . . , γn−1) .
This is the case under CJ
(n)
0,β .
We first prove that when δ 6= 0 the Verblunsky coefficients are not independent
anymore studying the simple case n = 2, β = 2, and then we compute the distribu-
tion of (γ0, . . . , γn−1) under CJ
(n)
δ,β . We then show that under this distribution, the
weights of the measure associated to the Verblunsky coefficients (α0, . . . , αn−1) are
independent from the points at which the measure is supported and follow a Dirichlet
distribution.
In the sequel, we shall need the following notation, identical to (3.3) :
λ(δ)(θ)dθ = c(δ)(1 − eiθ)δ(1− e−iθ)δdθ
= c(δ)(2 − 2 cos θ)ae−b(pi sgn θ−θ)dθ
with
δ = a+ ib , c(δ) =
Γ(1 + δ)Γ(1 + δ)
Γ(1 + δ + δ)
.
When β = 2 and δ 6= 0, the Verblunsky coefficients are dependent. Indeed, let
u ∈ U(2) with Verblunsky coefficients α0 and α1. Then
det(Id− u) = (1− α¯0 − α¯1(1− α0)),
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with |α0| < 1 and |α1| = 1. To simplify the notations, let us simply write α0 = α
and α1 = e
iϕ. Under CJ
(n)
0,2 , the variables α and e
iϕ are independent, with density
1
2pi2 with respect to the measure d
2α ⊗ dϕ on D × ∂D (see Theorem 4.2 above with
β = 2 and n = 2). Hence, under CJ
(2)
δ,2 , with δ = a + ib, a, b ∈ R, which is a detδ
sampling of CJ
(n)
0,2 (see the introduction for the definition and notation for the detδ
sampling), the joint density of (α, ϕ) with respect to the measure d2α ⊗ dϕ is (we
omit the normalization constant)
f(α, ϕ) = (1− α¯− e−iϕ(1− α))δ¯(1− α− eiϕ(1− α¯))δ1|α|<1,
that is to say
f(α, ϕ) = (1 − α¯)δ¯(1− α)δ(1− γe−iϕ)δ¯(1− γ¯eiϕ)δ1|α|<1,
where
γ =
1− α
1− α¯ .
Since |γ| = 1, we can set γ = eiϕ0(α) for some ϕ0(α) ∈ (−pi, pi) which is a continuous
function of α. With this notation,
f(α, ϕ) =
1
c(δ)
(1− α¯)δ¯(1− α)δλ(δ)(ϕ0(α)− ϕ)1|α|<1.
Consequently, the marginal probability distribution of α is proportional to
1
pic(δ)
(1− α¯)δ¯(1− α)δ1|α|<1,
whereas the conditional probability density function of ϕ given α is proportional to
1
2pi
λ(δ)(ϕ0(α) − ϕ).
It is clear that this last quantity depends on α (unless δ = 0) and consequently the
original Verblunsky coefficients α0 and α1 are dependent.
The next Theorem 4.14 illustrates our interest in the deformed Verblunsky coef-
ficients : under CJ
(n)
δ,β , they are independent. For the proof of this theorem, we shall
need the following lemma which will also be useful when we study limit theorems :
Lemma 4.13. Let s, t, ` be complex numbers such that : Re(s + ` + 1) > 0,Re(t +
`+ 1) > 0. Then, the following identity holds :∫
D
(1− |z|2)`−1(1− z)s(1 − z¯)td2z = piΓ(`)Γ(` + 1 + s+ t)
Γ(`+ 1 + s)Γ(`+ 1 + t)
. (4.24)
Proof. A Taylor development yields
(1− z)s(1− z¯)t =
∑
m,n>0
ρm+n
(−s)n(−t)m
n!m!
ei(m−n)θ,
and by integration∫
D
(1 − |z|2)`−1(1 − z)s(1− z¯)td2z = 2pi
∑
n>0
(−s)n(−t)n
n!n!
∫ 1
0
(1− ρ2)`−1ρ2n+1dρ
= pi
∑
n>0
(−s)n(−t)n
n!
(`− 1)!
(n+ `)!
=
pi
`
2F1(−s,−t; `+ 1; 1) ,
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where 2F1 is the classical hypergeometric function and an application of the Gauss
formula (see [3]) shows that the last expression is exactly the right hand side of
(4.24).
Theorem 4.14. Let δ ∈ C with Re δ > −1/2 and β > 0. Set β′ = β/2. Under CJ(n)δ,β ,
the distribution of (γ0, . . . , γn−1), denoted hereafter η
(n)
δ,β , is the following :
a. the variables γ0, . . . , γn−2, γn−1 = eiθn−1 are independent ;
b. for k = 0, . . . , n− 2 the density of γk with respect to the Lebesgue measure d2z
on C is
ck,n(δ)
(
1− |z|2)β′(n−k−1)−1 (1− z)δ¯(1− z¯)δ1D(z) ,
where
ck,n(δ) =
Γ
(
β′(n− k − 1) + 1 + δ)Γ(β′(n− k − 1) + 1 + δ)
piΓ
(
β′(n− k − 1))Γ(β′(n− k − 1) + 1 + δ + δ) ; (4.25)
c. the density of θn−1 on (−pi, pi) with respect to the Lebesgue measure is given by
1
2piλ
(δ)(θ).
Proof. The distribution of the α’s in the β-circular unitary ensemble is η
(n)
0,β . More
precisely, as seen in Definition 4.3 they are independent and if αk = rke
iψk , for
0 6 k 6 n − 2, then rk and ψk are independent, ψk is uniformly distributed and
r2k has the Beta(1, β
′(n− k − 1) distribution. Moreover αn−1 = eiψn−1 where ψn−1 is
uniformly distributed on (−pi, pi).
From (4.16), the sampling factor is
det(Id− u)δ¯det(Id− u¯)δ = (1− γn−1)δ¯(1− γ¯n−1)δ
n−2∏
k=0
(1− γk)δ¯(1− γ¯k)δ .
so that, under CJ
(n)
δ,β , the density of (r0, . . . , rn−2, ψ0, . . . , ψn−2, ψn−1) is proportional
to
λ(δ)
(
ϕn−2 − ψn−1
) n−2∏
k=0
(1− r2k)β
′(n−1−k)−1rk(1− γk)δ¯(1− γ¯k)δ1(0,1)(rk) ,
with γk = rke
iθk . Thanks to the relations (4.14) and (4.15), the Jacobian matrix of
the mapping
(r0, . . . , rn−2, ψ0, . . . , ψn−2, ψn−1)→ (r0, . . . , rn−2, θ0, . . . , θn−2, θn−1)
is lower triangular with diagonal elements ±1, so that, under CJ(n)δ,β , the density of
(r0, . . . , rn−2, θ0, . . . , θn−1), is proportional to
λ(δ)(θn−1)
n−2∏
k=0
(1− r2k)β
′(n−1−k)−1rk(1− γk)δ¯(1− γ¯k)δ1(0,1)(rk) ,
which proves the required independence and the expression of the distributions, up to
the determination of ck,n(δ). This quantity is obtained by taking ` = β
′(n−k−1), s =
δ, t = δ in (4.24), which gives (4.25) and completes the proof of the Theorem.
Starting with a set of deformed Verblunsky coefficients, with distribution ηδ,β , we
obtain the coefficients (α0, . . . , αn−2, αn−1) by inverting formula (4.16). These are the
coordinates of some probability measure µ supported at n points on the unit circle :
µ =
n∑
k=1
pikδeiθk ,
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with pik > 0 and
∑n
k=1 pik = 1. The next theorem gives the distribution induced on
the vector (pi1, . . . , pin, θ1, . . . , θn) by (γ0, . . . , γn−2, γn−1).
Theorem 4.15. The following formulae express the same measure on the manifold
of probability distribution on ∂D supported at n points :
K
(n)
δ,β |∆(eiθ1 , . . . , eiθn)|β
n∏
k=1
(1− e−iθk)δ(1− eiθk)δ
n∏
k=1
piβ
′−1
k dθ1 . . . dθndpi1 . . .dpin−1
in the (θ, pi) coordinates and
K
(n)
δ,β
n−2∏
k=0
(1 − |γk|2)β′(n−k−1)−1
n−1∏
k=0
(1− γk)δ¯(1− γ¯k)δd2γ0 . . .d2γn−2dϕ
in terms of the deformed Verblunsky coefficients, with γn−1 = eiϕ. Here, K
(n)
δ,β is a
constant :
K
(n)
δ,β =
Γ(1 + δ)Γ(1 + δ¯)
2n−1piΓ(1 + δ + δ¯)
n−2∏
k=0
ck,n(δ),
with ck,n(δ) given in Theorem 4.14. Consequently, if (γ0, . . . , γn−1) is η
(n)
δ,β distributed,
then (pi1, . . . , pin) and (θ1, . . . , θn) are independent ; the vector of weights (pi1, . . . , pin)
follows the Dirn(β
′) distribution and the vector (θ1, . . . , θn) has the density h
(n)
δ,β .
Proof. In the course of this proof, we shall adopt the following point of view. Star-
ting with a measure supported at n points on the unit circle, we associate with it its
Verblunsky coefficients (α0, . . . , αn−2, αn−1) and then the corresponding GGT matrix
which we note g for simplicity. Then e1 is a cyclic vector for g and µ is the spectral
measure of (g, e1). Conversely, starting with the set of deformed Verblunsky coeffi-
cients with ηδ,β distribution, we construct the coefficients (α0, . . . , αn−2, αn−1) with
the transformations (4.14), then the GGT matrix associated with it and finally µ the
spectral measure associated with this matrix and e1.
We use the following well known identity (see [122] or [84] Lemma 4.1) :
|∆(eiθ1 , . . . , eiθn)|2
n∏
k=1
pik =
n−2∏
k=0
(1− |αk|2)n−k−1.
Since |γk| = |αk|, we can also write
|∆(eiθ1 , . . . , eiθn)|2
n∏
k=1
pik =
n−2∏
k=0
(1− |γk|2)n−k−1. (4.26)
Moreover, from (4.16),
det(Id− g) =
n∏
k=1
(1− eiθk) =
n−1∏
k=0
(1− γk). (4.27)
In our setting, pi is modulus squared of the first component of the i-th eigenvector
of the matrix g. If Π diagonalizes g, define qk = |〈e1,Πek〉| = √pik for k = 1, . . . , n.
It is known (see for example Forrester [48], Chapter 2 and [51] Theorem 2) that the
Jacobian of the map (α0, . . . , αn−2, αn−1) 7→ (θ1, . . . θn, q1, . . . , qn−1) is given by∏n−2
k=0 (1− |αk|2)
qn
∏n
k=1 qk
.
Moreover, the map (γ0, . . . , γn−2, γn−1) 7→ (α0, . . . , αn−2, αn−1) is invertible and its
Jacobian is 1, as already seen. The result now follows from simple integral manipula-
tions combined with the identities (4.26) and (4.27).
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4. A matrix model for the Jacobi circular ensemble
The results of the previous sections now can be used to propose a simple matrix
model for the Jacobi circular ensemble. There are mainly two ways to generate matrix
models for a given spectral measure encoded by its Verblunsky coefficients.
The AGR decomposition : if u = Θ(0)(α0)Θ
(1)(α1) . . .Θ
(n−1)(αn−1) with the nota-
tion (4.9), the Verblunsky coefficients for the spectral measure associated to (u, e1) are
precisely (α0, . . . , αn−1) (see [2] or [125] Section 10). Therefore, taking independent
αk’s with law η
(n)
0,β , the density of the eigenvalues of
u = Θ(0)(α0)Θ
(1)(α1) . . .Θ
(n−1)(αn−1)
is proportional to |∆(eiθ1 , . . . , eiθn)|β . The matrix u obtained above is the GGT matrix
associated with the αk’s. It is in Hessenberg form.
The CMV form : Set { L = Θ(0)(α0)Θ(2)(α2) . . .
M = Θ(1)(α1)Θ(3)(α3) . . .
Cantero, Moral, and Velazquez [26] proved that the Verblunsky coefficients associated
to (LM, e1) are precisely (α0, . . . , αn−1). Therefore, taking as previously independent
αk’s with distribution η
(n)
0,β , the density of the eigenvalues of the spectral law of LM
is proportional to |∆(eiθ1 , . . . , eiθn)|β [84]. This matrix model is sparse : it is penta-
diagonal.
We now propose a matrix model for the Jacobi circular ensemble : it is reminiscent
of the AGR factorization with the noticeable difference that it is based on the deformed
Verblunsky coefficients and actual reflections as defined in Section 2.
Theorem 4.16. If (γ0, . . . , γn−1) is η
(n)
δ,β distributed, then with the notation of (4.22)
and (4.23),
Ξ(0)(γ0)Ξ
(1)(γ1) . . .Ξ
(n−1)(γn−1)
is a matrix model for the Jacobi circular ensemble, i.e. the density of the eigenvalues
is hδ,β (see (4.5)).
Proof. We know from Theorem 4.12 that
G(α0, · · · , αn−2, αn−1) = Ξ(0)(γ0)Ξ(1)(γ1) . . .Ξ(n−1)(γn−1).
We also proved in Theorem 4.15 that the set of deformed Verblunsky coefficients with
probability distribution η
(n)
δ,β induces a distribution on the eigenvalues of the GGT
matrix G(α0, · · · , αn−2, αn−1) which has exactly the density hδ,β. This completes the
proof of the Theorem.
Remark. We now say a few extra words on the CMV form obtained by Killip and
Nenciu in [84]. Cantero, Moral and Velazquez [26] introduced the basis χ0, . . . , χn−1
obtained by orthogonalizing the sequence 1, z, z−1, . . .. They prove that in this basis
the matrix is pentadiagonal. We name this matrix C(α0, · · · , αn−2, αn−1). It turns
out that there exists a unitary P such that :
PG(α0, · · · , αn−2, αn−1)P? = C(α0, · · · , αn−2, αn−1) , Pϕ0 = χ0.
The two pairs (G(α0, · · · , αn−2, αn−1), ϕ0) and (C(α0, · · · , αn−2, αn−1), χ0) are equi-
valent, they admit the αk’s as Verblunsky coefficients, and have the same spectral
measure. We conclude that if we start with the γk’s distributed as η
(n)
δ,β , and build
the αk’s by inverting the transformation (4.14), then C(α0, · · · , αn−2, αn−1) will be a
matrix model for the Jacobi circular ensemble. But we do not know how to construct
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the CMV matrix from the γk’s directly. We saw at the beginning of this section that
Cantero et al. introduced the matrices L and M, as direct product of small blocks
Θ(k)(αk) and obtained C as C = LM. It would be interesting to have an analogue
construction based on the independent γk’s.
Theorem 4.12 which is a deterministic result, has also the following consequence :
Proposition 4.17. Let (α0, . . . , αn−2, αn−1) ∈ Dn−1 × ∂D be independent random
variables with rotationally invariant distribution. Then
Θ(0)(α0)Θ
(1)(α1) . . .Θ
(n−1)(αn−1)
law
= Ξ(0)(α0)Ξ
(1)(α1) . . .Ξ
(n−1)(αn−1).
Proof. We give two proofs of this result. The first one is a consequence of Theorem
4.12 from which we know that
Θ(0)(α0)Θ
(1)(α1) . . .Θ
(n−1)(αn−1) = Ξ(0)(γ0)Ξ(1)(γ1) . . .Ξ(n−1)(γn−1) ,
and the remark at the beginning of Section 3.
For the second proof, we proceed by induction on n. For n = 1 the result is obvious.
Suppose the result holds at rank n− 1 : thanks to the recurrence hypothesis,
Ξ(0)(α0)Ξ
(1)(α1) . . .Ξ
(n−1)(αn−1)
law
= Ξ(0)(α0)Θ
(1)(α1) . . .Θ
(n−1)(αn−1).
Let eiϕ0 = 1−α01−α0 . An elementary calculation gives
Ξ(0)(α0)Θ
(1)(α1) . . .Θ
(n−2)(αn−2)Θ(n−1)(αn−1)
= Θ(0)(α0)Θ
(1)(e−iϕ0α1) . . .Θ(n−2)(e−iϕ0αn−1)Θ(n−1)(e−iϕ0αn−1).
As the αk’s are independent with law invariant by rotation,
(α0, e
−iϕ0α1, . . . , e−iϕ0αn−2, eiϕ0αn−1)
law
= (α0, α1, . . . , αn−2, αn−1),
which completes the proof.
Now that we have a matrix model for the Jacobi circular ensemble, we can study
the characteristic polynomial for such matrices : the following corollary is an easy
consequence of (4.16) and Theorem 4.14.
Corollary 4.18. Let u, a unitary matrix of size n and let Zn = det(Id − u) be its
characteristic polynomial evaluated at 1. Then, in the Jacobi circular ensemble, Zn
can be written as a product of n independent complex random variables :
Zn =
n−1∏
k=0
(1− γk) ,
where the laws of the γk’s are given in Theorem 4.14.
Remark. The above result associated to Lemma 4.13 immediately implies the following
closed form for the Mellin-Fourier transform of Zn :
E
(|Zn|teis arg Zn) = n−1∏
k=0
Γ(β′k + 1 + δ)Γ(β′k + 1 + δ¯)Γ(β′k + 1 + δ + δ¯ + t)
Γ(β′k + 1 + δ + δ¯)Γ(β′k + 1 + δ + t−s2 )Γ(β
′k + 1+ δ¯ + t+s2 )
.
5. Limiting spectral measure and large deviations
In (4.6) we defined the spectral measure which is a central tool for the study of our
circular ensembles. We are concerned with its asymptotics under CJ
(n)
δ,β when n→∞
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with δ = δ(n) = β′nd, where as usual β′ = β/2. Actually we prefer to write the
measure on [0, 2pi) as
µ(n)sp =
n∑
k=1
pi
(n)
k δθ(n)
k
,
where the variables θ
(n)
k and pi
(n)
k are distributed as in Theorem 4.15, and where we
put a superscript (n) to stress on the dependency on n. Besides, in classical Random
Matrix Theory, many authors are in the first place interested in the empirical spectral
distribution (ESD) defined by
µ
(n)
esd =
1
n
n∑
k=1
δ
θ
(n)
k
.
In this section we prove that both sequences converge weakly in probability and we
establish a large deviation Principle for the ESD.
5.1. Spectral measure
The following theorem provides the explicit limit of the sequence.
Theorem 4.19. As n → ∞, the sequence of random probability measures (µ(n)sp )n
converges weakly in probability towards the measure on the unit circle
dµ∞sp(θ) = Vd(θ)1(θd+ξd,2pi−θd+ξd)(θ) dθ , (4.28)
where θd = 2 arcsin
∣∣∣ d1+d ∣∣∣ , eiξd = 1+d1+d , and
Vd(θ) =
√
sin2
(
(θ − ξd)/2
)− sin2(θd/2)
|1 + αd| sin(θ/2) .
Figure 4.1. Examples of densities µ∞sp , respectively for real, complex and
purely imaginary d.
To prove this convergence we use the parametrization of measures by their modified
Verblunsky coefficients and the following lemma, whose proof is postponed until the
end of the section.
Lemma 4.20. For every fixed k > 0, as n→∞,
γ
(n)
k
P−→ − d
1 + d
(4.29)
and consequently
α
(n)
k
P−→ αde−i(k+1)ξd , αd = − d
1 + d
, eiξd =
1 + d
1 + d
. (4.30)
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Proof of Theorem 4.19. The measure µ
(n)
sp is characterized by its sequence of Ver-
blunsky coefficients (α
(n)
k )06k6n or by the sequence of its deformed Verblunsky co-
efficients (γ
(n)
k )06k6n. The moments mk(ν) =
∫
eikθdν(θ) for k > 1 of a probability
measure ν on the unit circle are related to the Verblunsky coefficients (αk(ν))k>0 in
a continuous way : mj(ν) is a continuous function of (α0, . . . , αj−1). The convergence
of the Verblunsky coefficients in Lemma 4.20 ensures the convergence of moments
of the sequence (µ
(n)
sp )n, hence its weak convergence. It remains to identify the limit
distribution.
Let α ∈ D and ν be the measure on ∂D with all Verblunsky coefficients equal to α.
It is known from [122] p.87 (or [123] formula (11.3.20)) that if θ = 2 arcsin |α| and ξ
is defined by eiξ = 1+α1+α , then ν has an absolutely continuous part w(ϕ)dϕ supported
by (θ, 2pi − θ) with
w(ϕ) =
√
sin2(ϕ/2)− sin2(θ/2)
|1 + α| sin((ϕ+ ξ)/2) ,
and that it has no additional Dirac mass if |α + 12 | 6 12 . Here, taking α = αd we see
that
αd +
1
2
=
1− d
2(1 + d)
,
so that the above condition is fulfilled if and only if Red > 0, which is the case. When
α = αd, we set θ = θd, ξ = ξd and ν = νd, w = wd. The orthogonal polynomials are
known as Geronimus polynomials.
It is known (see [123] p.960) that if (αk)k>0 is the sequence of Verblunsky coeffi-
cients of some measure µ, then the coefficients (e−i(k+1)ξdαk)k>0 are associated with
µ rotated by ξd. Consequently,
dµ∞sp(θ) = dνd(θ − ξd) ,
which is precisely (4.28).
Proof of Lemma 4.20. For γ
(n)
k we use the Mellin transform
E(1 − γ(n)k )s =
Γ
(
β′(n− k − 1) + δ + δ + s)Γ(β′(n− k − 1) + δ)
Γ
(
β′(n− k − 1) + δ + δ)Γ(β′(n− k − 1) + δ + s) ,
(this follows immediately from (4.24)). Since for fixed z ∈ C
lim
n→∞
Γ(n+ z)
Γ(n)nz
= 1,
we get, for fixed s (and k)
lim
n→∞E(1− γ
(n)
k )
s =
(
1 + d + d
1 + d
)s
,
which implies that
1− γ(n)k law−→
1 + d + d
1 + d
,
and this is equivalent to (4.29). The statement (4.30) is a direct consequence of (4.29)
and (4.14).
Remark. The convergences in probability in the above lemma actually imply conver-
gence in Lp, for all p > 0 because all variables are bounded by 1.
Moreover, as expected, the equilibrium measure for d = 0 is the uniform one, and
if δ(n) is real and n = o(δ(n)), µ
(n)
sp weakly converges in probability to the Dirac
measure at point −1.
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5.2. ESD : convergence and Large Deviations
In a first part, we state the convergence of the ESD. To prove this convergence,
instead of the classical way (parametrization of measures by the set of their moments)
we use Theorem 4.19 and prove that the two sequences (µ
(n)
sp ) and (µ
(n)
esd) are conti-
guous. In a second part, we use the explicit form of the density of the eigenvalues, as
in the classical models, to prove a Large Deviation Principle.
Theorem 4.21. The sequence of empirical spectral distributions (µ
(n)
esd)n converges
weakly in probability towards µ∞sp given in (4.28).
Proof. Let us prove the contiguity of the two sequences of measures (µ
(n)
sp ) and (µ
(n)
esd).
We have
sup
θ
|µ(n)sp ((−pi, θ)) − µ(n)esd((−pi, θ))| = max
k
∣∣ k∑
j=1
pi
(n)
k −
k
n
∣∣
We showed in Theorem 4.15 that the vector (pi
(n)
1 , . . . , pi
(n)
n ) follows the Dirn(β
′) dis-
tribution. It entails that the variable
∑k
j=1 pi
(n)
k is beta distributed with parameters
β′k and β′(n − k). Its mean is k/n and its fourth central moment is proportional to
k2/n4. By the Markov inequality and the union bound, we conclude that
P
(
max
k
∣∣ k∑
j=1
pi
(n)
k −
k
n
∣∣ > δ) = O( 1
n
)
,
so that the sequence (µ
(n)
esd)n converges weakly in probability to the same limit as
(µ
(n)
sp )n.
Our large deviations result follows the way initiated by the pioneer paper of Ben
Arous and Guionnet [8] and continued by Hiai and Petz ([68] and [69]).
Recall the definition of a large deviation principle [39]. We say that a sequence
(Pn) of probability measures on a measurable Hausdorff space (X ,B(X )) satisfies
the LDP at scale sn (with sn → ∞), if there exists a lower semicontinous function
I : X → [0,∞] such that
lim inf
1
sn
log Pn(G) > − inf{I(x);x ∈ G}
lim sup
1
sn
log Pn(F) 6 − inf{I(x);x ∈ F}
for every open set G ⊂ X and every closed set F ⊂ X . The rate function I is called
good if its level sets are compact. More generally, a sequence of X -valued random
variables is said to satisfy the LDP if their distributions satisfy the LDP.
We work with the set M1([0, 2pi)) of probability measures on the torus
Σ(µ) =
∫ ∫
log |eiθ − eiθ′ |dµ(θ)dµ(θ′) .
We define also the potential
Q(eiθ) = Q(θ) = −(Red) log (2 sin θ
2
)− (Imd)θ − pi
2
, (θ ∈ (0, 2pi)) .
Theorem 4.22. For n ∈ N, consider the distribution
1
Z(n)
n∏
k=1
(1− eiθk)δ(n)(1 − e−iθk)δ(n)
∏
j<k
|eiθj − eiθk |βdθ1 . . . dθn (4.31)
where dθ is the normalized Lebesgue measure on the ∂D and δ(n)/n → β′d with
Re d > 0. Then
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a. We have
1
n2β′
logZ(n)→ B(d)
where
B(d) =
∫ 1
0
x log
x(x +Re d)
|x+ d|2 dx .
b. When (θ1, . . . θn) is distributed as (4.31), the sequence of empirical measures
µ
(n)
esd =
δθ1 + · · ·+ δθn
n
satisfies the LDP at scale β′n2 with good rate function defined for µ ∈ M1(∂D)
by
I(µ) = −Σ(µ) + 2
∫
Q(θ)dµ(θ) + B(d) .
c. The rate function vanishes only at µ = µ∞sp .
Proof. We assume for simplicity that δ(n) = β′nd.
(1) An exact expression of Z(n) is obtained using the following lemma, whose
proof is postponed at the end of this subsection.
Lemma 4.23. The integral
Zs,t(n) =
∫
(∂D)n
n∏
k=1
(1− eiθk)s(1 − e−iθk)t
∏
j,k
|eiθj − eiθk |βdθ1 . . .dθn
is equal to
Zs,t(n) = Γ(β
′n+ 1)(
Γ(β′ + 1)
)n n−1∏
0
Γ(β′j + 1)Γ(β′j + 1 + s+ t)
Γ(β′j + 1 + s)Γ(β′j + 1 + t)
. (4.32)
We have Z(n) = Zδ(n),δ(n)(n) and then
logZ(n) = log Γ(β′n+ 1)− n log Γ(β′ + 1) +
n−1∑
j=0
log Γ(β′j + 1)
+
n−1∑
j=0
(log Γ(β′j + 1 + 2Redn)− 2Re log Γ(β′j + 1 + dn)) .
From the Binet formula (Abramowitz and Stegun [1] or Erde´lyi et al. [45] p.21), we
have for Rex > 0
log Γ(x) =
(
x− 1
2
)
log x− x+ 1
2
log(2pi) +
∫ ∞
0
f(s)e−sx ds . (4.33)
where the function f is defined by
f(s) =
(
1
2
− 1
s
+
1
es − 1
)
1
s
= 2
∞∑
k=1
1
s2 + 4pi2k2
,
and satisfies for every s > 0
0 < f(s) 6 f(0) = 1/12 , 0 <
(
sf(s) +
1
2
)
< 1 .
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Using (4.33), a straightforward study of Riemann sums gives
1
β′n2
logZ(n)→
∫ 1
0
x log
x(x+Red)
|x+ d|2 dx.
(2) The proof is based on the explicit form of the joint eigenvalue density. Denote
P(n) the distribution of µ
(n)
esd. We follow the lines of Hiai-Petz [68] (since we work
on ∂D) and [69] (since the potential is not continuous in θ = 0). Let us summarize
the main steps. The LDP is equivalent to the following two inequalities for every
µ ∈ M(∂D) :
inf
G
(
lim sup
n
1
n2
logP(n)(G)
)
6 −
∫ ∫
F(θ, θ′)dµ(θ)dµ(θ′)− B(d) (4.34)
inf
G
(
lim inf
n
1
n2
logP(n)(G)
)
> −
∫ ∫
F(θ, θ′)dµ(θ)dµ(θ′)− B(d) (4.35)
where G runs over a neighborhood base of µ.
Let for θ, θ′ ∈ [0, 2pi)
F(θ, θ′) = − log |eiθ − eiθ′ |+ 1
2
(Q(θ) + Q(θ′)) .
and for R > 0, FR = min(F,R). As in [69] (Proof of (2.5)) we have easily
lim sup
n
1
n2
logP(n)(G) 6 − inf
µ′∈G
∫ ∫
FR(θ, θ
′)dµ(θ)dµ(θ′)− B(d) .
Now the function FR is continuous, bounded above by R and below by −(1 +
Red) log 2− |Imd|pi/2), which implies the continuity of ν 7→ ∫ ∫ FR(θ, θ′)dν(θ)dν(θ′)
hence the inequality
inf
G
(
lim sup
n
1
n2
logP(n)(G)
)
6 − inf
ν∈G
∫ ∫
FR(θ, θ
′)dν(θ)dν(θ′)− B(d) ,
Taking the infimum in R yields (4.34).
For (4.35), we follow Hiai-Petz [69] again. The main change is that the only
singularity is in 1. We can exclude the case where µ has an atom at 0, for then∫ ∫
F(θ, θ′)dµ(θ)dµ(θ′) would be infinite. Otherwise, it is easy to see that we may as-
sume that µ is supported in [θ0, 2pi−θ0] for some θ0 ∈ [0, pi), by conditioning. Then to
make a regularization, we take for ε ∈ (0, θ0) a C∞ probability density ϕε supported
in [−ε, ε] and we set
gε(θ)dθ =
(∫
ϕε(θ − s)dµ(s)
)
dθ =
∫
ϕε(s)dµs(θ)ds
where
∫
f(θ)dµs(θ) =
∫
f(θ − s)dµ(θ). The measure gε(θ)dθ is then a mixture of
the family of measures (µs, s ∈ [0, 2pi)), with the mixing measure ϕε(s)ds. So by the
concavity of Σ we have
Σ(gε(θ)dθ) >
∫
Σ(µs)ϕε(s)ds
but
Σ(µs) =
∫ ∫
log |eiθ − eiθ′|dµs(θ)dµs(θ′)
=
∫ ∫
log |ei(θ−s) − ei(θ′−s)|dµ(θ)dµ(θ′)
=
∫ ∫
log |eiθ − eiθ′|dµ(θ)dµ(θ′) = Σ(µ)
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and then
Σ(gε(θ)dθ) > Σ(µ) .
Moreover
lim
ε
∫
Q(θ)gε(θ)dθ =
∫
Q(θ)dµ(θ)
since Q is continous in a neighborhood of the support of µ. So if G is an open set
containing µ, for ε small enough, it contains an open set Gε containing gε(θ)dθ.
Assuming for a moment that we have proved (4.35) for µε, we get for ε fixed
inf
G3µ
lim inf
n
1
n2
logP(n)(G) > inf
G˜3µε
lim inf
n
1
n2
logP(n)(G˜)
> −
∫ ∫
F(θ, θ′)dµε(θ)dµε(θ′)
> −Σ(µ) +
∫
Q(θ)dµε(θ)
and taking the limit in ε does the job. Moreover, as in [69] we may assume that the
density is bounded below and above. Eventually the proof of (4.35) for µ = µε is
exactly the same as in [69] (proof of 2.6) and [68] (proof of 3.4). The uniqueness of
the minimizer is a direct consequence of the strict convexity of I which comes from
the strict concavity of Σ.
We are not able to give a self contained proof of the explicit value of the minimi-
zer. But on the one hand in Theorem 4.21 we proved that µ
(n)
esd converges weakly in
probability to µ∞sp , and on the other hand the LDP and the uniqueness of the minimi-
zer imply that µ
(n)
esd converges weakly in probability to this minimizer. This ends the
proof.
Proof of Lemma 4.23. . We have
Zs,t(n)
Z0,0(n) = E
(
det(Id− u)sdet(Id− u¯)t)
where the mean is taken with respect to the CJ
(n)
0,β distribution. We know also that un-
der this distribution det(Id−u) is distributed as the product of independent variables
1− α¯k, where αk is νβ(n−k−1)+1 distributed. Hence
E
(
det(Id− u)sdet(Id− u¯)t) = n−1∏
j=0
E
(
(1− α¯j)s(1− αj)t
)
From (4.24) we get
Zs,t(n)
Z0,0(n) =
n−1∏
0
Γ(β′j + 1)Γ(β′j + 1 + s+ t)
Γ(β′j + 1 + s)Γ(β′j + 1 + t)
Besides, Lemma 4.4 in [84] gives Z0,0(n) = Γ(β
′n+1)
Γ(β′+1)n , which concludes the proof.
Chapter 5
Derivatives, traces and independence
The first section of this chapter is extracted from Conditional
Haar measures on classical compact groups [17], Annals of Proba-
bility vol 37, Number 4, 1566-1586, (2009). The next sections only
appear in this thesis.
This chapter gathers together distinct results about randommatrices, whose proofs
make use of distinct techniques. Their common point is that independence appears
where it was not a priori expected, with respect to the Haar measure.
The first section explains why the first non-zero derivative of the characteristic
polynomial can be decomposed as a product of independent random variables, with
respect to the Haar measure conditioned to the existence of a stable subspace. This
is linked to number theoretical problems thanks to works by Nina Snaith, and gives
easy proofs for asymptotic densities of such characteristic polynomials.
The second section concentrates on limit theorems for the trace. Let u have eigen-
values distributed from the circular Jacobi ensemble
cn,β,δ
∏
16k<l6n
|eiθk − eiθl |β
n∏
j=1
(1 − e−iθj)δ(1− eiθj)δ. (5.1)
Thanks to a result by Widom [139], we show that Tr(u), . . . ,Tr(u`) converge to inde-
pendent normal variables for β = 2, Re(δ) > −1/2, and it directly follows from works
by Johansson [74] that the same is true if δ = 0 for any β > 0. These convergences in
law are actually linked to the almost sure convergence of a remarkable martingale to
a Gaussian limit.
In the third section we consider the joint convergence of the characteristic poly-
nomial and the trace for the circular ensembles : the couple converges to a Gaussian
vector with independent entries. The proof relies on the deformed Verblunsky coeffi-
cients
The fourth section explores limit theorems for functionals on the special unitary
group SU(n) : the Mellin transform of the characteristic polynomial, weak convergence
of the trace and central limit theorems are considered.
Finally, the fifth section extends a result by E. Rains : he proved that if u ∼ µU(n),
then the eigenvalues of um, for m > n, are independent and uniform. We give similar
results for densities (5.1) with β/2 and δ integers.
1. Scission in law for the derivatives
Let Z
(2p)
SO be the (2p)
th derivative of the characteristic polynomial at point 1, for
the Haar measure on SO(n+2p) conditioned to have 2p eigenvalues equal to 1. In her
study of moments of L-functions associated to elliptic curves, N. Snaith ([128], [129])
explains that the moments of Z
(2p)
SO are relevant : she conjectures that Z
(2p)
SO is related
to averages on L-functions moments and therefore, via the Birch and Swinnerton-
Dyer conjecture, on the rank of elliptic curves. For the number theoretic applications
of these derivatives, see [99], [128] and [129].

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Relying on the Selberg integral, she computed the asymptotics of the density of
Z
(2p)
SO as ε→ 0, finding
P(Z
(2p)
SO < ε) ∼ε→0 cn,pε
2p+ 12 , (5.2)
for an explicit constant cn,p. Similar results (and also central limit theorems) are given
in this section for any Jacobi and Jacobi circular ensemble.
As explained in the previous chapters, det(Id− u) is equal in law to a product of
n independent random variables, for the Haar measure on U(n) or USp(2n), and 2n
independent random variables, for the Haar measure on SO(2n). We can generalize
these results to the Haar measures conditioned to the existence of a stable subspace
with given dimension. We first focus on the unitary group. Consider the conditional
measure on U(n+ p) such that θn+1 = · · · = θn+p = 0,∏
16k<l6n
|eiθk − eiθl |2
n∏
j=1
|1− eiθj |2pdθ1 . . . dθn.
Then the pth derivative of the characteristic polynomial at 1 is
Z
(p)
U = p!
n∏
k=1
(
1− eiθk) .
Hence, the following theorem is an easy consequence of Corollary 4.18.
Theorem 5.1. With the previous notations,
Z
(p)
U
p!
law
=
n∏
l=1
(1−X`),
where the X`’s are independent random variables. The distribution of X` is the |1 −
X|2p-sampling (in the sense of Definition 1.16) of a random variable X = eiθ√B1,`−1,
where θ is uniform on (−pi, pi) and independent from B1,`−1, a beta variable with the
indicated parameters.
The analogue on SO(2n) and USp(2n) relies on the following results by Killip and
Nenciu [84]. Lemma 5.2 and Proposition 5.3 in [84] immediately imply that under the
probability measure
cst|∆(x1, . . . , xn)|β
n∏
j=1
(2 − xj)a(2 + xj)bdx1 . . .dxn
on (−2, 2)n, the following identity in law holds (the xk’s being the eigenvalues of a
matrix u) :
(det(2Id− u), det(2Id + u)) law=
(
2
2n−2∏
k=0
(1− αk), 2
2n−2∏
k=0
(1 + (−1)kαk)
)
, (5.3)
with the αk’s independent with density fs(k),t(k) (fs,t is defined below) on (−1, 1)
with {
s(k) = 2n−k−24 β + a+ 1, t(k) =
2n−k−2
4 β + b+ 1 if k is even
s(k) = 2n−k−34 β + a+ b+ 2, t(k) =
2n−k−1
4 β if k is odd
.
Definition 5.2. The density fs,t on (−1, 1) is
fs,t(x) =
21−s−tΓ(s+ t)
Γ(s)Γ(t)
(1 − x)s−1(1 + x)t−1,
Moreover, for X with density fs,t, E(X) =
t−s
t+s , E(X
2) = (t−s)
2+(t+s)
(t+s)(t+s+1) .
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The 2n eigenvalues of u ∈ SO(2n) or USp(2n) are pairwise conjugated, and noted(
e±iθ1 , . . . , e±iθn
)
. The Weyl integration formula states that the eigenvalues statistics
are
cst
∏
16k<`6n
(cos θk − cos θ`)2dθ1 . . . dθn
on SO(2n). On the symplectic group USp(2n), these statistics are
cst
∏
16k<`6n
(cos θk − cos θ`)2
n∏
i=1
(1− cos θi)(1 + cos θi)dθ1 . . .dθn.
Hence, the change of variables
xj = 2 cos θj
implies the following links between SO(2n), USp(2n) and the Jacobi ensemble.
• On SO(2n + 2p+ + 2p−), endowed with its Haar measure conditioned to have
2p+ eigenvalues at 1 and 2p− at −1, the distribution of (x1, . . . , xn) is the Jacobi
ensemble (4.4) with parameters β = 2, a = 2p+ − 12 , b = 2p− − 12 .
• On USp(2n+2p(+)+2p−), endowed with its Haar measure conditioned to have
2p+ eigenvalues at 1 and 2p− at −1, the distribution of (x1, . . . , xn) is the Jacobi
ensemble (4.4) with parameters β = 2, a = 2p+ + 12 , b = 2p
− + 12 .
Moreover, for the above groups G = SO(2n + 2p+ + 2p−) or USp(2n + 2p+ +
2p−) with 2p+ eigenvalues at 1 and 2p− at −1, Z(2p+)G denotes the 2p+th derivative
of the characteristic polynomial at point 1 and Z
(2p−)
G the 2p
−th derivative of the
characteristic polynomial at point −1 :
Z
(2p+)
G
(2p+)!2p−
=
∏n
k=1(1− eiθk)(1− e−iθk) =
∏n
k=1(2− xk)
Z
(2p−)
G
(2p−)!2p+
=
∏n
k=1(−1− eiθk)(−1− e−iθk) =
∏n
k=1(2 + xk)
.
Combining this with formula (5.3) leads to the following analogue of Theorem 5.1.
Theorem 5.3. With the above notations and definition of conditional spectral Haar
measures on SO(2n+ 2p+ + 2p−),(
Z
(2p+)
SO
(2p+)!2p−
,
Z
(2p−)
SO
(2p−)!2p+
)
law
=
(
2
2n−2∏
k=0
(1−Xk) , 2
2n−2∏
k=0
(
1 + (−1)kXk
))
where the Xk’s are independent and Xk with density fs(k),t(k) on (−1, 1) given by
Definition 5.2 with parameters{
s(k) = 2n−k−12 + 2p
+, t(k) = 2n−k−12 + 2p
− if k is even
s(k) = 2n−k−12 + 2p
+ + 2p−, t(k) = 2n−k−12 if k is odd
.
The same result holds for the joint law of Z
(2p+)
USp and Z
(2p−)
USp , but with the parameters{
s(k) = 2n−k+12 + 2p
+, t(k) = 2n−k+12 + 2p
− if k is even
s(k) = 2n−k+32 + 2p
+ + 2p−, t(k) = 2n−k−12 if k is odd
.
1.1. Central limit theorems.
From (5.3), log det(2Id − u) and log det(2Id + u) (respectively abbreviated as
log det(+) and log det(−)) can be jointly decomposed as sums of independent ran-
dom variables. Consequently, the classical central limit theorems in probability theory
imply the following result. Note that, despite the dependence appearing from (5.3),
log det(+) and log det(−) are independent in the limit.
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Theorem 5.4. Let u have spectral measure the Jacobi ensemble (4.4), with β > 0,
a, b > 0. Then log det(+) +
(
1
2 − 2a+1β
)
logn√
2
β logn
,
log det(−) +
(
1
2 − 2b+1β
)
logn√
2
β log n
 law−→ (N1,N2)
as n→∞, with N1 and N2 independent standard normal variables.
Proof. We keep the notations from (5.3) :{
log det(+) = log 2 +
∑
odd k log(1 − αk) +
∑
even k log(1− αk)
log det(−) = log 2 +
∑
odd k log(1 − αk) +
∑
even k log(1 + αk)
with 0 6 k 6 2n − 2. Let us first consider Xn =
∑
odd k log(1 − αk). From (5.3),
Xn
law
=
∑n−1
k=1 log(1− xk) with independent xk’s, xk having density f(k−1) β2+a+b+2,k β2 .
In particular, E(xk) =
−a−b−2+β/2
βk + O
(
1
k2
)
and E(x2k) =
1
βk + O
(
1
k2
)
. From the
Taylor expansion of log(1 − x)
Xn
law
=
n−1∑
k=1
(
−xk − x
2
k
2
)
︸ ︷︷ ︸
X
(1)
n
−
n−1∑
k=1
∑
`>3
x`k
`︸ ︷︷ ︸
X
(2)
n
.
Let X =
∑∞
k=1
∑
`>3
|xk|`
l . A calculation implies E(X) < ∞, so X < ∞ a.s. and
consequently, |X(2)n |/
√
logn 6 X/
√
logn→ 0 a.s. as n→∞. Moreover,
E
(
−xk − x
2
k
2
)
=
a+ b+ 3/2− β/2
βk
+O
(
1
k2
)
, Var
(
−xk − x
2
k
2
)
=
1
βk
+O
(
1
k2
)
,
so the classical central limit theorem (see e.g. [108]) implies that
X
(1)
n − a+b+3/2−β/2β logn√
1
β logn
law−→ N1
as n→∞, with N1 a standard normal random variable. Gathering the convergences
for X
(1)
n and X
(2)
n gives
Xn − a+b+3/2−β/2β logn√
1
β logn
law−→ N1. (5.4)
We now concentrate on Y
(+)
n =
∑
even k log(1−αk) and Y(−)n =
∑
even k log(1+αk).
From (5.3) (Y
(+)
n ,Y
(−)
n )
law
= (
∑n
1 log(1− yk),
∑n
1 log(1 + yk)) with independent yk’s,
yk having density f(k−1) β2+a+1,(k−1) β2+b+1. We now have
E
(
±yk − y
2
k
2
)
=
±(b− a)− 1/2
βk
+O
(
1
k2
)
,Var
(
±yk − y
2
k
2
)
=
1
βk
+O
(
1
k2
)
.
Consequently, as previously the two first terms in the Taylor expansions of log(1±yk)
can be isolated to get the following central limit theorem for any real numbers λ(+)
and λ(−) :
λ(+)
Y
(+)
n − a−b−1/2β logn√
1
β logn
+ λ(−)
Y
(−)
n − b−a−1/2β logn√
1
β log n
law−→ (λ(+) − λ(−))N2, (5.5)
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with N2 a standard normal variable, independent of N1, because the odd and even
αk’s are independent. Gathering convergences (5.4) and (5.5) shows that log det(+) +
(
1
2 − 2a+1β
)
logn√
2
β logn
,
log det(−) +
(
1
2 − 2b+1β
)
logn√
2
β log n

converges in law to 1√
2
(N1 +N2,N1 −N2) law= (N1,N2).
Remark. The absence of drift for a = b = 0 in the above central limit theorem requires
β = 2 : it always has specific properties amongst the β-ensembles.
An immediate corollary of the previous theorem concerns the derivatives of cha-
racteristic polynomials on SO(2n) and USp(2n).
Corollary 5.5. With the notations of Theorem 5.3,(
log Z
(2p+)
SO − (2p+ − 12 ) logn√
logn
,
log Z
(2p−)
SO − (2p− − 12 ) logn√
logn
)
law−→ (N1,N2)
as n→∞, with N1 and N2 independent standard normal variables. The same result
holds on the symplectic group conditioned to have 2p+ eigenvalues at 1 and 2p− at
−1, but with the parameters 2p(+) and 2p(−) replaced by 2p(+) + 1 and 2p(−) + 1 in
the above formula.
These central limit theorems about the Jacobi ensemble on the segment have ana-
logues for Jacobi ensembles on the unit circle. We only state it, the proof being similar
to the previous one and relying on the decomposition as a product of independent
random variables, Corollary 4.18. In the following the complex logarithm is defined
continuously on (0, 1) as the value of log det(Id− xu) from x = 0 to x = 1.
Theorem 5.6. Let β > 0 and δ ∈ C, Re(δ) > −1/2. If the eigenvalues of un are
distributed as (4.5), then
log det(Id− un)− 2δβ logn√
2
β logn
law−→ 1√
2
(N1 + iN2)
as n → ∞, with N1 and N2 independent standard normal variables. In particular, if
Z
(p)
U is the p
th derivative of the characteristic polynomial at 1, for the Haar measure
on U(n) conditioned to have p eigenvalues equal to 1, as n→∞
log Z
(p)
U − p logn√
logn
law−→ 1√
2
(N1 + iN2) .
Remark. The above technique does not provide the existence of a limit in law for
(log Z(1), log Z′(1)) under the Haar measure µU(n) as n → ∞. This point remains
open, for more on this topic, see [36].
1.2. Limit densities.
Let (x1, . . . , xn) have the Jacobi distribution (4.4) on (−2, 2)n. The asymptotics
of the density of
det(+) :=
n∏
k=1
(2− xi)
 derivatives, traces and independence
near 0 can be easily evaluated from (5.3). Indeed, let f be a continuous function and
hn denote the density of det
(+) on (0,∞). With the notations of (5.3), as α2n−2 has
law fa+1,b+1,
E
(
f(det(+))
)
= c
∫ 1
−1
(1− x)a(1 + x)b E
(
f
(
2(1− x)
2n−3∏
k=0
(1− αk)
))
dx.
with c = 2−1−a−bΓ(a + b + 2)/(Γ(a+ 1)Γ(b + 1)). The change of variable ε = 2(1 −
x)
∏2n−3
k=0 (1 − αk) therefore yields
hn(ε) = cE
( 1
2
∏2n−3
k=0 (1− αk)
)a+1(
2− ε
2
∏2n−3
k=0 (1 − αk)
)b εa,
implying immediately the following corollary of Killip and Nenciu’s formula (5.3).
Corollary 5.7. For the Jacobi distribution (4.4) on (−2, 2)n, the density of the cha-
racteristic polynomial det(+) near 0 is, for some constant c(n),
hn(ε) ∼
ε→0
c(n) εa
Note that this constant is effective :
c(n) =
Γ(a+ b+ 2)
22(1+a)Γ(a+ 1)Γ(b+ 1)
2n−3∏
k=0
E
((
1
1− αk
)1+a)
.
As an application of Corollary 5.7, the correspondence a = 2p − 12 shows that
for the Haar measure on SO(2n+ 2p), conditioned to have 2p eigenvalues equal to 1,
this density has order ε2p−
1
2 , which agrees with (5.2). Of course, Corollary 5.7 gives
in the same manner the asymptotic density of the characteristic polynomial for the
symplectic (a = 2p+ 1/2) groups or the orthogonal groups with odd dimensions.
Moreover, the same method, based on Theorem 5.1, gives an analogous result for
the unitary group.
Corollary 5.8. Let h
(U)
n be the density of |Z(p)U |, with the notations of Theorem 5.1.
Then, for some constant d(n),
h(U)n (ε) ∼
ε→0
d(n) ε2p.
Remark. With a similar method (decomposition of det(+) as a product of independent
random variables), such asymptotics were already obtained by Yor [142] for the density
of the characteristic polynomial on the group SO(n).
2. The trace and a remarkable martingale.
Using arguments from the theory of representations and the method of moments,
Diaconis and Shahshahani [42] have shown that for u ∼ µU(n), as n→∞,(
Tru,Tru2, . . . ,Truk
) law−→ (X1,√2X2, . . . ,√kXk) (5.6)
with the Xk’s independent complex standard normal variables : Xk law= 1√2 (N1 + iN2),
with N1 and N2 independent real standard normal variables. Johansson [74] has
given a generalization of the Szego¨ theorem for Toeplitz determinants which allows to
derivatives, traces and independence 
generalize the above central limit theorem in the following way. Take the eigenvalues
of u distributed as the circular measure
|∆(eiθ1 , . . . , eiθn)|βdθ1 . . . dθn. (5.7)
Then (
Tr u,Tru2, . . . ,Truk
) law−→√ 2
β
(
X1,
√
2X2, . . . ,
√
kXk
)
. (5.8)
Moreover (5.6) can be generalized to the Haar measure on U(n) conditioned to have
specified eigenvalues. The proof relies on the Fisher-Hartwig asymptotics for the Toe-
plitz determinants with singularities [139]. We will then give an interpretation of
(5.8) from the point of view of the Killip and Nenciu matrix model for the circular
ensembles : (5.8) can be interpreted as the almost sure convergence of a remarkable
martingale, the limit being normally distributed, without any normalization.
2.1. Limit theorems for the traces
In a seminal paper [42], Diaconis and Shahshahani proved central limit theorems
for the traces on the classical compact Lie groups endowed with their Haar measure,
in particular (5.6) for the unitary group.
They proved it showing that the moments of the traces converge to those of the
independent normal variables. Actually, for sufficiently large n, they showed that these
moments even coincide, suggesting that the convergence to the normal law is very fast.
This was shown by Johansson [75] : the rate of convergence is O(n−δn) for some δ > 0.
He also gave an alternative proof of (5.6) relying on the Szego¨ asymptotics of Toeplitz
determinants.
More precisely, let T be the unit circle and, for a`, b` ∈ R (1 6 ` 6 m),
g :
{
T → R
eiθ 7→ ∑m`=1 (a` cos(`θ) + b` sin(`θ))
The above central limit theorem is strictly equivalent to the convergence of the Laplace
transforms, that is to say
EµU(n)
(
e
∑n
k=1 g(e
iθk)
)
−→
n→∞ e
1
2
∑m
`=1 `(a
2
`+b
2
`) (5.9)
for any reals a` and b`. From Heine’s identity (see e.g. [133]) the LHS is equal to
Dn(e
g) with Dn the Toeplitz determinant defined by
Dn(f) = det(fˆi−j)06i,j6n,
the (fˆk) being the Fourier coefficients of f . Szego¨’s Theorem states that, for any
g ∈ L1(T) with real values, if c =∑∞1 k|gˆk|2 <∞,
Dn (e
g) = engˆ0+c+o(1)
as n → ∞. Hence (5.9) is a consequence of both Heine’s identity and Szego¨’s limit
theorem. The above method cannot be directly applied to get a central limit theorem
for the traces for any circular ensemble. Indeed, for the distribution (5.7) with β 6= 2,
the LHS in (5.9) cannot be interpreted as a Toeplitz determinant anymore. However,
the following theorem gives a direct answer.
Theorem 5.9. (Johansson [74]) Take (θ1, . . . , θn) with distribution (4.2) and g ∈
L1(T) with real values, and suppose c =
∑∞
1 k|gˆk|2 <∞. Then, as n→∞,
E
(
n∏
k=1
eg(θk)
)
= e
2
β
(ngˆ0+c+o(1)).
 derivatives, traces and independence
Johansson’s work immediately implies the following convergence of the traces for
any circular ensemble.
Corollary 5.10. Take (θ1, . . . , θn) with distribution (5.7). Then
(
Tr u,Tru2, . . . ,Trum
) law−→√ 2
β
(
X1,
√
2X2, . . . ,
√
mXm
)
with the X`’s independent complex standard normal variables.
We now generalize (5.6). Consider the Haar measure on U(n + p) conditioned to
have p eigenvalues equal to 1 : this is the Jacobi circular ensemble with β = 2 and
δ = p. Is there still a central limit theorem for the traces ? If so, one may hesitate
between the two following statements, or an intermediate regime :
• Tru law−→ p + X , with X a standard complex normal variable, if conditioning
with p eigenvalues equal to 1 does not affect the sum of the other eigenvalues
in the limit ;
• Tru law−→ X , the strict analogue of the Diaconis-Shahsahani Theorem, if the
additional repulsion due to the p eigenvalues is strong enough to affect the sum
of the other eigenvalues in the limit.
In fact, the answer is known and quite surprisingly it is the first one. We give
the proof in a more general context : consider the Haar measure conditioned to have
p1 eigenvalues equal to e
iϕ1 , . . . , pk eigenvalues equal to e
iϕk , where the ϕ`’s are
distinct. This induces the spectral density for the other eigenvalues (θ1, . . . , θn) on
U(n+ p1 + · · ·+ pk) (c is the normalization constant)
c |∆(eiθ1 , . . . , eiθn)|2
k∏
`=1
n∏
j=1
|eiϕ` − eiθj |2p` . (5.10)
Theorem 5.11. For the above spectral measure on U(n+ p1 + · · ·+ pk), as n→∞,(
Tr u,Tru2, . . . ,Trum
) law−→ (X1,√2X2, . . . ,√mXm)
+
(
k∑
`=1
p`e
iϕ` ,
k∑
`=1
p`e
i2ϕ` , . . . ,
k∑
`=1
p`e
imϕ`
)
with the X`’s independent complex standard normal variables.
Proof. As in the previous proof, with the function g defined above, Heine’s identity
gives
E
(
e
∑n
k=1 g(e
iθk)
)
=
Dn(fe
g)
Dn(f)
,
the expectation being with respect to (5.10) and the function f defined by
f
(
eiθ
)
=
k∏
`=1
|eiθ − eiϕ` |2p` .
The Fisher-Hartwig asymptotics (see Theorem 5.12 below) implies that
Dn(fe
g)
Dn(f)
∼
n→∞ Dn(e
g) = engˆ0+c+o(1).
with c =
∑∞
1 k|gˆk|2. Consequently, our choice of g implies the convergence of the
Laplace transform of the traces to those of independent normal variables. Adding the
contribution of the eiϕ` ’s concludes the proof.
derivatives, traces and independence 
The indispensable tool for the above proof is the following theorem about the
asymptotics of Toeplitz determinants with singularities. For a status report on the
extensions of the result below, see [46].
Theorem 5.12. (Fisher-Hartwig asymptotics, Widom [139]) Suppose that h : T→ C
is non-zero, with a winding number 0, and with a derivative satisfying a Lipschitz
condition. Define f
(
eiθ
)
=
∏k
`=1 |eiθ − eiϕ` |2p` (Re(p`) > −1/2). Then
Dn(hf) ∼
n→∞ Dn(h)Dn(f)
∼
n→∞ e
∑∞
1 kgˆk gˆ−k
k∏
`=1
G(1 + p`)
2
G(1 + 2p`)
∏
16s<r6k
1
|eiϕr − eiϕs |prps
(
engˆ0n
∑k
1 p
2
`
)
where the gˆk’s are the Fourier coefficients of log h and G is the Barnes function.
Remark. An analogue of the Fisher-Hartwig asymptotics has been conjectured by For-
rester and Frankel [49] for circular ensembles with β > 0. This allows us to conjecture
that for the spectral measure density
c |∆(eiθ1 , . . . , eiθn)|β
k∏
`=1
n∏
j=1
|eiϕ` − eiθj |2p`
on U(n+ p1 + · · ·+ pk),
(
Tr u,Tru2, . . . ,Trum
) law−→√ 2
β
(
X1,
√
2X2, . . . ,
√
mXm
)
+
(
k∑
`=1
p`e
iϕ` ,
k∑
`=1
p`e
i2ϕ` , . . . ,
k∑
`=1
p`e
imϕ`
)
.
2.2. Connections with the Killip-Nenciu Theorem.
Let
u = Θ(0)(α0)Θ
(1)(α1) . . .Θ
(n−1)(αn−1),
with the notation (4.9). A calculation gives
Tr u = α0 − α0α1 − α1α2 − · · · − αn−2αn−1.
If the αk’s are independent with a rotationally invariant distribution, then an easy
induction gives
Tr u
law
= α0 + α0α1 + α1α2 + · · ·+ αn−2αn−1. (5.11)
Let (Xk, k > 0) be independent random variables and Xk
law
= eiω
√
B1, β2 (k−1), with ω
uniform on (−pi, pi) independent of the beta variable with the indicated parameters.
Let
Mn = X1X2 +X2X3 + · · ·+Xn−1Xn.
Then, from the Killip-Nenciu Theorem and (5.11), for any circular distribution (5.7)
with parameter β > 0,
Tru
law
= Mn +Xn,
with Xn → 0 in probability. Moreover a little calculation shows that, if β > 0,
(Mn, n > 1) is a L
2-bounded martingale, so it converges almost surely, and we call
µ the distribution of its limit. Hence Tru converges in law to µ, with no normaliza-
tion, which follows from the repulsion of the eigenvalues (independent and uniform
eigenangles would require a normalization by 1/
√
n for the convergence in law of the
trace). From Corollary 5.10 we know that µ is the centered normal complex distribu-
tion with variance 2/β. The above discussion can be summarized as follows.
 derivatives, traces and independence
Corollary 5.13. The discrete martingale (Mn, n > 1) converges a.s. to a random
variable, whose law is complex Gaussian with variance 2/β.
Moreover, if β = 2, the convergence of the law of Tr(u) to the normal distribu-
tion is extremely fast : it was shown by Johansson [75] that this is O(n−δn) for some
δ > 0. For β 6= 2, there is no evidence for such a fast convergence. Note that for
classical central limit theorems this speed is generally only O(1/
√
n) as predicted by
the Berry-Esseen inequality.
In conclusion, note that there are many examples of discrete martingales with
bounded increments, converging almost surely, with a Gaussian limit. For example,
consider (Bt, t > 0) a standard Brownian motion in C and consider the sequence of
stopping times {
T0 = 0
Tn+1 = min (1, inf{t > Tn | |Bt − BTn | = 1}) (5.12)
Then An = BTn defines a martingale with bounded increments converging almost
surely to B1. The increments of (An, n > 0) are not independent : more generally,
a martingale with independent increments converging to a Gaussian limit only has
Gaussian increments as immediately shown by the Cramer lemma [35] : if the sum of
independent random variables X and Y is Gaussian, then X and Y are Gaussian.
It would be interesting to find a sequence of stopping times (Tn), in the same
manner as (5.12), such that
Mn
law
= BTn ,
because it would give some new insight in the surprisingly fast convergence of the
trace shown by Johansson.
3. Joint convergence of characteristic polynomial and trace
The purpose of this section is to show the following joint convergence.
Theorem 5.14. Suppose the eigenvalues of un ∈ U(n) have the distribution (5.7).
Then as n→∞, (
log det(Id− un)√
logn
,Tr un
)
law−→
√
2
β
(X1,X2)
with X1,X2 independent complex standard normal variables.
Proof. Take independent Xk’s with distribution Xk
law
= eiωk
√
B1,β2 (k−1), ωk uniform
on (−pi, pi) and B1, β2 (k−1) a beta random variable with the indicated parameters. From
Theorem 4.16, the eigenvalues of
un = Ξ
(0)(Xn−1)Ξ(1)(Xn−2) . . .Ξ(n−1)(X0)
have distribution (5.7). For this matrix model, we know that{
det(Id− un) = (1−X0)(1−X1) . . . (1−Xn−1)
Tr un = f(X0, . . . ,Xn−1)
with the notation
f(X0, . . . ,Xn−1) = −X0X1 1−X1
1−X1
− · · · −Xn−2Xn−1 1−Xn−1
1−Xn−1
+Xn−1.
derivatives, traces and independence 
Therefore, for any 0 6 m 6 n− 1, the following equality in law holds :(
Trun
log det(Id−un)√
logn
)
law
=
(
f(X0, . . . ,Xm)∑n
k=m+1 log(1−Xk)√
logn
)
+
(
f(X0, . . . ,Xn−1)− f(X0, . . . ,Xm)∑m
k=0 log(1−Xk)√
logn
)
Supposem→∞ and logm/ logn→ 0. From Lemma 5.15,
∑m
k=0 log(1−Xk)√
logm
converges in
law, so
∑m
k=0 log(1−Xk)√
logn
converges in law to 0. Moreover, as n→∞, f(X0, . . . ,Xn−1)−
f(X0, . . . ,Xm) also converges in law to 0 : it actually converges to 0 in L
2 as shown
by Lemma 5.16. Hence, thanks to Slutsky’s lemma, we only need to show that(
f(X0, . . . ,Xm)∑n
k=m+1 log(1−Xk)√
logn
)
converges in law to a vector of independent complex Gaussians with the required va-
riance. This is straightforward because the coordinates are now independent and each
one converges to the required Gaussian : f(X0, . . . ,Xm)
law
= Trum with um ∼ µU(m), so
as m→∞ it converges to a Gaussian thanks to Corollary 5.10, and
∑n
k=m+1 log(1−Xk)√
logn
is the difference of a variable converging to the required Gaussian and a variable
converging to 0.
Lemma 5.15. Suppose the eigenvalues of un ∈ U(n) have the distribution (5.7).
Then as n→∞,
log det(Id− un)√
log n
law−→
√
2
β
X1
with X1 a complex standard normal variable.
Proof. This is straightforward from the decomposition as a product of independent
random variables
det(Id− un) = (1−X0)(1 −X1) . . . (1−Xn−1),
where the independent Xk’s have distribution Xk
law
= eiωk
√
B1, β2 (k−1), ωk uniform on
(−pi, pi) and B1, β2 (k−1) a beta random variable with the indicated parameters : one
just needs to follow the proof of Theorem 1.8.
Lemma 5.16. Take independent Xk’s with distribution Xk
law
= eiωk
√
B1, β2 (k−1), ωk
uniform on (−pi, pi) and B1,β2 (k−1) a beta random variable with the indicated parame-
ters. For 1 6 m 6 n, let
Y = −Xm−1Xm 1−Xm
1−Xm
− · · · −Xn−2Xn−1 1−Xn−1
1−Xn−1
+Xn−1.
Then
E
(|Y2|) = 2
β
1
1 + β2 (m− 1)
+
(
1− 2
β
)
1
1 + β2 (n− 1)
.
Proof. As the Xk’s are independent and have a distribution invariant by rotation,
Y
law
= Xm−1Xm +XmXm+1 + · · ·+ Xn−2Xn−1 +Xn−1.
 derivatives, traces and independence
For every k, E(Xk) = 0 hence only the diagonal terms survive in the second moment :
E
(|Y2|) = n−1∑
k=m
E
(|Xk−1Xk|2)+ E (|Xn−1|2)
=
n−1∑
k=m
1
1 + β2 (k − 1)
1
1 + β2 k
+
1
1 + β2 (n− 1)
=
2
β
n−1∑
k=m
(
1
1 + β2 (k − 1)
− 1
1 + β2k
)
+
1
1 + β2 (n− 1)
=
2
β
1
1 + β2 (m− 1)
+
(
1− 2
β
)
1
1 + β2 (n− 1)
.
Remark. Lemma 5.16 implies in particular (β = 2 and m = 1) that for un ∼ µU(n),
E(|Trun|2) is constantly equal to 1, which is a sign that the convergence of Tr un to
a normal variable is very fast.
Suppose now that β 6= 2 and the eigenvalues of un have distribution (5.7). Lemma
5.16 shows that E(|Trun|2) converges to 2/β with speed 1/n : the convergence to a
normal variable is much slower for β 6= 2.
4. Moments for u ∼ µSU(n)
We have seen in the previous chapters that for u ∼ µU(n), µSO(2n) or µUSp(2n), the
characteristic polynomial Zu = det(Id−u) is equal in law to a product of independent
random variables. An important example of limit monodromy group in the work by
Katz and Sarnak [78] is SU(n), and they study more generally the groups (m > 1)
Um(n) = {u ∈ U(n) | det(u)m = 1}.
We do not know a decomposition in law of Zu for u ∼ µUm(n), however we present
in this section how an important lemma by Katz and Sarnak allows to calculate the
asymptotics of
EµUm(n)
(|Zu|2ke2`i arg Zu) , k, ` ∈ N, l 6 k.
Lemma 5.17 (Katz-Sarnak [78]). Let f be a C∞ class function. Then the following
equality holds, where the series is absolutely convergent :
EµUm(n) (f(u)) =
∑
j∈Z
EµU(n)
(
f(u)(detu)jm
)
.
An application of the above lemma yields
EµUm(n)
(|Zu|2ke2`i arg Zu) =∑
j∈Z
EµU(n)
(
det(Id− u)k+`det(Id− u)k−`(detu)jm)
The sum is actually finite : all indexes j with jm+ ` > k of jm+ ` < −k give a zero
contribution. It is intuitive that, as m → ∞, µUm(n) approaches µU(n). The above
lines show that, in this particular case, much more is true.
Corollary 5.18. Suppose m > k + l. Then
EµUm(n)
(|Zu|2ke2`i arg Zu) = EµU(n) (|Zu|2ke2`i arg Zu) .
derivatives, traces and independence 
Moreover, for any fixed m, the asymptotics of EµUm(n)
(|Zu|2ke2`i arg Zu) can be
computed explicitly. As
det(u) = (−1)n det(Id− u)
det(Id− u) ,
we can write
EµUm(n)
(|Zu|2ke2`i arg Zu)
=
∑
−k6jm+`6k
(−1)njm EµU(n)
(
det(Id− u)k+`+jmdet(Id− u)k−`−jm) .
For each term of this sum, we know the asymptotics (for example thanks to the
Fisher-Hartwig asymptotics, see e.g. [46]), which leads to the following result, where
G is the Barnes function.
Corollary 5.19. Let m ∈ N∗, k, ` ∈ N, ` 6 k. Let k′ be the minimal value of
{|jm+ `|, j ∈ Z}, obtained at j∗. Then
EµUm(n)
(|Zu|2ke2`i arg Zu) ∼
n→∞ (−1)
nj∗mG(1 + k + k
′)G(1 + k − k′)
G(1 + 2k)
nk
2−k′2 .
In particular,
EµUm(n)
(|Zu|2k) ∼
n→∞ EµU(n)
(|Zu|2k) .
Remark. Thanks to the Katz-Sarnak lemma, many other results about U(n) can be
extended to Um(n). For example, if un ∼ µUm(n), then as n→∞(
Tru,Tru2, . . . ,Truk
) law−→ (X1,√2X2, . . . ,√kXk)
with the Xk’s independent complex standard normal variables. This is the analogue
of the Diaconis-Shahshahani theorem (5.6), and its proof is a direct application of the
method of moments and the result concerning U(n) in [42].
5. On a theorem by Eric Rains
Let (θ1, . . . , θn) be distributed on T
n, the torus with dimension n. For a large class
of distributions on the θk’s, one can expect that mθ1, . . . ,mθn tend to independent
uniform random variables as m → ∞. A surprising result by E. Rains states that, if
the θk’s have distribution
1
n!
|∆(eiθ1 , . . . , eiθn)|2 dθ1
2pi
. . .
dθn
2pi
,
then for any m > n the angles mθ1, . . . ,mθn are exactly uniform and independent.
Theorem 5.20 (E. Rains [114]). Let u ∼ µU(n). Then for any m > n, the eigenvalues
of um are independent and uniform on the unit circle.
This can be extended to any circular ensemble with Hua-Pickrell singularities,
with density on (−pi, pi)n proportional to
|∆(eiθ1 , . . . , eiθn)|2γ
∏`
j=1
n∏
k=1
|eiθk − eiϕj |2aj , (5.13)
where γ and the aj ’s are elements in N.
Theorem 5.21. Let (θ1, . . . , θn) have the circular distribution (5.13). Then for any
integer m > γ(n − 1) + a1 + · · · + a`, eimθ1, . . . , eimθn are independent and uniform
on the unit circle.
 derivatives, traces and independence
Proof. We proceed as Rains, using the method of moments : we need to show that the
joint moments of eimθ1, . . . , ei(γ(n−1)+k)θn coincide with those of uniform independent
random variables. This is easily reduced to showing that for m1,m2, . . . ,mn integers,
not all of which are zero,∫
|∆(eiθ1 , . . . , eiθn)|2γ
∏`
j=1
n∏
k=1
|eiθk − eiϕj |2aj eim1mθ1 . . . eimnmθndθ1 . . .dθn = 0.
(5.14)
Suppose for example mp 6= 0 for some 1 6 p 6 n. As γ ∈ N, an expansion of the
Vandermonde determinant shows that the above integrated expression has the form
eimpmθp
γ(n−1)+a1+···+a`∑
j=−γ(n−1)−a1−···−a`
cje
ijθp
for some complex coefficients cj , functions of γ, the ak’s, the ϕk’s, the θk’s distinct
from θp. As m > γ(n− 1)+ a1+ · · ·+ a`, this is actually a polynomial in eiθp with no
constant term, so the integral equals zero.
Theorem (5.21) cannot be extended to non-integer values of γ : we are not in
situation to apply Carlson’s theorem here. Indeed, for n = 2, all aj ’s equal to 0, one
can see that eiθ1(1+β) and eiθ2(1+β) are generally not independent.
Chapter 6
Mesoscopic fluctuations of the zeta zeros
This chapter corresponds to Mesoscopic fluctuations of the zeta
zeros [18], to appear in Probability Theory and Related Fields.
This chapter gives a multidimensional extension of Selberg’s central limit theorem
for log ζ, in which a non-trivial dependence appears. In particular, this is related to
a question by Coram and Diaconis about the mesoscopic correlations of the zeros of
the Riemann zeta function.
Similar results are given in the context of random matrices from the unitary group.
This indicates that the validity of the correspondence log t↔ n holds not only between
the dimension of the matrix (n) and the height on the critical line (log t), but it also
holds, at a local scale, for small deviations from the critical axis or the unit circle.
Remark. All results below hold for L-functions from the Selberg class, for concision
we state them for ζ.
In this chapter we talk about correlations between random variables to express
the idea of dependence, which is equivalent as all the involved variables are Gaussian.
The Vinogradov symbol, an  bn, means an = O(bn), and an  bn means
bn  an. In this chapter, we implicitly assume that, for all n and t, εn > 0, εt > 0.
1. Introduction
1.1. Main result
Selberg’s central limit theorem states that, if ω is uniform on (0, 1), then
log ζ
(
1
2 + iωt
)
√
log log t
law−→ Y, (6.1)
as t → ∞, Y being a standard complex normal variable (see paragraph 1.4 below
for precise definitions of log ζ and complex normal variables). This result has been
extended in two distinct directions, both relying on Selberg’s original method.
First similar central limit theorems appear in Tsang’s thesis [136] far away from the
critical axis, and Joyner [77] generalized these results to a larger class of L-functions.
In particular, (6.1) holds also for log ζ evaluated close to the critical axis (1/2+εt+iωt)
provided that εt  1/ log t ; for εt → 0 and εt  1/ log t, Tsang proved that a change
of normalization is necessary :
log ζ
(
1
2 + εt + iωt
)
√− log εt
law−→ Y′, (6.2)
with ω uniform on (0, 1) and Y′ a standard complex normal variable.
Second, a multidimensional extension of (6.1) was given by Hughes, Nikeghbali
and Yor [72], in order to get a dynamic analogue of Selberg’s central limit theorem :
they showed that for any 0 < λ1 < · · · < λ`
1√
log log t
(
log ζ
(
1
2
+ iωe(log t)
λ1
)
, . . . , log ζ
(
1
2
+ iωe(log t)
λ`
))
law−→ (λ1Y1, . . . , λ`Y`) , (6.3)

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all the Yk’s being independent standard complex normal variables. The evaluation
points 12 + iωe
(log t)λk in the above formula are very distant from each other and
a natural question is whether, for closer points, a non-trivial correlation structure
appears for the values of zeta. Actually, the average values of log ζ become correlated
for small shifts, and the Gaussian kernel appearing in the limit coincides with the one
of Brownian motion off the diagonal. More precisely, our main result is the following.
Theorem 6.1. Let ω be uniform on (0, 1), εt → 0, εt  1/ log t, and functions
0 6 f
(1)
t < · · · < f (`)t < c <∞. Suppose that for all i 6= j
log |f (j)t − f (i)t |
log εt
→ ci,j ∈ [0,∞]. (6.4)
Then the vector
1√− log εt
(
log ζ
(
1
2
+ εt + if
(1)
t + iωt
)
, . . . , log ζ
(
1
2
+ εt + if
(`)
t + iωt
))
(6.5)
converges in law to a complex Gaussian vector (Y1, . . . ,Y`) with mean 0 and cova-
riance function
cov(Yi,Yj) =
{
1 if i = j
1 ∧ ci,j if i 6= j . (6.6)
Moreover, the above result remains true if εt  1/ log t, replacing the normalization
− log εt with log log t in (6.4) and (6.5).
The covariance structure (6.6) of the limit Gaussian vector actually depends only
on the `−1 parameters c1,2, . . . , c`−1,` because formula (6.4) implies, for all i < k < j,
ci,j = ci,k ∧ ck,j . We will explicitly construct Gaussian vectors with the correlation
structure (6.6) in section 4.
We now illustrate Theorem 6.1. Take ` = 2, εt → 0, εt  1/ log t. Then for any
0 6 δ 6 1 and ω uniform on (0, 1), choosing f
(1)
t = 0 and f
(2)
t = ε
δ
t ,
1√
− 12 log εt
(
log
∣∣∣∣ζ (12 + εt + iωt
)∣∣∣∣ , log ∣∣∣∣ζ (12 + εt + iωt+ iεδt
)∣∣∣∣)
converges in law to
(N1, δN1 +
√
1− δ2N2), (6.7)
where N1 and N2 are independent standard real normal variables. A similar result
holds if εt  1/ log t, in particular we have a central limit theorem on the critical axis
εt = 0 :
1√
1
2 log log t
(
log
∣∣∣∣ζ (12 + iωt
)∣∣∣∣ , log ∣∣∣∣ζ (12 + iωt+ i(log t)δ
)∣∣∣∣)
also converges in law to (6.7). Note the change of normalization according to εt, i.e.
the distance to the critical axis. Finally, if all shifts f
(i)
t are constant and distinct,
ci,j = 0 for all i and j, so the distinct means of ζ converge in law to independent
complex normal variables, after normalization.
Remark. In this chapter we are concerned with distinct shifts along the ordinates,
in particular because it implies the following Corollary 6.3 about counting the zeros
of the zeta function. The same method equally applies to distinct shifts along the
abscissa, not enounced here for simplicity. For example, the Gaussian variables Y and
Y′ in (6.1) and (6.2) have correlation 1 ∧ √δ if εt = 1/(log t)δ with δ > 0.
Theorem 6.1 can be understood in terms of Gaussian processes : it has the following
immediate consequence, enounced for εt = 0 for simplicity.
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Corollary 6.2. Let ω be uniform on (0, 1). Consider the random function(
1√
log log t
log
∣∣∣∣ζ (12 + iωt+ i(log t)δ
)∣∣∣∣ , 0 6 δ 6 1)
Then its finite dimensional distribution converge, as t → ∞, to those of a centered
Gaussian process with kernel Γγ,δ = γ ∧ δ if γ 6= δ, 1 if γ = δ.
There is an effective construction of a centered Gaussian process (Xδ, 0 6 δ 6 1)
with covariance function Γγ,δ : let (Bδ, 0 6 δ 6 1) be a standard Brownian motion
and independently let (Dδ, 0 6 δ 6 1) be a totally disordered process, meaning that
all its coordinates are independent centered Gaussians with variance E(D2δ) = δ. Then
Xδ = Bδ +D1−δ
defines a Gaussian process with the desired covariance function. Note that there is
no measurable version of this process : if there were, then (Dδ , 0 6 δ 6 1) would
have a measurable version which is absurd because, by Fubini’s Theorem, for all
0 6 a < b 6 1 E
((∫ b
a Dδdδ
)2)
= 0, so
∫ b
a Dδdδ = 0 a.s. and Dδ = 0 a.s. giving the
contradiction.
1.2. Counting the zeros
Theorem 6.1 also has a strange consequence for the counting of zeros of ζ on
intervals in the critical strip. Write N(t) for the number of non-trivial zeros z of ζ
with 0 < Imz 6 t, counted with their multiplicity. Then (see e.g. Theorem 9.3 in
Titchmarsh [135])
N(t) =
t
2pi
log
t
2pie
+
1
pi
Im log ζ (1/2 + it) +
7
8
+ O
(
1
t
)
(6.8)
with Im log ζ (1/2 + it) = O(log t). For t1 < t2 we will write
∆(t1, t2) = (N(t2)−N(t1))−
(
t2
2pi
log
t2
2pie
− t1
2pi
log
t1
2pie
)
,
which represents the fluctuations of the number of zeros z (t1 < Imz 6 t2) minus its
expectation. A direct consequence of Theorem 6.1, choosing ` = 2, f (1)(t) = 0 and
f (2)(t) = 1
(log t)δ
(0 6 δ 6 1), is the following central limit theorem obtained by Fujii
[55] :
∆
(
ωt, ωt+ 1(log t)δ
)
1
pi
√
log log t
law−→ √1− δN
as t → ∞, where ω is uniform on (0, 1) and N is a standard real normal variable.
A more general result actually holds, being a direct consequence of Theorem 6.1 and
(6.8). This confirms numerical experiments by Coram and Diaconis [33], who after
making extensive tests (based on data by Odlyzko) suggested that the correlation
structure (6.9) below should appear when counting the zeros of ζ. Following [33] the
phenomenon presented below can be seen as themesoscopic repulsion of the zeta zeros,
different from the Montgomery-Odlyzko law, describing the repulsion at a microscopic
scale.
Corollary 6.3. Let (Kt) be such that, for some ε > 0 and all t, Kt > ε. Suppose
logKt/ log log t → δ ∈ [0, 1) as t → ∞. Then the finite dimensional distributions of
the process
∆(ωt+ α/Kt, ωt+ β/Kt)
1
pi
√
(1− δ) log log t , 0 6 α < β <∞
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converge to those of a centered Gaussian process (∆˜(α, β), 0 6 α < β < ∞) with the
covariance structure
E
(
∆˜(α, β)∆˜(α′, β′)
)
=

1 if α = α′ and β = β′
1/2 if α = α′ and β 6= β′
1/2 if α 6= α′ and β = β′
−1/2 if β = α′
0 elsewhere
. (6.9)
This correlation structure is surprising : for example ∆˜(α, β) and ∆˜(α′, β′) are
independent if the segment [α, β] is strictly included in [α′, β′], and positively corre-
lated if this inclusion is not strict. Note that there is again an effective construction
of ∆˜ : if (D˜δ, δ > 0) is a real valued process with all coordinates independent centered
Gaussians with variance E(D˜2δ) = 1/2, then
∆˜(α, β) = D˜β − D˜α
has the required correlation structure. Concerning the discovery of this exotic Gaus-
sian correlation function in the context of unitary matrices, see the remark after
Theorem 6.4.
1.3. Analogous result on random matrices
We note Z(un,X) the characteristic polynomial of a matrix un ∈ U(n), and often
abbreviate it as Z. Theorem 6.1 was inspired by the following analogue (Theorem 6.4)
in random matrix theory. This confirms the validity of the correspondence
n↔ log t
between the dimension of random matrices and the length of integration on the critical
axis, but it also supports this analogy at a local scale, for the evaluation points of
log Z and log ζ : the necessary shifts are strictly analogue both for the abscissa\radius
(εn \ εt) and the ordinate\angle (f (i) \ ϕ(i)).
Theorem 6.4. Let un ∼ µU(n), εn → 0, εn  1/n, and functions 0 6 ϕ(1)n < · · · <
ϕ
(`)
n < 2pi − δ for some δ > 0. Suppose that for all i 6= j
log |ϕ(j)n − ϕ(i)n |
log εn
→ ci,j ∈ [0,∞]. (6.10)
Then the vector
1√− log εn
(
log Z(un, e
εn+iϕ
(1)
n ), . . . , log Z(un, e
εn+iϕ
(`)
n )
)
(6.11)
converges in law to a complex Gaussian vector with mean 0 and covariance function
(6.6). Moreover, the above result remains true if εn  1/n, replacing the normaliza-
tion − log εn with logn in (6.10) and (6.11).
Remark. Let Nn(α, β) be the number of eigenvalues e
iθ of un with α < θ < β, and
δn(α, β) = Nn(α, β)− EµU(n)(Nn(α, β)). Then, a little calculation (see [71]) yields
δn(α, β) =
1
pi
(
Im log Z(un, e
iβ)− Im log Z(un, eiα)
)
This and the above theorem imply that, as n→∞, the vector
1√
logn
(
δn(ϕ
(1)
n , ϕ
(2)
n ), δn(ϕ
(2)
n , ϕ
(3)
n ), . . . , δn(ϕ
(`−1)
n , ϕ
(`)
n )
)
.
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converges in law to a Gaussian limit. Central limit theorems for the counting-number
of eigenvalues in intervals were discovered by Wieand [140] in the special case when
all the intervals have a fixed length independent of n (included in the case ci,j = 0 for
all i, j). Her result was extended by Diaconis and Evans to the case ϕ
(i)
n = ϕ(i)/Kn for
some Kn →∞, Kn/n→ 0 (i. e. ci,j is a constant independent of i and j) : Corollary
6.3 is a number-theoretic analogue of their Theorem 6.1 in [40].
Note that, in the general case of distinct ci,i+1’s, a similar result holds but the
correlation function of the limit vector is not as simple as the one in Corollary 6.3 :
it strongly depends on the relative orders of these coefficients ci,i+1’s.
1.4. Definitions, organization of the chapter
In this chapter, for more concision we will make use of the following standard
definition of complex Gaussian random variables.
Definition 6.5. A complex standard normal random variable Y is defined as 1√
2
(N1+
iN2), N1 and N2 being independent real standard normal variables. For any λ, µ ∈ C,
we will say that λ+ µY is a complex normal variable with mean λ and variance |µ|2.
The covariance of two complex Gaussian variables Y and Y′ is defined as cov(Y,Y′) =
E(YY′)− E(Y)E(Y′), and Var(Y) = cov(Y,Y).
A vector (Y1, . . . ,Y`) is a complex Gaussian vector if any linear combination of
its coordinates is a complex normal variable. For such a complex Gaussian vector and
any µ = (µ1, . . . , µ`) ∈ C`+,
∑`
k=1 µkYk has variance µC
tµ, where C is said to be the
covariance matrix of (Y1, . . . ,Y`) : Ci,j = cov(Yi,Yj).
As in the real case, the mean and the covariance matrix characterize a complex
Gaussian vector.
Moreover, precise definitions of log ζ and log Z(X) are necessary : for σ > 1/2, we
use the standard definition
log ζ(σ + it) = −
∫ ∞
σ
ζ′
ζ
(s+ it)ds
if ζ has no zero with ordinate t. Otherwise, log ζ(σ + it) = limε→0 log ζ(σ + i(t+ ε)).
Similarly, let u ∼ µU(n) have eigenvalues eiθ1, . . . , eiθn . For |X| > 1, the principal
branch of the logarithm of Z(X) = det(Id−X−1u) is chosen as
log Z(X) =
n∑
k=1
log
(
1− e
iθk
X
)
= −
∞∑
j=1
1
j
Tr(uj)
Xj
.
Following Diaconis and Evans [40], if Xn → X with |Xn| > 1 and |X| = 1, then
log Z(Xn) converges in L
2 to −∑∞j=1 1j Tr(uj)Xj ; therefore this is our definition of
log Z(X) when |X| = 1.
We will successively prove Theorems 6.4 and 6.1 in the next two sections. They are
independent, but we feel that the joint central limit theorem for ζ and its analogue
for the random matrices are better understood by comparing both proofs, which are
similar. In particular Proposition 6.9, which is a major step towards Theorem 6.1 is
a strict number-theoretic analogue of the Diaconis-Evans theorem used in the next
section to prove Theorem 6.4.
Finally, in Section 4, we show that the same correlation structure as (6.6) appears
in the theory of spatial branching processes.
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2. The central limit theorem for random matrices.
2.1. The Diaconis-Evans method.
Diaconis and Shahshahani [42] looked at the joint moments of Tru,Tru2, . . . ,Tr u`
for u ∼ µU(n), and showed that any of these moments coincides with the ones of
Y1,
√
2Y2, . . . ,
√
`Y` for sufficient large n, the Yk’s being independent standard com-
plex normal variables. This suggests that under general assumptions, a central limit
theorem can be stated for linear combinations of these traces.
Indeed, the main tool we will use for the proof of Theorem 6.4 is the following
result.
Theorem 6.6 (Diaconis, Evans [40]). Consider an array of complex constants {anj |
n ∈ N, j ∈ N}. Suppose there exists σ2 such that
lim
n→∞
∞∑
j=1
|anj |2(j ∧ n) = σ2. (6.12)
Suppose also that there exists a sequence of positive integers {mn | n ∈ N} such that
limn→∞mn/n = 0 and
lim
n→∞
∞∑
j=mn+1
|anj |2(j ∧ n) = 0. (6.13)
Then
∑∞
j=1 anj Tr u
j
n converges in distribution to σY, where Y is a complex standard
normal random variable and un ∼ µU(n).
Thanks to the above result, to prove central limit theorems for class functions, we
only need to decompose them on the basis of the traces of successive powers. This
is the method employed in the next subsections, where we treat separately the cases
εn  1/n and εn  1/n.
2.2. Proof of Theorem 6.4 for εn  1/n.
From the Crame´r-Wald device a sufficient condition to prove Theorem 6.4 is that,
for any (µ1, . . . , µ`) ∈ C`,
1√− log εn
∑`
k=1
µk log Z(e
εn+iϕ
(k)
n ) = −
∞∑
j=1
1√− log εn
(∑`
k=1
µk
jej(εn+iϕ
(k)
n )
)
Tr(ujn)
converges in law to a complex normal variable with mean 0 and variance
σ2 =
∑`
i=1
|µi|2 +
∑
s6=t
µsµt(cs,t ∧ 1). (6.14)
We need to check conditions (6.12) and (6.13) from Theorem 6.6, with
anj =
−1√− log εn
(∑`
k=1
µk
jej(εn+iϕ
(k)
n )
)
.
First, to calculate the limit of
∞∑
j=1
|anj |2(j ∧ n) =
n∑
j=1
j|anj |2 + n
∞∑
j=n+1
|anj |2,
. A Borel probability measure on R` is uniquely determined by the family of its one-dimensional
projections, that is the images of µ by (x1, . . . , x`) 7→
∑`
j=1 λjxj , for any vector (λj)16j6` ∈ R
`.
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note that this second term tends to 0 : if a = (
∑`
k=1 |µk|)2, then
(− log εn)n
∞∑
j=n+1
|anj |2 = n
∞∑
j=n+1
∣∣∣∣∣∑`
k=1
µk
jej(εn+iϕ
(k)
n )
∣∣∣∣∣
2
6 a n
∞∑
j=n+1
1
j2
6 a
so n
∑∞
j=n+1 |anj |2 → 0. The first term can be written
(− log εn)
n∑
j=1
j|anj |2 =
n∑
j=1
j
∣∣∣∣∣∑`
k=1
µk
jej(εn+iϕ
(k)
n )
∣∣∣∣∣
2
=
∑
s,t
µsµt
n∑
j=1
1
j
(
ei(ϕ
(s)
n −ϕ(t)n )
e2εn
)j
.
Hence the expected limit is a consequence of the following lemma.
Lemma 6.7. Let εn  1/n, εn → 0, (∆n) be a strictly positive sequence, bounded by
2pi − δ for some δ > 0, and log∆n/ log εn → c ∈ [0,∞]. Then
1
− log εn
n∑
j=1
eij∆n
je2jεn
−→
n→∞ c ∧ 1.
Proof. The Taylor expansion of log(1−X) for |X| < 1 gives
n∑
j=1
eij∆n
je2jεn
= − log (1− e−2εn+i∆n)︸ ︷︷ ︸
(1)
−
∞∑
j=n+1
eij∆n
je2jεn︸ ︷︷ ︸
(2)
.
As εn > d/n for some constant d > 0,
|(2)| 6
∞∑
j=n+1
1
je2jεn
6
∞∑
j=n+1
1
jed
j
n
−→
n→∞
∫ ∞
0
dx
(1 + x)ed(1+x)
,
so (2), divided by log εn, tends to 0.
We now look at the main contribution, coming from (1). If c > 1, then ∆n = o(εn),
so (1) is equivalent to log εn as n → ∞. If 0 < c < 1, then εn = o(∆n) so (1) is
equivalent to log∆n, hence to c log εn. If c = 1, (1) is equivalent to (log εn)1εn>∆n +
(log∆n)1∆n>εn , that is to say log εn. Finally, if c = 0, as (εn)
a  ∆n < 2pi − δ for
all a > 0, (1) = o(log εn).
Condition (6.13) in Theorem 6.6 remains to be shown. Since n
∑∞
j=n+1 |anj |2 → 0,
we just need to find a sequence (mn) with mn/n → 0 and
∑n
j=mn+1
j|anj |2 → 0.
Writing as previously a = (
∑`
k=1 |µk|)2, then
n∑
j=mn+1
j|anj |2 6 a− log εn
n∑
j=mn+1
1
j
.
Hence any sequence (mn) withmn = o(n), (log n−log(mn))/ log εn → 0 is convenient,
for example mn = bn/(− log εn)c.
2.3. Proof of Theorem 6.4 for εn  1/n.
We now need to check conditions (6.12) and (6.13) with
anj =
−1√
logn
(∑`
k=1
µk
jej(εn+iϕ
(k)
n )
)
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and σ2 as in (6.14). In the same way as the previous paragraph, n
∑∞
j=n+1 |anj |2 → 0,
and (6.13) holds with mn = bn/ lognc. So the last thing to prove is
n∑
j=1
j|anj |2 =
∑
s,t
µsµt
1
logn
n∑
j=1
1
j
(
ei(ϕ
(s)
n −ϕ(t)n )
e2εn
)j
−→
n→∞ σ
2,
that is to say, writing xn = e
−2εn+i(ϕ(s)n −ϕ(t)n ),
1
logn
n∑
j=1
xjn
j
−→
n→∞ cs,t ∧ 1.
First note that with no restriction we can suppose εn = 0. Indeed, if we write
yn = e
i(ϕ(s)n −ϕ(t)n ), and εn 6 b/n for some b > 0 (since εn  1/n),∣∣∣∣∣∣
n∑
j=1
xjn
j
−
n∑
j=1
yjn
j
∣∣∣∣∣∣ 6
n∑
j=1
1
j
∣∣∣e−b jn − 1∣∣∣ 6 b
because |e−x − 1| 6 x for x > 0. The asymptotics of ∑nj=1 yjnj are given in the next
lemma, which concludes the proof.
Lemma 6.8. Let (∆n) be a strictly positive sequence, bounded by 2pi − δ for some
δ > 0, such that − log∆n/ logn→ c ∈ [0,∞]. Then
1
log n
n∑
j=1
eij∆n
j
−→
n→∞ c ∧ 1.
Proof. We successively treat the cases c > 0 and c = 0. Suppose first that c > 0. By
comparison between the Riemann sum and the corresponding integral,∣∣∣∣∣∣
n∑
j=1
eij∆n
j
−
∫ (n+1)∆n
∆n
eit
t
dt
∣∣∣∣∣∣ 6
n∑
j=1
∫ (j+1)∆n
j∆n
(∣∣eij∆n − eit∣∣
j∆n
+
∣∣∣∣ eitj∆n − e
it
t
∣∣∣∣
)
dt
6
n∑
j=1
∆n
j
+
n∑
j=1
(
1
j
− 1
j + 1
)
6 ∆n(logn+ 1) + 1.
As c > 0, ∆n → 0 so 1logn
∑n
j=1
eij∆n
j has the same limit as
1
logn
∫ (n+1)∆n
∆n
eit
t dt as
n→∞. If c > 1, n∆n → 0 so we easily get
1
logn
∫ (n+1)∆n
∆n
eit
t
dt ∼
n→∞
1
logn
∫ (n+1)∆n
∆n
dt
t
=
log(n+ 1)
logn
−→
n→∞ 1.
If 0 < c < 1, n∆n →∞. As supx>1
∣∣∣∫ x1 eitt dt∣∣∣ <∞,
1
logn
∫ (n+1)∆n
∆n
eit
t
dt ∼
n→∞
1
logn
∫ 1
∆n
eit
t
dt ∼
n→∞
1
logn
∫ 1
∆n
dt
t
−→
n→∞ c.
If c = 1, a distinction between the cases n∆n 6 1, n∆n > 1 and the above reasoning
gives 1 in the limit.
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If c = 0, ∆n does not necessarily converge to 0 anymore so another method is
required. An elementary summation gives
n∑
j=1
eij∆n
j
=
n∑
k=1
(
1
k
− 1
k + 1
) k∑
j=1
eij∆n +
1
n+ 1
n∑
j=1
eij∆n .
We will choose a sequence (an) (1 6 an 6 n) and bound
∑k
j=1 e
ij∆n by k if k < an,
by |(eik∆n − 1)/(ei∆n − 1)| 6 2/|ei∆n − 1| if an 6 k 6 n. This yields
n∑
j=1
eij∆n
j
6
an−1∑
k=1
1
k + 1
+
2
|ei∆n − 1|
n∑
k=an
(
1
k
− 1
k + 1
)
+1 6 log an+
2
an|ei∆n − 1|+1.
As ∆n < 2pi−δ, there is a constant λ > 0 with |ei∆n−1| > λ∆n. So the result follows
if we can find a sequence (an) such that
log an
logn → 0 and an∆n logn → ∞, which is
true for an = b2pi/∆nc.
3. The central limit theorem for ζ
3.1. Selberg’s method.
Suppose the Euler product of ζ holds for 1/2 6 Re(s) 6 1 (this is a conjecture) :
then log ζ(s) = −∑p∈P log(1 − p−s) can be approximated by ∑p∈P p−s. Let s =
1/2+εt+iωt with ω uniform on (0, 1). As the log p’s are linearly independent over Q,
the terms {p−iωt | p ∈ P} can be viewed as independent uniform random variables on
the unit circle as t→∞, hence it was a natural thought that a central limit theorem
might hold for log ζ(s), which was indeed shown by Selberg [119].
The crucial point to get such arithmetical central limit theorems is the approxima-
tion by sufficiently short Dirichlet series. Selberg’s ideas to approximate log ζ appear
in Goldston [59], Joyner [77], Tsang [136] or Selberg’s original paper [119]. More pre-
cisely, the explicit formula for ζ′/ζ, by Landau, gives such an approximation (x > 1,
s distinct from 1, the zeros ρ and −2n, n ∈ N) :
ζ′
ζ
(s) = −
∑
n6x
Λ(n)
ns
+
x1−s
1− s −
∑
ρ
xρ−s
ρ− s +
∞∑
n=1
x−2n−s
2n+ s
,
from which we get an approximate formula for log ζ(s) by integration. However, the
sum over the zeros is not absolutely convergent, hence this formula is not sufficient.
Selberg found a slight change in the above formula, that makes a great difference
because all infinite sums are now absolutely convergent : under the above hypotheses,
if
Λx(n) =
{
Λ(n) for 1 6 n 6 x,
Λ(n)
log x
2
n
logn for x 6 n 6 x
2,
then
ζ′
ζ
(s) = −
∑
n6x2
Λx(n)
ns
+
x2(1−s) − x1−s
(1− s)2 log x +
1
log x
∑
ρ
xρ−s − x2(ρ−s)
(ρ− s)2
+
1
log x
∞∑
n=1
x−2n−s − x−2(2n+s)
(2n+ s)2
.
Assuming the Riemann hypothesis, the above formulas give a simple expression for
(ζ′/ζ)(s) for Re(s) > 1/2 : for x → ∞, all terms in the infinite sums converge to
0 because Re(ρ − s) < 0. By subtle arguments, Selberg showed that, although RH
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is necessary for the almost sure coincidence between ζ′/ζ and its Dirichlet series, it
is not required in order to get a good Lk approximation. In particular, Selberg [119]
(see also Joyner [77] for similar results for more general L-functions) proved that for
any k ∈ N∗, 0 < a < 1, there is a constant ck,a such that for any 1/2 6 σ 6 1,
ta/k 6 x 6 t1/k,
1
t
∫ t
1
∣∣∣∣∣∣log ζ(σ + is)−
∑
p6x
p−is
pσ
∣∣∣∣∣∣
2k
ds 6 ck,a.
In the following, we only need the case k = 1 in the above formula : with the notations
of Theorem 6.1 (ω uniform on (0, 1)),
log ζ
(
1
2
+ εt + if
(j)
t + iωt
)
−
∑
p6t
p−iωt
p
1
2+εt+if
(j)
t
is bounded in L2, and after normalization by 1− log εt or
1
log log t , it converges in probabi-
lity to 0. Hence, Slutsky’s lemma and the Crame´r-Wald device allow us to reformulate
Theorem 6.1 in the following way.
Equivalent of Theorem 6.1. Let ω be uniform on (0, 1), εt → 0, εt  1/ log t, and
functions 0 6 f
(1)
t < · · · < f (`)t < c < ∞. Suppose (6.4). Then for any finite set of
complex numbers µ1, . . . , µ`,
1√− log εt
∑`
j=1
µj
∑
p6t
p−iωt
p
1
2+εt+if
(j)
t
(6.15)
converges in law to a complex Gaussian variable with mean 0 and variance
σ2 =
∑`
j=1
|µj |2 +
∑
j 6=k
µjµk(1 ∧ cj,k).
If εt  1/ log t, then the same result holds with normalization 1/
√
log log t instead of
1/
√− log εt in (6.15) and (6.4).
To prove this convergence in law, we need a number-theoretic analogue of Theorem
6.6, stated in the next paragraph.
3.2. An analogue of the Diaconis-Evans theorem.
Heuristically, the following proposition stems from the linear independence of the
log p’s over Q, and the main tool to prove it is the Montgomery-Vaughan theorem.
Note that, generally, convergence to normal variables in a number-theoretic
context is proved thanks to the convergence of all moments (see e.g. [72]). The result
below is a tool showing that testing the L2-convergence is sufficient.
Proposition 6.9. Let apt (p ∈ P , t ∈ R+) be complex numbers with supp |apt| → 0
and
∑
p |apt|2 → σ2 as t→∞. Suppose also the existence of (mt) with logmt/ log t→
0 and ∑
p>mt
|apt|2
(
1 +
p
t
)
−→
t→∞ 0. (6.16)
Then, if ω is a uniform random variable on (0, 1),∑
p∈P
aptp
−iωt law−→ σY
as t→∞, Y being a standard complex normal variable.
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Remark. The condition mn = o(n) in Theorem 6.6 is replaced here by logmt =
o(log t). A systematic substitution n ↔ log t would give the stronger condition
mt/ logmt = o(log t) : the above proposition gives a better result than the one expec-
ted from the analogy between random matrices and number theory.
Proof. Condition (6.16) first allows to restrict the infinite sum over the set of primes P
to the finite sum over P ∩ [2,mt]. More precisely, following [102], let (ar) be complex
numbers, (λr) distinct real numbers and
δr = min
s6=r
|λr − λs|.
The Montgomery-Vaughan theorem states that
1
t
∫ t
0
∣∣∣∣∣∑
r
are
iλrs
∣∣∣∣∣
2
ds =
∑
r
|ar|2
(
1 +
3piθ
tδr
)
for some θ with |θ| 6 1. We substitute above ar by apt and λr by log p, and restrict
the sum to the p’s greater than mt : there is a constant c > 0 independent of p with
minp′ 6=p | log p− log p′| > cp , so
1
t
∫ t
0
∣∣∣∣∣ ∑
p>mt
aptp
−is
∣∣∣∣∣
2
ds 6
∑
p
|apt|2
(
1 + c′
p
t
)
with c′ bounded by 3pic. Hence the hypothesis (6.16) implies that
∑
p>mt
aptp
−iωt
converges to 0 in L2, so by Slutsky’s lemma it is sufficient to show that∑
p6mt
aptp
−iωt law−→ σY. (6.17)
As
∑
p6mt
|apt|2 → σ2 and supp6mt |apt| → 0, Theorem 4.1 in Petrov [108] gives the
following central limit theorem :∑
p6mt
apte
iωp law−→ σY, (6.18)
where the ωp’s are independent uniform random variables on (0, 2pi). The log p’s being
linearly independent over Q, it is well known that as t→∞ any given finite number
of the piωt’s are asymptotically independent and uniform on the unit circle. The
problem here is that the number of these random variables increases as they become
independent. If this number increases sufficiently slowly (logmt/ log t → 0), one can
expect that (6.18) implies (6.17).
The method of moments tells us that , in order to prove the central limit theorem
(6.17), it is sufficient to show for all positive integers a and b that
E
fa,b
∑
p6mt
aptp
−iωt
 −→
t→∞ E (fa,b(σY)) ,
with fa,b(x) = x
axb. From (6.18) we know that
E
fa,b
∑
p6mt
apte
iωp
 −→
n→∞ E (fa,b(σY)) .
Hence it is sufficient for us to show that, for every a and b,∣∣∣∣∣∣E
fa,b
∑
p6mt
aptp
−iωt
− E
fa,b
∑
p6mt
apte
iωp

∣∣∣∣∣∣ −→n→∞ 0. (6.19)
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Let nt = |P ∩ [2,mt]| and, for z = (z1, . . . , znt) ∈ Rnt , write f (t)a,b(z) =
fa,b
(∑
p6mt
apte
izp
)
, which is C∞ and (2piZ)nt -periodic. Let its Fourier decomposi-
tion be f
(t)
a,b(z) =
∑
k∈Znt u
(t)
a,b(k)e
ik·z . If we write Ts for the translation on Rnt with
vector s p(t) = s(log p1, . . . , log pnt), inspired by the proof of Theorem 2.1 we can write
the LHS of the above equation as (µ(t) is the uniform distribution on the Torus with
dimension nt)∣∣∣∣1t
∫ t
0
dsf
(t)
a,b(T
s0)−
∫
µ(t)(dz)f
(t)
a,b(z)
∣∣∣∣ = 1t
∣∣∣∣∣∣
∑
k∈Znt ,k 6=0
u
(t)
a,b(k)
eitk·p
(t) − 1
k · p(t)
∣∣∣∣∣∣ .
Our theorem will be proven if the above difference between a mean in time and a
mean in space converges to 0, which can be seen as an ergodic result. The above RHS
is clearly bounded by
2
t
( ∑
k∈Znt
|u(t)a,b(k)|
)
1
inf
k∈H(t)
a,b
|k · p(t)| ,
where H(t)a,b is the set of the non-zero k’s in Znt for which u(t)a,b(k) 6= 0 : such a k
can be written k(1) − k(2), with k(1) ∈ J1, aKnt , k(2) ∈ J1, bKnt , k(1)1 + · · · + k(1)nt = a,
k
(2)
1 + · · ·+ k(2)nt = b.
First note that, as
∑
k∈Znt u
(t)
a,b(k)e
ik·z =
(∑
p6mt
apte
izp
)a (∑
p6mt
apte
−izp
)b
,
∑
k∈Znt
|u(t)a,b(k)| 6
∑
p6mt
|apt|
a+b 6 m a+b2t
∑
p6mt
|apt|2

a+b
2
hence for sufficiently large t∣∣∣∣1t
∫ t
0
dsf
(t)
a,b(T
s0)−
∫
µ(t)(dz)f
(t)
a,b(z)
∣∣∣∣ 6 2(2σ) a+b2t m
a+b
2
t
inf
k∈H(t)
a,b
|k · p(t)| .
Lemma 6.10 below and the condition logmt/ log t → 0 show that the above term
tends to 0, concluding the proof.
Lemma 6.10. For n > 1 and all k ∈ Hta,b,
|k · p(t)| > 1
nt2max(a,b)
.
Proof. For k ∈ Znt , k 6= 0, let E1 (resp E2) be the set of indexes i ∈ J1, ntK with ki
strictly positive (resp strictly negative.) Write u1 =
∏
i∈E1 p
|ki|
i and u2 =
∏
i∈E2 p
|ki|
i .
Suppose u1 > u2. Thanks to the uniqueness of decomposition as product of primes,
u1 > u2 + 1. Hence,
|k · p(t)| = (u1 − u2) log u1 − log u2
u1 − u2 > (log
′ u1)(u1 − u2)
>
1
u1
= e−
∑
i∈E1 ki log pi > e− log pnt
∑
i∈E1 ki .
For all nt > 0, log pnt 6 2 lognt. Moreover, from the decomposition k = k
(1)− k(2) in
the previous section, we know that
∑
i∈E1 ki 6 a, so
|k · p(t)| > e−2a log nt .
The case u1 < u2 leads to |k · p(t)| > e−2b lognt , which completes the proof.
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In the above proof, we showed that the remainder terms (p > mt) converge to 0 in
the L2-norm to simplify a problem of convergence of a sum over primes : this method
seems to appear for the first time in Soundararajan [132].
3.3. Proof of Theorem 6.1 for εt  1/ log t.
To prove our equivalent of Theorem 6.1, we apply the above Proposition 6.9 to
the random variable (6.15), that is to say
apt =
1√− log εt
∑`
j=1
µj
p
1
2+εt+if
(j)
t
if p 6 t, 0 if p > t. Then clearly supp |apt| → 0 as t→∞. For any sequence 0 < mt < t,
writing a = (
∑`
k=1 |µk|)2,∑
mt<p<t
|apt|2
(
1 +
p
t
)
6
a
− log εt
∑
mt<p<t
1
p
+
a
− log εt .
As
∑
p6t
1
p ∼ log log t, condition (6.16) is satisfied if we can find mt = exp(log t/bt)
with bt →∞ and log bt− log εt → 0 : bt = − log εt for example.
We now only need to show that
∑
p6t |apt|2 →
∑`
j=1 |µj |2 +
∑
s6=t µsµt(1 ∧ cs,t),
which is a consequence of the following lemma.
Lemma 6.11. Let (∆t) be bounded and positive. If εt → 0, εt  1/ log t and
log∆t/ log εt → c ∈ [0,∞], then
1
− log εt
∑
p6t
pi∆t
p1+2εt
−→
t→∞ c ∧ 1.
Proof. The first step consists in showing that 1− log εt
∑
p6t
pi∆t
p1+2εt has the same limit
as the infinite sum 1− log εt
∑
p∈P
pi∆t
p1+2εt
. In fact, a stronger result holds : as εt is
sufficiently large (εt > d/ log t for some d > 0),
∑
p>t
pi∆t
p1+2εt is uniformly bounded :∑
p>t
1
p1+2εt
=
∑
n>t
pi(n)− pi(n− 1)
n1+2εt
=
∑
n>t
pi(n)
(
1
n1+2εt
− 1
(n+ 1)1+2εt
)
+ o(1)
= (1 + 2εt)
∫ ∞
t
pi(x)
x2+2εt
dx+ o(1),
and this last term is bounded, for sufficiently large t (remember that pi(x) ∼ x/ log x
from the prime number theorem), by
2
∫ ∞
t
dx
x1+
d
log t log x
= −2
∫ e−d
0
dy
log y
<∞,
as shown by the change of variables y = x−d/ log t. Therefore the lemma is equivalent
to
1
− log εt
∑
p∈P
pi∆t
p1+2εt
−→
t→∞ c ∧ 1.
The above term has the same limit as
1
log εt
∑
p∈P
log
(
1− p
i∆t
p1+2εt
)
=
1
− log εt log ζ(1 + 2εt − i∆t)
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because log(1 − x) = −x + O(|x|2) as x → 0, and ∑p 1/p2 < ∞. The equivalent
ζ(1 + x) ∼ 1/x (x → 0) and the condition log∆t/ log εt → c yield the conclusion,
exactly as in the end of the proof of Lemma 6.7.
3.4. Proof of Theorem 6.1 for εt  1/ log t.
The equivalent of Theorem 6.1 now needs to be proven with
apt =
1√
log log t
∑`
j=1
µj
p
1
2+εt+if
(j)
t
if p 6 t, 0 if p > t. Reasoning as in the previous paragraph, a suitable choice for
(mt) is mt = exp(log t/ log log t). Therefore, the only remaining condition to check
is that, for (∆t) bounded and strictly positive such that − log∆t/ log log t → c and
εt  1/ log t,
1
log log t
∑
p6t
pi∆t
p1+εt
−→
t→∞ c ∧ 1.
First note that we can suppose εt = 0, because (using εt < d/ log t for some d > 0
and once again |1− e−x| < x for x > 0)∣∣∣∣∣∣
∑
p6t
pi∆t
p1+εt
−
∑
p6t
pi∆t
p1
∣∣∣∣∣∣ | 6
∑
p6t
εt log p
p
6
d
log t
∑
p<t
log p
p
→ d
where the last limit makes use of the prime number theorem. The result therefore
follows from the lemma below, a strict analogue of Lemma 6.8 used in the context of
random matrices.
Lemma 6.12. Let (∆t) be bounded and positive, such that − log∆t/ log log t → c ∈
[0,∞]. Then
1
log log t
∑
p6t
pi∆t
p
−→
t→∞ c ∧ 1.
Proof. As calculated in the proof of Lemma 6.11,
∑
p6t
pi∆t
p
=
∑
n6t
ni∆t
n
(pi(n) − pi(n− 1)) = (1 − i∆t)
∫ t
e
pi(x)xi∆t
x2
dx+ o(1).
The prime number theorem (pi(x) ∼ x/ log x) thus implies
∑
p6t
pi∆t
p
= (1 − i∆t)
∫ t
e
xi∆tdx
x log x
+ (1− i∆t) o
(∫ t
e
dx
x log x
)
+ o(1)
= (1− i∆t)
∫ ∆t log t
∆t
eiydy
y
+ (1− i∆t) o(log log t) + o(1).
If c > 1, ∆t log t → 0, so the above term is equivalent to
∫∆t log t
∆t
dy/y = log log t. If
c < 1, ∆t log t→∞ so, as supx>1
∣∣∣∫ x1 eiyy dy∣∣∣ <∞, 1log log t∑p6t pi∆tp tends to the same
limit as
∫ 1
∆t
dy/y = log∆t/ log log t→ c. Finally, if c = 1, the distinction between the
cases ∆t log t > 1 and ∆t log t < 1 and the above reasoning give 1 in the limit.
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4. Connection with spatial branching processes.
There is no easy a priori reason why the matrix (6.6) is a covariance matrix. More
precisely, given positive numbers c1, . . . , c`−1, is there a reason why the symmetric
matrix
Ci,j = E(YiYj) =
{
1 if i = j
1 ∧ infJi,j−1K ck if i < j
is positive semi-definite ? This is a by-product of Theorem 6.1, and a possible
construction for the Gaussian vector (Y1, . . . ,Y`) is as follows. Define the angles
ϕ
(k)
n , 1 6 k 6 `, by ϕ
(1)
n = 0 and
ϕ(k)n = ϕ
(k−1)
n +
1
nck−1,k
, 2 6 k 6 `. (6.20)
Let (Xr)r>1 be independent standard complex Gaussian variables. For 1 6 k 6 `, let
Y
(n)
k =
1√
log n
n∑
r=1
eirϕ
(k)
n
Xr√
r
.
Then (Y
(n)
1 , . . . ,Y
(n)
` ) is a complex Gaussian vector, and Lemma 6.8 implies that its
covariance matrix converges to (6.20).
Instead of finding a Gaussian vector with covariance structure (6.20), we consider
this problem : given c1, . . . , c` positive real numbers, can we find a centered (real or
complex) Gaussian vector (X1, . . . ,X`) with
E(XiXj) = inf
i6k6j
ck (6.21)
for all i 6 j ? A matrix C of type (6.20) can always be obtained as a λC′ + D with
λ > 0, C′ of type (6.21) and D diagonal with positive entries, so the above problem
is more general than the original one.
Equation (6.21) is the discrete analogue of the following problem, considered in
the context of spatial branching processes by Le Gall (see e.g. [89]). Strictly following
his work, we note e : [0, σ]→ R+ a continuous function such that e(0) = e(σ) = 0. Le
Gall associates to such a function e a continuous tree by the following construction :
each s ∈ [0, σ] corresponds to a vertex of the tree after identification of s and t (s ∼ t)
if
e(s) = e(t) = inf
[s,t]
e(r).
This set [0, σ]/ ∼ of vertices is endowed with the partial order s ≺ t (s is an ancestor
of t) if
e(s) = inf
[s,t]
e(r).
Independent Brownian motions can diffuse on the distinct branches of the tree : this
defines a Gaussian process Bu with u ∈ [0, σ]/ ∼ (see [89] for the construction of this
diffusion). For s ∈ [0, σ] writing Xs = Bs (where s is the equivalence class of s for ∼),
we get a continuous centered Gaussian process on [0, σ] with correlation structure
E(XsXt) = inf
[s,t]
e(u), (6.22)
which is the continuous analogue of (6.21). This construction by Le Gall yields a
solution of our discrete problem (6.21). More precisely, suppose for simplicity that all
the ci’s are distinct (this is not a restrictive hypothesis by a continuity argument),
and consider the graph i 7→ ci. We say that i is an ancestor of j if
ci = inf
k∈Ji,jK
ck.
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k
ck
N1
N2
N3
N4
N5
N6
N7
The father of i is its nearest ances-
tor, for the distance d(i, j) = |ci − cj |.
It is noted p(i). We can write cσ(1) <
· · · < cσ(`) for some permutation σ, and
(N1, . . . ,N`) a vector of independent
centered complex Gaussian variables,Nk
with variance ck − cp(k) (by convention
cp(σ(1)) = 0). Then the Gaussian vector
(X1, . . . ,X`) iteratively defined by{
Xσ(1) = Nσ(1)
Xσ(i+1) = Xp(σ(i+1)) +Nσ(i+1)
satisfies (6.21), by construction.
Appendix
1. Beta random variables
We recall here some well known facts about the beta variables which are often
used in this thesis. A beta random variable Ba,b with strictly positive coefficients a
and b has density on (0, 1) given by
P (Ba,b ∈ dt) = Γ (a+ b)
Γ (a) Γ (b)
ta−1 (1− t)b−1 dt.
Its Mellin transform is (s > 0)
E
(
Bsa,b
)
=
Γ (a+ s)
Γ (a)
Γ (a+ b)
Γ (a+ b+ s)
. (7.1)
For the uniform measure on the real sphere
S
n
R = {(r1, . . . , rn) ∈ Rn : r21 + · · ·+ r2n = 1},
the sum of the squares of the first k coordinates is equal in law to B k
2 ,
n−k
2
. Conse-
quently, under the uniform measure on the complex sphere S n
C
= {(c1, . . . , cn) ∈
Cn : |c1|2 + · · ·+ |cn|2 = 1},
c1
law
= eiω
√
B1,n−1,
with ω uniform on (−pi, pi) and independent from B1,n−1.
2. A remarkable identity in law.
Using Mellin-Fourier transforms, we will prove the following equality in law.
Theorem 7.1. Let Re(δ) > −1/2, λ > 1. Take independently :
• ω uniform on (−pi, pi) and B1,λ a beta variable with the indicated parameters ;
Y distributed as the (1− x)δ(1− x)δ-sampling of x = eiω√B1,λ ;
• B1,λ−1 a beta variable with the indicated parameters.
• Z distributed as the (1 − x)δ+1(1− x)δ+1-sampling of x = eiω√B1,λ−1 ;
Then
Y − (1− |Y|
2) B1,λ−1
1−Y
law
= Z.
Proof. Actually, we will show that
X = 1−
(
Y − (1− |Y|
2) B1,λ−1
1−Y
)
law
= 1− Z.
First note that, by Lemma 7.4,
1−Y law= 2 cosϕ eiϕBλ+δ+δ+1,λ,

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where ϕ has probability density c (1 + e2iϕ)λ+δ(1 + e−2iϕ)λ+δ1(−pi/2,pi/2) (c is the
normalization constant). Consequently, by a straightforward calculation,
X
law
= 2 cosϕ eiϕ
(
Bλ+δ+δ+1,λ+(1− Bλ+δ+δ+1,λ) B1,λ−1
)
.
We first suppose that 2(2λ+δ+δ+1)−1 ∈ N. Consider the uniform distribution on
S
2(2λ+δ+δ+1)−1
R
. Then the sum of the squares of the first 2(λ+ δ+ δ+2) coordinates
is equal in law to Bλ+δ+δ+2,λ−1, but also to Bλ+δ+δ+1,λ+(1−Bλ+δ+δ+1,λ) B1,λ−1 by
counting the first 2(λ+ δ + δ + 1) coordinates first and then the next two. Hence
X
law
= 2 cosϕ eiϕBλ+δ+δ+2,λ−1 .
The result remains true if 2(2λ + δ + δ + 1) − 1 6∈ N by analytical continuation.
Consequently Lemma 7.3 implies the following Mellin Fourier transform formula
E
(|X|teis argX) = Γ(λ+ δ + 1)Γ(λ+ δ + 1)
Γ(λ+ δ + δ + 2)
Γ(λ+ δ + δ + 2 + t)
Γ(λ + δ + t+s2 + 1)Γ(λ+ δ +
t−s
2 + 1)
.
Using the following Lemma 7.2, the Mellin Fourier transform of 1 − Z, coincides
with the above expression, completing the proof.
Lemma 7.2. Let λ > 0 and X = 1 + eiω
√
B1,λ, where ω, uniformly distributed on
(−pi, pi), is assumed independent from B1,λ. Then, for all t and s with Re(t± s) > −1
E
(|X|teis arg X) = Γ (λ+ 1)Γ (λ+ 1 + t)
Γ
(
λ+ 1 + t+s2
)
Γ
(
λ+ 1 + t−s2
) .
Proof. First, note that
E
(|X|teis arg X) = E((1 + eiω√B1,λ)a (1 + e−iω√B1,λ)b) ,
with a = (t+ s)/2 and b = (t− s)/2. Recall that if |x| < 1 and u ∈ R then
(1 + x)u =
∞∑
k=0
(−1)k(−u)k
k!
xk,
where (y)k = y(y + 1) . . . (y + k − 1) is the Pochhammer symbol. As |eiω
√
B1,λ| < 1
a.s., we get
E
(|X|teis argX) = E(( ∞∑
k=0
(−1)k(−a)k
k!
B
k
2
1,λ e
ikω
)( ∞∑
`=0
(−1)`(−b)`
`!
B
`
2
1,λe
−i`ω
))
.
After expanding this double sum (it is absolutely convergent because Re(t±s) > −1),
all terms with k 6= ` will give an expectation equal to 0. Hence, since E(Bk1,λ) =
Γ(1+k)Γ(λ+1)
Γ(1)Γ(λ+1+k) =
k!
(λ+1)k
, we obtain
E
(|X|teis arg X) = ∞∑
k=0
(−a)k(−b)k
k!(λ+ 1)k
.
Note that this series is equal to the value at z = 1 of the hypergeometric function
2F1(−a,−b, λ+ 1; z). Hence Gauss formula (3.7) yields :
E
(|X|teis arg X) = Γ(λ+ 1)Γ(λ+ 1 + a+ b)
Γ(λ+ 1 + a)Γ(λ+ 1 + b)
.
This is the desired result.
appendix 
Lemma 7.3. Take ϕ with probability density c (1 + e2iϕ)z(1 + e−2iϕ)z1(−pi/2,pi/2),
where c is the normalization constant, Re(z) > −1/2. Let X = 2 cosϕ eiϕ. Then
E
(|X|teis argX) = Γ (z + 1)Γ (z + 1)
Γ (z + z + 1)
Γ(z + z + t+ 1)
Γ(z + t+s2 + 1)Γ(z +
t−s
2 + 1)
.
Proof. From the definition of X,
E
(|X|teis arg X) = c ∫ pi/2
−pi/2
(
1 + e2ix
)z+ t+s2 (1 + e−2ix)z+ t−s2 dx.
Both terms on the RHS can be expanded as a series in e2ix or e−2ix for all x 6= 0.
Integrating over x between −pi/2 and pi/2, only the diagonal terms remain, hence
E
(|X|teis argX) = c ∞∑
k=0
(−z − +t+s2 )k (−z − t−s2 )k
(k!)2
.
The value of a 2F1 hypergeometric function at z = 1 is given by the Gauss formula
(3.7), hence
E
(|X|teis argX) = c Γ(z + z + t+ 1)
Γ(z + t+s2 + 1)Γ(z +
t−s
2 + 1)
.
As this is 1 when s = t = 0, c = Γ(z+1)Γ(z+1)Γ(z+z+1) , which completes the proof.
Lemma 7.4. Let λ > 2, Re(δ) > −1/2, ω uniform on (−pi, pi) and B1,λ−1 a beta
variable with the indicated parameters. Let Y be distributed as the (1 − x)δ(1 − x)δ-
sampling of x = eiω
√
B1,λ−1. Then
1−Y law= 2 cosϕ eiϕBλ+δ+δ,λ−1,
with Bλ+δ+δ,λ−1 a beta variable with the indicated parameters and, independently,
ϕ having probability density c (1 + e2iϕ)λ+δ−1(1 + e−2iϕ)λ+δ−11(−pi/2,pi/2) (c is the
normalization constant).
Proof. The Mellin Fourier transform of X = 1 − Y can be evaluated using Lemma
7.2, and equals
E
(|X|teis argX) = Γ (λ+ δ) Γ (λ+ δ)Γ (λ+ t+ δ + δ)
Γ
(
λ+ t+s2 + δ
)
Γ
(
λ+ t−s2 + δ
)
Γ
(
λ+ δ + δ
) .
On the other hand, using Lemma 7.3 and (7.1), the Mellin Fourier transform of
2 cosϕ eiϕBn+δ+δ,λ coincides with the above result.
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