Three-dimensional computerized characterization of biomedical solid textures is key to large-scale and high-throughput screening of imaging data. Such data increasingly become available in the clinical and research environments with an ever increasing spatial resolution.
Introduction
The mature field of imaging physics brought a large variety of irreplaceable diagnosis and research tools to the clinicians and biologists. These tools are perfectly aligned with evidence-based medicine aiming to take decisions based on proven facts (Simel and Drummond (2008) ). Since the 1970s, tomographic imaging devices such as X-ray computed tomography (CT) and magnetic resonance imaging (MRI), 3-D ultrasound (US) since the late 1980s have allowed observing the human body in 3-D with sub-millimetric voxel dimensions. These tools are widely used in clinical routine and research. Research in biology has also been relying extensively on confocal microscopy providing 3-D images with sub-micrometric resolution and specific contrast thanks to fluorescent markers (Pawley (2006) ). When compared to bi-dimensional images, 3-D volumetric image series can not be visualized comprehensively and MPR (Multi-Planar Rendering) or semi-transparent rendering is needed to navigate through the various parts of the observed organ. The image interpretation process is time-consuming and error-prone since the radiologists or researchers in biology have to exhaustively browse image series having sometimes several thousand slices (Andriole et al. (2011) ). As a consequence, computerized analysis of 3-D data has become one of the major research subjects in medical imaging and diagnostic radiology, known as computer-aided diagnosis (CAD) (Duncan and Ayache (2000) ; Doi (2007) ). The goal of CAD is to use computer vision to assist radiologists in focusing their attention on diagnostically relevant events and to provide quantitative measures for suspicious biomedical tissue, as well as automatic segmentation of anomalies and retrieval of similar cases (Müller et al. (2004) ; Nishikawa (2007) ). Recent imaging devices have been reaching increasingly high spatial resolution, allowing to characterize structural properties of biomedical tissue 1 . Tissue anomalies are well characterized by localized texture properties in most imaging modalities (Tourassi (1999) ; Kovalev and Petrou (2000) ; Castellano et al. (2004) ; Depeursinge and Müller (2011) ). This calls for scientific contributions on computerized analysis of 3-D texture in biomedical images, which engendered major scientific breakthroughs in 3-D solid texture analysis during the past 20 years (Blot and Zwiggelaar (2002) ; Kovalev and Petrou (2009); Foncubierta-Rodríguez et al. (2013a) ).
Biomedical volumetric solid texture
A uniform textured volume in a 3-D biomedical image is considered to be composed of homogeneous tissue properties. The concept of organs or organelles was invented by human observers for efficient understanding of anatomy. The latter can be defined as an organized cluster of one or several tissue types (i.e., defining solid textures). Figure 1 illustrates that, at various scales, everything is texture in biomedical images starting from the cell level to the organ level. The scaling parameter of textures is thus fundamental and it is often used in computerized texture analysis approaches (Yeshurun and Carrasco (2000) ).
According to the Oxford Dictionaries 2 , texture is defined as "the feel, appearance, or consistency of a surface or a substance", which relates to the surface structure or the internal structure of the considered matter in the context of 2-D or 3-D textures, respectively. The definition of 3-D texture is not equivalent to 2-D surface texture since opaque 3-D textures cannot be described in terms of reflectivity or albedo of a matter, which are often used to characterize textured surfaces ). Haralick et al. (1973) also define texture as being "an innate property of virtually all surfaces" and stipulates that texture "contains important information about the structural arrangement of surfaces and their relationship to the surrounding environment", which is also formally limited to textured surfaces.
Textured surfaces are central to human vision, because they are important visual cues about surface property, scenic depth, surface orientation, and texture information is used in pre-attentive vision for identifying objects and understanding scenes (Julesz (1962) ). The human visual cortex is sensitive to the orientation and spatial frequencies (i.e., repetitiveness) of patterns (Blakemore and Campbell (1969) ; Maffei and Fiorentini (1973) ), which relates to texture properties. It is only in a second step that regions of homogeneous textures are aggregated to constitute objects (e.g., organs) at a higher level of scene interpretation. However, the human comprehension of the threedimensional environment relies on objects. The concept of three-dimensional texture is little used, because texture existing in more than two dimensions cannot be fully visualized by humans (Toriwaki and Yoshida (2009) ). Only virtual navigation in MPR or semi-transparent visualizations are made available by computer graphics and allow observing 2-D projections of opaque textures.
In a concern of sparsity and synthesis, 3-D computer graphics have been focusing on objects. Shape-based methods allow encapsulating essential properties of objects and thus provide approximations of the real world that are corresponding to human understanding and abstraction level. Recently, data acquisition techniques in medical imaging (e.g., tomographic, confocal, echographic) as well as recent computing and storage infrastructures allow computer vision and graphics to go beyond shape-based methods and towards threedimensional solid texture-based description of the visual information. 3-D solid textures encompass rich information of the internal structures of objects because they are defined for each coordinate x, y, z ∈ V x,y,z ⊂ R 3 , whereas shape-based descriptions are defined on surfaces x, y, z ∈ Γ u,v ⊂ R 3 . |V | |Γ| because every point of Γ can be uniquely indexed by only two coordinates (u, v) . Textureand shape-based approaches are complementary and their success depends on the application needs. While several papers on shape-based methods for classification and retrieval of organs and biomedical structures have been published during the past 15 years (McInerney and Terzopoulos (1996) ; Metaxas (1996) ; Beichel et al. (2001) ; Heimann and Meinzer (2009) ), 3-D biomedical solid texture analysis is still an emerging research field (Blot and Zwiggelaar (2002) ). The most common approach to 3-D solid texture analysis is to use 2-D texture in slices (Castellano et al. (2004) ; Depeursinge et al. (2007) ; Sørensen et al. (2010) ) or by projecting volumetric data on a plane (Chan et al. (2008) ), which does not allow exploiting the wealth of 3-D texture information. Based on the success and attention that 2-D texture analysis obtained in the biomedical computer vision community as well as the observed improved performance of 3-D techniques over 2-D approaches in several application domains (Ranguelova and Quinn (1999) ; MahmoudGhoneim et al. (2003) ; Xu et al. (2006b) ; Chen et al. (2007) ), 3-D biomedical solid texture analysis is expected to be a major research field in computer vision in the coming years. The extension of 2-D approaches to R 3 (or Z 3 for sampled lattices) is not straightforward and raises several challenges related to translation, scaling and rotation invariances and covariances that are becoming more complex in 3-D.
Related work and scope of this survey
Depending on research communities, various taxonomies are used to refer to 3-D texture information. A clarification of the taxonomy is proposed in this section to accurately define the scope of this survey. It is partly based on Toriwaki and Yoshida (2009) . Three-dimensional texture and volumetric texture are both general and identical terms designing a texture defined in R 3 and include:
1) Volumetric textures existing in "filled" objects {V : x, y, z ∈ V x,y,z ⊂ R 3 } that are generated by a volumetric data acquisition device (e.g., tomography, confocal imaging).
2) 2.5D textures existing on surfaces of "hollow" objects as {Γ :
3) Dynamic textures in two-dimensional time sequences as {S : x, y, t ∈ S x,y,t ⊂ R 3 }, Solid texture refers to category 1) and accounts for textures defined in a volume V x,y,z indexed by three coordinates. Solid textures have an intrinsic dimension of 3, which means that a number of variables equal to the dimensionality of the Euclidean space is needed to represent the signal (Bennett (1965); Foncubierta-Rodríguez et al. (2013a) ). Category 2) is designed as textured surface in ; Cula and Dana (2004) , or 2.5-dimensional textures in Lu et al. (2006) ; Aguet et al. (2008) , where textures Γ are existing on the surface of 3-D objects and can be indexed uniquely by two coordinates (u, v) . 2) is also used in Kajiya and Kay (1989); Neyret (1995) ; Filip and Haindl (2009) , where 3-D geometries are added onto the surface of objects to create realistic rendering of virtual scenes. Motion analysis in videos can also be considered a multi-dimensional texture analysis problem belonging to category 3) and is designed by "dynamic texture" in Bouthemy and Fablet (1998) ; Chomat and Crowley (1999); Schödl et al. (2000) . In this survey, a comprehensive review of the literature published on classification and retrieval of biomedical solid textures (i.e., category 1)) is carried out. The focus of this text is on the feature extraction and not machine learning techniques, since only feature extraction is specific to 3-D solid texture analysis.
Structure of this article
This survey is structured as follows: The fundamentals of 3-D digital texture processing are defined in Section 2. Section 3 describes the review methodology used to systematically retrieve papers dealing with 3-D solid texture classification and retrieval. The imaging modalities and organs studied in the literature are reviewed in Sections 4 and 5, respectively to list the various expectations and needs of 3-D image processing. The resulting application-driven techniques are described, organized and grouped together in Section 6. A synthesis of the trends and gaps of the various approaches, conclusions and opportunities are given in Sections 7, respectively.
Fundamentals of solid texture processing
Although several researchers attempted to establish a general model of texture description (Haralick (1979); Julesz (1981) ), it is generally recognized that no general mathematical model of texture can be used to solve every image analysis problem (Mallat (1999) ). In this survey, we compare the various approaches based on the 3-D geometrical properties of the primitives used, i.e., the elementary building block considered. The set of primitives used and their assumed interactions define the properties of the texture analysis approaches, from statistical to structural methods.
In Section 2.1, we define the mathematical framework and notations considered to describe the content of 3-D digital images. The notion of texture primitives as well as their scales and directions are defined in Section 2.2.
3-D digitized images and sampling
In Cartesian coordinates, A generic 3-D continuous image is defined by a function of three variables f (x, y, z), where f represents a scalar at a point
3 of a 3-D ordered array (see Fig. 2 ). Increments in (i, j, k), correspond to physical displacements in R 3 parametrized by the respective spacings (∆x, ∆y, ∆z). For every cell of the digitized array, the value of F (i, j, k) is typically obtained by averaging f in the cuboid domain defined by (x, y, z) ∈ [i∆x, (i + 1)∆x]; [j∆y, (j + 1)∆y]; [k∆z, (k + 1)∆z]) (Toriwaki and Yoshida (2009) ). This cuboid is called a voxel. The three spherical coordinates (r, θ, φ) are unevenly sampled to (R, Θ, Φ) as shown in Fig. 3 .
Texture primitives
The notion of texture primitive has been widely used in 2-D texture analysis and defines the elementary building block of a given texture class Haralick (1979) ; Jain et al. (1995) ; Lin et al. (1999) . All texture processing approaches aim at modeling a given texture using sets of prototype primitives. The concept of texture primitive is naturally extended in 3-D as the geometry of the voxel sequence used by a given texture analysis method. We consider a primitive Γ(i, j, k) centered at a point (i, j, k) that lives on a neighborhood of this point. The primitive is constituted by a set of voxels with gray tone values that forms a 3-D structure. Typical Γ neighborhoods are voxel pairs, linear, planar, spherical or unconstrained. Signal assignment to the primitive can be either binary, categorical or continuous. Two example texture primitives are shown in Fig. 4 . Texture primitives refer to local processing of 3-D images and local patterns (see Toriwaki and Yoshida (2009) ).
Scales and directions
The most elementary primitive is one isolated voxel, whereas the most comprehensive is the whole image. In between are primitives of support 2R +1. The support of the primitive relates to the scale of the texture. The number of possible directions (Θ, Φ) directly depends on the scale of the primitive as (2R + 1) 3 − 1 (see Fig. 3 ). The relative position of the primitive and the central voxel relates to the phase of the primitive along a given direction.
Review methodology
A systematic review methodology was used in order to obtain a clear overview of the state-ofthe-art in 3-D biomedical texture analysis. In a first step, five publication search engines from the important societies and publishers in computer science were queried using keywords that are specific to the classification and retrieval of biomedical 3-D textures. . All subsequent searches for papers containing query keywords in the abstract, title or keywords were performed exclusively in Scopus as follows:
1. "retrieval" AND "3D": 4005 papers, -refined with "texture": 230, -refined with "medical" OR "health": 316, -refined with "CT" OR "MRI" OR "PET": 211, -refined with "voxel": 78, -union of the refined results: 689 papers. references of each relevant publication were recursively traced back to extend the initial set of papers. A total of 100 papers dealing with 3-D solid texture analysis in biomedical imaging was found (see Fig. 5 ). The number of papers has been increasing over the years and this is expected to continue because radiology services of modern hospitals are largely based on multi-dimensional images (Andriole et al. (2011)). Since solid texture is difficult to visualize and to univocally describe in terms of human vocabulary, quantitative measures of biomedical textures are expected to provide powerful diagnosis tools in several imaging modalities.
Imaging modalities
The various volumetric data acquisition techniques used in the literature for solid texture analysis are briefly described in this section to better understand the characteristics of the data to be analyzed. The specifications of imaging modalities are compared in Table 1 in terms of signal measured, 3-D acquisition sequence, shape of the spatial transfer function, typical voxel size and image type. Most imaging modalities yield anisotropic 3-D lattices, where ∆z is larger than ∆x and ∆y, and ∆x = ∆y. Re-slicing all images of a dataset using ∆z = ∆x = ∆y = ∆ min DB 10 with 3-D image interpolation to obtain isotropic image resolution is required to ensure the conservation of scales and directions in all three dimensions. 2-D slice based texture analysis must be considered when ∆z (∆x, ∆y) . Slice thickness has a strong influence on the texture appearance and must be consistent in the considered data collection (Savio et al. (2010) ; Smith et al. (2010) ; Packard et al. (2012) ).
Magnetic resonance imaging (MRI)
MRI measures nuclear magnetic resonance in a tomographic scanning sequence to create 3-D images. It provides therefore good contrast between soft tissue and is well-suited for imaging the brain, muscles, tumors and other tissue with high proton density. The tomographic acquisition sequence yields high and near-isotropic image resolutions. The pulse sequence (e.g., T1/T2-weighted) used can be tuned to achieve optimal tissue contrasts. Consequently, 3-D texture analysis in MRI has been most widely studied with 37 papers (38.5%). 
X-ray Computed tomography
X-ray CT uses an X-ray beam in a tomographic helical scanning sequence to create a 3-D image of various body structures based on their X-ray absorption. It allows precise imaging of several anatomical structures and is widely used in clinical routine for diagnosing structural changes in the head, lungs, heart, abdomen, pelvic regions and extremities. It provides an optimal contrast to image the lung and liver parenchyma, where texture information is most relevant to characterize tissue abnormalities.
Confocal microscopy
Unlike traditional wide-field fluorescence microscopes, confocal microscopy uses single point illumination and removes the entire out-of-focus signal to image a given point (x, y, z) ∈ R 3 . The precision of the illumination depends on the pointspread function imposed by the light source. Using a scanning sequence (i.e., a rectangular pattern of parallel scanning lines), a 3-D image can be obtained with a slice thickness that can be as thin as half a micron (Pawley (2006) ). The characterization of subcellular structures, muscular fibers and capillary networks in confocal microscopy strongly relies on 3-D texture information.
3-D Ultrasound (US)
Ultrasonography (US) measures the echo of emitted sound waves between 2 and 18 MHz. The delay between the sent wave and its echo determines the depth of the structures. An image can be created by assigning the amplitude of the echo to the pixel values. A combination of several waves emitted in complementary directions and computerized postprocessing allows creating a three-dimensional US image. Scanning sequences in US are determined by the movements of the probe that the operator applies and are therefore not providing a complete overview of the organs and structures. As a consequence, shape-based features for image segmentation are hardly applicable in US. Relying on tissue appearance only, texture-based approaches are more robust for the segmentation of occluded or partial objects. High speckle noise levels in 3-D US require to use texture analysis approaches that are robust to noise.
Micro-CT (µCT)
Micro-CT, also called X-ray microtomography or µCT, allows three-dimensional imaging of small structures with isotropic voxel resolutions of around one micro-meter. This technique is well-suited to study the micro-structures containing high calcium concentrations (e.g., bones or artery calcification).
Positron emission tomography (PET)
Positron emission tomography is a nuclear medical imaging technique that detects pairs of γ-rays emitted indirectly by a positron-emitting radionuclide (i.e., radiotracer), which is introduced into the body on a biologically active molecule. When the radio tracer used is fludeoxyglucose (FDG), the metabolism (i.e., glucose uptake) can be monitored in a given tissue to highlight active regions of the brain or cancer tumors. The spatial resolution of PET is low (∆ x , ∆ y , ∆ z : 2-5mm), which does not yield strong texture information in small regions.
Optical coherence tomography (OCT)
Optical coherence tomography leverages the principle of low coherence interferometry to generate images with a resolution smaller that 10µm. Three-dimensional images are obtained with crosssectional back-scattering profiles acquired in a tomographic sequence. The use of relatively long wavelengths allows penetrating deeper into the sample when compared to confocal microscopy. The high presence of noise is a major challenge when processing OCT images.
Organs
The distributions of the publications based on imaging modalities and organs are shown in Figure 6 , which reflects the complementarity of texture and shape information. Organs where disorders are producing changes in tissue texture are well represented (e.g., brain, lung). Organs that are usually studied in terms of shape are observed at the microscopic scale, where texture information is most relevant (e.g., bones in µCT, cardiac muscle fibers in confocal microscopy). The main image analysis tasks are: organ segmentation, lesion detection, classification and quantification. Texture-based phenotype identification is also proposed. Table 2 summarizes the geometries of the 3-D biomedical texture found in the literature. (38) CT (28) confocal microscopy (11) 3D US (8) µCT (5) PET (3) OCT (2) Figure 6: Distributions of the publications based imaging modalities and organs. 
Brain
Brain MRI is widely used in clinical routine and allows diagnosing and quantifying a wide range of neurological diseases and anomalies (Bradley et al. (2001) ). Brain tissue is generally categorized into gray and white matters as well as the cerebro-spinal fluid. The gray matter is composed of neuronal cell bodies and the white matter of their myelinated axons and glial cells. However, these microstructures (≈ 50µm) are not visible in MRI. The macrotexture information in the normal brain is rather homogeneous in the respective tissue types. Directional patterns are created by the gyrifications of the gray matter. Anomalies create local changes in the texture properties, which was exploited by several researchers to detect, segment and quantify brain lesions.
A discrimination between cerebro-spinal fluid, gray matter and white matter is carried out on the basis of 3-D texture properties in a wavelet representation in Barra and Boire (2000) . The gyrifications of the gray matter create oriented spatial frequencies that are well captured by the 3-D multi-scale wavelet coefficients. The resulting proportions of segmented volumes are used to dif-ferentiate between Alzheimer's dementia, epilepsy, or hydrocephalus. 3-D texture analysis is used in El-Baz et al. (2008) to segment the white matter and further analyze the shape of its gyrifications as indicators of dyslexia. In Goldbach et al. (1991) and Yousefi et al. (2011) , Markov random fields (MRF) are used to create probability density function maps of gray and white matter as well as cerebro-spinal fluid. MRFs showed to be robust to the varying levels of speckle noise present in MRI.
The arbor vitae in the cerebellum also has a typical tree-like fractal texture pattern. FoncubiertaRodríguez et al. (2012) used multi-scale 3-D Difference of Gaussian (DoG) wavelets to model this structure and segment the adult cerebellum.
Texture information was used by Shen and Bai (2008) as a measure of the registration quality of MRI images of the brain using the maximum response of 3-D Gabor wavelets.
Neurodegenerative diseases are associated with several structural alterations of the brain such as diffuse white matter hypointensities, periventricular hypointensities and enlarged periventricular spaces. Kovalev et al. (1999) ; Kovalev and Petrou (2000) ; Kovalev et al. (2001) analyzed the intensity, gradient and anisotropy properties of 3-D texture in brain MRI for automatic detection of these diffuse anomalies. Li et al. (2011) extracted graylevel co-occurrence matrices (GLCM) and runlength matrices (RLE) texture features from the hippocampus and corpus callosum regions to discriminate Alzheimer's disease and mild cognitive impairment from normal controls. A similar study was performed by Li et al. (2010) . In functional imaging, the heterogeneity of the FDG-PET signal in large areas of the brain is used for region-based retrieval of similar patients affected by Alzheimer's disease, diffuse Lewy body disease and frontotemporal dementia in Cai et al. (2010) ; Liu et al. (2011a,b) .
Texture information was used to quantify structural brain asymmetry and anisotropic properties of the white matter by Kovalev et al. (2003a,b) ; Kovalev and Kruggel (2007) ; Kovalev and Petrou (2009) . The authors could establish a correlation of the structural brain asymmetry with age and gender in Kovalev et al. (2003a) ; Kovalev and Kruggel (2007) ; Kovalev and Petrou (2009) , and discriminate between controls and schizophrenic patients in Kovalev et al. (2003b) ; Kovalev and Petrou (2009) .
Epileptogenic lesions create a local transient in brain texture, allowing for their detection in MRI (Antel et al. (2003) ). Contralateral comparisons of steerable 3-D wavelet coefficients were used by Jiménez del to provide local abnormality scores. A separable 3-D wavelet transform of the hippocampus is also used for automated detection of patients subject to temporal lobe epilepsy in Jafari- Khouzani et al. (2004) . Subtle anomalies of the structures of deep gray matter in patients with progressive myoclonic epilepsy that could not be detected by direct visual inspection of the images in MRI were revealed by 3-D GLCMs, RLEs and gradients in Suoranta et al. (2013) . The internal texture of brain lesions was reported to correlate with the presence and type of cancerous cells. In Georgiadis et al. (2009); Allin Christe et al. (2012) , a discrimination between volumes of interest (VOIs) containing either metastases, gliomas and meningiomas using 3-D texture classification is carried out to assist brain cancer diagnosis. Texture features from 3-D GLCMs show improved classification performance of VOIs containing solid tumors, necrosis, edema, peritumoral regions, as well as homo-lateral and contra-lateral white matter when compared to traditional 2-D GLCMs in Mahmoud-Ghoneim et al. (2003) . 3-D texture analysis of diffusion tensor (DT) MRI is carried out by Nunzio et al. (2011) to differentiate between healthy brain tissue and glioma tumors. Global multiple 3-D texture features are used in Gao et al. (2010) ; Qian et al. (2011) to retrieve similar brains that are either normal or containing tumors.
Properties of brain texture in CT has been used to segment brain anomalies (Kovalev and Petrou (1996) ) and to quantify traumatic brain injury (Ahmed and Farag (1996) ).
Lung
The various appearances of healthy and altered lung parenchyma in high-resolution CT (HRCT) and multi-detector CT (MDCT) have typical texture signatures, which makes their automated recognition based on texture analysis reliable. This domain has been an important research topic during the past 15 years (Hoffman et al. (2003) ; Xu et al. (2006b) ; Depeursinge et al. (2012) ). Most of the studies focused on 2-D slice-based texture classification (Depeursinge et al. (2007 (Depeursinge et al. ( , 2011a ), which was imposed by the inter-slice distance of 10mm of the HRCT protocol (to keep radiation dose low).
The introduction of the MDCT protocol in clinical routine allowed for 3-D solid texture analysis, thanks to its near-isotropic sub-millimetric voxel resolution.
The texture appearance in the lung parenchyma is strongly affected by the presence of bronchovascular structures. When compared to 2-D approaches, 3-D texture analysis can differentiate between isolated nodules and the intersection of a vascular structure and the projection plane. Comparisons between 2-D and 3-D approaches showed improved classification performance in Xu et al. (2005 Xu et al. ( , 2006b ). The texture properties vary strongly with the anatomical location which was taken into account in only few articles (Depeursinge et al. (2011b ). The sections of the bronchus and vessel decrease with the distance to the mediastinum. The gravity has also an impact on the texture properties between the lung bases and apex.
Texture-based identification and characterization of interstitial pneumonia patterns and diffuse lung diseases in MDCT has been investigated by several research groups during the past 5 years (Xu et al. (2005 (Xu et al. ( , 2006b (2011)). Interstitial and diffuse lung diseases create large regions of altered tissue (e.g., fibrosis, ground glass, emphysema, micronodules, consolidation) with well-defined texture properties, which are best described in terms of texture properties (Webb et al. (2001) ). 3-D texture analysis is also used to refine the vessel tree segmentation in presence of interstitial lung disease (Korfiatis et al. (2011) ) and other diffuse lung diseases (Korfiatis et al. (2009) 
Pulmonary embolism (PE) and lung perfusion defects were related to the presence of oligemia, ground glass, mosaic perfusion and other texturerelated patterns in CT (Karabulut and Kıroglu (2008) ; Hansell et al. (2008) ). 3-D texture analysis in injected CT is carried out in Ganeshan et al. (2008) to quantify the extent of hypoperfused regions in PE. A similar approach is proposed by Depeursinge et al. (2013) to detect lung regions affected by PE in 4D dual-energy CT images. The presence of lung tumors creates local changes in the lung parenchyma and can be detected using texture. This is more challenging when compared to brain tumors, because the lung parenchyma is more heterogeneous. A combination of 2-D and 3-D texture features is investigated by Basu et al. (2011) for classifying between adenocarcinoma and squamous-cell carcinoma.
General lung CT retrieval based on texture was propose by Burner et al. (2012) using bags of visual words from 3-D local binary patterns.
Subcellular structures
Clusters of cell nuclei (e.g., pseudopalisading, lymphocytes), necrotic regions and the presence of proteins are all defining specific texture patterns in confocal microscopy. 3-D texture analysis can be used to automate the laborious segmentation of subregions, classify between benign and malignant cells, cancer cell grading, and even the discovery of image-based disease phenotypes.
The classification of cell nuclei in 3-D confocal imaging based on 3-D texture was investigated several times (Huisman et al. (2005) Kim et al. (2010) ). Huisman et al. (2005 Huisman et al. ( , 2007 used a combination of GLCMs and fractal features to discriminate between benign and malignant prostate cell nuclei. 3-D texture features based on the phase of the Fourier transform on a sphere surrounding the voxel to be classified (i.e., phase of the spherical harmonics) with 3-D local binary patterns (LBP) are compared for the discrimination between 5 types of cell nuclei (erythrocyte, endothelia cells, pericyte, fibroblast and macrophage) in Fehr and Burkhardt (2006); Fehr (2007); Fehr and Burkhardt (2008) . Kim and Choi (2009) combine GLCMs with RLE matrices to grade renal cell carcinoma nuclei in confocal microscopy. A combination of these texture features with morphological features could improve grading accuracy in Kim et al. (2010) .
Automated cell cycle phase classification in 3-D time-series image datasets of live Drosophila embryos is carried out by Du et al. (2011) using 3-D GLCMs combined with intensity and shape features. 3-D GLCMs are combined with morphological features in Chen and Murphy (2004) for the detection of various subcellular protein locations in cultured mammalian cells.
Vascular system
Vascular trees in biomedical tissue have welldefined texture properties. They can be used to quantify the vascular density of tumors or the risk of stroke. Since vessels have typical filament and branching structures, texture approaches discarding the directional information are little used for their analysis. The section of these filament structures is varying, which motivates the use of directional fractals and multi-scale approaches.
In François et al. (2003) , the responses of 3-D Gabor wavelets are used to measure local similarity between 3-D US images for intra-or inter-patient registration in the carotid region.
3-D GLCMs are used to analyze the architecture of vascular trees of rat brains in confocal microscopy in Kocinski et al. (2012) to characterize tumors. The density of small vessels (i.e., "vesselness", Sato et al. (1998) ) is used by Forkert et al. (2011) to assess the risk of stroke in MR angiography (MRA).
In large vessels or at a microscale, calcified regions and plaques have a well-defined texture appearance. In Alexander et al. (2007) , 3-D texture features that are invariant to rigid transformations of the image (i.e., translation, rotation and scaling) are introduced for automated detection of calcified regions in the arteries in µCT. Van Engelen et al. (2011) used 3-D Gaussian and Laplacian filters to classify carotid artery plaque in MRI to distinguish stable from vulnerable plaques.
Prostate
The prostate lobe parenchyma and its alterations can be characterized in 3-D US and MRI using texture. Akbari et al. (2011); Yang et al. (2011) used 2-D wavelets in 3 orthogonal planes for the segmentation of the prostate in three-dimensional transrectal US images. Zhan and Shen (2006) used a Gabor filterbank for segmenting the prostate in 3-D US for cancer diagnosis, image-guided surgical planning and therapy. Lopes et al. (2011a) proposed automated prostate cancer detection in MR images using fractal analysis. Madabhushi et al. (2003) used 3-D Gabor filters to segment prostatic adenocarcinoma (MRI).
Breast
The breast parenchyma in MRI and X-ray digital breast tomosynthesis (CT approximation) has texture properties that are mainly modulated by fat heterogeneity, lobules and lactiferous ducts (i.e., directional filaments). The presence of ducts is higher in regions close to the nipple. The fat is mainly distributed in the periphery of the breast and the lobules in the center. Therefore, texture properties cannot be considered as homogeneous over the whole breast, which was not investigated in the literature.
Instead of considering the texture of the whole breast, breast mass classification and cancer detection using 3-D texture was studied. In Chen et al. (2007) , 3-D GLCMs outperform their 2-D counterpart for the classification of benign versus malignant breast lesions in contrast-enhanced MRI, which is consistent with the findings of MahmoudGhoneim et al. (2003) . Breast tissue segmentation and density estimation from MRI using 3-D hidden Markov models is proposed by Shafer et al. (2011) . Kontos et al. used solid texture analysis in threedimensional X-ray digital breast tomosynthesis for both cancer detection in Kontos et al. (2009b) and cancer risk estimation in Kontos et al. (2009a) .
Liver
Healthy liver parenchyma has a homogeneous 3-D texture appearance in CT and MRI. This creates the opportunity to both segment the liver from other organs and detect lesions based on deviations from the normal texture appearance. The latter was investigated by Upadhyay et al. (2012) using Gaussian Markov random fields (GMRF) that are invariant under 3-D-rotations and translations. Similarly to Depeursinge et al. (2013) , aligning the texture instances along the directional structures (i.e., vessels) allows reducing the intra-class variation of the healthy tissue and therefore allow better detection of the lesions. Liver segmentation in CT and MRI was proposed by Kovalev and Petrou (1996) ; Philips et al. (2008) ; Danciu et al. (2012) and Lee and Strzelecki (2011) , respectively.
Bone
Whereas little macrotexture information is found in bones in radiology images, 3-D microtextures are visible in cancellous bone cores at smaller scales in µCT and high-resolution MRI. Changes in the three-dimensional structure of the cancellous bone were often related to the diagnosis of osteoporosis (Odgaard (1997) ; Mishra et al. (2011) ). In Showalter et al. (2006) , a correlation of 3-D texture measures with manually established architectural indices of cancellous bone cores in µCT could be observed. Moreno et al. (2011) use local and global structure tensors to categorize bone microstructures as plate-, rod-and junction-like trabeculae. Ollivier et al. (2013) showed that the 3-D fractal dimension is an indicator of femoral neck fracture in µCT when combined with bone mineral density. In Alberich-Bayarri et al. (2010), a correlation of 2-D and 3-D fractal dimensions of the cancellous bone with osteoporosis and spinal bone mineral density was observed in high-resolution MRI 11 , demonstrating that 3-D texture analysis can assist clinicians in diagnosing osteoporotic patients.
Skin
Skin layers define homogeneous regions in 3-D US. Paulhac (2009) (Tamura et al. (1978) ) to segment skin layers and tumors (i.e., histiocytofibroma).
Knee
Reyes-Aldasoro and Bhalerao ( 
Heart
Lang et al. (1991) use a three-dimensional Law's model to identify heart muscle fiber structures in 3-D confocal microscopic images.
Retina
Three-dimensional texture analysis of the retina in OCT images was investigated by Quellec et al. (2010) ; Kafieh et al. (2013) . Quellec et al. (2010) compared GLCMs, RLEs and wavelets for the identification of fluid-filled regions of the macula. Graph-based diffusion maps were used by Kafieh et al. (2013) to segment the intra retinal layers in OCT scans from normal controls and glaucoma patients.
11 ∆x = ∆y = ∆z = 180µm.
Whole body
General segmentation of various organs and materials (e.g., liver, spleen, kidney, heart, stomach, backbone, fluids) based on their 3-D texture appearance in CT using 3-D Haralick texture features (i.e., measures derived from GLCMs) is investigated in Kurani et al. (2004) ; Tesar et al. (2008) and with run-length encoding (RLE) in Xu et al. (2004) .
Techniques
Depending on the nature of the data observed, geometric or stochastic modeling techniques enable automated texture analysis with varying success levels. Approaches based on simple primitives with small supports are modeling microtextures and refer to statistical methods, whereas complex primitives with large supports are referred to as structural or geometrical approaches in the literature (Reed and du Buf (1993) ; Materka and Strzelecki (1998) ). Approaches based on geometric models are likely to effectively describe textures when a priori knowledge is available (e.g., prevailing directions and scales, or templates). When little is known about the texture properties of the observed data, stochastic techniques allow exploring the statistical properties of the textural patterns. In this section, the techniques found in 100 papers dealing with biomedical 3-D solid texture analysis are reviewed, regrouped and categorized based on the type of texture information modeled by their set of primitives (see Tables 3 and 4) . The approaches based exclusively on gray-levels and color distributions are not reviewed in this survey because they are not specific to 3-D data. The popularity of the various approaches is shown in Fig. 7 . The techniques are qualitatively compared in Table 3 in terms of their primitive properties.
Gray-level co-occurrence matrices (GLCM)
Statistics of the values and relative positions of the pixels were among the earliest attempts of computerized texture description in two-dimensional images. The pioneer work of Haralick et al. (1973) is still widely used. It studies the statistics of the co-occurrence of pixels of gray-level values between pixel pairs separated by a given distance and direction that are defined by (∆i, ∆j). 3-D cooccurrences between all possible gray-level values 
Cooc(p, q, i, j, k, ∆i, ∆j, ∆k),
where, are then organized in gray-level co-occurrence matrices (GLCM) from which several statistical measures (see Haralick et al. (1973) for exact definitions) can be derived and used as texture features (Haralick et al. (1973) ; Haralick (1979) ). GLCMs are easily extended to 3-D where the voxel pairs are defined by (∆i, ∆j, ∆k). For each displacement parametrized by the triplet (∆i, ∆j, ∆k), a co-occurrence matrix Q is built as explained in Eq. (1). The primitive associated to a triplet (∆i, ∆j, ∆k) is depicted in Fig. 8 . Thanks to their conceptual simplicity, 3-D GLCMsof (∆i, ∆j, ∆k) must be chosen to match important scales and directions in the volumetric data, which are difficult to guess in opaque volumetric datasets. The displacements must be chosen to approximate spherical neighborhoods for a fixed radius. A common practice is to exhaustively explore directions to span 13 uniformly distributed directions in the 3-D Euclidean space. Small inter-voxel distance are often used (e.g., ∆i 2 + ∆j 2 + ∆k 2 ∈ [1; 3]), as in Mahmoud (2012) . The size of the matrices Q is determined by the number of gray levels considered, and a reduction to 32, 16 or 8 bits is often required to limit their dimensions and sparsity. Basic rotation-invariance can be obtained by summing all GLCMs from the 13 directions (Chen et al. (2007) ) or by averaging the statistical measures as carried out in Antel et al. (2003) . To avoid discarding relevant directional information, Philips et al. (2008) are extracting prevailing texture directions by using principal component analysis on the GLCM statistical measures organized in a way that each column represents a direction. Higher level features are proposed by Ip and Lam (1994) where the relationships between GLCM statistics in 3-D regions defined by octree structures are studied using 3-D adjacency graphs.
Run-length encoding (RLE)
Another popular technique based on gray-level spatial dependencies that was extended to 3-D is the run-length encoding (RLE) analysis proposed by Galloway (1975) . A gray-level run is a sequence of consecutive, collinear voxels having the same gray level value. For a given direction, a matrix Q(m, l) can be built by storing the number of times that the picture contains a run of length l, consisting of collinear voxels having gray level m oriented along a direction (Θ, Φ) (see Eq. (2)).
where, Runs Θ,Φ (m, l) is the set of runs of length l, gray level m and oriented along (Θ, Φ). An example of a RLE primitive is shown in Fig. 9 . Several statistical measures can be extracted from this matrix to quantify textures (see Galloway (1975) ).
and choice of directions as GLCMs. However, the lengths l of the runs are modeling texture scales and RLEs are therefore able to study textures containing several dominant scales. RLEs were extended to 3-D in Xu et al. (2004 Xu et al. ( , 2005 Xu et al. ( , 2006b 
Local Binary Patterns (LBP)
The statistics of the spatial organization of voxels on the surface of spherical neighborhoods is studied by extending Ojala's local binary patterns (Ojala et al. (2002) ) to 3-D in Fehr (2007) (2012); Venkatraghavan and Ranjan (2012) . LBPs describe the organization of binarized voxels over spherical neighborhoods with sequences of bits LBP P,R . For a spherical neighborhood of radius R containing P equally spaced points over (Θ, Φ), 3-D LBPs are defined as:
where m c and m p correspond to the gray-level values of the center and peripheral voxels respectively. s(x) yields illumination-invariant binary spherical neighborhoods. A texture is characterized by the frequencies of the sequences of bits LBP P,R . An example of a LBP primitive is shown in Fig. 10 . Rotation-covariant LBPs are obtained by exhaustively performing circular bit-wise right shifts on the sequences LBP P,R . The ordering of P points is straightforward in 2-D on circular neighborhoods, but is undefined in 3-D. Fehr and Burkhardt (2008) proposed to define an arbitrary ordering over (Θ, Φ) and to use it for all primitives. Burner et al. (2012) used cylindrical neighborhoods by concatenating 2-D LBPs along axis K. LBPs are gray-scale invariant and characterize the spherical frequencies and structures in a neighborhood defined by R. They are therefore related to spherical harmonics and characterize the relationships between the local directions in textures. The scaling parameter R and the parameter P require optimization to successfully apply 3-D LBPs to a given solid texture analysis problem. Fehr (2007); Fehr and Burkhardt (2008) developed fast computation of 3-D LBPs using spherical harmonics and the fast Fourier transform. P relates to the spherical frequencies of spherical harmonics. The choice of the scales related to the radiuses R of the concentric spheres is an important optimization problem of this method.
6.4. Convolutional approaches and spectral characterization A large group of approaches use discretized functions Ψ(i, j, k) of support (M Ψ ×N Ψ ×O Ψ ) as primitives. The 3-D signal can then be convolved with the set of primitives to render a new representation as explained in Eq. (5). In particular, the convolution yields response maps G(i, j, k) that quantify the presence of the primitive in the 3-D texture. When the set of primitives is constituted by oscillatory functions at different scales, the texture analysis approach allows characterizing the spatial spectrum (i.e., distribution of scales) of the signal. The characterization of the spatial periodicities and regularities of the textures at various scales has been commonly used in 2-D texture analysis and was also extended to 3-D. Spectral descriptions of textures have the advantage of being multi-scale (i.e., they can continuously characterize changes in scales) and often gray-level invariant. In spectral analysis, any signal can be univoquely expressed in terms of its frequency spectrum. Whereas several approaches are suitable to approximate the frequency spectrum, all are relying on convolutions of the signal with a set of oscillatory functions (i.e., primitives) of different scales and phases. The Fourier and non-redundant wavelet transforms are providing access to the linear spatial spectrum in a given direction and allow for perfect reconstruction. Spherical harmonics allow an overcomplete characterization of the spherical spatial spectrum over a sphere of radius R. When a priori knowledge concerning the important scales that are contained in the observed texture is available, filters and filterbanks can provide adequate approximations of the specific spectral signatures of the considered texture patterns.
Separability of the 3-D convolution
Under certain conditions, Ψ(i, j, k) can be separated into three 1-D functions Ψ 1 (i),Ψ 2 (j) and
By combining Eqs. (6) and (5), the convolution of Ψ and F becomes Eq. (7). The complexity of the convolution of a M ×M ×M volume with a N ×N ×N filter decreases from 3N ) . Unfortunately, the functions Ψ 1 , Ψ 2 and Ψ 3 have uneven angular responses and are strongly biased towards directions I, J, and K (Unser and Van De Ville (2010); Chenouard and Unser (2012) ). They do not allow for an isotropic characterization of the 3-D directions. 
Fourier analysis and discrete cosine transform (DCT)
The Fourier analysis relies on the property that every signal can be approximated by a linear combination of sine and cosine functions in a given direction as defined in Eq. (8). This is equivalent to the convolution of F (i, j, k) with sine and cosine functions. The functions with highest factors are representative of the spectral signature of the signal. An example of a Fourier primitive is shown in Fig. 11 . Since the Fourier transform is based on non-locally supported functions, it yields global measures of the frequency spectrum and is not adapted to characterize texture properties in a localized region of the image. To overcome this limitation, a common practice is to compute the Fourier transform in a local region of interest (ROI), which is also called "windowed" Fourier transform, where the boundary conditions are specified by a given window function. Such a technique is used by Kontos et al. (2009a,b) to estimate the fractal dimension in 3-D regions of interest (ROI). Directions are uniformly sampled to obtain 24 azimuthal and 12 elevation directions. Unfortunately, a separable Fourier transform is used, which biases the angular responses towards the main image axes. The discrete cosine transform (DCT) is similar to the Fourier transform but uses only the cosine function (i.e., real values). It is used by Danciu et al. (2012) in sliding windows to characterize local solid texture properties.
Filters and operators
Instead of using a windowed Fourier transform, local spectral properties can be obtained by convolving the signal with a given template Ψ (i.e., primitive), which corresponds to filtering theory. The template or filter is a function of limited support (M Ψ × N Ψ × O Ψ ) that has given directional, scale and phase properties. Separability is also available when Ψ satisfies the required conditions (see Eq. (6)), and have the same drawback of yielding anisotropic analysis. Separable and nonseparable filter primitives are compared in Fig. 12 .
The primitive Ψ can be designed to detect specific features in 3-D such as edges, ridges, corners and other structures. The 3-D edge detector proposed by Zucker and Hummel (1981) was used for solid texture analysis by Kovalev et al. (1999) ; Kovalev and Petrou (2000) ; Kovalev et al. (2001 Kovalev et al. ( , 2003a ; Kovalev and Kruggel (2007) ; Kovalev and Petrou (2009) to estimate the 3-D gradient and study anisotropic properties of solid textures. This approach characterizes the important directions in the images but lacks multi-scale representation. Such multi-scale representation can be achieved by defining the 3-D edge operator of Zucker and Hummel (1981) at various scales. Gradients are also used to study prevailing directions of textures and can be computed from 3-D Gaussian filters (Madabhushi et al. (2003) ; Antel et al. (2003) ). In Madabhushi et al. (2003) , normalized image gradients in I, J and K directions are obtained by applying separate derivations along the axes of the image.
Laws filters that are constructed from exhaustive combinations of separable step, edge, spot, ripple and wave detectors are extended to 3-D in Lang
where, j is the imaginary unit. Basu et al. (2011) . They rely on the assumption that important features in textures are resulting from arbitrary combination of the abovementioned objects. 2-D Gabor filters are modeling neurophysiological measurements of the two-dimensional anisotropic receptive field profiles describing single neurons in the mammalian visual cortex (Jones and Palmer (1987) ). Gabor filters are therefore well-suited for texture representation and discrimination. Gabor filterbanks were extended to three dimensions in Bigun (1994) ; Madabhushi et al. (2003) ; Gao et al. (2010) ; Qian et al. (2011) and require optimization of the scale and orientation parameters to the considered 3-D textures.
A systematic approach for the tessellation of the 3-D frequency domain (i.e., the choice of scales and directions) is proposed by Reyes-Aldasoro and Bhalerao (2003) (2007) by using a 3-D orientation pyramid, which is an extension of the bi-dimensional Wilson-Spann subband filtering (Wilson and Spann (1988) ). Marr and Hildreth (1980) suggested that the raw primal sketch in human vision (i.e., preattentive vision) is constituted by a collection of images filtered with 2-D Laplacian of Gaussian (LoG) at various scales, in which the zero-crossings are detected. LoG have the desirable property of providing welldefined band-pass filtering allowing to control the tessellation of the spectrum. Subsequently, LoG were also extended to 3-D for solid texture analysis in Ahmed and Farag (1996) Suzuki (2007) developed a 3-D isotropic filter implementing the Hurst operator to estimate the fractal dimension at a given position and scale. They used a template bank in Suzuki et al. (2004b,a) to estimate the 3-D high order local autocorrelation by multiplying the 3-D textures with randomly positioned templates.
A "vessel filter" is proposed by Sato et al. (1998) as the response of multi-scale 3-D Hessian matrices. Hessian matrices implement second-order local derivatives of the 3-D image, and the associated eigenvalues describe the types of local underlying structures (e.g., line, plane). Similarly, eigenvalues of 3-D structure tensors are used by Moreno et al. (2011) to characterize local 3-D bone structures in µCT imaging.
Wavelets
Filterbanks can under certain conditions cover the whole spectrum of the image and are socalled wavelets (Mallat (1999) ). Wavelet transforms (WT) are filterbanks constituted by oscillatory functions with various scale progressions ranging from high to low frequencies and a scaling function encompassing the lowest frequencies as defined in Eq. (9). WTs are providing systematic multiscale descriptions of the signals when the scaling parameters a are following a monotonous scaleprogression (e.g., dyadic). Eq. (9) consists of con-
volving the signal with wavelet filters of varying scales in the continuous domain. The admissibility condition for ψ as wavelet is to have a zero mean:
This also ensures that the wavelet coefficients w a (x, y, z) are invariant to uniform changes in illumination. The shape of wavelet primitives is only constrained by the admissibility condition (see Eq. (10)). Examples of wavelet primitives can be seen in Fig. 12 .
Wavelets were used for 3-D texture analysis in Barra and Boire (2000) ; Jafari-Khouzani et al. Basu et al. (2011) in the separable form. Separability allows computationally effective WTs but has the drawback of characterizing textures along the image axes, only. To obtain a trade-off between computational complexity and orientation characterization, Zhan and Shen (2006) used 2-D Gabor filterbanks in two orthogonal planes. Because of their ability to describe 3-D textures in any direction, non-separable WTs were also used for solid texture analysis. Nonseparable 3-D Gabor wavelets, which are constituted by a filterbank of Gabor templates with a given scale-progression (e.g., dyadic, quincunx) are used in François et al. (2003) ; Shen and Bai (2008) . Although being able to characterize any direction (Θ, Φ), the directions of non-steerable directional WTs need to be explicitly formulated. This again requires arbitrary choices on the directions. Curvelets were introduced as a way of comprehensively partitioning the angular space (Candès and Donoho (2000) ) and were extended to 3-D by Ying et al. (2005) . Curvelets were used by Liu et al. (2011a) for the characterization of 3-D texture in FDG-PET images. An interesting alternative is to use steerable filterbanks, allowing a continuous characterization of the orientation space (Freeman and Adelson (1991); Jacob and Unser (2004) ). Steerable filterbanks allow analytically obtaining filter coefficients at any arbitrary orientation from a linear combination of the basis filters. This concept was used with wavelet filterbanks (e.g., the steerable pyramid, Simoncelli and Freeman (1995) ) enabling multi-scale and isotropic multi-orientation analysis with optimal angular precision. The steerable pyramid was extended to 3-D in Luche et al. (2004) ; Aguet et al. (2005) for the detection of directional structures but contributions using steerable wavelets for 3-D solid texture characterization are scarce ; Jiménez del Toro et al. (2013)). Depeursinge et al. (2013) used 3-D steerable filters to align the filters along vessel structures in pulmonary CT, which showed to significantly improve the quantification of local perfusion.
Spherical harmonics
The spherical harmonics represent an interesting alternative to sine, cosine and other planar oscillatory functions to study the spatial frequencies in a 3-D Euclidean space. Spherical harmonics are the counterparts of Fourier basis functions on the sphere. They are adapted to study the local spherical spectrum in spherical neighborhoods and are therefore closely related to 3-D LBPs (Fehr (2007); Fehr and Burkhardt (2008) ). The spherical neighborhood F (Θ, Φ) of of point (i, j, k) can be represented by the sum of spherical harmonics Y m l (Θ, Φ) as:
where l denotes the band of expansion, m the number of components for the l-th band and a lm the harmonic coefficient. The harmonic base functions Y m l are calculated as:
where L m l is the Legendre polynomial and j is the imaginary unit. An example of a spherical harmonic primitive is shown in Fig. 13 .
Similarly to 3-D LBPs, the characterization of the directions is encompassed by the choice of the functions and has no straightforward interpretation. Fehr and Burkhardt (2006) based on the relationships between the phases of spherical harmonics of the same band but from various concentric spherical neighborhoods. Rotation, scale and translation covariance are also achieved by Alexander et al. (2007) ; Upadhyay et al. (2012) , where the tensor product of multi-scale Gaussian radial functions with spherical harmonics yields steerable feature maps. The two latter approaches (i.e., Fehr and Burkhardt (2006) and Alexander et al. (2007) ; Upadhyay et al. (2012) ) are powerful tools to explore textures when no a priori knowledge is available on prevailing locations, scales and directions, which is often the case with solid 3-D textures.
Markov probabilistic models
Markov random fields (MRF) model the probability of a given voxel sequence (i.e., the primitive) using undirected graphs. MRFs are assumed to obey to symmetric autoregressive models defined by a given conditional probability density function. An example of a MRF primitive is shown in Fig. 14. 3-D hidden Markov models are used by Shafer et al. (2011) to learn the probability of voxel sequences associated with a given class in MRI. Upadhyay et al. (2012) use simple order-one Gaussian Markov random fields (GMRF) to model the orbits of 3-D texture rotations, yielding features invariant to rigid transformations (see Jain et al. (2012) ).
Relationships between gray-level values of voxels in volumetric spherical neighborhoods are encoded using 3-D GMRF by Ranguelova and Quinn (1999) . The authors also provide an approach for the estimation of the GMRF parameters based on least squares. In Goldbach et al. (1991) , GMRF parameters are obtained based on parametric Bayesian estimation. Reversible Markov chain analysis of topological graphs is used in Kafieh et al. (2013) to form diffusion maps. The corresponding primitive geometry is unconstrained and depends on the mapping between the nodes of the graph and the 3-D data. 3-D Markov-Gibbs random field texture models are used by El-Baz et al. (2008) , where cooccurrence of the voxels' gray-level values are modeled by joint Gibbs probability distributions within spherical neighborhoods.
Markov random fields do not require any other prior knowledge than their inherent probability density function. The neighborhood needs to be chosen to be large enough to encompass the largest important structures of the textures.
Other approaches
Other approaches based on 3-D connected components, blobs, watersheds, fractals and Minkowski functionals were used in the literature and are described in the following subsections. (2009c) . The success of the 3-D connected component approach relies strongly on the critical binarization step that is highly sensitive to illumination differences between datasets. Connected component analysis is also proposed by Ketcham (2005) , which extends the blob detection algorithm (Lindeberg (1993) ) to 3-D. Uniform components are regrouped based on a given criterion (e.g., Gaussian-smoothed gray levels). Several higherlevel measurements are derived from the 3-D blob map such as primitive fitting (analysis of the shapes of blobs) and the contacts between them. Fetita et al. (2007a,b); Chang-Chien et al. (2009) propose a hierarchical categorization of the lung structures based on 3-D watersheds. By progressively filling in "basins" defined by 3-D regions with low gray-level values, a hierarchical multiscale structure of 3-D textures can be obtained from which measures such as the fractal dimension can be derived. This approach was tailored for studying homogeneous regions of lung tissue in MDCT where the gray-level values are univocally expressed in Hounsfield Units (HU) but it may fail in other imaging modalities with varying illumination conditions.
Minkowski functionals
Four geometric measures from 3-D Minkowski functionals (Schneider (1993) ) are proposed by Boehm et al. (2008) to quantify pulmonary solid textures in binarized MDCT. These measures were also used by van Rikxoort et al. (2011) to detect and quantify emphysema tissue in MDCT. These are the volume, surface area, integral of the mean curvature and Euler-Poincaré components (see Boehm et al. (2008) for exact definitions of the measures) computed in binarized MDCT images obtained with thresholds between -1,000 HU and 0 HU.
Fractals
Fractal dimension from volumetric data is used to characterize 3-D textures by Alberich-Bayarri et al. (2010) and Ollivier et al. (2013) by computing the three-dimensional version of the MinkowskiBouligand dimension (also called box-counting dimension, Lopes et al. (2011b) ). It consists of counting the number of boxes of decreasing sizes required to encompass the contour of binarized textures. Similarly to the analysis of 3-D connected components, the success of this method is highly relying on the binarization step. Voxel-based estimation of the stochastic fractal dimension is used in Xu et al. (2005 Xu et al. ( , 2006b ,a) to characterize volumetric textural properties in a 5 × 5 × 5 cube around the considered voxel. For all voxel pairs in the cube the average intensity differences versus distances are represented in a log-log plot. The stochastic fractal dimension is then computed as the slope of a linear regression in this plot. This method is scale and rotation invariant but the size of the neighborhood is an important parameter of the algorithm. It may not be appropriate to study textures with prevailing directions because the directional information is discarded.
Combination of texture features
Several approaches for solid 3-D texture analysis used a combination of texture features from various algorithms, relying on the assumption that the heterogeneity of multiple image descriptors allows richer descriptions of the considered textures. Most often texture features are combined with attributes characterizing gray-level distributions (e.g., mean, variance, skewness, kurtosis), because these two information sources are orthogonal.
GLCMs were combined with RLE in Kim and Choi (2009) Most of the combination rules consisted of feature concatenation along with feature selection or reduction (e.g., correlation-based feature selection, principal component analysis). Multiple classifier systems are used in Madabhushi et al. (2003) .
6.8. Quantitative performance analysis and comparison The success of a given method depends on the application requirements and it is therefore not meaningful to quantitatively compare the approaches outside of an application context. Some research groups compared the performance and properties of different approaches on a given dataset. Kovalev et al. (1999) compared the properties of gradient orientation histograms and GLCMs on both synthetic data and MRIs of the brain. They found that GLCMs were more robust to noise than the gradient method on the synthetic dataset but less sensitive to subtle changes in microtextures on both datasets. Mariolis et al. (2010b) compared the classification accuracy of RLE versus GLCMs for categorizing lung tissue patterns associated with diffuse lung disease in HRCT. Using identical choices of the directions for RLE and GLCMs, they found found no statistical differences between the classification performance. Gao et al. (2010) ; Qian et al. (2011) compared the performance of threedimensional GLCM, LBP, Gabor filters and WT in retrieving similar MR images of the brain. They observed a small increase in retrieval performance for LBP and GLCM when compared to Gabor filters and WT. However, the database used is rather small and the results might not be statistically significant.
Several papers compared the performance of texture analysis algorithms in their 2-D versus 3-D forms. As expected, 2-D texture analysis is most often less discriminative than 3-D, which was observed for various applications and techniques, such as:
• GLCMs, RLE and fractal dimension for the classification of lung tissue types in HRCT in Xu et al. (2005 Xu et al. ( , 2006b );
• • GLCMs for the classification of breast in contrast-enhanced MRI, where statistical significance was assessed in Chen et al. (2007) ;
• GMRF for the segmentation of gray matter in MRI in Ranguelova and Quinn (1999) :
• LBP for synthetic texture classification in Paulhac et al. (2008) .
This demonstrates that 2-D slice-based discrimination of 3-D native texture does not allow fully exploiting the information available in 3-D datasets. An exception was observed with 2-D versus 3-D WTs in Jafari- Khouzani et al. (2004) , where the 2-D approach showed a small increase in classification performance of abnormal regions responsible for temporal lobe epilepsy. A separable 3-D WT was used, which did not allow to adequately exploit the 3-D texture information available and may explain the observed results.
Discussion
In the preceding sections, we have reviewed the current state-of-the-art in 3-D biomedical texture analysis. The papers were categorized in terms of imaging modality used, organ studied and image processing techniques. The increasing number of papers over the past 32 years clearly shows a growing interest in computerized characterization of three-dimensional texture information (see Figure 5) . This is a consequence of increasingly available 3-D data acquisition devices that are reaching high spatial resolutions allowing to capture tissue properties in its natural space.
The analysis of the medical applications in 100 papers in Section 5 shows the diversity of 3-D biomedical textures. The various geometrical properties of the textures are summarized in Table 2 , which defines the multiple challenges of 3-D texture analysis. The need for methods able to characterize structural scales and directions in 3-D Euclidean space with high precision is highlighted. The geometrical properties of the spatial transfer functions of the imaging modalities used are briefly described and compared in Table 1 to understand how biomedical tissue is digitized. It becomes clear that the requirements for successfully characterizing the tissue properties for a given scenario in a given image modality are very diverse and that the computerized approaches must be designed accordingly. The geometric information modeled by the various techniques is analyzed in terms of sets of texture primitives. A qualitative comparison of the ensembles of primitives is proposed in Table 3 . The techniques differ in modeling scales and directions of 3-D patterns.
Adequation of the texture models
The size of the structures present in terms of voxels is a very important criterion to consider when choosing a 3-D texture analysis technique. The size of objects R in voxels fixes the number of possible directions as (2R + 1) 3 − 1. When small objects are considered (i.e., R < 5), non-convolutional approaches (e.g., GLCMs, RLEs, LBPs) may provide best results. The approximation of the angular domain (Θ, Φ) using 13 uniformly distributed directions is acceptable when R < 5. This is demonstrated in Fig. 15 , which depicts the amounts of pixels/voxels that are not covered by the main 13 directions in 2-D/3-D. When larger objects are considered R ≥ 5, convolutional multi-scale approaches are likely to model tissue phenotypes that encompass a series of events occurring at multiple scales and directions. The number of consecutive scales must be chosen to match the spectral properties of the textures. When a dyadic scale progression is used 13 , the number of scales recommended is log 2 (R), whereR is the approximate average size of the ROIs (or objects) over the considered database. Using a larger number of scales will increase the influence of objects and textures that are outside the ROIs. Convolutional approaches have also the advantage of providing continuous assessments of the presence of the set of primitives in the signal by providing coefficient maps.
Approaches based on isotropic primitives may provide best results for the characterization of spherical and radial structures (e.g., micronodules, cell nuclei) and when no a priori directions are present in the signal (e.g., diffuse hypo-and hyperintensities, breast fat). However, the majority of biomedical textures contain directional structures (e.g., vessels, brain gyrifications), and directional approaches are likely to perform best. Anisotropic 13 a factor of 2 is used between consecutive scales directional techniques (e.g., separable transforms) can provide sufficient performance when imaging protocols contain inherent anisotropy (e.g., ∆z > (∆x, ∆y)), cylindrical spatial transfer function). The protocols used in clinical routine tend to be increasingly isotropic, and multi-scale convolutional isotropic directional approaches (i.e., non-separable steerable wavelets) are expected to best leverage the wealth of 3-D biomedical texture analysis in the future.
Higher-dimensional biomedical texture
Although biomedical texture exists in dimensions higher than 3 (Nunzio et al. (2011); FoncubiertaRodríguez et al. (2013c) ; Depeursinge et al. (2013) ), no intuitive interactions between the three spatial dimensions and the others can be leveraged easily. The notions of scale and direction do not make sense in non-spatial dimensions. Separate analyses are therefore required, which can be fused together in a second step.
Opportunities
Several opportunities are available beside the adequate management of the local geometrical properties of the tissue. An important challenge is to reduce the inter-patient and intra-class variations of healthy tissue texture. Future research directions are proposed in this article to tackle this challenge.
All approaches proposed in the literature assume that the texture properties are homogeneous over the whole anatomy, which is not the case in reality. For instance, the bronchovascular structures in the lung parenchyma have very different properties in the mediastinum region when compared to the lung periphery. The breast parenchyma is also highly affected by the presence of lactiferous ducts in the nipple area. Therefore, the creation of texture atlases is required to model local texture properties and to enable accurate comparisons between patients.
Several factors have a strong influence on the texture properties, such as clinical parameters (e.g., age, drugs) and genotypes. Depeursinge et al. (2010) showed the importance of age and hematrocrit level for the classification of lung tissue types associated with interstitial lung disease. In Huo et al. (2002) , it was demonstrated that the patient carriers of BRCA1 and BRCA2 mutations tended to have dense breast tissue, and their mammographic patterns tended to be low in contrast, with a coarse texture. A new field called "imaging genomics" studies the link between cellular genomics and tissue-scale imaging (Gevaert et al. (2012); Jaffe (2012) ), in which 3-D texture analysis is expected to play a major role. Integrating the overall context of images is therefore essential to better learn the normal appearance of tissue textures.
The combination of the above-mentioned research directions and texture synthesis approaches (e.g., wavelets) provides the exciting opportunity to simulate and visualize the normal ageing process or disease progression for enhanced treatment planning and clinical care management.
