In this paper we extend the work of Reinhard and Snoussi (2000) by developing a recursive system for finding the distribution of the surplus prior to ruin in a discrete semi-Markov risk model.
INTRODUCTION
In classical risk theory, various quantities for a classical surplus process have been treated in the actuarial literature in various kinds of risk models. These quantities are the probability of ultimate ruin, the distribution of the severity of ruin, the distribution of the surplus immediately prior to ruin and the joint distribution of the surplus immediately prior to ruin and the severity of ruin. The study of these quantities has been extensively treated in recent years, some key references being Bowers et al. (1987) , Gerber (1979 Gerber ( , 1988 , Gerber et al. (1997 Gerber et al. ( , 1998 , Dickson (1992) , Dickson et al. (1992) , Dufresne and Gerber (1988) , Klugman et al. (1998) , Reinhard (1984) , Snoussi (1998) .
In this paper we are interested in the distribution of the surplus prior to ruin in a discrete semi Markov risk model. The classical results concerning this distribution for the continuous time risk model were first discussed in Dufresne (1989) . This work was extended by several authors such as Gerber and Dufresne (1988) , Dickson (1992) , Willmot and Lin (1998) and Gerber and Shiu (1998) . Dickson (1992) and Dickson et al. (1995) study the distribution of the surplus prior to ruin in a fully discrete claims model where time, claim amounts, premium and initial surplus are assumed to be integer valued. Our purpose in this paper is to extend this work to a more general discrete model where we assume that the claims are influenced by a Markov chain (see Reinhard and Snoussi (2000) ). Assumptions of this kind have been discovered in a Markov modulated model where the intensity and the premium can fluctuate according to a Markovian environment. References we may cite on this topic are Asmussen (1989) , Grandell (1991) , Janssen and Reinhard (1985) , Reinhard (1984) and Snoussi (1998) . This type of modelling motivates the present work.
THE DISCRETE SEMI-MARKOV RISK MODEL
In this section we are interested in a discrete time semi-Markov risk model introduced by Reinhard and Snoussi (2000) , and defined as follows: Denote by (Jn, n ~ N) a homogeneous, irreducible and aperiodic Markov chain with finite state space M = { 1 ..... m} (with 1 _< m < oo) which influences the distribution of the claims in each period. The variable Jn can be interpreted as the type of economic environment for period n. Asmussen (1989) discusses car insurance where the states of (J,, n ~ N) describe weather conditions. Denote by P = (Pij)i,j e(l ..... m} the transition probability matrix of (Jn):
and by ~r = (rq ..... rCm) its unique stationary probability distribution. The insurer's surplus at the end of the t-th period (t = 1, 2 .... ), Zt, satisfies the following relation:
where X, denotes the total amount of claims for the t-th period (t = 1, 2, ...) and c the total premium for each period. We suppose that the insurer's initial surplus Z0 ~ N --{0, 1,2 .... }, c ~ N and that the X[s are positive and integervalued random variables, conditionally independent given the Markov chain (Jn, n c N). Moreover we suppose that (.It, Xt) depends on {Jk, Xk; k < t-1 } only through J~ i. Let
and
j=l j=l u=0
for i = 1 ..... m, k> 0. We suppose that there exists at least one pair {i,j} such that Po > 0 and the distribution of Xt given J,_ 1 = i and Jt =j is not degenerate.
In this case the process {(Jr, Zt-Zo), t ~ N} is not degenerate (see Newbould (1973) ). Assume further that for all i and j 
icM jEM
If the distribution of J0 is n, we have 7*:E(Xt) (Vt= 1,2 .... ).
--1 * •
It is well known that n. (c-7) is the expected increase of the surplus process J . . .
{Z, t = 0, 1, 2, ... } between two successive visits of the Markov chain (/,, n s ~) to statej (see for example theorem 2 in Reinhard, 1984) . Let T be the time of ruin:
We are interested in the ruin probabilities
Vi(u) represents the ultimate ruin probability given that the initial surplus is u and that the Markov chain (Jn) starts in state i. Let q~g(U) = 1 -~ui(u) be the corresponding survival probability. It follows easily from Janssen (1970, theorem 3A) or Newbould (1973, theorem *< We suppose therefore that 7 c. We will also consider the quantity ZT_~ which is the surplus prior to ruin. We define therefore f/(u,x) = P(T< ~,ZT_I < xlZo = U, Jo = i).
If the values of Z. (u, x) are known, we can use them to calculate the probabilities of ruin 5u/(u) as ~i(u)=lim Z.(u,x) (u~,i~M). In this section we assume that the annual premium c = 1 and the annual result c-X, (t = 1, 2,...) may be positive only in periods starting in state 1. Therefore, we will assume in the sequel of this paper the following condition:
Note that the assumption c = 1 could be motivated with the argument that one is free to choose the unit time interval. The restriction on the total claim sizes (12) is essential to derive an explicit formula for Z. (0,x) One possible application could be an insurance contract where, when the insured is in state 1 (e.g. healthy) he pays a premium c, and when the insured is in state 2 (e.g. sickness), the payment of the premium is interrupted and the insured receives the contract benefits. In Subsections 3.1 and 3.2, we give an explicit formula for Y,. (O,x) (with x E N0) in the m states model and we show how to calculate y/(u, x) for u ~ [~0, by a stable recursive system. In Subsection 3.3, we give a recursive stable algorithm to compute the joint distribution of surplus prior to ruin and the severity of ruin. Finally, in Subsection 3.4, some numerical examples are presented to illustrate our results in the two-state model (the case m = 2, i.e. the environment process has only two states).
Model with m states
By conditioning with respect to the first period's result, it is easily seen that the probability that ruin occurs from initial surplus (u E ~]) in state i and that the surplus prior to ruin is less than x (with x E N0), satisfies the following equations:
In order to solve the above system under condition (12), we introduce the following probabilities:
r=inf{n ~ NIJ,,= 1}.
As pointed out by Reinhard and Snoussi (2000) , ~i (u, v) depends only on the difference u-v. Therefore, we define for d ~ N:
It can be shown (see d~ N,i~ {2 ..... m}} system:
•(0) = Reinhard and Snoussi (2000) , equation (29)) that ~;i (d), may be calculated through the following stable recursive
Note that (J,, n ~ N) is ergodic. Therefore Ira-l-gm (1) is invertible, where Ira-1
Next, we define for u = 0, 1,2,... and i ~ {2 ..... m}
to be the probability that, starting with surplus u in state/', i e {2 ..... m}, ruin occurs before or at the first visit to state 1 and that the surplus prior to ruin is less than x, where x > 0. Hence, by the law of total probability, we get for u > 0 and x e No I * m u+l oo
ifu>x. 
We have for u > 0 and x e No:
If starting with surplus u in a state i (i e {2, ..., m}), ruin occurs with a surplus prior to ruin is less than x, then
• either, ruin occurs before or at the first visit to state 1 and the surplus before ruin is less than x;
• or, the first visit to state 1 occurs with a positive surplus v and thereafter ruin occurs from this new surplus with surplus before ruin is less than x.
The probability of the first event is ~C i (/,/, X) and the probability of the second event is the first term in the right-hand side of (20). Now it remains to calculate Fl(O,X). Introducing (20) into (13) with i --1, we obtain: for u < x u+l m u+l
and, for u > x:
where m l
f(l)= g,,(l)+ ~,, ~,,glj(V)lK fl-v).
j=2 v=O (23) Rearranging (21) and (22) yields for u e No, if u < x:
and, if u > x 1 [ "
Formulae (24) and (25) can be used to calculate Yl(u, x) recursively provided that the value of Yt(0, x) is known. Using an approach similar to that used by Reinhard and Snoussi (1998) , for a fixed value x, we define
It is straightforward to show that: Then, for 0 < u < x, u+l m u+l
We also define these generating functions Then, by interchanging the order of summation, it follows +~,,gl(l) .
~(S)----S-Iq)(S)(~(S)+S-1EWlj(S)(~j(S)'t-(1--S-
Finally, we obtain
Z,L-~ ~rgi (r + l) + Z,~=x +, s:<gl (0 --Z,~=I g, (0 (1 -s -1 ~o (s))
Since 6(1)= Fl(oo, x)= 0,~0(1)= 1, foriE {2 ..... m},wli(1)=Pli and &7(1)= -q-i (e~, x) = 0, both the numerator and denominator go to zero when s ~ 1. Using ~0'(1)~: 1 [see Reinhard and Snoussi (1998) ] and applying l'Hospital's rule when s ~ 1, we get:
r=0 r=x+l Then, we have
Formula (28) 
where
Hence,
~(x)=(Im_l-p'l))-l~,(~-e(u+ l)).

u=0 (31)
Consequently, the value of 5v~ (0, x), for x ~ [~0, is explicitly given by
g(l) +~,,(P1.)'(Im_,-P °') '(e-G(u+l)).
[1=2 J u=O
Although we experienced that this algorithm provides very good approximations for moderate values of u, unfortunately we have some doubts about stability (see Panjer and Wang (1993) ) of the recursive scheme based on formulae (24) and (25). Therefore we may not exclude that in some particular cases, the rounding errors could blow up, producing meaningless results. For example the algorithm could produce computed values of Yl (u, x) (for u ~ [~ and x ~ N0) outside the interval [0,1]. An alternative stable recursive method to calculate Yl(U, x) is proposed in the following subsection.
Stable Algorithm
Starting from
g(l) +~.(-p~.)t im_l_pl~))-l(~_~(u+l)) " u=0
We can calculate 5vl (u, x) for x E N0 from the following formula:
For u<x
x-u-I o~
.ql(U,X)= f~a ~-]gqj(O,Y)fj(u-y,x)+ ~, ~afl(O,v,y),
where in the right member of the last equality we define
to be the joint density of the surplus prior to ruin and the severity of ruin. 
j=l y=l Formula (35) follows by considering the first time on which the surplus falls below its initial level. The first term of (33) follows from the similar argument. The second term in (33) comes from considering the situation when ruin occurs on the first time that the surplus falls below its initial level. Note that, gqj(0,y) for y > 1 and j ~ {1 ..... m}, are calculated explicitly from Reinhard and Snoussi (1998) , that is:
and (37) + ((Ira-,-which appears as (equation (45), (46)).
Finally 5ri (lt, x) ,i E {2 ..... m}, can be calculated from /g ,
Yi(u,x)=}-],~(u-v)Sq(v,x)+ 5:i (u,x). (38) v=0
Following Theorem 7 of Panjer and Wang (1993) , this is a stable recursive algorithm. Next we show how to calculate explicitly fl (0, x,y).
The joint distribution of the surplus prior to ruin and the severity of ruin
We define
to be the joint distribution of the surplus prior to ruin and the severity of ruin.
By conditioning with respect to the first period's result, the distribution (39) may be calculated from the following equations l u+l u+v+l
Fi(U,x,y) = ~,, ~],go.(k)Fj(u+l-k,x)+ ~-]gi(k) ifu<x
j~{1, m} k=0 k=u+2 (40) u+l [ Fi(u'x'y)=jC{l,m}k=o ~ ~agij(k)Fj(u+l-k,x) if u>_x(i = 1 .... ,m).
Next, we define yi* (u,x,y) =P (T<_r, Zr_l<xlZo=u, Jo=i)(i=2, ..., m) , (41) to be the probability that, starting with surplus u in state iq ~ {2 ..... m}), ruin occurs before or at the first visit to state 1 and the surplus before ruin is less than x (where x > 0) and the deficit is great or equal to y (where y > 0). Hence, by the law of total probability, we get for u > 0 and x,y c [No
We define --* * * l ~m--i.
f (U,X,Y)=(Y2(U,X,y),...,Fm(U,X,Y))
It is easy to show that { f,.* (u, x, y), u E N, x, y E No, /~ {2, . .., m}} may be calculated by the following stable recursive system
We clearly have for u > 0 and x,y E ~10:
Yi (u, x, y)=~, x, y)+ 5ci (u, x, y) (i E {2,...,m}).
v=0 (44)
By substitution of (44) into (40) with i = 1, we obtain:
j=2 l=O v=u+2 (45) and, for u > x, we have Tj(u+l-l,x,y) .
Rearranging (45) and (46) .q-1 (U, X, y) =
and if u > x 71 (u+l,x,y 
Then, following the same steps as for the proof of (32), the required explicit value for fl (0, x,y) can be obtained by
+5-2. ~x-1 ~+y+l _ , -lg,(/)] E
(P,.) (Im-,-P `1') (x,y ~o).
u=O /=u+2 1 Now, the desired values for fl(0, x, y) are obtained by the following equations
and /l(o,x,/)
f(O)
An alternative stable recursive method to calculate f~ (u, x,y) is proposed below.
We use the same arguments as in the previous subsection. We can write, for /,/< X,
and for u > x,
Using the formulae (52), (53) and starting from the following value x-1 y
v=O k=l allows us to calculate 5q (u, x,y) recursively by a stable algorithm. Finally, fl (u,x,y) ,i E {2 .... , m}, can be calculated from u *
yi(U,x,y)=EI~(u--v)~I(V,X,y)+ F i (U,X,y).
v=O (55) We can summarize the recursive scheme to calculate fi (u, x) for u ~ ~, x ~ N0 and i E M, as follows:
• Step 1: Calculate the distribution {~i(d),d ~ N, i ~ {2 .... , m}} by the recursive formula (17).
• Step 2: Calculate the probabilities {7*(u,k),u = 0, 1,2 .... , k = 1,2 .... } by the recursive formula (19).
Step 3: for u = 0, l, 2 ..... calculate -the probabilities 5-1(u, k) by the recursive formulae (33) and (35) initialized by (32). Using the values obtained for fl (O,x,y) by formulae (50) and (51), the values obtained for ~ul/(0, v) with l ¢ {1,..., m}, 1 < v < u by formulae (36) and (37) and also the previous values obtained for 5-1 (v, k) and 5-i(v,k) ,iE {2 ..... m), with 0 _< v_< u-1. the probabilities 5-i(u,k) ,i~ {2 ..... m}, by formula (38) using the values obtained for 5-1 (0, k) ..... 5-1 (u, k) .
Application: the two-state model
In this subsection we consider the results obtained in subsections 3.1 and 3.2, in the case m = 2, i.e. the environment process has only two states: state 1 and state 2. Therefore, equations (13) become and from (19) we get the following recursive stable system for 5-2 (u,k):
F2 (u,x)= l_g22(1) {l~=og22(u+ l-l)5-2 (l,x ) ifu>x (58) Equation ( y, (u,x): 52, , v) yj (u-y,x) .
To start the recursive scheme (60) and (61), we use formula (32) which is here equivalent to v= 2 g2 (V)
Fl(0,x):
(1-G~(I+ 1))-g12 (0) 1_g22 (1 ) (62) We will use the same example as in Reinhard and Snoussi (2000) . Let m = 2, c = 1 and the distribution of the claim given by We easily can find:
Reinhard and Snoussi (2000) give an explicit value for the survival probabilities as follows: The last column in Table 1 The numerical illustrations of this example are presented in Table 2 . The value of ~ui(u) is obtained by the stable recursive method presented by Reinhard and Snoussi (2000) .
