We began with the first model structure: the linear model. It is described as:
The variable to be explained y (sometimes also called the output, the response or the dependent variable) is a 114 one dimensional vector of length n, corresponding to the number of observations. The matrix X contains the 115 explanatory variables (sometimes also called the inputs, the regressors or the independent variables) of length n 116 and dimension p which is the number of candidate variables. Therefore the one dimensional vector β of length k 117 contains the parameters of interest. The residuals (sometimes called also the error term) are denoted ε, even if it 118 could be of interest we do not solely focus on their properties and consequences on variable selection in this 119 paper. This notation will be held constant throughout the paper. Notice that all of the three methodologies are 120 able to handle linear models, while this is not necessarily true for other structures (e.g. additive models). Stepwise Regression (Breaux 1967 ) is the first model selection procedure. This approach have been 123 motivated when statisticians started to consider model uncertainty. This means that among p variables we can 124 possibly construct 2 p models, so we should maybe take them all into account. To test all possibilities we have 125 to compute "all-subsets". This cannot be achieved for large p. In order to overcome this problem and reduce 3 This should be investigated more deeply, to the best of our knowledge no papers have tried to compare their non-linear regression to the very well-known non-parametric procedures like Kernels or Splines. An obvious link can be made with Projection Pursuit Regression (PPR), in this respect we claim that Autometrics may be a special case of PPR.
Stepwise Regression and Autometrics are serial procedures where selection and estimation are performed 177 sequentially. In some sense Penalty-Based methods aim at performing both at the same time. One can view 178 penalty-based procedures as the direct implementation of tests inside inference. Penalty-based methods can be divided in two categories: penalties on the norm and concave ones. The 181 shape of the penalty may have a great influence on the selected set of variables and their estimates. Sparse model 182 is achieved because we reduce nearly zero coefficients to zero in estimation. The penalty parameter plays the 183 role of a threshold but in a non-orthogonal framework. To understand better the origins of these penalty one 184 should refer to threshold methods in Kowalski (2014) . For that reason the penalty also introduces shrinkage of 185 the coefficients, making them biased. The literature is focused on the choice of the penalty in terms of selection 186 consistency and bias properties. There are almost as many methods as there are norms, but generally the objective is to solve:
Each methods applies to different L γ norms. This methodology is gathered in the more general Bridge estimator (Frank and Friedman 1993) that considers any value for γ, but the authors did not say how to solve the problem. The advantage of Ridge (Hoerl and Kennard 1970) is that it has an analytical solution. However the solution is not sparse so it does not select variables (only shrinkage). The Least Absolute Shrinkage and Selection Operator (LASSO, Tibshirani (1996) ) does because the L 1 norm is singular at the origin. However both give bias estimates because they apply shrinkage to the coefficients. The zero norm used in SparseStep (van den Burg et al. 2017) is the counting norm, they penalize directly the number of non-zero elements in β , not their values (no shrinkage). Usually constraints on the number of non-zero elements require high computational costs (exhaustive search over the model space). Here they use an easy even though very precise continuous approximation from de Rooi and Eilers (2011) and that turns the problem into something computationally tractable. Meinshausen and Bühlmann (2006) shown that LASSO tends to select noise variables using a penalty parameter optimally chosen for prediction. For this reason Zou (2006) developed AdaLASSO (Adaptive LASSO). His paper proved that the optimal estimation rate is not compatible with consistent selection. Moreover even sacrificing the estimation rate does not ensure that the LASSO will select the right variables with positive probability. This phenomenon is highlighted through a necessary condition on the covariance matrix of the regressors that cannot always be satisfied using the LASSO with a single penalty parameter. Therefore he introduced adaptive weights to the LASSO to make it consistent with variable selection.
The latest improvement on linear models is to allow for interactions terms. Even if it is possible, only adding them into a LASSO is not an efficient procedure because it greatly extends the dimensionality of the design matrix. The idea of the Strong Heredity Interaction Model (SHIM,Choi et al. (2010) ) is to add interactions only if main effects are selected also (strong heredity property), this greatly reduces the search space and provides an efficient way of doing ANOVA-types of models. They consider a reparametrization of the two-ways interactions models: Norm penalties are very standard and easy to work with but there exists also other types of penalties. Thus we can consider penalties in a very general framework:
The difference will then lie in the choice of p λ (β ).
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• NonNegativeGarotte:
• SCAD :
• MCP :
The Non Negative Garotte (Breiman 1995) was the first penalty of this kind, but because it has bad properties 198 (especially variables selection inconsistency) it was rapidly abandoned. SCAD (Smoothly Clipped Absolute 199 Deviation,Fan and Li (2001)) was the first penalty method that was consistent, continuous and unbiased for large 200 values of β . MCP (Minimax Convex penalty,Zhang et al. (2010) ) has little difference with SCAD in terms of 201 selected variables. A comparative study between them can be found in Zhang (2007).
202
One thing with penalty method is that there are always some penalty parameters (eg λ in LASSO) that have to be 203 chosen. Usually they are set to optimal values according to some General Cross Validation (GCV) criterion or 204 out-of-sample predictions. This is crucial because results can be very sensitive to the choice of these parameters.
205
SCAD is more robust to this problem thanks to a bias-free property. 4 206 3.3. Screening
207
Another methodology in variable selection is Screening. In fact these are ranking methods that rely on 208 some association measure between the dependent variable and the regressors. Very often this measure is taken to 209 be bivariate allowing then an extremely fast analysis. This is true only for large values of parameters, the reader can get intuitions of this phenomenon with threshold methods (Kowalski 2014).
Regressor Based 211
The Sure Independence Screening (SIS,Fan and Lv (2008) ) is the first of this kind and almost all methods are derived from it. It uses simple correlation on standardized variables :ω(x j , y) =x jỹ and gives a ranking of the x j . The set M of relevant features is determined by a simple threshold:
This set is reduced step by step until some moment. The method in itself does not select anything in fact, it just 212 remove the less correlated features from the set of candidates, but we are left with a candidate set where selection 213 has to apply. SIS needs a selection procedure in the end to obtain consistent results. The last approach is less common. The Covariate Assisted Screening Estimates (CASE, Ke et al. (2014) ) is 229 a method that looks for sparse models but in the case where signals are rare and weak. All methods presented so 230 far work well if β is sparse (so rare) and has high values (strong signals). In this case methods like SCAD are 231 even bias-free. But if the signals are weak on top of rare then they won't manage to perform variable selection 232 very well. The idea in CASE is to sparsify the covariance matrix of the regressors using a linear filter and then 233 look for models inside this sparse covariance matrix using tests and penalties. Drawbacks are the choice of the 234 filter that is problem dependent and the power of the tests.
235
To improve on CASE when regressors are highly correlated, giving a very dense covariance structure, Factor
236
Adjusted-Covariate Assisted Ranking (FA-CAR, Ke and Yang (2017)) proposes using PCA to sparsify it. This is 237 in line with selecting appropriately the filter in CASE when the problem to solve includes strong collinearity. In 238 fact the covariance is assumed to have a sparse structure, hidden by latent variables. These are estimated by PCA 239 and then removed from the variables. The process does not change anything for the equation and the parameters 240 to be estimated does not require more technology than the simple OLS on the transformed decorrelated variables.
241
The main issue is to select the number of latent variables to be removed, this can be done via cross-validation for 242 instance, still it remains difficult. Depending on the application the model can come in a group structure form of the type:
which can be rewritten in matrix-grouped notation:
Within this framework there are 2 main possibilities. One can look for which group to be selected or which 245 variable is more relevant in which group. The former is referred to as single-level selection (sparse between group 246 estimates) and the latter as bi-level selection (sparse between and within group estimates). Technical reviews of 247 selection procedures with grouped variables can be found in Breheny and Huang (2009) The concept of group-penalty was introduced in Yuan and Lin (2006) (groupLASSO) in a LASSO framework. The objective is to solve a modified LASSO:
The parameters c g are used to adjust for the group sizes in order to have selection consistency. The parameter λ controls for the penalty. The choice of R g that weights each coefficients within the group is still challenging. A solution is to take R g = (X g X g )/n the Gram matrix of the grouped variables X g . The effect is to scale the variables within groups and so make coefficients comparable in some sense. It can be easily shown that this lead to the LASSO solution with standardization of regressors when the group is formed with only one variable, such a thing is made pretty often empirically and is even advised by the LASSO's authors. An obvious extension is to take into account any penalty, providing the following objective:
Where p(·) can be taken to be the Bridge, the SCAD or the MCP criterion introducing then the groupBridge 
This method overcomes the issue of collinearity because it favours selection of correlated regressors 255 simultaneously while LASSO tends to select only on out of them. In fact the EasticNet can be solved as a 256 LASSO using slight modification of the LARS algorithm. Since it is a mix of Ridge and LASSO, parameters can 257 be estimated by Ridge in a first step then apply the LASSO. A small correction due to the second penalty λ 2 is 258 required. Originally the Elastic-net was not designed explicitly for grouped structure.
259
Also composite penalties have been considered in Breheny and Huang (2009) using the MCP criterion at both 260 stages (between and within).
Since there is a great literature of reviews on these method (Breheny and Huang 2009, Huang et al. 2012) 263 we do not spend time giving more details and advise readers interested in group models to have a look at them.
Additive Models

265
A step further in model structure complexity is to consider different non-parametric functions associated with each variables. The non-parametric additive model takes the following form:
The Sparse Additive Model (SpAM) of Ravikumar et al. (2007) applies to this kind of models. The idea is simply to apply the LASSO to functions non-parametrically fitted with parametric coefficients coming in top of them. This is obviously the most natural extension of LASSO to the additive structure. The main program to solve is:
Even though the term ∑ p j=1 β j f j (x j ) remind us the very well-known Splines where the f j would be the basis functions, the authors claim that any non-parametric method can be used for fitting them. The solution is given in the form of a backfitting algorithm (Breiman and Friedman 1985) . Another approach have been investigated by Meier et al. (2009) : the penalized General Additive Model (penGAM). It applies to the same models as before but are especially designed for splines estimation. In the same spirit the individual functions are penalized, but since each function can be represented as the sum of linear combinations of basis functions. It turns out to be a groupLASSO problem. Their contribution is also to consider not only sparsity but also smoothness in the estimation. Because complex functions require many basis functions it is common in the splines settings to construct an over complete basis and then apply shrinkage on coefficients 5 to have a smooth estimates, this is known as smoothing splines. This takes the form of a Ridge regression so it can be easily integrated inside the procedure. The main objective is to solve: min
With the sparsity-smoothness penalty being:
and because we can rewrite each f j (x) = ∑ K k=1 β j,k b j,k (x) as a sum of K basis b(·) then the problem can be written as:
Ω j composed of the inner products of the second derivatives of the basis functions. set this marginal utility to be the sum of squared marginal residuals resulting from a non-parametric additive model.ω
The latter, withf j (x i j ) obtained by splines 6 , gives a ranking of variables in the same way as SIS:
Where δ is a predefined threshold. Usually this step does not ensures selection consistency so they rely on a external procedure, namely SpAM or penGAM. Because of the problem of weak signals Iterative Conditional SIS has been discussed exactly the same as Iterative Conditional SIS was for SIS, that is applying NIS on residuals, conditionally on primarily selected variables. It is worth mentionning the work of Zhang et al. (2017) who developed Correlation Ranked SIS (CR-SIS). The main purpose is to allow for any monotonic transformation of y by using its cumulative distribution as the dependent variable.
The resulting model is less restricted allowing a non-linear response. 
An important feature of these models is to assume two sets of variables. The X matrix is divided into X 1 and X 2 272 of dimension p1 and p2 respectively. The motivation behind this is to say that linearity is satisfactory enough for 273 some variables and treating these ones non-parametrically result in a loss of efficiency. So one should divide 274 the regressors according to their link function either it is parametric (X 1 ) or not (X 2 ). This section is divided in 275 two parts. The first one will concern Partial Linear models in their general form. Because a great literature has 276 focused on smoothly varying-coefficients the second part will focus only on them. Because of low computational costs, but it can be estimated with any non-parametric regression technology.
using a combination of Adaptive LASSO on the parametric part and Penalized Splines for the non-parametric. Therefore the problem to solve is:
We remark the last term is exactly the penalty from the adaptive LASSO. This is in line with DPLSE, adding a smoothness penalty on top of the procedure. In this respect it is worth mentioning the Penalized Estimation with Polynomial Splines (PEPS) of Lian et al. (2015) . The same objective is achieved in a quite similar fashion. The only difference is that the penalty is not adaptive:
Basis expansion is contained in B therefore exploiting once again the linear transformation provided in splines, 280 just like DPLSE introduced it. The whole thing is turned as a linear model on which penalties are applied 281 to achieve sparsity β j A j = ∑ k β j,k B k (x j ) and linear parts are recovered from the smoothness penalty
In the end there is little difference between the 3 procedures. All exploits the linearity provided by splines.
285
PEPS improves on DPLSE adding a smoothness penalty and PSA improves on PEPS making the penalty adaptive 286 to achieve better selection consistency. 287
Varying Coefficients
288
Another usual structure for modelling is the semi-varying coefficient model, written as:
The coefficients α associated to each x j∈2 are supposed to vary smoothly along another variable Z. This can be 289 seen as a particular case of previous models where g(·) has the specific varying coefficient form. The methods in this section do not use the semi-structure form, they work only with the varying-coefficient part.
The Kernel LASSO of Wang and Xia (2009) deals with this problem in the spirit of groupLASSO.
The penalty enforces the procedure to reduce estimated varying coefficients close to zero to true zeros in a single-level group fashion. Another improvement in this setting is the Adaptive Semi-Varying Coefficients (AdaSVC) of Hu and Xia (2012). Instead of all coefficients varying smoothly one may think that some don't (hence semi-varying). To avoid the loss of efficiency introduced by non-parametric estimation when the true underlying coefficient is constant the latter have to be identified. Their method can simultaneously identify and estimate such a model. Selection is done only over constant regressors. They do not consider sparsity as in Kernel LASSO. The idea is to impose a group penalty on the estimated varying-coefficients such that the penalty enforces nearly constant coefficients to be truly constant. Their penalty is in line with the FusedLASSO of Tibshirani et al. (2005) . The main idea is that nearly constant coefficients will become constant in a grouped fashion. The objective is to solve:
with the penalty applied on a different norm than the Kernel LASSO:
Testing
292
The Semi-Parametric Generalized Likelihood Ratio Test (SP-GLRT) of Li and Liang (2008) . It applies to semi-varying coefficients model. The purpose is both to identify relevant variables and whether if they belong to the non-linear or the linear component. The likelihood can be written as:
The two parts are estimated alternatively conditionally on the other. Then they introduce a novel generalized likelihood ratio test:
The conditional likelihood under H 1 : at least one coefficient from the non-parametric part is non-zero.
The conditional likelihood under H 0 : the variable does not appear in the non-parametric part. where the conditional likelihood is given by:
The test is then evaluated using a Monte Carlo or Bootstrap methods to empirically estimates distribution of the 293 statistics since the theoretical degrees of freedom tends to infinity preventing from a parametric test.
294
This has to be noticed because this is one of the first attempt of introducing non-parametric and therefore automatic 
Where f (·) is any multivariate function, linear or not, additive or not. This framework is very general therefore In order to approach the complexity of the function it uses an ANOVA-type of model defined as:
Where f j are the main effects, f j,k are the two-way interactions and so on. Their approach is closely related to the penGAM of Meier et al. (2009) generalized to include interaction terms 9 but with a different penalty. The authors say that the penalty shouldn't be the same for main effect than for two-way interactions. They advocate the fact that ceteris paribus including an interaction term add more regressors than a main effect and thus that they are less interpretable. So interactions should be more penalized. Therefore this condition is a little bit different from the "strong heredity constraint" introduced in Choi et al. (2010) . The objective is to solve:
With:
The penalty is written so that the first part penalizes additional regressors while the second penalizes interactions occurring without main effects. In the SHIM there was no possibility for that. Here this constraint is released but a stronger penalty can be applied to restrict interactions without main effects, which are less interpretable. Another approach for fitting this type of models is the Component Selection and Smoothing Operator (COSSO) of Lin et al. (2006) . It differs from VANISH in the penalty function. The key idea is to use a penalty term written in terms of a sum of Reproducible Kernel Hilbert Space (RHKS) norms. In a model with only two-way interactions it would be:
This time the penalty is not designed to take into account the structure of the resulting model. They also introduce it as SpIn (SpAM with INteractions) in their paper but claim that interactions would then not be treated efficiently.
Testing
Introduced by Friedman (1991) the Multivariate Adaptive Regression Splines is a method for building non-parametric fully non-linear ANOVA sparse models (39). The model is written in terms of splines as:
The basis functions B k are taken to be hinge functions. The form of these functions makes the model piecewise linear.
Therefore α can be considered as "knots" like in standard splines. The β are parameters on which selection 319 will occur through a pretty complicated algorithm. The building process is quite comparable to the one of usual In the screening literature of non-parametric methods we find a bunch of papers that deals with the same 336 core idea. They all define some association measure that generalizes usual linear correlation. Here is the list 337 of them as well as the criteria they use. In fact these methods are quite nested within each other. Considering 338 which one is the best is a question of computational complexity rather than in which case they apply. Otherwise 339 it seems that the last one (KCCA) should be selected.
340
• DC-SIS (Li et al. 2012) The Distance Correlation is a generalization of the Pearson Correlation Coefficient in terms of norm distances. It can be written as:
Where:
• HSIC-SIS (Balasubramanian et al. 2013) The Hilbert Schmidt Independence Criterion generalizes the previous one as it defines a maximum distance metric in a RKHS space:
We recognize again the form of the usual correlation but this time written in terms of kernels. In order to avoid the choice of the bandwidths in kernels, they decided to use the sup of the criterion over a family of Kernel K.
Empirically the ranking measure is simpler to compute:
with H = I − (1/n)JJ , I being the n × n unit matrix and J the n × 1 unit vector.
341
• KCCA-SIS Liu et al. (2016) The Kernel Canonical Correlation Analysis is the last improvement in the field of Non-parametric Screening. It encompasses SIS as it can handle non-linearities. Unlike DC-SIS it is scale-free and does not rely on the Gaussian assumption. However even if it shares many aspects of the HSIC-SIS it differs in one aspect: HSIC is based on maximum covariance between the transformations of two variables, while KCCA uses the maximum correlation between the transformations by removing the marginal variations. Their measure is defined as:
Because the covariance matrices may not be invertible they introduce a ridge penalty ε:
The correlation measure is then defined as the norm of the correlation operator:
Empirical estimates of covariance matrices Σ are obtained after singular decomposition of kernel matrices 342 (the latter being the same as in HSIC). While bandwidths in kernels can be chosen optimally ex ante, ε has 343 to be estimated via GCV over a grid of values.
344
For each one the variables are ranked along marginal association measuresω j between y and x j and one defines the set of relevant features after applying a threshold. The latter's value differs among them.
Another of the same kind is the Generalized Correlation Screening (Gcorr) of Hall and Miller (2009) that was introduced as a more general method than NIS. The general correlation coefficient is used as the measure of non-linear relationship. It can be defined as:
Then these estimates are tested using bootstrap confidence interval instead of threshold like the others usually do.
350
Finally significant ones are ranked. Even though their method seems very general, empirically h(·) are chosen to 351 be polynomial functions. This can be restrictive in some situations and less non-parametric in some sense. The Regularization Of Derivative Expectation Operator (RODEO) of Lafferty et al. (2008) , named in reference to the LASSO, applies in the framework of Multivariate Kernel Methods. In kernel regression a specific attention is given to the choice of the bandwidth. We recall that this hyperparameter defines the width of the support for the regression, the lower it is the less observations enter the local regression, leading to less bias but more variance and conversely for a high bandwidth. The authors here state that for variables that are important in the model the derivative of the estimated function with respect to the bandwidth h is higher than for useless variables. A change in bandwidth affects the estimation if the variable intervenes in the model, it affects the bias-variance trade-off. For an irrelevant variable a change in bandwidth has no effect since more or less observations does not change the fitted curve. For a Gaussian kernel we have:
Note that it refers to a specific point in the samplex. The derivative is not computed over the whole sample. The
354
authors propose an extension of local RODEO to a global procedure where the derivative is computed in every 355 point and then averaged.
356
The idea is to exploit this derivative iteratively, starting from a high bandwidth value and adapted in each step 357 according to a certain rate of decay. Important variables should have low bandwidth, so the derivative is greater 358 and the bandwidth reduces more quickly. Variables then can be ranked according to the final value of their 359 bandwidth. One can apply some threshold on these to end up with a sparse solution. In this respect RODEO can 360 be classified as a screening procedure. RODEO is based on a full estimation via Kernel, therefore it suffers the 361 Curse of Dimensionality mentioned earlier. RODEO may not be able to deal with high dimensional feature space.
363
A large part of the literature focuses on a quite restricted set of regression methods for doing selection such as Ordinary Least Squares for linear models, Splines and Kernels for non-linear ones. However there exists other ways for doing regression from which model selection procedures intuitively arise. In a Bayesian framework 11 one will consider a collection of models called an Ensemble. There is a distribution of them and we are uncertain on which one is the truth 12 . Still we can exploit this distribution accross these different models to assign probabilities to each variables since they may not all appear in every models. This idea has also been developed in the frequentist approach by Breiman (2001) who introduced Random Forest. From an Ensemble of Regression Trees (called a Forest) he derived two types of variables importance measures : Mean Decrease Impurity (MDI) and Mean Decrease Accuracy (MDA). We recall briefly that a tree is constructed as a recursive partitioning over the sample space. Simple Regression Trees allows for constant estimation in subregions, this is closely related to the Nadaraya-Watson local constant kernel estimator. Splits are chosen according to an impurity criterion that describes the degree of similarity 13 of the data in the partition.
The importance of variable j is computed as the average decrease in impurity among each node t in tree T . The 364 idea is to show the decrease in impurity caused by a split in this variable. It is computed as the impurity in the 365 node minus the sum of impurity in the child nodes weighted by their respective sizes. This gain is weighted in 366 the end by the number of observations entering the node. MDI can be easily extended to an Ensemble of Trees 367 (i.e. a Forest).
368
The second measure relies on the predictive power of the model instead of the impurity inside nodes. From a statistical point of view it is equivalent as focusing on out-of-sample fit rather than in-sample fit. Since it does not rely on an inside criterion it is only defined for a tree and therefore applies only for an ensemble of them. The Stability Selection (Stabsel) has been introduced by Meinshausen and Bühlmann (2010) to improve on selection. Given a specific selection procedure a variable is said to be stable if its selection probability under subsampling 15 (number of times it has been selected among the random samples) exceeds a specified threshold δ . The selection probabilities for a variable j to belong to the set S λ of selected variables for a given regularization parameter λ is:
The set of stable variables is then:
This is given by the underlying selection procedure, it can be the LASSO or whatever, but the methodology aims at improving a procedure, not being one itself.
Another way for randomness that is almost equivalent is to divide the sample in two non-overlapping parts of sizes n/2 and look for variables that are selected simultaneously in both. This is more computationally efficient. The threshold can be selected appropriately so that the expected number of false inclusion V is bounded.
Thus one will ensure P(V > 0) ≤ α by setting for example:
The results are then presented as stability paths: Π λ j as a function of λ . This is in contrast to regularization paths 381 of LASSO: β j as a function of λ .
382
Extensions to Stabsel are proposed in Bach (2008) 
The metric can be anything like the Pearson Correlation, the LASSO coefficients, etc. The probability of the set of the k top-ranked variables A k is defined as:
π(A k ) = P({R 1 , ..., R k } = A)
This value is approximated with using the m-out-of-n bootstrap procedure involving random draws without replacements of the observations. In fact selection can be performed on the set of top-ranked variables A from which the number of terms k * can be determined automatically without threshold. The idea is not to look for a threshold δ that would cut in the ranking of ω. As an alternative they try to estimate k * as: k * = argmin k=0,...,p−1 π(A k+1,m ) π(A k,m )
That is the number of terms for which the differences among the π(A) is the greater. This is equivalent to look 386 for a threshold that best separates assuming there are two sets: the relevant and the irrelevant. It has the advantage 387 of being totally non-parametric. Just like the SIS has its iterative counterpart they introduce the Iterative RBVS 388 that accounts for marginally related variables with low Signal-to-Noise and for the multicollinearity problem. and Screening-Based. They have been described and compared on the ground of model structures.
The main difference consists of modelling purposes and objectives rather than their strength as oracles. In 395 an empirical work the choice between two strategies should rely on the form of the model, data specificities 396 (collinearity,groups, etc..) and objectives (in other words understandability).
398
Selection consistency for widely used methods in empirical work have been discussed and several 
