Temporal video segmentation is a field of multimedia research enabling us to temporally split video data into semantically coherent scenes. In order to develop methods challenging temporal video segmentation, detecting scene boundaries is one of the more widely used approaches. As a result, representation of temporal information becomes important. We propose a new temporal video segment representation to formalize video scenes as a sequence of temporal motion change information. The idea here is that some sort of change in the optical flow character determines motion change and cuts between consecutive scenes. The problem is eventually reduced to an optical flow-based cut detection problem from which the average motion vector concept is put forward. This concept is used for proposing a pixel-based representation enriched with a novel motion-based approach. Temporal video segment points are classified as cuts and noncuts according to the proposed video segment representation. Consequently, the proposed method and representation is applied to benchmark data sets and the results are compared to other state-of-the art methods.
Introduction
Temporal video segmentation is a field of multimedia research enabling us to temporally split video data into semantically coherent scenes from a number of observations. The necessity of temporal video segmentation especially arises from the needs of video action detection, which is an issue of video information retrieval. In order to recognize video actions or events, extracting action candidate scenes for action classification plays an important role. Although there are methods of video action detection that use both temporal segmentation and action classification completely in one shot, temporal video segmentation is still a hot topic because of its contribution to action detection performances.
As a first step, we need to formally represent temporal video information for detecting scene boundaries in temporal video segmentation. Visual features, such as corners and visual interest points, of video frames are the basics for constructing our model. They are used for building a more sophisticated motion feature, namely optical flow. In this study, we propose a new temporal video segment representation that formalizes the video scenes as a sequence of temporal motion change information for detecting scene boundaries. The representation is fundamentally based on the optical flow vectors calculated for the frequently selected frames of a video scene. The idea is that some sort of change in the optical flow character determines the motion change and cuts between consecutive scenes.
The main contribution of this work is a proposed temporal video segment representation method that aims to be a generic model. The representation is based on an optical flow concept that spatially segments the video frames. Optical flow vectors are grouped according to this segmentation. We propose the novel concept of an average motion vector to specify the direction vector of each segmented part. In this way, the motion characteristic of the spatial frame segments is more specifically represented to describe scene cut behavior.
The outline of the paper is as follows. In Section 2, the related work is given. The optical flow concept is described in Section 3 and the proposed method is discussed in Section 4. In Section 5, the implementation of the method, experiments, and their results are presented. Finally, the conclusion is given in Section 6.
Related work
Temporal video representation and segmentation is an important issue of content-based video information retrieval methods and is defined as the extracting of scenes from a video instance. This can be done by using different approaches.
The representation methods of video information are widely elaborated on in the literature. The studies in [1, 2] focus on the perception of the visual world and present facts about how to more philosophically detect visual features. Key-frame, bag-of-words, and motion-based approaches are the groups of methods reflecting the way of representation. Key-frame-based representation approaches focus on detecting the key frames in video segments in order to use them in classification. This kind of representation is used in [3, 4] for video scene detection and video summarization. There are two important drawbacks of key-frame-based approaches. First, these approaches lack important motion information in videos. Second, ignoring all of the frames except the key-frames makes these approaches mostly inapplicable for detecting boundaries in temporal video segmentation problems. Another approach for representing temporal video information uses the bag-of-words concept. Histogram-based bag-of-words approaches represent the frames of video segments over a vocabulary of visual features. Examples of such approaches are found in [5, 6] . While [5] conceptualizes temporal video information as bag-of-word vectors composed of histograms of visual features, [6] proposes a new motion feature, an expanded relative motion histogram of bag-of-visual-words. The most important disadvantage of the bag-ofwords approach is the restricted nature of code words. Representing a visually rich frame with a label results in the loss of an important amount of information. The motion-based approach leverages motion features that are important in terms of their strong information content and robustness to spatiotemporal visual changes. Studies using motion features can be found in [7] [8] [9] [10] . While [7] represents video motion by using image points with their trajectories, [8, 9] present methods for representing video segments with a more complicated feature optical flow. The space-time interest point concept is proposed by [10] . Interest points are spatially defined in 2D and extended over time. With this extension, interest points change and have a 3D nature representing motion. Motion-based approaches are good candidates in terms of representing temporal video information as they can associate time with visual information in a descriptive and integrated way.
In our study, a motion-based representation is proposed to deal with the temporal video segmentation problem. Optical flow is the motion feature, integrating time with visual features, utilized for constituting the model.
It is also important to mention the temporal video segmentation methods in the literature. Temporal video segmentation is the problem of temporally splitting the video into coherent scenes. It generally originated from the needs of video segment classification. In order to semantically classify the video scenes as segments, they need to be extracted considering all video information. Temporal video segmentation methods tackle the problem from different points of view. Because we are dealing with visual feature-based segmentation, we analyze and group the methods accordingly. The methods in question include pixel difference-based, histogram comparison-based, edge-oriented, and motion-based methods [11] .
Pixel difference-based methods use pixel intensities or color differences between the frames in order to characterize cuts between video scenes. A threshold-based automatic cut detection method is introduced in [12] . The method uses visual features for representing cut candidates and, according to these features, threshold values are estimated. Despite its simplicity and time efficiency, the most important drawback of the pixel differencebased approach is its sensitivity to motion. The histogram comparison-based method uses color histogram differences between frames. It is especially successful in cases that are independent of motion. The most important drawback of this approach results from the meaning of the histogram itself. Histogram similarity, in many cases, does not mean real similarity in the context. In some studies, including [13] , this problem is tackled by extending the color histogram. The edge-oriented approach uses edge-related metrics, such as the edge change ratio and edge histogram, in video frames. This method deals with edge magnitudes and changes related with frames and their neighbors. In [14] , a histogram-based edge tracking method is proposed for cut detection. Detected edges are followed and the cut property is estimated using changes in edge magnitudes. The drawback of the edge-oriented approach is that it is sensitive to high-speed motion. The motion-based approach uses motion features in video frames. This kind of approach is based on the fact that motion breaks define the cuts. Therefore, it focuses on motion detection and tracking. Methods based on scene change detection are used in [11, 15, 16] . Descriptive examples of motion-based temporal video segmentation approaches can be found in [15, 16] . Camera motion analysis and optical flow estimations are used in these studies for cut detection by using scene changes. The author of [11] proposes novel methods for classifying cuts according to local visual features of video without using any threshold information. In [16, 17] cut detection and action recognition methods based on optical flow features are used. An optical flow-based model using linear prediction is presented in [17] , while [16] proposes a novel method for temporal segmentation of a video into scenes based on motion features including optical flow. The approach is based on the fact that optical flow changes differ at shot boundary points. In [18] , a cut detection method using fuzzy rules is proposed. These rules are applied to the video frames having spatiotemporal features to detect cut boundaries. The most important drawback of these approaches is their computational cost and dependency on the extraction and tracking of motion features.
In our study, we propose a representation that allows us to enrich a pixel-based approach with a novel motion-based one. Optical flow is the motion feature used for describing a motion concept integrating the motion information to a pixel difference-based metric.
Optical flow
Optical flow is commonly defined as the apparent motion of brightness patterns in images in a video domain. An optical flow vector is defined along with a point (pixel) of a video frame. Selection of descriptive points is important in optical flow estimation. This is accomplished by using visual features. The calculation of optical flow vectors of the extracted features can be reduced to the following problem: "Given a set of points in a video frame, find the same points in another frame". Many algorithms according to different approaches have been proposed for optical flow estimation. According to [19] , optical flow estimation algorithms can be grouped according to the theoretical approach used for interpreting optical flow. These are differential techniques, region-based matching, energy-based methods, and phase-based techniques.
Differential techniques utilize some sort of velocity estimation from spatial and temporal derivatives of image intensity [19] . They are based on the theoretical approach proposed by [20] . Well-known methods using differential techniques are found in [20, 21] . Region-based matching is an alternative to differential techniques when differentiation is not suitable due to noise or a small number of frames [19] . In region-based matching, concepts such as velocity and similarity are defined between image regions [22] . Energy-based methods are based on the output energy of filters tuned by velocity [19] [20] [21] [22] [23] . In phase-based techniques, which are different from energy-based methods, velocity is defined as the filter output having phase behavior. Examples of phase-based techniques using spatiotemporal filters can be found in [24, 25] .
Proposed method
In this study, an optical flow-based temporal video information representation is proposed for temporal video segmentation. Optical flow vectors need to be calculated for the selected sequential frames. Detection of features and estimation of optical flow according to these features are the main steps of optical flow estimation.
Optical flow estimation
In our approach, the Shi-Tomasi algorithm proposed in [26] is used for feature detection. The Shi-Tomasi algorithm is based on the Harris corner detector [27] and finds corners as interest points. The algorithm is especially robust for tracking. The Lucas-Kanade algorithm is selected [21] for estimation of the optical flow. The Lucas-Kanade algorithm is especially successful for videos with sufficient information and no noise. It works with the corners obtained from the Shi-Tomasi algorithm in our case. The following function should be minimized for each detected corner point, as seen in differential approaches:
According to our optical flow implementation, video frames are selected according to a frequency of 6 frames/s for 30 fps videos. The implementation is first applied to the "Hollywood Human Actions" data set [28] . Figure  1 shows the optical flow vectors estimated for the detected points in the video frame sequence. Optical flow vectors are calculated for every detected point in all frequently selected frames. The set of optical flow vectors is the temporal information source for our representation. The model below forms the backbone of our representation method. The optical flow vector set with an operator constructs the representation.
S (V ) is the set of optical flow vectors, while Φ is the descriptor operator. The operator defines the relation of the elements of the optical flow vector set of the frames.
Proposed representation
Temporal video segmentation is a direct field of interest in this study as the video scenes need to be extracted from the whole video. Therefore, segments are obtained by detecting the cuts between the scenes and our problem is reduced to a cut detection problem.
Cut detection is a commonly studied field in video information retrieval. Optical flow is an essential motion feature used in cut detection, as well as in temporal segment representation. The key study in terms of our research, [16] , presents a cut detection method using optical flow. Temporal segmentation of a video into scenes is carried out based on motion features. The approach is based on the fact that optical flow changes differ at shot boundary points. The aim is to detect the outliers using optical flow magnitudes.
Optical flow is a key concept and behaves as an operator in the pixel difference calculations in our method. The fundamental idea here is that some sort of change in the optical flow character determines the cuts. More specifically, the hypothesis is constructed as the difference of intensity values between the pixels, mapped with optical flow vectors, changing in the consecutive frames at the cut points. Calculated optical flow vectors are used here as building block features. This was inspired by the idea in [29] , which focused on operating on pixel difference calculations to represent scene changes.
The proposed method partially resides in the group of pixel difference-based approaches. However, as they have the drawback of being sensitive to motion, we solve this problem by strengthening the pixel-based cut detection methods with the motion-based ones. In our method, average motion vectors are calculated according to optical flow vectors. In addition, pixel matching based on these average vectors is carried out between consecutive frames. Pixel matching takes place for each frame transition, which forms the basis of our representation formalism. In this way, a binary cut classification method can be applied on this constructed set. In order to have a more descriptive feature vector, the frames are spatially divided into blocks and the mentioned calculations are carried out for blocks instead of frames. The method is also strengthened by some additional improvements, as explained in Section 5.
Eq. (2), which gives the optical flow-based generic representation, is adapted to cut detection. From this point of view, Φ is the operator that defines the relations between the optical flow vectors S (V ) and gives their meaning for representing cuts. The other parameters used in the model are explained in Table 1 . The first step in our method is to partition the frames into spatial locations. These locations hold visual features. They keep color information along with optical flow vectors when the pixels holding the optical flow vectors are grouped according to the spatial locations. The parameters defined in Table 1 are the basic building blocks for constructing the model.
The above representation, describing the average motion vector concept, calculates the sum of optical flow vectors in a block of the related frame. The sum is averaged by the total number of optical flow vectors in that partition. C is a threshold between 0 and 1 that is used for avoiding noise. It depends on the ratio shown in Eq. (4) . If the ratio produces a result smaller than 1%, C is set to 0. Otherwise, the ratio is scaled between 90% and 100%.
The average motion vector is used in the pixel mapping formulation. A metric is needed for calculating the differences between the blocks of sequential frames. The Euclidean distance between frame blocks is used in our method. Assuming that each block of a video frame includes N pixels, the distance is calculated as follows:
This calculation is based on the Euclidean distance between the intensity values of the mapping blocks of consecutive frames. The mapping block in the latter frame is constructed from the optical flow vectors of the related block in the former frame. The mapped pixel originating from pixel j of the former frame block is represented as px Pm,i+1 j ′ in the above representation. The mapping function for frame blocks is as follows:
Pm,i j is a part of an optical flow vector px
According to the above function and distance formula, distance values are expected to differ in cut points. The feature vector can then be represented by using the D values. First, distance is calculated for each block in the frame and combined for the vector representation. Assuming that the frames are partitioned into M spatial locations, the frame transition can be represented as:
The vector set of the video is shown below, assuming that the video has W frames:
Now the operator Φ in the generic optical flow-based representation model R = [S (V ) , Φ] is defined in Eq.
(9). The model is updated with the intensity values as R = [I, S (V ) , Φ] . T he Φ operator maps pixel intensities
I by the optical flow vector set S (V ) to the feature vector R in Eq. (9):
Classification and experimental results
Temporal video segmentation leverages the vector representation proposed in Section 4. Support vector machines (SVMs) with a Gaussian radial basis function are used for nonlinear binary (cut/noncut) classification.
The Video Segmentation Project in the Carleton University data set [12] is used for evaluation. The set contains 10 different sets of video data. Color videos with motion and actions are selected rather than black/white and static videos such as news. The sets are named E, G, H, and J. The curves in the figures represent the values obtained from the collection of videos in these data sets.
First, the size of spatial partitioning for the frames is estimated. Here the contribution of the average motion vector concept is also shown by making a slight modification to the method. The modification is performed by removing the average motion vector concept from Eq. (6). The results of the experiments for determining the best value for partitioning and showing the effect of the average motion vector are shown in Figure 2 . According to the figure, the optimal partition size is estimated as 3 × 3 regarding the cut detection recall/precision results. It can also be observed that the results of the proposed method (Eq. (2)) are far better than those of the modified one (Eq. (1)). Therefore, the contribution of the average motion vector is obvious. After selecting the partition size, the detailed experimental results of the proposed method with this size are found and compared to the ones obtained from the study in [12] , as shown in Table 2 . As seen in Table 2 , both precision and recall rates are far different from the ones in [12] . According to our analysis of the vectors, the separation could not be implemented under these conditions. In order to make the vector more descriptive, the sliding windows method is used. As the cut frame is a peak point compared to its neighboring frame transitions, neighboring frames should be used in the representation of the cut point. Sliding windows methods are widely used in many areas. Textual information extraction algorithms specifically utilize this approach. The main idea is that extracting the meaning of a word cannot be done only by using its meaning. Its context is also needed. The meaning of a word in a sentence needs to be extracted. While the word itself does not give the desired meaning, chunks, i.e. neighboring words, help extract the desired meaning by using sliding windows. Likewise, in cut frames, neighboring frames contribute to the meaning of the cut frame. The frame representation introduced by Eq. (7) in Section 4 is modified by using a window of size s , as follows:
The size of the new vector and the new frame set are as follows:
The experiments are carried out again with this new improvement of the method.
First, the size of the sliding window is estimated using the frame partition size of 3 × 3 in Figure 3 . According to the figure, the optimal sliding window size is estimated as 4. The detailed results are summarized in Table 3 . Satisfactory results were obtained with these new improvements. In [12] , a feature-based cut detection method with automatic threshold selection is proposed. This comparison shows that our approach based on optical flow representation is more successful in terms of recall and precision in most cases.
We compared our method with other state-of-the-art methods using the same data set. The video with computer animations (J) is excluded to have a common context with the other methods. The study in [14] uses histogram-based edge tracking methods in cut detection, while [18] proposes a fuzzy rule-based approach that tackles the cut detection problem. The authors in [16] introduce a dynamic threshold-based method using optical flow for cut detection. The results of the comparisons are shown in Table 4 . It can be seen that our method produces better results than threshold oriented visual feature-based and edge histogram-based methods [12] [13] [14] , respectively. This results from the fact that the motion effects are better handled by our method. The simple features used by thresholds and edge histograms cannot describe the cut nature as well as our motion-based representation, especially in the videos with motion. Moreover, the results are close to the ones found in [18] . It can be seen that the rules defining the domain knowledge in the fuzzy rule-based method positively affect the precision values. However, rule-based approaches make the methods more domain specific. Lastly, we compare our method with another optical flow-based method, i.e. that of [16] , and generally obtain better results. This proves the success of the average motion vector concept with our descriptive representation formalism against dynamic thresholding with average optical flow vector magnitude. The complexities are similar as both of the methods include optical flow calculations and window-based analyses of optical flow vectors as the dominant cost operations. Our method is computationally more complex than the other methods, with the exception of [16] , because of the optical flow vector calculations. 
Conclusion
An optical flow-based approach is proposed in this study to represent temporal video information. This generic approach is applied to temporal video segmentation. The temporal video segmentation problem is converted to a cut detection problem in our work as the first phase of content-based video information retrieval. First, optical flow vectors are calculated. This representation is then used for cut detection.
In [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] , cut detection methods based on the use of optical flow features are proposed. These are the key studies that influenced our work. The research in [24] presents an optical flow-based model using linear prediction. The authors in [8] propose a novel method for the temporal segmentation of a video into scenes based on motion features, including optical flow. The approach is based on the fact that optical flow changes differ at shot boundary points. From the fact that optical flow changes differ at shot boundary points, an optical flow-based cut detection model is proposed. The average motion vector concept is put forward for video frames. Using this concept and optical flow vectors, consecutive frame differences are modeled. The model is then tested using a SVM-based binary classifier (cut/noncut). The results are compared to reference studies and the contribution of the model is shown. The main feature of our method is the way it solves the temporal video representation problem in a video information retrieval domain. In addition to the successful results, this novel representation formalism also offers a solution for the dimensionality problem for video data. The classification is carried out using low-dimensional but descriptive vectors. The results show that our method surpasses the threshold-oriented visual feature-based and edge histogram-based methods while also competing with rule-based methods. While rule-based methods provide high success rates with explicit domain knowledge, they tend to be more domain-specific.
Future work will involve enhancing the optical flow features with audio and other visual features. We intend to make the method more robust by using these features. We also see that it is important to integrate the method with a scene classifier as temporal video segmentation is more meaningful with a video scene/event classifier. With further improvements, they can both behave as an event recognizer.
