Abstract-Joint source-channel decoding of Variable Length Codes (VLC) for image and video streaming transmission over unreliable links, such as wireless networks, is a subject of increasing interest. This paper proposes an optimum Maximum Likelihood (ML) decoder of VLC sequences which exploits additional inherent redundancy in the source information, namely (i) the correlation between bits inside a VLC codeword as well as (ii) the correlation between VLC codewords of a VLC sequence unit (e.g. corresponding to one image block). Performance results for improving video decoding over AWGN channels are then presented and compared to the prefix-based decoder as well as the recently proposed VLC decoders.
I. INTRODUCTION
Most image and video compression standards [1] make heavy use of variable length codes (VLC) which are known to be very sensitive to errors, specially when the decoding is based on the prefix-properties. This motivated the search for new efficient ways of decoding VLC encoded data. The VLC decoding methods proposed in [2] [3] [4] [5] [6] are based on the projection of the received sequences on the codewords dictionary, which corresponds to exploiting the relationship between bits inside a VLC codeword (e.g. due to the prefix property). However, we have shown in a previous paper [7] that additional redundancy is also available in the bit stream by exploiting the relationship between the successive VLC codewords of the same sequence. As a result, methods based only on the structure of the VLC, may provide a non-meaningful estimated sequence even if each decoded codeword is valid in the codebook. This paper proposes an algorithm able to take both redundancies into account. In [2] [3] [5] [6] , the underlined decoding trellis is based on the nodes taken from the VLC codewords tree. A straightforward modification of these algorithms could hardly take into account the constraints on the whole sequence issued from the source. This paper first proposes a new algorithm (in a list-Viterbi manner) able to take both constraints into account. Then, the gain of the algorithm is shown on real video sequences.
II. SOURCE REDUNDANCY IN VLC SEQUENCE OF IMAGE

BLOCK
This section summarizes results from [7] , in order to provide motivation for this algorithm, as well as notations used for describing the method. In most image and video compression standards [1] , the pixels of each image block are processed by a Discrete Cosine Transform (DCT). The number of DCT coefficients is equal to the number of pixels of the image block. These DCT coefficients are then encoded by a run-length VLC. In the H.263 standard [1] , each VLC codeword corresponds to a triplet (run, level, last): "run" represents the number of zeros till the next nonzero DCT coefficient, "level" represents the value of this non-zero DCT coefficient, and "last" indicates if this DCT coefficient is the last non-zero value of the image block. So, each VLC codeword corresponds to ("run" + 1) DCT coefficients ("run" zero DCT coefficients and one non-zero coefficient). In the H.264 standard [1] , codewords are either the couple (run, level) or the end of block indicator EOB.
Under these assumptions, the following properties are always true: Property 1: the sum over all the number of DCT coefficients corresponding to the VLC codewords of one compressed image block should be less or equal to DCTcoef N (the total number of DCT coefficients of one image block) [1] . So, the "run" values of the VLC codewords of one compressed image block meet the following constraint:
Property 2: only the last codeword of the sequence corresponding to one image block has the field "last" of the triplet (run, level, last) equals to one [1] . In the following, sequences meeting these constraints are denoted as feasible sequences. Our algorithm allows these properties to be used in order to improve the decoding of the bit stream. For H.263, both conditions hold. For H.264, the first condition is still valid, and the equivalent of the second condition is that the last VLC codeword in a block should correspond to the EOB. In [7] , an evaluation of the source redundancy resulting from those properties was evaluated. Two quantities were estimated: the redundancy due to correlation between bits inside a VLC codeword, and, the redundancy due to both types of correlation: between bits of a codeword and between codewords of a sequence. As an example, for a typical value of 60 bits of one compressed image block using H.263, the "number of equivalent redundancy bits" is about 11 bits when both types of correlation are taken into account (i.e. VLC structure and constraints on the whole sequence due to the source semantics). In comparison, it is only about 2 bits when considering only the VLC structure [7] .
III. THE PROPOSED VLC DECODER A. Problem formulation A VLC codeword sequence of N bits corresponding to one unit of data (e.g. a compressed image block) to be decoded is received. N is assumed to be known. The number of VLC codewords and the corresponding VLC codewords are to be estimated. Besides, errors may have occurred during the transmission, so the received N bits may correspond neither to a Variable Length Code (VLC) sequence nor to a meaningful image block. Hence, the aim is to find out the transmitted Variable Length Code (VLC) sequence which maximizes the likelihood of the estimated sequence.
Let Y be the received sequence of N bits, S the set of all feasible sequences of feasible VLC codewords, and X an element of the set S. If the distribution of the source is uniform, the optimum hard-output sequence in the ML sense is defined by: 
OPTIMAL VLC SEQUENCE DECODING EXPLOITING ADDITIONAL VIDEO STREAM PROPERTIES
The set S contains all the feasible sequences of VLC codewords of N bits, meeting all constraints of an image block ("last"&"run" constraints). To get the optimum hardoutput solution, all feasible sequences of the set S have to be considered. The trivial enumeration of the set S cannot be used practically because its complexity increases exponentially with N.
B. Basic idea of the new VLC decoder
The proposed decoding algorithm benefits from all the constraints that can be expressed on the whole sequence. It uses the notion of "survivor sequence" as in the Viterbi algorithm (VA) [7] , and applies it to variable length code decoding. The survivor selection takes into account the conventional Viterbi metric [7] , the VLC structure and the source semantics constraints on the sequence. It is similar to a list-Viterbi [9] and to the VLC decoding method of [4] , but with additional sequence constraints included in the decoding process and a different selection of survivors. However, the straightforward application of VA meets two major difficulties: the variable length structure of the code and the additional sequence constraints. The first difficulty is resolved by the recursive construction of the lists, in which, the candidate sequences are classified by their lengths in bits. Only candidate sequences of same length in bits are considered for the survivor selection. Hence, there are one or more survivors for each possible length in bits. The second difficulty is resolved by the additional steps (2.4, 2.5 and 2.6 of the proposed algorithm described in section III-D) related to the number of DCT coefficients r associated to the candidate sequences (refer to section III-C for the definition of r). Only candidate sequences of same length in bits and same associated value r are considered for the survivor selection. There is one survivor for each possible value of r. Hence, for each possible length in bits, there are several survivors corresponding to different possible values of r. More precision is provided in sections III-C, III-D and IV. This new decoder can deliver optimum hard-output values in the maximum likelihood (ML) sense, with linear complexity with the number of VLC codewords. The complexity and processing costs are similar to those of the other existing methods for decoding VLC sequences, which only make use of a partial redundancy. Another advantage of the method is that the decoded sequence is always a feasible VLC sequence of a valid image block.
C. Notations Sequences of exactly N bits are called complete sequences. Sequences of length strictly smaller than N bits are called incomplete sequences. We note: -C: the VLC codebook.
-N: the length in bits of the received VLC sequence to be decoded, corresponding to one image block. Fig.1 applied on the sequence S are successful.
Is the "last" value of v set to 0?
Is the "last" value of v set to 1?
Is the length equal to N ? 
The algorithm determines the ML VLC sequence of N bits verifying both constraints "run"&"last". For that, a number of lists of sequences k L and F are computed recursively.
1) Initialization
The list 0 L and the list F are initialized as empty lists.
2) Recursion
The recursion is on k which is increased by 1 at each step. At each recursion,
is available, and k L is initialized to an empty list. The list k L containing feasible incomplete VLC sequences of k codewords is to be constructed at the end of the recursion. L is obtained. k L contains all feasible incomplete VLC survivor sequences of k codewords, with a bit length strictly smaller than N, and meeting both VLC structure constraints and source-induced constraints on the whole sequence.
3) Decision step
The recursion is finished when k L is empty with 1 ≥ k .
The proposed recursive algorithm will always stop because all VLC codeword lengths are greater or equal to one bit, so the number of VLC codewords in an N-bit VLC codeword sequence cannot be greater than N.
From the obtained list F, the optimal hard-output sequence is the survivor sequence with the smallest metric [8] among all sequences in the list F.
IV. OPTIMALITY OF THE HARD-OUTPUT DECODER
This section outlines the proof that the algorithm described above provides the optimum ML estimate of the N bits sequence of feasible VLC codewords. The optimality notion here is defined as the maximum likelihood solution of equation (2) when the whole set S is considered.
Viterbi algorithm and the VLC decoding methods previously proposed in [7] [8] [9] [10] [11] are based on the dynamic programming principle: if the optimal last codeword of the incomplete sequence S to be decoded is constraint is used, this dynamic programming principle guarantees the optimality of the proposed algorithm. However, in the proposed algorithm described in section III-D, by adding the "run" constraint, this dynamic programming principle does not hold anymore: if the optimal choice for the sequence S to be decoded is The proposed algorithm would be much simpler otherwise. The basic idea is to consider only candidate sequences of same length in bits and same associated value r for the survivor selection. These additional steps force the storage of the sequences that would have been erroneously discarded, in the list k L , in order to be sure that they will be considered during the next iteration. Hence, the proposed algorithm in section III-D is optimum for both "last" and "run" constraints.
V. SIMULATION RESULTS
Fig. 2:
Comparison between the prefix-based, the only-VLC-structureprojection-based and the optimum proposed decoding methods
In Fig.2 , the proposed optimum decoder using the VLC structure projection and intrinsic image properties has been evaluated and compared with the conventional prefix-based VLC decoder, and the existing decoder using only the projection on the VLC structure [2] [3] [4] [5] [6] which is more significant in terms of application, since a single bit in error can result in a loss of the whole image block. Our intent here is only to show how, by using constraints due to the source, the improvement at the decoder translates to a lower number of image blocks in errors. A very simple BPSK modulation transmission chain over Gaussian channel has been simulated. A set of image blocks from three classical video sequences ("Motherdaughter", "Foreman", "Irene") is used for simulation. The video encoder under consideration is H.263. This set of image blocks are transmitted over the Gaussian (AGWN) channel, and then decoded with the algorithms to be compared. The input of the VLC sequence decoder are soft values. Only source encoder and decoder are used in the simulation chain. No channel coding is used. The conventional prefix-based VLC decoder is only a source decoder: it can not correct the transmission errors in the bit stream. The new VLC decoder is also a source decoder, but it has in addition a channel decoding behavior: it can correct some of the transmission errors in the bit stream. Another advantage of this new decoder is that it always provides a feasible VLC sequence corresponding to a valid image block. Fig. 2 depicts the image block error rate as a function of the SNR of the channel. A gain of 0.5 to 2 dB in terms of IBER is obtained compared to the prefix decoding. Our algorithm outperforms both the prefix based decoder and the VLC-based decoder on the whole range of SNR. The complexity of this algorithm can be experimentally evaluated by storing the number of sequences in each list k L . Our simulation shows that each list k L contains on average 20 sequences. Video sequences will be played at the conference, demonstrating that the proposed algorithm increases the SNR range in which video sequences can be reliably streamed.
VI. CONCLUSION This paper proposes a new decoding process for VLC sequences which exploits both the VLC structure and the intrinsic structure of feasible VLC sequences of image blocks. This method improves significantly the source decoding performance by diminishing the number of erroneously decoded image blocks. Further work is currently being undertaken to evaluate this scheme in real situation and by incorporating channel coders.
