We derive the Thermodynamic Bethe Ansatz (TBA) equations for the Schrödinger equation with an arbitrary polynomial potential and a regular singular (simple and double pole) term. The TBA equations provide a non-trivial generalization of the ODE/IM correspondence and also give a solution for the Riemann-Hilbert problem in the exact WKB method. We study the TBA equations in detail for the linear and the harmonic oscillator potentials together with inverse and centrifugal terms. As an application, we also compute numerically the Voros spectrum for these potentials using the Bohr-Sommerfeld quantization condition.
Introduction
The exact WKB method for stationary one-dimensional Schrödinger equation has been studied extensively for many years [1] [2] [3] [4] [5] [6] . The exact WKB periods (or the quantum periods) are asymptotic series in the Planck constant and therefore must be treated by Borel and lateral Laplace transformations. Resurgence helps us to understand the relation between perturbative and non-perturbative effects to the periods. In particular, their classical limit and discontinuity structure (the Stokes phenomena) determine the quantum periods completely. This analytic bootstrap program (or the Riemann-Hilbert problem) has been worked out for cubic and quartic potentials [3] .
The Stokes phenomena for the solutions of the Schrödinger equation in the complex plane leads to the functional relations among the Wronskians of the solutions. Incorporating the basis of solutions around the origin, these functional relations are identified with the functional equations of the quantum integrable models such as T-Q relations, Tsystem and Y-system. This phenomena is known as the ODE/IM correspondence [7] [8] [9] [10] , which has been generalized to higher-order differential equations [11] [12] [13] [14] [15] [16] [17] [18] . This relation has been studied mainly in the case of monic potential and the spectral problem has been solved by the NonLinear Integral Equations 1 .
Similar Riemann-Hilbert problems also appear in the study of the BPS spectrum in N = 2 supersymmetric gauge theories and the minimal surface in AdS background [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] .
Inspired by these works, the discontinuity formula for a general polynomial potential has been reformulated in the form of the thermodynamic Bethe ansatz (TBA) equations [39] , where exponential of the quantum periods over specific one-cycles are identified as the Y-functions and the Planck constant plays a role of the spectral parameter. From the wall-crossing of the TBA equations, one can study the quantum periods for a polynomial potential with generic complex coefficients. The TBA equations together with the exact quantization condition provide an efficient numerical method to solve the spectral problem of quantum mechanics.
An interesting generalization is to add inverse and centrifugal terms to the potential.
For a monomial potential with a centrifugal term, the ODE/IM correspondence has been 2 Y-system from the Schrödinger-type equation
We consider the second order ODE of the Schrödinger type with a polynomial potential incorporated with a simple and a double pole terms:
where z is a complex variable, r a non-negative integer, l a real parameter, and b a , a = 1, · · · , r + 2, complex parameters. This ODE possesses an irregular singularity at infinity and a regular singularity (simple and double pole) at origin. The double pole leads to a non-trivial monodromy around the origin, which is the main difference compared with the setup in [39] .
We first consider the behavior of the solution around z = ∞. One finds the fastest decaying solution of (1) at infinity along the positive real axis behaves as [44] 
where n r are defined by
B m is defined by the following expansion:
b a z −a + l(l + 1) z r+3
The equation (1) is invariant under the Symanzik rotation (z, b a , l) → (ωz, ω a b a , l):
b a z r+1−a + l(l + 1) z 2 ψ(ωz, ω a b a , l) = 0 (5) with ω = e 2πi r+3 . By using the Symanzik rotation, we can construct a new solution y k (k ∈ Z) from y: y k (z, b a , l) = ω k 2 y(ω −k z, ω −ak b a , l).
Since l does not change under the Symanzik rotation, we will omit the argument l in the solution. The solution y k is subdominant in the sector S k , which is defined by S k = z ∈ C : arg(z) − 2kπ r + 3 < π r + 3 .
But y k±1 is a dominant solution in the sector S k . Then we can choose {y k , y k+1 } as a basis of the solutions of (1) . We define the Wronskian of y k 1 and y k 2 by
where we have introduced the j-shift of the phase in the arguments of a function by
for an integer j. In our normalization (2), the Wronskian of y k and y k+1 is evaluated as
When we choose {y 0 , y 1 } as the basis, y k is expanded as
Monodromy around origin
Next, we consider the monodromy of the solutions around the origin. Note that the sectors S k provide a multi-cover for the complex plane, where consecutive r + 3 sectors cover the single complex plane. Since y j+r+3 (z) and y j (ze −2πi ) are the decaying solutions at infinity in the same sector, y j+r+3 (z) ∝ y j (ze −2πi ). From the definition (6), we find
By acting the Symanzik rotation on both sides, one finds
Since y r+3 and y r+4 are expanded in the basis {y 0 , y 1 }, y 0 (e −2πi z) and y 1 (e −2πi z) are also expanded in the same basis. Let us introduce the monodromy matrix Ω(b a , l) by
Then the relations (12) and (13) imply
From (11), one finds the monodromy matrix Ω(b a , l) can be expressed in terms of the Wronskians:
whose trace is evaluated as
From the power series solutions of the Schrödinger-type equation (1) around the origin, we can evaluate the trace of monodromy matrix. In the small z region, there are power series solutions of the form
{ψ + , ψ − } forms a basis of the solutions around z = 0. The monodromy matrix M(b a , l)
for the basis (ψ + , ψ − ) is defined by
which is diagonalized in this basis. Their Wronskian of ψ + and ψ − is evaluated as
In terms of the new basis {ψ + , ψ − }, y 0 and y 1 can be expanded as
The matrix Q(b a ) defines the Q-functions of certain integrable models. The functional relations satisfied by Q(b a ) can be found in the appendix A. The monodromy matrix
as
Then the trace of the monodormy matrix is given by
which depends only on l.
Truncated Y-system
From the Q-functions Q(b a ), we can derive the Baxter's T-Q relations and the Bethe ansatz equations, which are explained in Appendix A. In this subsection, we focus on the Y-system. Following the construction in [39] , we introduce the Y-functions
These can be written as
Note that Y 0 (b a ) = 0 by definition. By using the Plücker relation for the 2 × 2 matrices:
we find the Y-functions (25) satisfy the relations
This defines the A-type Y-system. Let us consider the Y-function Y r+2 . From the definition (25), (r + 2)-shift of Y r+2 is given by
By using the trace formula of monodromy matrix (17), we find
Substituting this into (28), we get
where we have introduced a new Y-functionŶ(b a ) bŷ
and used W −1,0 = W r+2,r+3 . The functional relation for Y r+1 thus becomes
Moreover, by using the Plücker relation we find the relation forŶ. In summary, we obtain a closed Y-system
where we used the trace of monodromy (23) . Note that this is a D r+3 type Y-system. To derive the TBA equations from this Y-system, one needs to consider the functions with different values of b a at the same time, which is very complicated in general. To solve this problem, we will follow the procedure in [39] where we introduce the spectral parameter ζ in the ODE (1).
New Y-system
Let us introduce the spectral parameter ζ, and rescale the variables in (1) as
r+3 b a , a = 1, 2, · · · , r + 2.
In terms of the new variables, the equation (1) can be written in the form of the Schrödinger equation:
where the spectral parameter ζ plays the role of and the potential is given by
where the second term ζ 2 Q 2 (x) represents the centrifugal potential. We can then regard the solution y(z, b a ) as the function of ζ, x and u a :
The action of the Symanzik rotation (z, b a , l) → (ω −k z, ω −ka b a , l) can be expressed by the shift of the phase of ζ:
The solutions y k (z, b a ) thus can be obtained fromŷ(x, u a , ζ) by usinĝ
We also introduce the Wronskian ofŷ j bŷ
This is normalized such that it agrees with W k 1 ,k 2 (b a ). Using the Wronskians, we redefine
as the functions of ζ and u a , which are denoted as Y s (ζ, u a ) andŶ (ζ, u a ), respectively. Explicitly they are defined by
Now the Y-system (33) can be written as
where Y 0 (ζ, u a ) = 0. Since in this Y-system the Y-functions depend on the same u a 's, we will omit the argument u a in the Y-functions. The Y-system (27) and (43) are essentially the same system, but interpretations of the spectral parameter are different. The Y-system (43) also appears in the study of the integrable structure in the minimal model [45] , in the massive ODE/IM correspondence for the modified sinh-Gordon equation [19] and in the study of the minimal surface in AdS 3 corresponding to the form factor [34] . 2
TBA system
From the analytical properties and asymptotic behaviors of the Y-functions, one can derive a set of non-linear integral equations satisfied by the Y-functions, which is called the Thermodynamic Bethe Ansatz (TBA) equations [46, 47] . Our TBA system turns out to be a massless version of these TBA equations. Similar massive TBA equations can be obtained from the Hitchin system in the study of AdS 3 minimal surface and form factors [31, 34] .
TBA equations
To derive the TBA equations from the Y-system (43), we first need to investigate the small ζ behavior of the Y-functions. The WKB expansion ofŷ k (x, u a , ζ) is given bŷ
where
We find that P 0 (x) = Q 0 (x) and P n (x) (n ≥ 1) can be determined recursively. In the exponential of (44), δ k = ±(−1) k denotes the sign factor, where ± depends on the plus (minus) sheet of the Riemann surface (the WKB curve) defined by
We evaluate the WronskianŴ k 1 ,k 2 (ζ) by using the WKB solution (44) . By choosing the initial points of the solution, we can express the Y-function (42) by using a contour integral over a certain 1-cycle on the curve (46) . We find that the Y-functions at small ζ behave as x is shown on the left. The crosses indicate the turning points satisfying
The red dot is the simple pole x = 0. The dotted line is the branch cut on the Riemann surface. On the right, we show the corresponding potential and the cycles, where γ 1 and γ are the classically allowed cycle and classically forbidden cycle respectively.
Note that the above approximation is valid in the sector |arg(ζ)| < π. The classical periods m s are functions of moduli parameters (u 1 , · · · , u r+2 ). There are r + 2 independent period integrals for m s for generic u a 's. γ s andγ are the one-cycles on the Riemann surface (46), which possess r + 2 turning points and one simple pole. We will consider the case such that all the masses m s are positive and real.
We choose one-cycles γ s andγ on the curve (46) as follows. We show examples of the contours for the r = 0 and r = 1 case in Fig. 1 and Fig. 2 . For r = 0, the crossed points indicate the roots of x 2 + u 1 x + u 2 , which are assumed to be real and positive. The cycle γ 1 encircle the cut between these turning points. While the cycleγ encircles the simple pole x = 0 and one of the root. For r = 1 the contours are given as in the r = 0 case.
We then introduce the functions
The Y-system then leads to are shown on the left. The crosses indicate the turning points satisfying
The red dot is the simple pole x = 0. The dotted line is the branch cut on the Riemann surface. On the right, we show the corresponding potential and the cycles, γ 1 andγ are the classically allowed cycles, and γ 2 classically forbidden cycle.
Here we set ζ = e −θ and introduce the kernel
Convoluting (49) with the kernel K(θ − θ) on the real axis, the l.h.s picks a pole at θ = θ.
One derives the TBA equations
,
This TBA system corresponds to the D r+3 -type Dynkin diagram Fig.3 .
The TBA system (51) can be regarded as the "conformal limit" of the TBA system considered in [34] but with a specific monodromy. Note that in the above derivation, we have assumed that all the masses m s andm to be positive and real. We will explain the TBA equations with complex masses at the end of this section. 
Large θ behavior of Y-function
At large θ, the TBA equations (51) lead to the expansion of Y-functions:
By solving the TBA equations (51) numerically, one obtains m (n) s (s = 1, · · · , r + 1) and m (n) . In this way, we can extract the perturbative series of Y-function from the TBA equations. In the next section, we will compare the expansion of Y-functions with the expansion of the WKB periods.
Effective central charge and "massless" TBA
We can also take the UV limit θ → −∞. As θ → −∞, the Y-function approaches to a
.
The "effective central charge" associated to our TBA system is defined by
In the UV limit, it can be evaluated as
and Li 2 (x) is the dilogarithm function. From the dilogarithm identities [48] we find the effective central charge is
It is interesting to consider the limit u r+1 → 0 of the TBA equations, where the particle corresponding toŶ becomes massless, i.e.m = 0. We may label this TBA equations by using the Dynkin diagram in Fig.4 . In this case, the constant solution ofŶ Figure 4 : The Dynkin diagram for D r+3 -type TBA system with masslessŶ .
will also contribute to the UV limit of the effective central charge of the integrable model.
Subtracting this contribution, we thus obtain the effective central charge
Taking the limit l → 0, we obtain
which coincides with the one obtained in [39] . When r = 0 and l = 0, the Schrödinger equation (1) recovers the one studied in [8, 9] and [10] for the potential z + l(l+1) z 2 . In this case the potential is
which reproduces the effective central charge (D.60) in [10] with M = 1/2. We note that when the TBA system has extra discrete symmetry at some points in the moduli space, the central charge must be divided by the discrete symmetry.
TBA equations for complex mass in minimal chamber
The derivation we presented in section 3.1 is valid for the case with positive and real masses. We now extend the TBA equations (51) to complex masses by following the procedure in [31] . Let us denote the masses by
We then shift the argument of the Y-function, such that the masses of the shifted Yfunctions Y s (θ − iφ 1 ) andŶ (θ − iφ) are positive and real. Therefore we obtain the TBA equations:
Note that poles appear in the kernel of these TBA equations when the phases satisfy the conditions:
Hence the TBA equations (63) are valid in the region
This region is called the "minimal chamber" in the moduli space, whose boundary defines the marginal stability wall [27, 28] . In Fig. 5 , we plot the curve of marginal stability for the case Q 0 (x) = x 2 −x+u 2
x , in the complex u 2 plane. The region inside of the wall is the "minimal chamber" for r = 0 case. As φ s − φ s±1 or φ r+1 −φ take the values ± π 2 , ± 3π 2 , we should modify the form of the TBA equations to include the contribution of the poles (64) in the kernel, where we need to consider the wall-crossing of the TBA equations. More details on the wall crossing will be presented in the appendix B.
TBA equations and WKB periods
In the previous work [39] , we checked numerically that the WKB periods agree with the the large θ-expansion of the logarithm of the Y-function for polynomial potential. In this subsection we confirm this relation for the potential with a regular singularity. The WKB periods Π γ (ζ) for the Schrödinger equation (35) are defined by the period integral of P (x, ζ), which are formal even power series of ζ:
The classical periods Π
γs and Π
γ are determined m s andm respectively using the formulas (47) . The ζ 2 correction Π (1) γ and the ζ 4 correction Π (2) γ of the WKB period are given by
and
respectively [49] . These higher-order corrections to the WKB periods can be obtained by acting the differential operator on the classical periods. In the present case, following [49] [50] [51] , we find the formulas
where [a] k ≡ a(a − 1) · · · (a − k + 1) and u 0 = 1.
TBA equations and the discontinuity formula
Since the WKB series (66) is an asymptotic expansion in ζ, we define the Borel summation
and the Borel resummation along the direction ϕ
In partiular s(Π γ )( ) := s ϕ=0 (Π γ )( ) for > 0 is the usual Borel resummation. Here we use the standard notation: := ζ. When the resummed period s(Π γ )( ) converges for small , the WKB period Π γ is said to be Borel summable. When singularities forΠ γ (ξ)
exist along a direction ϕ in the ξ-plane, there arises a discontinuity for s ϕ (Π γ )( ), which is defined by
The Delabaere-Pham formula states that the period corresponding to the classically allowed region is not Borel summable along the ϕ = 0 direction, while the period for the classically forbidden region being Borel summable [6] . For the WKB period connecting the simple turning points, the discontinuity formula for classically allowed period is given by [6, 43] i disc ϕ=0 (Π γ,allowed )( ) = log
where γ k is the classically forbidden period, γ k , γ is the intersection of the cycles. When the WKB lines connect a turning point and a simple pole, the discontinuity formula has been obtained in [43] . For example, let us consider the period γ intersecting withγ, such as the γ 1 in Fig.1 . When this period is classically allowed, the discontinuity formula reads [43] :
i disc ϕ=0 (Π γ ,allowed )( ) = log
Moreover, when we rotate → ±i for real , classically allowed and classically forbidden periods are interchanged, which leads to similar discontinuity formulas for other periods.
Let us go back to our case, where Π γ 2i+1 and Π γ 2i are classically allowed and classically forbidden respectively. Πγ is classical allowed for odd r, and classically forbidden for even r. We then introduce the functions:
with = e θ . In these functions the discontinuity formula take the unified form:
These discontinuity formulas together with the large θ asymptotic behavior of WKB periods, i.e. − log Y s (θ) = m s e θ + O(e −θ ), s = 1, · · · , r + 1,
provides the data for the Riemann-Hilbert problem. The solution to this Riemann-Hilbert problem is given by the TBA equations (51), from which we could identify Y = Y . From the relation (76) and comparing the expansion (52) and (66), we find
In the following of this section, we will test our TBA equations by comparing m (a) a and m (n) with the higher-order correction of WKB periods. More precisely, we will focus on the cases with r = 0 and r = 1.
r = 0 case
Let us consider the case with r = 0, where the Schrödinger equation (35) becomes
Let e i (i = 1, 2) be the turning points of the potential Q 0 (x), i.e. zeros of
which are assumed to be positive real and ordered as
x = 0 is the pole of the potential. In this case, there are two independent WKB cycles: γ 1 is the cycle connecting e 1 and e 2 ,γ is the cycle connecting 0 and e 1 (Fig.1) .
The classical WKB period Π (0) can be evaluated explicitly by using the hypergeometric function
Here F (a, b; c; z) is the hypergeometric function whose integral representation is given by 3
The corrections to the classical WKB periods Π On the other hand, we substitute the masses m 1 andm given by (47) into the TBA equations, which are given by
Solving the TBA equations numerically, we evaluate the coefficients (53) of the large θ expansions of the Y-functions.
In Table 1 , we compare m (n) 1 andm (n) (n = 1, 2) to the quantum periods Π (n) γ 1 and Π (n) with fixed u 1 , u 2 and l. As we see in this Table, the two calculations agree to the relation (79) in high numeric precision. In the case where −1 ≤ l ≤ 0, i.e. the basis of the solutions x −l + · · · and x −l−1 + · · · are regular at x = 0, we have tested our TBA equations with high numerical precision. 
Effective central charge and PNP relation
The formula for the effective central charge (56) can be rewritten in terms of the masses and their next order correction (53):
This leads to the relations for the quantum periods
which is known as the PNP relations or a quantum version of the Matone relations [53] [54] [55] [56] [57] [58] [59] [60] .
We consider (87) in the limit u 1 → 0, where the inverse potential term vanishes. In this case, one of the turning points goes to zero. Then the classical period Π (0) γ will vanish. However, the 2 -order correction Π (1) γ 1 becomes diverge in this limit due to the second term in (69) . The l.h.s of (87) remains finite in this limit. We have numerically tested our TBA equations with vanishingm against the next order correction ofŶ . We thus found a precise match numerically. Moreover, from the numerical solution, the effective central charge (60) is evaluate as
which reduces to the one in Appendix D.2 of [10] .
Voros spectrum in Bohr-Sommerfeld approximation
Let us now compute the spectrum of Schrödinger equation by using the TBA equations.
The discontinuity formula has shown that the classically allowed period Π γ 1 is not Borel summable and need to be resummed for positive and real . In the context of TBA, the Borel non-summability of Π γ 1 means that we will hit a pole after shifting θ → θ + πi 2 in log Y 1 (θ). In this paper, we resumme the period by taking the average of two lateral resummations above and below the singular point, namely "median" resummation denoted by s med (Π γ 1 ). In the TBA equations, this resummation can be written as
where = e −θ and P is the principal value of the singular integral computed by
The exact quantization condition for this problem is not known so far. Here, we consider the Bohr-Sommerfeld (BS) quantization condition:
In Fig.6 , we plot the median resummation of WKB period Π γ 1 for u 1 = −3, u 2 = 1 and Figure 6 : The profile of the median resummation of the WKB period s med (Π γ 1 ) as a function of θ for u 1 = −3, u 2 = 1 and l = −2/5. The horizontal dash lines are π, 3π and 5π. We used a discretization with 2 12 points and the cutoff L = 50. l = −2/5, obtaining from the TBA equations. The horizontal dash lines are π, 3π and 5π.
The intersect points provide the first three values of Voros spectrum, i.e. the spectrum of e −θ = with fixed moduli. In 
r = 1 case
We next consider r = 1 case, where the ODE (35) becomes
Let us choose the parameters u 1 , u 2 and u 3 such that the zeros e i (i = 1, 2, 3) of x 3 + u 1 x 2 + u 2 x + u 3 are positive real and ordered as
In this case, there are three independent WKB cycles. γ 1 is the cycle connecting e 2 and e 3 . γ 2 is the cycle connecting e 1 and e 2 .γ is the cycle connecting the pole 0 and e 1 (Fig.2) .
In this case, all the associated classical WKB periods are positive and real.
Let us now compare the higher-order correction of WKB periods. The u 3 -derivative of the classical period Π (0) γ can be expressed in terms of the hypergeometric function:
From these equations and (69), (70), we can evaluate explicitly Π (1) γ and Π
γ . On the other hand, the TBA system is given by
where m 1 , m 2 andm are real and positive. In Table 3 , we compare m γ 2 with some fixed values of u 1 , u 2 , u 3 and l. We find that the two calculations numerically agree with each other and the relation (79) is confirmed. Moreover, eq. (53) predicts that m (n) 1 =m (n) for all n > 0, which is also confirmed for n = 1, 2 by numerical calculations. This implies the quantum periods must satisfy Π (n)
γ for n > 0, which is obvious for n = 1, 2 because of ∂ u 3 Π (0)
γ . We have tested our TBA equations with higher numeric precision, when −1 ≤ l ≤ 0, i.e. the basis x −l and x −l−1 at x → 0 are regular. Table 3 : The higher-order corrections of the WKB periods for r = 1 case with u 1 = −13/2, u 2 = 10, u 3 = −4 and l = −1/10. The numerical calculation of the TBA equations is performed by Fourier discretization with 2 12 points of the region (−L, L) with the cutoff L = 25.
Effective central charge and PNP relation
For r = 1, the effective central charge (56) can be rewritten as
In particular, when m 1 =m (Π (0)
, this leads to the PNP relation:
We then consider the case in which u 3 = 0, where one of the turning points approaches to zero. The classical period ofŶ will vanish. The numerical solution of effective central charge (60) is evaluate as
Note that taking the limit l → 0, we obtain the effective central charge c eff → 1 2 , which coincides with the r = 1 limit of the effective central charge obtained in [39] .
Voros spectrum in Bohr-Sommerfeld approximation
For r = 1, the period Π γ 1 is non-Borel summable. In the TBA equations, the median resummation of the period is done by
In Table 4 , we calculate the Voros spectrum e −θ from the TBA equations by using the BS quantization condition and compared them with those of the WKB approximation.
The numerical results are similar to the r = 0 results. The effective central charge also leads to non-trivial constraints on the classical WKB periods and the first-order correction of the WKB periods, which constrains are related to the PNP relations. As an application, we compute numerically the Voros spectrum using the Bohr-Sommerfeld quantization condition.
There are many open questions. In the present paper, we have assumed all the turning points take different values. It is interesting to consider the Schrödinger equations with degenerate potential such as (x m − u) K , from which one may derive the Hybrid NLIEs in [61] [62] [63] [64] . It is also interesting to consider the Schrödinger equation with so-called the monster potential, which corresponds to the excited states of the quantum integral model [65] [66] [67] [68] . So far, we have worked out the Schrödinger equation with only one irregular singular point. It is very interesting and important to consider two irregular singular points in the potential, which helps us to study the N = 2 four-dimensional SU (N )
super Yang-Mills theory [69] [70] [71] [72] [73] [74] [75] and the non-planar scattering amplitude in N = 4 super Yang-Mills theory from the AdS side [76] . The other interesting direction is to study the higher-order ODEs with polynomial potentials and poles, which are related to the quantum Seiberg-Witten curve of Argyres-Douglas theories in [51, 77] .
There are many ODEs are essentially equivalent after the coordinate transformation or parameter redefinitions. One may derive different type TBA equations from these equivalent ODEs. In the appendix C, we have seen these different type TBA equations are essentially equivalent, through a simple but nontrivial example. It is very important to find the general transform rule of the TBA equations under the coordinate transform, which helps us to derive the TBA equations for the ODE with more general potential.
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A T-Q relation and Bethe ansatz equation
In this appendix, we derive the T-Q relation from the second order differential equation (1) . Let y k (k ∈ Z) be a set of solutions obtained by Symanzik rotation. Since (y 0 , y 1 ) form a basis of the solutions, y k can be expanded as
In particular, y −1 is expanded as
By using the basis (ψ + , ψ − ) around z = 0 defined in (18) , one can expand y 0 in this basis
where Q + and Q − are the Q-functions. Taking the Wronskian with y 0 and ψ ± , we find
By the Symanzik rotation, y 1 is expressed as
From (104) and (106), we obtain
From the Symanizk rotation, we also find
Let us take the Wronskian of y −1 in (103) with ψ ± (b a ). The result is
Using (105) and (108), we obtain the T-Q relation
where W −1,1 W 0,1 is regarded as the T-function. If we set the zeros of Q a as b a,k (k ∈ Z):
In our normalization (10), we obtain the Bethe ansatz equation of the form:
B Wall crossing of TBA equations
In section 4, we note that the TBA equations (63) are valid in the minimal chamber (65) in the moduli space. In this appendix, we explain how to analytically continue the TBA equations (63) to outside of the minimal chamber [31, 37, 38] . Here we consider two particular cases: 1) π 2 < φ 2 − φ 1 < π while all other difference of phases φ are in between −π/2 and π/2, 2) π 2 < φ r+1 −φ < π while all other difference of phases φ are in between −π/2 and π/2. Any other examples of the wall crossing can be treated similarly.
When the differences of the phases φ 2 −φ 1 crosses the value of π 2 while all other differences of the phases φ s 's andφ are in between −π/2 and π/2, we need to modify the integration contour in the TBA equations which results in including the contribution of the pole in the kernel. The TBA system is then modified as
while other TBA equations in (63) are unchanged. However, the arguments of the Yfunctions in the second terms of right hand side are different the ones on the left hand side. To obtain a closed TBA system, we need to add the Y-functions with the argument being shifted. The additional TBA equations are
The TBA equations (114) and (115) together with the TBA equations with a = 3, · · · , r+1 in (63) provide a closed TBA system.
One may absorb the extra terms log 1 + Y 1,2 (θ − φ 2,1 ± π 2 ) on the right hand side of (114) to left hand side, and denote them as new Y-functions. As a result, we will obtain a closed TBA system with r + 3 Y-functions. This type of wall-crossing of the TBA equations is similar to that of [31, 39] .
B.2 Case 2: φ r+1 −φ crosses π/2
When the phase φ 1 −φ crosses the value of π/2, while all other differences of phases are in (− π 2 , π 2 ), we need to modify the TBA equations to
Note that Y r+1 (θ − iφ − iπ 2 ) andŶ (θ − iφ r+1 + iπ 2 ) do not appear on the left hand side. To obtain a closed TBA system, we evaluate the TBA equations at θ + iφ r+1 − iφ − iπ and θ + iφ − iφ r+1 + iπ 2 , and obtain
These two equations together with (116) and the TBA equations with s = 1, · · · , r in (63) form a closed TBA system.
C Duality between ODEs
In this appendix, we discuss the relations among the present ODE and other types of ODEs under a change of variable x →x. This relation provides a further consistency check of the correspondence between the ODEs and the TBA systems. The Schrödinger type equation (35) is related with the Schrödinger type equation studied in [39] by coordinate transformation x →x. Then it is natural to ask how the TBA equations (51) are related with the TBA equations found in [39] . More general, one may consider the transformation from the ODE in x (ODE x ) to the ODE inx ( ODEx), and ask how their TBA equations transform in this procedure. This may help us to find the TBA equations for the ODE with more general potential. In this appendix, we start with certain Schrödinger-type equation with polynomial potential studied in [39] and their TBA equations in the minimal chamber. We then impose the coordinate transformation to get the Schrödinger type equation (35) . By comparing their TBA equations, we show how they are related to each other.
Let us begin with the Schrödinger equation with potential of even power polynomial in x, which has been studied in [39] − ζ 2 d 2 dx 2 + x 2n + u 1 x 2(n−1) + u 2 x 2(n−2) + · · · + u n ψ = 0 (118) with a positive integer n > 1. We assume that all the turning points are real and ordered as − a 1 < −a 2 · · · < −a n < a n < · · · < a 2 < a 1 .
In this case we obtain the A 
The masses are given by
a 2k+1
x 2n + u 1 x 2(n−1) + · · · + u n dx, m 2k = 2 a 2k+1 a 2k
x 2n + u 1 x 2(n−1) + · · · + u n dx,
where 1 ≤ 2k, 2k + 1 ≤ n.
Setting x 2 =x, the Schrödinger equation (118) becomes − ζ 2 d 2 dx 2 + 1 4x n−1 + u 1 4x n−2 + u 2 4x n−3 + · · · + u n 4x − ζ 2 3 16x 2 ψ (x) = 0,
whereψ(x) = e − 1 2 1 2x dx ψ(x). Note that this Schrödinger equation has the form of (35) but with l = − 1 4 or − 3 4 . The turning points are a 2 n < · · · < a 2 2 < a 2 1 .
The TBA equations are an 0
x 2n + u 1 x 2(n−1) + u 2 x 2(n−2) + · · · + u n n : odd 2 an 0
x 2n + u 1 x 2(n−1) + u 2 x 2(n−2) + · · · + u n n : even .
After simple calculations, we find m a = m a ,m = 1 2 m n for a = 1, · · · , n − 1.
Comparing with the TBA equations (120) and (124), we find
Therefore, the two sets of TBA equation derived from (118) and (122) respectively are related with each other by redefinition.
