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BEHAVIORS OF MULTIVARIABLE FINITE EULER PRODUCTS IN
PROBABILISTIC VIEW
TAKAHIRO AOYAMA & TAKASHI NAKAMURA
Abstract. Finite Euler product is known to be one of the classical zeta functions in
number theory. In [1], [2] and [3], we have introduced some multivariable zeta functions
and studied their definable probability distributions on Rd. They include functions which
generate infinitely divisible, not infinitely divisible characteristic functions and not even
to be characteristic functions. In this paper, we treat some multivariable finite Euler
products and show how they behave in view of such properties.
1. Introduction
Infinitely divisible distributions are known as one of the most important class of distri-
butions in probability theory. They are the marginal distributions of stochastic processes
having independent and stationary increments such as Brownian motion and Poisson pro-
cesses. In 1930’s, such stochastic processes were well-studied by P. Le´vy and now we
usually call them Le´vy processes. We can find the detail of Le´vy processes in [10].
In this section, we mention some known properties of infinitely divisible distributions.
Definition 1.1 (Infinitely divisible distribution). A probability measure µ on Rd is infin-
itely divisible if, for any positive integer n, there is a probability measure µn on R
d such
that
µ = µn∗n ,
where µn∗n is the n-fold convolution of µn.
It should be noted that Normal, degenerate, Poisson and compound Poisson distribu-
tions are infinitely divisible.
Denote by ID(Rd) the class of all infinitely divisible distributions on Rd. Let µ̂(t) :=∫
Rd
ei〈t,x〉µ(dx), t ∈ Rd, be the characteristic function of a distribution µ, where 〈·, ·〉 is
the inner product.
The following is well-known.
Proposition 1.2 (Le´vy–Khintchine representation (see, e.g. [10])). (i) If µ ∈ ID(Rd),
then
µ̂(t) = exp
[
−
1
2
〈t, At〉+ i〈γ, t〉+
∫
Rd
(
ei〈t,x〉 − 1−
i〈t, x〉
1 + |x|2
)
ν(dx)
]
, t ∈ Rd, (1.1)
2010 Mathematics Subject Classification. Primary 60E07, Secondary 11M41.
Key words and phrases. characteristic function, finite Euler product, infinite divisibility.
1
2 T. AOYAMA AND T. NAKAMURA
where A is a symmetric nonnegative-definite d×d matrix, ν is a measure on Rd satisfying
ν({0}) = 0 and
∫
Rd
(|x|2 ∧ 1)ν(dx) <∞, (1.2)
and γ ∈ Rd.
(ii) The representation of µ̂ in (i) by A, ν, and γ is unique.
(iii) Conversely, if A is a symmetric nonnegative-definite d× d matrix, ν is a measure
satisfying (1.2), and γ ∈ Rd, then there exists an infinitely divisible distribution µ whose
characteristic function is given by (1.1).
The measure ν and (A, ν, γ) are called the Le´vy measure and the Le´vy–Khintchine
triplet of µ ∈ I(Rd), respectively.
The study of infinite divisibility has been a major subject in probability theory and
also gives us many applications in the study of stochastic differential equations as well.
Stationary distributions of a generalized Ornstein–Uhlenbeck process associated with a
certain bivariate Le´vy process is studied by Lindner and Sato [6]. Afterwards, they
extended them by defining a sequence of bivariate Le´vy processes given above in [7].
(Detail of their definitions, see [6] and [7].) What was interesting in their results in [7] is
that there appear non-infinitely divisible distributions including a certain known class of
distributions by its expansion. That class is called quasi-infinitely divisible distributions
which is defined as follows.
Definition 1.3 (Quasi-infinitely divisible distribution). A distribution µ on Rd is called
quasi-infinitely divisible if it has a form of (1.1) and the corresponding measure ν is a
signed measure on Rd with total variation measure |ν| satisfying ν({0}) = 0 and
∫
Rd
(|x|2∧
1)|ν|(dx) <∞.
Note that the triplet (A, ν, γ) in this case is also unique if each component exists and
that infinitely divisible distributions on Rd are quasi-infinitely divisible if and only if the
negative part of ν in the Jordan decomposition is zero. The measure ν is called quasi-
Le´vy measure. Without the name of quasi-infinitely divisible distributions, its property
was used in books and papers such as Gnedenko and Kolmogorov [5] (p.81), Linnik and
Ostrovskii [8] (Chapter 6, Section 7) and Niedbalska-Rajba [9]. (See, [7, Introduction].)
Some of main results in [7] were to classify distributions appeared in their story into the
classes ID(R), ID0(R) and ID00(R) which are the class of infinitely divisible distributions
on R, the class of quasi-infinitely divisible but non-infinitely divisible distributions on R
and the class of distributions on R which are not quasi-infinitely divisible, respectively.
On the other hand, let ζ(s), s ∈ C, be the Riemann zeta function, then it is known
that a normalized function f(t) := ζ(σ + it)/ζ(σ), where s := σ + it, σ > 1 and t ∈ R,
is an R-valued infinitely divisible characteristic function. (See, e.g. [5].) As to generalize
it to multidimensional case, we have introduced some new multivariable zeta functions
and studied when their normalized functions can be characteristic functions in [3], and
afterwards, in [1] and [2]. As a generalization of the series representations of zeta functions,
we have introduced the following.
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Definition 1.4 (Multidimensional Shintani zeta function, [2]). Let d,m, r ∈ N, ~s ∈ Cd
and (n1, . . . , nr) ∈ Z
r
≥0. For λlj, uj > 0, ~cl ∈ R
d, where 1 ≤ j ≤ r and 1 ≤ l ≤ m, and a
function θ(n1, . . . , nr) ∈ C satisfying |θ(n1, . . . , nr)| = O((n1 + · · ·+ nr)
ε), for any ε > 0,
we define a multidimensional Shintani zeta function given by
ZS(~s) :=
∞∑
n1,...,nr=0
θ(n1, . . . , nr)∏m
l=1(λl1(n1 + u1) + · · ·+ λlr(nr + ur))
〈~cl,~s〉
. (1.3)
In addition, the corresponding probability distributions on Rd is also defined. Let
θ(n1, . . . , nr) be a nonnegative or nonpositive definite function and write ~cl = (cl1, . . . , cld)
∈ Rd in Definition 1.4.
Definition 1.5 (Multidimensional Shintani zeta distribution, [2]). For (n1, . . . , nr) ∈
Z
r
≥0 and ~σ satisfying min1≤l≤m〈~cl, ~σ〉 > r/m, we define a multidimensional Shintani zeta
random variable X~σ with probability distribution on R
d given by
Pr
(
X~σ =
(
−
m∑
l=1
cl1 log
(
λl1(n1 + u1) + · · ·+ λlr(nr + ur)
)
,
. . . ,−
m∑
l=1
cld log
(
λl1(n1 + u1) + · · ·+ λlr(nr + ur)
)))
=
θ(n1, . . . , nr)
ZS(~σ)
m∏
l=1
(
λl1(n1 + u1) + · · ·+ λlr(nr + ur)
)−〈~cl,~σ〉.
We may not have the infinite divisibility of distributions by series representation like
above, so that we treated Euler products as to obtain infinitely divisible zeta distributions
on Rd in [1]. The definition of the product is as follows.
Definition 1.6 (Multidimensional polynomial Euler product, [1]). Let d, k ∈ N and
~s ∈ Cd. For −1 ≤ αh(p) ≤ 1 and ~ah ∈ R
d, 1 ≤ h ≤ k and p is a prime number, we define
multidimensional polynomial Euler product given by
ZE(~s) =
∏
p
k∏
h=1
(
1− αh(p)p
−〈~ah,~s〉
)−1
. (1.4)
In [1], we have given some necessary and sufficient conditions for several multidimen-
sional polynomial Euler products to generate Rd-valued characteristic functions, which
included infinite divisibility as well. Still, there remain many unknown properties of be-
haviors of multivariable zeta functions in view of probability theory such as the cases
except under the conditions given in our papers [1] and [2]. In this paper, we treat more
simple multivariable zeta functions, here simple means that αh(p) = 0 except for some
finite subset of prime numbers p in (1.4), and look more carefully at what happens in the
same view as above. The functions we use are the following.
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Definition 1.7. Let p be a prime number. For s1, s2 ∈ C with ℜ(s1),ℜ(s2) > 0, define
functions ζ#p and ζ
∗
p given by
ζ#p (~s) =
1
(1− p−s1)(1− p−s2)
, ζ∗p (~s) =
1
(1 + p−s1−s2)
,
where ~s := (s1, s2) ∈ C
2, respectively.
Note that these functions are two-variable cases of finite Euler products which also
belongs to the class of multidimensional polynomial Euler products as mentioned above.
Denote by ÎD(R2), ÎD0(R2) and N̂D(R2) the class of R2-valued infinitely divisible
characteristic functions, the class of R2-valued quasi-infinitely divisible but non-infinitely
divisible characteristic functions and the class of R2-valued functions not even charac-
teristic functions, respectively. Our purpose is to classify some normalized functions of
two-variable finite Euler products above and their products into ÎD(R2), ÎD0(R2) and
N̂D(R2). The case ID00(R2) does not appear in our story.
2. Main results
In this section, we give our main results. We only treat the case R2, so that we rewrite
ÎD(R2), ÎD0(R2) and N̂D(R2) by ÎD, ÎD0 and N̂D, respectively. Proofs of theorems
in this section will be given in Section 3. As to give them, we setup some functions and
variables.
Put s1 := σ1 + it1, s2 := σ2 + it2, ~σ := (σ1, σ2) and ~t := (t1, t2), where σ1, σ2 > 0 and
t1, t2 ∈ R. Then, for ~s = (s1, s2), we have ~s = ~σ + i~t. Now define two functions
g#p (~σ,~t) :=
1
(1− p−(σ1+it1))(1− p−(σ2+it2))
(
= ζ#p (~s)
)
,
g∗p(~σ,~t) :=
1
(1 + p−(σ1+it1)−(σ2+it2))
(
= ζ∗p(~s)
)
and corresponding normalized functions
G#p (~σ,~t) :=
g#p (~σ,~t)
g#p (~σ,~0)
, G∗p(~σ,~t) :=
g∗p(~σ,~t)
g∗p(~σ,~0)
.
By following the history of the Riemann zeta function and its definable characteristic
function, it seems to be natural to treat G#p and G
∗
p to find out whether ζ
#
p and ζ
∗
p can
generate characteristic functions of distributions on R2 or not.
Theorem 2.1. We have the following.
(1): G#p ∈ ÎD.
(2): G∗p ∈ N̂D.
(3): G#p G
∗
p ∈ ÎD
0.
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Now we add following functions. For complex variables s1, s2 satisfying the conditions
above, put
fp(~σ,~t) :=
1
(1− p−s1−s2)
,
gp(~σ,~t) :=
1
(1− p−s1)(1− p−s2)(1 + p−s1−s2)
,
hp(~σ,~t) :=
1
(1 + p−s1)(1 + p−s2)(1− p−s1−s2)
.
and, respectively, corresponding normalized functions
Fp(~σ,~t) :=
fp(~σ,~t)
fp(~σ,~0)
, Gp(~σ,~t) :=
gp(~σ,~t)
gp(~σ,~0)
, Hp(~σ,~t) :=
hp(~σ,~t)
hp(~σ,~0)
.
Then, we have following three theorems.
Theorem 2.2. We have the following.
(1): Fp ∈ ÎD.
(2): Gp ∈ ÎD0.
(3): Hp ∈ N̂D.
Theorem 2.3. We have the following.
(1): FpGp ∈ ÎD.
(2): GpHp ∈ ÎD.
(3): HpFp ∈ N̂D.
Theorem 2.4. Let p and q be distinct prime numbers. We have the following.
(1): FpGq ∈ ÎD0.
(2): GpHq ∈ N̂D.
(3): HpFq ∈ N̂D.
3. Proofs of Theorems
In this section, we give the proofs of four theorems mentioned in Section 2. In some of
the proofs, we use the following known fact.
Proposition 3.1 (See, e.g. [10]). Let µ be a probability measure on Rd. Then, it holds
that |µ̂(t)| ≤ 1 for any t ∈ Rd.
3.1. Proof of Theorem 2.1. The proof of Theorem 2.1 is as follows.
Proof of Theorem 2.1 (1). Let l ∈ {1, 2}. Note that |−p−σl+itl | = |−p−σl | < 1 for σl > 0.
By the Taylor series of log (1 + (−x)) =
∑∞
r=1(−1)
r+1r−1(−x)r = −
∑∞
r=1 r
−1xr, |x| < 1,
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we have
logG#p (~σ,~t) = − log
(1− p−σ1−it1)(1− p−σ2−it2)
(1− p−σ1)(1− p−σ2)
=
∞∑
r=1
1
r
p−rσ1
(
p−rit1 − 1
)
+
∞∑
r=1
1
r
p−rσ2
(
p−rit2 − 1
)
=
∫
R2
(
e−i〈
~t,x〉 − 1
)
N
G
#
p
~σ (dx),
where
N
G
#
p
~σ (dx) :=
∞∑
r=1
1
r
p−rσ1δlog pr(1,0)(dx) +
∞∑
r=1
1
r
p−rσ2δlog pr(0,1)(dx)
and δα~a is the delta measure at α~a for α ∈ R and ~a ∈ R
2. Here N
G
#
p
~σ is a finite Le´vy
measure on R2 since∫
R2
N
G
#
p
~σ (dx) =
∑
l=1,2
∞∑
r=1
1
r
p−rσl ≤
∑
l=1,2
(
p−σl +
∞∑
r=2
1
r
p−rσl
)
≤
∑
l=1,2
(
p−σl +
∫ ∞
1
1
x
p−xσldx
)
≤
∑
l=1,2
(
p−σl + (σl log p)
−1) <∞.
Hence G#p is an infinitely divisible (actually, it is compound Poisson) characteristic func-
tion. 
Proof of Theorem 2.1 (2). Obviously, there exists ~t0 = (t0, t0) such that p
−2it0 = −1.
Then, we have
|G∗p(~σ,~t0)| =
∣∣∣∣ 1 + p−σ1−σ21 + p−σ1−σ2−2it0
∣∣∣∣ = 1 + p−σ1−σ21− p−σ1−σ2 > 1.
By Proposition 3.1, we have G∗p ∈ N̂D. 
Proof of Theorem 2.1 (3). First we show that G#p G
∗
p is a characteristic function. We have
g#p (~σ,~t)g
∗
p(~σ,~t) =
1
(1− p−2s1−2s2)
1− p−s1−s2
(1− p−s1)(1− p−s2)
.
For any X, Y with |X|, |Y | < 1, we also have
1−XY
(1−X)(1− Y )
=
1
1−X
+
1
1− Y
− 1 = 1 +
∞∑
n=1
(
Xn + Y n
)
.
Therefore, we obtain
g#p (~σ,~t)g
∗
p(~σ,~t) =
∞∑
l=0
1
p2l(s1+s2)
(
1 +
∞∑
m=1
1
pms1
+
∞∑
n=1
1
pns2
)
=
∞∑
l,m,n=1
A(l)A(m,n)
ls1+s2ms1ns2
,
where, for a, b, c ∈ N,
A(l) :=
{
1 l = 1, p2a,
0 otherwise,
A(m,n) :=
{
1 (m,n) = (1, 1), (1, pb), (pc, 1),
0 otherwise.
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By Definitions 1.4 and 1.5, G#p G
∗
p is a characteristic function which belongs to multidi-
mensional Shintani zeta distribution.
Next we show that G#p G
∗
p is quasi-infinitely divisible. We have
logG#p (~σ,~t)G
∗
p(~σ,~t) = − log
(1− p−σ1−it1)(1− p−σ2−it2)(1 + p−σ1−it1−σ2−it2)
(1− p−σ1)(1− p−σ2)(1 + p−σ1−σ2)
=
∞∑
r=1
1
r
p−rσ1
(
p−rit1 − 1
)
+
∞∑
r=1
1
r
p−rσ2
(
p−rit2 − 1
)
+
∞∑
r=1
(−1)r
r
p−r(σ1+σ2)
(
p−ri(t1+t2) − 1
)
=
∫
R2
(
e−i〈
~t,x〉 − 1
)
N
G
#
p G
∗
p
~σ (dx),
where
N
G
#
p G
∗
p
~σ (dx) :=
∞∑
r=1
1
r
p−rσ1δlog pr(1,0)(dx) +
∞∑
r=1
1
r
p−rσ2δlog pr(0,1)(dx)
+
∞∑
r=1
(−1)r
r
p−r(σ1+σ2)δlog pr(1,1)(dx).
The measure N
G
#
p G
∗
p
~σ is a quasi-Le´vy measure on R
2 since the third term is a signed
measure which can not be canceled by the other terms and, as in the proof of Theorem
2.1 (1), we easily obtain
∫
R2
∣∣NG#p G∗p~σ ∣∣(dx) <∞. Hence G#p G∗p ∈ ÎD0. 
3.2. Proof of Theorem 2.2. The statement (2) of Theorem 2.2 coincides with (3) of
Theorem 2.1. Thus we only have to show (1) and (3).
Proof of Theorem 2.2 (1). We have
logFp(~σ,~t) =
∫
R2
(
e−i〈
~t,x〉 − 1
) ∞∑
r=1
1
r
p−r(σ1+σ2)δlog pr(1,1)(dx).
By following the proof of Theorem 2.1 (1), we have Fp ∈ ÎD. 
Proof of Theorem 2.2 (3). As in the proof of Theorem 2.1 (2), for ~t0 = (t0, t0) such that
p−it0 = −1, we have
|Hp(~σ,~t0)| =
(1 + p−σ1)(1 + p−σ2)(1− p−σ1−σ2)
(1− p−σ1)(1− p−σ2)(1− p−σ1−σ2)
=
(1 + p−σ1)(1 + p−σ2)
(1− p−σ1)(1− p−σ2)
> 1.
By following the proof of Theorem 2.1 (2), we have Hp ∈ N̂D.

3.3. Proof of Theorem 2.3. Now we show Theorem 2.3.
Proof of Theorem 2.3 (1) and (2). We have
logFp(~σ,~t)Gp(~σ,~t) =
∫
R2
(
e−i〈
~t,x〉 − 1
)
N
FpGp
~σ (dx),
logGp(~σ,~t0)Hp(~σ,~t0) =
∫
R2
(
e−i〈
~t,x〉 − 1
)
N
GpHp
~σ (dx),
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where
N
FpGp
~σ (dx) :=
∞∑
r=1
1
r
p−rσ1δlog pr(1,0)(dx) +
∞∑
r=1
1
r
p−rσ2δlog pr(0,1)(dx)
+
∞∑
r=1
1
r
p−2r(σ1+σ2)δlog p2r(1,1)(dx),
N
GpHp
~σ (dx) :=
∞∑
r=1
1
r
p−2rσ1δlog p2r(1,0)(dx) +
∞∑
r=1
1
r
p−2rσ2δlog p2r(0,1)(dx)
+
∞∑
r=1
1
r
p−2r(σ1+σ2)δlog p2r(1,1)(dx)
are finite Le´vy measures on R2. Again, by following the proof of Theorem 2.1 (1), we
have FpGp, GpHp ∈ ÎD. 
Proof of Theorem 2.3 (3). Again, for ~t0 such that p
−it0 = −1, we have
|Hp(~σ,~t0)Fp(~σ,~t0)| =
(1 + p−σ1)(1 + p−σ2)(1− p−2σ1−2σ2)2
(1− p−σ1)(1− p−σ2)(1− p−2σ1−2σ2)2
=
(1 + p−σ1)(1 + p−σ2)
(1− p−σ1)(1− p−σ2)
> 1.
By following the proof of Theorem 2.1 (2), we have HpFp ∈ N̂D. 
3.4. Proof of Theorem 2.4. Finally, we show Theorem 2.4.
Proof of Theorem 2.4 (1). By Theorem 2.2 (1) and (2), FpGq is a characteristic function.
So that we only have to show the quasi-infinite divisibility of FpGq. We have
logFp(~σ,~t)Gq(~σ,~t) =
∫
R2
(
e−i〈
~t,x〉 − 1
)
N
FpGq
~σ (dx),
where
N
FpGq
~σ (dx) :=
∞∑
r=1
1
r
p−r(σ1+σ2)δlog pr(1,1)(dx) +
∞∑
r=1
1
r
q−rσ1δlog qr(1,0)(dx)
+
∞∑
r=1
1
r
q−rσ2δlog qr(0,1)(dx) +
∞∑
r=1
(−1)r
r
q−r(σ1+σ2)δlog qr(1,1)(dx).
Since r1 log p1 = r2 log p2 if and only if r1 = r2 and p1 = p2, the fourth term of N
FpGq
~σ
is a signed measure which can not be canceled by the other terms. We also have that∫
R2
∣∣NFpGq~σ ∣∣(dx) < ∞ as in the proof of Theorem 2.1 (1). Thus the measure NFpGq~σ is
a quasi-Le´vy measure on R2. As similar as the proof of Theorem 2.2 (2), we obtain
FpGq ∈ ÎD0. 
For the proof of Theorem 2.4 (2) and (3), we use linear independence of real numbers
and the Kronecker’s approximation theorem.
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It is called that real numbers θ1, . . . , θn are linearly independent over the rationals if∑n
k=1 ckθk = 0 with rational multipliers c1, . . . , cn implies c1 = · · · = cn = 0. Put
θk :=
log pk
2π
, 1 ≤ k ≤ n, (3.1)
where p1, . . . , pn are the first n primes. Then θk are linearly independent over the ra-
tionals and it can be shown by this way. When we suppose
∑n
k=1 ckθk = 0, namely,
log(pc11 · · · p
cn
n ) = 0, it implies that p
c1
1 · · · p
cn
n = 1. Hence we obtain c1 = · · · = cn = 0 by
the fundamental theorem of arithmetic (or the unique-prime-factorization theorem).
The following proposition is called the (first form of) Kronecker’s approximation theo-
rem.
Proposition 3.2 ([4, Theorem 7.9]). If φ1, . . . , φn are arbitrary real numbers, if real
numbers θ1, . . . , θn are linearly independent over the rationals, and if ε > 0 is arbitrary,
then there exists a real number t and rationals h1, . . . , hn such that
|tθk − hk − φk| < ε, 1 ≤ k ≤ n.
Now we prove Theorem 2.4 (2) and (3).
Proof of Theorem 2.4 (2). We have
2 log
∣∣Gp(~σ,~t)Hq(~σ,~t)∣∣ = log(Gp(~σ,~t)Gp(~σ,−~t)Hq(~σ,~t)Hq(~σ,−~t))
=
∞∑
r=1
1
r
p−rσ1
(
prit1 + p−rit1 − 2
)
+
∞∑
r=1
1
r
p−rσ2
(
prit2 + p−rit2 − 2
)
+
∞∑
r=1
(−1)r
r
p−r(σ1+σ2)
(
pri(t1+t2) + p−ri(t1+t2) − 2
)
+
∞∑
r=1
(−1)r
r
q−rσ1
(
qrit1 + q−rit1 − 2
)
+
∞∑
r=1
(−1)r
r
q−rσ2
(
qrit2 + q−rit2 − 2
)
+
∞∑
r=1
1
r
q−r(σ1+σ2)
(
qri(t1+t2) + q−ri(t1+t2) − 2
)
.
Let
∑
r>R be a sum taken over r > R. For any ε > 0, we can see that there exists an
integer R such that
∑
r>2R r
−1p−rσj < ε and
∑
r>2R r
−1q−rσj < ε, where σj = σ1, σ2 or
σ1 + σ2.
In the view of pit = eit log p = e2πitθ1 , qit = e2πitθ2 , (3.1) and by Proposition 3.2, for any
ε′ > 0 independent of ε and R, there exists t0 ∈ R such that
|pit0 − 1| < ε′, and |qit0 + 1| < ε′.
By the factorization xr−1 = (x−1)(xr−1+· · ·+1), for any 1 ≤ r ≤ 2R, we have |prit0−1| <
rε′ ≤ 2Rε′. Similarly, by the factorization x2k−1 + 1 = (x + 1)(x2k−2 − x2k−3 + · · · + 1)
when r = 2k − 1 ∈ 2N− 1 with k ≤ R, one has |q(2k−1)it0 + 1| < (2k − 1)ε′ ≤ 2Rε′. Also,
by the factorization x2k − 1 = (x+ 1)(x− 1)(x2k−2 + x2k−4 + · · ·+ 1) when r = 2k ∈ 2N
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with k ≤ R, it holds that |q2kit0 − 1| < 2kε′ ≤ 2Rε′. Hence there exits t0 ∈ R such that
−4Rε′ < prit0 + p−rit0 − 2 ≤ 0, 1 ≤ r ≤ 2R,
−8Rε′ < p2rit0 + p−2rit0 − 2 ≤ 0, 1 ≤ r ≤ 2R,
−4 − 4Rε′ < q(2k−1)it0 + q−(2k−1)it0 − 2 < −4 + 4Rε′, 1 ≤ k ≤ R,
−4Rε′ ≤ q2kit0 + q−2kit0 − 2 ≤ 0, 1 ≤ k ≤ R,
−8Rε′ ≤ q2kit0 + q−2kit0 − 2 ≤ 0, 1 ≤ k ≤ 2R.
Hence, for ~t0 := (t0, t0) ∈ R
2, we have
log
(
Gp(~σ,~t0)Gp(~σ,−~t0)
)
> −12ε− 4Rε′
2R∑
r=1
1
r
(
p−rσ1 + p−rσ2
)
− 8Rε′
2R∑
r=1
1
r
p−rσ1−rσ2 ,
(3.2)
log
(
Hq(~σ,~t0)Hq(~σ,−~t0)
)
> −12ε− 8Rε′
2R∑
r=1
1
r
p−rσ1−rσ2
+ (4− 4Rε′)
R∑
k=1
1
2k − 1
(
q−(2k−1)σ1 + q−(2k−1)σ2
)
− 4Rε′
R∑
k=1
1
2k
(
q−2kσ1 + q−2kσ2
)
.
(3.3)
Therefore we obtain
2 log |Gp(~σ,~t0)Hq(~σ,~t0)| > −12ε− 4RC
′ε′ + C, (3.4)
where
C ′ :=
2R∑
r=1
1
r
(
p−rσ1 + p−rσ2
)
+ 2
2R∑
r=1
1
r
p−rσ1−rσ2 + 2
2R∑
r=1
1
r
p−rσ1−rσ2
+
R∑
k=1
1
2k − 1
(
q−(2k−1)σ1 + q−(2k−1)σ2
)
+
R∑
k=1
1
2k
(
q−2kσ1 + q−2kσ2
)
> 0,
C := 4
R∑
k=1
1
2k − 1
(
q−(2k−1)σ1 + q−(2k−1)σ2
)
> 0.
Now suppose ε is sufficiently small and ε′ such that 4Rε′ < ε. Then, we finally obtain
log |Gp(~σ,~t0)Hq(~σ,~t0)| > 0 by the third term of the right-hand side of (3.4). Hence we
have GpHq ∈ N̂D by Proposition 3.1. 
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Proof of Theorem 2.4 (3). We have
2 log
∣∣Fp(~σ,~t)Hq(~σ,~t)∣∣ = log(Fp(~σ,~t)Fp(~σ,−~t)Hq(~σ,~t)Hq(~σ,−~t))
=
∞∑
r=1
1
r
p−r(σ1+σ2)
(
pri(t1+t2) + p−ri(t1+t2) − 2
)
+
∞∑
r=1
(−1)r
r
q−rσ1
(
qrit1 + q−rit1 − 2
)
+
∞∑
r=1
(−1)r
r
q−rσ2
(
qrit2 + q−rit2 − 2
)
+
∞∑
r=1
1
r
q−r(σ1+σ2)
(
qri(t1+t2) + q−ri(t1+t2) − 2
)
.
Now we can follow the proof of Theorem 2.4 (2), there exists ~t0 ∈ R
2 such that (3.3) and
log
(
Fp(~σ,~t0)Fp(~σ,−~t0)
)
> −4ε− 8Rε′
2R∑
r=1
1
r
p−rσ1−rσ2 , (3.5)
instead of (3.2), hold. This implies there exists ~t0 ∈ R
2 such that log
∣∣Fp(~σ,~t0) Hq(~σ,~t0)∣∣ >
0. Hence we also obtain FpHq ∈ N̂D in the same way as the proof of Theorem 2.4 (2). 
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