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We consider macroscopic descriptions of particles where repulsion is modelled
by non-linear power-law diffusion and attraction by a homogeneous singular/
non-singular kernel leading to variants of the Keller–Segel model of chemotaxis.
We analyse the regime in which both homogeneities scale the same with respect
to dilations, that we coin as fair-competition. In the singular kernel case, we show
that existence of global equilibria can only happen at a certain critical value and
they are characterised as optimisers of a variant of HLS inequalities. We also study
the existence of self-similar solutions for the sub-critical case, or equivalently of
optimisers of rescaled free energies. These optimisers are shown to be compactly
supported radially symmetric and non-increasing stationary solutions of the non-
linear Keller–Segel equation. On the other hand, we show that no radially symmetric
non-increasing stationary solutions exist in the non-singular kernel case, implying
that there is no criticality. However, we show the existence of positive self-similar
solutions for all values of the parameter under the condition that diffusion is not
too fast. We finally illustrate some of the open problems in the non-singular kernel
case by numerical experiments.
© 2017 The Author(s). Published by Elsevier Ltd.
This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction
The goal of this work is to investigate properties of the following class of homogeneous functionals,
defined for centred probability densities ρ(x), belonging to suitable Lp-spaces, and some interaction strength
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coefficient χ > 0 and diffusion power m > 0:
Fm,k[ρ] =

RN
Um (ρ(x)) dx+ χ

RN×RN
ρ(x)Wk(x− y)ρ(y) dxdy
:= Um[ρ] + χWk[ρ], (1.1)
ρ(x) ≥ 0,

RN
ρ(x) dx = 1,

RN
xρ(x) dx = 0,
with
Um(ρ) =

1
N(m− 1)ρ
m, if m ̸= 1
1
N
ρ log ρ, if m = 1
,
and
Wk(x) =
 |x|
k
k
, if k ∈ (−N,N) \ {0}
log |x|, if k = 0.
The conditions on k imply that the kernel Wk(x) is locally integrable in RN . The centre of mass is assumed
to be zero since the free energy functional is invariant by translation.
There exists a strong link between the aforementioned functional (1.1) and the following family of partial
differential equations modelling self-attracting diffusive particles at the macroscopic scale,
∂tρ =
1
N
∆ρm + 2χ∇ · (ρ∇Sk) , t > 0, x ∈ RN ,
ρ(t = 0, x) = ρ0(x) ≥ 0,

RN
ρ0(x) dx = 1,

RN
xρ0(x) dx = 0,
(1.2)
where we define the mean-field potential Sk(x) := Wk(x) ∗ ρ(x). For k > 1 − N , the gradient ∇Sk :=
∇ (Wk ∗ ρ) is well defined. For −N < k ≤ 1−N however, it becomes a singular integral, and we thus define
it via a Cauchy principal value. Hence, the mean-field potential gradient in Eq. (1.2) is given by
∇Sk(x) :=
∇Wk ∗ ρ, if k > 1−N,
RN
∇Wk(x− y) (ρ(y)− ρ(x)) dy, if −N < k ≤ 1−N. (1.3)
The noticeable characteristic of the class of PDEs (1.2) and the functional Fm,k consists in the competition
between the diffusion (possibly non-linear), and the non-local, quadratic non-linearity which is due to the
self-attraction of the particles through the mean-field potential Sk. The parameter χ > 0 measures the
strength of the interaction and scales with the mass of solution densities.
The strong connection between the functional Fm,k and the PDE (1.2) is due to the fact that the functional
Fm,k is non-increasing along the trajectories of the system. Namely Fm,k is the free energy of the system
and it satisfies at least formally
d
dt
Fm,k[ρ(t)] = −

RN
ρ(t, x)
∇ mN(m− 1)ρ(t, x)m−1 + 2χWk(x) ∗ ρ(t, x)
2 dx.
Furthermore, the system (1.2) is the formal gradient flow of the free energy functional (1.1) when the space
of probability measures is endowed with the Euclidean Wasserstein metric W. This means that the family
of PDEs (1.2) can be written as
∂tρ(t) = ∇ · (ρ(t)∇Tm,k[ρ(t)]) = −∇WFm,k[ρ(t)],
where Tm,k[ρ] denotes the first variation of the energy functional in the set of probability densities:
Tm,k[ρ](x) := δFm,k
δρ
[ρ](x) = m
N(m− 1)ρ
m−1(x) + 2χWk(x) ∗ ρ(x). (1.4)
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This illuminating statement has been clarified in the seminal paper by Otto [42] for the porous medium
equation, and generalised to a large family of equations subsequently in [21,1,22], we refer to [55,1] for a
comprehensive presentation of this theory of gradient flows in Wasserstein metric spaces, particularly in the
convex case. Let us mention that such a gradient flow can be constructed as the limit of discrete in time
steepest descent schemes. Performing gradient flows of a convex functional is a natural task, and suitable
estimates from below on the right notion of Hessian of Fm,k translate into a rate of convergence towards
equilibrium for the PDE [55,21,1]. However, performing gradient flows of non-convex functionals is much
more delicate, and one has to seek compensations. Such compensations do exist in our case, and we will
observe them at the level of existence of minimisers for the free energy functional Fm,k and stationary states
of the family of PDEs (1.2) in particular regimes.
The family of non-local problems (1.2) has been intensively studied in various contexts arising in physics
and biology. The two-dimensional logarithmic case (m = 1, k = 0) is the so-called Keller–Segel system in
its simplest formulation [35,36,41,33,31,9,43]. It has been proposed as a model for chemotaxis in cell popu-
lations. Cells may interact with each other by secreting a chemical substance to attract cells around them.
This occurs for instance during the starvation stage of the slime mould Dictyostelium discoideum. More gen-
erally, chemotaxis is widely observed in various biological fields (morphogenesis, bacterial self-organisation,
inflammatory processes among others). The two- and three-dimensional configurations with Newtonian in-
teraction (m = 1, k = 2−N) are the so-called Smoluchowski–Poisson system arising in gravitational physics.
It describes macroscopically a density of particles subject to a self-sustained gravitational field [24,25].
Let us describe in more detail the two-dimensional Keller–Segel system as the analysis of its peculiar
structure will serve as a guideline to understand the other cases. In fact, the functional (1.1) (m = 1, k = 0)
is bounded from below if and only if χ = 1. The gradient flow is also subject to a remarkable dichotomy, well
described mathematically. The density exists globally in time if χ < 1 (diffusion overcomes self-attraction),
whereas blow-up occurs in finite time when χ > 1 (self-attraction overwhelms diffusion). This transition has
been first formulated in [28]. Mathematical contributions are [33] for the existence part, [40] for the radial
case, and [31,9] in the full space. The critical case χ = 1 was analysed further in [8,6,16] in terms of stability
of stationary states.
The effect of substituting linear diffusion by non-linear diffusion with m > 1 in two dimensions and higher
was described in [11,51] where it is shown that solutions exist globally in time for all values of the parameter
χ > 0. The role of both non-linear diffusion and non-local aggregation terms was clarified in [7], see also [50],
where the authors find that there is a similar dichotomy to the two-dimensional classical Keller–Segel case
(N = 2,m = 1, k = 0), for a whole range of parameters, choosing the non-local term as the Newtonian
potential, (N ≥ 3,m = 2− 2/N, k = 2−N). The main difference is that the stationary states found for the
critical case are compactly supported. Choosing the non-local term as the Newtonian potential, this range
of parameters can be understood as fixing the non-linear diffusion such that both terms in the functional
Fm,k scale equally for mass-preserving dilations. This mass-preserving dilation homogeneity of the functional
Fm,k is shared by the range of parameters (m, k) with N(m − 1) + k = 0 for all dimensions, m > 0 and
k ∈ (−N,N). We call this range of parameters the fair-competition regime, since both terms are competing
each other at equal foot.
We will analyse the properties of the functional Fm.k in relation to global minimisers and its relation to
stationary states of (1.2) in this work. We will first define properly the notion of stationary states to (1.2)
and analyse their basic properties in Section 2. We will also state and explain the main results of this work
once the different regimes have been introduced. We postpone further discussion of the related literature
to Section 2. Section 3 is devoted to the fair-competition regime with k < 0 for which we show a similar
dichotomy to [7] in the whole range k ∈ (−N, 0) including the most singular cases. We show that stationary
states exist only for a critical value of χ and that they are compactly supported, bounded, radially symmet-
ric decreasing and continuous functions. Moreover, we show that they are global minimisers of Fm.k. The
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sub-critical case is also analysed in scaled variables and we show the existence of global minimisers with the
properties above leading to the existence of self-similar solutions in original variables. The critical parameter
is characterised by a variant of HLS inequalities as in [7]. Let us mention that the regularity results need
a careful treatment of the problem in radial coordinates involving non-trivial properties of hypergeometric
functions. The properties of the kernel in radial coordinates are postponed to the Appendix.
In Section 4, we analyse the case k > 0. Let us mention that there are no results in the literature to our
knowledge concerning the case k ∈ (0, N) in which 0 < m = 1− k/N < 1. There is one related result in [29]
for the limiting case in one dimension taking m = 0, corresponding to logarithmic diffusion, and k = 1.
They showed that no criticality is present in that case as solutions to (1.2) with (m = 0, k = 1) are globally
defined in time for all values of the parameter χ > 0. We show that no radially symmetric non-increasing
stationary states and no radially symmetric non-increasing global minimisers exist in original variables for
all values of the critical parameter χ and for k ∈ (0, N) while we show the existence of stationary states
for all values of the critical parameter χ in scaled variables for k ∈ (0, 1]. In this sense, we show that there
is no criticality for k > 0. A full proof of non-criticality involves the analysis of the minimisation problem
in scaled variables as for k < 0 showing that global minimisers exist in the right functional spaces for all
values of the critical parameter and that they are indeed stationary states. This is proven in one dimension
in [13] by optimal transport techniques and postponed for further future investigations in general dimension.
We finally illustrate these results by numerical experiments in one dimension corroborating the absence of
critical behaviour for k > 0.
2. Stationary states & main results
2.1. Stationary states: Definition & basic properties
Let us define precisely the notion of stationary states to the aggregation equation (1.2).
Definition 2.1. Given ρ¯ ∈ L1+

RN
 ∩ L∞ RN with ∥ρ¯∥1 = 1, it is a stationary state for the evolution
equation (1.2) if ρ¯m ∈ W1,2loc

RN

,∇S¯k ∈ L1loc

RN

, and it satisfies
1
N
∇ρ¯m = −2χ ρ¯∇S¯k (2.1)
in the sense of distributions in RN . If −N < k ≤ 1 − N , we further require ρ¯ ∈ C0,α RN with
α ∈ (1− k −N, 1).
We start by showing that the function Sk and its gradient defined in (1.3) satisfy even more than the
regularity ∇Sk ∈ L1loc

RN

required in Definition 2.1.
Lemma 2.2. Let ρ ∈ L1+

RN
 ∩ L∞ RN with ∥ρ∥1 = 1. If 0 < k < N , we additionally assume
|x|kρ ∈ L1 RN. Then the following regularity properties hold:
(i) Sk ∈ L∞loc

RN

for 0 < k < N and Sk ∈ L∞

RN

for −N < k < 0.
(ii) ∇Sk ∈ L∞loc

RN

for 1 < k < N and ∇Sk ∈ L∞

RN

for −N < k < 0 and 0 < k ≤ 1, assuming
additionally ρ ∈ C0,α RN with α ∈ (1− k −N, 1) in the range −N < k ≤ 1−N .
Proof. A direct decomposition in near- and far-field sets A := {y : |x− y| ≤ 1} and B := RN −A yields for
−N < k < 0 and x ∈ RN ,
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|Sk(x)| ≤

RN
|Wk(x− y)|ρ(y) dy ≤ 1|k|

A
|x− y|kρ(y) dy + 1|k|

B
ρ(y) dy
≤ 1|k|

σN
k +N ∥ρ∥∞ + 1

<∞,
where σN = 2π(N/2)/Γ (N/2) denotes the surface area of the N -dimensional unit ball. Locally, boundedness
extends to the fast diffusion regime 0 < k < N by using the inequality
|x− y|k ≤ η |x|k + |y|k , η = max{1, 2k−1}. (2.2)
This inequality follows directly from splitting into cases k < 1 and k > 1. The inequality |x−y|k ≤ |x|k+ |y|k
is true for any k ∈ (0, 1] with x, y ∈ RN by direct inspection. For N > 1 and k ∈ (1, N), we have by convexity
|x− y|k ≤ 2k−1 |x|k + |y|k , for any x, y ∈ RN , and so (2.2) holds true.
Similarly, in order to prove (ii) for 1−N < k ≤ 1 and x ∈ RN , we estimate ∇Sk as
|∇Sk(x)| ≤

RN
|∇Wk(x− y)|ρ(y) dy ≤

A
|x− y|k−1ρ(y) dy +

B
ρ(y) dy
≤

σN
k +N − 1∥ρ∥∞ + 1

<∞.
In the Cauchy integral range −N < k ≤ 1−N , we additionally require a certain Ho¨lder regularity, yielding
|∇Sk(x)| =
A∇Wk(x− y) (ρ(y)− ρ(x)) dy +

B
∇Wk(x− y) (ρ(y)− ρ(x)) dy

≤

A
|∇Wk(x− y)| |ρ(y)− ρ(x)| dy +

B
|∇Wk(x− y)|ρ(y) dy
≤ [ρ]α

A
|x− y|k−1|x− y|α dy +

B
ρ(y) dy <∞,
where [ρ]α denotes the α-Ho¨lder semi-norm of ρ, and where the term

B∇Wk(x − y) dy vanishes by anti-
symmetry. For 1 < k < N and x in some compact set, we have
|∇Sk(x)| ≤

A
|x− y|k−1ρ(y) dy +

B
|x− y|k−1ρ(y) dy
≤ σN
k +N − 1∥ρ∥∞ +

B
|x− y|kρ(y) dy
which concludes ∇Sk ∈ L∞loc

RN

using (2.2) and the fact that the kth moment of ρ is bounded. 
We will prove that for certain cases there are no stationary states to (1.2) in the sense of Definition 2.1, for
instance for the sub-critical classical Keller–Segel model in two dimensions [9]. However, the scale invariance
of (1.2) motivates us to look for self-similar solutions instead. To this end, we rescale equation (1.2) to a
non-linear Fokker–Planck type equation as in [23]. Let us define
u(t, x) := αN (t)ρ (β(t), α(t)x) ,
where ρ(t, x) solves (1.2) and the functions α(t), β(t) are to be determined. If we assume u(0, x) = ρ(0, x),
then u(t, x) satisfies the rescaled drift–diffusion equation
∂tu =
1
N
∆um + 2χ∇ · (u∇Sk) +∇ · (xu) , t > 0, x ∈ RN ,
u(t = 0, x) = ρ0(x) ≥ 0,
 ∞
−∞
ρ0(x) dx = 1,
 ∞
−∞
xρ0(x) dx = 0,
(2.3)
for the choices
α(t) = et, β(t) =

1
2− k

e(2−k)t − 1

, if k ̸= 2,
t, if k = 2,
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and with ∇Sk given by (1.3) with u instead of ρ. By differentiating the centre of mass of u, we see easily
that 
RN
xu(t, x) dx = e−t

RN
xρ0(x) dx = 0, ∀t > 0,
and so the initial zero centre of mass is preserved for all times. Self-similar solutions to (1.2) now correspond
to stationary solutions of (2.3). Similar to Definition 2.1, we state what we exactly mean by stationary states
to the aggregation equation (2.3).
Definition 2.3. Given u¯ ∈ L1+

RN
 ∩ L∞ RN with ∥u¯∥1 = 1, it is a stationary state for the evolution
equation (2.3) if u¯m ∈ W1,2loc

RN

,∇S¯k ∈ L1loc

RN

, and it satisfies
1
N
∇u¯m = −2χ u¯∇S¯k − x u¯ (2.4)
in the sense of distributions in RN . If −N < k ≤ 1 − N , we further require u¯ ∈ C0,α RN with
α ∈ (1− k −N, 1).
From now on, we switch notation from u to ρ for simplicity, it should be clear from the context if we are
in original or rescaled variables. In fact, stationary states as defined above have even more regularity:
Lemma 2.4. Let k ∈ (−N,N) \ {0} and χ > 0.
(i) If ρ¯ is a stationary state of Eq. (1.2) with |x|kρ¯ ∈ L1 RN in the case 0 < k < N , then ρ¯ is continuous
on RN .
(ii) If ρ¯resc is a stationary state of Eq. (2.3) with |x|kρ¯resc ∈ L1

RN

in the case 0 < k < N , then ρ¯resc is
continuous on RN .
Proof. (i) First, note that ∇S¯k ∈ L∞loc

RN

by Lemma 2.2, and therefore, ρ¯∇S¯k ∈ L1loc

RN
 ∩ L∞loc RN.
Hence, we get by interpolation that ∇ · ρ¯∇S¯k ∈ W−1,ploc RN for all 1 < p < ∞. Recall from
Definition 2.1 that ρ¯m is a weak W1,2loc

RN

solution of
1
N
∆ρ¯m = −2χ∇ · ρ¯∇S¯k
in RN , and so ρ¯m is in fact a weak solution in W1,ploc

RN

for all 1 < p <∞ by classic elliptic regularity.
Using Morrey’s inequality, we deduce that ρ¯m belongs to the Ho¨lder space C0,αloc

RN

with α = (p−N)/N
for any N < p <∞, and thus ρ¯m ∈ C RN. Hence, ρ¯ itself is continuous as claimed.
(ii) Since xρ¯resc ∈ L1loc

RN
 ∩ L∞loc RN, we obtain again by interpolation ∇ · (xρ¯resc) ∈ W−1,ploc RN for
all 1 < p <∞. By Definition 2.3, ρ¯mresc is a weak W1,2loc

RN

solution of
1
N
∆ρ¯mresc = −2χ∇ ·

ρ¯resc∇S¯k
−∇ · (xρ¯resc)
in RN , and so ρ¯mresc is again a weak solution inW1,ploc

RN

for all 1 < p <∞ by classic elliptic regularity.
We conclude as in original variables. 
In the case k < 0, we furthermore have a non-linear algebraic equation for stationary states:
Corollary 2.5 (Necessary Condition for Stationary States). Let k ∈ (−N, 0) and χ > 0.
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(i) If ρ¯ is a stationary state of Eq. (1.2), then ρ¯ ∈ W1,∞ RN and it satisfies
ρ¯(x)m−1 = N(m− 1)
m

Ck[ρ¯](x)− 2χ S¯k(x)

+ , ∀x ∈ RN , (2.5)
where Ck[ρ¯](x) is constant on each connected component of supp (ρ¯).
(ii) If ρ¯resc is a stationary state of Eq. (2.3), then ρ¯resc ∈ W1,∞loc

RN

and it satisfies
ρ¯resc(x)m−1 =
N(m− 1)
m

Ck,resc[ρ¯](x)− 2χ S¯k(x)− |x|
2
2

+
, ∀x ∈ RN , (2.6)
where Ck,resc[ρ¯](x) is constant on each connected component of supp (ρ¯resc).
Proof. (i) For a stationary state ρ¯ of Eq. (1.2), let us define the set
Ω =

x ∈ RN : ρ¯(x) > 0 .
Since ρ¯ is continuous by Lemma 2.4, Ω is an open set with countably many open, possibly unbounded
connected components. Let us take any bounded smooth connected open subset U such that U ⊂ Ω . By
continuity, ρ¯ is bounded away from zero in U , and thus ∇ρ¯m−1 = m−1mρ¯ ∇ρ¯m holds in the distributional
sense in U . From (2.1) in the definition of stationary states, we conclude that
∇

m
N(m− 1) ρ¯
m−1 + 2χ S¯k

= 0, (2.7)
in the sense of distributions in Ω . Hence, the function Ck[ρ¯](x) := mN(m−1) ρ¯m−1(x)+2χ S¯k(x) is constant
in each connected component of Ω , and so (2.5) follows. Additionally, it follows from (2.7) that for any
x ∈ RN ∇ρ¯m−1(x) = 2χN(m− 1)
m
∇S¯k(x) ≤ c
for some constant c > 0 since S¯k ∈ W1,∞

RN

by Lemma 2.2. Since m ∈ (1, 2), we conclude
ρ¯ ∈ W1,∞ RN.
(ii) We follow the same argument for a stationary state ρ¯resc of the rescaled equation (2.3) and using (2.4)
in Definition 2.3, we obtain
∇

m
N(m− 1) ρ¯
m−1
resc + 2χ S¯k +
|x|2
2

= 0,
in the sense of distributions in Ω . Here, the function Ck,resc[ρ¯resc](x) := mN(m−1) ρ¯m−1resc (x)+2χ S¯k(x)+
|x|2
2
is again constant in each connected component of supp (ρ¯resc). Similarly, it follows from Lemma 2.2
that for any ω > 0 and x ∈ B(0, ω),∇ρ¯m−1resc (x) = N(m− 1)m 2χ ∇S¯k(x)+ |x| ≤ c
for some constant c > 0, and so ρ¯resc ∈ W1,∞loc

RN

. 
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2.2. Fair-competition: main results
It is worth noting that the functional Fm,k[ρ] possesses remarkable homogeneity properties. Indeed, the
mass-preserving dilation ρλ(x) = λNρ(λx) transforms the functionals as follows:
Um [ρλ] =

λN(m−1)Um[ρ], if m ̸= 1,
Um[ρ] + log λ, if m = 1,
and,
Wk [ρλ] =

λ−kWk[ρ], if k ̸= 0,
Wk[ρ]− log λ, if k = 0.
This motivates the following classification:
Definition 2.6 (Three Different Regimes).
N(m− 1) + k = 0: This is the fair-competition regime, where homogeneities of the two competing
contributions exactly balance. If k < 0, or equivalently m > 1, then we will have a dichotomy
according to χ > 0 (see Definition 2.7). Some variants of the HLS inequalities are very related to
this dichotomy. This was already proven in [31,9] for the Keller–Segel case in N = 2, and in [7] for
the Keller–Segel case in N ≥ 3. If k > 0, that is m < 1, no critical χ exists as we will prove in
Section 4.
N(m− 1) + k > 0: This is the diffusion-dominated regime. Diffusion is strong, and is expected to overcome
aggregation, whatever χ > 0 is. This domination effect means that solutions exist globally in time
and are bounded uniformly in time [11,51,50]. Stationary states were found by minimisation of
the free energy functional in two and three dimensions [48,18] in the case of attractive Newtonian
potentials. Stationary states are radially symmetric if 2 − N ≤ k < 0 as proven in [19]. Moreover,
in the particular case of N = 2, k = 0, and m > 1 it has been proved in [19] that the asymptotic
behaviour is given by compactly supported stationary solutions independently of χ.
N(m− 1) + k < 0: This is the attraction-dominated regime. This regime is less understood. Self-attraction
is strong, and can overcome the regularising effect of diffusion whatever χ > 0 is, but there also
exist global in time regular solutions under some smallness assumptions, see [30,49,52,26,4,27,39].
Most of the results known up to date deal with attractive Newtonian interactions, that is k = 2−N ,
in dimension N ≥ 3. For a study with linear diffusion m = 1 and k < 0 in one dimension, see [14].
For the Newtonian case, global existence vs blow-up of weak solutions has been investigated for the
diffusion coefficients m = 1 [30], 1 < m ≤ 2− 2N [49,52], m = 2NN+2 [26], 2NN+2 < m < 2− 2N [27,39]
and for the whole range 0 < m ≤ 2 − 2N [4]. It was shown in [30] for linear diffusion m = 1 that
global in time weak solutions exist for initial data with small enough LN/2-norm, whereas there are
no global smooth solutions with fast decay if the second moment of the initial data is dominated
by a power of the mass (with these two conditions being incompatible). For diffusion coefficient
m = 2NN+2 making the free energy functional conformal invariant, there exists a family of stationary
solutions characterising the transition between blow-up and global existence of radially symmetric
weak solutions [26]. The case 2NN+2 < m < 2− 2N has been studied in [27], where the authors suggest
that the initial mass may not be an important quantity to classify existence vs blow-up of solutions
with the behaviour depending on the free energy, the L2N/(N+2)-norm and the second moment of
the initial data. In [39], the authors proved a uniform L∞-bound for weak solutions in the range
where these stationary solutions exist given the initial data is uniformly bounded. As a consequence,
uniqueness of weak solutions follows. We refer to [3] for a discussion with more general interaction
potentials in the aggregation-dominated regime.
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We will here only concentrate on the fair-competition regime, and denote the corresponding energy
functional by Fk[ρ] = F1−k/N,k[ρ]. From now on, assume N(m− 1) + k = 0. Notice that the functional Fk
is homogeneous in this regime, i.e.,
Fk[ρλ] = λ−kFk[ρ]. (2.8)
The analysis in the fair-competition regime depends on the sign of k:
Definition 2.7 (Three Different Cases in the Fair-competition Regime).
k < 0: This is the porous medium case with m ∈ (1, 2), where diffusion is small in regions of small densities.
The classical porous medium equation, i.e. χ = 0, is very well studied, see [54] and the references
therein. We have a dichotomy for existence of stationary states and global minimisers of the energy
functional Fk depending on a critical parameter χc which will be defined in (3.5), and hence separate
the sub-critical, the critical and the super-critical case, according to χ ≶ χc. The case k < 0 is
discussed in Section 3.
k = 0: This is the logarithmic case. There exists an explicit extremal density ρ¯0 which realises the minimum
of the functional F0 when χ = 1. Moreover, the functional F0 is bounded below but does not achieve
its infimum for 0 < χ < 1 while it is not bounded below for χ > 1. Hence, χc = 1 is the critical
parameter in the logarithmic case that was analysed in [12] in one dimension and radial initial data
in two dimensions.
k > 0: This is the fast diffusion case with m ∈ (0, 1), where diffusion is strong in regions of small densities.
For any χ > 0, no radially symmetric non-increasing stationary states with bounded kth moment
exist, and Fk has no radially symmetric non-increasing minimisers. However, we have existence of
self-similar profiles independently of χ > 0 as long as diffusion is not too fast, i.e. k ≤ 1. Self-
similar profiles can only exist if diffusion is not too strong with restriction 0 < k < 2, that is
(N − 2)/N < m < 1. The fast diffusion case is discussed in Section 4.
When dealing with the energy functional Fk, we work in the set of non-negative normalised densities,
Y :=

ρ ∈ L1+

RN
 ∩ Lm RN : ∥ρ∥1 = 1,  xρ(x) dx = 0 .
In rescaled variables, Eq. (2.3) is the formal gradient flow of the rescaled free energy functional Fk,resc,
which is complemented with an additional quadratic confinement potential,
Fk,resc[ρ] = Fk[ρ] + 12V[ρ], V[ρ] =

RN
|x|2ρ(x) dx.
Defining the sets
Y2 := {ρ ∈ Y : V[ρ] <∞} , Yk :=

ρ ∈ Y :

RN
|x|kρ(x) dx <∞

,
we see that Fk,resc is well-defined and finite on Y2 for k < 0 and on Y2,k := Y2∩Yk for k > 0. Thanks to the
formal gradient flow structure in the Euclidean Wasserstein metric W, we can write the rescaled equation
(2.3) as
∂tρ = ∇ · (ρ∇Tk,resc[ρ]) = −∇WFk,resc[ρ],
where Tk,resc denotes the first variation of the rescaled energy functional,
Tk,resc[ρ](x) := Tk[ρ](x) + |x|
2
2 (2.9)
with Tk as defined in (1.4). In this paper, we prove the following results:
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Theorem 2.8 (The Critical Porous Medium Regime). In the porous medium regime k ∈ (−N, 0) and for
critical interaction strengths χ = χc, there exist global minimisers of Fk and they are radially symmetric
non-increasing, compactly supported and uniformly bounded. Furthermore, all stationary states with bounded
second moment are global minimisers of the energy functional Fk, and conversely, all global minimisers of
Fk are stationary states of (1.2).
Theorem 2.9 (The Sub-Critical Porous Medium Regime). In the porous medium regime k ∈ (−N, 0) and
for sub-critical interaction strengths 0 < χ < χc, no stationary states exist for Eq. (1.2) and no minimisers
exist for Fk. In rescaled variables, all stationary states are continuous and compactly supported. There
exist global minimisers of Fk,resc and they are radially symmetric non-increasing and uniformly bounded
stationary states of Eq. (2.3).
Remark 2.10. Due to the homogeneity (2.8) of the functional Fk, each global minimiser gives rise to a family
of global minimisers for χ = χc by dilation since they have zero energy, see (3.6). It is an open problem to
show that there is a unique global minimiser for χ = χc modulo dilations. This uniqueness was proven in
the Newtonian case in [56]. We will explore the uniqueness modulo dilations of global minimisers in radial
variables in a forthcoming paper. Notice that one obtains the full set of stationary states with bounded
second moment for (1.2) as a by-product.
In contrast, in rescaled variables, we do not know if stationary states with second moment bounded are
among global minimisers of Fk,resc for the sub-critical case 0 < χ < χc except in one dimension, see [13].
It is also an open problem to show the uniqueness of radially symmetric stationary states of the rescaled
equation (2.3) for N ≥ 2.
Theorem 2.11 (The Fast Diffusion Regime). In the fast diffusion regime k ∈ (0, N) Eq. (1.2) has no radially
symmetric non-increasing stationary states with kth moment bounded, and there are no radially symmetric
non-increasing global minimisers for the energy functional Fk for any χ > 0. In rescaled variables, radially
symmetric non-increasing stationary states can only exist if 0 < k < 2, that is (N − 2)/N < m < 1.
Similarly, global minimisers with finite energy Fk,resc can only exist in the range 0 < k < 2N/(2 + N),
that is N/(2 + N) < m < 1. For k ∈ (0, 1], there exists a continuous radially symmetric non-increasing
stationary state of the rescaled equation (2.3).
3. Porous medium case k < 0
In the porous medium case, we have −N < k < 0 and hence 1 < m < 2. Our aim in this section is
to make a connection between global minimisers of the functionals Fk and Fk,resc and stationary states of
Eqs. (1.2) and (2.3) respectively. We will show that in the critical case χ = χc, global minimisers and
stationary states are equivalent for original variables. In the sub-critical case 0 < χ < χc, all minimisers of
Fk,resc will turn out to be stationary states of the rescaled equation (2.3).
3.1. Global minimisers
A key ingredient for the analysis in the porous medium case is certain functional inequalities which are
variants of the Hardy–Littlewood–Sobolev (HLS) inequality, also known as the weak Young’s inequality
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[38, Theorem 4.3]: 
RN×RN
f(x)|x− y|kf(y) dxdy ≤ CHLS(p, q, k)∥f∥p∥f∥q, (3.1)
1
p
+ 1
q
= 2 + k
N
, p, q > 1, k ∈ (−N, 0).
Theorem 3.1 (Variation of HLS). Let k ∈ (−N, 0). For f ∈ L1 RN ∩ Lm RN, we have
RN×RN
f(x)|x− y|kf(y)dxdy
 ≤ C∗∥f∥N+kN1 ∥f∥mm, (3.2)
where C∗(k,N) is defined as the best constant.
Proof. The inequality is a direct consequence of the standard HLS inequality (3.1) by choosing p = q = 2N2N+k ,
and of Ho¨lder’s inequality. For k ∈ (−N, 0) and for any f ∈ L1 RN ∩ Lm RN, we have
R×R
f(x)|x− y|kf(y)dxdy
 ≤ CHLS∥f∥2p ≤ CHLS∥f∥N+kN1 ∥f∥mm.
Consequently, C∗ is finite and bounded from above by CHLS . 
Now, let us compute explicitly the energy of stationary states:
Lemma 3.2. For any −N < k < 0 and χ > 0, all stationary states ρ¯ of (1.2) with |x|2ρ¯ ∈ L1 RN satisfy
Fk [ρ¯] = 0.
Proof. Integrating (2.1) against x, we obtain for 1−N < k < 0:
1
N

RN
x · ∇ρ¯m = −2χ

RN×RN
x · (x− y)|x− y|k−2ρ¯(x)ρ¯(y) dxdy
−

RN
ρ¯m = −χ

RN×RN
(x− y) · (x− y)|x− y|k−2ρ¯(x)ρ¯(y) dxdy
1
N(m− 1)

RN
ρ¯m = −χ

RN×RN
|x− y|k
k
ρ¯(x)ρ¯(y) dxdy, (3.3)
and the result immediately follows. For −N < k ≤ 1 − N , the term ∇S¯k is a singular integral, and thus
writes
∇S¯k(x) = lim
ε→0

Bc(x,ε)
|x− y|k−2(x− y)ρ¯k(y) dy
=

RN
|x− y|k−2(x− y) (ρ¯k(y)− ρ¯k(x)) dy.
The singularity disappears when integrating against x,
RN
x · ∇S¯k(x)ρ¯k(x) dx = 12

RN×RN
|x− y|kρ¯k(x)ρ¯k(y) dxdy. (3.4)
In order to prove (3.4), let us define fε : RN → R for any ε > 0 by
fε(x) :=

Bc(x,ε)
x · ∇xWk(x− y)ρ¯k(y) dy.
Then by definition of the Cauchy principle value, fε(x) converges to x · ∇S¯k(x) pointwise for almost every
x ∈ RN as ε → 0. Further, we use the fact that ρ¯k ∈ C0,α(RN ) for some α ∈ (1 − k − N, 1) to obtain the
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uniform in ε estimate
|fε(x)| ≤

σN + k +N − 1 + α
k +N − 1 + α

|x|, ∀ 0 < ε < 1,
and therefore by Lebesgue’s dominated convergence theorem,
RN
x · ∇S¯k(x)ρ¯k(x) dx =

RN
lim
ε→0
fε(x)ρ¯k(x) dx = lim
ε→0

RN
fε(x)ρ¯k(x) dx
= lim
ε→0

|x−y|≥ε
x · (x− y)|x− y|k−2ρ¯k(x)ρ¯k(y) dxdy
= 12 limε→0

|x−y|≥ε
(x− y) · (x− y)|x− y|k−2ρ¯k(x)ρ¯k(y) dxdy
= 12

RN×RN
|x− y|kρ¯k(x)ρ¯k(y) dxdy.
This concludes the proof of (3.4).
Therefore, it follows that (3.3) holds true for any −N < k < 0. We remark that a bounded second moment
is necessary to allow for the use of |x|2/2 as a test function by a standard approximation argument using
suitable truncations. 
Let us point out that the previous computation is possible due to the homogeneity of the functional Fk.
In fact, a formal use of the Euler theorem for homogeneous functions leads to this statement. This argument
does not apply in the logarithmic case k = 0. Here, it allows to connect stationary states and minimisers of
Fk.
It follows directly from Theorem 3.1, that for all ρ ∈ Y and for any χ > 0,
Fk[ρ] ≥ 1− χC∗
N(m− 1)∥ρ∥
m
m,
where C∗ = C∗(k,N) is the optimal constant defined in (3.2). Since global minimisers have always smaller
or equal energy than stationary states, and stationary states have zero energy by Lemma 3.2, it follows that
χ ≥ 1/C∗. We define the critical interaction strength by
χc(k,N) :=
1
C∗(k,N)
, (3.5)
and so for χ = χc, all stationary states of Eq. (1.2) are global minimisers of Fk. We can also directly see that
for 0 < χ < χc, no stationary states exist. These observations can be summarised in the following theorem:
Theorem 3.3 (Stationary States in Original Variables). Let −N < k < 0. For critical interaction strength
χ = χc, all stationary states ρ¯ of Eq. (1.2) with |x|2ρ¯ ∈ L1

RN

are global minimisers of Fk. For sub-critical
interaction strengths 0 < χ < χc, no stationary states with |x|2ρ¯ ∈ L1

RN

exist for Eq. (1.2).
We now turn to the study of global minimisers of Fk and Fk,resc with the aim of proving the converse
implication to Theorem 3.3. Firstly, we have the following existence result:
Proposition 3.4 (Existence of Global Minimisers). Let k ∈ (−N, 0).
(i) If χ = χc, then there exists a radially symmetric and non-increasing function ρ˜ ∈ Y satisfying Fk[ρ˜] = 0.
(ii) If χ < χc, then Fk does not admit global minimisers, but there exists a global minimiser ρ˜ of Fk,resc
in Y2.
(iii) If χ > χc, then both Fk and Fk,resc are not bounded below.
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Proof. Generalising the argument in [7, Proposition 3.4], we obtain the following result for the behaviour of
the free energy functional Fk: Let χ > 0. For k ∈ (−N, 0), we have
Ik(χ) := inf
ρ∈Y
Fk[ρ] =

0 if χ ∈ (0, χc],
−∞ if χ > χc, (3.6)
and the infimum Ik(χ) is only achieved if χ = χc. This implies statements (ii) and (iii) for Fk. Case (iii)
directly follows also in rescaled variables as in [7, Proposition 5.1]. The argument in the sub-critical case
(ii) for Fk,resc is a bit more subtle than in the critical case (i) since we need to make sure that the second
moment of our global minimiser is bounded. We will here only prove (ii) for rescaled variables, as (i) and
(ii) in original variables are straightforward generalisations from [7, Lemma 3.3] and [7, Proposition 3.4]
respectively.
Inequality (3.2) implies that the rescaled free energy is bounded on Y2 by
− C∗
k
(χc + χ) ∥ρ∥mm +
1
2V[ρ] ≥ Fk,resc[ρ] ≥ −
C∗
k
(χc − χ) ∥ρ∥mm +
1
2V[ρ], (3.7)
and it follows that the infimum of Fk,resc over Y2 in the sub-critical case is non negative. Hence, there exists
a minimising sequence (pj) ∈ Y2,
Fk,resc[pj ]→ µ := inf
ρ∈Y2
Fk,resc[ρ].
Note that ∥pj∥m and V[pj ] are uniformly bounded, ∥pj∥m + V[pj ] ≤ C0 say, since from (3.7)
0 < −C∗
k
(χc − χ) ∥pj∥mm +
1
2V[pj ] ≤ Fk,resc[pj ] ≤ Fk,resc[p0].
Further, the radially symmetric decreasing rearrangement (p∗j ) of (pj) satisfies
∥p∗j∥m = ∥pj∥m, V[p∗j ] ≤ V[pj ], Wk[p∗j ] ≤ Wk[pj ]
by the reversed Hardy–Littlewood–Sobolev inequality [37] and Riesz rearrangement inequality [38]. In other
words, Fk,resc[p∗j ] ≤ Fk,resc[pj ] and so (p∗j ) is also a minimising sequence.
To show that the infimum is achieved, we start by showing that (p∗j ) is uniformly bounded at a point.
For any choice of R > 0, we have
1 = ∥p∗j∥1 = σN
 ∞
0
p∗j (r)rN−1 dr
≥ σN
 R
0
p∗j (r)rN−1 dr ≥ σN
RN
N
p∗j (R).
Similarly, since ∥p∗j∥m is uniformly bounded,
C0 ≥ ∥p∗j∥mm = σN
 ∞
0
rN−1p∗j (r)m dr
≥ σN
 R
0
rN−1p∗j (r)m dr ≥ σN
RN
N
p∗j (R)m.
We conclude that
0 ≤ pj(R) ≤ b(R) := C1 inf

R−N , R−
N
m

, ∀R > 0 (3.8)
for a positive constant C1 only depending on N,m and C0. Then by Helly’s Selection Theorem there
exists a subsequence (p∗jn) and a non-negative function ρ˜ : R
N → R such that p∗jn → ρ˜ pointwise almost
everywhere. In addition, a direct calculation shows that x → b(|x|) ∈ L 2N2N+k RN, and hence, using (3.1)
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for p = q = 2N/(2N + k), we obtain
(x, y) → |x− y|kb(|x|)b(|y|) ∈ L1(RN × RN ).
Together with (3.8) and the pointwise convergence of (p∗jn), we conclude
Wk(p∗jn)→Wk(ρ˜) <∞
by Lebesgue’s dominated convergence theorem. In fact, since ∥p∗jn∥m and V[p∗jn ] are uniformly bounded and
∥p∗jn∥1 = 1, we have the existence of a subsequence (p∗jl) and a limit P ∈ L1

RN

such that p∗jl → P weakly
in L1

RN

by the Dunford–Pettis Theorem. Using a variant of Vitali’s Lemma [44], we see that the sequence
(p∗jl) actually converges strongly to ρ˜ in L
1 RN on all finite balls in RN . In other words, P = ρ˜ almost
everywhere. Furthermore, ρ˜ has finite second moment by Fatou’s Lemma,
V[ρ˜] ≤ lim inf
l→∞
V[p∗jl ] ≤ C0,
and by convexity of | · |m for m ∈ (1, 2), we have lower semi-continuity,
ρ˜m ≤ lim inf
l→∞
 
p∗jl
m ≤ C0.
We conclude that ρ˜ ∈ Y2 and
Fk,resc[ρ˜] ≤ lim
l→∞
Fk,resc[p∗jl ] = µ.
Hence, ρ˜ is a global minimiser of Fk,resc. 
Remark 3.5. The existence result in original variables also provides optimisers for the variation of the HLS
inequality (3.2), and so the supremum in the definition of C∗(N, k) is in fact attained.
The following necessary condition is a generalisation of results in [7], but using a different argument
inspired by [18].
Proposition 3.6 (Necessary Condition for Global Minimisers). Let k ∈ (−N, 0).
(i) If χ = χc and ρ ∈ Y is a global minimiser of Fk, then ρ is radially symmetric non-increasing, satisfying
ρm−1(x) = N(m− 1)
m
(−2χ(Wk ∗ ρ)(x) +Dk[ρ])+ a.e. in RN . (3.9)
Here, we denote
Dk[ρ] := 2Fk[ρ] + m− 2
N(m− 1)∥ρ∥
m
m.
(ii) If 0 < χ < χc and ρ ∈ Y2 is a global minimiser of Fk,resc, then ρ is radially symmetric non-increasing,
satisfying
ρm−1(x) = N(m− 1)
m

−2χ(Wk ∗ ρ)(x)− |x|
2
2 +Dk,resc[ρ]

+
a.e. in RN . (3.10)
Here, we denote
Dk,resc[ρ] := 2Fk,resc[ρ]− 12V[ρ] +
m− 2
N(m− 1)∥ρ∥
m
m.
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Proof. (i) Let us write as in (1.1)
Fk[ρ] = U1−k/N [ρ] + χWk[ρ], Um[ρ] = 1
N(m− 1)∥ρ∥
m
m, and
Wk[ρ] =

RN×RN
|x− y|k
k
ρ(x)ρ(y) dxdy.
We will first show that all global minimisers of Fk are radially symmetric non-increasing. Indeed, let
ρ be a global minimiser of Fk in Y, then for the symmetric decreasing rearrangement ρ∗ of ρ, we
have Um[ρ∗] = Um[ρ] and by the Riesz rearrangement inequality [17, Lemma 2], W[ρ∗] ≤ W[ρ]. So
Fk[ρ∗] ≤ Fk[ρ] and since ρ is a global minimiser this implies Wk[ρ∗] = Wk[ρ]. By Riesz rearrangement
properties [17, Lemma 2], there exists x0 ∈ RN such that ρ(x) = ρ∗(x − x0) for all x ∈ RN . Moreover,
we have

RN
xρ(x) dx = x0 +

RN
xρ∗(x) dx = x0,
and thus the zero centre-of-mass condition holds if and only if x0 = 0, giving ρ = ρ∗. For any test
function ψ ∈ C∞c

RN

such that ψ(−x) = ψ(x), we define
ϕ(x) = ρ(x)

ψ(x)−

RN
ψ(x)ρ(x) dx

.
We fix 0 < ε < ε0 := (2∥ψ∥∞)−1. Then
ρ+ εϕ = ρ

1 + ε

ψ −

RN
ψρ

≥ ρ (1− 2∥ψ∥∞ε) ≥ 0,
and so ρ+ εϕ ∈ L1+

RN
∩Lm RN. Further,  ϕ(x) dx =  xϕ(x) dx = 0, and hence ρ+ εϕ ∈ Y. Note
also that supp (ϕ) ⊆ Ω¯ := supp (ρ). To calculate the first variation Tk of the functional Fk, we need to
be careful about regularity issues. Denoting by Ω the interior of Ω¯ , we write
Fk[ρ+ εϕ]−Fk[ρ]
ε
= 1
N(m− 1)

Ω
(ρ+ εϕ)m − ρm
ε
dx+ 2χ

RN
(Wk ∗ ρ) (x)ϕ(x) dx+ εWk[ϕ]
= m
N(m− 1)
 1
0
Gε(t) dt+ 2χ

RN
(Wk ∗ ρ) (x)ϕ(x) dx+ εWk[ϕ],
where Gε(t) :=

Ω
|ρ+ tεϕ|m−2 (ρ+ tεϕ)ϕdx. Then by Ho¨lder’s inequality,
|Gε(t)| ≤ (∥ρ∥m + ε0∥ϕ∥m)m−1 ∥ϕ∥m
for all t ∈ [0, 1] and ε ∈ (0, ε0). Lebesgue’s dominated convergence theorem yields
 1
0
Gε(t) dt→

Ω
ρm−1(x)ϕ(x) dx
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as ε→ 0. In addition, one can verify that Wk[ϕ] ≤ 4∥ψ∥2∞Wk[ρ] <∞. Hence,
lim
ε→0
Fk[ρ+ εϕ]−Fk[ρ]
ε

= m
N(m− 1)

Ω
ρm−1(x)ϕ(x) dx+ 2χ

RN
(Wk ∗ ρ) (x)ϕ(x) dx
=

RN
Tk[ρ](x)ϕ(x) dx,
proving (1.4). Since ρ is a global minimiser, Fk[ρ+εϕ] ≥ Fk[ρ] and hence
 Tk[ρ](x)ϕ(x) dx ≥ 0. Taking
−ψ instead of ψ, we obtain by the same argument  Tk[ρ](x)ϕ(x) dx ≤ 0, and so
RN
Tk[ρ](x)ϕ(x) dx = 0.
Owing to the choice of ϕ,
0 =

RN
Tk[ρ](x)ϕ(x) dx
=

RN
Tk[ρ](x)ρ(x)ψ(x) dx−

RN
ψρ

2Fk[ρ] + m− 2
N(m− 1)∥ρ∥
m
m

=

RN
ρ(x)ψ(x) (Tk[ρ](x)−Dk[ρ]) dx
for any symmetric test function ψ ∈ C∞c

RN

. Hence Tk[ρ](x) = Dk[ρ] a.e. in Ω¯ , i.e.
ρm−1(x) = N(m− 1)
m
(−2χ (Wk ∗ ρ) (x) +Dk[ρ]) a.e. in Ω¯ . (3.11)
Now, we turn to conditions over ρ on the whole space. Let ψ ∈ C∞c

RN

, ψ(−x) = ψ(x), ψ ≥ 0, and
define
ϕ(x) := ψ(x)− ρ(x)

RN
ψ(x) dx ∈ L1 RN ∩ Lm RN .
Then for 0 < ε < ε0 := (∥ψ∥∞|supp (ψ)|)−1, we have
ρ+ εϕ ≥ ρ

1− ε

RN
ψ

≥ ρ (1− ε∥ψ∥∞|supp (ψ)|) .
So ρ+εϕ ≥ 0 in Ω¯ , and also outside Ω¯ since ψ ≥ 0, hence ρ+εϕ ∈ Y. Repeating the previous argument,
we obtain 
RN
Tk[ρ](x)ϕ(x) dx ≥ 0.
Using the expression of ϕ, we have
0 ≤

RN
Tk[ρ](x)ϕ(x) dx
=

RN
Tk[ρ](x)ψ(x) dx−

RN
ψ

2Fk[ρ] + m− 2
N(m− 1)∥ρ∥
m
m

=

RN
ψ(x) (Tk[ρ](x)−Dk[ρ]) dx.
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Hence Tk[ρ](x) ≥ Dk[ρ] a.e. in RN , and so
ρm−1(x) ≥ N(m− 1)
m
(−2χ (Wk ∗ ρ) (x) +Dk[ρ]) a.e. in RN . (3.12)
Note that (3.12) means that the support Ω¯ coincides with the set

x ∈ RN | − 2χ (Wk ∗ ρ) (x) +Dk[ρ] > 0

.
Combining (3.11) and (3.12) completes the proof of (3.9).
(ii) First, note that if ρ ∈ Y2 and ρ∗ denotes the symmetric decreasing rearrangement of ρ, then it follows
from the reversed Hardy–Littlewood–Sobolev inequality [37] that V[ρ∗] ≤ V[ρ]. Since Um[ρ∗] = Um[ρ]
and W[ρ∗] ≤ W[ρ], we conclude Fk,resc[ρ∗] ≤ Fk,resc[ρ]. For a global minimiser ρ ∈ Y2, we have
Fk,resc[ρ∗] = Fk,resc[ρ] and hence W[ρ∗] =W[ρ] and V[ρ∗] = V[ρ]. The former implies that there exists
x0 ∈ RN such that ρ(x) = ρ∗(x− x0) for all x ∈ RN by Riesz rearrangement properties [17, Lemma 2],
and so the equality in second moment gives ρ = ρ∗.
Next, we will derive Eq. (3.10). We define for any test function ψ ∈ C∞c

RN

the function
ϕ(x) = ρ(x)

ψ(x)− RN ψ(x)ρ(x) dx, and by the same argument as in (i), we obtain
0 =

RN
Tk,resc[ρ](x)ϕ(x) dx =

RN
ρ(x)ψ(x) (Tk,resc[ρ](x)−Dk,resc[ρ]) dx,
with Tk,resc as given in (2.9). Hence Tk,resc[ρ](x) = Dk,resc[ρ] a.e. in Ω¯ := supp (ρ). Following the same
argument as in (i), we further conclude Tk,resc[ρ](x) ≥ Dk,resc[ρ] a.e. in RN . Together with the equality
on Ω¯ , this completes the proof of (3.10). 
Remark 3.7. For critical interaction strength χ = χc, if ρ¯ is a stationary state of Eq. (1.2) with bounded
second moment, then it is a global minimiser of Fk by Theorem 3.3. In that case, we can identify the constant
Ck[ρ¯] in (2.5) with Dk[ρ¯] in (3.9), which is the same on all connected components of supp (ρ¯).
3.2. Regularity properties of global minimisers
Proposition 3.6 allows us to conclude the following useful corollary, adapting some arguments developed
in [7].
Corollary 3.8 (Compactly Supported Global Minimisers). If χ = χc, then all global minimisers of Fk in Y
are compactly supported. If 0 < χ < χc, then global minimisers of Fk,resc are compactly supported.
Proof. Let ρ ∈ Y be a global minimiser of Fk. Then ρ is radially symmetric and non-increasing by
Proposition 3.6(i) and has zero energy by (3.6). Using the expression of the constant Dk[ρ] given by
Proposition 3.6(i), we obtain
Dk[ρ] =
m− 2
N(m− 1)∥ρ∥
m
m < 0
Let us assume that ρ is supported on RN . We will arrive at a contradiction by showing that ρm−1 andWk ∗ρ
are in Lm/(m−1)

RN

. Since
Dk[ρ] =
m
N(m− 1)ρ(x)
m−1 + 2χ (Wk ∗ ρ) (x)
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a.e. in RN by (3.9), this would mean that the constant Dk[ρ] < 0 is in Lm/(m−1) and decays at infinity,
which is obviously false.
It remains to show that Wk ∗ ρ is in Lm/(m−1)

RN

since ρ ∈ Lm RN by assumption. From
ρ ∈ L1 RN∩Lm RN we have ρ ∈ Lr RN for all r ∈ (1,m] by interpolation, and henceWk ∗ρ ∈ Ls RN
for all s ∈ (−N/k,Nm/(k(1−m))] by [38, Theorem 4.2]. Finally, we conclude thatWk∗ρ is in Lm/(m−1)

RN

since −N/k < m/(m− 1) < Nm/(k(1−m)).
In the sub-critical case for the rescaled functional Fk,resc, we argue as above to conclude that for any
global minimiser ρ in Y2 we have ρm−1 andWk∗ρ in Lm/(m−1)

RN

. If ρ were supported on the whole space,
it followed from the Euler–Lagrange condition for the rescaled equation (3.10) that |x|2+C ∈ Lm/(m−1) RN
for some constant C. This is obviously false. 
The same argument works for stationary states by using the necessary conditions (2.5) and (2.6).
Corollary 3.9 (Compactly Supported Stationary States). If χ = χc, then all stationary states of Eq. (1.2) are
compactly supported. If 0 < χ < χc, then all stationary states of the rescaled equation (2.3) are compactly
supported.
Lemma 3.10. Let ρ be either a global minimiser of Fk over Y or a global minimiser of Fk,resc over Y2. If
there exists p ∈ (−N, 0] such that
ρ(r) . 1 + rp for all r ∈ (0, 1), (3.13)
then for r ∈ (0, 1),
ρ(r) .

1 + rg(p) if p ̸= −N − k,
1 + |log(r)| 1m−1 if p = −N − k, (3.14)
where
g(p) = p+N + k
m− 1 . (3.15)
Proof. Since global minimisers are radially symmetric non-increasing, we can bound ρ(r) by ρ(1) for all
r ≥ 1, and hence the bound (3.13) holds true for all r > 0. Further, we know from Corollary 3.8 that
all global minimisers are compactly supported. Let us denote supp (ρ) = B(0, R), 0 < R < ∞. We split
our analysis in four cases: (1) the regime 1 − N < k < 0 with k ̸= 2 − N and N ≥ 2, where we can
use hypergeometric functions in our estimates, (2) the Newtonian case k = 2 − N,N ≥ 3, (3) the one
dimensional regime −1 < k < 0 where we need a Cauchy principle value to deal with the singular integral
in the mean-field potential gradient, but everything can be computed explicitly, and finally (4) the regime
−N < k ≤ 1−N and N ≥ 2, where again singular integrals are needed to deal with the singularities of the
hypergeometric functions.
Case 1: 1−N < k < 0, k ̸= 2−N,N ≥ 2
We would like to make use of the Euler–Lagrange condition (3.9), and hence we need to understand the
behaviour of Wk ∗ ρ. It turns out that it is advantageous to estimate the derivative instead, writing
− (Wk ∗ ρ) (r) = − (Wk ∗ ρ) (1) +
 1
r
∂r (Wk ∗ ρ) (s) ds. (3.16)
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The first term on the right-hand side can be estimated explicitly, and we claim that for any x ∈ RN , we
have
− (Wk ∗ ρ) (x) <∞. (3.17)
To see this, let us denote γ := |x|, and let us fix R¯ ≥ R such that 0 < γ < R¯. If γ/2 ≤ R, then
− (Wk ∗ ρ) (γ) =

−1
k

B(0,R)\B(0,γ/2)
|x− y|kρ(y) dy +

−1
k

B(0,γ/2)
|x− y|kρ(y) dy
≤

−1
k

ρ
γ
2

B(0,R)\B(0,γ/2)
|x− y|k dy +

−σN
k
 γ/2
0
|γ − r|kρ(r)rN−1 dr
. γ−N

B(0,R¯)\B(0,γ/2)
|x− y|k dy +
 γ/2
0
|γ − r|kρ(r)rN−1 dr
. γ−N

B(x,R¯+γ)
|x− y|k dy +
γ
2
k
∥ρ∥1
= γ−NσN
 R¯+γ
0
rk+N−1 dr +
γ
2
k
<∞,
where we used in the third line the fact that ρ is radially symmetric non-increasing, and so
1 ≥

B(0,γ/2)
ρ(x) dx ≥ ρ
γ
2

B(0,γ/2)
dx = ρ
γ
2
σN
N
γ
2
N
.
If γ/2 > R on the other hand, we simply have similar to above
− (Wk ∗ ρ) (γ) ≤

−1
k

B(0,γ/2)
|x− y|kρ(y) dy .
γ
2
k
<∞,
which concludes the proof of (3.17).
In order to control the second term in (3.16), we use the formulation (A.3) from the Appendix,
∂r (Wk ∗ ρ) (r) = rk−1
 ∞
0
ψk
η
r

ρ(η)ηN−1 dη , (3.18)
where ψk is given by (A.4) and can be written in terms of Gauss hypergeometric functions, see (A.7).
Sub-Newtonian regime 1−N < k < 2−N
Note that ψk(s) < 0 for s > 1 in the sub-Newtonian regime 1 − N < k < 2 − N (see Appendix
Lemma A.3 and Fig. 3(a)). Together with the induction assumption (3.13) and using the fact that ρ is
compactly supported, we have for any r ∈ (0, R)
∂r (Wk ∗ ρ) (r) = rk−1
 r
0
ψk
η
r

ρ(η)ηN−1 dη + rk−1
 R
r
ψk
η
r

ρ(η)ηN−1 dη
= rk+N−1
 1
0
ψk (s) ρ(rs)sN−1 ds+ rk+N−1
 R/r
1
ψk (s) ρ(rs)sN−1 ds
≤ rk+N−1
 1
0
ψk (s) ρ(rs)sN−1 ds
. rk+N−1
 1
0
ψk (s) sN−1 ds

+ rp+k+N−1
 1
0
ψk (s) sp+N−1 ds

= C1rk+N−1 + C2rp+k+N−1, (3.19)
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where we defined
C1 :=
 1
0
ψk (s) sN−1 ds, C2 :=
 1
0
ψk (s) sp+N−1 ds.
In the case when r ∈ [R,∞), we use the fact that ψk(s) > 0 for s ∈ (0, 1) by Lemma A.3 and so we obtain
by the same argument
∂r (Wk ∗ ρ) (r) = rk−1
 R
0
ψk
η
r

ρ(η)ηN−1 dη . rk−1
 R
0
ψk
η
r

(1 + ηp) ηN−1 dη
= rk+N−1
 R/r
0
ψk (s) sN−1 ds

+ rp+k+N−1
 R/r
0
ψk (s) sp+N−1 ds

≤ C1rk+N−1 + C2rp+k+N−1, (3.20)
with constants C1, C2 as given above. It is easy to see that C1 and C2 are indeed finite. From (A.8) it
follows that ψk (s) sN−1 and ψk (s) sp+N−1 are integrable at zero since −N < p and ψk is continuous on
[0, 1). Similarly, both expressions are integrable at one using (A.10) in Lemma A.4. Hence, we conclude from
(3.19) and (3.20) that for any r ∈ (0, 1),
∂r (Wk ∗ ρ) (r) . rk+N−1 + rp+k+N−1.
Substituting into the right-hand side of (3.16) and using (3.17) yields
− (Wk ∗ ρ) (r) . 1 +
 1
r

sk+N−1 + sp+k+N−1

ds
for any r ∈ (0, 1). It follows that for p ̸= −k −N ,
− (Wk ∗ ρ) (r) . 1 + 1− r
k+N
k +N +
1− rp+k+N
p+ k +N . 1 + r
p+k+N .
If p = −k −N , we have instead
− (Wk ∗ ρ) (r) . 1 + 1− r
k+N
k +N − log(r) . 1 + | log(r)|.
If ρ is a global minimiser of Fk, then it satisfies the Euler–Lagrange condition (3.9). Hence, we obtain (3.14)
with the function g(p) as defined in (3.15). If ρ is a global minimiser of the rescaled functional Fk,resc, then
it satisfied condition (3.10) instead, and we arrive at the same result.
Super-Newtonian regime k > 2−N
In this regime, ψk(s) is continuous, positive and strictly decreasing for s > 0 (see Appendix Lemma A.3
and Fig. 3(b)) and hence integrable on (0, s) for any s > 0. Under the induction assumption (3.13) and using
the fact that ρ is compactly supported and radially symmetric non-increasing, we have for any r ∈ (0, R)
∂r (Wk ∗ ρ) (r) = rk−1
 R
0
ψk
η
r

ρ(η)ηN−1 dη = rN+k−1
 R/r
0
ψk (s) ρ(rs)sN−1 dη
. rk+N−1
 R/r
0
ψk (s) sN−1 ds

+ rp+k+N−1
 R/r
0
ψk (s) sp+N−1 ds

= C1(r)rk+N−1 + C2(r)rp+k+N−1,
where we defined
C1(r) :=
 R/r
0
ψk (s) sN−1 ds, C2(r) :=
 R/r
0
ψk (s) sp+N−1 ds.
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Next, let us verify that C1(·) and C2(·) are indeed bounded above. From (A.8) it follows again that
ψk (s) sN−1 and ψk (s) sp+N−1 are integrable at zero since −N < p. In order to deal with the upper limit,
we make use of property (A.9), which implies that there exist constants L > 1 and CL > 0 such that for all
s ≥ L, we have
ψk(s) ≤ CLsk−2.
It then follows that for r < R/L, R/r
L
ψk (s) sN−1 ds ≤ CL
N + k − 2

R
r
N+k−2
− LN+k−2

,
and hence we obtain
C1(r) =
 L
0
ψk (s) sN−1 ds+
 R/r
L
ψk (s) sN−1 ds . 1 + r−N−k+2.
Similarly,
C2(r) =
 L
0
ψk (s) sp+N−1 ds+
 R/r
L
ψk (s) sp+N−1 ds . 1 + r−p−N−k+2.
We conclude
∂r (Wk ∗ ρ) (r) .

1 + r−N−k+2

rk+N−1 +

1 + r−p−N−k+2

rp+k+N−1
. 1 + rk+N−1 + rp+k+N−1. (3.21)
For R/L ≤ r < R on the other hand we can do an even simpler bound:
C1(r) + C2(r) ≤
 L
0
ψk (s) sN−1 ds+
 L
0
ψk (s) sp+N−1 ds . 1,
and so we can conclude for (3.21) directly. In the case when r ∈ [R,∞), we obtain by the same argument
∂r (Wk ∗ ρ) (r) . rk+N−1
 R/r
0
ψk (s) sN−1 ds

+ rp+k+N−1
 R/r
0
ψk (s) sp+N−1 ds

≤ C1(R)rk+N−1 + C2(R)rp+k+N−1,
with constants C1(·), C2(·) as given above, and so we conclude that the estimate (3.21) holds true for any
r > 0. Substituting (3.21) into (3.16), we obtain for r ∈ (0, 1)
− (Wk ∗ ρ) (r) . 1 +
 1
r

sk+N−1 + sp+k+N−1

ds
and so we conclude as in the sub-Newtonian regime.
Case 2: k = 2−N,N ≥ 3
Newtonian regime
In the Newtonian case, we can make use of known explicit expressions. We write as above
− (Wk ∗ ρ) (r) = −

r2−N
(2−N) ∗ ρ

(1) +
 1
r
∂r

r2−N
(2−N) ∗ ρ

(s) ds, (3.22)
where −

r2−N
(2−N) ∗ ρ

(1) is bounded using (3.17). To control
 1
r
∂r

r2−N
(2−N) ∗ ρ

(s) ds, we use Newton’s Shell
Theorem implying
∂r

r2−N
(2−N) ∗ ρ

(s) = σNM(s)|∂B(0, s)| =M(s)s
1−N ,
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where we denote byM(s) = σN
 s
0 ρ(t)t
N−1 dt the mass of ρ in B(0, s). Note that this is precisely expression
(3.18) we obtained in the previous case, choosing ψk(s) = 1 for s < 1 and ψk = 0 for s > 1 with a jump
singularity at s = 1 (see also (A.1) in the Appendix). By our induction assumption (3.13), we have
M(s) . σN
 s
0
(1 + tp)tN−1 dt = σN

sN
N
+ s
N+p
N + p

, s ∈ (0, 1),
and hence if p ̸= −2, then 1
r
∂r

r2−N
(2−N) ∗ ρ

(s) ds . 12N

1− r2+ 1(N + p)(p+ 2) 1− rp+2 .
If p = −2, we obtain instead 1
r
∂r

r2−N
(2−N) ∗ ρ

(s) ds . 12N

1− r2− 1(N + p) log(r).
Substituting into the right-hand side of (3.22) yields for all r ∈ (0, 1)
− (Wk ∗ ρ) (r) .

1 + rp+2 if p ̸= −2,
1 + |log(r)| if p = −2.
Thanks again to the Euler–Lagrange condition (3.9) if ρ is a global minimiser of Fk, or thanks to condition
(3.10) if ρ is a global minimiser of Fk,resc instead, we arrive in both cases at (3.14).
Case 3: −1 < k < 0, N = 1
In one dimension, we can calculate everything explicitly. Since the mean-field potential gradient is a
singular integral, we have
∂xSk(x) =

R
x− y
|x− y|2−k (ρ(y)− ρ(x)) dy
= lim
δ→0

|x−y|>δ
x− y
|x− y|2−k ρ(y) dy =
x
r
∂rSk(r)
with the radial component for r ∈ (0, R) given by
∂rSk(r) =
 ∞
0

r − η
|r − η|2−k +
r + η
|r + η|2−k

(ρ(η)− ρ(r)) dη
=
 ∞
0
r + η
|r + η|2−k ρ(η) dη + limδ→0

|r−η|>δ
r − η
|r − η|2−k ρ(η) dη
= rk−1
 ∞
0
ψ1
η
r

ρ(η) dη + rk−1 lim
δ→0

|r−η|>δ
ψ2
η
r

ρ(η) dη
= rk−1
 R
0
ψ1
η
r

ρ(η) dη + rk−1 lim
δ→0
 r−δ
0
+
 R
r+δ

ψ2
η
r

ρ(η) dη
where
ψ1(s) :=
1 + s
|1 + s|2−k = (1 + s)
k−1, ψ2(s) :=
1− s
|1− s|2−k =

(1− s)k−1 if 0 ≤ s < 1,
−(s− 1)k−1 if s > 1
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are well defined on [0, 1) ∪ (1,∞). Define γ := min{1, R/2}. Since ψ2(s) < 0 for s > 1 and ρ radially
symmetric decreasing, we can estimate the last term for any r ∈ (0, γ) and small δ > 0 by
rk−1
 r−δ
0
+
 R
r+δ

ψ2
η
r

ρ(η) dη
≤ rk−1
 r−δ
0
ψ2
η
r

ρ(η) dη + rk−1ρ(2r)
 2r
r+δ
ψ2
η
r

dη
= rk
 1−δ/r
0
ψ2 (s) ρ(rs) ds+ rkρ(2r)
 2
1+δ/r
ψ2 (s) ds.
Under assumption (3.13), we can bound the above expression by
∂rSk(r) . rk
 R/r
0
ψ1(s) ds+ rk+p
 R/r
0
ψ1(s)sp ds
+ rk lim
δ→0
 1−δ/r
0
ψ2(s) ds+ rp
 1−δ/r
0
ψ2(s)sp ds+ (1 + rp)
 2
1+δ/r
ψ2 (s) ds

= rk lim
δ→0
C1(r, δ) + rk+p lim
δ→0
C2(r, δ),
where we defined
C1(r, δ) :=
 R/r
0
ψ1(s) ds+
 1−δ/r
0
ψ2(s) ds+
 2
1+δ/r
ψ2 (s) ds,
C2(r, δ) :=
 R/r
0
ψ1(s)sp ds+
 1−δ/r
0
ψ2(s)sp ds+
 2
1+δ/r
ψ2 (s) ds.
Next, let us show that the functions limδ→0 C1(r, δ) and limδ→0 C2(r, δ) can be controlled in terms of r. The
function ψ2 has a non-integrable singularity at s = 1, however, we can seek compensations from below and
above the singularity. One can compute directly that
C1(r, δ) =
1
k

R
r
+ 1
k
− 1

+ 1
k

1−

δ
r
k
+ 1
k

δ
r
k
− 1

= 1
k

R
r
+ 1
k
− 1

≤ −1
k
,
C2(r, δ) =

R
r
+ 1
k−1
R
r
p+1
− 1
k

δ
r
k
+ 1
k

δ
r
k
− 1

=

R
r
+ 1
k−1
R
r
p+1
− 1
k
≤

R
r
k−1
R
r
p+1
− 1
k
= Rk+pr−k−p − 1
k
,
so that we obtain the estimate
∂rSk(r) . 1 + rk + rk+p.
Finally, we have for all r ∈ (0, γ):
− (Wk ∗ ρ) (r) = − (Wk ∗ ρ) (γ) +
 γ
r
∂rSk(s) ds . 1 +
 γ
r

sk + sp+k

ds,
where we made again use of estimate (3.17). If p ̸= −k − 1, we have
− (Wk ∗ ρ) (r) . 1 + γ
k+1 − rk+1
k + 1 +
γp+k+1 − rp+k+1
p+ k + 1 . 1 + r
p+k+1.
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If p = −k − 1 however, we obtain
− (Wk ∗ ρ) (r) . 1 + γ
k+1 − rk+1
k + 1 + log(γ)− log(r) . 1 + | log(r)|.
Using again the Euler–Lagrange condition (3.9) for a global minimiser of Fk or (3.10) for a global minimiser
of Fk,resc respectively, we obtain (3.14) in the one dimensional case.
Case 4: −N < k ≤ 1−N,N ≥ 2
In this case, we can again use hypogeometric functions, but here the mean-field potential gradient is a
singular integral due to the singularity properties of hypogeometric functions. It writes as
∇Sk(x) = lim
δ→0

|x−y|>δ
x− y
|x− y|2−k ρ(y) dy =
x
r
∂rSk(r)
with the radial component given by
∂rSk(r) = rk−1 lim
δ→0

|r−η|>δ
ψk
η
r

ρ(η)ηN−1 dη
= rk−1 lim
δ→0
 r−δ
0
+
 R
r+δ

ψk
η
r

ρ(η)ηN−1 ds,
where ψk is given by (A.7) on [0, 1) ∪ (1,∞), and we used the fact that ρ is compactly supported. In this
regime, the singularity at s = 1 is non-integrable and has to be handled with care. Define γ := min{1, R/2}.
Since ψ2(s) < 0 for s > 1 (see Appendix Lemma A.3) and since ρ is radially symmetric non-increasing, we
can estimate the second integral above for any r ∈ (0, γ) and small δ > 0 by
rk−1
 R
r+δ
ψk
η
r

ρ(η)ηN−1 dη ≤ rk−1ρ(2r)
 2r
r+δ
ψk
η
r

ηN−1 dη
= rN+k−1ρ(2r)
 2
1+δ/r
ψk (s) sN−1 ds.
Under assumption (3.13), we can then bound the above expression by
∂r (Wk ∗ ρ) (r) . rN+k−1 lim
δ→0
 1−δ/r
0
ψk(s)sN−1 ds+ rp
 1−δ/r
0
ψk(s)sp+N−1 ds
+ (1 + rp)
 2
1+δ/r
ψk (s) sN−1 ds

= rN+k−1 lim
δ→0
C1(r, δ) + rp+N+k−1 lim
δ→0
C2(r, δ),
where
C1(r, δ) :=
 1−δ/r
0
ψk(s)sN−1 ds+
 2
1+δ/r
ψk (s) sN−1 ds,
C2(r, δ) :=
 1−δ/r
0
ψk(s)sp+N−1 ds+
 2
1+δ/r
ψk (s) sN−1 ds.
The crucial step is again to show that limδ→0 C1(r, δ) and limδ→0 C2(r, δ) are well-defined and can be
controlled in terms of r, seeking compensations from above and below the singularity at s = 1. Recalling
that ψk(s)sN−1 and ψk(s)sp+N−1 are integrable at zero by Lemma A.1 and at any finite value above s = 1
by continuity, we see that the lower bound 0 and upper bound 2 in the integrals only contribute constants,
independent of r and δ. The essential step is therefore to check integrability close to the singularity s = 1.
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From (A.10) and (A.11) in Lemma A.4(2) in the Appendix, we have for any α ∈ R and s close to 1:
s < 1 : ψk (s) sα = K1 (1− s)N+k−2 +O

(1− s)N+k−1

,
s > 1 : ψk (s) sα = −K1 (s− 1)N+k−2 +O

(s− 1)N+k−1

,
where the constant K1 is given by (A.12)–(A.13). Hence, for −N < k < 1−N we obtain
C1(r, δ) . 1− K1
N + k − 1

δ
r
N+k−1
+ K1
N + k − 1

δ
r
N+k−1
+O

δ
r
N+k
= 1 +O

δ
r
N+k
with exactly the same estimate for C2(r, δ). Taking the limit δ → 0, we see that both terms are bounded by
a constant. For k = 1−N , we obtain similarly that both C1(r, δ) and C2(r, δ) are bounded by
1−K1 log

δ
r

+K1 log

δ
r

+O

δ
r

= 1 +O

δ
r

multiplied by some constant. In other words, for any r ∈ (0, γ) and −N < k ≤ 1−N we have
∂r (Wk ∗ ρ) (r) . rN+k−1 + rp+N+k−1.
Now, we are ready to estimate the behaviour of ρ around the origin using again the Euler–Lagrange condition.
To estimate the mean-field potential, we use again (3.17) and write
− (Wk ∗ ρ) (r) = − (Wk ∗ ρ) (γ) +
 γ
r
∂r (Wk ∗ ρ) (s) ds . 1 +
 γ
r

sk+N−1 + sp+k+N−1

ds
for any r ∈ (0, γ). It follows that for p ̸= −k −N ,
− (Wk ∗ ρ) (r) . 1 + γ
k+N − rk+N
k +N +
γp+k+N − rp+k+N
p+ k +N . 1 + r
p+k+N .
If p = −k −N , we have instead
− (Wk ∗ ρ) (r) . 1 + γ
k+N − rk+N
k +N + log(γ)− log(r) . 1 + | log(r)|.
This concludes the proof of Lemma 3.10 using again Euler–Lagrange condition (3.9) if ρ is a minimiser of
Fk, or condition (3.10) if ρ is a minimiser of Fk,resc, to obtain (3.14). 
Corollary 3.11 (Boundedness). If χ = χc and ρ is a global minimiser of Fk over Y, then ρ ∈ L∞

RN

. If
0 < χ < χc and ρ is a global minimiser of Fk,resc over Y2, then ρ ∈ L∞

RN

.
Proof. Let ρ be a global minimiser of either Fk over Y, or of Fk,resc over Y2. Since ρ is radially symmetric
non-increasing by Proposition 3.6, it is enough to show that ρ(0) < ∞. Following the argument in [19], we
use induction to show that there exists some α > 0 such that for all r ∈ (0, 1) we have
ρ(r) . 1 + rα. (3.23)
Note that g(p) as defined in (3.15) is a linear function of p with positive slope, and let us denote
g(n)(p) = (g ◦ g · · · ◦ g) (p). Computing explicitly, we have for all n ∈ N
g(n)(p) = N + k
m− 2 +
p(m− 2)−N − k
(m− 2)(m− 1)n = −N +
p+N
(m− 1)n ,
so that
lim
n→∞ g
(n)(p) = +∞ for any p > −N.
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Since ρ(r)m|B(0, r)| ≤ ∥ρ∥mm <∞ we obtain the estimate
ρ(r) ≤ C(N,m, ∥ρ∥m)r−N/m for all r > 0.
It follows that ρ satisfies the induction requirement (3.13) with choice p0 := −N/m. Since p0 > −N there
exists n0 ∈ N such that g(n0)(p0) > 0 and so we can apply Lemma 3.10 n0 times. This concludes the proof
with α = g(n0)(p0). We point out that p0 < −N − k and so there is a possibility that g(n)(p0) = −N − k
might occur for some 0 < n ≤ n0: if this happens, the logarithmic case occurs and by the second bound in
(3.14), we obtain
ρ(r) . 1 + | log(r)| 1m−1 ≤ 1 + r−1,
hence applying the first bound in (3.14) for p = −1 yields (3.23) with α = 1/(m− 1). 
Corollary 3.12 (Regularity). If χ = χc, then all global minimisers ρ ∈ Y of Fk satisfy Sk ∈ W1,∞

RN

and ρm−1 ∈ W1,∞ RN. If 0 < χ < χc, then all minimisers ρ ∈ Y2 of Fk,resc satisfy Sk ∈ W1,∞ RN
and ρm−1 ∈ W1,∞ RN. In the singular range −N < k ≤ 1 − N , we further obtain ρ ∈ C0,α RN with
α ∈ (1− k −N, 1) in both original and rescaled variables.
Proof. Let ρ be a global minimiser either of Fk over Y, or of Fk,resc over Y2. Then ρ ∈ L∞

RN

by
Corollary 3.11. Let us start by considering the singular regime −N < k ≤ 1−N,N ≥ 2 or −1 < k < 0 for
N = 1. Since ρ ∈ L1 RN ∩ L∞ RN, we have ρ ∈ Lp RN for any 1 < p <∞.
Using the fact that ρ = (−∆)s Sk with fractional exponent s = (N + k)/2 ∈ (0, 1/2), we gain 2s
derivatives implying Sk ∈ W2s,p

RN

for p ≥ 2 if N ≥ 2 or for p > −1/k if N = 1 by using the HLS
inequality for Riesz kernels, see [47, Chapter V]. More precisely, by definition of the Bessel potential space
L2s,p(RN ), if u, (−∆)su ∈ Lp(RN ), then u ∈ L2s,p(RN ). Since L2s,p(RN ) ⊂ W2s,p(RN ) for any p ≥ 2 and
s ∈ (0, 1/2) [47, p. 155, Theorem 5(A)], we have u ∈ W2s,p(RN ). Next, we use classical Sobolev embedding,
W2s,p RN ⊂ C0,β RN with β = 2s − N/p for p > N2s > 2 if N ≥ 2 or for p > max{ 1k+1 ,− 1k} if N = 1,
which yields ρ ∈ C0,β RN. If N ≥ 2 and s = 1/2, we use instead that Sk ∈ L1,p(RN ) for all p ≥ 2 implies
Sk ∈ L2r,p(RN ) for all p ≥ 2 and r ∈ (0, 1/2) [47, p.135], and then reason as above using any r ∈ (0, 1/2)
instead of s = 1/2. In the case 1/2 − N < k ≤ 1 − N , we can ensure β > 1 − k − N for large enough p,
obtaining the required Ho¨lder regularity. For k ≤ 1/2 − N on the other hand, we need to bootstrap a bit
further. Let us fix n ∈ N, n ≥ 2 such that
1
n+ 1 −N < k ≤
1
n
−N
and let us define βn := β + (n − 1)2s = n2s − N/p. Note that Sk ∈ L∞

RN

by Lemma 2.2, and
βn−1 + 2s < 1. This allows us to repeatedly apply [46, Proposition 2.8] stating that ρ ∈ C0,γ

RN

implies
Sk ∈ C0,γ+2s

RN

for any γ ∈ (0, 1] such that γ + 2s < 1. It then follows that ρm−1 ∈ C0,γ+2s RN using
the Euler–Lagrange conditions (3.9) and (3.10) respectively and Corollary 3.8. Since m ∈ (1, 2), we conclude
ρ ∈ C0,γ+2s RN. Iterating this argument (n− 1) times starting with γ = β, we obtain ρ ∈ C0,βn RN and
choosing p large enough, we have indeed
βn > 1− k −N.
For any −N < k < 0, we then have Sk ∈ W1,∞

RN

by Lemma 2.2. It also immediately follows that
ρm−1 ∈ W1,∞ RN using the Euler–Lagrange conditions (3.9) and (3.10) respectively, Corollary 3.8 and
Lemma 2.2. Since m ∈ (1, 2), we also conclude ρ ∈ W1,∞ RN. 
Remark 3.13. For proving sufficient Ho¨lder regularity in the singular regime −N < k ≤ 1 − N , one may
choose to bootstrap on the fractional Sobolev space W2s,p RN directly, making use of the Euler–Lagrange
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conditions (3.9) and (3.10) respectively to show that ρ ∈ Wr,p RN⇒ Sk ∈ Wr+2s,p RN with r > 0 for p
large enough depending only on N , see [20]. Here, we need thatWr,p RN is preserved under taking positive
parts of a function for 0 < r ≤ 1 and compositions with Lipschitz functions since we take the 1/(m − 1)
power of ρ, see [45, Section 3.1].
Theorem 3.14 (Global Minimisers as Stationary States). If χ = χc, then all global minimisers of Fk are
stationary states of Eq. (1.2). If 0 < χ < χc, then all global minimisers of Fk,resc are stationary states of
the rescaled equation (2.3).
Proof. For χ = χc, let ρ ∈ Y be a global minimiser of Fk. The regularity properties provided by Corollary 3.12
imply that ∇ρm = mm−1ρ∇ρm−1 and that ρ is indeed a distributional solution of (2.1) using (3.9). As a
consequence, ρ is a stationary state of Eq. (1.2) according to Definition 2.1. A similar argument holds true
in the rescaled case for sub-critical χ. 
Remark 3.15. As a matter of fact, the recent result of radial symmetry of stationary states [19] applies to
the critical case χ = χc in the range k ∈ [2 −N, 0). Together, Theorem 3.3 and Proposition 3.6 show that
all stationary states are radially symmetric for the full range k ∈ (−N, 0). In other words, the homogeneity
of the energy functional Fk allows us to extend the result in [19] to k ∈ (−N, 2 −N) and to find a simple
alternative proof in the less singular than Newtonian range.
4. Fast diffusion case k > 0
We investigate in this section the case k ∈ (0, N) and hencem ∈ (0, 1) where the diffusion is fast in regions
where the density of particles is low. The main difficulty is that it seems there is no HLS-type inequality
in this range which would provide a lower bound on the free energy, and so a different approach is needed
than in the porous medium regime. We concentrate here on the radial setting. Let us define X to be the set
X :=

ρ ∈ L1+

RN

: ∥ρ∥1 = 1,

xρ(x) dx = 0

.
The following Lemma will be a key ingredient for studying the behaviour in the fast diffusion case.
Lemma 4.1. For k ∈ (0, N), any radially symmetric non-increasing ρ ∈ X with |x|kρ ∈ L1 RN satisfies
Ik[ρ] ≤ (Wk ∗ ρ)(x) ≤ η
 |x|k
k
+ Ik[ρ]

, ∀ x ∈ RN (4.1)
with
Ik[ρ] :=

RN
|x|k
k
ρ(x) dx, η = max{1, 2k−1}.
Proof. The bound from above was proven in (2.2). To prove the lower bound in one dimension, we use the
symmetry and monotonicity assumption to obtain
∂x (Wk ∗ ρ) = 1
k

y>0
|x− y|k − |x+ y|k ∂yρ dy ≥ 0, ∀ x ≥ 0
since |x − y|k − |x + y|k ≤ 0 for x, y ≥ 0. By symmetry of Wk ∗ ρ it follows that ∂x (Wk ∗ ρ) (x) ≤ 0 for all
x ≤ 0 and hence (4.1) holds true in one dimension for the bound from below.
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For N ≥ 2, note that since both Wk and ρ are radial functions, so is the convolution Wk ∗ ρ. By slight
abuse of notation, we write (Wk ∗ ρ)(r). For r > 0, we have
B(0,r)
∆x (Wk ∗ ρ) dx =

∂B(0,r)
∇x (Wk ∗ ρ) · ndS
= |∂B(0, r)| ∂r (Wk ∗ ρ) = rN−1σN ∂r (Wk ∗ ρ) .
From ∆xWk(x) = (N + k − 2) |x|k−2 > 0, it then follows that ∂r (Wk ∗ ρ) (r) > 0 for all r > 0. This implies
the lower bound in higher dimensions. 
4.1. Results in original variables
Theorem 4.2 (Non-Existence of Stationary States). Let k ∈ (0, N). For any χ > 0, there are no radially
symmetric non-increasing stationary states in X for Eq. (1.2) with kth moment bounded.
Proof. Assume ρ¯ ∈ X is a radially symmetric non-increasing stationary state for Eq. (1.2) such that
|x|kρ¯ ∈ L1 RN. Then ρ¯ is continuous by Lemma 2.4. We claim that ρ¯ is supported on RN and satisfies
ρ¯(x) = (AWk ∗ ρ¯(x) + C[ρ¯])−N/k , a.e. x ∈ RN , (4.2)
with A := 2χNk/(N−k) > 0 and some suitably chosen constant C[ρ¯]. Indeed, by radiality and monotonicity,
supp (ρ¯) = B(0, R) for some R ∈ (0,∞] and by the same arguments as in Corollary 2.5 leading to (2.7), we
obtain
ρ¯(x)−k/N = AWk ∗ ρ¯(x) + C[ρ¯], a.e. x ∈ B(0, R).
Assume ρ¯ has compact support, R <∞. It then follows from Lemma 4.1 that the left-hand side is bounded
above,
ρ¯(x)−k/N ≤ ηAIk[ρ¯] + ηAR
k
k
+ C[ρ¯], a.e. x ∈ B(0, R).
By continuity, ρ(x) → 0 as |x| → R, but then ρ(x)−k/N diverges, contradicting the bound from above. We
must therefore have R =∞, which concludes the proof of (4.2).
Next, taking the limit x→ 0 in (4.2) yields
AIk[ρ¯] + C[ρ¯] > 0.
We then have from Lemma 4.1 for a.e. x ∈ RN ,
0 ≤

Aη
 |x|k
k
+ Ik[ρ¯]

+ C[ρ¯]
−N/k
≤ ρ¯(x).
However, the lower bound in the estimate above is not integrable on RN , and hence ρ¯ ̸∈ L1 RN. This
contradicts ρ¯ ∈ X . 
In the fast diffusion regime, we do not have a suitable HLS-type inequality to show boundedness of the
energy functional Fk. Although we do not know whether Fk is bounded below or not, we can show that the
infimum is not achieved in the radial setting.
Theorem 4.3 (Non-Existence of Global Minimisers). Let k ∈ (0, N). For any χ > 0, there are no radially
symmetric non-increasing global minimisers of Fk over Yk.
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Proof. Let ρ be a global minimiser of Fk over Yk. Following the same argument as in Proposition 3.6, we
obtain
ρ(x)−k/N = A(Wk ∗ ρ)(x) +Dk[ρ] a.e. in supp (ρ), (4.3)
ρ(x)−k/N ≥ A(Wk ∗ ρ)(x) +Dk[ρ] a.e. inRN . (4.4)
where
Dk[ρ] := − 2Nk(N − k)Fk[ρ]−

N + k
N − k

RN
ρ¯m(x) dx.
Since Wk is continuous and ρ ∈ L1

RN

, it follows from (4.3) that ρ is continuous inside its support,
being a continuous function of Wk convolved with ρ. If ρ is radially symmetric non-increasing, then
supp (ρ) = B(0, R) for some R ∈ (0,∞]. By continuity of ρ at the origin, we can take the limit |x| → 0 in
(4.3) to obtain AIk[ρ] + Dk[ρ] > 0. It then follows from (4.4) and (4.1) that in fact ρ(x)−k/N > 0 for a.e.
x ∈ RN . Hence, we conclude that supp (ρ) = RN . The Euler–Lagrange condition (4.3) and estimate (4.1)
yield
ρ(x) = (A (Wk ∗ ρ)(x) +Dk[ρ])−N/k ≥

Aη
 |x|k
k
+ Ik[ρ]

+Dk[ρ]
−N/k
a.e. on RN . Again, the right-hand side is not integrable for any k ∈ (0, N) and hence ρ ̸∈ Yk. 
4.2. Results in rescaled variables
Corollary 4.4 (Necessary Condition for Stationary States). Let k ∈ (0, N), χ > 0 and ρ¯ ∈ X . If ρ¯ is a
radially symmetric non-increasing stationary state of the rescaled equation (2.3) with bounded kth moment,
then ρ¯ is continuous, supported on RN and satisfies
ρ¯(x) =

A(Wk ∗ ρ¯)(x) +B|x|2 + C[ρ¯]
−N/k
, a.e. x ∈ RN . (4.5)
Here, the constant C[ρ¯] is chosen such that ρ¯ integrates to one and
A := 2χ Nk(N − k) > 0, B :=
Nk
2(N − k) > 0. (4.6)
Proof. Continuity follows from Lemma 2.4, and we can show supp (ρ¯) = RN and (4.5) by a similar argument
as for (4.2). 
From the above analysis, if diffusion is too fast, then there are no stationary states to the rescaled equation
(2.3):
Theorem 4.5 (Non-Existence of Stationary States). Let χ > 0, N ≥ 3 and k ∈ [2, N), then there are
no radially symmetric non-increasing stationary states in X with kth moment bounded to the rescaled
equation (2.3).
Proof. Assume ρ¯ ∈ X is a radially symmetric non-increasing stationary state such that |x|kρ¯ ∈ L1 RN. It
follows from (4.5) and (4.1) that
ρ¯(x) ≥

Aη
 |x|k
k
+ Ik[ρ¯]

+B|x|2 + C[ρ¯]
−N/k
.
However, the lower bound is not integrable on RN for k ≥ 2, contradicting ρ¯ ∈ L1 RN. 
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Remark 4.6. Condition (4.5) tells us that radially symmetric non-increasing stationary states have so-called
fat tails for large r = |x|. More precisely, Lemma 4.1 shows they behave at least like r−N for large r if k ≥ 2,
whereas ρ¯(r) ∼ r−2N/k for large r > 0 and for k < 2. This means there is a critical kc := 2 and respectively
a critical diffusion exponent mc := (N − 2)/N where a change of behaviour occurs.
For k < kc, radially symmetric non-increasing stationary states, if they exist, are integrable and mass is
preserved. This restriction on k corresponds exactly to the well-known classical fast diffusion regime m > mc
in the case χ = 0 [53], where mass escapes to the far field but is still preserved. In our case, the behaviour
of the tails is dominated by the non-linear diffusion effects even for χ > 0 as for the classical fast-diffusion
equation when m > mc.
If diffusion is too fast, i.e. k > kc and m < mc, then no radially symmetric non-increasing stationary
states of the rescaled equation (2.3) exist as stated in Theorem 4.5. It is well known that mass escapes to
infinity in the case of the classical fast diffusion equation (χ = 0) and integrable L∞-solutions go extinct in
finite time (for a detailed explanation of this phenomenon, see [53, Chapter 5.5]). It would be interesting to
explore this in our case.
Remark 4.7. If N ≥ 2 and k ∈ [k∗, 2) with
k∗(N) := −N2 +

N2
4 + 2N ∈ [1, 2), (4.7)
then radially symmetric non-increasing solutions ρ¯ ∈ X to Eq. (4.5) have unbounded kth moment. Indeed,
assuming for a contradiction that |x|kρ¯ ∈ L1 RN. It then follows from (4.5) and (4.1) that
|x|kρ¯(x) ≥ |x|k

Aη
 |x|k
k
+ Ik[ρ¯]

+B|x|2 + C[ρ¯]
−N/k
a.e. on RN , and the right-hand side is integrable only in the region k2+Nk− 2N < 0. This condition yields
(4.7).
Proposition 4.8 (Necessary Condition for Global Minimisers). For k ∈ (0, N), let ρ be a global minimiser
of Fk,resc in Y2,k. Then for any χ > 0, ρ is continuous inside its support and satisfies
ρ(x)−k/N = A(Wk ∗ ρ)(x) +B|x|2 +Dk,resc[ρ] a.e. in supp (ρ), (4.8)
ρ(x)−k/N ≥ A(Wk ∗ ρ)(x) +B|x|2 +Dk,resc[ρ] a.e. in RN . (4.9)
Here, constants A,B are given by (4.6) and
Dk,resc[ρ] := −4BFk,resc[ρ] +BV[ρ]−

N + k
N − k

RN
ρ¯m(x) dx.
Moreover, radially symmetric non-increasing global minimisers in Y2.k are supported on the whole space,
and so in that case (4.8) holds true in RN .
Proof. The proof of (4.8) and (4.9) follows analogously to Proposition 3.6. Further, since Wk is continuous
and ρ ∈ L1 RN, it follows from (4.8) that ρ is continuous inside its support being a continuous function
of the convolution between Wk and ρ. Now, if ρ is radially symmetric non-increasing, we argue as for
Theorem 4.3 to conclude that supp (ρ) = RN . 
Remark 4.9. Just like (4.5), condition (4.8) provides the behaviour of the tails for radially symmetric non-
increasing global minimisers of Fk,resc using the bounds in Lemma 4.1. In particular, they have unbounded
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kth moment for any χ > 0 if k ≥ k∗ with k∗ given by (4.7), and they are not integrable for k > kc := 2.
Further, their second moment is bounded and ρm ∈ L1 RN if and only if k < 2N/(2 +N). Note that
2N
2 +N < k
∗(N) < kc.
Hence, radially symmetric non-increasing global minimisers with finite energy Fk,resc[ρ] <∞ can only exist
in the range 0 < k < 2N/(2 +N). For k ≥ 2N2+N , one may have to work with relative entropies instead.
Apart from the Euler–Lagrange condition above, we have very little information about global minimisers
of Fk,resc in general, and it is not known in general if solutions to (4.8)–(4.9) exist. Thus, we use a different
approach here than in the porous medium regime, showing existence of stationary states to (2.3) directly
by a compactness argument. Let us define the set
X¯ :=

ρ ∈ C(RN ) ∩ X :

|x|kρ(x) dx <∞, ρ∗ = ρ, lim
r→∞ ρ(r) = 0

,
where ρ∗ denotes the symmetric decreasing rearrangement of ρ.
Theorem 4.10 (Existence of Stationary States). Let χ > 0 and k ∈ (0, 1] ∩ (0, N). Then there exists a
stationary state ρ¯ ∈ X¯ for the rescaled system (2.3).
Here, decay at infinity of the equilibrium distribution is a property we gain automatically thanks to the
properties of the equation, but we choose to include it here a priori.
Proof. Corollary 4.4 suggests that we are looking for a fixed point of the operator T : X → X ,
Tρ(x) :=

A(Wk ∗ ρ)(x) +B|x|2 + C
−N/k
.
For this operator to be well-defined, we need to be able to choose a constant C = C[ρ] such that
R Tρ(x) dx = 1. To show that this is indeed the case, let us define for any α > 0,
w(α) :=

RN

α+A |x|
k
k
+B|x|2
−N/k
dx, W (α) :=

RN

α+B|x|2−N/k dx.
Note that w and W are finite and well-defined since k < 2. Furthermore, both w and W are continuous,
strictly decreasing to zero as α increases, and blow-up at α = 0. Hence, we can take inverses δ := w−1(1) > 0
and δ :=W−1(1) > 0. Here is where we use the condition k ≤ 1 as this means η = 1 in Lemma 4.1 (see also
Remark 4.11). Fixing some ρ ∈ X¯ and denoting by M (ρ, C) the mass of Tρ, we obtain from Lemma 4.1,
M (ρ, δ −AIk[ρ]) ≥ 1, M

ρ, δ −AIk[ρ]
 ≤ 1.
Since M (ρ, ·) is continuous and strictly decreasing on the interval δ −AIk[ρ], δ −AIk[ρ], we conclude that
there exists C[ρ] with δ − AIk[ρ] ≤ C[ρ] ≤ δ − AIk[ρ] and M (ρ, C[ρ]) = 1. From Lemma 4.1, we obtain for
all x ∈ RN , 
AIk[ρ] + C[ρ] +A
|x|k
k
+B|x|2
−N/k
≤ Tρ(x) ≤ AIk[ρ] + C[ρ] +B|x|2−N/k ,
and integrating over RN ,
w (AIk[ρ] + C[ρ]) ≤ 1 ≤W (AIk[ρ] + C[ρ]) , (4.10)
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implying
0 < δ ≤ AIk[ρ] + C[ρ] ≤ δ <∞. (4.11)
As a consequence, we have a pointwise estimate for Tρ,
m(x) ≤ Tρ(x) ≤M(x), (4.12)
where we define
m(x) :=

δ +A |x|
k
k
+B|x|2
−N/k
, M(x) :=

δ +B|x|2−N/k . (4.13)
We are now ready to look for a fixed point of T . Applying T to X¯ , we are able to make use of a variant of
the Arze´la–Ascoli Theorem to obtain compactness. The key ingredients are the bounds in Lemma 4.1 and
the uniform estimate (4.11) since they allow us to derive the pointwise estimate (4.12), which gives decay
at infinity and uniform boundedness of Tρ:
Tρ(x) ≤ δ +B|x|2−N/k ≤ minB−N/k |x|−2N/k, δ−N/k . (4.14)
Further, we claim Tρ is k-Ho¨lder continuous on compact balls KR := B(0, R) ⊂ RN , R > 0,
|Tρ(x1)− Tρ(x2)| ≤ CR,N,k |x1 − x2|k, (4.15)
with k-Ho¨lder semi-norm
[Tρ(·)]k = CR,N,k =
N
k
δ−(1+N/k)

A
k
+ 3BR2−k

> 0. (4.16)
To see this, let G(x) := A(Wk ∗ ρ)(x) +B|x|2 + C[ρ] and u(G) := G−N/k so that we can write
|Tρ(x1)− Tρ(x2)| = |G(x1)−N/k −G(x2)−N/k| ≤ Lip (u) |G(x1)−G(x2)|
≤ Lip (u) A [Wk ∗ ρ]k +B | · |2k |x1 − x2|k,
where Lip(·) denotes the Lipschitz constant on a suitable domain specified below. Indeed, G(x) satisfies the
inequality 0 < δ ≤ G(x) ≤ A |x|kk + B|x|2 + δ for all x ∈ RN by (4.1) and (4.11). Moreover, G is k-Ho¨lder
continuous:
|(Wk ∗ ρ)(x1)− (Wk ∗ ρ)(x2)| = 1
k

RN
|x1 − y|k − |x2 − y|k ρ(y) dy
≤ |x1 − x2|
k
k
2k−1 ≤ |x1 − x2|
k
k
and hence [Wk ∗ ρ]k ≤ 1/k uniformly. Further, the k-Ho¨lder semi-norm of |x|2 is bounded by 3R2−k on KR:
for x, y ∈ KR, x ̸= y and z := x− y, we have for |z| ≤ R,|x|2 − |y|2
|x− y|k ≤
|z|2 + 2|z|min{|x|, |y|}
|z|k ≤ 3R|z|
1−k ≤ 3R2−k,
and similarly for |z| ≥ R, |x|2 − |y|2
|x− y|k ≤
2R2
Rk
= 2R2−k,
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and so
| · |2
k
≤ 3R2−k. We are left to estimate the Lipschitz coefficient Lip (u) for G ∈ [δ,∞). Indeed, we
can calculate it explicitly using the mean value theorem,
|u(G1)− u(G2)| ≤

max
ξ∈[δ,∞)
|u′(ξ)|

|G1 −G2|,
and so we have
Lip (u) ≤ max
ξ∈[δ,∞)
|u′(ξ)| = N
k
δ−(1+N/k).
This concludes the proof of Ho¨lder continuity of Tρ on KR, (4.15)–(4.16). Since

RN |x|kM(x) dx < ∞ if
k ∈ (0, 1], it follows from (4.12) that Tρ has bounded kth moment. Together with the estimate of the tails
(4.14), we have indeed T X¯ ⊂ X¯ , and so T is well-defined. We conclude that the operator T : X¯ → X¯ is
compact by a variant of the Arze´la–Ascoli Theorem using uniform decay at infinity and uniform boundedness
(4.14) together with equi-Ho¨lder-continuity (4.15). Continuity of the map T : X¯ → X¯ can be analogously
checked since the convolution with Wk is a continuous map from X¯ to C(RN ) together with a similar
argument as before for the Ho¨lder continuity of Tρ. Additionally, we use that C[ρ] is continuous in terms of
ρ as M(ρ, C), the mass of Tρ, is a continuous function in terms of both ρ and C and strictly decreasing in
terms of C, and hence C[ρ] =M−1(ρ, 1) is continuous in terms of ρ. Here, M−1(ρ, ·) denotes the inverse of
M(ρ, ·).
Finally, by Schauder’s fixed point theorem there exists ρ¯ ∈ X¯ such that T ρ¯ = ρ¯. In other words, ρ¯ satisfies
relation (4.5) on RN . By continuity and radial monotonicity, we further have ρ¯ ∈ L∞ RN from which we
deduce the required regularity properties using supp (ρ¯) = RN and Lemma 2.2. We conclude that ρ¯ is a
stationary state of the rescaled equation according to Definition 2.3. 
Remark 4.11. Note that the restriction k ≤ 1 in the statement of Theorem 4.10 arises from Lemma 4.1 as
we need the upper and lower bounds in (4.1) to scale with the same factor (η = 1). By Corollary 4.4, this
restriction on k also means that we are in the range where stationary states have bounded kth moment
since (0, 1] ∩ (0, N) ⊂ (0, k∗). To see why this is the case, let us take any k ∈ (0, k∗) and so η ≥ 1. Applying
Lemma 4.1 to Tρ(x) and integrating over RN then gives
wη (ηAIk[ρ] + C[ρ]) ≤ 1 ≤W (AIk[ρ] + C[ρ])
instead of (4.10), with
wη(α) :=

RN

α+ ηA |x|
k
k
+B|x|2
−N/k
dx.
Taking inverses, we conclude
δη ≤ ηAIk[ρ] + C[ρ], AIk[ρ] + C[ρ] ≤ δ (4.17)
for δη := w−1η (1) and for η ≥ 1. This is where η = 1 becomes necessary in order to conclude for the pointwise
estimate (4.12).
If the constant C[ρ] is non-negative however, we can go a bit further and remove the condition k ≤ 1
whilst still recovering a pointwise estimate on Tρ. More precisely, if C[ρ] ≥ 0, then we obtain from (4.17)
for any k ∈ (0, k∗)
0 <
δη
η
≤ AIk[ρ] + C[ρ] ≤ δ.
Instead of (4.12), we get
mη(x) ≤ Tρ(x) ≤Mη(x) (4.18)
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with
mη(x) :=

ηδ +A |x|
k
k
+B|x|2
−N/k
, Mη(x) :=

δη
η
+B|x|2
−N/k
.
However, firstly, the sign of C[ρ] depends on the kth moment Ik[ρ], and secondly, knowing a priori that
C[ρ] ≥ 0 implies C[Tρ] ≥ 0 for all ρ ∈ X¯ is complicated, see Remark 4.12.
Remark 4.12. Both C[ρ] < 0 and C[ρ] ≥ 0 are possible for ρ ∈ X¯ and k ∈ (0, k∗), depending on the kth
moment of ρ. More precisely, C[ρ] is defined as the value in the interval

δη − ηAIk[ρ], δ −AIk[ρ]

such that
M(ρ, C[ρ]) = 1. Hence, we have
Ik[ρ] ≤ δη/(ηA) =⇒ C[ρ] ≥ 0,
Ik[ρ] > δ/A =⇒ C[ρ] < 0.
Remark 4.13. Having established existence of radially symmetric stationary states to the rescaled equation
(2.3), it is a natural question to ask whether these stationary states correspond to minimisers of the
rescaled free energy functional Fk,resc. For a stationary state ρ¯ to have finite energy, we require in addition
V[ρ¯] <∞, ρ¯m ∈ L1 RN and |x|kρ¯ ∈ L1 RN, in which case ρ¯ ∈ Y2,k. As noted in Remark 4.9, this is true
if and only if 0 < k < 2N2+N . This restriction corresponds to
N
2+N < m < 1 and coincides with the regime of
the fast diffusion equation (χ = 0) where the Barenblatt profile has second moment bounded and its mth
power is integrable [10].
Remark 4.14. In particular, the non-existence result in original variables Theorem 4.3 means that there is
no interaction strengths χ for which the energy functional Fk admits radially symmetric non-increasing
global minimisers. In this sense, there is no critical χc for k > 0 as it is the case in the porous medium
regime. Existence of global minimisers for the rescaled free energy functional Fk,resc for all χ > 0 would
provide a full proof of non-criticality in the fast diffusion range and is still an open problem for arbitrary
dimensions N . We suspect that Fk,resc is bounded below. In one dimension, one can establish equivalence
between stationary states of the rescaled equation (2.3) and global minimisers of Fk,resc by completely
different methods, proving a type of reversed HLS inequality [13]. The non-existence of a critical parameter
χ is a very interesting phenomenon, which has already been observed in [29] for the one-dimensional limit
case k = 1,m = 0.
4.3. Numerical simulations in one dimension
To illustrate our analysis of the fast diffusion regime, we present numerical simulations in one dimension.
We use a Jordan–Kinderlehrer–Otto (JKO) steepest descent scheme [34,42] which was proposed in [5] for
the logarithmic case k = 0, and generalised to the porous-medium case k ∈ (−1, 0) in [15]. It corresponds to
a standard implicit Euler method for the pseudoinverse of the cumulative distribution function, where the
solution at each time step of the non-linear system of equations is obtained by an iterative Newton–Raphson
procedure. It can easily be extended to rescaled variables and works just in the same way in the fast diffusion
regime k ∈ (0, 1).
Our simulations show that solutions in scaled variables for k ∈ (0, 1) converge always to a stationary state
suggesting the existence of stationary states as discussed in the previous subsection. Using the numerical
scheme, we can do a quality check of the upper and lower bounds derived in (4.12) for stationary states in
X¯ :
m(x) ≤ ρ¯(x) ≤M(x)
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(a) Density. (b) log (m(x)) ≤ log (ρ¯(x)) ≤ log (M(x)).
Fig. 1. Parameter choices: χ = 1.2, k = 0.2. (A) Density distribution in rescaled variables: As initial data (black) we chose
a characteristic supported on the centred ball of radius 1/2, which can be seen to converge to the stationary state ρ¯ (red);
(B) Logplot of the density including bounds m(x) (dotted blue) and M(x) (dashed blue) as given in (4.12). (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
(a) Density. (b) log (m(x)) ≤ log (ρ¯(x)) ≤ log (M(x)).
Fig. 2. Parameter choices: χ = 0.8, k = 0.95. (A) Density distribution in rescaled variables: As initial data (black) we chose a centred
Gaussian distribution, which can be seen to converge to the stationary state ρ¯ (red) — here, ρ¯ is more peaked as k is closer to 1
and so we only display the lower part of the density plot (maxx∈R ρ¯(x) = 75.7474); (B) Logplot of the density including bounds
m(x) (dotted blue) and M(x) (dashed blue) as given in (4.12). (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
with m(x) and M(x) given by (4.13). Figs. 1 and 2 show numerical results at two different points in the
(k, χ)-parameter space. For a more detailed description of the numerical scheme and a comprehensive list
of numerical results, see [13].
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Appendix. Properties of ψk
We are here investigating in more detail the properties of the mean-field potential gradient for global
minimisers in the porous medium regime. In more than one dimension, it can be expressed in terms of hy-
pergeometric functions. Their properties are well understood and allow us to analyse the regularity properties
of global minimisers. Since global minimisers of Fk and Fk,resc are radially symmetric by Proposition 3.6,
the aim is here to find the radial formulation of ∇Sk defined in (1.3). In one dimension, explicit expressions
are available, and so we are assuming from now on that N ≥ 2. There are three different cases: (1) The New-
tonian case k = 2−N with N ≥ 3, (2) the range 1−N < k < 0, k ̸= 2−N where ∇(Wk ∗ ρ) is well defined,
and (3) the singular range −N < k ≤ 1−N where the force field is given by a Cauchy principle value.
(1) In the Newtonian case k = 2−N , we have an explicit formula for the radial derivative of the force field
using Newton’s Shell Theorem,
∂r (W2−N ∗ ρ) (r) =M(r)r1−N ,
where M(r) = σN
 r
0 ρ(s)s
N−1 ds is the mass of ρ in a ball of radius r. Hence, we can write
∂r(W2−N ∗ ρ)(r) = r1−N
 ∞
0
ψ2−N
η
r

ρ(η)ηN−1 dη
where ψ2−N is defined to have a jump singularity at s = 1,
ψ2−N (s) :=

1 if 0 ≤ s < 1,
0 if s > 1. (A.1)
(2) In the range 1−N < k < 0 and k ̸= 2−N , the mean-field potential gradient is given by
∇Sk(x) := ∇(Wk ∗ ρ)(x) =

RN
∇W (x− y)ρ(y) dy
= 1
σN
 ∞
0

∂B(0,|y|)
∇W (x− y) dσ(y)ρ(|y|) d|y|.
Denoting |y| = η, we can write for x = re1,
1
σN

∂B(0,|y|)
∇W (x− y) dσ(y) = 1
σN

∂B(0,|y|)
(x− y)|x− y|k−2 dσ(y)
=

1
σN

∂B(0,η)
e1 · (re1 − y)|re1 − y|k−2 dσ(y)

x
r
= ηN−1

1
σN

∂B(0,1)
(r − ηe1.z)|re1 − ηz|k−2 dσ(z)

x
r
= ηN−1rk−1ψk
η
r
 x
r
,
where
ψk (s) =
1
σN

∂B(0,1)
(1− se1.z)|e1 − sz|k−2 dσ(z), s ∈ [0, 1) ∪ (1,∞). (A.2)
V. Calvez et al. / Nonlinear Analysis 159 (2017) 85–128 121
By radial symmetry,
∇(Wk ∗ ρ)(x) = rk−1
 ∞
0
ψk
η
r

ρ(η)ηN−1 dη

x
r
= ∂r(Wk ∗ ρ)(r)x
r
with
∂r(Wk ∗ ρ)(r) = rk−1
 ∞
0
ψk
η
r

ρ(η)ηN−1 dη. (A.3)
(3) In the regime −N < k ≤ 1−N however, the derivative of the convolution with the interaction kernel is
a singular integral, and in this case the force field is defined as
∇Sk :=

R
x− y
|x− y|2−k (ρ(y)− ρ(x)) dy
= lim
δ→0

|x−y|>δ
x− y
|x− y|2−k ρ(y) dy =
x
r
∂rSk(r)
with the radial component given by
∂rSk(r) = rk−1
 ∞
0
ψk
η
r

(ρ(η)− ρ(r)) ηN−1 dη
= rk−1 lim
δ→0

|r−η|>δ
ψk
η
r

ρ(η)ηN−1 dη,
and ψk is given by (A.2) on [0, 1) ∪ (1,∞).
For any −N < k < 0 with k ̸= 2−N , we can rewrite (A.2) as
ψk(s) =
σN−1
σN
 π
0
(1− s cos(θ)) sinN−2(θ)A(s, θ)k−2 dθ, s ∈ [0, 1) ∪ (1,∞) (A.4)
with
A(s, θ) =

1 + s2 − 2s cos(θ)1/2 .
It is useful to express ψk in terms of Gauss Hypergeometric Functions. The hypergeometric function
F (a, b; c; z) is defined as the power series
F (a, b; c; z) =
∞
n=0
(a)n(b)n
(c)n
zn
n! (A.5)
for |z| < 1 and a, b ∈ C, c ∈ C \ {Z− ∪ {0}}, see [2], where (q)n is the Pochhammer symbol defined for any
q > 0, n ∈ N by
(q)0 = 1, (q)n =
(n+ q − 1)!
(q − 1)! .
We will here make use of its well known integral representation [2]
F (a, b; c; z) = Γ (c)
Γ (b)Γ (c− b)
 1
0
tb−1(1− t)c−b−1(1− tz)−a dt
for c > b > 0, a > 0 and |z| < 1. Moreover, if c− a− b > 0, then F is well defined at z = 1 and satisfies
F (a, b; c; 1) = Γ (c)Γ (c− a− b)
Γ (c− a)Γ (c− b) .
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Otherwise, we have the limiting case discussed in [2]:
lim
z→1−
F (a, b; c; z)
(1− z)c−a−b =
Γ (c)Γ (a+ b− c)
Γ (a)Γ (b) , if c− a− b < 0. (A.6)
Let us define
H(a, b; c; z) := Γ (b)Γ (c− b)
Γ (c) F (a, b; c; z).
To express ψk as a combination of hypergeometric functions, we write
ψk(s) =
σN−1
σN
 π
0
(1− s cos(θ)) 1 + s2 − 2s cos(θ) k−22 sinN−2(θ) dθ
= σN−1
σN
(1 + s)k−2
 π
0
(1− s cos(θ))

1− 4s(1 + s)2 cos
2

θ
2
 k−2
2
sinN−2 (θ) dθ
= σN−1
σN
(1 + s)k−2
 π
0

1− 4s(1 + s)2 cos
2

θ
2
 k−2
2
sinN−2 (θ) dθ
− σN−1
σN
(1 + s)k−2 s
 π
0
cos(θ)

1− 4s(1 + s)2 cos
2

θ
2
 k−2
2
sinN−2 (θ) dθ
=: f1(s)− f2(s).
Now, we use the change of variable t = cos2 (θ/2) to get
f1(s) =
σN−1
σN
(1 + s)k−2
 π
0

1− 4s(1 + s)2 cos
2

θ
2
 k−2
2
sinN−2 (θ) dθ
= σN−1
σN
(1 + s)k−2 2N−2
 1
0

1− 4s(1 + s)2 t
 k−2
2
t
N−3
2 (1− t)N−32 dt
= σN−1
σN
(1 + s)k−2 2N−2H (a, b1; c1; z)
with
a := 1− k2 , b1 :=
N − 1
2 , c1 := N − 1, z :=
4s
(1 + s)2 .
Let us define h1(s) := f1(s), and
h2(s) :=
σN−1
σN
(1 + s)k−2 2N−2H (a, b2; c2; z)
with
a := 1− k2 , b2 :=
N − 1
2 , c2 := N − 1, z :=
4s
(1 + s)2 .
Then
f2(s) =
σN−1
σN
(1 + s)k−2 s
 π
0
cos(θ)

1− 4s(1 + s)2 cos
2

θ
2
 k−2
2
sinN−2 (θ) dθ
= −sh1(s) + 2sh2(s)
by the same change of variable. We conclude
ψk(s) = (1 + s)h1(s)− 2sh2(s), s ∈ [0, 1) ∩ (1,∞). (A.7)
Let us now study the behaviour of ψk in more detail for k ̸= 2−N . For any fixed s ∈ [0, 1) ∩ (1,∞),
|ψk(s)| ≤ 1
σN

∂B(0,1)
|e1 − sx|k−1 dσ(x) <∞
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(a) −N < k < 2−N . (b) 2−N < k < 0.
Fig. 3. ψk for different values of k with N = 6, increasing k by 0.2 for each plot.
and by the dominated convergence theorem, it is easy to see that ψk is continuous on s ∈ [0, 1) ∩ (1,∞)
for any −N < k < 2 − N and 2 − N < k < 0. A singularity occurs at s = 1 if k < 2 − N , however this
singularity is integrable in the range 1−N < k < 2−N .
In order to handle the expression of the mean-field potential gradient, it is important to understand the
behaviour of ψk at the limits of the integral 0 and ∞ as well as at the singularity s = 1.
Lemma A.1 (Behaviour at 0). For α > −1,−N < k < 0 and small s > 0,
ψk(s)sα = sα +O

sα+1

. (A.8)
Proof. Following the same argument as in [32, Lemma 4.4], we obtain ψk(0) = 1 for any −N < k < 0, and
so (A.8) follows. 
Similarly, extending the argument in [32, Lemma 4.4] to −N < k < 0, we have
Lemma A.2 (Behaviour at ∞). For −N < k < 0,
lim
s→∞ s
2−kψk(s) =
N + k − 2
N
. (A.9)
Further, it is obvious from (A.4) that ψk(s) > 0 for s ∈ (0, 1). From [32],
ψ′k(s) =

σN−1
σN

(k − 2)(N + k − 2)
(N − 1) s
 π
0
sinN (θ)A(s, θ)k−4 dθ, s ∈ [0, 1) ∩ (1,∞)
and hence ψk is strictly decreasing for k > 2−N and strictly increasing for k < 2−N . It then follows from
(A.9) that in the super-Newtonian regime k > 2−N,ψk converges to zero as s→∞, is finite and continuous
at s = 1, and strictly positive on [0,∞) (Fig. 3(b)). In the sub-Newtonian regime −N < k < 2−N on the
other hand, the monotonicity of ψk and the fact that ψk converges to 0 as s→∞ imply that
lim
s→1−
ψk(s) = +∞, lim
s→1+
ψk(s) = −∞,
and so we conclude that ψk < 0 on (1,∞) if −N < k < 2−N (Fig. 3(a)). We summarise these observations
in the following lemma:
Lemma A.3 (Overall Behaviour). Let ψk be as defined in (A.2).
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(i) If 2−N < k < 0, then ψk is continuous, positive and strictly decreasing on [0,∞).
(ii) If −N < k < 2−N , then ψk is continuous, positive and strictly increasing on [0, 1), and it is continuous,
negative and strictly increasing on (1,∞). Further, it has a singularity at s = 1 which is integrable for
1−N < k < 2−N .
Using the hypergeometric function representation of ψk, we can characterise its behaviour near the
singularity.
Lemma A.4 (Behaviour at 1). For α ∈ R and ε > 0 small, we have
(1) in the super-Newtonian regime 2−N < k < 0 and for s = 1± ε:
ψk(s)sα = ψk(1) +O (ε) ,
(2) in the sub-Newtonian regime −N < k < 2−N and
(i) for s = 1− ε:
ψk (s) sα = K1εN+k−2 +K2εN+k−1 +O

εN+k

, (A.10)
(ii) for s = 1 + ε:
ψk (s) sα = −K1εN+k−2 +K3εN+k−1 +O

εN+k

, (A.11)
where
K1 =

σN−1
σN

γ
2 > 0, K2[α] = −

σN−1
σN

B1 + γ(1−N + 2α)
4

, (A.12)
K3[α] = −

σN−1
σN

B1 + γ(2k +N − 5 + 2α)
4

and
γ = Γ (c2 − b2)Γ (a+ b2 − c2)
Γ (a) > 0. (A.13)
Proof. (1) follows directly from the fact that ψk is continuous at s = 1 [32, Lemma 4.4]. In order to prove
(2), we make use of expression (A.7) for ψk in terms of hypergeometric functions and known expansions
around the point of singularity. Denoting δ := ε/|2− ε| > 0, we have for any β > 0,
δβ =
ε
2
β
+ β
ε
2
β+1
+O

εβ+2

. (A.14)
From (A.7) we can write
ψk(s) = (1 + s)h1(s)− 2sh2(s) = (1 + s) (h1(s)− h2(s)) + (1− s)h2(s),
and hence, denoting z = 1− δ2, we obtain for s = 1− ε:
22−N σN
σN−1
ψk(1− ε) = (2− ε)k−1 (H (a, b1; c1; z)−H (a, b2; c2; z)) + ε (2− ε)k−2H (a, b2; c2; z)
= (2− ε)k−1 δN+k−3

H (a, b1; c1; z)
(1− z)c1−a−b1 −
H (a, b2; c2; z)
(1− z)c2−a−b2

+ ε (2− ε)k−2 δN+k−3

H (a, b2; c2; z)
(1− z)c2−a−b2

. (A.15)
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Similarly, above the singularity point at s = 1 + ε, we obtain:
22−N σN
σN−1
ψk(1 + ε) = (2 + ε)k−1 δN+k−3

H (a, b1; c1; z)
(1− z)c1−a−b1 −
H (a, b2; c2; z)
(1− z)c2−a−b2

− ε (2 + ε)k−2 δN+k−3

H (a, b2; c2; z)
(1− z)c2−a−b2

. (A.16)
Using the power series expression (A.5) for hypergeometric functions, we can write

H (a, b1; c1; z)
(1− z)c1−a−b1 −
H (a, b2; c2; z)
(1− z)c2−a−b2

=
∞
n=0
An
zn
n! =
∞
m=0
(−1)mBm
m! δ
2m,
Bm :=
∞
n=m
An
(n−m)! ,
An :=

(c1 − a)n(c1 − b1)n
(c1)n
− b1 (c2 − a)n(c2 − b2)n(c2)n

Γ (b1)Γ (c1 − b1)
Γ (a) .
In the singularity regime −N < k < 2−N , we have
c1 − a− b1 = c2 − a− b2 = N + k − 32 < 0,
and so we can make use of (A.6) to show that the leading order term vanishes:
B0 = lim
δ→0
∞
m=0
(−1)mBm
m! δ
2m = lim
z→1−

H (a, b1; c1; z)
(1− z)c1−a−b1 −
H (a, b2; c2; z)
(1− z)c2−a−b2

= Γ (c1 − b1)Γ (a+ b1 − c1)
Γ (a) −
Γ (c2 − b2)Γ (a+ b2 − c2)
Γ (a) = 0.
Hence
H (a, b1; c1; z)
(1− z)c1−a−b1 −
H (a, b2; c2; z)
(1− z)c2−a−b2 = −B1δ
2 +O(δ4),
H (a, b2; c2; z)
(1− z)c2−a−b2 =
Γ (c2 − b2)Γ (a+ b2 − c2)
Γ (a) +O

δ2

:= γ +O

δ2

.
Substituting these estimates and making use of (A.14), (A.15) becomes
22−N σN
σN−1
ψk(1− ε) = ε (2− ε)k−2

γδN+k−3 +O

δN+k−1

,+(2− ε)k−1 −B1δN+k−1 +O δN+k+1
= ε

2k−2 − ε(k − 2)2k−3 +O ε2
×

γ
ε
2
N+k−3
+ γ (N + k − 3)
ε
2
N+k−2
+O

εN+k−1

+

2k−1 +O (ε)
 −B1 ε2N+k−1 +O εN+k

= γ2−N+1εN+k−2 + γ2−N [(N + k − 3) + (2− k)] εN+k−1
− B12−NεN+k−1 +O

εN+k

= γ2−N+1εN+k−2 + 2−N [γ (N − 1)−B1] εN+k−1 +O

εN+k

.
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Similarly, (A.16) has expansion
22−N σN
σN−1
ψk(1 + ε) = −ε (2 + ε)k−2

γδN+k−3 +O

δN+k−1

,+(2 + ε)k−1
−B1δN+k−1 +O δN+k+1
= −ε 2k−2 + ε(k − 2)2k−3 +O ε2
×

γ
ε
2
N+k−3
+ γ (N + k − 3)
ε
2
N+k−2
+O

εN+k−1

+

2k−1 +O (ε)
 −B1 ε2N+k−1 +O εN+k

= −γ2−N+1εN+k−2 + γ2−N [− (N + k − 3) + (2− k)] εN+k−1
− B12−NεN+k−1 +O

εN+k

= −γ2−N+1εN+k−2 + 2−N [γ (5−N − 2k)−B1] εN+k−1 +O

εN+k

.
We conclude
ψk(1− ε) =

σN−1
σN
γ
2

εN+k−2 +

σN−1
σN

γ (N − 1)−B1
4

εN+k−1 +O

εN+k

,
ψk(1 + ε) = −

σN−1
σN
γ
2

εN+k−2 +

σN−1
σN

γ (5−N − 2k)−B1
4

εN+k−1 +O

εN+k

,
and so (2)(i)–(ii) directly follow. 
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