Two-level Galerkin–Lagrange multipliers method for the stationary Navier–Stokes equations  by Zhu, Liping & He, Yinnian
Journal of Computational and Applied Mathematics 230 (2009) 504–512
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Two-level Galerkin–Lagrange multipliers method for the stationary
Navier–Stokes equationsI
Liping Zhu a,b, Yinnian He a,∗
a Faculty of Science, State Key Laboratory of Multiphase Flow in Power Engineering, Xi’an Jiaotong University, Xi’an 710049, People’s Republic of China
b College of Science, Xi’an University of Architecture and Technology, Xi’an, 710054, People’s Republic of China
a r t i c l e i n f o
Article history:
Received 21 June 2007
Received in revised form 1 April 2008
Keywords:
Navier–Stokes equations
Galerkin–Lagrange multiplier
Error estimate
a b s t r a c t
In this paper, we combine the Galerkin–Lagrange multiplier (GLM) method with the
two-level method to solve the stationary Navier–Stokes equations in order to avoid the
time-consuming process and the construction of zero-divergence elements. Different
quadrilateral partitions are used for approximating the velocity and the pressure. Then
some error estimates are obtained and some numerical results of the GLM method and
the two-level GLM method are given. The results show that the two-level method based
on the GLMmethod is more efficient than the GLMmethod under the convergence rate of
same order.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we construct and analyze the Galerkin–Lagrange multiplier approximation (uh, p̂h) to the solution pair
(u, p) of the steady Navier–Stokes equations. The emphasis is put on seeking uh in a finite-dimensional approximating
space with elements that do not necessarily satisfy the zero-divergence condition. One such method, motivated by the
Lagrange multiplier method of Babuska [1], was applied in [2] to the stationary Stokes equations and in [3] to the stationary
Navier–Stokes equations.
In practice, the numerical solution of the nonlinear system of equations arising in the discretization of the Navier–Stokes
equations may be very time consuming. Two-level methods aim to compute a discrete approximation of the solution of the
nonlinear partial differential equation with less computational work, and to preserve the optimal order of convergence,
e.g., see Xu [4,5] for the steady semi-linear elliptic equations and nonlinear elliptic equations, Layton [6], Layton and
Lenferink [7] and Layton and Tobiska [8] and Girault and Lions [9] and He et al. [10,11] for the steady Navier–Stokes
equations. As for the nonstationary Navier–Stokes equations, the two-level finite element semi-discretization scheme has
been studied in [9], and the full discretization of the two-level finite element method in space variable x and the one-level
backward Euler scheme in time variable t have been discussed in [12], and the full discretization of the two-level finite
element method in the space-time variables x and t has been studied in [13–15], where the numerical test is provided
in [15]. Recently, some multi-level strategy has been studied for the nonstationary Navier–Stokes equations in [16–18].
The method we study in this paper is combining the Galerkin–Lagrange multiplier method with the two-level
discretization for solving the two-dimensional steady Navier–Stokes problem under the assumptions of the uniqueness
condition.
In our approach, we seek uh, the approximation to u, in a finite-dimensional subspace Xh of H10 (Ω)
2, and p̂h, in a finite-
dimensional subspaceMĥ of H
1(Ω); Xh andMĥ corresponding to, in general, different quadrilateral partitions ofΩ . If h and
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ĥ are the discretization parameters for Xh andMĥ, respectively, then most results in this paper hold provided h/̂h is chosen
sufficiently small.
The outline of the paper is as follows. In the next section we introduce the mathematical setting of the stationary
Navier–Stokes equations. In Section 3 we recall the conclusions of the Galerkin–Lagrange multiplier method for the
stationary Navier–Stokes equations. The optimal error estimate of the two-level Galerkin–Lagrange multiplier method is
introduced in Section 4. Some numerical results are presented in Section 5, which show that our method is efficient.
2. Functional setting of the Navier–Stokes equations problem
LetΩ be a bounded domain in R2 assumed to have a Lipschitz continuous boundary ∂Ω and to satisfy a further condition
stated in (2.2) below. We will consider the following Navier–Stokes problem: Find u = (u1, u2) and p defined on Ω such
that {−ν∆u+ (u · ∇)u+ grad p = f inΩ,
div u = 0 inΩ,
u = 0 on ∂Ω,
(2.1)
where u is the velocity, p is the pressure, f is the body forces per unit mass, and ν > 0 is the dynamic viscosity.
For the mathematical setting of the problem, we introduce the following Hilbert spaces
X = H10 (Ω)2, Y = L2(Ω)2, M = H1(Ω)/R.
The spaces L2(Ω)m,m = 1, 2, 4 are endowedwith the L2-scalar product and L2-norm denoted by (·, ·) and ‖ · ‖0. The spaces
H10 (Ω) and X are equipped with their usual scalar product (∇u,∇v) and norm ‖∇u‖0. For (u, p) ∈ X × L2(Ω)/R, we let
‖|(u, p)|‖ = {‖∇u‖2 + ‖p‖20/R}1/2,
where ‖p‖0/R = infc∈R ‖p+ c‖0. Also, we denote by A the unbounded linear operator given by
Au = −∆u ∀ u ∈ D(A) = H2(Ω)2 ∩ X (2.2)
and the bilinear operator B(·, ·) is defined by
B(u, v) = (u · ∇)v + 1
2
(div u)v ∀u, v ∈ X .
Moreover, we define the continuous bilinear forms a(·, ·) and d(·, ·) on X × X and X ×M respectively, by
a(u, v) = ν(∇u,∇v) ∀u, v ∈ X, d(v, p) = (v,∇p) ∀v ∈ X, p ∈ M
and a generalized bilinear form on (X,M)× (X,M),by
B((u, p), (v, q)) = a(u, v)+ d(u, q)+ d(v, p) ∀ (u, p), (v, q) ∈ X ×M.
and a trilinear form on X × X × X by
b(u, v, w) = 〈B(u, v), w〉X ′,X = ((u · ∇)v,w)+ 12 ((div u)v,w)
= 1
2
((u · ∇)v,w)− 1
2
((u · ∇)w, v) ∀u, v, w ∈ X .
It is well known that b(·, ·, ·) satisfies the following properties (see [7,19]):
b(u, v, w) = −b(u, w, v) ∀ u, v, w ∈ X (2.3)
|b(u, v, w)| ≤ c0‖u‖1/20 ‖∇u‖1/20 ‖∇v‖0‖w‖1/20 ‖∇w‖1/20
+ c0‖∇u‖0‖v‖1/20 ‖∇v‖1/20 ‖w‖1/20 ‖∇w‖1/20 ∀ u, v, w ∈ X, (2.4)
|b(u, v, w)| ≤ Cb‖∇u‖0‖∇v‖0‖∇w‖0 ∀ u, v, w ∈ X . (2.5)
where c0, Cb are positive constants depending on the domainΩ
Then the finite element Galerkin approximation scheme is to find (u, p) ∈ X ×M such that
a(u, v)+ d(v, p)+ d(u, q)+ b(u, u, v) = (f , v) ∀ (v, q) ∈ X ×M. (2.6)
that is to find (u, p) ∈ X ×M such that
B((u, p), (v, q))+ b(u, u, v) = (f , v) ∀ (v, q) ∈ X ×M. (2.7)
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Let h > 0 be a real positive parameter.τh(Ω), a partition ofΩ for the velocity, is assumed to be regular in the usual sense
(see [20]),i.e., for some σ > 1 and 0 < ω < 1,
hK < σρK , |cos θiK | ≤ ω, i = 1, 2, 3, 4,∀ K ∈ τh(Ω),
where hK is the diameter of element K ,ρK is the diameter of the inscribed circle of element K , and θiK are the angles of K
in the case of a quadrilateral partitioning. The mesh parameter h is given by h = max hK .τhˆ(Ω) is a partition of Ω for the
pressure.Then
(i) Xh ⊂ X is a one-parameter family of finite-dimensional subspaces consisting of piecewise polynomial functions of
degree 1 defined on τh(Ω), and Xh possess the following approximation property:
inf
vh∈Xh
{‖w − vh‖0 + h‖∇(w − vh)‖0} ≤ ch2‖Aw‖0 ∀ w ∈ D(A), (2.8)
and the inverse inequality
‖vh‖L∞ + ‖∇vh‖0 ≤ ch−1‖vh‖0 ∀ vh ∈ Xh. (2.9)
(ii) Mĥ ⊂ M is a one-parameter family of finite-dimensional subspaces consisting of piecewise polynomial functions of
degree 1 defined on τ̂h(Ω), andMhˆ possess the following approximation property:
inf
χ∈Mĥ
{‖p− χ‖0 + ĥ‖∇(p− χ)‖0} ≤ ĉh‖∇p‖0 ∀ p ∈ M, (2.10)
and
‖∇χ‖0 ≤ ĉh−1‖χ‖0 ∀ χ ∈ Mĥ. (2.11)
We also define
Vh = {v ∈ Xh : (v, grad q) = 0, ∀ q ∈ Mĥ}.
Proposition 2.1 ([3]).
(i) There exists a constant c = c(ν,Ω), such that
|B((u, p), (v, q))| ≤ c‖|(u, p)|‖‖|(v, q)|‖ ∀ (u, p), (v, q) ∈ X ×M. (2.12)
(ii) There exists a constant β which is independent of ν, h, ĥ, such that for some constant c = c(β, ν,Ω,N) if h/̂h ≤ β , we
have
sup
(v,q)∈Xh×M̂h‖|(v,q)|‖≤1
|B((u, p), (v, q))| ≥ c‖|(u, p)|‖ ∀ (u, p) ∈ Xh ×Mĥ. (2.13)
Proposition 2.2 ([3]). Let (u, p) ∈ (X ∩ H2(Ω)2) × M. Then under the condition of Proposition 2.1, there exists a unique
(w, pi) ∈ Xh ×Mĥ satisfying
B((w, pi), (v, q)) = B((u, p), (v, q)), ∀(v, q) ∈ Xh ×Mĥ. (2.14)
Moreover, for some constant c independent of h and ĥ,
‖∇(u− w)‖0 ≤ ch(‖u‖2 + ‖p‖1/R), ‖p− pi‖0/R ≤ ĉh(‖u‖2 + ‖p‖1/R). (2.15)
3. The finite element Galerkin–Lagrange multiplier method
For each f ∈ Y , we define the Galerkin approximation (uh, p̂h) to (u, p) in the following way: Seek (uh, p̂h) ∈ Xh × Mĥ,
such that
a(uh, v)+ (uh, grad q)+ (v, grad p̂h)+ b(uh, uh, v) = (f , v), (3.1)
for all (v, q) ∈ Xh ×Mĥ.
Theorem 3.1 ([3]). Under the conditions of Proposition 2.1, there exists a solution pair (uh, p̂h) to (3.1); moreover, if ν2 −
Cb‖f ‖−1 > 0, then the solution is unique and uh ∈ Vh satisfying
‖∇uh‖0 ≤ 1
ν
‖f ‖−1.
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Theorem 3.2 ([3]). Let (uh, p̂h) be the solution of (3.1). Under the condition δ = ν2− Cb‖f ‖−1 > 0 and that of Proposition 2.2,
there exists a constant c independent of h, ĥ such that
‖∇(u− uh)‖0 + ‖p− p̂h‖0/R ≤ ĉh(‖Au‖0 + ‖p‖1/R),
and
‖u− uh‖0 ≤ ĉh2(‖Au‖0 + ‖p‖1/R),
where (‖Au‖0 + ‖p‖1/R) is bounded if f ∈ Y .
4. The two-level Galerkin–Lagrange multiplier method
In this section, we choose H, Ĥ for coarse grids, h, ĥ for fine grids and H  h > 0, Ĥ  ĥ > 0, and construct associated
conforming finite element spaces XH × MĤ and Xh × Mĥ, where XH × MĤ ⊂ Xh × Mĥ. Then we will consider the following
two-level Galerkin–Lagrange multiplier methods.
4.1. Simple two-level Galerkin–Lagrange multiplier method
Step I: Solve the Navier–Stokes problem on a coarse mesh, i.e., find (uH , pĤ) ∈ XH ×MĤ , such that
a(uH , v)+ d(v, pĤ)+ d(uH , q)+ b(uH , uH , v) = (f , v) ∀ (v, q) ∈ XH ×MĤ , (4.1)
Step II: Solve the Stokes problem on a fine mesh, i.e., find (uh, p̂h) ∈ Xh ×Mĥ, such that
a(uh, v)+ d(v, p̂h)+ d(uh, q)+ b(uH , uH , v) = (f , v) ∀ (v, q) ∈ Xh ×Mĥ. (4.2)
First we need to introduce the discrete analogue Ah : Xh → Xh of the Laplace operator given by
(Ahuh, vh) = (∇uh,∇vh) ∀ uh, vh ∈ Xh.
Next we give the approximation of b(u, v, w):
Lemma 4.1. ∀ uh1 ∈ Xh1 , vh ∈ Xh2 , w ∈ Y , the trilinear form b satisfies the following estimates:
|b(uh1 , vh2 , w)| ≤ c‖∇uh1‖1/20 ‖Ah1uh1‖1/20 ‖∇vh2‖0‖w‖0, (4.3)
|b(w, uh1 , vh2)| ≤ c‖∇uh1‖1/20 ‖Ah1uh1‖1/20 ‖∇vh2‖0‖w‖0, (4.4)
|b(w, uh1 , vh2)| + |b(uh1 , vh2 , w)| ≤ c| ln h|1/2‖∇uh1‖0‖∇vh2‖0‖w‖0, (4.5)
where h = min{h1, h2}.
Remark. (4.3)–(4.5) can be proven in a similar manner to that used in [21].
Theorem 4.2. Assume that uh is the solution of (3.1), then there exists a constant c = c(ν,Ω, f ) such that
‖Ahuh‖0 ≤ c.
Proof. From the definition of Ahuh and (2.8)–(2.9), we obtain
‖Ahuh‖0 = sup
vh∈Xh
(∇uh,∇vh)
‖vh‖0 ,
(∇uh,∇vh) = (∇uh −∇u,∇vh)+ (Au, vh) ≤ (ch−1‖∇(u− uh)‖0 + ‖Au‖0)‖vh‖0.
Combining these two relations and using Theorem 3.2, one finds ‖Ahuh‖0 ≤ c.
Theorem 4.3. Under the condition of Theorem 4.2, there exists a constant c independent of h and ĥ, such that the solution
(uh, p̂h) of (4.1)–(4.2) satisfies
‖∇(u− uh)‖0 + ‖p− p̂h‖0/R ≤ c1̂h+ c2Ĥ2.
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Proof. Suppose that (uh, ph) is the solution to problem (3.1), let E = uh − uh, η = p̂h − p̂h, then from (3.1) and (4.2) we
obtain
a(E, v)+ (E, grad q)+ (v, grad η)+ b(uh − uH , uh, v)+ b(uH , uh − uH , v) = 0.
From Proposition 2.1(ii) and Lemma 4.1, we obtain
‖∇E‖0 + ‖η‖0/R ≤ c sup
(v,q)∈Xh×M̂h‖|(v,q)|‖≤1
|B((E, η), (v, q))|
= c sup
(v,q)∈Xh×M̂h‖|(v,q)|‖≤1
(|b(uh − uH , uh, v)| + |b(uH , uh − uH , v)|)
≤ c sup
(v,q)∈Xh×M̂h‖|(v,q)|‖≤1
(Cb‖uh − uH‖0‖∇uh‖
1
2
0 ‖Ahuh‖
1
2
0 ‖∇v‖0 + Cb‖uh − uH‖0‖∇uH‖
1
2
0 ‖AHuH‖
1
2
0 ‖∇v‖0)
≤ Cb‖uh − uH‖0‖∇uh‖
1
2
0 ‖Ahuh‖
1
2
0 + Cb‖uh − uH‖0‖∇uH‖
1
2
0 ‖AHuH‖
1
2
0 .
Thanks to Theorem 3.2, we have
‖uh − uH‖0 ≤ ‖u− uH‖0 + ‖u− uh‖0 ≤ cĤ2.
From Theorems 3.1 and 4.2, we know that ‖AHuH‖0, ‖Ahuh‖0, ‖∇uH‖0, ‖∇uh‖0 are bounded. So we have
‖∇E‖0 + ‖η‖0/R ≤ cĤ2.
then by Theorem 3.1 and the above conclusions, we have
‖∇(u− uh)‖0 + ‖p− p̂h‖0/R ≤ ‖∇(u− uh)‖0 + ‖∇(uh − uh)‖0 + ‖p− p̂h‖0/R + ‖p̂h − p̂h‖0/R
≤ c1̂h+ c2Ĥ2.
Hence, if we choose Ĥ such that ĥ = o(Ĥ2), then the TGLM method is of the same order of convergence rate as that of
the usual GLM method. However, our method is more simple, and this can also be obtained from the numerical results.
4.2. Newton two-level Galerkin–Lagrange multiplier method
Step I: Solve the Navier–Stokes problem on a coarse mesh, i.e., find (uH , pĤ) ∈ XH ×MĤ , such that
a(uH , v)+ d(v, pĤ)+ d(uH , q)+ b(uH , uH , v) = (f , v), (4.6)
for all (v, q) ∈ XH ×MĤ .
Step II: Solve the general Stokes problem on a fine mesh, i.e., find (uh, p̂h) ∈ Xh ×Mĥ, such that
a(uh, v)+ d(v, p̂h)+ d(uh, q)+ b(uh, uH , v)+ b(uH , uh, v) = (f , v)+ b(uH , uH , v), (4.7)
for all (v, q) ∈ Xh×Mĥ. Next, wewill study the convergence of the Newton two-level Galerkin–Lagrangemultiplier solution
(uh, p̂h) to (u, p) in some norms.
Suppose that (u, p) ∈ D(A) × M is the solution to problem (2.1), we consider a dual linearized Navier–Stokes problem
of finding (z, s) ∈ X ×M satisfying
a(w, z)+ b(u, w, z)+ b(w, uh, z)− (t, div z)+ (s, divw) = (u− uh, w), (4.8)
for all (w, t) ∈ X ×M , then we have the following regularity results.
Theorem 4.4 ([22]). There exists a unique solution (z, s) ∈ D(A)×M to problem (4.8), which satisfies
‖Az‖0 + ‖s‖1/R ≤ c‖u− uh‖0.
Theorem 4.5. Under the condition of Proposition 2.1 and Theorem 4.4, there exists a constant c independent of h, ĥ, such that
the solution (uh, p̂h) of (4.6)–(4.7) satisfies
‖∇(u− uh)‖0 + ‖p− p̂h‖0/R ≤ c (̂h+ | ln h|1/2Ĥ3),
and
‖u− uh‖0 ≤ c (̂h2 + Ĥ 3̂h+ hĤ2).
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Proof. Suppose that (w, pi) is the projection of (u, p) on Xh ×Mĥ, andw ∈ Vh, then from (2.6), (2.14), (4.7), one finds
a(uh − w, v)+ d(v, p̂h − pi)+ d(uh − w, q) = B((uh − w, p̂h − pi), (v, q))
= b(u, u, v)+ b(uH , uH , v)− b(uh, uH , v)− b(uH , uh, v).
We let v = uh − w, by using (2.3) and Lemma 4.1, we obtain
ν‖∇(uh − w)‖20 = b(u, u, uh − w)+ b(uH , uH , uh − w)− b(uh, uH , uh − w)− b(uH , uh, uh − w)
= b(u− w, u, uh − w)+ b(w, u− w, uh − w)− b(uh − w, uH , uh − w)
− b(uH − w, uh − w, uH − w)
≤ Cb(‖∇(u− w)‖0‖∇u‖0‖∇(uh − w)‖0 + ‖∇w‖0‖∇(u− w)‖0‖∇(uh − w)‖0)
+ Cb‖∇(uh − w)‖20‖∇uH‖0 + c| ln h|1/2‖∇(uH − w)‖0‖uH − w‖0‖∇(uh − w)‖0.
So from Proposition 2.2 and Theorem 3.1, one finds
‖∇(uh − w)‖0 ≤ c(h+ | ln h|1/2Ĥ3).
then from Proposition 2.1(ii)and Lemma 4.1, we obtain
‖∇(uh − w)‖0 + ‖p̂h − pi‖0/R ≤ sup
(v,q)∈Xh×M̂h‖|(v,q)|‖≤1
|B((uh − w, p̂h − pi), (v, q))|
≤ c sup
(v,q)∈Xh×M̂h‖|(v,q)|‖≤1
|b(u, u, v)+ b(uH , uH , v)− b(uh, uH , v)− b(uH , uh, v)|
≤ c(‖∇u‖0 + ‖∇(uh − w)‖0 + ‖∇w‖0)(‖∇(u− w)‖0 + ‖∇(uh − w)‖0)
+ c(‖∇(uh − w)‖0‖∇(w − uH)‖0)‖∇(uh − w)‖0
+ c| ln h|1/2‖∇(w − uH)‖0‖w − uH‖0
≤ c (̂h+ | ln h|1/2Ĥ3).
So we have
‖∇(u− uh)‖0 + ‖p− p̂h‖0/R ≤ ‖∇(u− w)‖0 + ‖∇(w − uh)‖0 + ‖p− pi‖0/R + ‖pi − p̂h‖0/R
≤ c (̂h+ | ln h|1/2Ĥ3).
Next we give the estimate of ‖u− uh‖0.
Letw = u− uh, t = p− p̂h in (4.8), we obtain
|u− uh|2 = a(u− uh, z)+ b(u, u− uh, z)+ b(u− uh, uh, z)+ (∇(p− p̂h), z)+ (∇s, u− uh).
From (2.6) and (4.7) we obtain
−a(u− uh, vh)− (∇(p− p̂h), vh)− (∇qh, u− uh)− b(u, u, vh)+ b(uh, uh, vh)
= b(uh − uH , uh − uH , vh).
From above two equalities we get
‖u− uh‖20 = a(u− uh, z − vh)+ (∇(p− p̂h), z − vh)+ (∇(s− qh), u− uh)
+ b(u− uh, u, z − vh)− b(uh, u− uh, z − vh)− b(uh − uH , uh − uH , vh)
≤ ν‖∇(u− uh)‖0‖∇(z − vh)‖0 + ‖p− p̂h‖0/R‖∇(z − vh)‖0 + ‖s− qh‖0/R‖∇(u− uh)‖0
+ c‖∇(u− uh)‖0‖∇u‖0‖∇(z − vh)‖0 + ‖∇(u− uh)‖0‖∇uh‖0‖∇(z − vh)‖0
+‖∇(uh − uH)‖20‖∇(z − vh)‖0 + c‖∇(uh − uH)‖0‖z‖2‖uh − uH‖0.
If we choose approximation (vh, qh) such that
‖∇(z − vh)‖0 ≤ ch‖z‖2 ≤ ch‖u− uh‖0
and
‖s− qh‖0 ≤ ĉh‖s‖1/R ≤ ĉh‖u− uh‖0,
because the asymptotic order of convergence of the fine grid solution (uh, p̂h) is at least as good as that of the coarse grid
solution,
‖∇(uH − uh)‖0 ≤ ‖∇(u− uh)‖0 + ‖∇(u− uH)‖0 ≤ CĤ.
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(a) Exact velocity vectors. (b) Exact pressure contours.
Fig. 1.
(a) Numerical velocity vectors. (b) Numerical pressure contours.
Fig. 2. GLMmethod.
So we have
‖u− uh‖0 ≤ c((h+ Ĥ3)h+ ĥ(h+ Ĥ3)+ hĤ2 + hĤ3)
≤ c (̂h2 + Ĥ 3̂h+ hĤ2).
5. Numerical examples
In this section we assess the performance of the GLMmethod described in Section 3 and the TGLMmethod described in
Section 4. We consider a unit-square domain with a driven-cavity flow solution, which is a very popular problem in testing
various numerical methods. In this paper, we set the exact solution as given by
u(x1, x2) = (u1(x1, x2), u2(x1, x2)), p(x1, x2) = 10(2x1 − 1)(2x2 − 1)
u1(x1, x2) = 10x21(x1 − 1)2x2(x2 − 1)(2x2 − 1),
u2(x1, x2) = −10x1(x1 − 1)(2x1 − 1)x22(x2 − 1)2
with ν = 0.05 and f is determined by (2.1).
A practical problem description is shown in Fig. 1. In this paper, we use the Q1 − Q1 quadrilateral element, and the
discretization parameters for velocity are smaller than that for pressure. When h = 1/36 and h/̂h = 1/3, the results of
GLM, TGLM and Newton TGLM are presented graphically in Figs. 2–4, respectively.
In Table 1, we give the convergence accuracy of the GLM method. The results of the top table in Table 1 show that the
relative error decreases with decreasing h/hˆ, and this confirms the statement in the introduction.From the bottom table of
Tables 1 and 2, we can conclude that the TGLM method is more efficient than the GLM method when they have the same
order convergence rate. In Table 3, the convergence accuracy of the Newton TGLMmethod is provided.
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(a) Numerical velocity vectors. (b) Numerical pressure contours.
Fig. 3. TGLMmethod.
(a) Numerical velocity vectors. (b) Numerical pressure contours.
Fig. 4. Newton TGLMmethod.
Table 1
Numerical results of the GLMmethod.
h ĥ CPU(S) ‖∇(u−uh)‖0‖∇u‖0
‖u−uh‖L∞
‖u‖L∞
‖p−ph‖0
‖p‖0
1/18 1/6 67 0.0411777 0.0250273 0.000107423
1/24 1/6 329 0.040193 0.0189949 0.0000916813
1/36 1/6 3317 0.0386224 0.0164352 0.0000895317
1/18 1/6 67 0.0411777 0.0250273 0.000107423
1/27 1/9 937 0.03835323 0.0230255 0.000105059
1/36 1/12 5190 0.0381617 0.0225503 0.00010447
Table 2
Numerical results of the simple TGLMmethod.
H Ĥ h ĥ CPU(S) ‖∇(u−u
h)‖0
‖∇u‖0
‖u−uh‖L∞
‖u‖L∞
‖p−ph‖0
‖p‖0
1/9 1/3 1/18 1/6 9 0.09121999 0.0148049 0.000182056
1/9 1/3 1/27 1/9 88 0.0855572 0.0139075 0.000177273
1/9 1/3 1/36 1/12 476 0.0631769 0.0118668 0.000168963
1/15 1/3 1/45 1/9 1650 0.0364177 0.0071132 0.000129472
Table 3
Numerical results of the Newton TGLMmethod.
H Ĥ h ĥ CPU(S) ‖∇(u−u
h)‖0
‖∇u‖0
‖u−uh‖L∞
‖u‖L∞
‖p−ph‖0
‖p‖0
1/9 1/3 1/18 1/6 9 0.09122179 0.0156497 0.000171617
1/9 1/3 1/27 1/9 88 0.0828399 0.0126604 0.000161628
1/9 1/3 1/36 1/12 481 0.0636178 0.0108805 0.000159836
1/15 1/3 1/45 1/9 1622 0.0266339 0.0090577 0.000148731
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