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ANCHORED EXPANSION, PERCOLATION AND SPEED
By Dayue Chen1 and Yuval Peres2 with an Appendix by Ga´bor
Pete3
Peking University and University of California, Berkeley
Benjamini, Lyons and Schramm [Random Walks and Discrete
Potential Theory (1999) 56–84] considered properties of an infinite
graph G, and the simple random walk on it, that are preserved by
random perturbations. In this paper we solve several problems raised
by those authors. The anchored expansion constant is a variant of
the Cheeger constant; its positivity implies positive lower speed for
the simple random walk, as shown by Vira´g [Geom. Funct. Anal. 10
(2000) 1588–1605]. We prove that if G has a positive anchored ex-
pansion constant, then so does every infinite cluster of independent
percolation with parameter p sufficiently close to 1; a better esti-
mate for the parameters p where this holds is in the Appendix. We
also show that positivity of the anchored expansion constant is pre-
served under a random stretch if and only if the stretching law has
an exponential tail. We then study a simple random walk in the infi-
nite percolation cluster in Cayley graphs of certain amenable groups
known as “lamplighter groups.” We prove that zero speed for a ran-
dom walk on a lamplighter group implies zero speed for random walk
on an infinite cluster, for any supercritical percolation parameter p.
For p large enough, we also establish the converse.
1. Introduction. Grimmett, Kesten and Zhang (1993) showed that a sim-
ple random walk on the infinite cluster of supercritical Bernoulli percolation
in Zd is transient for d≥ 3; in other words, in Euclidean lattices, transience
is preserved when the whole lattice is replaced by an infinite percolation
cluster. Benjamini, Lyons and Schramm (1999), abbreviated as BLS (1999)
hereafter, initiated a systematic study of the properties of a transitive graph
Received March 2003; revised June 2003.
1Supported by Ministry of Science and Technology of China Grant G1999075106.
2Supported by NSF Grant DMS-01-04073 and by a Miller Professorship at UC Berkeley.
3Supported by Hungarian National Foundation for Scientific Research Grant T30074.
AMS 2000 subject classifications. Primary 60B99; secondary 60K35, 60K37, 60J15.
Key words and phrases. Cayley graphs, percolation, random walks, speed, anchored ex-
pansion constant.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Probability,
2004, Vol. 32, No. 4, 2978–2995. This reprint differs from the original in
pagination and typographic detail.
1
2 D. CHEN AND Y. PERES
G that are preserved under random perturbations such as passing from G to
an infinite percolation cluster. They conjectured that positivity of the speed
for a simple random walk is preserved, and proved this for nonamenable
Cayley graphs. Our results (see Theorems 1.5 and 1.6) lend further support
to this conjecture.
We first consider the stability of a related geometric quantity. Denote by
V (G) and E(G), respectively, the sets of vertices and edges of an infinite
graph G. For S ⊂ V (G), denote by |S| the cardinality of S and by ∂S = ∂GS
the set of edges that have one end in S and the other in Sc. We say that S
is connected if the induced subgraph on S is connected. Fix o ∈ V (G). The
anchored expansion constant of G,
ı∗E(G) := limn→∞
inf
{
|∂S|
|S|
:o ∈ S ⊂ V (G), S is connected, n≤ |S|<∞
}
was defined in BLS (1999). The quantity ı∗E(G) does not depend on the
choice of the basepoint o. It is related to the isoperimetric constant
ıE(G) := inf
{
|∂S|
|S|
:S ⊂ V (G), S is connected, 1≤ |S|<∞
}
,
but as we shall see, ı∗E(·) is more robust. BLS (1999) asked if the positivity
of ı∗E(G) is preserved when G undergoes a random perturbation.
In p-Bernoulli bond percolation in G, each edge of G is independently
declared open with probability p and closed with probability 1 − p. Thus
a bond percolation ω is a random subset of E(G). We usually identify the
percolation ω with the subgraph of G consisting of all open edges and their
end-vertices. A connected component of this subgraph is called an open
cluster, or simply a cluster. The probability that there is an infinite cluster
is monotone in p. Let pc = pc(G) = inf{p: there is an infinite cluster a.s.}.
When p ∈ (pc,1), with positive probability the open cluster H that contains
o is infinite; it is easy to see that ıE(H) = 0 a.s.
Theorem 2 of Benjamini and Schramm (1996) states that pc(G)≤ 1/(ıE(G)+
1), but their proof yields the stronger inequality pc(G)≤ 1/(ı
∗
E(G) + 1).
Theorem 1.1. Consider p-Bernoulli percolation on a graph G with
ı∗E(G)> 0. If p < 1 is sufficiently close to 1, then almost surely on the event
that the open cluster H containing o is infinite, we have ı∗E(H)> 0.
Our proof of Theorem 1.1, given in the next section, shows the conclu-
sion holds for all p > 1− h/(1 + h)1+1/h, where h= ı∗E(G). A refinement of
the argument, due to Ga´bor Pete (see the Appendix) shows the conclusion
holds for all p > 1/(ı∗E(G) + 1). The Appendix also contains the analog of
Theorem 1.1 for site percolation.
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Next, let G be an infinite graph of bounded degree and pick a probability
distribution ν on the positive integers. Replace each edge e ∈E(G) by a path
that consists of Le new edges, where the random variables {Le}e∈E(G) are
independent with law ν. Let Gν denote the random graph obtained in this
way. We call Gν a random stretch of G. If the support of ν is unbounded,
then ıE(G
ν) = 0 a.s. Say that ν has an exponential tail if ν[ℓ,∞)< e−εℓ for
some ε > 0 and all sufficiently large ℓ.
Theorem 1.2. Suppose that G is an infinite graph of bounded degree
and ı∗E(G)> 0. If ν has an exponential tail, then ı
∗
E(G
ν)> 0 a.s.
On the other hand, if ν has a tail that decays slower than exponentially,
then taking the binary tree as G, we have ı∗E(G)> 0 yet ı
∗
E(G
ν) = 0 a.s. See
Remark 2.2 in the next section.
By a Galton–Watson tree we mean a family tree of a Galton–Watson
process.
Corollary 1.3. For a supercritical Galton–Watson tree T, given nonex-
tinction, we have ı∗E(T)> 0 a.s.
Theorem 1.2 and Corollary 1.3 answer Questions 6.3 and 6.4 of BLS
(1999), while Theorem 1.1 partially answers Question 6.5 of the same paper.
The importance of anchored expansion is exhibited by the following the-
orem, conjectured in BLS [(1999), Conjecture 6.2]. For a vertex x, denote
by |x|= |x|G the distance (the least number of edges on a path) from x to
the basepoint o in G.
Theorem 1.4 [Vira´g (2000)]. Let G be a bounded degree graph with
ı∗E(G)> 0. Then the simple random walk {Xn} in G, started at o, satisfies
lim infn→∞ |Xn|/n > 0 a.s. and there exists C > 0 such that P[Xn = o] ≤
exp(−Cn1/3) for all n≥ 1.
Earlier, Thomassen (1992) showed that a condition weaker than ı∗E(G)> 0
suffices for transience of the random walk {Xn}. As noted in Vira´g (2000),
Theorem 1.4, in conjunction with Corollary 1.3, implies that the speed of
simple random walk on supercritical Galton–Watson trees is positive, a re-
sult first proved in Lyons, Pemantle and Peres (1995). Other applications of
anchored expansion are in Ha¨ggstro¨m, Schonmann and Steif (2000).
In Section 3 we address another problem in BLS (1999) concerning the
speed limn
|Xn|
n of a random walk {Xn}. Consider again p-Bernoulli bond
percolation in G with parameter p > pc(G). Theorem 1.3 of BLS (1999)
states that if the Cayley graph G is nonamenable [i.e., ıE(G) > 0], then a
4 D. CHEN AND Y. PERES
simple random walk in an infinite cluster of Bernoulli percolation on G has
positive speed. On the other hand, if a graph G has subexponential growth,
that is, if lim sup |{x ∈ V (G) : |x| ≤ n}|1/n = 1, then a simple random walk on
G (and on any subgraph) has zero speed [Varopoulos (1985)]. It is therefore
natural to study, as suggested in BLS (1999), a simple random walk in the
infinite cluster of an amenable Cayley graph with exponential growth.
The lamplighter groups Gd are amenable groups with exponential growth,
introduced by Kaimanovich and Vershik (1983). The corresponding Cayley
graphs Gd (for the standard generators) can be described as follows. A vertex
of Gd can be identified as (m,η) ∈ Z
d×{finite subsets of Zd}. Heuristically,
Z
d is the set of lamps, η is the set of lamps which are on, and m is the po-
sition of the lamplighter, or “marker.” In each step, either the lamplighter
switches the current lamp (from on to off, or from off to on) or moves to
one of the neighboring sites in Zd. Each vertex in Gd has degree 2d + 1;
one edge corresponds to flipping the state of the lamp at location m, and
the other 2d edges correspond to moving the marker. For example, if d= 1,
the neighbors of (m,η) are (m + 1, η), (m− 1, η) and (m,η∆{m}), where
η∆{m} is η \ {m} if m ∈ η, and is η ∪{m} if m /∈ η. For a more detailed de-
scription see Lyons, Pemantle and Peres (1996). Kaimanovich and Vershik
(1983) showed that simple random walk in Gd has speed zero for d = 1,2
and has positive speed for d≥ 3.
We now study simple random walk {Xn} in the unique infinite cluster
of p-Bernoulli bond percolation in Gd. If x is a vertex in the open cluster
containing o, let |x|ω be the graph distance in this cluster from x to o.
Theorem 1.5. Let d ∈ {1,2}. Then the simple random walk in the in-
finite cluster of Gd has zero speed, that is, limn
|Xn|ω
n = 0 a.s. on the event
that o is in the infinite cluster.
Theorem 1.6. Suppose that d≥ 3. If p > pc(Z
d), then the simple ran-
dom walk in the infinite cluster of Bernoulli bond percolation in Gd has
positive speed.
These results support Conjectures 1.4 and 1.5 of BLS (1999); they are
extended in Theorems 3.1 and 3.2.
2. Anchored expansion. The idea of the following lemma is from Kesten
(1982).
Lemma 2.1. Let An = {S ⊂ V (G) :o ∈ S, S is connected, |∂S| = n}. If
ı∗E(G)>h> 0, then for all sufficiently large n,
|An| ≤ [Ψ(h)]
n,
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where
Ψ(h) = (1 + h)1+1/h/h.
Proof. Consider p-Bernoulli bond percolation in G. Let H be the open
cluster containing o. Then V (H) is the set of vertices which can be reached
from o via open bonds. For any S ∈ An, a spanning tree on S has |S| − 1
edges. Also, note that |∂S| ≥ h|S| if n= |∂S| is large enough. Therefore
P (V (H) = S)≥ p|S|−1(1− p)|∂S| ≥ pn/h−1(1− p)n,
whence
1≥ P (V (H) ∈An) =
∑
S∈An
P (V (H) = S)≥ |An|p
n/h−1(1− p)n.
Thus, if n is sufficiently large,
|An| ≤
(
1
p
)n/h−1( 1
1− p
)n
holds for any p ∈ (0,1). Letting p= 1/(1 + h) concludes the proof. 
Proof of Theorem 1.1. Let H be the open cluster containing o. De-
note
An(H) = {S ⊂ V (H) :o ∈ S, S is connected in H and |∂GS|= n}.
Suppose that S ∈ An(H). Then S is also a connected subset of V (G); we
shall use a subscript to indicate the graph considered. For S ∈An, each edge
in ∂GS is independently open with probability p. By the large deviation
principle [see Dembo and Zeitouni (1998), Theorem 2.1.14],
P
(
S ∈An(H),
|∂HS|
|∂GS|
≤ α
)
≤ e−nIp(α),(2.1)
where the rate function Ip(α) = α log
α
p + (1− α) log
1−α
1−p satisfies Ip(α) > 0
for α< p. Recall Ψ(h) defined in Lemma 2.1. When p > 1−1/Ψ(h), we have
Ip(0) = − log(1 − p) > logΨ(h), so there exists α0 > 0 such that Ip(α0) >
logΨ(h). For sufficiently large n,
P
(
∃S ∈An(H) :
|∂HS|
|∂GS|
≤ α0
)
≤ |An|e
−nIp(α0) ≤Ψ(h)ne−nIp(α0),
which is summable in n. By the Borel–Cantelli lemma,
lim
n→∞
inf
{
|∂HS|
|∂GS|
:o ∈ S ⊂ V (H), S is connected, n≤ |∂GS|
}
≥ α0 a.s.,
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whence
lim
n→∞
inf
{
|∂HS|
|S|
:o ∈ S ⊂ V (H),
S is connected, n≤ |S|<∞
}
≥ α0ı
∗
E(G) a.s. 
Proof of Theorem 1.2. Let L1,L2, . . . , Ln be i.i.d. random variables
with distribution ν. Since ν has an exponential tail, there is an increasing
convex rate function I(·) such that I(c) > 0 for c > ELi and P (
∑n
i=1Li >
cn)≤ exp(−nI(c)) for all n [see Dembo and Zeitouni (1998), Theorem 2.2.3,
page 27]. Choose c large enough such that I(c)> logΨ(h). For any S ∈An,
let Edge(S) be the set of edges with at least one end in S. Note that |∂S| ≤
|Edge(S)| ≤D|S|, where D is the maximal degree in G. Thus for S ∈An,
P
(∑
e∈Edge(S)Le
D|S|
> c
)
≤ P
(∑D|S|
i=1 Li
D|S|
> c
)
≤ exp(−D|S|I(c))≤ exp(−|∂S|I(c)).
Therefore for all n,
P
(
∃S ∈An :
∑
e∈Edge(S)Le
D|S|
> c
)
≤ |An|e
−I(c)n,
which is summable. By the Borel–Cantelli lemma, with probability 1, for
any sequence of sets {Sn} such that Sn ∈An for each n, we have
limsup
n→∞
∑
e∈Edge(Sn)Le
D|Sn|
≤ c a.s.
Therefore
lim
n→∞
inf
{
|∂S|∑
e∈Edge(S)Le
:o∈ S ⊂ V (G),
S is connected, n≤ |∂S|
}
≥
h
Dc
a.s.
Since Gν is obtained from G by adding new vertices, V (G) can be embed-
ded into V (Gν) as a subset. In particular, we can choose the same basepoint
o in Gν and in G. For S connected in G such that o ∈ S ⊂ V (G), there is a
unique maximal connected S˜ ⊂ V (Gν) such that S˜ ∩ V (G) = S; it satisfies
|S˜| ≤
∑
e∈Edge(S)Le. In computing ı
∗
E(G
ν) it suffices to consider only such
maximal S˜’s, so we conclude that ı∗E(G
ν)≥ h/dc > 0. 
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Remark 2.2. Suppose that the distribution ν of L does not have an
exponential tail. Then for any c > 0 and any ε > 0, we have P (
∑n
i=1Li ≥
cn)≥ P (L1 ≥ cn)≥ e
−εn for infinitely many n’s, where {Li} are i.i.d. with
law ν. Let G be a binary tree with the root o as the basepoint. Pick a
collection of 2n pairwise disjoint paths from level n to level 2n:
P
(
along at least one of these 2n paths
n∑
i=1
Li ≥ cn
)
≥ 1− (1− e−εn)2
n
≥ 1− exp(−e−εn2n)→ 1.
With probability very close to 1 (depending on n), there is a path from
level n to 2n along which
∑n
i=1Li ≥ cn. Take such a path and extend it to
the root o. Let S be the set of vertices in the extended path from the root
o to level 2n. Then
|∂S|∑
e∈Edge(S)Le
≤
2n+ 1
cn
≈
2
c
.
Since c can be arbitrarily large, ı∗E(G
ν) = 0 a.s. This shows that the expo-
nential tail condition is necessary to ensure the positivity of ı∗E(G
ν).
Proof of Corollary 1.3. A Galton–Watson process is uniquely de-
termined by the offspring distribution {p0, p1, p2, . . .}. Let T be a Galton–
Watson tree and o its root.
Case (i) p0 = p1 = 0. For any finite S ⊂ V (T), |S| ≤ |∂S|(
1
2+
1
22 + · · ·)≤
|∂S|. So ı∗E(T)≥ ıE(T)≥ 1.
Case (ii) p0 = 0, p1 > 0. In this case the Galton–Watson tree T can be
viewed as random stretch Gν of another Galton–Watson tree G, where G
is generated according to p′k = pk/(1 − p1), k = 2,3, . . . , p
′
0 = p
′
1 = 0 and ν
is the geometric distribution with parameter p1. By Theorem 1.2, ı
∗
E(T) =
ı∗E(G
ν)> 0 a.s.
Case (iii) p0 > 0. Let f(s) =
∑∞
i=0 pks
k and let q < 1 be the extinction
probability, so that q = f(q). An infinite Galton–Watson tree can be con-
structed as follows; see Lyons (1992). Begin with the root which is declared
to be open. Add to the root a random number of edges according to proba-
bility distribution P (Y = k) = pk(1− q
k)/(1− q). Declare each vertex open
with probability 1− q and closed with probability q, independently of each
other. If all the newly added vertices are closed, discard the entire assign-
ment and reassign open/closed all over again. For each open vertex, repeat
the same procedure. For each closed vertex, attach to it independently a
Galton–Watson tree conditioned to be finite.
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The subtree T1 consisting of open vertices and edges connecting them is
a Galton–Watson tree without leaves, and ı∗E(T1)> 0 according to case (ii).
For each open vertex x of G, label its offspring from 1 to Yx, where Yx is a
random variable with P (Yx = k) = pk(1− q
k)/(1− q). Along the sequence of
Yx vertices, each is open with probability 1− q and closed with probability
q (independently of each other if we ignore the constraint that there is
at least one open vertex). The number of closed vertices before the first
open vertex is stochastically bounded above by a random variable with a
geometric distribution. The same statement holds for the number of closed
vertices after the last open vertex, and for the number of closed vertices
between the kth open vertex and the (k+ 1)st open vertex.
Let L1 be the total number of vertices of finite Galton–Watson trees
attached to the closed vertices before the second open vertex (if it ever
exists). Similarly, let L2 be the total number of vertices of finite Galton–
Watson trees attached to the closed vertices between the second open vertex
and the third open vertex (if it ever exists). And so on, until the last open
vertex among the offspring of x. The variables L2,L3, . . . are i.i.d.; L1 is
independent of other Li’s but has a different distribution. Thus we may
identify the Galton–Watson tree T as a random stretch of T1 in computing
ı∗E(T). Although there are two different distributions in the random stretch,
the same argument works since both have exponential tails.
All Li’s are stochastically dominated by
∑W1+W2
j=1 Uj , whereW1,W2,U1,U2, . . .
are random variables, independent of each other, P (Wi = k) = q
k(1 − q),
k = 0,1,2, . . . , and Uj is the size of a Galton–Watson tree conditioned on
extinction. Let ν be the probability distribution of
∑W1+W2
j=1 Uj . By the next
lemma we conclude that ν has an exponential tail. Applying Theorem 1.2
completes the proof.

Lemma 2.3 [Harris (1963), Theorem 13.1]. For a supercritical Galton–
Watson process, the size of a Galton–Watson tree conditioned on extinction
has a distribution with an exponential tail.
3. Speed of random walk. We start with a generalization of the lamp-
lighter groups defined in the Introduction.
Let G be the Cayley graph of a finitely generated infinite group G with a
fixed, symmetric (i.e., closed under inversion) set of generators. We identify
vertices of G with elements of the group G. Two points x and y of G are
neighbors if xy−1 is a generator.
Let F be the Cayley graph of a finite group F generated by a fixed sym-
metric set of generators.
By
∑
x∈GF we denote the set of elements of F
G such that at most finitely
many of the coordinates are not the identity element of F. An element of
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x∈GF is called a configuration and is denoted by η = {η(x) :x ∈ V (G)},
where η(x) ∈ V (F) is the x-coordinate of η. We will sometimes write x ∈G
as an abbreviation for x ∈ V (G).
Define a new graph W=G⋉
∑
x∈G F as a semidirect product of G with
the direct sum of copies of F indexed by G. Vertices of W are identified
as {(m,η) :m ∈ V (G), η ∈
∑
x∈GF}. Two vertices, (m,η) and (m1, ξ), are
neighbors if either:
(i) m=m1, η(x) = ξ(x) for all x 6=m, and η(m) is a neighbor of ξ(m) in
F, or
(ii) η = ξ, and m,m1 are neighbors in G.
In particular, if F= {0,1} is the group of two elements and G is Zd, then
G⋉
∑
x∈GF is exactly Gd described before Theorem 1.5. Also note that the
above definition applies to the case of an arbitrary graph G and a finite
group F, as well.
From now on G will be an infinite amenable Cayley graph. Then the
graph G ⋉
∑
x∈GF is amenable and grows exponentially. By Burton and
Keane (1989), there is only one infinite cluster when percolation occurs.
We say that G is recurrent if the simple random walk in G is recurrent;
this is equivalent to G being a finite extension of Z1 or Z2 [see, e.g., Woess
(2000), Theorem 3.24, page 36]. The following theorem is a generalization
of Theorem 1.5.
Theorem 3.1. Suppose that G is a recurrent Cayley graph and that
F is the Cayley graph of a finite group. Then the simple random walk in
the infinite cluster of supercritical Bernoulli bond percolation in W = G ⋉∑
x∈GF has zero speed a.s.
On the other hand, if G is a transient Cayley graph of polynomial or
exponential growth, then for p sufficiently close to 1, the infinite cluster
of p-Bernoulli bond percolation in G is transient. For G = Zd, d ≥ 3 and
any p > pc(G), this is due to Grimmett, Kesten and Zhang (1993); for other
Cayley graphs of polynomial growth it is due to Benjamini and Schramm
(1998); see also Theorem 9 in Angel, Benjamini, Berger and Peres (2004);
for Cayley graphs of exponential growth it is Theorem 1.8 of BLS (1999).
The following theorem generalizes our Theorem 1.6.
Theorem 3.2. Let 0 < p < 1. Suppose that the infinite cluster of p-
Bernoulli bond percolation in the Cayley graph G is transient and that F is
the Cayley graph of a finite group. Then the simple random walk in the infi-
nite cluster of p-Bernoulli bond percolation in W=G⋉
∑
x∈G F has positive
speed a.s.
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Fix a vertex o ofW=G⋉
∑
x∈GF as the basepoint, for example, the vertex
corresponding to the unit element of the group. Let ‖x‖ be the distance
between the vertex x and the basepoint o in W. Certainly, ‖x‖ ≤ |x|ω . In
the other direction, Lemma 4.6 of BLS (1999) states that if limn ‖Xn‖/n= 0,
then limn |Xn|ω/n= 0. For this reason we shall consider ‖x‖ instead of |x|ω .
It will be useful to consider delayed simple random walk Z = Zω on ω,
defined as follows. Let Z(0) be some fixed vertex of W=G⋉
∑
x∈GF. For
n ≥ 0, given 〈Z(0), . . . ,Z(n)〉 and ω, let Z ′(n + 1) be a uniform random
choice from Z(n) and its neighbors in W. Set Z(n+ 1) := Z ′(n+ 1) if the
edge [Z(n),Z ′(n + 1)] belongs to ω; otherwise, let Z(n + 1) := Z(n). By
Lemma 4.2 of BLS (1999), the speed limn→∞ ‖Z(n)‖/n exists and is constant
a.s.
Lemma 3.3.
lim
n→∞
‖Xn‖
n
≥ lim
n→∞
‖Z(n)‖
n
≥ c lim
n→∞
‖Xn‖
n
a.s.,(3.1)
where c > 0 is a deterministic constant.
Proof. A sample path of Z is obtained from a sample path of X by
repeating Xn a random number of times, with a geometric distribution. The
parameter of the geometric distribution is in [1/(D +1),D/(D +1)], where
D is the degree of a vertex of W. Therefore (3.1) holds. 
Z will always denote the delayed random walk in a cluster ω inW. Denote
by Pω the law of Z for fixed ω, and let Eω be the corresponding expectation
operator. Denote by E the average over realizations of ω. Write Z(n) =
(mn, ηn) and call the first component mn the marker. By Lemma 3.3 and
the discussion preceding it, it is enough to determine if limn→∞ ‖Z(n)‖/n is
positive or not.
Our first goal is to prove Theorem 3.1. A key fact is that the motion of
the marker is recurrent in the following sense.
Lemma 3.4. Suppose that G is a recurrent Cayley graph and that F is the
Cayley graph of a finite group. Let Z be as above and write Z(n) = (mn, ηn).
Then
EPω(mn =m0 for some n≥ 1) = 1.(3.2)
Proof. Introduce the stopping times
τN =min{n≥ 0; |mn|G =N},
τ+o =min{n≥ 1;mn = o}.
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Then (3.2) can be rewritten as
lim
N→∞
EPω(τN < τ
+
o |m0 = o) = 0.
Let GN = {x ∈G : |x|G ≤N}. There may be several disjoint clusters in a
realization of p-Bernoulli bond percolation in the finite graphGN⋉
∑
x∈GN F,
and each cluster may have several vertices with the marker at o. Consider a
cluster H with at least one vertex whose marker is at o. If there are k vertices
in H with the marker at o, “glue” these k vertices together as one vertex
denoted by Θ. Let H′ be the modified graph of the cluster H. Coupling the
delayed simple random walks in V (H) and in V (H′), we find that
1
k
∑
x∈V (H),m(x)=o
Pω(τN < τ
+
o |Z(0) = x) = Pω(τ˜N < τ˜
+
o |Z
′(0) = Θ),(3.3)
where
τ˜N =min{n≥ 0; |mn|G =N} and τ˜
+
o =min{n≥ 1;mn = o}
are the stopping times for the delayed simple random walk Z ′ in V (H′).
The delayed simple random walk Z ′ in V (H′) is a reversible Markov chain
with respect to the measure π where π(Θ) = k, and π(x) = 1 for all other
x ∈ V (H′), x 6=Θ. Let D denote the degree of a vertex in W=G⋉
∑
x∈GF,
and let F be the class of functions with the following properties:
f :V (H)∪ {Θ}→ [0,1], f(x) =
{
0, if x=Θ or m(x) = o,
1, if |m(x)|G =N .
(3.4)
Applying the Dirichlet principle [see Liggett (1985), page 99], we have that
2π(Θ)Pω(τ˜N < τ˜
+
o |Z(0) =Θ)
= inf
f∈F
∑
u∈V (H′)
∑
[u,v]∈E(H′)
π(u)p(u, v)(f(u)− f(v))2
(3.5)
= inf
f∈F
∑
[u,v]∈E(H′)
2
D+ 1
(f(u)− f(v))2
= inf
f∈F
∑
[u,v]∈E(H)
2
D+1
(f(u)− f(v))2.
In particular, let {Yn} be the simple random walk in G and
σN =min{n≥ 0; |Yn|G =N},
σ+o =min{n≥ 1;Yn = o},
ρ(m) = P (σN < σ
+
o |Y0 =m).
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Then f(x) = ρ(m(x)) is in F . Plugging it into (3.5), in light of (3.3), we
conclude that∑
x∈V (H)
m(x)=o
Pω(τN < τ
+
o |Z(0) = x)≤
1
D+1
∑
[u,v]∈E(H)
(ρ(m(u))− ρ(m(v)))2.
Note that Pω(τN < τ
+
o |Z(0) = x) = 0 if m(x) = o and there is no y in the
cluster such that |m(y)|G =N . Summing over all disjoint clusters, we get∑
x :m(x)=o
Pω(τN < τ
+
o |Z(0) = x)
=
∑
H
∑
x∈V (H),m(x)=o
Pω(τN < τ
+
o |Z(0) = x)
≤
|F||GN |
D+1
∑
[u,v]∈E(GN )
(ρ(u)− ρ(v))2.
Averaging over realizations of percolation in GN ⋉
∑
x∈GN
F, we see that
EPω(τN < τ
+
o |Z(0) = (o, η)) is independent of η. There are |F|
|GN | vertices
in GN ⋉
∑
x∈V (GN )
F with the marker at o. Therefore,
|F||GN |EPω(τN < τ
+
o |Z(0) = (o, η))
≤
|F||GN |
D+1
∑
[u,v]∈E(GN )
(ρ(u)− ρ(v))2.
After cancellation,
EPω(τN < τ
+
o |Z(0) = (o, η))
≤
1
D+ 1
∑
[u,v]∈E(GN )
(ρ(u)− ρ(v))2
=
1
D+ 1
P (σN <σ
+
o |Y0 = o)→ 0 as N →∞,
since the simple random walk in G is recurrent. 
Proof of Theorem 3.1. Let Z be the delayed simple random walk in
the infinite cluster. By Lemma 3.3, it suffices to show that limn ‖Z(n)‖/n= 0
a.s.
Let Rn = {m0,m1, . . . ,mn} ⊂ V (G) be the range of the marker up to time
n. Then
|Rn|= 1+
n−1∑
k=0
1{mk 6=mk+1,mk 6=mk+2,...,mk 6=mn}
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(3.6)
≤ ℓ+
n−ℓ∑
k=0
1{mk 6=mk+1,mk 6=mk+2,...,mk 6=mk+ℓ}
for any fixed integer ℓ. As explained in Lyons and Schramm (1999), in the
large probability space where both the percolation and the walk Z are de-
fined, the law of the infinite cluster ω as seen from the walker Z(n) is sta-
tionary. Therefore
{1{mk 6=mk+1,mk 6=mk+2,...,mk 6=mk+ℓ};k = 0,1,2,3, . . . }
is a stationary sequence in the large space. By (3.6) and the Birkhoff ergodic
theorem,
EEω lim sup
n
|Rn|
n
≤EEω lim
n
1
n
n−ℓ∑
k=0
1{mk 6=mk+1,mk 6=mk+2,...,mk 6=mk+ℓ}
=EPω(m0 6=m1,m0 6=m2, . . . ,m0 6=mℓ).
By Lemma 3.4, the right-hand side tends to 0 as ℓ→∞. Consequently, for
a.e. ω and Z,
lim
n
|Rn|
n
= 0.
Note that Rn is connected in V (G), and all sites in Rn can be visited within
at most 2|Rn| steps using depth-first search along a spanning tree in Rn.
Thus in W,
‖Z(n)‖ ≤ |mn|G + 2|Rn|+
∑
x∈Rn
|ηn(x)|F ≤ (1 + 2 + |F|)|Rn|.
We conclude that EEω lim supn→∞ ‖Z(n)‖/n = 0. 
Our next goal is to prove Theorem 3.2.
Lemma 3.5. Suppose that the infinite cluster of p-Bernoulli bond perco-
lation on the Cayley graph G is transient. Let Z be the delayed random walk
in the infinite cluster of p-Bernoulli bond percolation on W = G⋉
∑
x∈G F
and write Z(n) = (mn, ηn). Then
EPω(mn 6=m0 for all n≥ 1)> 0.
Proof. We shall prove that
lim
N→∞
EPω(τN < τ
+
o |m0 = o)> 0,(3.7)
where τN and τ
+
o are stopping times defined in the proof of Lemma 3.4.
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Recall the finite graphs GN and GN ⋉
∑
x∈GN
F defined in the proof
of Lemma 3.4. Vertices (m,η) of GN ⋉
∑
x∈GN
F are classified into |F||GN |
classes according to the second component η. For a fixed configuration η,
denote by GN (η) the subgraph induced by the class of vertices {(m,η);m ∈
V (GN )}. Clearly, there is a graph isomorphism between GN (η) and GN for
any η ∈
∑
x∈GN
F. Let the cluster within GN (η) containing (o, η) be
Co(η) = {(m,η); (m,η)↔ (o, η) within GN (η)}.
Run a simple random walk {(Y ηj , η)}j≥0 in Co(η) starting from (o, η). Recall
σN = min{j ≥ 0; |Y
η
j |G = N} and σ
+
o = min{j ≥ 1;Y
η
j = o}. Then P (σN <
σ+o |Y
η
0 = o) is decreasing in N . The hypothesis of the lemma (transience of
the infinite cluster) means that
lim
N→∞
EPω(σN < σ
+
o |Y
η
0 = o)> 0.(3.8)
There may be several disjoint clusters in a realization of p-Bernoulli bond
percolation in GN ⋉
∑
x∈GN
F and each cluster may have several vertices
with the marker at o. Take a cluster, say H, and run the delayed simple
random walk Z in V (H). It follows from (3.3) and (3.5) that∑
x∈V (H),m(x)=o
Pω(τN < τ
+
o |Z(0) = x)
(3.9)
= inf
f∈F
∑
[u,v]∈E(H)
1
dG + dF + 1
(f(u)− f(v))2,
where F is the class of functions satisfying (3.4), and dG and dF are the
degrees of a vertex of G and F, respectively. Notice that (3.9) is still valid
even if there is no vertex y ∈ H such that |m(y)|G =N . Summing over all
disjoint clusters, we get∑
η
Pω(τN < τ
+
o |Z(0) = (o, η))
=
∑
H
∑
(o,η)∈V (H)
Pω(τN < τ
+
o |Z(0) = (o, η))(3.10)
= inf
f∈F
∑ 1
dG + dF +1
(f(u)− f(v))2,
where the summation is over all open bonds [u, v] of GN ⋉
∑
x∈GN F. Every
term in (3.10) is nonnegative. Discarding those terms involving an open edge
[u, v] where u and v are in different classes (i.e., the markers of u and v are
the same), we get the following inequality:
RHS of (3.10) ≥ inf
f∈F
∑
η
∑
[u,v]∈E(GN(η)),open
1
dG + dF + 1
(f(u)− f(v))2
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(3.11)
=
dG +1
dG + dF +1
∑
η
Pω(σN < σ
+
o |Y
η
0 = o).
Combining (3.11) with (3.10), we conclude that for a.e. realization ω of the
Bernoulli bond percolation,∑
η
Pω(τN < τ
+
o |Z(0) = (o, η))≥
∑
η
dG +1
dG + dF +1
Pω(σN < σ
+
o |Y
η
0 = o).(3.12)
Taking expectation over the Bernoulli bond percolation ω, we find that
EPω(τN < τ
+
o |Z(0) = (o, η)) is independent of η. It follows from (3.12) that
EPω(τN < τ
+
o |Z(0) = (o, η))≥
dG +1
dG + dF +1
EPω(σN < σ
+
o |Y
η
0 = o).
Taking the limit as N →∞, inequality (3.7) then follows from (3.8). 
Proof of Theorem 3.2. The delayed simple random walk Z = Zω
on the infinite cluster ω is a reversible Markov chain with respect to the
uniform measure on ω. In conjunction with the stationarity of Z in the big
space, this gives
EPω(mi 6=mn,0≤ i≤ n− 1) =EPω(mi 6=m0,1≤ i≤ n).(3.13)
Define
ζ(k) =
{
1, if ηk 6= ηk−1, mi 6=mk for 0≤ i≤ k− 2 and for i≥ k+ 1,
0, otherwise.
Then
Eωζ(k) = Pω(ηk 6= ηk−1 and mi 6=mk for 0≤ i≤ k− 2 and for i≥ k+1)
can be written as a product of three terms:
Pω(mi 6=mk for all i≥ k+ 1|ηk 6= ηk−1 and mj 6=mk for 0≤ j ≤ k− 2)
×Pω(ηk 6= ηk−1|mj 6=mk−1 for 0≤ j ≤ k− 2)
×Pω(mj 6=mk−1 for j = 0,1,2, . . . , k− 2).
In the big probability space, the distribution of (Z,ω) is invariant under the
shift by Lemma 4.1 of BLS (1999). Taking the expectation over realizations
of ω, then
EPω(mi 6=mk for all i≥ k+ 1|ηk 6= ηk−1 and mj 6=mk for 0≤ j ≤ k− 2)
=EPω(mi 6=m0 for all i≥ 1).
The last equality holds because when a light at location mk is switched for
the first time at step k, and then the marker moves away from that site,
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a regeneration occurs: while mi 6=mk, the walker Z(·) is traveling in virgin
territory that was not explored prior to time k.
Moreover,
EPω(ηk 6= ηk−1|mj 6=mk−1 for 0≤ j ≤ k− 2)≥
pdF
dG + dF +1
;
and using reversibility (3.13),
EPω(mi 6=mk−1 for 0≤ i≤ k− 2)≥EPω(mi 6=m0 for all i≥ 1).
Therefore
EEωζ(k)≥
pdF
dG + dF +1
(EPω(mi 6=m0 for all i≥ 1))
2.
Finally, because ‖Z(n)‖ ≥
∑n
k=1 ζ(k),
EEω lim
n
‖Z(n)‖
n
= lim
n
EEω
‖Z(n)‖
n
≥ lim
n
EEω
1
n
n∑
k=1
ζ(k)≥ lim
n
1
n
n∑
k=1
EEωζ(k)> 0.
Since limn ‖Z(n)‖/n exists and is a constant a.s., it must be positive, and
we are done. 
APPENDIX
The goal of this Appendix is to prove the following sharpening of Theo-
rem 1.1.
Theorem A.1. Consider p-Bernoulli bond percolation on a graph G
with ı∗E(G) > 0. If p > 1/(1 + ı
∗
E(G)), then almost surely on the event that
the open cluster H containing o is infinite, it satisfies ı∗E(H)> 0.
Proof. We will use the notation and some of the ideas of the proof
of Theorem 1.1. First note that in p-Bernoulli bond percolation, for any
0<α< p, we can estimate the conditional probability
P
(
|∂HS|
|∂GS|
≤ α|S ∈An(H)
)
= P (Binom(n,p)≤ αn)≤ e−nIp(α),(A.1)
where the rate function Ip(·) is continuous, and
− log(1− p) = Ip(0)> Ip(α)> 0 for 0<α< p.
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Therefore,
P
(
∃S ∈An(H) :
|∂HS|
|∂GS|
≤ α
)
≤
∑
S∈An
P
(
S ∈An(H),
|∂HS|
|∂GS|
≤ α
)
≤
∑
S∈An
e−nIp(α)P (S ∈An(H))(A.2)
= en(Ip(0)−Ip(α))
∑
S∈An
(1− p)nP (S ∈An(H))
= en(Ip(0)−Ip(α))P (|V (H)|<∞, |∂GV (H)|= n),
where the last step used the identity (1− p)nP (S ∈An(H)) = P (H= S) for
S ∈An.
To estimate P (|V (H)| <∞, |∂GV (H)| = n), we use the method of Theo-
rem 2 of Benjamini and Schramm (1996); see also Theorem 6.18 in Lyons and Peres
(2004). Let us briefly recall that argument. Choose h < ı∗E(G) such that
p > 11+h . Then there exists nh <∞ such that |∂GS|/|S| > h for all S ∈ An
with n> nh. Fix an ordering of the edges E(G) = (e1, e2, . . .) such that o is
an endpoint of e1, and take two i.i.d. sequences {Yi} and {Y
′
i } of Bernoulli(p)
variables. Build recursively the percolation cluster H of o, together with its
boundary ∂GV (H), using the sequence {Yi}, as follows. At step zero, we start
with H0 consisting just of o. In step j ≥ 1, consider the first unexamined edge
enj in the ordering above that has one endpoint in V (Hj−1), and one end-
point in its complement. (If there is no such edge, the process stops and we
have H=Hj−1.) Let Hj be Hj−1 with enj added if Yj = 1, and Hj =Hj−1 if
Yj = 0. If the process continues indefinitely, then the increasing union of all
the Hj is the infinite cluster H. Having finished with growing the finite or
infinite cluster H, build the remainder of the percolation configuration using
the sequence {Y ′i }.
If the process terminates after N steps with a finite cluster H = HN
that has v vertices and n closed boundary edges, then N ≥ n+ v − 1 and∑N
j=1Yj = v−1. For n> nh we must have n> vh, whence v−1<N/(1+h).
It follows that
{|V (H)|<∞, |∂GV (H)|= n} ⊂
∞⋃
N=n
BN ,
where
BN =
{
N∑
j=1
Yj ≤
N
1 + h
}
.
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By the large deviation principle, P (BN ) ≤ e
−Nδp , where δp = Ip(
1
1+h) > 0,
since p > 11+h . Thus for some constant Cp <∞,
P (|V (H)|<∞, |∂GV (H)|= n)≤
∞∑
N=n
e−Nδp ≤Cpe
−nδp .(A.3)
Taking α> 0 in (A.2) so small that Ip(0)−Ip(α)< δp, we deduce that (A.2)
is summable in n. An application of the Borel–Cantelli lemma, just as at
the end of the proof of Theorem 1.1, gives that
ı∗E(H)≥ αı
∗
E(G)> 0
almost surely on the event that H is infinite. 
For site percolation on G, the vertex version of anchored expansion is the
relevant notion. Let ∂V S denote the set of vertices in Sc having a neighbor
in S, and suppose that
ı∗V (G) := limn→∞
inf
{
|∂V S|
|S|
:o ∈ S ⊂ V (G), S is connected, n≤ |S|<∞
}
> 0.
Then the corresponding form of (A.2) needs no modification, while the ana-
log of (A.3) can be proved using an ordering of the vertices V (G). Hence,
the following result holds:
Theorem A.2. Consider p-Bernoulli site percolation on a graph G with
ı∗V (G)> 0. If p > 1/(ı
∗
V (G)+1), then almost surely on the event that the open
cluster H containing o is infinite, it satisfies ı∗V (H)> 0.
These results are sharp for the (b+1)-regular trees Tb, for which pc(Tb) =
1/b for both bond and site percolations, while ı∗E(Tb) = ı
∗
V (Tb) = b− 1.
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