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Abstract: We analyze the convergence of iterative process in R”, of the type .xk+’ = @(xk, wk). Using this theory we 
prove the local convergence of a sequential Kaczmarz type method and a parallel Kaczmarz type method for solving 
underdetermined systems of nonlinear equations. Some numerical experiences are presented. 
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1. Introduction 
Let D be a subset of [w” and let F: D-+6!” (s < n) be a nonlinear function. We wish to 
consider computing a solution x* of the system of nonlinear equations 
F(x) = 0, F= (f,*...LL)T7 
where the jacobian matrix 
4-4 = GVF$)(x) 
may be very large and sparse. 
Problems of this kind arise in different fields. One application area which has been extensively 
studied [1,11,28,29] is the numerical solution of nonlinear partial differential equations. Another 
problem, where efficient algorithms are potentially useful, is the simultaneous calculation of 
attenuation and activity concentration coefficients for the reconstruction of gamma emmiter 
concentration in Emission Computerized Tomography [5]. Some other examples arise when 
considering the series-expansion approach to image reconstruction from projections (see [4] and 
references therein). 
Tompkins [30], McCormick [21], Meyn [22] and Martinez [19,20] proposed generalizations of 
the Kaczmarz method [13] for nonlinear systems of equations. The Kaczmarz method and its 
generalizations make no changes in the original system, perform no operation on the system as a 
whole, and require access to only one component, or a small group of components, at a time. 
These are the reasons why storage requirements for these methods are very low, in comparison to 
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traditional methods, including those which were specially introduced for solving large problems 
[26,17,18]. 
The problem of solving nonlinear simultaneous equations when the number of equations is 
less than the number of variables is less covered by the classical literature on nonlinear equations 
[24,27]. In fact, only in 1983, Meyn [22] gave a sufficient condition for the convergence of 
nonlinear stationary processes of the type 
xk+’ = G(xk) 
where G is assumed to possess a manifold of fixed points. This condition is used in [22] to prove 
the local convergence for a nonlinear extension of sequential Kaczmarz method. 
Convergence results for the nonlinear Kaczmarz method in the underdetermined case under a 
different type of control may be found in [20]. 
In Section 2 of this paper, we consider iterative processes of the type 
Xk+’ = @(Xk, Wk) 
where the function @ may not be differentiable but is sufficiently close to a differentiable 
function. We prove a local convergence theorem, following the lines of [22]. 
In Section 3, we introduce a relaxed block version of the sequential nonlinear Kaczmarz 
method and a parallel nonlinear Kaczmarz method. The convergence of these algorithms is 
obtained using the results of Section 2. Parallel generalizations of projection methods for convex 
feasibility problems are considered in [8,25], and seem to be useful for this kind of problems 
when parallel processors are available. On the other hand, blocking the components of F may be 
useful in several situations. In many cases [15,16], the computational work used to evaluate one 
component is common to the evaluation of other functions of the system, and this fact leads to 
include those componentes under the same block. Moreover, partitioning a system by rows while 
handling in each iterative step a subset of equations proved to be useful in certain image 
reconstruction problems [4,10,23]. 
Finally, Garcia-Palomares [12] justifies the agroupment of components using arguments 
related to the speed of convergence of the algorithms. 
In Section 4, we present some numerical experiences, and in Section 5, we state some 
conclusions and suggest the lines for future research. 
Notation 
We adopt the following notation: 
]] . 11: the 2-norm of a vector a matrix in R”; 
J(x) = F’(x): the Jacobian matrix of F(x); 
A?( A): the column space of the matrix A; 
3(x, e): the open ball with center x and radius r; 
A +: the Moore-Pensore Pseudoinverse of A. 
2. General results 
Let D be an open set, D c Iw”, x* E E c D. 
Suppose that for all x E D, the function u(x) such that 
II x T 44 II = min{ ]]x-u]]: u=E} 
is well-defined and continuous. 
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For each u E E, we define 
S(u)= {x-u: u=u(x)}. 
Let us call V(U) the linear subspace generated by the elements of S(U), and 
S(U) = (1.E V(u): IIyjI = l}. 
Suppose that the following property is satisfied by S(U): 
Property C. For all e > 0 there exists 8 > 0 such that the distance between y and S( x * ) is less than 
6, wheneoer y E S(u) and 11 x* - u II < 6. 
The operator G 
Let G: D X IV-, R”, W an arbitrary set. Suppose that: 
(i) G’( u, w) exists for all u E E and is uniformly continuous with respect to w. That is, for all 
u E E, 6 > 0, there exists 6 > 0 such that II G’( z, w) - G’( u. w) II < 6 for all w E IV, whenever 
z E E, II z - u II < 8. 
(ii) For all x E D, w E W, 
II Gb, w) - G(d-4, 4 - G’b(xL w>b - 44) II G d-4 II x - 44 II 
where lim,_,.~(x) = 0. 
(1) 
Lemma 2.1. Suppose that for all w E W, 
II G’b*, 4 I V(x’) II G P < 1. 
Then, there exists c1 > 0, (Y < 1 such that ifx E B(x*, c,), w E W, 
II+, w) -u(x) II G ~llx- U(X) II. 
(2) 
Proof. If u E S(x*), then, by (2), 
II G’(x*, WbII GP 
for all w E W. 
Let & E (/3, 1). By the Property C, there exists a neighborhood N of x* such that 
II G’b*, wbll a, 
for all YES(U), uEN, WE W. 
Let & E (&, 1). By the uniform continuity of G’, there exists a neighborhood N’ of x* such 
that, 
II G’b, +Y II G Pz 
for all YES(U), UEN’, WE W. 
Let Ed be such that u(x) E N’ for all x E B(x*, c2). Thus. if x E B(x*, c2), x z u(x), 
II G’b(-d, w)(x - ~(x>)/llx - U(X) II II =G Pz- 
And the thesis follows from this inequality and (1). 0 
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Lemma 2.2. Let @: D x W -+ R n be such that 
II @(x, w) - G(x, w) II < q(x) II x -x* II 
for all w E W, with lim, _,,!I’( x) = 0. 
Let a, E (a, 1). Then, there exists an E > 0 such that 
II @(x7 w) - u(x) II Q aI II x - u(x) II 
for aN x E B( x*, e). 
Proof. It follows trivially from 
II@(x, +-u(x)]] d ]]@(x, w>-G(x, w>II+lIG(x, w)--ddll. 0 
Lemma 2.3. There exists an Z > 0 such that the sequence defined by xk+’ = @(xk, wk), wk E W is 
contained in B( x*, c) and converges to a point of E if x0 E B( x*, 2). 
Proof. The proof is the same as that of Lemma 2.1 of [22]. 0 
3. Sequential and parallel projection methods 
Suppose D is convex, F: D + R”, FE C’(D). Define E = { x E D: F(x) = O}. Suppose that 
for all u E E, x E D 
II.+)-J(u)11 <Kllx--ullP, K, p>o. 
This implies [2] that for all x, y E D, u E E, 
II f’(y) - J’(x) -J(u)(Y - x) II G K max{ll~-W~ Ilx-41p)ll~-xll. (3) 
In addition to the hypothesis of Section 2, we suppose that 
s(x*) cW(J(x*)T). (4) 
Grouping some components of F, with eventual repetitions, the system F(x) = 0 is equivalent 
to 
F,(x) = 0, 
F,(x) = 0, 
where Fi: D+!R”~, i=l,..., m. 
Let us assume that Ji(x*) has linearly independent rows for all i = 1,. . . , m. By the continuity 
of Ji(x) we may assume, without loss of generality, that the rows of J,(x) are linearly 
independent for all x E D, i = 1,. . . , m. 
The operators G”, GP, @” and Qp 
Let XED, S>O, w~[6,2-a]“‘, AE[&, OO)‘“, Cy_IXi=l. Let Xi=xG=x. Define, for 
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i= l,...,m, 
x; = xs_ , - yJ,(x*)+~(&). x; = x;_, = ~~,~J,(-~s-,)+F,(Xs_,); 
G,(x, w) = XL, agx, w) = xx; 
“p =x - w,.((x*)+F,(x), xp =x - w;J,(x)‘<(x); 
G,(x, w, A) = : X,X,? @,(x, w, A) = f h,Xf. 
1=1 1=1 
Lemma 3.1. G:(x, w) (resp. Gi( x, w, A)) exists for all x E D and is uniformly continuous with 
respect to w (resp. w, A). Moreooer, for all x E D, w E [ 6, 2 - 81rn, X E [ 6, ~0)~. 2h, = 1, 
II G,(x, w) - G&J(X), w) - G:(u(x), W)(X - U(X)) II < V(X) Ilx - d-4 II 
II G,(x, w, A) - G&(x), w, A) - G;(u(x), w, h)(x - u(x)) ll <q(x) llx - u(x) 11 
where lim v(x) =O. 
x+x* 
Proof. The proof follows from (3) and the limitation of w, X. •I 
Lemma 3.2. There exists p’, p2 E [0, 1) such that for all w E [S, 2 - 81m, X E [S, OO)~, Xl, = 1, 
II Gs’b*, 4 I S(x’) II G P’. II G;b*, WY v I S(x*) II G P2* 
Proof. We have, by the Chain Rule, 
G;(x*, w) = ,fi (I- w;+*)+J,(x*)), 
G;(x*, w, X) = F X;(l- w;J,(x*)+J,(x*)). 
i=l 
Using (4), we have, by elementary calculations, that for all y E S(x*), 
II Gs’(x*, 4Y II < 1, II G;(x, w, X>Y II < 1. 
And the thesis follows using the compactness of the domain of definition of y, w, X. 0 
Lemma 3.3. 
where 
II @s(x, w) - G,(x, w) I( < *l(x) 11 x - x* ll, (5) 
II $(x, w, A) - G,(x, w, A) ll < \k2(x) ll x - x* ll, (6) 
lim P(x) = lim \k2(x) =0 
x+.x* x-x’ 
for all w E [a, 2 - $]m, X E [S, CCI)~, .Z’hi = 1. 
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Proof. Let US prove only (5) since the proof of (6) does not present further complications. 
It is straightforward to prove that there exists y > 0 such that 1) -us - x* )I < y 1) x -x* 1) for 
i=l ,..., m. 
Now, the proof is inductive. Suppose that 
II x:- 1 -sT:_* 11 < *t_*(X) IIX-x* /I (7) 
with lim, _ XI cpi_,(x) = 0. (This is obviously true for i = 1. since xi = Xi.) 
Thus, 
rlJ,(x*)+~(x;_,> -J,(x:_,>+<(x;-,) II 
< II J,(x*)+~..(&) -JI(x*)+&(x;-,) II 
+ IlJ,b*)+q(x’_J -J,(x;-,)+&(xi-,> ll. (9) 
By (3), and the inductive hypothesis, 
II qx*)‘F,(q_,) -J;(x*>+&(xf_,) ll < II 4(x*)+ 11 1 &(sz,s_,) - q(x;-*) II 
G K II 4(x*)+ II mm{ Il Xs-l -x* ll p, II xi”-, - x* 11 “} 11 Xf_, -XT_, ll 
< q*;_,(x) 11 x - x* II (10) 
for a suitable constant c, > 0. 
Moreover, by the Theorem 8.2.4 of [14], and (3) 
ll.J(x*)+&(&) -4(x;-,)‘&(x;-,) II 
G II 4(~L)‘-4b*)+ II II Fib;-,) II 
<c,lIJi(x:-,) -dj(x*)IlKIlx,“_, -x*1/p+? 
Then the thesis follows from (7)-(11). q 
(11) 
Theorem 3.1. There exists E > 0 such that for x0 E B(x*, c), the sequences defined by xk+’ = 
W(xk, wk) andxk+’ = Qp(xk, w,, hk) converge to a point of E. 
Proof. The proof is a direct consequence of the former lemmas and the results of Section 2. 0 
From now on we call the Sequential Kaczmarz method (Parallel Kaczmarz method) as the 
algorithm defined by the sequence xk+* = W(xk, wk) (xk+t = @p(xk, w,, X,)). 
4. Numerical experiences 
Our test functions were originated in some classical Nonlinear Programming problems. The 
objective function was replaced by an inequality constraint, and all the constraints of the type 
gi( x) < 0 where replaced by fi( x, zi) = gi( x) + z,? = 0. The tests were performed with a micro- 
com+ter TRS-80, with 32 bits of precision and the computer codes were written in BASIC. 
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For a fair comparison of the two algorithms, we define the quantity f. as the real CPU time 
used by the method in the sequential case, and the CPU time over the number of blocks of the 
system in the parallel method. Therefore. t tends to simulate the computational work for parallel 
implementations of the methods. 
The stopping criterium was 11 4(x:_,) 11 lj < 10m4 for all i = 1,. . . , m in the sequential method, 
and II F(x) II ~ < 10e4 in the parallel method. We used the relaxation parameters w, = 1, and 
Xi 3 l/m. 
For computing vectors of the form Al we used the Modified Gram-Schmidt orthogonaliza- 
tion on the rows of A. 
The test functions are the following: 
Function 1 [6]. m=7, m,=m,= -‘- =m,=l. 
f,(x) = qx; + czx,xs + c3x, + c4 + xi - 10 126.6 = 0, 
fi (x) = csxjxs + cgx2xs + c,x,x4 + xf = 0, 
fJ( x) = cgx*x5 + cgx,x4 + C,(+JX + xi = 0, 
f4(x) = q,x;‘xgl + c,*x,x;’ + c,3x;‘_+;’ + x,’ = 0, 
fs (X) = C14X2X5 + Cl5XlX2 + C16Xi + Xfo = 0, 
f6(X) = c,,x;‘xyl + q8x,x; + q9x4x;’ + Xfl = 0, 
f7 (x) = C2oX3X5 + C2lXlX3 + C22X3X4 + X:2 = 0, 
with 
c = (5.3578547,0.8356891, 37.239239, - 40 792.141, 0.00002584, - 0.00006663, 
- 0.00000734, 0.00853007, 0.00009395, -0.00033085, 1330.32937, 
- 04 200 261, - 0.30585975, 0.00024186,0.00010159, 0.00007379, 
2275.132693, -0.2668098, -0.4058393,0.00029955, 0.00007992, 
0.00012157). 
x0 = (786.2, 334.4, 310.7, 441, 8, 352.2, 10, 10,. . ., 10). 
Function 2 [9]. m = 3, m, = m2 = m3 = 3. 
fi( x) = x: + xf + XIX2 - 14x, - 16x, + (x3 - 10)’ + 4(x, - 5)2 + (x - 3)2 
+2(x, - 1)2 + 5x; + 7(x, - 11)2 + 2(x, - 1o)2 + (x*o - 7)2+x:, + 71.95=0, 
f2( x) = - 8x, + 2x2 + 5x, - 2x,, - 12 + x2 12 = 0, 
f,(x) = -3x, + 6x, + 12(x, - 8)2 - 7x,, + xf3 = 0, 
f4(x) = 3(x, - 2)2 + 4(x, - 3)‘+ 2x; - 7x4 - 120 + xf4 = 0, 
f5(x) =5x; + 8x, + ( x3 - 6)2 - 2x4 - 40 + xf5 = 0, 
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f,(x) = +(x1 - 8)’ + 2( xt - 4)2 + 3x; - x6 - 30 + x& = 0. 
f,(x) = x; + 2(x - 2)2 - 2x,x, + 14x, - 6x, + x;, = 0, 
&(x) = 4x, + 5x, - 3x, + 9x, - 105 + x,18 = 0, 
fg(x) = 10x, - 8x2 - 17x, + 2x, + x& = 0, 
x0= (2, 3, 5, 5, 1, 2, 7, 3, 6, 10, l,.... 1). 
Function 3 [31]. m=6, m, cm2= . . . crn,=3. 
f~(X)=x;+Xf+XlX2- 14x, - 16x2 + (x3 - 1O)2 + 4(x, - 5)2 + (x5 - 3)’ 
+ 2( xg - 1)2 + 5x5 + 7(x3 - 11y + 2( xg - 1o)2 + ( x,o - 7)’ + (x,, - 9)2 
+ lO( x12 - 1)’ + 5( x,~ - 7)2 + 4( x,~ - 14)2 + 27( sIS - l)l+ x& 
+(x17 - 2)2 + 13(x,* - 2)2 + (x,9 - 3)’ + xi0 + xi, - 70 =o, 
f2(x)= -8x,+2x2+5x,-2x,,-12+x;,=O, 
f3(x) = -3x, + 6x, + 12(x, - 8)2 - 7x,, + x& = 0, 
f4( x) = 3(x, - 2)’ + 4(x2 - 3)2 + 2x,2 - 7x, - 120 + xx = 0, 
fs(x) = 5x; + 8x, + (x3 - 6)2 - 2x, - 40 + x& = 0, 
f6(x) = +(x, - 8)2 + 2(x, - 4)2 + 3x; - xg - 30 +x& = 0. 
f,(x) = x; + 2(x, - 2)2 - 2x,x, + 14x, + Xf, = 0, 
&(X) = 4X, + 5X, - 3x, + 9x, - 105 +x& = 0, 
J-~(X) = 10x1 - 8x2 - 17x7 + 2x8 + X& = 0, 
fiO(X) = x, + x2 + 4x,, - 21X,, + xi0 = 0, 
f,,(~)=~:+15~,,-8~,2_28+Xf,=O, 
fi2(x) = 4x, + 9X, + 5x;, - 9x,, - 87 + xi2 = 0, 
fi3(x) = 3x, + 4x, + 3(x,, - 6)2 - 14x,, - 10 + xf3 = 0, 
fi4(x) = 14x; + 35x,, - 79x,, - 92 + x3 = 0, 
&(x) = 15x; + 11x,, - 61x,, - 54 + xfS = 0, 
fib(X) = 5x: + 2x, + 9x;, - x,* - 68 + Xf6 = 0, 
f,,(x) = x; - x2 + 19x,, - 20x,, + 19 + x;, = 0, 
fis( X) = 7X; + 5X; + Xf9 - 30X,, + Xfs = 0, 
x0 = (2, 3, 5, 5, 1, 2, 7, 3, 6, 10, 2, 2, 6, 15, 1, 2, 1, 2, 13, l,..., 1). 
The results of the experiences are shown in the Figures 1, 2 and 3. The x-axis represent the 
time variable t, and the vertical axis, the quantities -log,,( IIE;;(xp_, 1) ,) for the sequential 
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-In IIFIL 
4 
- requentlol 
-- -- pamll*l 
-31 I 
2.35 3.t 
Fig. 1. 
-InllFllo 
- requentiol 
---- parallol 
764.82 1204,36 
Fig. 2. 
-In IFlo 
- sequrtiiol 
-- -- paralld 
timdminl 
545.87 8%,47 
Fig. 3. 
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Function 
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Method 
Sequential Parallel 
1 8. 2.35 69. 3.81 
2 1768. 1204.35 3132. 754.82 
3 348. 895.47 1210. 545.57 
method and - log,,( 11 f’(x) 11,) for the parallel method. The solid line represents the perfor- 
mance of the sequential method and the behavior of 
dotted line. 
the parallel method is represented by a 
The final results are in the following table. The pair 
using k iterations and t minutes of ‘transformed time’. 
(k. t) means that the method converged 
5. Final remarks 
In this paper we presented two generalizations of Kaczmarz method for solving underde- 
termined nonlinear systems of equations. These methods belong to the class of ‘row-action 
methods’ defined in [3]. So, they should be useful for solving large and sparse problems. 
The numerical experiences show that the parallel method should be faster than the sequential 
method if the m functional evaluations and the projections are performed in parallel. Otherwise 
the sequential method should be preferable. 
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