Surface energy budget is an important factor in weather and climate processes. To estimate the errors in satellite-retrieved surface radiation budget over the interior of China, instantaneous-footprint surface radiation fluxes from the Terra/Aqua FLASHFlux SSF product are compared with the measurements taken at the Semi-Arid Climate and Environment Observatory of Lanzhou University (SACOL) from July 2008 to March 2010. Validation is performed separately for different conditions: clear-sky and cloudy-sky, daytime and nighttime for four seasons. Differences between the FLASHFlux CERES shortwave radiation flux and surface measurements have larger standard deviations in cloudy-sky conditions than in clear-sky conditions, indicating that cloud contamination increases uncertainty in the retrieval algorithm. Upward shortwave radiation flux (USW) is overestimated in cloudy conditions suggesting that the cloud parameters and surface scene type in the retrieval process are not optimal for northwestern China. The CERES downward longwave radiation fluxes (DLW) accurately follow the variation of surface measurements during daytime, but are slightly underestimated during nighttime due to the coarse sounding profile and undetected low clouds at nighttime. The CERES upwelling longwave radiation fluxes (ULW) are strongly underestimated during daytime but are slightly underestimated during nighttime regardless of cloud coverage. This large bias could be caused by an underestimate of surface skin temperature and/or surface emissivity, or spatial inhomogeneity around the site. Generally, except for diurnal ULW, other components of the surface radiative fluxes obtained from CERES SSF datasets are close to meeting the accuracy requirements for climate research.
Introduction
The surface radiation budget is a fundamental component of the atmospheric and surface energy budgets, which are important factors in climate change. In order to better monitor weather and climate changes, measurements of surface radiation (Hartmann et al., 1986; Ramanathan, 1987; Ramanathan et al., 1989) are needed globally, not just over the small areas represented by surface radiometer measurements. Hence, satellite-derived surface radiation flux is used to complement ground-based measurements. To accurately monitor the surface radiation budget and estimate surface radiative forcing on a global scale, it is necessary to determine the uncertainties in the satellite-derived fluxes by comparing them with surface-based measurements of the same quantity.
The objective of the National Aeronautics and Space Administration (NASA) Clouds and the Earth's Radiant Energy System (CERES) project is to investigate the critical role that clouds and aerosols play in modulating the radiative energy flow within the Earth-atmosphere system (Wielicki et al., 1998) . The CERES broadband scanning radiometers (shortwave: 0.2-5 μm, total: 0.2-100.0 μm), an improved version of the Earth Radiation Budget Experiment (ERBE) radiometers (Kopia, 1986) , were designed to be twice as accurate as the ERBE scanning radiometer. Furthermore, the CERES project provides not only radiation fluxes at the top of the atmosphere (TOA) as ERBE did, but also radiation fluxes at the surface and at several levels within the atmosphere (Barkstrom, 1990; Wielicki et al., 1996) . Four different models are incorporated into the CERES processing to provide independent estimates of surface fluxes.
Comparisons between ground-and satellite-based observations need to be conducted carefully because of significant spatial and temporal differences between two different observing platforms. Complete validation of CERES surface radiative fluxes with independent ground-truth observations should account for many variables, such as surface type, time of day, viewing and illumination angles, etc. The Baseline Surface Radiation Network (BSRN) project (Ohmura et al., 1998) , including 43 stations all over the world, was developed to detect important changes in the radiation field at the Earth's surface and to calibrate satellite-based estimates of the surface radiative fluxes. Kratz et al. (2010) used a number of the BSRN sites with others to validate one of the CERES surface radiation models. That study covered many areas but not the interior of Asia. Indeed, there are no BSRN or other sites distributed in the interior of the Asian continent, where a special type of semi-arid land surface exists that often serves as a dust aerosol source. Fu et al. (2006) showed that semi-arid lands, especially those located in mid-latitude inner continental regions, are some of the most sensitive areas to climate change. The Semi-Arid Climate and Environment Observatory of Lanzhou University (SACOL) located at 35°56′N, 104°08′ E, the only international long term climate observation site over the Loess Plateau of China, was established in 2005 and has been focusing on filling gaps in the validation of space-borne observations over this special area (Huang et al., 2008) .
This paper presents comparisons of the four components of the surface radiation field with matching ground-based observations from July 2008 to March 2010 at SACOL. The present study is limited to the validation of clear-sky and cloudy-sky fluxes, part of the singlescanner footprint (SSF) product, determined from the CERES instruments on board the Terra and Aqua satellites. A brief description of the standard surface measurements and satellite-retrieval algorithms is presented in Section 2. Validation of all components of the satellitederived surface radiation budget and analysis of possible causes for the biases are presented in Section 3, while Section 4 presents the summary and conclusions.
Data and methodology

Surface data
Ground-measured surface radiation flux data have been used to provide the ground-truth for development of the technique and for validating the satellite-estimated surface radiation flux values. Before surface-measured data can serve as a baseline to validate satellite retrievals, surface observations need to be made and the accuracies need to be guaranteed. Most of the SACOL instruments (Huang et al., 2008) are the same as those used for the Baseline Surface Radiation Network (BSRN), Coordinated Energy and water cycle Observations Project (CEOP), AErosol RObotic NETwork (AERONET) and Micro-Pulse Lidar NETwork (MPLNET). The quality of data measured at SACOL can be guaranteed by using precision instruments with daily maintenance and quality control. Table 1 lists characteristics, such as the uncertainties and available period, of the SACOL radiative flux observations. The high-precision surface radiation monitoring system consists of up-facing and down-looking pyranometers (CM21, Kipp and Zonen; 0.3-3.0 μm) for measuring the downwelling shortwave (DSW) and upwelling shortwave radiation (USW) fluxes, respectively, and of their longwave counterparts, pyrgeometers (CG4, Kipp and Zonen; 4.5-42.0 μm), for measuring downwelling longwave (DLW) and upwelling radiation (ULW). The CM21 and CG4 radiometers are configured on a mounting plate installed on one standard 'H' shape horizontal platform (approximately 1.5 m height above the surface) where the field of view is unobstructed in all directions. All radiation parameters are sampled each second but taken at a 1-minute time resolution. The quality of each dataset was checked by utilizing the BSRN quality control procedure (Ohmura et al., 1998) . Furthermore, a set of redundant broadband pyranometers, such as the Normal Incidence Pyrheliometer (NIP) and Black and White radiometer (B&W), are used to monitor the data quality every day. In addition to the inter-comparison with other instruments, the radiometers are compared with the reference instruments of China Meteorological Administration annually to obtain the calibration parameters of radiometers. In order to ensure the quality of the surface observations and consistency between the satellite and ground-based observations, data recorded on days having rain and snow measurements were not used in this analysis.
Satellite data
The CERES-based radiative fluxes that are compared here with the surface observations are archived in the Terra Version2E~2 F and Aqua Version2E~2 F of the Fast Longwave and Shortwave Radiative Flux (FLASHFlux) datasets (Stackhouse et al., 2006) . The differences between the Versions 2E and 2 F TOA SW fluxes are only 0.01% due to a correction applied in Version 2 F to account for erroneous values of the spectral correction coefficients. Thus, these two datasets can be analyzed together in this study. Both versions of FLASHFlux used data collected by the CERES project (Caldwell et al., 2008) and the CERES Edition 2 algorithms. The FLASHFlux project was envisioned as a conduit whereby CERES data could be provided to the community within a week of the initial measurements, with the trade-off that some degree of accuracy would be exacted to gain turnaround time. FLASHFlux SSF datasets combine CERES broadband radiation flux measured 20-km resolution, Moderate Resolution Imaging Spectroradiometer (MODIS) cloud (Minnis et al., 2008b (Minnis et al., , 2011 and aerosol properties retrieved at a 1-km resolution, and ancillary meteorology fields to form a comprehensive, high-quality compilation of satellitederived cloud, aerosol, and radiation budget information for radiation and climate studies.
CERES uses two separate approaches for estimating shortwave fluxes at the surface. One method is the Li et al. (1993) algorithm (SW model A) based on radiative transfer modeling that uses the TOA reflected shortwave flux and precipitable water to derive the net shortwave flux at the surface. And then downward and upward fluxes are derived by using surface albedos (Li & Garand, 1994) . However, this method is only available for clear conditions. A second method, the NASA Langley Parameterized Shortwave Algorithm (LPSA) method (SW model B) described by Gupta et al. (2001) , is also used to compute the downward shortwave fluxes at the surface as well as the net fluxes under all-sky conditions. The upwelling shortwave fluxes are derived as the product of surface albedo and DSW.
There are also two separate techniques to estimate surface LW fluxes. For the clear sky case, the surface LW fluxes are computed by the method of Inamdar and Ramanathan (1997) (LW model A) using the CERES broadband and 8-12 μm window radiance measurements, surface temperature, temperature profile, precipitable water and the surface emissivity maps developed by Wilber et al. (1999) . For all-sky conditions, a second technique, the NASA Langley Parameterized Longwave Algorithm (LPLA) method (LW model B) described by Gupta et al. (1992) is used to compute DLW, ULW, and net surface LW using a set of parameterizations.
The FLASHFlux SSF product is processed very shortly after the data acquisition date, and therefore, some data gaps occur when some of the data are delayed. The FLASHFlux project focuses on the Model B parameters that provide surface fluxes for both cloudy and clear-sky conditions. Owing to lack of sufficient samples for the results calculated with Model A, validation of satellite-derived instantaneous surface fluxes in this paper is limited only to those parameters calculated by LPSA and LPLA.
To facilitate interpretation of the results, the comparisons are divided into clear-sky and cloudy condition using the CERES cloud fraction as the criterion. For clear-sky conditions, cloud fraction cannot exceed 5%, while cloudy conditions have cloud fractions greater than 5%. The satellitederived cloud properties were averaged in a 30-km × 30-km box centered on the SACOL, and the surface measured radiation properties were averaged over 10-minute intervals centered at the time of each satellite overpass.
Satellite algorithms
LPSA
The SW-model B (LPSA; Gupta et al., 2001) consists of physical parameterizations that account for the attenuation of solar radiation in simple terms separately for clear and cloudy atmospheres. Surface incoming solar radiation flux, F sd , is computed as:
where F toa is the corresponding TOA insolation, which is available in the CERES processing system, T a is the transmittance of the clear atmosphere, and T c is the cloud transmittance (Darnell et al., 1988 . Net or absorbed SW radiation, F SN , is computed as
where A S is surface albedo, which also affects the downward SW radiation through the backscattered radiation. The all-sky surface albedo is computed as:
where A Sclr and A Sovc represent surface albedos for clear-sky and overcast conditions respectively. A Sclr and A Sovc may be substantially different because of differences between illumination geometry under clear-sky and overcast conditions. Staylor and Wilber (1990) obtained A Sclr and A Sovc from different sources for different surface types. For a detailed description of LPSA, the reader is referred to Gupta et al. (2001) . Generally speaking, the NASA LPSA method uses precipitable water, ozone, humidity profiles, solar zenith angle, broad band (BB) TOA clear-sky and cloud SW albedo, cloud fraction, and ERBE scene type as the inputs, which might introduce errors into the retrievals.
LPLA
The LW-model B (LPLA; described in Gupta et al., 1992 ) is a fast parameterization developed from an accurate narrowband radiative transfer model (Gupta, 1989) in which all-sky DLW is computed as:
where A c represents the fractional cloud cover, C 1 is clear-sky downward longwave flux, which is computed in terms of an "effective emitting temperature" of the atmosphere and the column water vapor. C 2 is cloud radiative effect for overcast condition, which is expressed as:
where T cb represents the cloud-base temperature for each footprint, W c is the water vapor burden below the cloud base, and B 0 , B 1 , B 2 , and B 3 are regression coefficients. The effective emitting temperature and column water vapor are computed from the temperature and humidity profiles available from the Meteorology, Ozone, and Aerosol (MOA) Meteorological Database maintained for all CERES processing (Gupta et al., 1997) . Presently, MOA profiles are based on Global Modeling and Assimilation Office (GMAO) GEOS-5 products. Fractional cloud amount and cloud-base height are available at the time of flux computation from the cloud subsystem of CERES processing (Minnis et al., 2008b (Minnis et al., , 2011 where they are derived using high-resolution imager data from MODIS, which is also part of the Terra and Aqua instrument complements. The ULW flux, F UL , computed directly from the surface temperature (Gupta, 1989) , is expressed as:
where σ is the Stefan-Boltzman constant, T s represents the surface skin temperature, and ε s is the surface emissivity. For the SACOL area, a value of ε s = 0.99 was used based on the maps of Wilber et al. (1999) .
Histograms of surface SW flux differences between CERES and ground-based observations from the data presented in Fig. 1 . The first and last X-axis labels are the range for the corresponding bar, and others are the center of range for each bar.
Results and discussion
There is good agreement between surface and CERES SW radiation fluxes, especially in clear-sky conditions. The phenomenon that relatively smaller correlation coefficient and larger standard deviation of satellite shortwave radiation flux in cloudy condition than that in clear-sky indicates cloud contamination. The DLW retrieved from LPLA accurately follows the variation of surface measurements at SACOL during daytime, but is slightly underestimated during night. CERES ULW is remarkably underestimated probably because of the errors from the input in the processing. Table 2 , which is divided into four seasons along with the annual mean results. Both of the Terra and Aqua CERES-derived DSW fluxes for clear skies are in good accordance with the surface-derived DSW as indicated 
Surface shortwave radiative flux
Table 3b
Means and standard deviations (SD) of differences and linear correlation coefficients (Corr) of CERES-retrieved surface upward longwave radiation fluxes (ULW) relative to surface results during daytime and nighttime.
ULW (CERES)-ULW (sfc)
Day Night
No. by the high correlation coefficient (0.99) for the annual average. Table 2 shows that the satellite-based DSW slightly underestimates the surface results by an average of 6.4 W m − 2 and 7.0 W m − 2 respectively for Terra and Aqua in clear skies, while it overestimates the surface DSW by an average of 6.3 W m − 2 and 15.1 W m − 2 for cloudy conditions. These results suggest that, based on Eqs. (2) and (3), the averaged cloud transmittance (T c ) and/or the all-sky surface albedo over SACOL are overestimated. Broken clouds, which can cause overestimation of T c , are commonly found over SACOL.
In the scatter plots ( Fig. 1a and c) , the clear-sky DSW points are grouped tightly around the line of agreement. The SACOL clear-sky DSW fluxes exceed the satellite values at higher values of DSW and, conversely, are smaller than the CERES estimates at the low end. This is the result of seasonal differences as seen in Table 2 . The satellite-retrieved DSW bias in winter is positive, which is dissimilar from those in the other three seasons. Positive clear-sky biases in winter may be due to the satellite retrieval algorithm missing large concentrations of absorbing aerosols emitted from the city heating systems during winter (Tian et al., 1997) , and hence, it would overestimate clear-sky transmittance (T a ). During the other seasons, the negative biases could be due to overestimates in the precipitable water, but that would have to be a general characteristic of the GEOS-5 because similar results were found in comparisons over continental sites in North America and Europe by Kratz et al. (2010) .
In the cloudy comparisons, the DSW bias is negative only in the spring for Terra and during summer for Aqua, and positive for all other times. The positive bias suggests that the cloud transmittance is underestimated in the simple Model-B formulation. The reason for the negative bias in spring-summer cloudy skies is not clear but may be related to more frequent occurrence of small convective clouds. At low solar zenith angles, more of the solar radiation would reflect from the sides of smaller cumulus clouds to the surface. At the low end in Fig. 1a and c, the differences are almost all positive, while the negative differences mostly occur at the upper end where the greatest amount of solar radiation passes through the clouds. This is consistent with partly cloudy skies causing the negative biases. The scatter of points is much greater for cloudy skies than for clear conditions. This is quantified in Table 2 , which reveals that the standard deviations of the cloudy-sky differences (Terra: 91.4 W m − 2 ; Aqua: 107.8 W m − 2 ) are significantly larger than those for clear skies (Terra: 26.4 W m − 2 ; Aqua: 24.4 W m − 2 ). The clear-cloudy discrepancy is independent of season and is similar to the results found by Kratz et al. (2010) for other continental sites. Almost all of the differences between CERES-derived and groundbased DSW fluxes are within 10% of zero in clear skies, while only about half of the differences are within 10% of zero during cloudy conditions ( Fig. 2a ). It is not surprising that satellite-estimated DSW is relatively unbiased in cloud-free conditions because the incoming solar radiation flux at the surface level depends primarily on the atmospheric gas and aerosol profiles, and less on cloud properties, surface albedo or satellite calibration. It was found that the standard deviations of the DSW differences rise with increasing cloud coverage from~30 W m − 2 at 5% coverage to~130 W m − 2 at 80% coverage, but decrease to~100 W m − 2 for 100% cloud coverage. The larger SD values in cloudy conditions are most likely due to the plane-parallel assumption of horizontal and vertical homogeneity in the retrieved cloud radiative characteristics conflicting with the reality of clouds having 3-dimensional heterogeneity that is captured in the surface radiation measurements. Clouds tend more toward homogeneity in overcast conditions, especially for single-layered clouds, thus the standard deviations decrease for mostly cloudy skies. In cases where there is large spatial variability of the clouds within the CERES footprint, the surface measurements averaged over 10-minute intervals centered at the satellite overpass time may not be representative of sky conditions over the entire footprint. To examine this effect, averages of satellite DSW in the 30-km× 30-km box were compared with 1-h surface observation averages rather than the 10minute averages. Using the longer time average drops the SD of the differences by~20% to 72.9 W m − 2 for Terra and 89.6 W m − 2 for Aqua in cloudy conditions (not shown). Even though the solar zenith angle and hence the surface insolation can change considerably over a 1-hour interval, they do not contribute large errors to this comparison. This is because the instantaneous satellite retrievals are always at the exact midpoint of the 60-min intervals, which is used to compute the insolation. This approximation causes uncertainties of only 2-5 Wm − 2 (1% of the mean value) relative to the hour-integrated insolation (Gupta et al., 2004) .
Similar comparisons of USW for Terra and Aqua are plotted in Fig. 1b and d . Although the correlation coefficient for ground-and satellite-based USW is slightly less than that for DSW in both clear and cloudy conditions, the satellite retrievals still generally follow the variation of the surface observations. Model B overestimates USW in both clear and cloudy conditions for the whole year ( Table 2 ). The mean USW biases for Terra and Aqua are, respectively, 3.5 W m − 2 and 7.9 W m − 2 in clear days and, for cloudy skies are 3.9 W m − 2 and 7.1 W m − 2 . Since the USW is simply the product of surface albedo and DSW, the larger SDs for cloudy days (Table 2) follow those for DSW. The distribution of differences centered on 5% (Fig. 2b) , which reflect the biases, and the relatively poor correlations for clear-sky USW suggest that the surface SW albedo used in the Model B parameterization is not optimal for the SACOL site. The DSW is underestimated for clear skies and overestimated in cloudy skies, yet the USW is biased high in all conditions. This suggests that the SACOL site surface albedo is smaller than that used for Model B. The SACOL is located on the Loess Plateau, which is a hill and gully region and hence the identification and resolution of ERBE scene type might be improper. It is also notable that the sign of bias in summer is negative, which is opposite to other three seasons. The seasonal surface albedos, calculated from the ratios of USW/ DSW for snow-free conditions, are listed in Table 4 . Both the Terra and Aqua surface albedos exceed the surface observations. The differences are minimal during winter and greatest during autumn. Except for the uncertainties in the surface measurements noted earlier, the CERES USW biases are the result of errors in DSW and surface albedo. If the surface albedo is too large and DSW is too small, the errors tend to compensate each other resulting in smaller than expected biases in USW. Assuming that the regional surface albedo used by CERES is more representative of the entire area surrounding SACOL, it may be concluded that the biases over the area are actually due to underestimating DSW. Xia et al. (2006) intercompared DSW from four datasets: China Meteorological Administration (CMA) 46 first-class sites, National Centers for Environment Prediction (NCEP) reanalysis data, and satellite estimates of ISCCP-FD data (Zhang et al., 2004) and University of Maryland (UMD) version of GEWEX SRB algorithm (Pinker & Laszlo, 1992) . They found that NCEP reanalysis solar radiation data overestimate surface observations by 40 W m − 2 to more than 100 W m − 2 over China, and the differences between satellite estimates and surface observations of annual mean solar insolation are about −10 W m − 2~− 25 W m − 2 in the interior of China. Quan et al. (2009) validated net surface solar radiation in CERES/SSF satellite data, which is calculated using the Li model (Li et al., 1993) and the model of Masuda et al. (1995) , over Shangdianzi, Beijing during January, April, July, and October in 2005, and their results show that the Li and Masuda models overestimate the net surface flux by 62.2 W m − 2 and 50.8 W m − 2 , respectively, under clear skies and 82.1 and 71.8 W m − 2 in cloudy skies. The results in Fig. 1 and Table 2 clearly show that the CERES surface DSW radiation flux is more accurate for the interior of China than the earlier model and satellite-based estimates. Fig. 3 compares the day and night DLW calculated by the LPLA from Terra and Aqua data with the surface measurements. During the day, the clear-sky and cloudy daytime fluxes from Terra appear evenly distributed along the line of agreement (Fig. 3a) , while those from Aqua exceed the surface values mostly at the low end (Fig. 3c ). On average, the Terra and Aqua derived DLW fluxes differ from their surface counterparts by −0.5 W m − 2 and 1.8 W m − 2 in clear-skies, respectively, and overestimate the surface radiative flux by 3.5 W m − 2 and 7.0 W m − 2 in cloudy conditions. Table 3a shows that the absolute values of the clearsky biases are larger than those in cloudy conditions, expect during winter. Under clear conditions, the satellite-retrieved DLW is an underestimate during spring and summer, especially for Aqua, but is too large in winter. These biases suggest seasonally dependent errors in the temperature and humidity profiles used in the satellite algorithm and possibly the presence of aerosols not taken into account in the retrievals. The greater cloudy-sky bias during winter is probably due to a bias in the cloud base pressure. If the estimated base height of the cloud is lower than its true value, the cloud contribution to DLW will be overestimated based on Eqs. (4) and (5). Generally, the SD of the daytime differences is between 3.5 and 6.1%. The mode of the differences for both cloudy and clear skies (Fig. 4a ) is close to 0%, but the distribution is skewed to positive values, especially for cloudy skies.
Surface longwave radiative flux
Unlike the daytime results, the nocturnal satellite retrievals typically underestimate the surface DLW in both cloudy and cloud-free skies ( Fig. 3b and d) . Like the daytime values, the nighttime differences are distributed in a nearly normal fashion, but the peak of the distributions is shifted to −5% at night (Fig. 4b) . The skew to the negative side is stronger for the clear scenes. Overall, the nighttime satellite-derived DLW is more inaccurate than during daytime as reflected by greater magnitude of the biases. Moreover, the biases are negative for all seasons. Without the MODIS visible channel at night, it is more difficult to detect low clouds. If low clouds were present for some of the scenes classified as clear, the satellite-derived DLW would be significantly underestimated. It is also possible that the model temperature and humidity profiles are less accurate during nighttime. Temperature profiles determined from Profiling Microwave Radiometer (TP/WVP-3000) measurements show that a temperature inversion layer nearly always exists over SACOL at night . If this inversion layer is not properly represented in the sounding, either in position, strength, or existence, the DLW would likely be underestimated. For both Terra and Aqua, the fact that the SDs of the differences in cloudy conditions exceed those in clear-skies (Table 3a) confirms that the input cloud information, such as cloud fraction, cloud emissivity and cloud base height, brings some additional uncertainty to the retrievals. Kratz et al. (2010) compared DLW derived from the CERES LPLA to surface measurements at various sites around the globe and found average biases of −7.2 and − 3.5 Wm − 2 for clear and cloudy skies, respectively, over North American and European continental sites. The biases found over SACOL are about 8 Wm − 2 greater, on average, than those over those other continental sites. While not reported specifically for continental sites, the DLW biases reported globally by Kratz et al. (2010) decreased by~9 Wm − 2 from day to night compared to~15 Wm − 2 over SACOL and~12 W m − 2 over the Atmospheric Radiation Measurement (ARM) Southern Great Plains Central Facility (SCF) as reported by Gupta et al. (2004) .
The corresponding comparisons of ULW from Terra and Aqua in Fig. 5 show that both the Terra and Aqua CERES-derived fluxes considerably underestimate the surface ULW fluxes, especially during daytime (Figs. 5 and 6) . The SDs of the differences during daytime are notably greater than those during the night (Table 3b ). The biases are negative for all seasons both day and night, except for the clear sky scenes observed by Aqua during winter. The magnitudes of the biases in spring and summer are much larger than those in autumn and winter corresponding to the greater surface skin temperatures occurring during the longer days with more insolation. For daytime, the scatter is small, especially at the high end of the bias range for both Terra and Aqua.
There are mainly two factors, surface skin temperature and surface emissivity (ε s ), affecting the satellite-retrieved ULW. For land surfaces, ε s usually ranges from 0.82 to 0.99 with larger values for vegetated surfaces and smaller ones for deserts. SACOL is located in a typical semi-arid region and the surface is mainly covered by short grass which is usually less than 15-cm tall and covers less than 80% of the surface in summer and autumn (Wang et al., 2010) . During spring and winter, the underlay of SACOL is barren. If the error in ε s is 0.01, the corresponding bias of ULW would be 2.5~5.0 W m − 2 . Due to the surface emissivity mainly depending on underlay and vegetation coverage changing with the seasons and soil moisture, the relative differences among the comparisons for the four seasons can be explained by surface emissivity to some extent. Some of it is due to the seasonal changes in surface temperatures. Because ULW depends on the fourth power of temperature, seasonal differences in ULW errors are greater than the skin temperature differences. While ε s could not be the only reason for this underestimation, given that the averaged differences are not the same order of magnitude during daytime and nighttime, the inputted surface skin temperature might be another reason.
In order to comprehensively assess this assumption, the LW-model B (LPLA) input and surface-derived surface skin temperatures are compared in Fig. 7 . The LPLA inputted surface skin temperature is taken from the GMAO GEOS-5 products, and this variable is also archived in FLASHFlux SSF datasets. At SACOL, an IR-thermometer is directed towards the surface from a height of 8 m. According to Kirchhoff's Law, the total incidence of longwave radiation into the IR-thermometer from the surface is,
where T irt is the incident longwave brightness temperature when the IRthermometer is directed toward the surface, DLW is the incoming longwave radiation flux measured by pyrgeometers (CG4, Kipp and Zonen), σ is the Stefan-Boltzman constant and ε s the surface emissivity. Zuo et al. (2009) estimated the ground heat flux for SACOL with an empirical emissivity of 0.96, while surface emissivity around SACOL in CERES SSF dataset is about 0.987. Thus, in this study ε s of SACOL is empirically assumed to be 0.978 in spring, 0.984 in summer, 0.986 in autumn, and 0.974 in winter. Although the surface emissivity is an approximation, the surface-derived surface skin temperature (T s ), calculated from the following expression:
is relatively insensitive to ε s . For example, assuming DLW = 200 Wm − 2 and a surface emissivity of 0.99, the value of T s retrieved assuming ε s = 0.97 overestimates T s by only about 1.5 K. As expected, the MOA surface skin temperature is less than that calculated from surface measurements by about −1 K for daytime Terra and −5 K at night for both Terra and Aqua (Table 5 ). However, in daytime, larger biases in ULW correspond to smaller average differences of surface skin temperature, while smaller ULW biases correspond to greater skin temperature biases during nighttime. Obviously, the inaccuracy of surface skin temperature also an not completely explain why the satellite-retrievals are underestimated. Minnis et al. (2004) compared the LPLA surface radiation budget with ground-based observations over the ARM SCF found that the sign of the bias in ULW switches from negative in the daytime to positive at night with an average change of~8 W m − 2 . In this paper, the bias is strongly negative in the daytime while less negative at night with an average change of~51 W m − 2 . Part of the difference in the magnitudes of the change is likely due to the use of geostationary satellite data in the older study. The geostationary data provide ULW for a complete diurnal cycle, while Terra and Aqua retrieve ULW within 1.5 h of local noon. At those hours, the ULW is near its maximum value for the day, while the ARM study used mean values of measurements over all daytime hours. The nighttime ULW fluxes are much less variable over the course of the night especially after 2200 LT when the Terra and Aqua measurements are taken. Thus, a greater day-night bias change is expected when the extremes are used for the daytime values. Nevertheless, the divergence of the data from the line of agreement in Fig. 5a and c is explainable neither by the skin temperature and emissivity differences. In summary, the reasons for the underestimation of surface ULW from the satellites remain a mystery and require additional investigation.
Conclusion
On account of the important role of the CERES datasets in understanding climate change, it is essential to understand the uncertainties in the CERES parameters over all types of surfaces and geography. To better characterize the CERES surface flux uncertainties over the interior of eastern Asia, this paper presents an initial study comparing instantaneous surface radiation fluxes in the CERES SSF product with the same quantities measured directly at SACOL from July 2008 to March 2010. These fluxes were calculated using the NASA algorithms, LPSA and LPLA, with meteorological inputs from GEOS-5. Generally, most of the satellite-derived surface radiative budget components are highly correlated with the surface observations in all-sky conditions, despite some significant biases. For instance, the USW is overestimated by both Terra and Aqua in cloudy conditions; and ULW is heavily underestimated during daytime but slightly underestimated at night regardless of cloud coverage. The biases in the SW fluxes are comparable to those found over other continental sites, but the ULW biases are much larger than expected. Potential explanations for those biases reside in uncertainties in cloud parameters such as fractional coverage and base height, in surface scene type, and in surface albedo, temperature, and emissivity. The slight underestimation of DLW at night might be the result of improper characterization of inversions in the temperature and humidity profiles. Likewise, the CERES cloud mask has difficulty detecting very low clouds at night, a problem that will cause an underestimate of the DLW. Random errors for all-sky conditions were considerably larger than for clear-sky data because of the higher variability associated with clouds. The Aqua retrieval biases are all larger than their Terra counterparts. This offset between the two satellite biases could be the result of discrepancies in satellite instruments and calibrations (e.g., Minnis et al., 2008a) . For satellite retrievals of surface radiative fluxes to be useful in climate research, acceptable accuracy requirements are about ±20 W m − 2 for instantaneous-footprint values and ±10 W m − 2 for monthly gridded products (Suttles & Ohring, 1986) . Thus, the satellite retrievals over the interior of China need additional analysis and more complete validation, including comparisons with cloud parameters, to improve their quality, especially for daytime ULW.
So far, the NASA LPSA and LPLA are important ways to estimate surface radiation budget and have undergone extensive validation both against ground-based flux measurements (Darnell et al., 1988, Fig. 7 . Same as Fig. 3 , except for surface skin temperature. 1992; Gupta et al., 1999 Gupta et al., , 2004 Kratz et al., 2010) and other more detailed radiative transfer model computations, such as line-by-line standards in the context of the Intercomparison of Radiation Codes in Climate Models (ICRCCM; Gupta et al., 1992 Gupta et al., , 1993 Ellingson et al., 1991) . More validations are still needed for different surface types and locales, especially those in Asia, Africa, and South America. Furthermore, improvements in the accuracy of surface albedo maps, aerosol distributions, cloud radiative properties (e.g., Minnis et al., 2010) , and meteorological inputs in the satellite processing will be included in future CERES processing. Those changes along with additional analyses using surface measurements, should make significant improvements in the satellite retrieval algorithms. 
