social good. This ranges from the use of behavioural analytics to better predict service demand through to understanding the impact of behaviour change interventions. In this project, we used patient data to explore the causes of low engagement in healthcare and the impact this has on patients and services. This also involved linking data sets from different organisations (e.g., health, death and education). We observed that serially missing general practice (GP) appointments provided a risk marker for vulnerability and poorer health outcomes. While the project was administratively and methodologically challenging, the interdisciplinary background of the team ensured that the project was ultimately successful. This was particularly important when navigating a variety of different systems used to manage and distribute sensitive patient data. Our results have already started to inform debates concerning how best to reduce non-attendance and increase patient engagement within healthcare systems. Following a series of high-profile publications and associated impact events, non-academic beneficiaries have included governments, policymakers and medical practitioners.
Learning Outcomes
By the end of this case, students should be able to . . .
• Appreciate the value of data generated by health-care systems to better understand patient behaviour and long-term outcomes.
• Understand how similar data sets and methods might be applied to related research questions.
• Evaluate the ethical and security concerns associated with research designs that rely on sensitive medical data.
• Compare conceptual and methodological differences between interdisciplinary and single discipline approaches.
Case Study

Project Overview and Context
Tackling health inequalities is a global health priority (WHO, 2008) . However, in order for health providers to have an effective role, it is important to understand the reasons behind, risks associated with and needs of patients who do not engage effectively with healthcare provision (even if it is free at the point of access). This can then help tailor services better to meet those needs. There remains a lack of published work concerning repeated missed appointments with previous research typically focusing on single missed appointments and the financial costs associated with non-attendance. One estimate has placed the cost of missed UK general practice (GP; community-based family medicine) appointments at £150 million per year (George & Rubin, 2003) . Scottish government data also suggests that each missed hospital outpatient appointment costs National Health Services (NHS) Scotland £120 (Campbell et al., 2015) . International data on costs to healthcare systems are sparse.
However, in complex adaptive systems like healthcare, the financial costs are contestable because clinicians will 'catch up' or get on with other care or administrative tasks. Beyond this, it is arguably more important to understand the costs of and opportunities missed when it comes to improving patients' health.
Factors reported to be associated with missing a single appointment include age, sex, transport logistics, and clinic or practitioner factors such as day of the week, booking efficiency and rapport between staff and patients (e.g., Ellis & Jenkins, 2012; Murdock et al., 2002; Waller & Hodgkin, 2000) . Whether these factors are also associated with patients who do not attend multiple appointments remains unclear . While information about patients who miss multiple appointments has previously been limited, clinicians themselves frequently report that patients who serially miss appointments (SMA) are of particular concern because they may have very poor health, may be socially disadvantaged, or high users of unscheduled care compared with patients who occasionally or never miss appointments . At present, little agreement exists on what works in practice to reduce missed appointments (Ellis & Jenkins, 2012) . Therefore, our research aimed to examine the relationship between general practice appointment attendance, health care utilization, preventative health activity, health outcomes, social circumstances and education outcomes over time. These epidemiological findings can, in turn, help develop targeted interventions and even new data driven tools to help improve attendance, care and long-term patient outcomes in the future.
Section summary
• Health inequalities remain a challenge for global health.
• Existing research concerning missed appointments and their impacts has focused on small samples involving a single missed appointment.
• Patients who serially miss appointments are suspected to have poor health and be socially disadvantaged.
• The research aimed to better understand the prevalence and impact of patient attendance across a national health system.
Research Design
The overall aim of the research project was to determine the relationship between GP appointment attendance, service-based factors, healthcare usage, preventive health update, health outcomes, and social circumstances across the lifespan. One way of achieving this aim is to use extracted health service and other relevant administrative data. This includes patient appointment attendance records, age, gender and diagnostic information, which can be retrieved from NHS GP systems directly. Other linked data were provided by a variety of other government organisations. For example, all-cause premature mortality was extracted from a separate database using a pre-defined follow-up period.
While some countries use a national identification number to link data sets across different systems, this is slightly more involved in the United Kingdom. Every patient in the Scottish National Health Service (NHS) has a Community Health Index (CHI) number, which is a unique identifier used across all NHS systems. This formed the cohort for the study. All data provided supplied identifiers that were probability matched to the study cohort (based on the CHI number and using other patient identifiers probabilistically for the small number of records including those where the CHI number was missing). When combined, this generates a unique set of index numbers for those individuals successfully matched to the study cohort. Each data provider will receive a different set of unique index numbers, and used these index numbers as the basis of their data extract. A third party then replaced the different index numbers with a common number across all files. This common number is the unique patient identifier that the research team worked with during the research project.
Data Acquisition
It was important in the first instance to ensure that the population we wished to study existed in large enough numbers to allow for a further analysis. Therefore, we undertook some preliminary research, which confirmed that a small core group of patients who miss multiple appointments did indeed exist. In addition, the odds of missing a subsequent appointment increasing among patients who had missed at least one appointment in the previous 12 months (Waller & Hodgkin, 2000; Williamson et al., 2017) . This was confirmed in later work (Figure 1 ), which already has significant implications for patients, practitioners, and service managers. Findings from a focus group analysis of general practitioners also showed that clinicians make clear distinctions between patients who miss a few appointments and those who miss many .
[Insert Figure 1 : Distribution of patients' total number of missed appointments over 3 years. The smaller histogram shows the same dataset for patients who miss two or more appointments. NHS general practice has almost universal coverage of the UK population. Patients are registered with one general practice, meaning a targeted sample of general practices can achieve population representation. Moreover, unlike most other parts of the UK NHS, such as specialist hospital care, where general practitioners or other clinicians control access via referral, a patient can schedule an appointment with the general practice team at their discretion. General practice appointments therefore provide an ideal starting point when seeking to understanding serial non-attendance in the context of engagement in care . Following preliminary work, we then extracted NHS general practice data that were routinely collected across Scotland over three years.
We worked directly with a trusted third party (TTP) who provided the dataset, which was retrieved from the Enhanced Services Contracting Reporting Options system (EScro). EScro was originally designed to assess performance against NHS service-level agreements ( Figure 2 ). However, this system also integrates data held in disparate clinical systems, which can then be provided to researchers via a TTP. General practices were recruited to the study by the TTP via a written request to each practice detailing the project.
[Insert Figure 2 : Pathway for general practice data transfer (prior to any linkage or analysis), which was moved between local and cloud-based systems. GP practices use software systems (e.g., EScro) to record information about patients.]
Participation was specifically determined based on an opt-in basis. We did not do any sampling to ensure proportional representation. However, general practices from 11 out of 14 health boards were selected to reflect a mix of urban, rural and areas of high socio-economic deprivation. We also included 'Deep-end' practices (the 100 practices operating in the most socio-economically deprived areas of Scotland). As practices generally control access into treatment services in the UK health system and hold data on almost all health service encounters, they allow the examination of the association between appointment attendance patterns, long-term conditions and a range of other health-related data.
This also allowed data to be linked from other sources with appointment patterns. For example, allcause mortality (deaths) was linked using patient community health index numbers -a unique identifier for each patient -from our initial dataset to Scottish death records databases using a predefined follow-up period. These identifiable community health index numbers were then anonymised again by the TTP, used for data extraction on this project, before being uploaded to a cloud-based system for analysis.
Data Analysis
Using analysis criteria from our pilot study, we allocated patients into the following groups: zero missed appointments (zero missed over the 3 year period); low missed appointments (less than one missed on average per year over the 3 year period); medium missed appointments (one to two missed on average per year); and high missed appointments (more than two missed on average per year). We calculated missed appointments on a per-year basis for each of the years within our 3-
year study period. We calculated the mean missed appointment rate over 3 years to take account of varying appointment scheduling activity by illness episodes and social crises. Furthermore, we computed the relative contribution of patient and practice factors, both individually and collectively, to the variance in frequency of missed appointments. These data were typically modelled using Negative Binomial Regression Modelling. This type of regression is used for modelling count (frequency) data -in our design this was the number of appointments missed.
Section summary
• The research aimed to understand how medical appointment attendance is associated with a variety of patient and system factors.
• The research design relied on the co-operation of multiple agencies and data providers throughout.
• All data for analysis was provided from a trusted third-party (TTP) who works closely with health services in Scotland.
• Final analyses were driven by our key research questions relating to serial missed appointments.
Research Practicalities
Extracting secondary data from multiple sites, in this case general practices across Scotland, remains technically challenging. We were extremely fortunate to work with a TTP who have years of experience in working with NHS Scotland. While these data are used routinely to track national metrics of interest, it is only in recent years that this has also become available for research purposes. High-quality data of this nature is essential when making decisions relating to care.
However, this data still requires additional processing at various stages before attempting any analysis (see Method in Action Section).
The data contained within this study did not require ethical approval due to it being regarded as a service evaluation. We obtained a letter of comfort from the West of Scotland NHS Ethics
Committee and the University of Glasgow, College of Medical, Veterinary & Life Sciences Ethics
Committee confirming that the full study did not need health service ethics permissions. However, we did need and obtain NHS R&D approvals and permissions to link the data from the Public Privacy Benefits Committee of NHS Scotland. Due to the sensitive nature of patient data, the datasets generated or analysed during the present study are not publicly available. Data have been made available only to the research team under controlled access and strictly for the purposes of this research study. All data was accessed and analysed in a Safehaven, a secure cloud computer service, which researchers connect to remotely. Any results or figures generated by the research team had to be vetted and checked by staff at the Safehaven before being released for further use outside the Safehaven environment. For example, this clearance was required before sharing outputs between members of the research team and when finalising figures for publication. This also occasionally involved data being aggregated where necessary to ensure individual patient privacy.
Section summary
• Handling large quantities of patient data is technically challenging.
• Researchers could access this data via a safe cloud storage system.
Method in Action
The scale and depth of the GP data and linked data was widely regarded as novel and groundbreaking. For example, many analyses involved over 500,000 patients and 9,000,000 consultations respectively, which included codes for health conditions diagnoses, social factors, GP practice and some prescription data. Linkage was then carried out with outpatient, inpatient, and A&E attendances and education data relating to school attendance and exclusions. Given the complexity of our design, we had anticipated challenges and delays, which were factored into our project planning. However, many additional issues were unexpected or became inherently more complex than expected. We worked hard to overcome these issues as they arose, but the research project also faced a number of other methodological challenges, which are also summarised below.
Data Availability and Permissions
After practice recruitment started, it quickly had to be paused as despite being advised it would not be necessary, one health board insisted we obtain NHS R&D permissions. These then had to be obtained from all participating health boards. This caused significant delay. In addition, significant amendments and new datasets were required following software updates to the systems used in GP practices. As a result, practices who relied on that system had to generate new patient keys to continue providing access to this data. Our TTP had to re-index all these entries. Despite these issues, the research team remained busy by producing a categorisation output plan, validating appointment data, cleaning data and writing programming scripts for analysis.
We initially anticipated that obtaining Public Benefit and Privacy Panel for Health permissions (PBBP)
would take several months following the successful completion of pilot work. However, both the research resource required to complete this process in terms of level of justification for each data item, correspondence, other paperwork changes, the requirement to conduct a public consultation, and the consequent time delays encountered had a significant impact on the research. This also triggered an internal discussion between health and education linkage colleagues at the Scottish Government and the preparation of revised legal agreements.
These delays led to a request for additional time from the funder. The specific conditions of this project being hosted in the National Safehaven meant that access to the data, the time required to access output for paper writing and the potential further challenges we faced as we acquired our linked data meant that we had to seek additional funding to answer our research questions. These requests were ultimately successful and allowed the project to continue.
Data Processing and Computational Challenges
More time was spent on processing data for analysis than running the statistical models themselves.
For example, data concerning a patient's attendance or absence is based on the duration of time their medical records were opened. However, these can also be opened for a variety of other reasons. Therefore, the research team had to make multiple decisions regarding what constituted a genuine appointment. Appointments were coded as attended or missed based on the duration of time between medical records being opened and then closed by a GP. However, medical records can be opened for a variety of reasons when a patient is not physically present. This involved exploring the distribution of appointment times across the entire data set alongside expert input from medical practitioners who use the system on a daily basis. As a result, we were able to generate a series of rules to determine what was a genuine appointment.
As stated previously, all our analysis took place while working in a cloud-based system (the Safehaven). However, we encountered several issues during our use of these systems. For example, during the early stages of the project the research team were unable to install suitable software packages. These primarily concerned libraries required to support our analysis plan within R (a statistical programming language). In addition, all output had to be signed off by two members of a separate processing team which caused delays of a couple of days at times. In order to request output, a research assistant had to send a detailed email justifying why the output was required and the intended purpose. This again added significant workload and papers took longer to write as a result. The Safehaven also had unplanned and planned down time during working hours on a regular basis. It was impossible to foresee these technical and procedural limitations at the start of the project as these aspects of how the Safehaven operates were not made available to researchers ahead of submitting grant applications.
Computational power somewhat limited our choice of statistical analysis. However, in some respects this became a net-positive in long run as it helped us communicate our findings clearly for readers working in a variety of fields (Ellis et al, 2018) . For example, following one publication, some researchers suggested that our analysis might benefit from a multilevel approach that would involve the use of zero-inflated negative binomial models (Smits & ter Riet, 2017) . Such an approach might be particularly useful, given that 54% of patients did not miss any appointments. An initial analysis had attempted to use a mixed effects regression allowing for random practice effects, but even the simplest of models proved intractable in our dataset (Ellis et al, 2018) . To counter this limitation, we adjusted the analysis for available practice-level variables. The development or application of statistical models was however less challenging when compared to the negotiation of data access and processing before any analysis.
Section summary
• The research team encountered a number of setbacks regarding data availability throughout the project.
• Computational limitations shaped the final analysis strategy.
Practical Lessons Learned
An interdisciplinary team was essential to the project's success and while a substantial amount of communication was achieved via email and Skype, the research team found regular face-to-face meetings more beneficial. These were particularly important in relation to navigating our way through a variety of different systems used to manage and distribute sensitive patient data. The team included researchers with backgrounds in medicine, public health, statistics, psychology and physics. While interdisciplinary teams often produce higher quality research, progress can sometimes be slower when compared to single disciplinary work due to the variety of perspectives and broad nature of discussions (Jones, 2010) . These interdisciplinary teams rely on the regular transfer of knowledge between experts and organisations. This can be challenging when relying on numbers alone to covey the outputs of specific statistical models (Ellis & Merdian, 2015) . Therefore, the team came to rely on a variety of innovative data visualisations throughout the project, some of which appear in subsequent publications (e.g., McQueenie et al., 2019) . This was also important when establishing ground truth in data streams that were probably not originally designed to be used as part of research. Combining these insights with expert knowledge from colleagues who are also employed as clinicians using the systems that generated our data helped reveal key nuances of appointment systems. This is something that is often missing in single discipline work that focus on technical or predictive abilities in isolation (e.g., Computer Science), rather than considering how these data streams and insights will work in practice . Therefore, an ideal research team for this type of research should always consider the suitable skills required for knowledge transfer at the outset. This includes communicating their own expertise to non-experts within that team and to outside organisations.
Our research successfully identified GP practice and patient factors that help predict patterns of missed GP appointments in a large Scottish representative sample. Patients who serially miss appointments are more likely to be socially vulnerable, and have high health needs. It is a strong risk factor for greatly increased mortality. However, due to the novelty of our research design, there were a number of risks associated with the project. As a research team, we were mindful of delays, but these went beyond what we expected. Fortunately, we kept our funder informed throughout and they, in turn, have been supportive to ensure the work was successful. Systems that we relied on were to some extent in their infancy when the project began and have improved over time. The lesson here: when attempting novel work assume delays and build these into the research timetable. However, this will never control for all eventualities, so expect the unexpected!
Section summary
• Clear communication between members of an interdisciplinary team was essential for the project's success.
• Ground breaking or risky research is more susceptible to delays, but the rewards are often likely to generate additional academic and applied impact.
Concluding Remarks
Ultimately, this case study highlights the value of and challenges associated with conducting novel, and by default, risky research. Our research observed that serial missed appointments imply low engagement in care. The work to date has identified a series of risk factors associated with this low engagement. We are now in the process of developing a risk model that can be used online and in GP practices to identify high risk patients for serial missed appointments so appointment and recall systems can be adapted.
This project was only possible after securing access to comprehensive data, which helped answer our key research questions. It was challenging and the quality of data in some cases will require attention if it is to be useful for future research. Going forward, accessing similar data may be more straightforward for researchers in the future, but improving the quality of some routinely collected patient data will also require additional resources. In addition, researchers may also need to consider how similar datasets can be freely available so other researchers can replicate their results (Quintana, 2019) .
In our analysis, we deliberately avoided what are frequently referred to as 'black-box' approaches.
This refers to computationally intensive statistical modelling techniques whereby it is difficult if not impossible for researchers to understand how a specific prediction is actually calculated. This often applies to many machine learning techniques that can be used to infer patterns in data without any direct input from the researcher or research team. This new trend in medicine is becoming more popular as algorithms like these are, on paper, suitable for analyzing big datasets, e.g. using every piece of appointment and medical data available to assist with diagnostics or monitoring. However, for a variety of reasons, these algorithms can occasionally generate inflated optimism regarding their practical potential (DeMasi, Kording & Recht, 2017) . While these errors are less likely when using data generated from companies that were originally designed with large-scale processing and prediction in mind (e.g., Amazon), much of the data provided by health services and other government sources (at least in the UK) requires careful processing in the first instance. This is important so that any future classifications of patients are made visible to the people being classified on request. Similarly, these need to be built in a way that medical practitioners and others can, if they wish, forensically examine how such a system works. In the case of our research, if data used to train an algorithm was not carefully checked by those who generate that data (e.g., medical practitioners) then the predictions could essentially be useless (Nelson et al., 2019) . This could have serious negative implications for health practitioners and associated services. These practical limitations also sit alongside controversial data sharing issues exposed as part of other systems and research that used data without patients consent. For example, Google recently used data from around 1.6 million patients, without asking permission (Iacobucci, 2017) .
Even if 'black-box' techniques produced more accurate models on paper, they are unlikely to have helped answer our research questions. However, given our current understanding of the data derived from this project, it is now possible to start developing systems that could guide clinical decision making. Therefore, working with our existing TTP, our next aim to develop a digital tool that can help GPs and practice managers predict patients at a high risk of adverse outcomes. We anticipate that this data driven utility will initially use a traffic light system to help flag patients who are most at need. Such a tool would then be incorporated into software systems used by GPs and primary care practices across Scotland. In line with good practice and to avoid problems outlined previously, clinicians will continue to be involved with such developments throughout (Mistry, 2019) .
In summary, while this research project has been challenging throughout, the research team plan to continue working together on future projects. Beyond paving the way for the development of new behavioural analytic tools, our research confirms that more attention needs paid to strategies that aim to increase engagement in care. Only then can stark inequalities in outcomes be addressed more effectively in health care provision.
Section summary
• Our research approach was different to what might have been achieved with a single discipline approach (e.g., computer science only).
• Our research will feed into predictive models that can better identify patients with unmet need.
• Unlocking the potential for artificial intelligence in primary care should involve healthcare professionals, patients, and technology experts working together and engaging with policy makers and commissioners.
Classroom Discussion Questions 1. The research team had diverse backgrounds from different academic disciplines. What challenges are associated with interdisciplinary research? 2. What are potential ethical and privacy implications for large-scale projects using data linkage? How did the team mitigate these issues?
3. The researchers were unable to share their data openly as part of this project. However, open research data provides considerable scientific, societal, and economic benefits. Are there other ways in which resources from this project could be shared more widely? 4. What are the benefits and challenges of using more advanced machine learning techniques rather than the methods used as part of this research.
Multiple Choice Quiz Questions
