In this paper, nonlinear identification is dealt with by using Gaussian sum distribution. Recently this model is called stochastic neural networks. By using the stochastic model, it is possible to estimate the output and also the missing elements in the input vector within the framework of conditional estimation. The model parameters can be estimated by using the EM algorithm. By interpolating the unknown elements, we don't have to discard the vectors including the missing elements.
Introduction
In the identification of dynamical systems, the number of incomplete tuples of input-output data become huge even if only a small amount of missing data occur. Thus, we may lose a lot of information if we discard incomplete tuples. Here we take an approach to interpolate the missing elements and use it for the parameter estimation of the system. Let the output of the system be y(k) and input vector
~( k ) ]
both subject to missing data. A vector z ( k ) may include the past values of the output and the input vectors. Suppose y and I are jointly distributed random variables. Then with the minimum variance criterion we have
where p ( y J z ) is the conditional probability density function. By using the joint density function, we have Hence
(3)
Therefore] it suffices to estimate the joint probability density function in case the data complete. In this paper, the minimum variance estimator will be derived by Gaussian mixture model. The estimate of missing variable is also derived by the same framework.
Finally we propose to use the interpolation and parameter estimation alternatively for the system identification with missing elements.
Model
In the following, we use t = [yT by g(x) . The Gaussian mixture model is described by
where ai is the weight coefficient and ai 2 0, xi ai = 1. The learning elements in this model are {(ai, p i ) , i = 1,. f . , G } and E. Suppose y is the output. Then equation (6) gives the output estimate. Suppose now y is the missing value. Then it gives the interpolation. Here we deal with both of them in the same manner. By some matrix manipulations, we have and 10% of missing data was assumed, which were generated randomly. G is 20.
The estimate of the output was also subject to missing values. The missing values were supposed to be 15% of the input/output data. The number of training data instants whose missing elements are 0 N 6 are where the parameters in the right hand side are the current estimates by the EM algorithm.
In the missing data case, we estimate it by equation (6) where y is the vector of missing elements gathered to the top. The transformation matrix is expressed H ( k ) . This expression is dependent on k because the transformation matrix H ( k ) is &dependent. 
