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a b s t r a c t
The censored single-index model provides a flexible way for modelling the association
between a response and a set of predictor variableswhen the response variable is randomly
censored and the link function is unknown. It presents a technique for ‘‘dimension
reduction’’ in semiparametric censored regression models and generalizes the existing
accelerated failure time models for survival analysis. This paper proposes twomethods for
estimation of single-indexmodelswith randomly censored samples.We first transform the
censored data into synthetic data or pseudo-responses unbiasedly, then obtain estimates
of the index coefficients by the rOPG or rMAVE procedures of Xia (2006) [1]. Finally,
we estimate the unknown nonparametric link function using techniques for univariate
censored nonparametric regression. The estimators for the index coefficients are shown to
be root-n consistent and asymptotically normal. In addition, the estimator for the unknown
regression function is a local linear kernel regression estimator and can be estimated with
the same efficiency as the parameters are known. Monte Carlo simulations are conducted
to illustrate the proposed methodologies.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In recent years, many models have been developed in studying high-dimensional data by nonparametric or
semiparametric regression models. To overcome the difficulties caused by the ‘‘curse of dimensionality’’ in smoothing, one
of the approaches is to use single-index models. There is a vast literature on the estimation of single-index models. For
example, Härdle and Stoker [2], Powell et al. [3], Ichimura [4], Härdle et al. [5], Horowitz and Härdle [6], Hristache et al. [7]
and Xia et al. [8], among others.
The aforementioned approaches are used to model the relationship between the response and the predictor variables
when data are fully observable. For censored data, however, these techniques cannot be directly applied. It is desirable to
develop new estimators to cope with difficulties caused by censoring. A large number of estimators exist for parametric
and semiparametric censored regression models. To name a few, Buckley and James [9], Koul et al. [10], Tiastis [11], Lai
et al. [12], Powell et al. [3], Ritov [13], Zhou [14], Ichimura [4], Srinivasan and Zhou [15], Jin et al. [16], and Heuchenne and
Van Keilegom [17], among others. Most of these models assume either a parametric regression form or a homoscedastic
error. When these assumptions are violated, various estimators are proposed for remedy. For example, under random
censoring, Fan and Gijbels [18] proposed a censored nonparametric regression estimator based on a class of unbiased data
transformations.While they considered only a univariate regressor, though they proclaimed that their ideas hold for the case
of two or more regressors. From a different motivation, Van Keilegom and Akritas [19] obtained the uniform consistency
of the estimators for the unknown regression function and the heteroscedastic scale function and their derivatives. In the
situation where there are multi-regressors, Li et al. [20] found ways of reducing the dimensionality of the regressors using
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the sliced inverse regression. Under fixed censoring and truncation, Lewbel and Linton [21] proposed a novel technique of
estimating a nonparametric regression function and its derivatives in two stages. For single-index models with censored
data, GØrgens [22] developed semiparametric kernel-based estimators of risk-specific hazard functions for competing risk
data. Other approaches to the single-indexmodels include the spline smoothingmethod of Huang and Liu [23] and the local
polynomial smoother of Nielsen et al. [24] and Wang [25] for the proportional hazards models.
In survival analysis, the Cox proportional hazards model or the multiplicative hazards model has many nice features
and is commonly used, however, unlike a classical linear regression model, it cannot adapt for unexplained heterogeneity
(Struthers and Kalbfleisch [26]). An alternative model to the Cox model is the accelerated failure time (AFT) model. In
contrast to the single-index proportional hazards model investigated by Wang [25] and Huang and Liu [23] for censored
data, we consider the following randomly censored single-index model which allows for heterogeneity and includes many
well studied AFT models without the specification of the link function or the distribution function of the response variable,
defined by
Y = λ0(θ τ0 X)+ σ(X)ε,
with constraints that ‖θ0‖ = 1 and the first component of θ0 is positive, (1)
where Y is the survival time or some time-to-event outcome (usually on the log scale), X is the associated regressor p
vector, X ∈ X ⊆ Rp, X is the support of X , θ0 is a regression coefficient parameter vector, aτ denotes the transpose of a
column vector a, λ0(·) is a smooth function with an unspecified functional form, and σ 2(·) > 0 is the conditional variance
representing the possible heteroscedasticity, ‖·‖ denotes the Euclidean norm. The constraints on the single-index coefficient
parameters are required for model identification. Assume that X and ε are independent, E(ε) = 0 and Var(ε) = 1. Let C be
the random censoring time associated with the survival time Y . Assume C is independent of (X, Y ). Denote Z = min(Y , C)
and ∆ = I(Y ≤ C). The observations are {(Xi, Zi,∆i) : i = 1, . . . , n}, which is a random sample from the population
(X, Z,∆).
Model (1) is an extended version of the single-indexmodel to survival analysis. It generalizes the censored linear models
to semiparametric models by including a flexible link function and a possible heteroscedastic error. This model provides
a very important technique of dimension reduction for data analysis emerging from economics and medical science. Lu
and Burke [27] proposed a method for the estimation of an unknown multiple regression function, which includes model
(1), using the method of average derivatives based on the ‘synthetic data’. However, their method suffers the ‘‘curse of
dimensionality’’, since a high-dimensional kernel estimator is needed in the estimation. Recently, model (1) is further
investigated by Wang et al. [28] using an approach of Härdle et al. [5] for the single-index model. But their methods are
computationally infeasible when the dimension of covariates is high.
Our motivations in this research come from the possible violation of the assumption of the identity link function and
homoscedastic error used in linear AFT models, the ‘‘curse of dimensionality’’ suffered by the method of multivariate kernel
smooth and the computation inefficiency of minimization problems of the existing methods. The main focus of this article
is to find an sensible estimation method with flexible modelling ability and effective computation capacity for censored
single-index models. Another objective is, when data are subject to censoring, to estimate the nonparametric regression
function λ0(u).
In the case of uncensored data, there are two most popular estimation methods for model (1): the average derivative
estimation (ADE)method proposed by Powell et al. [3] andHärdle and Stoker [2] and the simultaneousminimizationmethod
of Härdle et al. [5]. The ADE is a director estimator. It uses the structure of the model and the relationship of proportionality
between the derivatives of E(Y |X = x) and the index θ0 in ∂E(Y |X = x)/∂x = λ′0(θ τ0 x)θ0, so that the index θ0 can be
estimated by the average of the derivatives. Xia [1] further investigated model (1) and developed two new estimation
methods. We notice that our model is analogous to that of Xia [1] except that the response Y is randomly censored. We
will show that results similar to those of Xia [1] hold for censored data. The two new estimators suggested by Xia are called
the refined outer product estimator (rOPG) and refinedminimum average conditional variance estimator (rMAVE), respectively.
These estimators are superior to the original version of ADEof Powell et al. [3] andHärdle and Stoker [2] and the simultaneous
minimization estimator of Härdle et al. [5] in several aspects: first, the original ADE method uses high-dimensional kernel
smoothers to estimate the density and its derivatives, and the estimation still suffers the ‘‘curse of dimensionality’’. Second,
let Γ (x) = E{Y |X = x}, the ADE fails to estimate the index θ0 when E{∇Γ (X)} = E{λ′0(θ τ0 X)}θ0 = 0. Third, to get
a semiparametric efficient or sensible estimation, the minimization is usually needed. However, that is very difficult to
implement for high-dimensional covariate. rOPG and rMAVE overcome these drawbacks and the simulations in Xia [1]
showed good finite sample performance of them. In the case of censored data, the existing methods for single-index
regression have similar drawbacks as mentioned before. We are motivated to develop counterparts of Xia’s two estimators
for the censored single-index model. In our theoretical developments and Monte Carlo simulation studies, we will show
that the new estimators preserve the nice properties of Xia’s estimators. Therefore, the new estimators provide useful ways
of solving problems of estimation and computation in modelling censored survival data.
In addition to the estimation of θ0, observing that
E(Y |θ τ0 X = u) = λ0(u), (2)
we view the problem of estimating λ0(u) as a univariate censored nonparametric regression. As a byproduct of the new
estimators, we obtain the estimation of the link function λ0(u).
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The plan of the paper is as follows: In Section 2, wewill introduce our estimationmethods formodel (1). Ourmain results
will be presented in Section 3. In Section 4, we will report Monte Carlo simulation results. Some conclusions will be made
in Section 5. The detailed proofs of the main theorems are shown in Appendix.
2. The procedures of estimation
In model (1), the link function λ0(·) is an unknown regression function and θ0 is a global parameter, they need to be
estimated using local or global data points, respectively. Many estimation methods have been proposed for this model.
Examples are, in the case of complete data, Powell et al. [3] and Härdle and Stoker [2], Härdle et al. [5], Ichimura [4],
Xia et al. [8] and Hristache et al. [7]; in the case of censored data, GØrgens [22], Lu and Burke [27], and Wang et al. [28].
Among them, the estimators of Härdle et al. [5], Ichimura [4], and Wang et al. [28] are obtained by minimizing a global cost
function and need iterative algorithms. The minimization problem is very difficult to implement when the dimension of
covariate is high. Other estimators are direct estimators based on the ADE procedure, they are easy to implement and useful
in getting a root-n initial estimator. Because a high-dimensional density function needs to be estimated nonparametrically,
these estimators still suffer the ‘‘curse of dimensionality’’. Another disadvantage for the ADE procedure is that it fails to
estimate the index θ0 if E{∇Γ (X)} = E{λ′0(θ τ0 X)}θ0 = 0. Hristache et al. [7] developed a dynamic procedure to adapt
to the structure of the model which allows to use the lower-dimensional kernel smoothing. But the problematic case of
E{λ′0(θ τ0 X)}θ0 = 0 remained unsolved. Xia [1] refined the estimators considered by Hristache et al. [7] and Xia et al. [8] and
proposed the rOPG and rMAVE estimation procedures. He has shown that rORG and rMAVE overcome the drawbacks of the
proceeding estimators in the case of complete data, we will show that his results still hold for censored data under some
regularity conditions.
Like many other iterative estimators, there is also one drawback in the new methods. As we see in Section 3, the theory
requires an initial estimator very close to truth. Sometimes, for example, when the aforementioned ADE procedure fails, it
is hard to get such an initial estimator. However, in practice, our simulation studies show that the new estimators are quite
robust to initial estimators. It is unnecessary to seek an initial estimator close to root-n consistent estimators. The primary
purpose of this paper is to develop asymptotic properties of the estimators, imposing an assumption on an initial estimator
does not hinder us from using the new methods.
2.1. rOPG and rMAVE for complete data
First, we introduce the rORG algorithm by Xia [1]. Considering the outer product of the gradients of Γ (X),
E{∇Γ (X)∇τΓ (X)} = E[{λ′0(θ τ0 X)}2]θ0θ τ0 ,
we know that it has only one nonzero eigenvalue. Therefore, index θ0 is the eigenvector corresponding to the largest
eigenvalue of E{∇Γ (X)∇τΓ (X)}. This idea is used to find an estimator of θ0 as follows.
Given an initial value θˆ0 of θ0, let Xij = Xi − Xj andwij = Kh(θˆ τ0 Xij), where K(·) is a kernel function, h is a bandwidth, and
Kh(·) = K(·/h)/h. Consider the estimators of λ0 and λ′0 in the following local linear fitting problem:
min
aj,bj
n∑
i=1
{Yi − aj − bτj Xij}2wij.
The resultant estimators are the minimizers of the above problem. Calculate
Σˆ = 1
n
n∑
j=1
bˆjbˆτj .
Then the first eigenvector, θˆ , of Σˆ is an estimator of θ0.
To implement the estimation, the following rOPG algorithm is used. Suppose θ is an initial estimate of θ0.
Step 1. Calculate(
aθj
bθj
)
=
{
n∑
i=1
Kh(θ τXij)
(
1
Xij
)(
1
Xij
)τ}−1 n∑
i=1
Kh(θ τXij)
(
1
Xij
)
Yi.
Step 2. Calculate the first eigenvector (corresponding to the largest eigenvalue) of
Σˆ = n−1
n∑
j=1
ρˆθj b
θ
j (b
θ
j )
τ ,
where ρˆθj = ρn(fˆθ (θ τXj)) and fˆθ (θ τXj) = n−1
∑n
i=1 Kh(θ τXij). Denote the eigenvector again by θ .
Step 3. Repeat steps 1 and 2 with the latest θ until convergence.
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In the algorithm, ρn(·) is a trimming function defined by
ρn(v) =

1, if v ≥ 2c0n−,
exp{(2c0n− − v)−1}
exp{(2c0n− − v)−1} + exp{(v − c0n−)−1} , if 2c0n
− > v > c0n−,
0, if v ≤ c0n− .
(3)
The choice of  will be given subsequently.
Härdle et al. [5] proposed the following estimation procedure, where the estimator of θ0 can be obtained by minimizing
n−1
n∑
j=1
{Yj − aj(θ, h)}2
with respect to h and θ simultaneously, aj(θ, h) is a leave-one-out Nadaraya–Watson type kernel estimator given by
aj(θ, h) =
n∑
i=1,i6=j
Kh(θ τXij)Yi
/ n∑
i=1,i6=j
Kh(θ τXij).
In the case of censored data,Wang et al. [28] used a similar approach after datawere transformed. A problemof this approach
is that the algorithm is infeasible when the dimension of covariate is high. Xia et al. [8] and Xia [1] simplified the procedure
via the MAVE and suggested the following rMAVE algorithm. Suppose θ is an initial estimate of θ0.
Step 1. Calculate
fˆθ (θ τXj) = n−1
n∑
i=1
Kh(θ τXij)
and (
aθj
dθj h
)
=
{
n∑
i=1
Kh(θ τXij)
(
1
θ τXij/h
)(
1
θ τXij/h
)τ}−1 n∑
i=1
Kh(θ τXij)
(
1
θ τXij/h
)
Yi.
Step 2. Calculate
θ =
{
n∑
i,j=1
Kh(θ τXij)ρˆθj (d
θ
j )
2XijX τij /fˆθ (θ
τXj)
}−1
×
n∑
i,j=1
Kh(θ τXij)ρˆθj d
θ
j Xij(Yi − aθj )/fˆθ (θ τXj),
where ρˆθj is defined in the rOPG algorithm.
Step 3. Repeat steps 1 and 2 with θ := θ/|θ | until convergence.
The final vector θˆrMAVE := θ/|θ | is the rMAVE estimation of θ0.
2.2. rOPG and rMAVE for censored data
For censored data, a difficulty for estimation arises due to censoring. To cope with this difficulty, our solution is to apply
Xia’s two estimationmethods to synthetic data. Our estimation procedure consists of the following steps. In the subsequent
sections, we will discuss the properties of the new estimators.
Transformation of the data. Let F and G be the distribution functions of Y and C , respectively. That is, F(x) = P(Y ≤ x),
G(x) = P(C ≤ x). Denote τF = inf{t : F(t) = 1} and τG = inf{t : G(t) = 1}. We suppose τF ≤ τG throughout this paper.
When G(·) is unknown, assume 1− Gˆ(·) is an estimator of the survival function of random censoring variable C , for example,
the Kaplan–Meier estimator. We construct the following synthetic data or pseudo-responses via data transformation,
ZiGˆ = (1+ φ)LiGˆ(Zi)− φKiGˆ(Zi,∆i), (4)
where LiGˆ = LiGˆ(Zi) =
∫∞
−∞(I[Zi ≥ s]/(1 − Gˆ(s−)) − I[s < 0]) ds, KiGˆ = KiGˆ(Zi,∆i) = Zi∆i/(1 − Gˆ(Zi−)), φ is a tuning
parameter which controls the weights put on the censored or uncensored observations, 1 − Gˆ(·−) is the left-continuous
version of the Kaplan–Meier (K–M) estimator defined by
1− Gˆ(t) =
n∏
i=1
[
n− i
n− i+ 1
]I[Z(i)≤t,∆(i)=0]
,
Z(1) ≤ Z(2) ≤ · · · ≤ Z(n) are the order statistics of the Z-sample, and ∆(i) is the ∆ associated with Z(i), i = 1, 2, . . . , n. We
replace the observed data {(Xi, Zi,∆i)} by {(Xi, ZiGˆ)}. Note that E{ZiG|Xi} = E{Yi|Xi}, hence, when G is known, the above data
transformations are unbiased. This class of transformations was introduced by Fan and Gijbels [18], φ = −1 and φ = 0
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give the Koul, Susarla, and Van Ryzin [10] transformation KiGˆ (abbreviated as the KSV transformation) and the Leurgans [29]
transformation LiGˆ respectively. An appropriate choice of φ reduces the variability of the transformed data. In practice, the
choice of φ > 0 focuses more on the censored data than on the uncensored data, it is more intuitive than Leurgans’ equal
choice with φ = 0. Fan and Gijbels [18] recommended the following choice of φ:
φˆ = min{i:∆i=1}
LiGˆ − Zi
KiGˆ − LiGˆ
,
which is the largest φ such that the transformed response ZiGˆ ≥ Zi for the uncensored response. We will use φˆ in our
implementations, although any φ between 0 and φˆ should work. For ease of the technical proofs, we assume Yi ≥ 0 and
Ci ≥ 0 from now on, thus the integration in LiGˆ starts at 0 rather than−∞ such that LiGˆ =
∫∞
0 I[Zi ≥ s]/(1− Gˆ(s−)) ds. It is
easy to see that φˆ ≥ 0. The general case can be dealt with similarly at a cost of some more conditions on the left tail of the
distributions.
Application of the rOPG or rMAVE method and algorithm. After obtaining the transformed data, we apply rOPG or rMAVE
to the synthetic data obtained from the data transformation. Specifically, we treat ZiGˆ as Yi in the two algorithms.
3. Asymptotic distribution theory for the estimators
We adopt some notation given by Xia [1]. Let θ τX = Uθ and θ τ x = uθ , θ τ0 X = U and θ τ0 x = u, µθ (uθ ) = E(X |Uθ = uθ ),
νθ (x) = µθ (uθ )− x,wθ (uθ ) = E(XX τ |Uθ = uθ ),W (u) = wθ0(u)−µθ0(u)µτθ0(u). Let A+ denote the Moore–Penrose inverse
of a symmetric matrix A. Assume that the initial value θ is in a small neighbor of θ0: Θn = {θ : |θ − θ0| ≤ C0n−1/2+c0}
with c0 < 1/20. Härdle et al. [5] assumed that the initial value is in a root-n neighbor of θ0, {θ : |θ − θ0| ≤ C0n−1/2}.
These assumptions are feasible as well in the case of censored data, since such an initial estimate is acquirable from the
existing methods, such as GØrgens [22] and Lu and Burke [27]. Let fθ (v) be the density function of θ τX and Dn = {x :
|x| < nc, fθ (θ τ x) > n−, θ ∈ Θn}, where c ≥ 1. Suppose An is a matrix. By An = O(an) (or An = o(an)) and Bn = Op(bn) (or
Bn = op(bn)), wemean that all elements in An areOa.s.(an) (or oa.s.(an)) and all elements in Bn areOp(bn) (or op(bn)) uniformly
for θ ∈ Θn and x ∈ Dn. Let δn = (nh/ log n)−1/2, τn = h2 + δn, and δθ = |θ − θ0|. For any vector V (v) of function of v,
we define V ′(v) = dV (v)/dv. Recall that K is a symmetric density function satisfying ∫ K(v) dv = 1 and ∫ vK(v) dv = 0.
Without loss of generality, we assume that µ2 =
∫
v2K(v) = 1.
The following conditionswill be used to establish the asymptotic normality results of the estimators given in Theorems1–
5. Condition A is necessary for Theorems 1 and 2. For Theorems 3 and 4, both Condition A and Condition B are required.
Conditions A, B and C are all needed for Theorem 5.
Condition A:
(i) (Design). The covariate vector X is continuous. The density function fθ (u) of Uθ = θ τX and its derivatives up to third
order are bounded on R for all θ : |θ − θ0| < δ, where δ > 0 is a constant, E|X |6 <∞ and E{|Y |3/(1− G(Y ))2} <∞.
(ii) (Link function). The conditional mean λθ (u) = E(Y |Uθ = u), and its derivatives with respect to u up to third order are
bounded for all x ∈ X and all θ : |θ − θ0| < δ, where δ > 0.
(iii) (Kernel function). The kernel K is a symmetric density function with finite moments of all orders and bounded
derivative. Its Fourier transformation is absolutely integrable.
(iv) (Bandwidth and trimming parameter). Bandwidth h ∝ n−1/5 and trimming parameter  < 1/20.
(v) (Conditional moments). The conditional moment E{|Y |3/(1− G(Y ))2|Uθ = u} and its derivatives with respect to u up
to second order are bounded for all x ∈ X and all θ ∈ Θn.
(vi) (Limiting matrices). Let KG = KG(Z,∆) = Z∆/(1 − G(Z−)), LG = LG(Z) =
∫∞
0 I[Z ≥ s]/(1 − G(s−)) ds,
ZG = (1+ φ)LG − φKG, G = ZG − λ0(θ τ0 X), U = Uθ0 . Define
ΨrOPG = λ′0(U)W+(U)X, HrOPG = E(ΨrOPG|U)− ΨrOPG,
ΨrMAVE = λ′0(U)X, HrMAVE = E(ΨrMAVE|U)− ΨrMAVE,
QrOPG = E{H⊗2rOPG}, ΩrOPG = E{(HrOPGG)⊗2}, QrMAVE = E{H⊗2rMAVE}, ΩrMAVE = E{(HrMAVEG)⊗2}, where a⊗2 = aaT for a
column vector a. Matrices QrOPG,ΩrOPG, QrMAVE andΩrMAVE are all finite.
Condition B:
(i) G is continuous.
(ii) When τF < τG,
∫ τF
0 (1− G(s))−η/(1−η) dF(s) <∞ for some 2/5 < η < 1/2.
(iii) When τF = τG, for some 0 ≤ ζ < 1, (1− G(t))ζ = O((1− F(t−))) as t → τF .
(iv) Define J(G, s, Z) = [∫ Zs {1− G(t−)}−1 dt]I[s < Z], let H˜(s) = E[H{(1+φ)J(G,s,Z)−φKG}I[s<Z]](1−G(s))(1−F(s−)) , then
Ξ(τF ) =
∫ τF
0
{H˜(s)}⊗2(1− F(s−))dG(s) <∞,
where H = HrOPG or HrMAVE, the corresponding Ω and Ξ(τF ) are ΩrOPG and ΞrOPG(τF ) or ΩrMAVE and ΞrMAVE(τF ),
respectively.
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(v) For every ω > 0, there exists y(ω) < τF such that∫
s∈Rp
∫ τF
y=y(ω)
‖s‖|y|dF(s, y)
(1− G(y))(1− F(y))1/2 < ω,
where F(s, y) = P(H ≤ s, Y ≤ y), both H and s are vectors, H is defined in B(iv).
Condition C:
(i) The Kernel K(·) has bounded third-order continuous derivative on R.
(ii) Let U = θ τ0 X andD be its support, u is an arbitrary interior point inD .
Conditions A(i)–A(iv) are modified from the conditions C1–C4 in Xia [1], other conditions are standard for censored
regression analysis. More specifically, Condition A is used for the case when G is known. Condition A and Condition B
are required for the case when G is unknown and estimated from the K–M estimator. Conditions A(i)–(v) are used to
give an asymptotic representation for the estimators when G is known, Condition A(vi) is for the asymptotic normality
of the estimators. Conditions A(i)–A(v) and B(i)–B(iii) are used to obtain an asymptotic representation for the estimators
when G is unknown and replaced by its K–M estimator Gˆ, while Conditions B(iv)–B(v) are required to get the asymptotic
normality of the estimators in this case. Under Conditions B(i)–B(iii), Chen and Lo [30] and Gu and Lai [31] have shown that
supt≤τF |Gˆ(t) − G(t)| = Op(n−η) and supt≤τF |Gˆ(t) − G(t)| = Op((n/ log log n)−1/2), respectively, in the cases of τF < τG
and τF = τG. Under these conditions, in either case, we have supt≤τF |Gˆ(t) − G(t)| = op(n−2/5). Hence, we see that the
rate of convergence of Gˆ is faster than that of ordinary nonparametric regression estimators, which is Op(n−2/5) when the
optimal bandwidth is selected. Condition C(i) requires that the kernel is smooth enough over the whole line so that the
nonparametric function λ0(u) can be estimated as if the parameter θ were known.
First, we assume that G is given in the iterative algorithms, then we obtain the following results.
Theorem 1 (rOPG, When G is Known). Under Conditions A, the estimator θˆ from the rOPG algorithm satisfies
n1/2(θˆrOPG − θ0) L→ N(0,ΣrOPG,1),
whereΣrOPG,1 = ΩrOPG/[E{λ′0(θ τ0 X)}2]2,ΩrOPG is defined in Condition A(vi), ‘‘ L→’’ denotes convergence in distribution.
Theorem 2 (rMAVE, When G is Known). Under Conditions A, the estimator θˆ from the rMAVE algorithm satisfies
n1/2(θˆrMAVE − θ0) L→ N(0,ΣrMAVE,1),
whereΣrMAVE,1 = Q+rMAVEΩrMAVEQ+rMAVE, QrMAVE andΩrMAVE are defined in Condition A(vi).
When the censoring distribution G is unknown, we replace G by the Kaplan–Meier estimator Gˆ in all terms associated
with G in Theorems 1 and 2. The effect of replacing G by Gˆ is that it produces extra terms in the asymptotic representation
of the estimators. These are studied in the Appendix and the results are stated as follows.
Theorem 3 (rOPG, When G is Unknown). Under Conditions A and B, we have
n1/2(θˆrOPG − θ0) L→ N(0,ΣrOPG,2),
whereΣrOPG,2 = (ΩrOPG − ΞrOPG(τF ))/[E{λ′0(θ τ0 X)}2]2,ΞrOPG(τF ) is defined in Condition B(iv).
Theorem 4 (rMAVE, when G is Unknown). Under Conditions A and B, we have
n1/2(θˆrMAVE − θ0) L→ N(0,ΣrMAVE,2),
whereΣrMAVE,2 = Q+rMAVE(ΩrMAVE − ΞrMAVE(τF ))Q+rMAVE,ΞrMAVE(τF ) is defined in Condition B(iv).
Remark 1: Comparing Theorem 1with Theorem 3 and Theorem 2with Theorem 4, respectively, we find that the estimators
with an estimated G are even doing better than the estimators with a known G in the sense that the estimators
have smaller asymptotic variances. This phenomenon was also observed by Zhou [14] and Srinivasan and
Zhou [15] in linear regression models under censoring.
Remark 2: The estimators θˆrOPG and θˆrMAVE appearing in Theorems 3 and 4 are not semiparametrically efficient. It is
challenging to find estimators achieving semiparametric efficient with censored data. A sound approach is to use
a pseudo-likelihood as [32] formed under the same model with uncensored data. Further research is desirable
toward that direction. However, in our cases, when there is no censoring, i.e., 1 − G(·) ≡ 1, then ΞrOPG(τF ) =
ΞrMAVE(τF ) = 0, the asymptotic variances become ΩrOPG/[E{λ′(θ τ0 X)}2]2 in rOPG and Q+rMAVEΩrMAVEQ+rMAVE in
rMAVE, respectively, where ΩrOPG = E{(HrOPG σ(X)ε)⊗2} and ΩrMAVE = E{(HrMAVE σ(X)ε)⊗2}. These are the
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results obtained by Xia [1] with uncensored data. Further, if the conditional distribution of Y given X belongs to
a canonical exponential family, then ΣrMAVE,2 is the information lower bound in the semiparametric sense and
θˆrMAVE is a semiparametrically efficient estimator.
Remark 3: The limiting variance and standard error of the estimator for either θˆrOPG or θˆrMAVE involveQ ,Ξ(τF ) andΩ . These
quantities can be consistently estimated by their corresponding empirical versions as follows.
Qˆn = 1n
n∑
i=1
{Ψˆi − Eˆ(Ψ |Ui)}⊗2,
Ωˆn = 1n
n∑
i=1
[{Ψˆi − Eˆ(Ψ |Ui)}{ZiGˆ − λˆ(Uˆi)}]⊗2,
Hˆn(s) =
n−1
n∑
i=1
[{Ψˆi − Eˆ(Ψ |Ui)}{(1+ φ)J(Gˆ, s, Zi)− φKiGˆ(Zi,∆i)}I[s < Zi]]
(1− Gˆ(s))(1− Fˆ(s−)) ,
Ξˆn(τF ) = 1n
n∑
i=1
(1−∆i){Hˆn(Zi)}⊗2,
where Uˆi = θˆ τXi, 1 − Fˆ(s−) = n−1∑ni=1 I[Zi ≥ s]/(1 − Gˆ(s)), Ψˆi = λˆ′(Uˆi)Wˆ+(Uˆi)}Xi or λˆ′(Uˆi)Xi, depending
on using the method of rOPG or rMAVE, Wˆ (u) = Eˆ(XX τ |U = u) − µˆθ0(u)µˆτθ0(u), µˆθ0(u) = Eˆ(X |U = u),
Eˆ(Ψ |Ui) = ∑nj=1 ΨˆjK((Uˆj − Uˆi)/h)/∑nj=1 K((Uˆj − Uˆi)/h) for some kernel function K(·) and bandwidth h, λˆ(u)
is defined in Theorem 5.
An estimation procedure for the nonparametric component is suggested in the final step of the iterative algorithms given
in Section 2. Using the results given by Fan and Gijbels [18] for univariate censored nonparametric regression, under some
regularity conditions, we can obtain a consistent estimator λˆ(u; θˆ ) 4= λˆ(u; h, θˆ ) of λ0. Moreover, in some cases, we have
shown that the estimator is asymptotically normal.
Theorem 5. Under Conditions A, B and C, conditioned on the covariates {U1, . . . ,Un}, we have
√
nh(λˆ(u; θˆ )− λ0(u)− λ′′0(u)µ2h2/2) L→ N(0, dKσ ∗2(u)), (5)
where σ ∗(u) = var{ZG|U = u}, µ2 =
∫ +∞
−∞ v
2K(v) dv and dK =
∫ +∞
−∞ K
2(v) dv.
When θ0 is known, we can easily prove the asymptotic normality of λˆ(u; θ0) using the results in Fan and Gijbels [18] for
univariate censored nonparametric regression. Therefore, to prove Theorem 5, it suffices to show that λˆ(u; θˆ )− λˆ(u; θ0) =
Op(n−1/2). This is implied by the root-n consistency of θˆ and the assumptions for the bandwidth h and the kernel function
K(·). Note that in this estimation, we can take an optimal bandwidth h = O(n−1/5) to estimate λ0(·), so that the rate of
convergence of λˆ(u; θˆ ) is Op(n−2/5). An alternative estimator of the link function λ0 can be obtained using themethod given
by Van Keilegom and Akristas [19].
The above methods work for model (1) when the error is either homoscedastic (σ 2 does not depend on x) or
heteroscedastic (σ 2 depends on x). However, a tedious calculation shows that
var(ZiG|Xi = x) = σ 2(x)+
∫ +∞
0
[
2
∫ y
0
∫ v
0
G(s)
G¯(s)
dsdv +
∫ y
0
{
2(y− v)D(v)
G¯(v)
− D2(v)
}
dG¯(v)
]
dF(y|x), (6)
where G¯ = 1 − G and D(v) = φv/G¯(v), F(y|x) is the conditional distribution of Y given X . It is seen that var(ZiG|Xi = x)
depends on x through F(y|x) due to the second term, regardless of the homoscedasticity of the original model or a constant
σ 2(x). This quantity was first obtained by Fan and Gijbels [18] for censored nonparametric regression and used to measure
the variability of the transformation, where G was assumed to depend on x. It indicates that even if the original model is
homoscedastic (i.e., σ 2(x) is a constant), after data transformation, it becomes heteroscedastic. Hence, we can use weighted
estimation methods to improve efficiency when var(ZiG|Xi = x) can be easily estimated. For a class of models, we assume
σ 2(X) = σ 2(θ τ0 X) inmodel (1). This class of model includesmanymodels as its special cases where the conditional variance
function is a function of the conditional mean. Let σ 2G (x) = var(ZiG|Xi = x), then, the problem is equivalent to considering
the following heteroscedastic single-index model,
ZiG = λ0(θ τ0 Xi)+ iG, (7)
where var(iG|Xi = x) = σ 2G (x). Under the assumption that σ 2(x) = σ 2(θ τ0 x) or σ 2 is a constant, we know that
F(y|x) = F(y|θ τ0 x). Hence, from (6), we see that σ 2G (x) = σ 2G (θ τ0 x). For model (7), we can consider weighted versions of
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the proposed estimation methods following the idea of the weighted least squares principle. In calculation, we just need to
modify the algorithms by replacing ρˆθj = ρn(fˆθ (θ τXj))with ρˆθj = ρn(fˆθ (θ τXj))/σˆ 2G (θ τXj), where
σˆ 2G (θ
τXj) =
n∑
i=1
Kh(θ τXij){(ZiGˆ − aθi )}2
/ n∑
i=1
Kh(θ τXij).
Assuming that themarginal density fθ (u) of Uθ = θ τX has a compact support onR for all θ : |θ−θ0| < δ for some constant
δ > 0, and σ 2(u) is bounded away from 0 and has bounded third derivatives, Theorems 3 and 4 still hold with
ΣrOPG,2 = {ΩrOPG − ΞrOPG(τF )}/[E{{λ′0(θ τ0 X)}2σ−2(θ τ0 X)}]2
and
ΣrMAVE,2 = Q+rMAVE{ΩrMAVE − ΞrMAVE(τF )}Q+rMAVE,
whereΩrOPG,ΩrMAVE, QrMAVE,ΞrOPG(τF ), andΞrMAVE(τF ) are defined in Conditions A(vi) and B(iv) with
ΨrOPG = λ′0(U)W+(U)Xσ−2(θ τ0 X)
and
ΨrMAVE = λ′0(U)Xσ−2(θ τ0 X).
4. Monte Carlo simulations
We conduct some Monte Carlo simulations to assess and compare the finite sample performance of rOPG and rMAVE
with censored data. All of the computation is carried out in R. SomeMonte Carlo experiments suggest that reasonable small
sample performance is obtainedwhen setting the bandwidth h = m× (1+ cr%)× sd(θˆ τX)×n−1/5, wherem is a bandwidth
tuning parameter in the range of 0.5 to 1, sd(θˆ τX) is the standard deviation of the working predictor θˆ τX , cr is the censoring
rate in percentage. For p = the dimension ofX , the initial values (1, 1, . . . , 1)/√p are used in the calculations. Themaximum
number of iterations is set at 50 and the convergence criterion is set at 10−4. Usually, the algorithms converge after 10 to 20
iterations. About 95% of the simulation runs hadmore than 50 iterations, these runs were excluded from the computation of
summary statistics. Following Xia [1], we use the Gaussian kernel function and the trimming function (3) with  = 1/10 and
c0 = 0.01. The estimation errors aremeasured by the bias (Bias) andmean squared error (MSE). We consider two examples.
Example 1. We consider a censored ‘‘sine-bump’’ model,
Yi = 3+ sin
{
pi(θ T0 Xi − A)
B− A
}
+ εi, (8)
where Xi are trivariate (p = 3) independently generated from normal distribution N(0, 1), εi are independent N(0, σ 2),
σ = 0.1 or 0.5 for two different noise levels, A = √3/2 − 1.645/√12 and B = √3/2 + 1.645/√12 are constants, the
parameter vector is θ0 = (1, 1, 1)τ/
√
3 ≈ (0.577, 0.577, 0.577)τ . The censoring variable C follows N(µ, 1) with µ = 5.0,
4.0 and 3.5 for three different censoring rates. The constant value 3 added to the sine function in the model ensures to
generate positive values of Yi with probability almost equal to 1. Two different sample sizes n = 100 and 200 are used.
Simulations are based on 1000 replications with the bandwidth tuning parameter m = 0.5. The results are summarized in
Table 1.
Example 2. We consider a censored ‘‘Exponential’’ model with many covariates (p = 10), which is modified from a design
used in Xia [1]:
Y = 1+ (θ τ0 X)2 exp(θ τ0 X)+ ε, (9)
where X = (x1, . . . , xp)τ , θ0 = (1, 2, 0, . . . , 0)τ/
√
5 = (0.447, 0.894, 0, . . . , 0)τ , x1, . . . , xp, ε are independent, (x2 +
1)/2 ∼ Beta(1, 1) and P(xk = ±0.5) = 0.5, k = 1, 3, 4, . . . , p, and ε ∼ N(0, σ 2) with σ = 0.1 or 0.5 for two different
noise levels. In this design, all the components are discrete except for the second component x2. The censoring variable C
follows N(µ, 1)withµ = 2.4 and 1.5 for two different censoring rates. Simulations are based on 1000 replications with the
bandwidth tuning parameterm = 1. The results for n = 200 are reported in Table 2.
In these two examples, we have used a fixed initial value in the calculations.We tried different initial values, for example,
we first generated randomvalues froma standard normal distribution, then normalized them so that the initial values satisfy
the conditions stated in (1), we found that the results were very similar. It indicates that an arbitrary initial value should
work well in practice.
In summary, we have the following observations for Tables 1 and 2. In both the examples, the results are satisfactory in
general. rMAVE has better performance than rOPG, especially, when the censoring rate is large and the sample size is small,
the former hasmuch smaller estimation error than the latter. However, rOPG converged faster than rMAVE and required less
computation time in all the algorithms. In all cases, when other population parameters are fixed, estimation error decreases
with sample size and increases with censoring rate or noise level.
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Table 1
Example 1: Sine-bumpmodel. Summary statistics of simulation studies for comparison of rOPG and rMAVE under different censoring rates. n: sample size;
cr: censoring rate; θ0 = (1, 1, 1)τ /
√
3 = (0.577, 0.577, 0.577)τ : true parameter vector; Bias: bias of the estimates; MSE: mean squared error. Results are
based on 1000 replicates.
n cr(%) θ0 σ = 0.1 σ = 0.5
rOPG rMAVE rOPG rMAVE
Bias MSE Bias MSE Bias MSE Bias MSE
(×100) (×100) (×100) (×100)
100 10–12 θ1 −0.002 0.116 −0.002 0.107 −0.033 3.247 −0.012 0.914
θ2 −0.002 0.116 −0.001 0.100 −0.068 6.964 −0.010 1.079
θ3 0.001 0.109 0.001 0.093 −0.044 6.465 −0.004 1.015
37–38 θ1 −0.008 0.781 −0.008 0.656 −0.033 4.036 −0.018 1.934
θ2 −0.029 3.134 −0.006 0.612 −0.112 11.746 −0.020 2.094
θ3 −0.018 2.413 −0.002 0.623 −0.114 14.224 −0.016 2.202
55 θ1 −0.032 2.844 −0.016 1.747 −0.051 5.761 −0.027 3.011
θ2 −0.089 10.302 −0.012 1.934 −0.199 22.387 −0.053 5.360
θ3 −0.096 11.855 −0.019 1.870 −0.200 23.767 −0.032 4.549
200 10–12 θ1 −0.001 0.049 0.000 0.045 −0.013 1.343 −0.003 0.425
θ2 0.000 0.045 −0.001 0.041 −0.009 1.534 −0.003 0.418
θ3 0.000 0.041 −0.001 0.041 −0.015 1.334 −0.005 0.384
37–38 θ1 −0.001 0.211 −0.001 0.263 −0.012 1.587 −0.007 0.876
θ2 −0.002 0.216 −0.003 0.248 −0.022 2.860 −0.006 0.766
θ3 −0.002 0.210 −0.003 0.255 −0.029 2.811 −0.008 0.786
55 θ1 −0.009 0.787 −0.005 0.779 −0.019 2.530 −0.015 1.437
θ2 −0.024 2.862 −0.006 0.737 −0.069 8.184 −0.007 1.391
θ3 −0.024 2.798 −0.008 0.743 −0.084 9.140 −0.015 1.352
Table 2
Example 2: Exponential model. Summary statistics of simulation studies for comparison of rOPG and rMAVE under different censoring rates. n: sample
size; cr: censoring rate; θ0 = (1, 2, 0, . . . , 0)τ /
√
5 = (0.447, 0.894, 0, . . . , 0)τ : true parameter vector; Bias: bias of the estimates; MSE: mean squared
error. Results are based on 1000 replicates.
n cr(%) θ0 σ = 0.1 σ = 0.5
rOPG rMAVE rOPG rMAVE
Bias MSE Bias MSE Bias MSE Bias MSE
200 19–21 θ1 −0.018 0.598 −0.004 0.291 −0.018 0.854 −0.001 0.590
θ2 −0.047 0.821 −0.035 0.323 −0.066 1.563 −0.050 0.589
θ3 −0.005 1.076 −0.006 0.773 0.002 1.344 0.001 0.969
θ4 0.001 1.069 0.000 0.715 0.001 1.283 0.001 0.935
θ5 0.004 1.064 0.003 0.757 0.002 1.307 0.002 0.958
θ6 −0.003 1.083 −0.004 0.726 −0.002 1.353 −0.005 0.961
θ7 −0.004 1.081 −0.004 0.738 0.000 1.433 −0.002 0.956
θ8 0.000 1.164 −0.002 0.778 0.001 1.372 0.001 1.039
θ9 0.008 1.015 0.005 0.755 0.006 1.420 0.007 1.019
θ10 0.005 1.081 0.004 0.767 0.005 1.454 0.005 0.986
200 44–45 θ1 −0.028 1.394 −0.014 1.173 −0.042 1.844 −0.020 1.606
θ2 −0.153 4.634 −0.121 2.878 −0.178 7.166 −0.144 4.485
θ3 0.001 2.998 −0.002 2.263 0.005 3.312 0.003 2.647
θ4 −0.002 2.782 0.000 2.203 −0.005 3.228 −0.005 2.632
θ5 0.007 2.996 0.007 2.266 0.009 3.332 0.007 2.693
θ6 −0.009 3.211 −0.006 2.545 −0.006 3.404 −0.009 2.620
θ7 −0.004 2.901 −0.002 2.280 −0.007 3.172 0.000 2.562
θ8 −0.004 3.078 −0.005 2.421 −0.006 3.665 −0.001 3.070
θ9 0.005 2.793 0.007 2.339 0.002 3.229 0.000 2.607
θ10 0.013 3.114 0.012 2.454 0.012 3.337 0.015 2.649
5. Conclusions
Two estimators of the single-index model for complete data are adopted to model censored data semiparametrically,
when the standard survival models such as the AFT model are unable to capture the flexible covariate effects and handle
heteroscedastic errors. Given the synthetic data transformed from the censored data, the new estimators enjoy all the
features of the original algorithms developed for the complete data case. The newmethods provide a technique of dimension
reduction for survival regression analysis without using higher-order kernel for smoothing and intractable simultaneous
minimization for estimation. Their large sample properties are theoretically justified by the asymptotic distributions. Their
satisfactory finite sample performance is demonstrated in simulation studies. Therefore, the new estimators are promising
and important in applications of censored data analysis where the standard methods are not appropriate to use.
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Appendix. Proofs
For the proofs of Theorems 1 and 2, since G is known, note that, under Condition A, for all 1 ≤ κ ≤ 3, E{LiG}κ ≤ E{KiG}κ =
E{|Y |κ/(1− G(Y ))(κ−1)} <∞, we simply repeat the proofs of Xia [1] by substituting ZG and εG for Y and ε, respectively, all
the representations will hold with the remaining terms to be O(·) or o(·). The details are omitted.
For the proofs of Theorems 3 and 4, where G is unknown and is estimated by the Kaplan–Meier estimator Gˆ, we need to
consider the extra variation introduced in estimatingG. Let εGˆ = ZGˆ−λ0(U), then ZGˆ = (ZGˆ−ZG)+ZG = (εGˆ−εG)+εG+λ0(U),
compared with the case of using the known G in the estimators, we need to deal with the differences ZGˆ − ZG or εGˆ − εG,
which will be treated using techniques of counting processes. But the remaining terms in all the representations will be
Op(·) or op(·). We will provide the detailed proofs of Theorems 3 and 4, which closely follow the proofs in Xia [1]. At first,
we give several lemmas.
Lemma A.1 (Basic Results for Kernel Smoothers). Suppose E(Y˜ |θ τX = θ τ x) = m(θ τ x) and its derivatives up to second order
are bounded for all θ ∈ Θn and that E|Y˜ |r exists for some r > 3. Let (Xi, Y˜i), i = 1, . . . , n, be an independent and identically
distributed (i.i.d) sample from (X, Y˜ ) and Xix = Xi − x. If Condition A holds, then
n−1
n∑
i=1
Kh(θ τXix)(θ τXix/h)dY˜i = fθ (θ τ x)m(θ τ x)µd + {fθ (θ τ x)m(θ τ x)}′µd+1h+ O(τn),
where µd =
∫
K(v)vd dv, d = 0, 1, . . . .
Lemma A.2 (Kernel Smoothers in rOPG). Let
Sθn = n−1
n∑
i=1
Kh(θ τXix)
(
1
Xix
)(
1
Xix
)τ
and (
aθx
bθx
)
= {nSθn (x)}−1
n∑
i=1
Kh(θ τXix)
(
1
Xix
)
ZiGˆ.
Under Conditions A and B, we have
bθx = θ0λ′0(θ τ0 x)+ {nfθ (θ τ x)w¯θ (uθ )}+
n∑
i=1
Kh(θ τXix){Xi − µθ (uθ )}εiGˆ + Op{(hτn + hδθ + δ2θ )n}(1+ |x |4),
where w¯(uθ ) = wθ (uθ )− µθ (uθ )µτθ (uθ ).
Lemma A.3 (Kernel Smoothers in rMAVE). Let
Σθn (x) = n−1
n∑
i=1
Kh(θ τXix)
(
1
θ τXix/h
)(
1
θ τXix/h
)τ
and (
aθx
dθxh
)
= {nΣθn (x)}−1
n∑
i=1
Kh(θ τXix)
(
1
θ τXix/h
)
ZiGˆ.
Under Conditions A and B, we have
aθx = λ0(θ τ0 )+ λ′0(θ τ0 x)ντθ (x)(θ0 − θ)+
1
2
λ′′0(θ
τ
0 x)h
2 + En,1(x)+ Op{(hτn + δ2θ )n}(1+ |x|4),
dθxh = λ′0(θ τ0 )h+ En,2(x)+ Op{(hτn + δ2θ )n}(1+ |x|4),
where
En,1(x) = {nfθ (θ τ x)}−1
n∑
i=1
Kh(θ τXix)εiGˆ,
En,2(x) = {nhfθ (θ τ x)}−1
n∑
i=1
Kh(θ τXix)θ τXixεiGˆ.
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Lemma A.4 (Denominator in rMAVE). Under Condition A, we have{
n−1
n∑
i,j=1
Kh(θ τXij)ρˆθj (d
θ
j )
2XijX τij /fˆθ (θ
τXj)
}−1
= θ0θ τ0 E{λ′0(θ τ0 X)}2h−2
− 1
2
θ0BτW+l0 −
1
2
W+l0 Bθ
τ
0 +
1
2
W+l0 + O{τnhn + (δθ )/h2},
where Wl0 = E{λ′0(θ τ0 X)2νθ0(X)ντθ0(X)} and B = E{(fθ0(θ τ0 X)νθ0(X))′/fθ0(θ τ0 X)}.
Lemma A.5 (Numerator in rMAVE). Under Conditions A and B, if θ ∈ Θn, we have
n−2
n∑
i,j=1
ρˆθj Kh(θ
τXij)(ZiGˆ − aθj − dθj θ τ0 Xij)/fˆθ (θ τXj) = Wl0(θ − θ0)+ n−1
n∑
i=1
λ′0(θ
τ
0 Xi)νθ0(Xi)εiGˆ + op(n−1/2).
The following are the two supplementary lemmas given by Xia [1], used for the proofs of the preceding lemmas.
Lemma A.6. Suppose mn(χ,Φ), n = 1, n, . . . , are measurable functions of Φ with index χ ∈ Rd, where d is any integer
number, such that (i) |mn(χ,Φ)| ≤ anΨ (Φ) with E(Ψ (Φ)r) < ∞ for some r > 2 and an increases with n such that
an < c0n1−2/r ; (ii) E(mn(χ,Φ))2 ≤ anm20(χ) with |m0(χ) − m0(χ ′)| ≤ c|χ − χ ′|α1 , where α1 > 0 and c > 0 are two
constants (without loss of generality, we assume m0(χ) ≥ 1); and (iii) |mn(χ,Φ) − mn(χ ′,Φ)| ≤ |χ − χ ′|α1nα2Υ (Φ) with
some α2 > 0 and EΥ 2(Φ) exists. Suppose {Φi, i = 1, . . . , n} is a random sample fromΦ . Then, for any positive α0, we have
sup
|χ |≤nα0
|{m0(χ)}−1n−1
n∑
i=1
{mn(χ,Φi)− Emn(χ,Φi)}| = O{(an log n/n)1/2}.
Lemma A.7. Suppose ψ(θ) and ξ(θ) are two measurable functions of (X, ZG) such that supθ,ϑ∈Θ |ψ(θ)− ψ(ϑ)| < |θ − ϑ |ξ˜
a.s., supθ,ϑ∈Θ |ξ(θ) − ξ(ϑ)| < |θ − ϑ |ξ˜ a.s. with Eξ˜ r < c for some r > 2 and c > 0, and E{ξ(θ)|θ τX} = 0 for all
θ ∈ Θ def= {θ : θ τ θ = 1}. Suppose (Xi, ZiG), ψi(θ), and ξi(θ), i = 1, . . . , n are random copies of (X, ZG), ψ(θ), and ξ(θ),
respectively. If Condition A holds, then
sup
θ∈Θ
∣∣∣∣∣ 1n2
n∑
i=1
n∑
j=1
{Kh(θ τXij)ψj(θ)− EjKh(θ τXij)ψj(θ)}ξi(θ)
∣∣∣∣∣ = O(δ2n).
The following two lemmas provide some useful results for the use of the K–M estimator Gˆ.
Lemma A.8. For each i ∈ {1, . . . , n}, we have
|εiGˆ − εiG| ≤ sup
t≤τF
|Gˆ(t)− G(t)|
1+ sup
t≤max
i
{Zi}
|Gˆ(t)− G(t)
|1− Gˆ(t)|
[|1+ φ| ∣∣∣∣ Zi{1− G(Zi)}2
∣∣∣∣+ |φ| ∣∣∣∣ ∆Zi{1− G(Zi)}2
∣∣∣∣] .
Lemma A.9. Under Condition B, we have
sup
t≤τF
|Gˆ(t)− G(t)| = Op(n−η)
and
sup
t≤max
i
{Zi}
|Gˆ(t)− G(t)
|1− Gˆ(t)| = Op(1).
The first equality in Lemma A.9 is due to Gu and Lai [31] and Chen and Lo [30] under the conditions τF = τG and τF < τG,
respectively. The second equality is due to Srinivasan and Zhou [15].
A.1. Proofs of the lemmas
Lemmas A.1 and A.4 are taken from Xia [1], see his proofs for these two lemmas. For the proofs of Lemmas A.2, A.3 and
A.5, we modify the proofs of the relevant lemmas in Xia [1] and verify that his proofs still hold when we replace Yi and εi in
his proofs with ZiGˆ and εiGˆ, and O(·) (or o(·)) with Op(·) (or op(·)), respectively.
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Proof of Lemma A.2. By (12) in Xia [1], if fθ (θ τ x) > n− , then
{Sθn (x)}−1 = f −1θ (θ τ x)
(
c(x) γ τθ (x)
γ τθ (x) w¯(x)
+
)
+ O(τnn)(1+ |x|2), (10)
where c(x) = {1−ντθ (x)w˜θ (x)+νθ (x)}−1, w˜θ (x) = wθ (uθ )− xµτθ (uθ )−µτθ (uθ )xτ + xxτ , and γθ (x) = −w¯θ (uθ )+νθ (x). Using
the arguments in the proof of Xia’s Lemma 6.2, it suffices to show an analogue of his Eq. (17) for the noise term, i.e.
{nSθn (x)}−1
n∑
i=1
Kh(θ τXix)
(
1
Xix
)
εiGˆ
= {nfθ (θ τ x)}−1
n∑
i=1
Kh(θ τXix)
(
c(x)+ γ τθ (x)Xix
w¯θ (uθ )+{Xi − µθ (x)}
)
εiGˆ + Op(τnδnn)(1+ |x|2). (11)
By (10), we have
{nSθn (x)}−1
n∑
i=1
Kh(θ τXix)
(
1
Xix
)
εiGˆ
= {nfθ (θ τ x)}−1
n∑
i=1
Kh(θ τXix)
(
c(x)+ γ τθ (x)Xix
w¯θ (uθ )+{Xi − µθ (x)}
)
εiGˆ
+{O(τnn)(1+ |x|2)}
{
n−1
n∑
i=1
Kh(θ τXix)
(
1
Xix
)
εiGˆ
}
. (12)
Note that
n−1
n∑
i=1
Kh(θ τXix)
(
1
Xix
)
εiGˆ = n−1
n∑
i=1
Kh(θ τXix)
(
1
Xix
)
εiG + n−1
n∑
i=1
Kh(θ τXix)
(
1
Xix
)
(εiGˆ − εiG). (13)
By Lemma A.6, taking hn = a−1n , we have
n−1
n∑
i=1
Kh(θ τXix)
(
1
Xix
)
εiG = Op(δn). (14)
By Lemmas A.8 and A.9, we obtain
n−1
n∑
i=1
Kh(θ τXix)
(
1
Xix
)
(εiGˆ − εiG) = Op(n−η). (15)
Since n−η = o(δn)when η > 2/5 and h ∝ n−1/5, combining (13)–(15), we complete the proof of Lemma A.2. 
Proof of Lemma A.3. Using the arguments in the proof of Lemma 6.3 in Xia [1], it suffices to show that for the noise term,
{nΣθn (x)}−1
n∑
i=1
Kh(θ τXix)
(
0
θ τXix/h
)
iGˆ = {nfθ (θ τ x)}−1
n∑
i=1
Kh(θ τXix)
(
0
θ τXix/h
)
iGˆ + Op(τnδnn), (16)
which follows from Lemmas A.6–A.9 and the following asymptotic result when fθ (θ τ x) > n− ,
{Σθn (x)}−1 = f −1θ (θ τ x)
{
I − f −1θ (θ τ x)
(
0 f ′θ (θ
τ x)h
f ′θ (θ
τ x)h 0
)}
+ O(τnn) (17)
and
ZiGˆ = λ0(θ τ0 x)+ λ′0(θ τ0 x)θ τXix +
1
2
λ′′0(θ
τ
0 x)(θ
τXix)2 + λ′0(θ τ0 x)(θ0 − θ)τXix + εiGˆ +∆n(x, Xi, θ), (18)
where∆n(x, Xi, θ) = O(|θ τ0 Xix|3 + |θ τXix| · |Xix|δθ + |θ τXix| · |Xix|δθ ). 
Proof of Lemma A.5. LetN θn be the left-hand side in Lemma A.5. Using the arguments in the proof of Lemma 6.5 in Xia [1],
we have
N θn = Σ0n(θ − θ0)+ Nn + Rn + op(n−1/2), (19)
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where
Nn = n−2
n∑
i,j=1
ρθj fˆ
−1
θ (θ
τXj)Kh(θ τXij)XijεiGˆ,
Σ0n = n−2
n∑
i,j=1
ρθj fˆ
−1
θ (θ
τXj)Kh(θ τXij)Xijντθ (Xj)λ
′
0(θ
τ
0 Xj)
= Wl0 + O{(τn + δθ )/h}, (20)
and
Rn = n−2
n∑
i,j=1
ρθj fˆ
−1
θ (θ
τXj)Kh(θ τXij)Xij{En,1(Xj)+ En,2(Xj)θ τ0 Xij/h}
= op(n−1/2). (21)
Note that En,1(x) = Op(δnn) and En,2(x) = Op(δnn), where En,q(x), q = 1, 2, are defined in Lemma A.3. Let Dij =
ρn(fθ (θ τXj))λ′0(θ
τ
0 Xj)f
−1
θ (θ
τXj)Kh(θ τXij)Xij, define Ej(Dij) = E{Dij|Xi}.We obtain E{Ej(Dij)−λ′0(θ τ0 Xi)νθ (Xi)}2 = O{(h2+δθ )2}.
Then by Lemmas A.6–A.9, we have
Nn = n−2
n∑
i=1
n∑
j=1
{Dij − Ej(Dij)}εiGˆ + n−1
n∑
i=1
Ej(Dij)εiGˆ + op(n−1/2)
= n−1
n∑
i=1
λ′0(θ
τ
0 Xi)νθ (Xi)εiGˆ + op(n−1/2). (22)
Therefore, Lemma A.5 follows from (19)–(22). 
Proof of Lemma A.8. It follows from the inequalities,
|LiGˆ − LiG| =
∣∣∣∣∫ Zi
0
{
1
1− Gˆ(t−) −
1
1− G(t−)
}
dt
∣∣∣∣
≤ sup
t≤τF
|Gˆ(t)− G(t)|
1+ sup
t≤max
i
{Zi}
|Gˆ(t)− G(t)
|1− Gˆ(t)|
 ∣∣∣∣ Zi{1− G(Zi)}2
∣∣∣∣ ,
|KiGˆ − KiG| =
∣∣∣∣∣ KiG1− G(Zi)
[
{G(Zi)− Gˆ(Zi)} + {Gˆ(Zi)− G(Zi)}
2
1− Gˆ(Zi)
]∣∣∣∣∣
≤
1+ sup
t≤max
i
{Zi}
|Gˆ(t)− G(t)|
|1− Gˆ(t)|
 ∣∣∣∣∣ Gˆ(Zi)− G(Zi)1− G(Zi)
∣∣∣∣∣ |KiG|
≤ sup
t≤τF
|Gˆ(t)− G(t)|
1+ sup
t≤max
i
{Zi}
|Gˆ(t)− G(t)
|1− Gˆ(t)|
 ∣∣∣∣ ∆Zi{1− G(Zi)}2
∣∣∣∣ ,
and
|εiGˆ − εiG| = |(1+ φ)(LiGˆ − LiG)− φ(KiGˆ − KiG)|
≤ |1+ φ||LiGˆ − LiG| + |φ||KiGˆ − KiG|. 
A.2. Proofs of Theorems 3 and 4
Proof of Theorem 3. Using the arguments in the proof of Theorem 4.1 in Xia [1], we can show that
n−1 =
n∑
j=1
ρˆθj b
θ
j (b
θ
j )
τ = n−1
n∑
j=1
{1+ O(τn + δθ )}λ′0(θ τ0 Xj)2|θ0 + M˜n|2θ˜ θ˜ τ + op(n−1/2),
where θ˜ = (θ0 + M˜n)/|θ0 + M˜n| and
M˜n = {Eλ0(θ τ0 X)2}−1n−1
n∑
i=1
λ′0(θ
τ
0 Xi)W
+(Ui)νθ0(Xi)εiGˆ + op(n−1/2).
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Denote the p × p identity matrix by Ip. Recall that µθ0(u) = E(X |U = u) and W (u) = E(XX τ |U = u) − µθ0(u)µτθ0(u).
We obtain θ τ0µθ0(u) = u, which implies θ τ0W (u) = uE(X τ |U = u) − uµτθ0(u) = 0. Noticing that θ+0 = θ τ0 , we have
θ τ0W
+(u) = {W (u)θ0}+ = {(θ τ0W (u))τ }+ = 0+ = 0. It follows that θ τ0 M˜n = op(n−1/2) and |θ0 + M˜n|2 = 1 + op(n−1/2),
applying the delta method to the function g(θ) = θ/|θ |, we have
θ˜ = θ0 + (Ip − θ0θ τ0 )M˜n + op(n−1/2) = θ0 + M˜n + op(n−1/2).
The estimator θ (k+1) in the next iteration is the eigenvector of n−1
∑n
j=1 ρˆ
θ
j b
θ
i (b
θ
i )
τ . By Lemma 3.1 in Bai et al. [33], we have
θ (k+1) − θ˜ = op(n−1/2), i.e.,
θ (k+1) = θ0 + M˜n + op(n−1/2). (23)
Therefore, in order to prove Theorem 3, it suffices to show the central limit theorem for M˜n. We will use martingale
techniques to prove that.
Let Hi = λ′0(θ τ0 Xi)W+(Ui)νθ0(Xi) = E{ΨrOPG,i|Ui} − ΨrOPG,i and suppose its elements are Hi,l = Hi,l(Xi,Ui), for
ΨrOPG,i = λ′0(Ui)W+(Ui)Xi, Ui = θ τ0 Xi and l = 1, 2, . . . , p, we consider
n−1/2
n∑
i=1
Hi,liGˆ, l = 1, 2, . . . , p. (24)
Let
ΛG(t) =
∫ t
0
1
1− G(s−) dG(s),
Ni(t) = I[Zi ≤ t, δi = 0], Yi(t) = I[Zi ≥ t],
Mi(t) = Ni(t)−
∫ t
0
I[Zi ≥ s] dΛi(s), Λi(s) = ΛG(s),
Yn(t) =
n∑
i=1
Yi(t), Y¯n(t) = 1nYn(t).
For 0 ≤ z ≤ Z(n) = maxi{Zi}, by the fact (see Gill [34], Lemma 2.4),
Gˆ(z−)− G(z−)
1− G(z−) =
∫
s<z
1− Gˆ(s−)
1− G(s)
n∑
j=1
dMj(s)
Yn(s)
= 1
n
∫
s<z
1− Gˆ(s−)
1− G(s)
n∑
j=1
dMj(s)
Y¯n(s)
,
we obtain
KiGˆ − KiG =
Zi∆i
1− Gˆ(Zi−)
Gˆ(Zi−)− G(Zi−)
1− G(Zi−)
= n−1
n∑
k=1
[∫ ∞
0
KiGˆI[s < Zi]
1− Gˆ(s−)
1− G(s)
1
Y¯n(s)
dMk(s)
]
,
∫ Zi
0
{
1
1− Gˆ(t−) −
1
1− G(t−)
}
dt =
∫ Zi
0
{
1
1− Gˆ(t−)
Gˆ(t−)− G(t−)
1− G(t−)
}
dt
= n−1
n∑
k=1
[∫ ∞
0
(∫ Zi
s
1
1− Gˆ(t−) dt
)
I[s < Zi]1− Gˆ(s−)1− G(s)
1
Y¯n(s)
dMk(s)
]
.
Noticing J(Gˆ, s, Zi) = [
∫ Zi
s 1/{1− Gˆ(t−)} dt]I[s < Zi], we decompose iGˆ in (24) so that we get
Hi,liGˆ = Hi,liG + Hi,l(iGˆ − iG)
= Hi,liG + Hi,l(ZiGˆ − ZiG)
= Hi,liG + n−1
n∑
k=1
[∫ ∞
0
Hi,l{(1+ φ)J(Gˆ, s, Zi)− φKiGˆ}I[s < Zi]
1− Gˆ(s−)
1− G(s)
1
Y¯n(s)
dMk(s)
]
.
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Fix v < τF , let
M l1n = n−1/2
n∑
i=1
Hi,liG
and
Mˆ l2n(v) = n−1/2
n∑
k=1
[∫ v
0
{
n−1
n∑
i=1
Hi,l{(1+ φ)J(Gˆ, s, Zi)− φKiGˆ}I[s < Zi]
}
1− Gˆ(s−)
1− G(s)
1
Y¯n(s)
dMk(s)
]
.
Under Conditions B(i)–(iv), the integrand in Mˆ l2n(v) uniformly converges to H˜l(s) on s ∈ [0, v], where
H˜l(s) = E[H1,l{(1+ φ)J(G, s, Z1)− φK1G}I[s < Z1]]
(1− G(s))(1− F(s−)) .
Let M l2n(v) = n−1/2
∑n
k=1
[∫ v
0 H˜l(s) dMk(s)
]
, therefore, we have Mˆ l2n(v) = M l2n(v) + op(1). Under Condition B(v), using
arguments similar to the proofs of (2.28) and (2.29) in Lai et al. [12], it can be shown that
Mˆ l2n(τF ) = M l2n(τF )+ op(1).
For 0 ≤ v ≤ τF , the vector processM2n(v) is a local martingale with respect to the right-continuous filtration Ft defined
by Ft = σ {Xi,Ni(s), Yi(s+) : 0 ≤ s ≤ t, i = 1, . . . , n}. Note that, for 1 ≤ l1, l2 ≤ p, the predictable covariation process is
given by
〈M l12n(v),M l22n(v)〉 =
1
n
n∑
k=1
∫ v
0
H˜l1(s)H˜l2(s)I[Zk ≥ s](1−∆ΛG(s)) dΛG(s)
→
∫ v
0
H˜l1(s)H˜l2(s)P[Z ≥ s](1−∆ΛG(s)) dΛG(s) (in probability)
=
∫ v
0
H˜l1(s)H˜l2(s)(1− G(s−))(1− F(s−))
1− G(s)
1− G(s−)
dG(s)
1− G(s−)
=
∫ v
0
H˜l1(s)H˜l2(s)(1− G(s))(1− F(s−))
dG(s)
1− G(s−) .
Hence, we obtain
Cov(M l12n(τF ),M
l2
2n(τF )) =
∫ τF
0
H˜l1(s)H˜l2(s)(1− G(s))(1− F(s−))
dG(s)
1− G(s−) .
Fix v < τF , consider the joint distribution of (M
l1
1n,M
l2
2n(t)). Since dMk(s) = dNk(s) − I[Zk ≥ s]dΛk(s) = (1 −
∆k)I[Zk ≤ s] − I[Zk ≥ s] 11−G(s−)dG(s), noticing that ∆i(1 − ∆i) = 0, LiG(Zi) = LiG(s) + J(G, s, Zi) for 0 ≤ s ≤ Zi, and
ZiG = (1+ φ)LiG(Zi)− φKiG(Zi,∆i), we have
E
∫ v
0
H1,l1E(Y1|X1)I[Z1 ≥ s]
H˜l2(s)
1− G(s−)dG(s)− E{H˜l2(Z1)I[Z1 ≤ v]H1,l1E(Y1|X1)(1−∆1)}
= E
∫ v
0
H˜l2(s)H1,l1E(Y1|X1){1− FX1(s−)}dG(s)− E
∫ v
0
H˜l2(s)H1,l1E(Y1|X1){1− FX1(s)}dG(s)
= 0,
E
∫ v
0
{H1,l1 H˜l2(s)Z1G(1−∆1)} dI[Z1 ≥ s] − (1+ φ)E
∫ v
0
H1,l1L1G(s)I[Z1 > s]H˜l2(s)
dG(s)
1− G(s−)
= (1+ φ)E{H1,l1 H˜l2(Z1)L1G(Z1)(1−∆1)I[Z1 ≤ v]}
− (1+ φ)E
{
H1,l1
∫ v
0
L1G(s)(1− FX1(s))(1− G(s))H˜l2(s)
dG(s)
1− G(s−)
}
= (1+ φ)E{H1,l1 H˜l2(C1)L1G(C1)(1−∆1)I[C1 ≤ v]} − (1+ φ)E{H1,l1 H˜l2(C1)L1G(C1)(1− FX1(C1))I[C1 ≤ v]}
= (1+ φ)E{H1,l1 H˜l2(C1)L1G(C1)(1−∆1)I[C1 ≤ v]} − (1+ φ)E{H1,l1 H˜l2(C1)L1G(C1)(1−∆1)I[C1 ≤ v]}
= 0,
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where FX (s) = P(Y ≥ s|X)}, we have used condition B(i) that G is continuous. Therefore, we obtain
E{M l11nM l22n(v)} =
1
n
E
n∑
i=1
∫ v
0
H˜l2(s)Hi,l1{ZiG − E(Y1|X1)}dMi(s)
= E
∫ v
0
H˜l2(s)H1,l1{Z1G − E(Y1|X1)}dM1(s)
= −E
∫ v
0
H1,l1Z1GI[Z1 ≥ s]
H˜l2(s)
1− G(s−)dG(s)+ E
∫ v
0
{H1,l1 H˜l2(s)Z1G(1−∆1)} dI[Z1 ≥ s]
+ E
∫ v
0
H1,l1E(Y1|X1)I[Z1 ≥ s]
H˜l2(s)
1− G(s−)dG(s)− E{H˜l2(Z1)I[Z1 ≤ v]H1,l1E(Y1|X1)(1−∆1)}
= − E
∫ v
0
H1,l1 J(G, s, Z1)I[Z1 > s]H˜l2(s)
dG(s)
1− G(s−)
− (1+ φ)E
∫ v
0
H1,l1L1G(s)I[Z1 > s]H˜l2(s)
dG(s)
1− G(s−) + E
∫ v
0
{H1,l1 H˜l2(s)Z1G(1−∆1)} dI[Z1 ≥ s] + 0
= −
∫ v
0
E{H1,l1 J(G, s, Z1)I[Z1 > s]}
(1− G(s))(1− F(s−)) (1− G(s))(1− F(s−))H˜l2(s)
dG(s)
1− G(s−) + 0
= −
∫ v
0
H˜l1(s)H˜l2(s)(1− G(s))(1− F(s−))
dG(s)
1− G(s−)
= −Cov(M l12n(v),M l22n(v)).
Letting v→ τF− gives E{M l11nM l22n(τF )} = −Cov(M l12n(τF ),M l22n(τF )). Therefore, by (24), we have shown that
n−1/2
n∑
i=1
[ΨrOPG,i − E{ΨrOPG,i|Ui}]iGˆ = M1n +M2n(τF )+ op(1), (25)
and
lim
n→∞ E[{M1n +M2n(τF )}
⊗2] = ΩrOPG − Ξ(τF ), (26)
whereM1n = (M11n, . . . ,Mp1n)τ andM2n(τF ) = (M12n(τF ), . . . ,Mp2n(τF ))τ . Using (23)–(26), Theorem 3 is proved by the central
limit theorem for sums of independent random vectors. 
Proof of Theorem 4. Let θ k be the value of θ after k iterations. Using the arguments used in the proof of Theorem 4.2 in
Xia [1], we obtain the following recursion formula:
θ (k+1) = θ0 + 12k {Ip − θ0θ
τ
0 }(θ (1) − θ0)+
{
k∑
j=1
1
2j
}
n−1W+l0
n∑
i=1
λ′0(θ
τ
0 Xi)νθ0(Xi)εiGˆ + op(n−1/2). (27)
As the iteration k→∞, it suffices to prove that n−1W+l0
∑n
i=1 λ
′
0(θ
τ
0 Xi)νθ0(Xi)εiGˆ follows the central limit theorem, this can
be done in the same way as in the proof of Theorem 3. Hence, the rest part of proof is omitted. 
The proofs of Theorems 3 and 4 [see (23) and (27)] indicate that, for the rOPGmethod, starting from θ ∈ Θn, the estimator
is already root-n consistent after one iteration. But for the rMAVEmethod, the number of iterations must go to infinite. This
may explain the phenomenon observed in the simulation studies that rOPG converges fast than rMAVE.
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