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Abstract
Overlapping clustering problem is an important learning issue in which clusters
are not mutually exclusive and each object may belongs simultaneously to several
clusters. This paper presents a kernel based method that produces overlapping clus-
ters on a high feature space using mercer kernel techniques to improve separability of
input patterns. The proposed method, called OKM-K(Overlapping k-means based
kernel method), extends OKM (Overlapping k-means) method to produce overlap-
ping schemes. Experiments are performed on overlapping dataset and empirical
results obtained with OKM-K outperform results obtained with OKM.
Re´sume´
Le proble`me de la classification recouvrante constitue un axe important de
l’apprentissage automatique. Dans cet axe, les clusters ne sont pas mutuellement
exclusifs et chaque objet peut appartenir simultane´ment a` plusieurs groupes appele´s
recouvrements. Cet article pre´sente une me´thode a` noyau permettant de produire
des clusters non disjoints dans un espace de redescription fortement dimensionnel en
utilisant les techniques de l’astuce de noyau pour ame´liorer la se´parabilite´ du mode`le
de donne´es initial. La me´thode propose´e, OKM-K(Overlapping k-means based ker-
nel method) e´tend la me´thode OKM(Overlapping k-means). Les expe´rimentations
sont effectue´es sur un ensemble de donne´es recouvrantes et les re´sultats empiriques
obtenus avec OKM-K sont meilleures que les re´sultats obtenus avec OKM.
mots cle´s: Apprentissage et Classification, Data Mining, Me´thodes a` Noyau
1 Introduction
Cet article s’inte´resse au domaine de la classification recouvrante qui consiste a` assigner
des objets dans des classes non disjointes appele´es recouvrements (Cleuziou , 2007). En ef-
fet, plusieurs proble`mes re´els ne´cessitent qu’un objet puisse appartenir a` la fois a` plusieurs
partitions. Par exemple, en biologie, un ge`ne peut participer a` plusieurs processus ; en
recherche d’information, un document peut aborder plusieurs the´matiques ou appartenir
a` plusieurs genres diffe´rents ; en traitement du langage, un mot peut avoir plusieurs
interpre´tations.
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Plusieurs me´thodes ont e´te´ propose´es pour re´soudre ce proble`me. Les premie`res
me´thodes e´tendent les sche´mas de classification floue ou` un objet appartient a` plusieurs
classes avec diffe´rents degre´s d’appartenance(Deodhar and Ghosh,2006). En fixant un
seuil minimal sur ces degre´s, les objets sont affecte´s a` une ou a` plusieurs classes. Ces
me´thodes ne permettent pas de traiter tous les sche´mas de recouvrement possibles. Des
me´thodes plus re´centes de classification recouvrante ont re´solu ce proble`me en de´terminant
directement des recouvrements optimaux et non pas des partitions optimales. L’e´ventail
de ces me´thodes comprend a` minima des ge´ne´ralisations des me´thodes de re´allocation
dynamique telle que la me´thode OKM propose´e par Cleuziou (2008) , des adaptations
des me´thodes des me´langes de lois (Banerjee, 2005), (Heller and Ghahramani, 2007) et
des me´thodes fonde´es sur la the´orie des graphes pour produire des sche´mas recouvrants
(Fellows et al.,2009).
Dans cet article, nous nous inte´ressons a` la construction des classes recouvrantes ainsi
qu’a` la de´termination des se´parations non sphe´riques entre les recouvrements. Nous
proposons une me´thode qui combine les avantages de la me´thode OKM pour la con-
struction directe des recouvrements optimaux et les avantages de la me´thode kernel k-
means(Camastra and Verri, 2005) pour la de´termination des classes ayant des formes non
she´riques.
2 OKM: Overlapping k-means
La me´thode OKM e´tend la me´thode k-moyennes pour chercher des recouvrements opti-
maux plutoˆt que des partitions optimales. Etant donne´ un ensemble d’objets a` classifier
X = {xi}Ni=1 avec xi ∈ <d et N le nombre d’objets, il s’agit de de´terminer les k recouvre-
ments de telle sorte que la fonction objective suivante soit optimise´e :
J(pi) =
∑
xi∈X
‖xi − im(xi)‖2. (1)
La notation im(xi) de´signe l’image de xi de´finie par la combinaison des centres des clusters
auxquels xi appartient :
im(xi) =
∑
c∈Ai
mc/|Ai|, (2)
ou` Ai est l’ensemble des affectations aux diffe´rents clusters de l’objet xi, c’est-a`-dire les
clusters auquels xi appartient et mc correspond au centre du cluster c.
Le crite`re J de la fonction objective ge´ne´ralise le crite`re des moindres carre´s utilise´s
dans la me´thode k-moyennes. Pour minimiser ce crite`re, deux e´tapes principales sont
exe´cute´es ite´rativement tant que le crite`re J n’est pas minimise´. La premie`re e´tape con-
siste a` calculer les centres des clusters en utilisant la fonction PROTOTY PE (Cleuziou,
2008). La deuxie`me e´tape consiste a` affecter chaque objet a` une ou a` plusieurs classes selon
la fonction d’affectation ASSIGN . La convergence de la me´thode est caracte´rise´e par
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plusieurs crite`res a` savoir le nombre d’ite´rations maximales et le seuil minimal d’ame´lioration
de la fonction objective entre deux ite´rations.
La me´thode OKM ne permet pas de de´terminer les classes de formes concentriques et
les classes de formes non sphe´riques. Pour re´soudre ce proble`me, nous proposons d’e´tendre
OKM en utilisant les me´thodes a` noyau.
3 OKM-K: Overlapping k-means based kernel method
Le crite`re d’erreur de cette me´thode, tel que de´fini dans eq.(3), est optimise´ dans un espace
fortement dimensionnel pour ame´liorer la recherche des se´parations entre les clusters.
J(pi) =
∑
xi∈X
‖φ(xi)− im(φ(xi))‖2, (3)
avec φ(xi) la repre´sentation de l’objet xi dans le nouvel espace. L’image im(φ(xi)) est
aussi de´finie dans l’espace de redescription par:
im(φ(xi)) =
k∑
c=1
Pic.m
φ
c
k∑
c=1
Pic
, (4)
avec Pic ∈ {0, 1} une variable binaire indiquant l’appartenance de l’objet i au cluster c,
et mφc le prototype du cluster c dans l’espace de redescription. Le prototype d’un cluster
est de´fini par le centre de gravite´ des objets qui appartiennent a` ce cluster ponde´re´s par
le nombre de clusters auquels chaque objet appartient comme illustre´ dans eq.(5):
mφc =
N∑
j=1
Pjc.φ(xj).wj
Wc
, (5)
avec Wc, la somme des poids des objets qui appartiennent au cluster c de´fini par Wc =
N∑
j=1
Pjc.wj. La notation wj indique le poids unitaire assigne´ a` l’object j de´fini par wj =
1/(
k∑
c=1
Pjc)
2. A partir de cette de´finition des prototypes des clusters, le crite`re d’erreur
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peut eˆtre calcule´ comme suit:
J(pi) =
∑
xi∈X
‖φ(xi)− 1
Li
k∑
c=1
Pic.
1
Wc
N∑
j=1
Pjc.wj.φ(xj)‖2
=
∑
xi∈X
{φ(xi).φ(xi)− 2
Li
k∑
c=1
N∑
j=1
Pic.
1
Wc
.Pjc.wj.φ(xi).φ(xj) +
1
(Li)2
k∑
c=1
N∑
j=1
k∑
t=1
N∑
g=1
Pic.
1
Wc
.Pjc.Pit.
1
Wt
.Pgt.wj.wg.φ(xj)φ(xg)}, (6)
avec Li =
k∑
c=1
Pic. En remplac¸ant chaque produit scalaire dans l’espace de redescription
par la fonction de noyau, le crite`re J peut eˆtre de´termine´ sans re´ellement de´finir les
repre´sentations φ(xi):
J(pi) =
∑
xi∈X
{Kii − 2
Li
k∑
c=1
N∑
j=1
Pic.
1
Wc
.Pjc.wj.Kij +
1
(Li)2
k∑
c=1
N∑
j=1
k∑
t=1
N∑
g=1
Pic.
1
Wc
.Pjc.Pit.
1
Wt
.Pgt.wj.wg.Kjg}, (7)
avec Kij est la fonction de noyau repre´senant le produit scalaire entre φ(xi) et φ(xj).
Pour optimiser le crite`re d’erreur, la me´thode OKM-K affecte a` chaque ite´ration les
repre´sentations des objets φ(xi) a` un ou plusieurs clusters puis elle calcule de nouveau le
crite`re J de la fonction objective. Si ce crite`re s’ame´liore d’une ite´ration a` une autre, les
objets sont re´affecte´s aux clusters les plus proches jusqu’a` l’optimisation de ce crite`re. Les
conditions d’arreˆt sont le nombre maximal d’ite´ration et l’ame´lioration minimale dans la
fonction objective d’une ite´ration a` une autre.
4 Expe´rimentations
Nous avons compare´ l’efficacite´ de la me´thode propose´e OKM-K par rapport a` la me´thode
OKM sur la la base de donne´es EachMovie 1 qui contient des e´valuations en lignes des
internautes pour certains films. Si chaque genre de film est conside´re´ comme une classe
contenant plusieurs films, alors cette base de donne´es contient naturellement des classes
recouvrantes. Un film peut appartenir a` plusieurs genres. A partir de cet ensemble
de donne´es, nous avons construit un sous ensemble de jeu de donne´es contenant 75 films
1http://www.grouplens.org/node/76.
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Figure 1: Repre´sentation 2D d’un sous ensemble de la base Eachmovie contenant 3 genres
de films sur les deux premiers axes en utilisant la me´thode PCA: (a) donne´es dans l’espace
d’origine. (b) donne´es dans l’espace de redescription.
re´patis sur trois classes recouvrantes. La classe ”Action” avec 21 films, la classe ”Come´die”
avec 26 films, la classe ”Crime” avec 17 films et 11 films appartenant simultane´ment a` la
classe ”Action” et ”Crime”. Le processus de classification dans ce sous ensemble consiste
a` de´terminer le genre du film en se basant sur l’age, le sexe et la note d’e´valuation
des internautes. La figure 1.a montre la distribution des 3 genres de film sur les deux
premiers axes en utilisant la me´thode PCA. Les objets repre´sente´s avec ”+” sont des films
recouvrants qui appartiennent au genre ”Action” et au genre ”Crime”. En projetant ces
donne´es dans un espace infiniment dimensionnel en utilisant un noyau RBF de parame`tre
σ = 2, nous remarquons une ame´lioration de la repre´sentation des films recouvrants dans
Table 1: Comparaison entre la me´thode OKM et la me´thode OKM-K sur le dataset
Eachmovie.
Me´thode Precision Recall F-measure
OKM avec distance euclidienne 0.557 0.788 0.616
OKM avec I-Divergence 0.582 0.687 0.630
OKM-K avec noyau polynomial (d=0.25) 0.700 0.615 0.665
OKM-K avec noyau RBF (σ = 2) 0.628 0.851 0.721
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la figure 1.b puisque ces films recouvrants se trouvent a` l’extre´mite´ des films de type
”Action” et les films de type ”Crime”.
Nous avons effectue´ dix exe´cutions de chaque me´thode avec les meˆmes initialisations
des clusters dans chaque exe´cution. Le tableau 1. montre les diffe´rents re´sultats obtenus.
Nous remarquons que la me´thode OKM-K utilise´e avec un noyau RBF donne la valeur ”F-
measure” la plus e´leve´e. L’utilisation du noyau RBF a permis d’ame´liorer simultane´ment
la mesure de pre´cision et la mesure de rappel par rapport a` la distance euclidienne.
5 Conclusion
Nous avons propose´ dans cet article la me´thode OKM-K qui permet explicitement de
repre´senter les donne´es dans un espace de dimensionnalite´ supe´rieur a` l’espace d’origine
par l’utilisation de l’astuce de noyau. La recherche des recouvrements optimaux est ef-
fectue´e dans cet espace dimensionnel a` travers la maximisation ite´rative d’une fonction
objective. L’avantage de cette me´thode consiste en sa capacite´ a` identifier les clusters
de formes non sphe´riques. Les re´sultats empiriques obtenus prouvent la performance de
classification de la me´thode OKM-K par rapport a` la me´thode OKM.
Comme travaux futurs, nous pre´voyons de profiter de l’utilisation des me´thodes a` noy-
aux dans OKM-K pour appliquer la classification recouvrante sur des donne´es structure´es
non vectorielles telles que les arbres et les histogrammes.
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