PACS. 64.60.Cn -Order-disorder transformations; statistical mechanics of model systems. PACS. 89.75.Hc -Networks and genealogical trees. PACS. 75.10.Hk -Classical spin models.
Stationary state. -We assume that i) J and σ are statistical systems with different times-scales: spins (links) are fast (slow); ii) J and σ are subjected to thermal baths at temperatures T J and T , respectively [9] . This setup is also capable of describing certain aspects of glassy metastable systems, where the second temperature is generated dynamically [9] . For constructing the stationary distribution in the spirit of the information-theoretical (relevant entropy) approach [8] we introduce the entropies of the links and spins [9] :
where Tr J (Tr σ ) is the summation over all configurations of J (σ). P (J) and P (σ|J) are, respectively, the probability of the links and the conditional probability of the spins. Due to the above assumption i) the relevant probability for the spins is P (σ|J), and thus S σ is the relevant conditional entropy. P (J) and P (σ|J) are found by minimizing the average energy U = Tr J Tr σ H(σ, J)P (J)P (σ|J) for the fixed values of S J and S σ . To this end we minimize U − T S σ − T J S J , with T = 1/β and T J = 1/β J being the Lagrange factors or temperatures of σ and J, respectively [9] . We get
where −T ln Z(J) is an effective Hamiltonian of the links making the Gibbs distribution P (J) at temperature T J . Alternatively, we can recover (3), (4) via a microscopic (Langevin equation) approach [9] [10] [11] . Equations (3), (4) imply that at equilibrium T = T J the time-scale separation is irrelevant, since P (σ, J) reduces to the Gibbs distribution at single temperature T [9] [10] [11] .
Limiting cases. -The model has three independent dimensionless parameters: βγ, αβ J and n. i) For βγ → 0 (no spins thus passive nodes) we get from P (J) the standard random graph with the links J ik independently assuming values 0 and 1 with the probabilities, respectively, 1 − c N and c N . Here c is found from
Since links can be formed between any pair of the nodes, most of J ik have to be zero to ensure a finite average connectivity:
, and then c is finite for N 1. We see that c is a high-temperature connectivity. ii) When n = T /T J → 0, but c (and thus αβ J ) is fixed, the nodes do not react on the links which form the random graph. The Ising model on the random graph (which simulates quenched disordered media) is widely employed for studying magnets, lattice gases, etc. [3, 12] . Finite n describes situations, where the reaction of the spins on the disordered lattice is important, e.g., the striction effect. For ordered lattices the striction was studied theoretically and experimentally [13] . Thus only for n → 0 and/or γβ → 0 do we find the random-graph behavior.
Statistics of the spins drives network's structure, since the links live in the effective potential created by fast spins. We calculate Z in (4) via the replica method [12] , first taking n = T /T J integer and then continuing to a real n. Thus the replica number n is not a formal parameter, but is expressed via the temperatures [11] . The equation for Z reads:
Recall that c, given by (5) , is the high-temperature connectivity. We apply the identity 
F is the thermodynamic potential of the problem [9] . 
Thus, the order parameters Q (r) characterize the conditional (physical) statistics of the spins. In studying (10) for an arbitrary n we have to involve all Q (r) , which makes the analysis difficult. Things are simpler for n = 1, 2, where only two parameters are involved Q 1 = M (magnetization) and Q 12 = Q (Edwards-Anderson overlap [12] ). In the equilibrium case n = T /T J = 1, where the time-scale separation is irrelevant, we get from (9), (10):
For cb 1 < 1 the only solution is M = 0, while for cb 1 ≥ 1 we have a second-order phase transition, where one of two ferromagnetic phases (with ±M ) is chosen spontaneously. The choice can be made deterministic by applying a small magnetic field. We can get cb 1 > 1 by increasing the spin-link coupling γ, or decreasing T with constant n and c; see eq. (5).
Ginzburg-Landau expansion and the phase diagram. -Next to a second-order thermal phase transition Tr σ [P (σ|J)σ i ] is small, and (11) implies 1 M Q. Expanding F in Q and M and solving
At high temperatures both A 2 and A 4 are positive, and F is minimal for M = Q = 0 (paramagnet). A second-order transition to ferromagnet -when F in (13) changes from monostable to the bistable shape with non-zero M and Q-is realized when A 2 changes its sign (this is the transition point), but A 4 is positive. As seen from (13) 6 , since A 4 changes its sign before A 2 . If also A 6 > 0 (as is the case here) we have a first-order transition. We shall not write down the tedious expression for A 6 , but move instead to the non-perturbative particular case n = 2. Here we have three order parameters Q 1 , Q 2 and Q 12 = Q. The deepest minima of F correspond to Q 1 = Q 2 = M , and then spins. Indeed, since the thermal fluctuations are completely absent, the paramagnetic phase can exist only due to insufficient connections between the spins. The control parameter of the percolation transition is the connectivity (mean number of links per node). As seen from (8), (18), for the present model connectivity is proportional to c e = c cosh n β that stays finite in the limit T → 0 only if the bare (high-temperature) connectivity c goes to zero as well. For the equilibrium case n = 1 we have a second-order percolation transition driven by the (gradual) appearance of the giant cluster; see eq. (12) with cb 1 = c e . Compare this with the second-order percolation transition of the Ising ferromagnet on the random network, which is described by 1 − M = e −cM and occurs at the threshold c = 1 [1] . Here the links are independent of each other and of the nodes; this is our case n → 0, where c e = c.
For the non-equilibrium case n = 2 (and more generally for n > 1 [14] , where the reaction of the spins on the links is strong) the percolation transition, driven by cb r = c e (r = 1, 2), is always first order: as eqs. (14)- (16) show, at c Thus, in the present model the percolation transition is first order due to the reaction of the spins on the links: the states with and without giant cluster persist and display bistability. This contrasts to other (e.g., random-graph) networks, where this transition is second order [1] . As seen below, the percolation is driven by condensation of links.
Network's structure. -Now we turn to the local structure of the network focussing on the connectivity (average number of links per node), link-link correlations and clustering (which tells to what extent the friends of our friends are our friends). Recall that for the random graph the connectivity is a fixed constant (that we denoted c in (5)), while the last two features are absent at all [1] . This is one of the major drawbacks of the random graph model in describing real networks [1] . The average of m distinct links is found analogously to (9):
The transformation of (17) is illustrated for m = 1: i) Apply identity (7); ii) Recall that the model does not have any space structure and that all the links are equivalent, i.e., the linking probability J ik = ∆ 1 can be sought for as
This general point of the statistical mechanics can be proven directly for the present model [14] . Thus,
where we keep in mind that b r depends on n. This formula is exact for n = 1, 2 and holds in the vicinity of the second-order transition. In the paramagnet ∆ 1 = cb 0 /N corresponds to the usual random graph with the effective connectivity c e = cb 0 that we met already in studying percolation. ∆ 1 increases -by jump for the first-order transition-in the ferromagnet, because once two spins are (in average) lined up, they get linked stronger. The two-link correlator J ik J lj − J ik J lj is zero if J ik and J lj do not have a common node. This holds as well for all higher-order correlators of J's and is explained as follows: as seen from (3), (4), (1), the conditional probability for J factorizes, P (J|σ) = i<k P (J ik |σ), because there is no direct J-J interaction in the Hamiltonian (1). Thus J's are correlated only due to fluctuations of spins. The two-link correlator δ 2 = J ik J jk − J ik J jk (i = j) reads for n = 1 and n = 2, respectively,
δ 2 is always zero in the paramagnet, and thus 
The effect of clustering (or transitivity) is when two nodes already connected via a third node tend to establish a direct connection. It is characterized by a coefficient 
as seen from (18)- (20). Thus, the clustering in paramagnet is related to non-equilibrium (n > 1). Note that both K and δ 2 increase in the ferromagnet K, but -being induced by spin fluctuations-go to zero for Q, M → 1. Another relevant quantity for the network is the degree
. For the random graph the degrees of different nodes correlate very weakly, [1] . The first feature holds in our model due to domination in d i d k of links without a common node. The second feature holds only in the paramagnet; see [14] for details.
Discussion. -We studied a model for a statistical network, where both nodes and links are active variables influencing each other. Each node carries Ising spin (up or down) with ferromagnetic interaction of the spins along the links. Important aspects of the model are i) time-scale separation: the spins change faster than the links and ii) non-equilibrium: the temperatures of the nodes (T ) and links (T J ) are in general different. The phase structure of the model crucially depends on whether the reaction of the spins on the links is more (n ≡ T /T J > 1) or less (n ≤ 1) pronounced. For the first case the spins modify the links and create persistency: the phase transition to the ferromagnet is of first order; paramagnet (ferromagnet) is metastable below (above) the transition point. This bistability implies hysteresis and memory: when changing the temperature not very slowly, the final state of the system (para or ferro) depends on its initial state. The transition becomes second order, realized by instability of the paramagnet, either if the network is dense, or if n ≤ 1. For n → 0 the links are independent variables, and we return to Ising ferromagnet on the random graph [3] .
The network structure is determined by the effective potential created by the quickly relaxing spins (no direct link-link interaction is present in the Hamiltonian), and depends crucially on whether the spins are para or ferromagnetic. During the para-ferro phase transition the connectivity of the network increases and the links having a common node get spontaneously correlated. In the non-equilibrium situation (n = 1) the network is already clustered in the paramagnet. The equilibrium paramagnet is free of clustering. The clustering also increases during the phase transition. Another aspect of non-equilibrium is that due to the enhanced connectivity the macro-cluster (giant component) appears via first-order transition, in contrast to second-order transition in the random-graph model [1] ). Thus the macro-cluster can co-exist with the unconnected state (bistability).
The model can simulate the magnetostriction (spin-lattice interaction) effect in magnets. This is relevant in view of applications in nano-science, where spin models on (random) graphs provide an adequate description of experiments [3, 6] . For the Ising model on regular lattices the magnetostriction effect was studied in ref. [13] and used to explain experiments on crystals of MnAs, NH 4 Cl, etc., which also display striction-driven change of the ferromagnetic transition order from the second to the first. This application will be described in ref. [14] , where we also discuss sociological implications of the model, e.g., the description of herding and collaboration effects during opinion formation (voting, fashion propagation). Here spins simulate agents having two types of opinions. Like-minded agents tend to establish connection, while one agent influences another if there is a link in between. For related ideas see [15] . * * * AEA was supported by CRDF grant ARP2-2647-YE-05. KGP was supported by ISTC grant A-820.
