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Abstract
Elimination of unknowns in systems of equations, starting with Gaussian elimination, is a problem
of general interest. The problem of finding an a priori upper bound for the number of differentiations
in elimination of unknowns in a system of differential-algebraic equations (DAEs) is an important chal-
lenge, going back to Ritt (1932). The first characterization of this via an asymptotic analysis is due to
Grigoriev’s result (1989) on quantifier elimination in differential fields, but the challenge still remained.
In this paper, we present a new bound, which is a major improvement over the previously known
results. We also present a new lower bound, which shows asymptotic tightness of our upper bound in
low dimensions, which are frequently occurring in applications. Finally, we discuss applications of our
results to designing new algorithms for elimination of unknowns in systems of DAEs.
1 Introduction
Consider a system of equations (e.g., linear, polynomial, differential)
(1) f1(x,y) = . . .= fN(x,y) = 0
in two sets of unknowns, x and y. To eliminate the x-variables is to find, if it exists, an equation g(y) = 0
involving only the y-variables that holds for every solution of (1). Elimination of unknowns for systems of
equations of different types, starting from Gaussian elimination for linear systems, is a classical problem. In
this paper, we study elimination of unknowns in systems of differential-algebraic equations (DAEs), existing
applications of which include combinatorics [1], mathematical analysis of dynamic models [3, 9, 22, 27],
and control theory [11, 12].
The first theoretical method for elimination of unknowns in systems of DAEs was developed in [36,
§67] by Ritt, the founder of differential algebra. The method can be viewed as a far-going generalization of
Gaussian elimination and was further developed, e.g., in [4, 24]. Ritt also proposed another approach [36,
§87-88], which is similar to the prolongation-relaxation strategy used in 1847-48 by Cayley [7, 8] and later
by Macaulay [30, Chapter I] for polynomial equations. Their technique was to reduce elimination in a
system of polynomial equations (1) to elimination in a system of linear equations via an upper bound B such
that
(a) considering the prolongation
(2) xαyβ fi(x,y) = 0, 16 i6 N, |α|+ |β|6 B,
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(b) polynomial elimination of y in (1) is possible if and only if y can be eliminated in (2) considered as a
linear system in the monomials in x and y appearing in (2) using Gaussian elimination (relaxation).
Extending this idea, the approach to elimination of unknowns in a system (1) of DAEs proposed by Ritt was:
(a) Prolongation: for a non-negative integer B, consider the derivatives
(3) fi(x,y) = 0, fi(x,y)
′ = 0, . . . , fi(x,y)(B) = 0, 16 i6 N.
(b) Relaxation: apply polynomial elimination (for example, using [36, §55-60]) to (3) viewed as polynomial
equations in x,x′, . . . ,y,y′, . . ..
The results of Ritt [36, §87-88] imply that, for every system (1) of DAEs, the integer B can be chosen large
enough so that, if an elimination of x for (1) is possible, it can be performed using polynomial elimination
applied to (3). Thus, Ritt posed the following challenge in 1932 [36, p. 118],
(Ritt’s Challenge) For the above process to become a genuine method of decomposition, it would be neces-
sary to have a method for determining permissible integers B.
Since then, finding a bound for B has been a major problem. One of the classical results in model theory of
differential fields is that the theory DCF0 has quantifier elimination [31, Theorem 2.4]. Using an algorithm
for quantifier elimination as a black box, one can solve the elimination problem, which can be encoded as
an elimination of existential quantifiers for the unknowns to be eliminated. An asymptotic analysis for the
computational complexity of quantifier elimination in the case of constant coefficients was established by
Grigoriev in [17], more than 50 years after Ritt had posed the problem. The complexity was shown to be
bounded by an expression triple-exponential in the number of variables to be eliminated, which also involved
the number of other variables, the number of equations, and the size of coefficients. Thus, this analysis did
not give an explicit bound yielding a reasonable algorithm, so the challenge remained.
We have overcome Ritt’s challege, and our upper bound for B in Ritt’s prolongation-relaxation process
for elimination is of the form (see Theorem 1 for more details):
d(m+1)2
m+1
,
where
• f (x,y) = 0 is a system of DAEs,
• n= |x| is the number of unknowns to be eliminated (not the total number of unknowns),
• h is the order of f in x and d > 2 the degree of f in x,x′, . . . ,x(h),
• m and m are the dimension and codimension of the variety V defined by f (x,x′, . . . ,x(h),y,y′, . . .) = 0
in the affine space V of dimension n(h+ 1) with coordinates x,x′, . . . ,x(h) (over the field K of rational
functions in y,y′, . . .).
The bound is polynomial in the degrees, exponential in the codimension, and doubly exponential in the
dimension.
Furthermore, if the polynomial ideal generated by F is radical, then the bound is significantly better (see
Theorem 2):
m
∑
i=0
D2(2
i−1),
where D is the degree of V (see [21, p. 246]). Concrete systems of differential equations arising in appli-
cations usually have this property and often have m = 0,1 (see Examples 1, 2, and 3 as an illustration). If
m= 0, then the bound given by Theorem 2 is 1, which is tight. If m= 1, then the bound given by Theorem 2
is at most
D2+1.
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Our new lower bound for m= 1 is
(
D+2
2
)−1=D2/2+3D/2 (see Proposition 1), and so our upper bound is
asymptotically tight for m6 1.
A bound for full elimination, which is finding all possible results of elimination of given order, is pre-
sented in Theorem 3.
Finally, we show how our bound can be used to design a randomized (Monte Carlo) algorithm with
guaranteed probability of correctness: given 0 < p < 1, the algorithm decides whether an elimination of
unknowns is possible with probability at least p (see Section 5). The implementation and examples are
available at https://github.com/pogudingleb/DifferentialElimination.git.
In the remainder of the introduction, we present an outline the approach and difficulties to overcome, as
well as discuss related results.
Outline of the approach
The conceptual flow of the derivation of the main results is as follows1:
1. We reduce the case of a general system of DAEs to the case in which the system of DAEs generates a
radical equidimensional (i.e., all prime components have the same dimension) ideal of the polynomial
ring K[V] (Section 4.3.3).
2. We then reduce the latter case to the case in which the system of DAEs generates a prime polynomial
ideal I (Section 4.3.2).
3. The bound for the case of prime ideals is derived using the following divide-and-conquer approach
(Section 4.3.1) with induction on m := dim I:
(a) In the base case m= 0, the ideal I is maximal. Then Lemma 2 implies that either
√
I(∞)∩K[V] = I,
so the bound is 0, or
√
I(∞)∩K[V] = I(1)∩K[V] = K[V], so the bound is 1.
(b) Suppose now that m> 0. If I(1)∩K[V] = I, then the bound is again 0 by Lemma 2, and we are done
with this prime component. Otherwise, we proceed as follows:
i. The key ingredient, Lemma 4, implies that there exists a polynomial g∈ I(1)∩K[V]with degg6
D := deg I such that dim〈I,g〉< dim I (getting this degree bound is one of the main subtleties).
ii. We pass to
√〈I,g〉 using Lemmas 6 and 7.
iii. Since all prime components of
√〈I,g〉 are of dimension m−1 (also the sum of their degrees is
at most D2), we apply the argument inductively to each of them.
iv. The bounds for the prime components are combined together using Lemma 8.
4. The above steps yield a general bound given in Proposition 4. The main results are deduced from the
proposition as follows:
• Theorem 2 follows from the proposition by restriction to radical ideals.
• Theorems 1 and 3 are derived from the proposition by estimating the geometric data in terms of the
combinatorial data (e.g., D6 dm).
We derive the asymptotic tightness of our bound for m = 1 by finding a witness (for a quadratic lower
bound) of the form x′ = 1, y′ = y, P(x,y) = 0, with degP 6 D, that nevertheless has an “approximate
solution” x(t) = t, y(t) = et (that is, the equations in the system vanish at t = 0 up to order
(
D+2
2
)− 1 after
substituting (t,et)).
We derive a randomized (Monte Carlo) algorithm with guaranteed probability of correctness as follows:
• Theorems 1 and 2 reduce determining the possibility of elimination for a system of DAEs to determining
the possibility of elimination for a polynomial system in q unknowns z=
(
x,x′, . . . ,x(B1)
)
and r unknowns
w =
(
y,y′, . . . ,y(B2)
)
for suitable B1 and B2.
1Even though this derivation can also be viewed as a computational procedure, we are not suggesting to use this as an algorithm
in practice (see Section 5 for an actual algorithm).
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• An elimination of the z variables for a system p(z,w) = 0 of polynomial equations is possible if and
only if the projection pi of the variety X ⊂ Aq×Ar defined by p(z,w) = 0 to the w-coordinates is not
dominant.
• We check the dominance of pi by determining whether the fiber over a random point on the w-plane
is not empty (cf. [35]). The dimension r of the search space is bounded by Theorems 1 and 2. If
every coordinate of a random point is sampled from a finite set S (e.g., a finite set of integers), then the
nonemptyness of the fiber is equivalent to the dominance of pi with probability at least
1−degX/|S|.
We show this by proving, in particular, that
pi(X) = Ar =⇒ |S
r ∩Z|
|Sr| 6
degX
|S| , Z := A
r \pi(X).
Related results
There are related bounds for other problems about systems of DAEs:
• Determining consistency. To determine the consistency of a system of DAEs using the prolongation-
relaxation strategy (also referred to as effective differential Nullstellensatz) is a special case of elimina-
tion in systems of DAEs because a system of DAEs is inconsistent if and only if it is possible to eliminate
all of the unknowns (i.e., to derive a consequence of the form 1= 0). There has been significant progress
in analyzing this problem [37, 16, 10, 18]. However, it has been a challenge to find practical upper
bounds for this problem, as the upper bounds obtained there
– either are asymptotic and so cannot be used in a differential elimination algorithm directly,
– or have values that make them impossible to be used even for small examples.
Our results address both issues for DAEs for the consistency problem.
• Counting solutions. Unlike in usual applications to modeling and sciences, some systems of DAEs
arising in algebraic number theory (see, e.g., [23, Section 5] and [14, Sections 5.1-5.2]) have only finitely
many solutions, and an important problem is estimate this number. Such bounds were obtained and
applied to number-theoretic problems in [23, 13, 2, 14]. Theorem 3 can be used to design a prolongation-
relaxation algorithm for determining the number of solutions of a given DAE (see Remark 1).
2 Preliminaries and main results
2.1 Differential Algebra
Throughout the paper, all fields are assumed to be of characteristic 0. Let R be a commutative ring.
Definition 1 (Differential rings).
• A map D : R→ R satisfying D(a+ b) = D(a) +D(b) and D(ab) = aD(b) +D(a)b for all a,b ∈ R is
called a derivation.
• A differential ring R is a ring with a specified derivation D. In this case, we will denote D(x) by x′ and
Dn(x) by x(n).
• A differential ring that is a field will be called a differential field.
• A differential ring A is said to be a differential k-algebra over a differential field k if A is a k-algebra and
the restriction of the derivation of A on k coincides with the derivation on k.
• Let A be a differential k-algebra.
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– We consider the polynomial ring A
[
x(0),x(1),x(2), . . .
]
, where x(0),x(1),x(2), . . . are algebraically inde-
pendent variables. We will also use the notation x,x′,x′′ for x(0),x(1),x(2), respectively.
– For h> 0, the polynomial algebra A
[
x(0),x(1), . . . ,x(h−1)
]
is denoted by A[xh].
– Extending, for a tuple α = (α1, . . . ,αn) ∈ Zn>0 and variables x = (x1, . . . ,xn), the corresponding poly-
nomial algebra is denoted by A[xα].
– Extending the derivation from A to A
[
x(0),x(1),x(2), . . .
]
by D(x(i)) = x(i+1), we obtain a differential
algebra.
– This algebra is called the algebra of differential polynomials in x over A and denoted by A[x∞].
– Iterating this construction, we define the algebra of differential polynomials in variables x := x1, . . . ,xn
over A and denote it by A[x∞]. If A is a field, then the field of fractions of A[x∞] is denoted by A(x∞).
Definition 2 (Ideals).
• The ideal of a ring R generated by a1, . . . ,an ∈ R will be denoted by 〈a1, . . . ,an〉.
• An ideal I of a differential ring R is said to be a differential ideal if a′ ∈ I for all a ∈ I.
• The differential ideal generated by a1, . . . ,an ∈ R will be denoted by 〈a1, . . . ,an〉(∞).
• For an ideal I (not necessarily differential) of k[x∞], I(h) denotes the ideal generated by all elements of
the form a( j), where a ∈ I and j 6 h. If h= ∞, then I(h) denotes 〈I〉(∞).
• An ideal I is radical if, whenever an ∈ I for some n > 0, a ∈ I. The smallest radical ideal containing
a1, . . . ,an will be denoted by
√〈a1, . . . ,an〉.
• For an ideal I and a nonnegative integer i, the equidimensional component of I of dimension i is the
intersection of prime components of
√
I of dimension i.
• For a variety X , degX denotes the degree of X (see [21, Definition 1 and Remark 2]).
The following is a version of Hilbert’s Nullstellensatz for DAEs, which shows the correctness of the
prolongation-relaxation approach to elimination for systems of DAEs.
Theorem ([28, Theorem IV.2.1]). For all f1, . . . , fN ∈ k[x∞ ,y∞ ] and g ∈ k[y∞ ], the following are equivalent
(a) for every (x∗,y∗) in every differential field extension of k,
f1(x
∗,y∗) = . . .= fN(x∗,y∗) = 0 =⇒ g(y∗) = 0;
(b) there exists M such that gM ∈ 〈 f1, . . . , fN〉(∞).
2.2 Main result
In this section, we state our main results, and their consequences. Proofs are postponed until Section 4.3.
Theorem 1 (Bound for an elimination). For all integers s, t > 0, tuple α = (α1, . . . ,αs) ∈ Zs>0, and F ⊂
k(y∞)[xα],
〈F〉(∞)∩ k[y∞ ] = {0} ⇐⇒ 〈F〉(B)∩ k[y∞] = {0},
where
• B=
{
d(|α|−m+1)2
m+1
, d > 2,
m+1, d = 1,
• |α|= α1+ . . .+αs,
• x := (x1, . . . ,xs), y := (y1, . . . ,yt),
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• d =max
f∈F
degx f ,
• m= dim〈F〉 in k(y∞)[xα].
For many systems arising in applications, the ideal generated by F turns out to be radical (see examples
in Section 3). In this situation, we present an improvement to Theorem 1, in Theorem 2. It follows from our
proofs, that this new upper bound is always smaller that one provided by Theorem 1.
Theorem 2 (Bound for an elimination for radical ideals). For all integers s, t > 0, tuple α = (α1, . . . ,αs) ∈
Zs
>0, and F ⊂ k(y∞)[xα], if the ideal 〈F〉 of k(y∞)[xα] is radical, then
〈F〉(∞)∩ k[y∞ ] = {0} ⇐⇒ 〈F〉(B)∩ k[y∞] = {0},
where
• B= ∑
06i6 j6m
D
2(2i−1)
j ,
• x := (x1, . . . ,xs), y := (y1, . . . ,yt),
• D j is the degree of the equidimensional component of 〈F〉 of dimension j in k(y∞)[xα],
• we use the convention 00 = 0.
For example, if m= 0, then B= D00. If m= 1, then B= D
2
1+1+D
0
0.
Theorem 3 (Bound for full elimination). For all integers s, t > 0, tuples α = (α1, . . . ,αs) ∈ Zs>0, β =
(β1, . . . ,βt) ∈ Zs>0, and F ⊂ k[xα,yβ],√
〈F〉(∞)∩ k[yβ] =
√
〈F〉(B)∩ k[yβ],
where
• B=
{
d(|α|+|β|−m+1)2
m+1
, d > 2,
m+1, d = 1,
• x := (x1, . . . ,xs), y := (y1, . . . ,yt),
• |α|= α1+ . . .+αs, |β|= β1+ . . .+βt ,
• d =max
f∈F
deg f ,
• m= dim〈F〉 in k[xα,yβ].
Remark. In Theorems 1 and 3, the expressions for the value of B can be replaced by the tighter ones
obtained in inequality (19).
Proposition 1 (Lower bound for elimination). For every positive integer d, there exists an irreducible poly-
nomial P ∈Q[x,y] of degree at most d such that
1 ∈ 〈x′−1,y′− y,P(x,y)〉(∞),
1 6∈ 〈x′−1,y′− y,P(x,y)〉(B−1),
where B=
(
d+2
2
)−1= d(d+3)
2
.
Corollary 1. The bound in Theorem 2 is asymptotically tight for m6 1.
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Remark 1. Consider F ⊂ k[yβ] with β ∈ Zt>1. One can show that
(4) 〈F〉(∞) has finitely many solutions ⇐⇒ 〈F〉(∞)∩ k[y1] has finitely many solutions,
where 1 = (1, . . . ,1). Furthermore, Theorem 3 implies that 〈F〉(∞)∩k[y1] is finite if and only if 〈F〉(B)∩k[y1]
is finite. Thus, using (4) and Theorem 3, one can design the following prolongation-relaxation algorithm for
counting solutions of a system F of DAEs as follows:
1. Let B be the bound given by Theorem 3 applied F ⊂ k[yβ].
2. Successively taking N to be each integer from 1 to B, we check whether dim
(〈F〉(N)∩ k[y1])6 0 and, if
it is, stop and go to Step 3.
3. If, for all N from Step 2, dim
(〈F〉(N)∩k[y1])> 0, return ∞. Otherwise, we return the number of common
zeros of the polynomials 〈F〉(N)∩ k[yβ] that are also solutions of F = 0 as a system of DAEs.
3 Examples
In this section, we will show how our bounds can be used for elimination of unknowns in DAEs
in practice. Our approach is general rather than ad hoc. Examples 1, 2, and 3 are from model-
ing, and m = 0,1 in all of them (cf. Corollary 1). We have constructed Example 4 to show elimi-
nation for m = 2. All of the computational results below can be reproduced using our MAPLE code
at https://github.com/pogudingleb/DifferentialElimination/tree/master/examples. The
computation takes less than 30 seconds on a laptop.
Example 1 (Van der Pol oscillator). The system
(5)
{
y′ = z,
(1− y2)z− y= 0,
is a limiting case of the Van der Pol oscillator [29, Example 1.7]. Consider the problem of eliminating y.
System (5) is a system of a linear equation in y′ with coefficients in C(z) and a quadratic equation in y
with nonzero discriminant and with coefficients in C(z). Thus, (5) defines a zero-dimensional radical ideal
in C(z)[y,y′], and so m = 0. Hence, Theorem 2 implies that, if the elimination is possible, it is possible
after one prolongation. After this one prolongation, one can now find the following consequence of (5) not
involving y using only polynomial elimination:
z′2− z′z−4z′z3+ z4+4z6 = 0.
Example 2 (Lotka-Volterra model). Consider the classical Lotka-Volterra equations (also known as the
predator-prey equations),
(6)
{
x′ = αx−βxy,
y′ = δxy− γy,
in which x and y are the populations of prey and predators, respectively. Frequently, one of these quantities,
say y, cannot be measured in experiments. Using our main result, we can determine if there are relations
among the parameters α,β,γ,δ and the derivatives of x (the population of prey). Such relations can be further
used to test the model against experimental data [19]. Finding the relations is the problem of eliminating
y. In this case, we consider (6) in Q(α,β,γ,δ)(x∞)[y,y
′], which defines an affine variety of dimension zero
(m= 0). Therefore, the bound provided by Theorem 2 is B= 1. The desired relation is
xx′′− x′2+ x(αx− x′)(δx− γ) = 0.
Note that β does not appear in this relation as it is independent of α,γ,δ,x,x′ , . . . (cf. [22, Example 5]).
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Remark 2. In Examples 4 and 3, we use the following observation. If F ⊂ k(y∞)[xα] for some α ∈ Zs>0
and, for some f ∈ F , we have f ′ ∈ k(y∞)[xα], then one can consider the equivalent system {F, f ′} instead.
For this new system, the bound given by Theorem 2 will be smaller or the same. This is not an ad hoc trick
and can be included into an algorithm.
Example 3 (Pendulum). In this example, we will show how our bounds can be used to show the impossibility
of elimination. Consider the following system from [15, p. 725]:
(7)

x′′ = Tx+F1,
y′′ =−Ty+1+F2,
x2+ y2 = 1
with added external force F= (F1,F2). System (7) describes a pendulum with unit mass, length, and gravity.
The unknown functions x and y stand for the coordinates and T denotes the string tension. Since differenti-
ating the equation x2+ y2 = 1 twice does not introduce derivatives that do not appear in the system already,
following Remark 2, we extend system (7) by
(8)
{
xx′+ yy′ = 0,
x′2+ xx′′+ y′2+ yy′′ = 0.
We will consider problems of deriving differential equations in subsets of variables. The results are
summarized in Table 1 (in all cases, m = 0,1). The impossibility of elimination was established using the
approach developed in Section 5 with probability at least 99%.
Table 1: Example 3
equation in (D0,D1) bound from Theorem 2 elimination possible?
x (0,2) 5 No
y (0,2) 5 No
x,F1 (2,0) 1 No
y,F2 (2,0) 1 No
Example 4. We will now present an example that illustrates that the main result can also be used in m = 2
in practice whether or not elimination is possible. Consider
(9)

x′1 = x2+u1,
x′2 = x1+u2,
x′3 = x3(u1+u
′
2− x3).
One can think of u1 and u2 as control variables whose values can be prescribed in order to achieve a certain
behavior for x1,x2,x3. If there is a consequence of (9) involving only two of x1,x2,x3, say x1 and x2, this
would be a natural restriction on the trajectories on the (x1,x2)-plane that can be achieved.
We consider all three possible pairs of variables to keep (x1,x2), (x2,x3), and (x1,x3). For the case
(x1,x2), we additionally observe that one can add the derivative of the second equation from (9)
x′′2 = x
′
1+u
′
2
without changing α in the application of Theorem 2 (see Remark 2).
The results are summarized in Table 2 (in all cases, m = 1,2). An equation only in x2 and x3 can be
found using polynomial elimination after one prolongation. The impossibility of elimination in the cases
(x1,x2) and (x1,x3) was established using the approach developed in Section 5 with probability at least 99%.
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Table 2: Example 4
equation in (D0,D1,D2) bound from Theorem 2 elimination possible?
x1,x2 (0,2,0) 5 No
x1,x3 (0,0,1) 3 No
x2,x3 (0,0,1) 3 Yes
4 Proofs
The proofs are structured as follows. We first show, in Section 4.1, a new method that allows to build a
dimension reduction procedure in such a way that the degree of the newly added equation is bounded by the
degree of the ideal. In Section 4.2, we establish a relation between differentiation and intersection of ideals,
as well as gather results on the Noether exponent we will use later. Using these methods and results, the
proof of the bound is finished in Section 4.3 along the following lines:
• we obtain a bound for the radical differential ideal membership problem for prime, radical equidimen-
sional radical, and arbitrary polynomial ideals of the equations of the system to prove Proposition 4;
• From Proposition 4, we deduce a bound for the elimination problem given in Theorem 2. By estimating
the geometric data in terms of the combinatorial data, we deduce bounds for the elimination problem
given in Theorems 1 and 3 from Proposition 4.
Our proof of a new lower bound is given in Section 4.4.
For a field k, let k denote the algebraic closure of k. For S⊂ k[x], the set of k-points of the affine variety
of S is denoted by V (S).
4.1 Dimension reduction
In this section, we will show that, if the intersection with a polynomial subring and differentiation do not
preserve a prime polynomial ideal, then this is witnessed by a polynomial of degree at most the degree of
the ideal (see Lemma 4). This will be one of the keys in our inductive argument to prove the main result.
4.1.1 General dimension reduction
Let x = (x1, . . . ,xn) and 1 = (1, . . . ,1) ∈ Zn. We will use the following result, which is similar to [18,
Lemma 3.1]:
Lemma 1. For every α > 1 and prime ideal I ⊂ k[xα·1],
(10) 〈I∩ k[x(α−1)1]〉(1) ⊂ I =⇒ I =
√
I(∞)∩ k[xα·1].
Proof. We denote the images of x
( j)
i in
B= k[xα·1 ]/I ⊃ A= k[x(α−1)1]
/
(I∩ k[x(α−1)1])
by a
( j)
i . We claim that the field of fractions Q(B) of B satisfies the differential condition (see [18, p. 1146]). It
is sufficient to show that, for every f ∈ k[x(α−1)1] such that f |x( j)i =a( j)i = 0, for the polynomial g= f
′ ∈ k[xα·1],
the equality g|
x
( j)
i =a
( j)
i
= 0 holds. The equality f |
x
( j)
i =a
( j)
i
= 0 implies that f ∈ I∩ k[x(α−1)1], so
g ∈ (I∩ k[x(α−1)1])(1) ⊂ I.
Hence, g|
x
( j)
i =a
( j)
i
= 0. Thus, by [32, Theorem 4.10], there exists an extension K ⊃ Q(B), where K is a
differential field, and the differential structure on K is compatible with that of Q(A) ⊂ Q(B). Consider the
differential homomorphism ϕ : k[x∞]→ K defined by ϕ(xi) = a(0)i , 16 i6 n. Then, Kerϕ∩ k[xα·1] = I, so
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√
I(∞)∩ k[xα·1 ]⊂ Kerϕ∩ k[xα·1 ] = I.
The inverse inclusion is immediate.
Lemma 2. For every tuple α ∈ Zn
>1 and prime ideal I ⊂ k[xα],
〈I∩ k[xα−1]〉(1) ⊂ I =⇒ I =
√
I(∞)∩ k[xα].
Proof. Let α = (α1, . . . ,αn) and α = max(α1, . . . ,αn), and, for every i, set δi = α−αi. We introduce new
variables y = (y1, . . . ,yn). Let ϕ : k[x∞ ]→ k[y∞] be the differential homomorphism defined by ϕ(xi) = y(δi)i
for all i. Then J = k[yα·1 ] ·ϕ(I) is a prime ideal in k[yα·1 ]. Since
k[yα·1 ] ·ϕ
(〈I∩ k[xα−1]〉(1))= k[yα·1] · 〈J∩ k[y(α−1)1]〉(1),
we obtain that (J∩ k[y(α−1)1])(1) ⊂ J. Lemma 1 implies that J =
√
J(∞)∩ k[yα·1]. Then
k[y∞] ·ϕ
(√
I(∞)
)
=
√
J(∞) =⇒ I =
√
I(∞)∩ k[xα].
4.1.2 Finding an equation of degree at most the degree of the ideal to lower the dimension
For a non-negative integer D and an ideal J ⊂ k[z1, . . . ,zN ], let JD = 〈 f ∈ J | deg f 6 D〉.
Lemma 3. For every non-negative integer D and prime ideal J ⊂ k[z1, . . . ,zN ] of degree D, there is a
nonempty open subset U ⊂V (J) such that, for every p ∈U,
Jm = (JD)m, where m= I(p).
Proof. Without loss of generality, we can assume that z1, . . . ,zd form a transcendence basis of k[z1, . . . ,zN ]
modulo J. For every i, d+ 1 6 i 6 N, we consider Pi(z1, . . . ,zd ,zi), a non-zero algebraic relation among
z1, . . . ,zd ,zi modulo J of the smallest degree. Since Pi is a defining equation of the Zariski closure of the
projection of V (J) to the (z1, . . . ,zd ,zi)-coordinates, for every i, d+16 i6 N, degPi 6 D. Let
P :=
∂Pd+1
∂zd+1
· . . . · ∂PN
∂zN
.
LetU :=V (J)\V (P). Since Pd+1, . . . ,PN are squarefree, P does not vanish everywhere on Z(J), soU 6=∅.
Let p ∈U and m := I(p). The inclusion JD ⊂ J implies (JD)m ⊂ Jm. On the other hand, since P is
the determinant of the Jacobian of Pd+1, . . . ,PN with respect to zd+1, . . . ,zN and P(p) 6= 0, the polynomi-
als Pd+1, . . . ,PN form a system of local parameters of V (J) at p. Then Pd+1, . . . ,PN generate Jm by [38,
Theorem 2.5, p. 99].
Lemma 4. For every tuple α ∈ Zn
>1, if I ⊂ k[xα] is a prime ideal such that 〈I∩ k[xα−1]〉(1) 6⊂ I, then there
exists g ∈ 〈I∩ k[xα−1]〉(1) such that
dim〈I,g〉 < dim I and degg6 deg I.
Proof. Let D := deg I. The inclusion k[xα−1] ⊂ k[xα] corresponds to a projection pi. Let X := V (I) and
X0 := pi(X). [21, Lemma 2] implies that degX0 6 degX . Consider any f ∈ I∩k[xα−1] such that f ′ /∈ I. Then
X \V ( f ′) is a nonempty open subset of X . Applying Lemma 3 to the prime ideal I ∩ k[xα−1], we obtain a
nonempty subset U ⊂ X0. Let
p ∈ (pi−1(U)∩V(I))∩ (V (I)\V ( f ′)).
Lemma 3 implies that there are polynomials g1, . . . ,gM ∈ I ∩ k[xα−1] of degree at most D and
a1, . . . ,aM ,b1, . . . ,bM ∈ k[xα−1] such that
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f =
a1
b1
g1+ . . .+
aM
bM
gM,
and, for all i, 16 i6M, bi(pi(p)) 6= 0. We clear the denominators and obtain
b1 · . . . ·bM · f = c1 ·g1+ . . .+ cM ·gM
for suitable c1, . . . ,cM ∈ k[xα−1]. We differentiate this equality and obtain
(b1 · . . . ·bM)′ · f +(b1 · . . . ·bM) · f ′ =
(
c′1 ·g1+ . . .+ c′M ·gM
)
+
(
c1 ·g′1+ . . .+ cM ·g′M
)
.
Since f ,g1, . . . ,gM vanish at p, and b1 · . . . · bM · f ′ does not vanish at p, at least one of g′1, . . . ,g′M , say g′1,
does not vanish at p. Thus, we can set g := g′1.
4.2 Multiplicity and differentiation
4.2.1 Noether exponent
For a field k, k¯ will denote its algebraic closure.
Definition 3. Let I be an ideal in a commutative ring. The smallest positive integer µ such that (
√
I)
µ ⊂ I is
called the Noether exponent of I.
Lemma 5. Let I be an ideal in a k-algebra A. Then
k¯⊗k
√
I =
√
k¯⊗k I.
Proof. Let Ialg := k¯⊗k I and J := k¯⊗k
√
I. Then J ⊂√Ialg. Since Aalg/J ∼= k¯⊗k (A/√I) and A/√I is
separable due to [5, Chapter V, §15, p. A.V.122, Theorem 1], Aalg/J is reduced, so J is a radical ideal. Let
a∈√Ialg, then there exists N such that aN ⊂ Ialg ⊂ J. Since J is radical, we have a∈ J, and so J=√Ialg.
Corollary 2. Let I be an ideal in a k-algebra A with Noether exponent µ and Ialg := k¯⊗k I. Then the Noether
exponent of Ialg is at most µ.
Proof. By Lemma 5,
√
Ialg is generated by any set of generators of
√
I, so (
√
Ialg)
µ ⊂ Ialg.
Lemma 6. Let x = (x1, . . . ,xn) and α ∈ Zn>0. For every prime ideal I ⊆ k[xα] of degree D0 and every
g ∈ k[xα] with degg= D1, the Noether exponent of 〈I,g〉 does not exceed D0D1.
Proof. If the ground field is algebraically closed, the lemma follows from [25, Corollary 4.6]. The case of
not necessarily algebraically closed k follows from the lemma applied to k¯⊗k I and Corollary 2.
4.2.2 Differentiation and intersection of ideals
The following lemma follows from [34, Corollary 5.2].
Lemma 7. Let x = (x1, . . . ,xn). For all q,m1, . . . ,mq ∈ N and for all polynomial ideals I1, . . . , Iq ⊂ k[x∞ ],
I
(m1)
1 · . . . · I
(mq)
q ⊂
√
(I1 · . . . · Iq)(m1+...+mq).
Lemma 8. Let x = (x1, . . . ,xn). For all q,m1, . . . ,mq ∈ N and for all polynomial ideals I1, . . . , Iq ⊂ k[x∞ ],
I
(m1)
1 ∩ . . .∩ I
(mq)
q ⊂
√
(I1∩ . . .∩ Iq)(m1+...+mq).
Proof. We have(
I
(m1)
1 ∩ . . .∩ I
(mq)
q
)q
⊂ I(m1)1 · . . . · I
(mq)
q =⇒ I(m1)1 ∩ . . .∩ I
(mq)
q ⊂
√
I
(m1)
1 · . . . · I
(mq)
q .
Lemma 7 implies that the latter radical is contained in
√
(I1 · . . . · Iq)(m1+...+mq). Thus,
I
(m1)
1 ∩ . . .∩ I
(mq)
q ⊂
√
(I1∩ . . .∩ Iq)(m1+...+mq).
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4.3 Proofs of the main results
Throughout this section, k denotes a differential field and k¯ denotes its algebraic closure. By [28,
Lemma II.1], the derivation on k can be extended uniquely to k¯. We introduce
(11) B(m,D) :=
m
∑
i=0
D2(2
i−1).
The arguments in this section are structured as follows. We will start by showing that (11) is an upper bound
for the number of differentiations in the radical differential ideal membership problem for polynomial prime
and equidimensional radical ideals of differential polynomials (see Propositions 2 and 3, respectively). This
bound is adjusted to include arbitrary polynomial ideals of differential polynomials in Proposition 4. This
results in the bound from Theorem 2, which we explain in Section 4.3.4, in which we also finish proving
Theorems 1 and 3 by estimating B in (11) in terms of m, d, and |α| or |α| and |β|, respectively.
4.3.1 Prime ideals
Proposition 2. For every positive integer n, tuple α ∈Zn
>0, prime ideal I ⊂ k¯[xα], and polynomial f ∈ k¯[xα],
we have
f ∈
√
I(∞) ⇐⇒ f ∈
√
I(B(m,D)),
where m= dim I, D= deg I, and B(m,D) is defined in (11).
We will use the following lemma.
Lemma 9. For all
• p(x) ∈ Z>0[x] such that p(0) = 1 and deg p> 2,
• S,n> 1 and tuples (a1, . . . ,an) of positive integers such that
n
∑
i=1
ai = S,
we have
n
∑
i=1
p(ai)6 p(S).
Proof. It is sufficient to prove that, for all a,b > 1,
p(a)+ p(b)6 p(a+b).
Let p(x) = 1+ c1x+ . . .+ cdx
d , where d > 2. We immediately have
c1(a+b)+ c2(a
2+b2)+ . . .+ cd−1(ad−1+bd−1)6 c1(a+b)+ c2(a+b)2+ . . .+ cd−1(a+b)d−1.
So, it is sufficient to prove that 2+ cd(a
d +bd)6 1+ cd(a+b)
d . We have
1+ cd(a+b)
d
> 1+ cda
d + cd
(
d
1
)
abd−1+ cdbd > 2+ cd(ad +bd).
Proof of Proposition 2. We will prove the proposition by induction on m. The base cases will be m= 0,1.
• Case m= 0 follows from Lemma 2.
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• Case m= 1. Then B(m,D) = D2+1. Consider f ∈
√
I(∞)∩ k¯[xα]. If (I ∩ k¯[xα−1])(1) ⊂ I, then Lemma 2
implies that f ∈ I. Otherwise, by Lemma 4, there exists g ∈ (I∩ k¯[xα−1])(1) such that
dim I > dim〈I,g〉 and degg6 D.
Let J = (I,g) and J = Q1∩ . . .∩Qs be a primary decomposition of J. Then
√
J = I1∩ . . .∩ Is, where I j :=
√
Q j for 16 j 6 s.
Since dim I j = 0 for every j, V (I j) = p j for some point p j. Let
m j = dimk¯ k¯[xα]/Q j
be the multiplicity of J at the point p j. Then I
m j
j ⊂ Q j. Bezout’s theorem [20, Theorem 7.7, Chapter 1]
implies that
m1+ . . .+ms = deg I ·degg6 D2.
The inclusions
f ∈
√
I
(1)
1 ∩ . . .∩ I(1)s and Im11 · . . . · Imss ⊂ Q1 · . . . ·Qs ⊂ J
together with Lemma 7 imply
f ∈
√(
I
(1)
1
)m1 · . . . ·(I(1)s )ms ⊂√(Im11 · . . . · Imss )(m1+...+ms) ⊂√J(D2) ⊂√I(1+D2) =√I(B(1,D)).
• Inductive step for m> 1. Consider f ∈ k¯[xα]∩
√
I(∞). If (I ∩ k¯[xα−1])(1) ⊂ I, then Lemma 2 implies that
f ∈ I. Otherwise, by Lemma 4, there exists g ∈ (I∩ k¯[xα−1])(1) such that
dim I > dim〈I,g〉 and degg6 D.
Consider the minimal prime decomposition of
√〈I,g〉:
I˜ :=
√
〈I,g〉= I1∩ . . .∩ Is.
Then dim I j = m−1 for all 16 j 6 s. Let D j := deg I j for every 16 j 6 s. [20, Theorem 7.7, Chapter 1]
implies that
s
∑
j=1
Di 6 D
2. Since all
√
I
(∞)
1 , . . . ,
√
I
(∞)
s contain f , the inductive hypothesis implies that
f ∈
√
I
(B(m−1,D1))
1 ∩ . . .∩ I(B(m−1,Ds))s .
By Lemma 8,
f ∈
√
(I1∩ . . .∩ Is)(B) =
√
I˜(B), where B :=
s
∑
i=1
B(m−1,Di).
Lemma 6 implies that I˜D
2 ⊂ (I,g). Lemma 7 implies that
(12) f ∈
√(
I˜(B)
)D2
⊂
√
〈I,g〉(D2B) ⊂
√
I(D
2B+1).
B(m−1, t) considered as a polynomial in t meets the requirements of Lemma 9. Applying Lemma 9 and
using
s
∑
i=1
Di 6 D
2, we have
(13) D2B+1= D2
s
∑
i=1
B(m−1,Di)+16 D2B(m−1,D2)+1= B(m,D).
Combining (12) and (13), we show that f ∈
√
I(B(m,D)).
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4.3.2 Radical equidimensional ideals
Proposition 3. For every positive integer n, tuple α ∈ Zn
>0, radical equidimensional ideal I ⊂ k¯[xα], and
polynomial f ∈ k¯[xα], we have
f ∈
√
I(∞) ⇐⇒ f ∈
√
I(B(m,D)),
where m= dim I, D= deg I, and B(m,D) is defined in (11).
Proof. Let I = I1∩ I2∩ . . .∩ Is be the irreducible prime decomposition of I. Let D j := deg I j for 1 6 j 6 s.
Consider f ∈
√
I(∞)∩ k¯[xα].
• Case m> 0. Since f ∈
√
I
(∞)
j for all 16 j 6 s,
f ∈
√
I
(B(m,D1))
1 ∩ . . .∩ I(B(m,Ds))s .
Lemma 8 implies
f ∈
√
(I1∩ . . .∩ Is)(B), where B=
s
∑
i=1
B(m,Di).
B(m, t) as a polynomial in t meets the requirements of Lemma 9. Thus, B6 B(m,D).
• Case m= 0. Since B(0,D) = 1, f ∈
√
I
(1)
j for all 16 j6 s. There exists an integer M such that f
M ∈ I(1)j
for all 16 j 6 s. Lemma 8 implies that
I1∩ . . .∩ I j−1∩ I(1)j ∩ I j+1∩ . . .∩ Is ⊂
√
I(1) for every 16 j 6 s.
Hence, s
∑
j=1
I1∩ . . .∩ I j−1∩ I(1)j ∩ I j+1∩ . . .∩ Is ⊂
√
I(1).
The left-hand side of the above inclusion contains the ideal
(14)
s
∑
j=1
I1∩ . . .∩ I j−1∩
〈
fM
〉∩ I j+1∩ . . .∩ Is ⊃ 〈 fM〉 · s∑
j=1
I1∩ . . .∩ I j−1∩ I j+1∩ . . .∩ Is.
Since
s
∑
j=1
I1∩ . . .∩ I j−1∩ I j+1∩ . . .∩ Is is a sum of zero-dimensional ideals without a common zero, it is
equal to k¯[xα]. Therefore, the right-hand side of (14) contains f
M. Thus f ∈
√
I(1) =
√
I(B(0,D)).
4.3.3 Arbitrary ideals
Proposition 4. For every positive integer n, tuple α ∈ Zn
>0, ideal I ⊂ k[xα], and f ∈ k[xα], we have
f ∈
√
I(∞) ⇐⇒ f ∈
√
I(B),
where
• m= dim I,
• Di is the degree of the equidimensional component of I of dimension i, 06 i6 m,
• µ is the Noether exponent of I,
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• B= µ ·
m
∑
i=0
B(i,Di), where B(m,D) is defined in (11).
Proof. We will first prove the proposition for an algebraically closed k. Consider f ∈
√
I(∞) ∩ k[xα]. For
each 0 6 i 6 m, let Ii be the radical ideal corresponding to the equidimensional component of dimension i
of I. Proposition 3 implies that f ∈
√
I
(B(i,Di))
i for every 06 i6 m. Lemma 8 implies that
f ∈
√
(I0∩ I1∩ . . .∩ Im)(S) =
√(√
I
)(S)
, where S =
m
∑
i=0
B(i,Di).
Since
(√
I
)µ ⊂ I, Lemma 7 implies that (√I)(S) ⊆ I(µ·S). Hence, f ∈ √I(µ·S) =√I(B).
We will finish the proof by considering the case of not necessarily algebraically closed k. For an ideal
J ⊂ k[xα], we denote Jalg = k¯⊗k J. Corollary 2 implies that the Noether exponent of Ialg is at most µ. Then
the proposition applied to Ialg ⊂ k¯[xα] implies that√
(Ialg)
(∞)∩ k¯[xα] =
√
(Ialg)
(B)∩ k¯[xα].
Then we have
f ∈
√
I(∞) =⇒ f ∈
√
(Ialg)
(∞)∩ k[xα] =⇒ f ∈
√
(Ialg)
(B)∩ k[xα] =
√(
I(B)
)
alg
∩ k[xα]
=
(√
I(B)
)
alg
∩ k[xα]⊂
√
I(B),
where we used Lemma 5. Finally, f ∈
√
I(B) =⇒ f ∈
√
I(∞) is by definition.
4.3.4 Bounds for elimination
Proof of Theorems 1 and 2. Let J be the ideal generated by F in k(y∞)[xα].
• For each i, 06 i6 m, let Di be the degree of the equidimensional component of dimension i of
√
J.
• Let µ> 1 be the Noether exponent of J.
Let
(15) B := µ ·
m
∑
i=0
B(i,Di).
Then Proposition 4 implies that
1 ∈ J(∞) ⇐⇒ 1 ∈ J(B).
Thus,
(16) 〈F〉(∞)∩ k[y∞] 6= {0} ⇐⇒ 1 ∈ J(∞) ⇐⇒ 1 ∈ J(B) ⇐⇒ 〈F〉(B)∩ k[y∞] 6= {0}.
• Proof of Theorem 2. If J is radical, then µ= 1, so B=
m
∑
i=0
B(i,Di). Then the theorem follows from (16).
• Proof of Theorem 1. To finish the proof, it remains to estimate B in terms of m, d, and |α|. Let d0 :=
min
f∈F
degx f and r := |F |. Therefore, d0 6 d.
If d = 1, then V (F) is an intersection of finitely many hyperplanes. Therefore, it is an irreducible variety
of dimension m and degree Dm = 1. Thus, B=m+1.
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We will now assume that d > 2. By [25, Corollary 4.6], we can bound the Noether exponent by
(17) µ6 d0d
min{r,|α|}−1.
For each i, we will estimate Di. By [26, Lemma 3 and its proof], there exist g1, . . . ,g|α|−i ∈ k(y∞)[xα],
where
– g1 is the polynomial of minimal degree in F , so degg1 = d0, and
– g2, . . . ,g|α|−i are linear combinations of elements of F such that every component of V (g1, . . . ,g|α|−i)
of dimension greater than i is also a component of V (F).
Since V (g1, . . . ,g|α|−i) ⊃ V (F), the above implies that all components of V (F) of dimension i are com-
ponents of V (g1, . . . ,g|α|−i) (but, maybe, there are some superfluous components of dimension i in
V (g1, . . . ,g|α|−i)). Since degg j 6 d for all j > 2, [6, (8.28) Be´zout Inequality] implies that the sum
of the degrees of all components of V (g1, . . . ,g|α|−i) does not exceed d0d|α|−i−1. Hence,
(18) Di 6 d0d
|α|−i−1, for every i= 0, . . . ,m.
By substituting (17) and (18) into (15), we obtain
B6 d0d
min(|α|,r)−1 ·
m
∑
i=0
B
(
i,d0d
|α|−i−1
)
.(19)
To achieve a simpler formula for the bound, we will replace d0 by d. In particular, we have
B6 d|α| ·
m
∑
i=0
B
(
i,d|α|−i
)
= d|α| ·
m
∑
i=0
i
∑
j=0
d(|α|−i)(2
j+1−2).(20)
Bounding the double sum by a geometric series with common ratio 1
d2
twice, we obtain, using d > 2,
m
∑
i=0
i
∑
j=0
d(|α|−i)(2
j+1−2)
6
d2
d2−1
m
∑
i=0
d(|α|−i)(2
i+1−2)
6
(
d2
d2−1
)2
d(|α|−m)(2
m+1−2)
6 d(|α|−m)(2
m+1−2)+1
Plugging this bound into (20), since m6 |α|−1, we obtain
(21) B6 d|α|+(|α|−m)(2
m+1−2)+1
6 d(|α|−m)2
m+1+m
6 d(|α|−m+1)2
m+1
.
Proof of Theorem 3. By applying Proposition 4 to I = 〈F〉 ⊂ k[xα,yβ], we obtain√
(F)(∞)∩ k[xα,yβ] =
√
(F)(B)∩ k[xα,yβ], for B= µ ·
m
∑
i=0
i
∑
j=0
D2
j+1−2
i ,
where µ is the Noether exponent of I, and Di is the degree of the equidimensional component of I of
dimension i. By intersecting both sides with k[y∞ ], we obtain√
(F)(∞)∩ k[yβ] =
√
(F)(B)∩ k[yβ].
Estimating B the same way we did in the proof of Theorem 1 in (19), (20), and (21), we obtain B 6
d(|α|+|β|−m+1)2
m+1
.
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4.4 Asymptotic tightness via a lower bound
In this section, we prove Proposition 1. We begin with two auxiliary lemmas.
Lemma 10. Let x = (x1, . . . ,xn). For all g1, . . . ,gm ∈ C[x∞ ], positive integers N, and formal power series
f1(t), . . . , fn(t) ∈ C[[t]],(∀i gi( f1(t), . . . , fn(t)) = O(tN), t → 0) =⇒ 1 /∈ 〈g1, . . . ,gm〉(N−1).
Proof. Consider the C-algebra homomorphism ϕ : C[x∞] → C defined by ϕ
(
x
( j)
i
)
:= f
( j)
i (0). Then 1 /∈
Kerϕ. We will prove the lemma by showing that〈
g1, . . . ,gm
〉(N−1) ⊂ Kerϕ.
The chain rule implies that, for every i, 16 i6m, and j > 0,
g
( j)
i (x1, . . . ,xn)|xi= fi(t) =
(
gi( f1(t), . . . , fn(t))
)( j)
.
Then ϕ(g
( j)
i ) is equal to the value of
(
gi( f1(t), . . . , fn(t))
)( j)
at t = 0. For every j < N and i, since(
gi( f1(t), . . . , fn(t))
)( j)
=
(
O(tN)
)( j)
= O(tN− j), t→ 0,
the value of
(
gi( f1(t), . . . , fn(t))
)( j)
at t = 0 is zero. This proves the lemma.
Lemma 11. Let d be a positive integer and P(x,y) ∈ C[x,y] be a polynomial of degree at most d. If
P(t,et) = O(tB+1), t→ 0, where B=
(
d+2
2
)
−1,
then P(t,et) = 0.
Proof. The function P(t,et) is a C-linear combination of {t ie j | 0 6 i+ j 6 d}. All these functions are
annihilated by the following differential operator
D :=
(
∂
∂t
)d+1(
∂
∂t −1
)d (
∂
∂t −2
)d−1
· . . . ·
(
∂
∂t −d
)
of order B+1 with constant coefficients, so D(P(t,et)) = 0. Every solution of D is uniquely determined by
its first B+1 Taylor coefficients and 0 is a solution of D, so P(t,et) = 0.
Proof of Proposition 1. We will show that
(22) 1 ∈ 〈x′−1,y′− y,P(x,y)〉(∞)
holds for every P(x,y) ∈ C[x,y] such that P(x,0) 6= 0. Since system (22) has constant coefficients, it is
consistent if and only if it has a solution in C[[t]] (follows from [33, Proposition 3.2 and Corollary 3.6]).
Every solution of x′ = 1, y′ = y in C[[t]] is of the form x(t) = t+a, y= bet for some a,b ∈ C. If b 6= 0, then
P(x(t),y(t)) 6= 0 due to the algebraic independence of t and et over C. If b = 0, then x(t) is a root of the
nonzero polynomial P(x,0) with constant coefficients. This is impossible.
For 0 6 i+ j 6 d, let fi, j ∈ Q[t] be the truncation of the power series t i · e jt to the degree B. If the
polynomials { fi, j | 0 6 i+ j 6 d} were linearly dependent over Q, there would exist λi, j ∈ Q not all zeros
for 06 i+ j 6 d such that
f := ∑
06i+ j6d
λi, jt
ie jt =O(tB+1), t→ 0.
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The power series f is nonzero due to the algebraic independence of t and et . On the other hand, Lemma 11
implies that f = 0. The obtained contradiction implies that { fi, j | 0 6 i+ j 6 d} are linearly independent
over Q.
Since there are B+ 1 of the fi, j, they form a basis of the Q-vector space of polynomials of degree at
most B. Thus, there exist µi, j ∈Q for 06 i+ j 6 d such that
g(t) := ∑
06i+ j6d
µi, jt
ie jt = tB+O(tB+1), t → 0.
We define
P(x,y) := ∑
06i+ j6d
µi, jx
iy j.
We claim that P(x,y) is irreducible. Assume the contrary, so P(x,y) =P1(x,y)P2(x,y), where degP1= d1 > 1
and degP2 = d2 > 1. Then there exist integers B1 and B2 such that B1+B2 = B and
Pi(t,e
t) = tBi +O(tBi+1), t→ 0 for i= 1,2.
Since
B= (d+3)d
2
> (d1+3)d1
2
+ (d2+3)d2
2
,
we have Bi >
(di+3)di
2
for some i, say for i = 1. Then Lemma 11 applied to polynomial P1 of degree d1
implies that P1(t,e
t) = 0. The obtained contradiction proves that P(x,y) is irreducible.
Since P(x,y) is irreducible, P(x,0) is not zero. This implies that x′− 1= y′− y= P(x,y) = 0 is incon-
sistent. Lemma 10 applied to
g1 = x
′−1, g2 = y′− y, g3 = P(x,y), f1(t) = t, f2(t) = et , and N = B
implies
1 6∈ 〈x′−1,y′− y,P(x,y)〉(B−1).
Example 5. Based on the proof of Proposition 1, one can generate polynomial P using only linear algebra.
For example, for d = 2, we obtain
P(x,y) =−2x2−8xy+ y2−10x+16y−17.
Corollary 3. The bound in Theorem 2 is asymptotically tight for m6 1.
Proof. Let I =
〈
x′−1,y′− y,P(x,y)〉. We have
A := C[x,y,x′,y′]/I ∼= C[x,y]/〈P(x,y)〉.
Since P is irreducible, A is an integral domain, and so the ideal I is prime and, therefore, radical. Finally,
m= dim(F) = 1 and D1 = deg I = degP, and we have
D21+16 2 · D1(D1+3)2 .
For m= 0, one can take the system x= 0, x′−1= 0. Then 1 ∈ 〈x,x′−1〉(1) and 1 /∈ 〈x,x′−1〉.
5 Dominance of projections of affine varieties and elimination in DAEs
In this section we will address the problem of verifying whether the projection of an affine variety to an
affine subspace is Zariski dense by analyzing the fibers of the projection. We will then connect this with an
algorithm that verifies whether it is possible to eliminate a set of unknowns
• in a system of polynomial equations (see Section 5.1) and
• as a consequence of our main result, in a system of DAEs (see Section 5.2).
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5.1 Dominance of projections of affine varieties
The possibility of elimination of a subset of unknowns for polynomial systems is equivalent to the dom-
inance of the corresponding projection of affine varieties. Verifying whether the projection of an affine
variety to an affine subspace is Zariski dense can be done by, for example, calculating Gro¨bner bases with
respect to elimination monomial orderings. However, this could be very time-consuming. One can try the
following naive approach:
• Consider the affine variety
xy−1= 0,
whose projection to the y-line is dominant. What if we consider the fiber of the projection over, say,
y= a? Note that xa−1= 0 defines a non-empty variety if and only if a 6= 0.
• Consider the affine variety
x+ y= 0, x= 0,
whose projection to the y-plane is the point {0}, and so is not dominant. What if we again consider the
fiber over y= a? In this case, x+a= 0, x= 0 defines an empty variety if and only if a 6= 0.
What we see in each of the above examples that, for all a 6= 0,
(23) the projection to the y-line is dominant ⇐⇒ the fiber over a of the projection is nonempty.
Hence, for every field k and every finite subset S⊂ k,
|{a ∈ S | (23) holds}|> |S|−1.
Wewill now show how to generalize this idea to arbitrary affine varieties bounding the size of the exceptional
set of points a in a finite grid in Ar for which the dominance of a projection of an affine variety to Ar is not
equivalent to the emptiness of the fiber over a.
Proposition 5. For every
• affine variety X ⊂ Aq×Ar and
• finite subset S⊂ k,
the number of points a = (a1, . . . ,ar) ∈ Sr ⊂ Ar such that
the projection of X to Ar is dominant ⇐⇒ the fiber over a of the projection is nonempty
is at least
N :=
(
1− degX|S|
)
· |S|r.
Proof. Let pi : Aq×Ar → Ar be the projection. Assume that pi(X) 6= Ar. [21, Lemma 2] implies that
degpi(X)6 degX , so there exists a polynomial P1 ∈ k[y1, . . . ,yr] of degree at most degX [21, Proposition 3]
such that pi(X)⊂V (P1). Thus,
P1(a) 6= 0 =⇒ pi−1(a)∩X =∅.
Due to the Demillo-Lipton-Schwartz-Zippel lemma (see [39, Proposition 98]), P1(a) 6= 0 for at least(
1− degP1|S|
)
· |S|r > N
many points a ∈ Sr. Assume that pi(X) = Ar. Then there exists an irreducible component Z ⊂ X such that
pi(Z) = Ar. [22, Lemma 12] implies that there exists a proper subvariety Y ⊂ Ar such that
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• degY 6 degZ;
• for every p ∈ Ar \Y , pi−1(p)∩Z 6=∅.
Then there exists a polynomial P2 ∈ k[y1, . . . ,yr] with degP2 6 degY [21, Proposition 3] such that
P2(a) 6= 0 =⇒ a /∈Y =⇒ pi−1(a)∩Z 6=∅ =⇒ pi−1(a)∩X 6=∅.
Due to [39, Proposition 98] again, P2(a) 6= 0 for at least(
1− degP1|S|
)
· |S|r > N
many points a ∈ Sr.
5.2 Connection to elimination of unknowns in polynomial systems and in DAEs
By the Be´zout theorem, Proposition 5 can be restated as follows.
Proposition 6. Let
• f1, . . . , fℓ ⊂ k[x1, . . . ,xq,y1, . . . ,yr] be polynomials, deg fi 6 d,
• 0< p< 1 be a real number,
• S⊂ k with |S|=
⌈
dq+r
1−p
⌉
,
• a1, . . . ,ar be elements randomly, independently, and uniformly sampled from S,
• gi := fi|y1=a1,...,yr=ar , 16 i6 ℓ.
Then
〈 f1, . . . , fℓ〉∩ k[y1, . . . ,yr] 6= {0} ⇐⇒ 1 ∈ 〈g1, . . . ,gℓ〉
with probability at least p.
Proof. By [26, Lemma 3], there exist h1, . . . ,hq+r, linear combinations of f1, . . . , fℓ, such that X :=
V (h1, . . . ,hq+r) and Y := V ( f1, . . . , fℓ) have the same prime components of dimension > 1. Thus, degY 6
degX and the Be´zout inequality implies that degX 6 dq+r. The proposition follows from Proposition 5
applied to the variety Y .
As a direct consequence, we obtain a Monte Carlo algorithm that verifies if an elimination of unknowns
in a system of polynomial equations is possible with probability at least p. A deterministic algorithm
based on similar geometric considerations was designed in [35]. Since degrees of polynomials do not
increase under differentiation, using our main result (see Section 2.2), this can be used in a (deterministic or
randomized) elimination algorithm for DAEs by
• calculating the data from the appropriate statements of the main results and then
• iterating differentiation and (deterministic or randomized) polynomial elimination successively until ei-
ther an elimination is discovered or the bound from the appropriate main result is reached.
Our implementation of a randomized version as well as of a deterministic version is available
at https://github.com/pogudingleb/DifferentialElimination.git.
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