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Abstract. This study exploits the Meteosat Second Gener-
ation (MSG)–Spinning Enhanced Visible and Infrared Im-
ager (SEVIRI) observations to evaluate the rain class at high
spatial and temporal resolutions and, to this aim, proposes
the Rain Class Evaluation from Infrared and Visible ob-
servation (RainCEIV) technique. RainCEIV is composed of
two modules: a cloud classiﬁcation algorithm which indi-
viduates and characterizes the cloudy pixels, and a super-
vised classiﬁer that delineates the rainy areas according to
the three rainfall intensity classes, the non-rainy (rain rate
value<0.5mmh−1) class, the light-to-moderate rainy class
(0.5mmh−1 ≤rain rate value<4mmh−1), and the heavy–
to-very-heavy-rainy class (rain rate value≥4mmh−1). The
second module considers as input the spectral and textu-
ral features of the infrared and visible SEVIRI observations
for the cloudy pixels detected by the ﬁrst module. It also
takes the temporal differences of the brightness temperatures
linked to the SEVIRI water vapour channels as indicative of
the atmospheric instability strongly related to the occurrence
of rainfall events.
The rainfall rates used in the training phase are obtained
through the Precipitation Estimation at Microwave frequen-
cies, PEMW (an algorithm for rain rate retrievals based on
Atmospheric Microwave Sounder Unit (AMSU)-B observa-
tions). RainCEIV’s principal aim is that of supplying prelim-
inary qualitative information on the rainy areas within the
Mediterranean Basin where there is no radar network cov-
erage. The results of RainCEIV have been validated against
radar-derived rainfall measurements from the Italian Opera-
tional Weather Radar Network for some case studies limited
to the Mediterranean area. The dichotomous assessment re-
lated to daytime (nighttime) validation shows that RainCEIV
is able to detect rainy/non-rainy areas with an accuracy of
about 97% (96%), and when all the rainy classes are con-
sidered, it shows a Heidke skill score of 67% (62%), a bias
score of 1.36 (1.58), and a probability of detection of rainy
areas of 81% (81%).
1 Introduction
A wealth of techniques based on geostationary satellite
IR/VIS observations have been developed in order to esti-
mate rain rate (RR) values or conﬁdences. A recent overview
is given by Kidd and Levizzani (2011). The geostationary
satellite techniques perform better over areas where rain-
fall originates from deep convection than in the areas where
it originates from the stratiform systems. In particular, Ne-
gri and Adler (1981) examined the relation between cloud
top temperature and RR by analysing Geostationary Opera-
tional Environmental Satellite (GOES) and radar data asso-
ciated to a series of thunderstorms. Adler et al. (1985) pro-
posed a thunderstorm index (TI) to give probability to ob-
serve heavy precipitation. Successively, Adler et al. (1988)
extended their interest to stratiform precipitation (produced
under the anvils of mature and decaying convective sys-
tems) from GOES satellite infrared data. Wu et al. (1985)
used GOES data in order to estimate rainfall by means of
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a pattern recognition algorithm trained and tested on differ-
ent sets of RR measurements obtained from NOAA opera-
tional radars. They classify rain into three classes (non-rainy,
light rainy, heavy rainy classes). Adler et al. (1993) were the
ﬁrst to successfully combine the advantages of both types
of instrument by using matched MW and IR data. Vicente
et al. (1998) introduced the auto-estimator in order to esti-
mate rainfall from GOES measurements focusing on heavy
precipitation. The auto-estimator differs from the previous
IR methods for rainfall estimation because it considers other
factors in addition to the IR window cloud top temperature.
In particular, information about environmental moisture is
used to obtain a more correct estimation of rainfall as well
as for the screening of the non-rainy pixels. Ba and Gru-
ber (2001) used the GOES visible (0.65µm), near-infrared
(3.9µm), water vapour (6.7µm) and window channels (10.7
and 12.0µm) to estimate rainfall rate, distinguishing raining
from non-raining clouds by taking into account the cloud top
temperature, the effective radius of cloud particles and the
temperature gradient. Moreover, in an attempt to give more
reliable values of rain rates, Ba and Gruber (2001) used the
moisture factor correction developed by Scoﬁeld (1987) and
modiﬁed by Vicente et al. (1998). Other authors used arti-
ﬁcial neural networks to derive precipitation estimates us-
ing satellite IR images (Hsu et al., 1997; Behrangi et al.,
2009; Capacci and Porcù, 2009). Many authors developed
techniques to determine RR from Meteosat data, both phys-
ical and statistical. Physical techniques consist of brightness
temperature difference threshold tests or consider effective
radius as well as cloud top height/temperature in order to de-
termine rainfall rate and/or probability by the use of look-
up tables. The look-up tables are usually built by consider-
ing rainfall measurements obtained through rain-gauge in-
struments or radar as well as RR values determined by MW
data. An example of an IR method that uses RR values de-
termined by MW observations was developed by Jobard and
Desbois (1994), the RAin and Cloud Classiﬁcation method
(RACC), that used the SSM/I and Meteosat data in order
to classify the Meteosat images into several categories of
rain. Turk et al. (2000) proposed a blended geostationary-
microwave technique for the retrieval of RR measurements.
This technique has been taken as a role model by several
investigators (Kidd et al., 2003; Marzano et al., 2004), in-
cluding Heinemann et al. (2002) who developed the Multi-
sensor Precipitation Estimate (MPE) technique operating at
the European agency for the deployment of meteorological
satellites (EUMETSAT). The MPE product consists of the
near-real-time RR maps for each Meteosat Second Genera-
tion (MSG)–Spinning Enhanced Visible and Infrared Imager
(SEVIRI) image in original pixel resolution. Moreover, re-
cently Mugnai et al. (2013) implemented the blended tech-
nique by Turk et al. (2000) among the precipitation prod-
ucts of the Satellite Application Facility on Support to Op-
erational Hydrology and Water Management (H-SAF). Roe-
beling and Holleman (2009) proposed an algorithm for the
RR estimation from the cloud physical properties (such as
cloud condensed water path and cloud top height) retrieved
from SEVIRI observations. Kühnlein et al. (2011) also in-
vestigated the SEVIRI potential to determine RR, assuming
a relationship between RR and optical thickness as well as
effective radius. In particular they have established a rela-
tion between the reﬂectance observations acquired at 0.6 and
1.6µm, which give information about cloud optical thickness
and effective radius, and the ground-based rainfall rate. Re-
cently, Feidas and Giannakos (2012) proposed an algorithm
that works with SEVIRI observations by combining phys-
ical and statistical methods to characterize convective and
stratiform precipitation areas. They calibrated the algorithm
using RR measurements derived from a substantial num-
ber of rain gauge stations in Greece. Other techniques are
based on cloud motion and exploit IR observations to pro-
vide an estimate of cloud movement to be used for trans-
porting the more direct MW rainfall observations (Joyce et
al., 2004). Di Paola et al. (2012) proposed the Precipitation
Evolving Technique (PET) for convective rain cell continu-
ous monitoring. PET propagates forward in space and time
the latest RR map inferred by AMSU and MHS MW obser-
vations by using SEVIRI IR brightness temperature maps.
This technique is able to propagate the latest rain ﬁeld avail-
able for 2–3h. The aim of this study is to propose a tech-
nique based on a statistical classiﬁcation algorithm that uses
the spectral and textural features of SEVIRI IR/VIS obser-
vations to classify the cloudy pixels as non-rainy, light-to-
moderate-rainy,orheavy-to-very-heavy-rainy.Thetechnique
proposed, the Rain Class Evaluation from Infrared and Vis-
ible observations (RainCEIV), operates in a ﬁxed area, the
Mediterranean Basin, approximately between 35 and 50◦ N,
and 20◦ W and 20◦ E. RainCEIV ﬁrstly discriminates cloudy
from non-cloudy pixels, then it determines the rain class
only for the pixels classiﬁed as cloudy. It deploys the k-
nearest neighbour mean classiﬁer (k-NNM) which consid-
ers as input the spectral and textural features derived from
the SEVIRI VIS/IR images and the brightness temperatures
differences of SEVIRI water vapour channels acquired 15,
30, and 45min before the time of interest. RainCEIV has
been validated against the radar-derived RR values obtained
from the Italian Operational Weather Radar Network obser-
vations managed by the Italian Department of Civil Protec-
tion (DPC). RainCEIV is proposed as a useful tool to achieve
a real-time monitoring of rainfall events, both the intense
convective and the stratiform moderate ones.
Section 2 provides a description of the satellite sensors
whose observations and/or products have been used for the
RainCEIV implementation; Sect. 3 describes the two mod-
ules of RainCEIV (the C_MACSP cloud classiﬁcation algo-
rithm and the RainCEIV k-NNM classiﬁer); Sect. 4 shows
the statistical scores obtained by comparing RainCEIV and
radar-derived RR measurements.
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2 Instruments and data description
The spectral and textural features of MSG-SEVIRI images
are used as input for both the C_ MACSP cloud classiﬁ-
cation algorithm and the RainCEIV k-NNM classiﬁer. SE-
VIRI is the main payload on board the MSG series, com-
posed of MSG-1 (Meteosat 8), MSG-2 (Meteosat 9), MSG-3
(Meteosat 10), and future MSG-4 (Meteosat 11), planned for
launch in 2015. SEVIRI is a 50cm diameter aperture line-by-
line scanning radiometer and observes the earth–atmosphere
system in 11 channels at (a) full disk with a 3km spatial
sampling at the sub-satellite point. In addition, the High-
Resolution Visible (HRV) channel covers half the full disk
with a 1km spatial sampling at the sub-satellite point. The
actual instantaneous ﬁeld of view is about 4.8km at the sub-
satellite point for all the channels except for the HRV chan-
nel, where it is 1.67km. The major improvements with re-
spect to previous sensors are its enhanced spectral character-
istics, its higher temporal resolution (15min), the improved
signal-to-noise ratio, and the higher precision of data storing
which ranges from 8 bits (256 levels) on Meteosat-7 to 10
bits (1024 levels) on Meteosat-8 (Schmetz et al., 2002).
The RainCEIV k-NNM classiﬁer has been trained on the
RR product from the Precipitation Estimation at Microwave
Frequencies (PEMW). PEMW was developed by Di Tomaso
et al. (2009) at the Institute of Methodologies for Envi-
ronmental Analysis of the National Research Council of
Italy (IMAA-CNR) to infer surface rain intensity from satel-
lite MW LEO observations provided by the Advanced Mi-
crowave Sounding Unit-B (AMSU-B) and the Microwave
HumiditySounder(MHS)onboardtheNationalOceanicand
Atmospheric Administration (NOAA) satellites and the Eu-
ropean Polar Satellite MetOp-A, respectively. AMSU-B and
MHS are cross-track, line-scanning MW radiometers which
measure radiances in ﬁve channels in the 89GHz to 190GHz
frequency range. The centre frequencies for the two win-
dow channels are 89GHz, 150GHz, while the three opaque
(water vapour) channels are centred at 183±1, 183±3, and
183±7GHz. The AMSU-B and MHS ﬁelds of view (FOV)
have a circular shape (with a diameter of about 16km) at
nadir, while their shape becomes ellipsoidal away from the
nadir (the axes length is 51km for the cross-track direc-
tion and 25km for the along-track direction at the maximum
scanning angle) (Bennartz, 2000). The purpose of these in-
struments is to measure the radiation from different layers
of the atmosphere in order to obtain global data on humid-
ity proﬁles. The PEMW RR value is assigned to the SEVIRI
pixel only when the latter is entirely enclosed in the corre-
sponding AMSU-B/MHS FOV. PEMW RR values are re-
sampled on the SEVIRI grid by calculating the area of each
AMSU-B/MHS FOV on the basis of the orbital parameters
described in (Bennartz, 2000). The temporal matching is car-
ried out considering a maximum difference of 7.5min be-
tween the acquisition time of the SEVIRI pixel and that of
the AMSU/MHS FOV. For simplicity, the SEVIRI pixel, to
which the PEMW-RR value is assigned, will be denominated
PEMWinSEVIRI while the corresponding PEMW-RR value
will be denominated PEMWinSEVIRIv.
The RainCEIV results have been validated on the basis of
the RR values derived from the Italian Weather Radar Net-
work which is coordinated by DPC (Vulpiani et al., 2008) in
collaboration with the regional authorities, the research cen-
tres, the Air Trafﬁc Control service (ENAV), and the Me-
teorological Service of the Italian Air Force (CNMCA). It
consists of 20 microwave weather radars belonging to the
regional authorities (10 C-band radars), ENAV (2 C-band
radars) and DPC (6 C-band radars and 2 X-band polari-
metric radars). The surface rate intensity (SRI, in mmxh−1)
and other products such as the Vertical Maximum Intensity
(VMI), the constant altitude plan position indicator (CAPPI)
and the 1-hour-accumulated surface rain total (SRT, in mm),
are retrieved from measured reﬂectivity volumes. Procedures
for mitigating ground clutter, an anomalous propagation,
beam-blockage effects are applied (Vulpiani et al., 2008).
The SRI product is derived applying a reﬂectivity–rainfall
(Z-R) relationship to the Lowest Beam Map (LBM), in other
words the reﬂectivity values at the lowest level of the cor-
rected radar volumes. The SRI product used here represents
the best estimate from the radar network available for the
period under analysis, and it has already been used to vali-
date satellite rainfall estimates (Cimini et al., 2013), includ-
ing EUMETSAT H-SAF products (Puca et al., 2014). Pro-
cedures to improve the quality of the SRI product, includ-
ing attenuation compensation, polarimetric rainfall inversion
techniques, and adaptive algorithms to retrieve the mean ver-
tical proﬁles of reﬂectivity have recently been developed at
DPC (Vulpiani et al., 2012; Rinollo et al., 2013). All the
products are available on a grid of 1400×1400km2, with
a spatial resolution of circa 1km and a temporal resolution
of 15min. For simplicity, the radar samples completely in-
cluded into the SEVIRI pixels will be denominated RS sam-
ples. The collocation process of the radar-derived RR mea-
surements into the SEVIRI grid consists in associating the
RS samples to each SEVIRI pixel. If the percentage of rainy
RS samples is higher than 80%, the SEVIRI pixel is con-
sidered for the validation and classiﬁed as light-to-moderate-
rainy or heavy-to-very-heavy-rainy on the basis of the RS-
RR value average. In some cases, the RS-RR value average
is strongly inﬂuenced by the lowest RR values of the light-
to-moderate-rainy RS samples, if the number of heavy-to-
very-heavy rainy RS samples is higher than that of the light-
to-moderate-rainy one. Because of this, when the percentage
of the heavy-to-very-heavy-rainy RS samples is higher than
50% and it is higher than that of the light-to-moderate-rainy
RS samples, the SEVIRI pixel is ﬂagged as heavy-to-very-
heavy-rainy, regardless of the RS-RR value average. If the
percentage of the non-rainy RS samples is 100%, the SE-
VIRI pixel is considered for the training and validation. In
the other cases, the SEVIRI pixel is ﬂagged as “uncertain”
and not considered for the training and validation purposes.
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For simplicity, the pixel SEVIRI, to which the radar-derived-
RR value is assigned, will be denominated RADARinSE-
VIRI,whilethecorrespondingRRvaluewillbedenominated
RADARinSEVIRIv.
3 RainCEIV description
The RainCEIV technique consists of two modules:
– a cloud classiﬁcation algorithm that discriminates clear
from cloudy pixels and further classiﬁes the cloudy
pixels
– a k-nearest neighbour mean (k-NNM) classiﬁer that
evaluates the rain class for each pixel classiﬁed as
cloudy by the ﬁrst module.
3.1 Cloud classiﬁcation algorithm description
The cloud Mask Coupling of Statistical and Physical meth-
ods algorithm (MACSP; Ricciardelli et al., 2008; Di Paola et
al., 2014) is used for distinguishing cloudy from non-cloudy
pixels. The version used for RainCEIV purposes is called
C_MACSP, which stands for cloud Classiﬁcation Mask Cou-
pling of Statistical and Physical methods. The current ver-
sion has been updated to give information about the cloud
class and in particular to split the MACSP high cloud in
the high optically thin and high optically thick cloud classes.
Furthermore, the convective cloud class has been added, not
just for module II but also to individuate the possible occur-
rence of extreme events. A pixel can be classiﬁed into ﬁve
different classes considered both over land and sea: clear,
low/middle cloud, high optically thin cloud, high optically
thick cloud and convective cloud. In detail, the C_MACSP
physical algorithm uses the same physical threshold tests
as the earlier MACSP version with the addition of a new
threshold test involving the difference between the bright-
ness temperature of the SEVIRI water vapour channel cen-
tred at 6.2µm and of the SEVIRI window channel cen-
tred at 10.8µm, 1TB6.2µm−10.8µm. This difference is very
small for convective cloud as asserted by Mosher (2001,
2002) in the global convective diagnostic approach. The
C_MACSP statistical (temporal) algorithm considers as in-
put the same spectral and textural features described and
listed in Sect. 3.2.1 (Sect. 3.4) and Table 4 (Table 7), respec-
tively, of Ricciardelli et al. (2008), but the training data set
hasbeenupdatedinordertobuildthetrainingsamplesforthe
convective cloud class. The training samples were collected
in the Mediterranean Basin, where RainCEIV operates. The
cloud classiﬁcation for the training data set has been made
through a careful visual inspection of the SEVIRI images.
The clear and cloudy pixels were selected manually after ob-
serving the spectral characteristics in SEVIRI IR/VIS images
as well as in their RGB composition, a useful practice for dis-
tinguishing cloudy classes (Lensky and Rosenfeld, 2008). In
order to collect the training samples for the convective cloud
class, the cloudy SEVIRI pixels have been matched with the
corresponding PEMW-RR and radar-derived RR values, if
available. The collocation process both of the radar-derived
RR values and the PEMW-RR values in the SEVIRI grid is
described in Sect. 2. The SEVIRI pixel is considered for the
training when
– both the RADARinSEVIRI pixel and PEMWin-
SEVIRI pixel are available and the relation
(RADARinSEVIRIv≥4mmh−1) and (PEMWin-
SEVIRIv≥4mmh−1) is satisﬁed
– both the RADARinSEVIRI pixel and PEMWin-
SEVIRI pixel are available and the relations
(RADARinSEVIRIv≥4mmh−1) and (PEMWin-
SEVIRIv<4mmh−1) are satisﬁed and the percentage
of the rainy RS samples is higher than 80%
– only the PEMWinSEVIRI pixel is available (the
AMSU-B/MHS observation is outside the area covered
by the radar network) and the relation (PEMWinSE-
VIRIv≥4mmh−1) is satisﬁed.
When both the RADARinSEVIRI pixel and the PEMWin-
SEVIRI pixel are available and the relations at points 2
and 3 are not satisﬁed, the SEVIRI pixel is not consid-
ered for the initial training data set. The SEVIRI images
listed in Table 5 of Ricciardelli et al. (2008), and in par-
ticular the ones used for the training of the Mediterranean
Basin (enclosed in the areas B, C, and G of Fig. 3 of
Ricciardelli et al., 2008), have been used for the training
of C_MACSP. The SEVIRI images used for the training
are those acquired on 29 September 2009 at 16:57UTC,
on 1 October 2009 (at 05:12UTC, at 08:27UTC, and at
15:57UTC), on 4 March 2010 (at 14:27UTC, 15:57UTC,
and at 20:12UTC), on 28 April 2010 (at 12:27UTC
and 15:43UTC), on 4 August 2010 (at 10:43UTC and
15:12UTC), on 2 February 2010 at 22:57UTC, on 8 Jan-
uary 2010 at 13:57UTC, and on 1 October 2009 at
05:13UTC and 19:13UTC. The procedure described in Ap-
pendix A has been applied in order to reﬁne the training data
set by eliminating the redundant as well as the misclassiﬁed
samples. The C_MACSP statistical and physical algorithms
are applied separately to each SEVIRI pixel, and the results
are compared. If they agree, the SEVIRI pixel is classiﬁed
consequently, otherwise the temporal algorithm is applied in
order to remove the ambiguity and classify the SEVIRI pixel
deﬁnitively. For RainCEIV purposes, the C_MACSP screen-
ing is useful to
– reduce the number of the input pixels to the RainCEIV
k-NNM classiﬁer by removing the pixels classiﬁed as
clear and high thin cloud
– deﬁne the components of the feature vector as input
to the RainCEIV classiﬁer (as will be described in the
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following sub-section. The components chosen for each
cloud class are shown in Tables 5 and 6).
3.2 k-nearest neighbour mean classiﬁer description
The classiﬁer pattern used to evaluate the rainy class is the
k-nearest neighbour mean (k-NNM) non-parametric super-
vised classiﬁer proposed by Viswanath and Sarma (2011).
This classiﬁer has been chosen for its simplicity and good
performance (Dasarathy, 1991, 2002; Babu and Viswanath,
2009) and because, unlike the Bayes classiﬁer, it does not as-
sume any a priori known probabilities, which are estimated
directly from the design samples. It implements the decision
rule locally. The k-NNM classiﬁer has demonstrated to per-
form better than the k-NN classiﬁer and it is suitable for par-
allel implementation so as to reduce the classiﬁcation time,
as asserted by Viswanath and Sarma (2011).
Let x be the vector of features related to the pixel to be
classiﬁed and Ci the rainy/non-rainy class with i = 0, 1, 2
deﬁned as follows:
– non-rainy class (RR<0.5mmh−1) (C0)
– light-to-moderate rainy class (0.5≤RR≤4mmh−1)
(C1)
– heavy-to-very-heavyrainyclass(RR>4mmh−1)(C2).
ForeachclassCi thek-NNMclassiﬁerﬁndsthek (wherek ≥
1) nearest neighbours of x and determines the mean value
dmean(xCi) of their distances (d(xxi,j)) from x.
dmean(x,Ci) =
k P
j=1
d(x,xi,j)
k
i = 0,1,2 (1)
where d(xxi,j) is the Euclidean distance between x and xi,j
which is the jth nearest training sample for the class Ci. The
pixel is labelled as the class characterized by the lowest mean
distance dmean(xCi):
(dmean(x,C0) < dmean(x,C1)) and
(dmean(x,C0) < dmean(x,C2)) → x ∈ C0 (2)
(dmean(x,C1) < dmean(x,C0)) and
(dmean(x,C1) < dmean(x,C2)) → x ∈ C1 (3)
(dmean(x,C2) < dmean(x,C0)) and
(dmean(x,C2) < dmean(x,C1)) → x ∈ C2. (4)
Fig. 1 shows the scheme of the RainCEIV technique.
3.2.1 Features selection and description
The k-NNM classiﬁer uses textural and spectral features esti-
mated in 3×3-pixel boxes in order to associate each SEVIRI
pixel to a rainy/non-rainy class. The textural and spectral fea-
tures used in this study and their different weights in the grid
element, where both textural and tonal features have signiﬁ-
cant values, are described in Ricciardelli et al. (2008). In de-
tail, the spectral features used are the maximum and minimum
grey levels and the ratio between them. The textural features
considered are the maximum and the minimum of the En-
tropy (a measure of the spatial randomness of the image), the
angular second moment (ASM, a measure of homogeneity of
the image), the contrast (a measure of local variation of the
grey-level differences) and the mean (a measure of the mean
grey-level differences). The maximum and minimum values
are calculated among the values calculated for the four direc-
tions (0, 45, 90, 135◦) in the 3×3-pixel box. All the spec-
tral and textural features deﬁned for the IR/VIS SEVIRI im-
ages acquired at 0.6, 0.8, 1.6, 3.9, 6.2, 7.3, 10.8, and 12µm
were initially considered as components of x. Some of the
above-listed spectral channels are usually utilized to infer in-
formation on cloud top microphysical properties. In particu-
lar, the observations acquired at 10.8 and 12.0µm are used
to provide information on cloud top temperature and cloud
optical thickness, the observations at 0.6µm are also used to
get information about cloud optical thickness, while the 3.9
and 1.6µm observations are used to infer information on the
cloud thermodynamic phase and cloud effective radius. The
precipitation processes are strongly related to the cloud top
microphysical structure and, in particular, the rain rate con-
ﬁdence is high for cloud tops with large cloud droplets or
in the presence of ice (Lensky and Rosenfeld, 1997). Conse-
quently, in this study the use of features derived from spec-
tral channels connected with cloud microphysical properties
could allow for the identiﬁcation of raining clouds.
The spectral channels centred at 6.2 and 7.3µm are indica-
tive of the water vapour (WV) content in the troposphere at
pressure levels lower than 400 and 600hPa, respectively. The
WV channel features when considered alone do not give use-
ful information on the presence of a raining cloud, on the
contrary, when considered with the other channel features, in
particular those related to the 10.8µm channel, they are use-
ful for individuating convective events (Mosher, 2001, 2002).
Moreover, the WV temporal changes are indicative of the
atmospheric instability that is a useful index in the detec-
tion of the precipitating area. Because of this, the temporal
differences 1TB(6.2)15−30, 1TB(6.2),15−45, 1TB(6.2),30−45,
1TB(7.3)15−30, TB(7.3),15−45, and TB(7.3),30−45 between the
WV brightness temperatures related to the SEVIRI acquisi-
tions, made 15, 30 and 45min before the time of interest, are
exploited to get information on the WV temporal changes at
different atmosphere levels. Obviously, the temporal change
of WV brightness temperature related to a pixel does not al-
ways mean that the pixel is rainy, and as for the other fea-
tures, it gains usefulness in discriminating rainy/non-rainy
classes when used in combination with the other features op-
portunely chosen, as will be described in the following sub-
section.
Before deﬁning andlisting the ﬁnal componentsof the fea-
ture vector, it is important to explain how these features have
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Figure 1. Flowchart of the RainCEIV algorithm.
been normalized so as to prevent the features (xi) character-
ized by the largest variance across the training data set from
dominating the Euclidean distance. The normalization for-
mula applied to each feature is
˜ xi =
xi − ¯ xi
σi , (5)
where xi is the ith component of the feature vector x to be
normalized, ˜ xi is the ith component of the normalized ˜ x, ¯ xi
and σi are, respectively, the mean and the standard deviation
for the feature xi calculated considering all the training set
samples. This equation is also applied to the feature vector
related to the pixels to be classiﬁed.
By bearing in mind that the k-NNM classiﬁer performance
generally decreases with the dimension of the feature vec-
tor, the number of the feature vector components (xi) has
been reduced. For this purpose, the Fisher distance criterion
(Ebert, 1987; Parikh, 1977), described in Appendix A, has
been applied in order to evaluate the discriminatory power
of the individual features. The Fisher distance has been de-
termined for the following combinations: (C0, C1); (C0, C2);
and (C1, C2). The features have been ordered in a descending
way on the basis of the correspondent Fisher distance value,
so that the features characterized by higher Fisher distances
have been chosen as components of the feature vector. The
deﬁnitive values of the feature vector components d and the
RainCEIV k-NNM classiﬁer k parameter have been deter-
mined as described in the following sub-section.
3.2.2 Training procedure
The training data set has been built by collecting a set of
SEVIRI images during the day- and nighttime, with col-
located RR values inferred from AMSU-B/MHS observa-
tions processed with the PEMW algorithm (Di Tomaso et
al., 2009), both over land and sea. PEMW exploits the win-
dow and water vapour channel observations. PEMW esti-
mates show a very good agreement with ground-based ob-
servations in the detection of rainfall and a reasonably good
estimation of RR values. The probability of detection (POD)
of precipitation is 75 and 90% for RR greater than 1 and
5mmh−1, respectively (Di Tomaso et al., 2009). At present,
the PEMW algorithm operative version (OPEMW) is oper-
ationally run 24/7 at IMAA-CNR. OPEMW has been vali-
dated by Cimini et al. (2013) against radar-derived RR val-
ues and rain gauge surface rain intensity. The analysis shows
an accuracy of 98% in identifying rainy and non-rainy ar-
eas and a Heidke skill score of 45% (with respect to radar-
derived RR values) and 42% (with respect to rain gauge RR
values). The accuracy, bias score, probability of detection,
false alarm ratio (FAR), Heidke skill score (HSS) are de-
scribed in Ebert (2013). The AMSU-B/MHS observations
used for building the training database are collected during
the NOAA satellite passes over the Mediterranean area on
the dates listed in Table 1.
ThetrainingdatasethasbeenbuiltbycouplingcloudySE-
VIRI pixels with the corresponding RR value calculated by
the PEMW algorithm and, where available, with the radar-
derived RR values. When no radar-derived RR value is avail-
able (because the AMSU-B/MHS observation is outside the
area covered by the radar network) the SEVIRI pixel is clas-
siﬁed as belonging to one of the classes C0, C1, and C2 on
the basis of the corresponding PEMWinSEVIRIv and it is
included in the initial training data set. When the RADARin-
SEVIRIv is available and agrees with the PEMWinSEVIRIv
in determining the rainy/non-rainy class the SEVIRI pixel
belongs to, this is included in the initial training data set.
Otherwise, when the RADARinSEVIRIv and PEMWinSE-
VIRIv do not agree, the SEVIRI pixel is included in the ini-
tial training data set only if the correspondent RADARinSE-
VIRI pixel belongs to a rainy class C1 or C2 and the percent-
age of the rainy RS is higher than 80%. This choice is very
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Table 1. List of the NOAA satellite overpasses for the AMSU-B
PEMW rain rate maps considered in the training phase.
Date NOAA satellite overpass time
(UTC) over Mediterranean area
29 September 2009 15:16, 17:22
1 October 2009 04:37, 05:13, 08:30, 13:03, 15:56,
16:37, 19:18
2 October 2009 01:25, 04:13
4 March 2010 14:23, 16:03, 16:28, 20:05
5 March 2010 00:56, 01:48, 04:16, 06:24, 08:20,
11:40
26 April 2010 12:47, 13:20, 14:49
28 April 2010 12:26, 15:45
2 May 2010 15:45, 16:32, 19:44
20 June 2010 11:42, 11:58, 14:28
21 June 2010 02:00
23 June 2010 12:52
4 August 2010 10:43, 12:19, 16:24, 18:03, 18:56,
20:38
4 October 2010 03:54, 06:15, 10:16, 13:14, 15:17,
17:44, 19:33
1 March 2011 11:22, 8:48, 20:15
12 February 2012 01:08, 01:38
21 February 2013 11:20, 13:10
7 October 2013 09:14, 14:38, 20:38
8 October 2013 08:55, 12:10, 14:30, 20:18, 20:25
9 October 2013 08:32, 11:56, 19:56
10 October 2013 08:12, 09:52, 19:35
17 November 2013 08:25, 10:06, 11:36, 13:17, 19:48
18 November 2013 08:05, 09:45, 11:25,13:06
1 December 2013 08:00, 08:36, 20:00
2 December 2013 07:50, 08:15, 09:55, 19:38
3 December 2013 09:35, 12:03, 19:16, 21:00
useful for the training of the rainy events localized over an
area smaller than the AMSU-B/MHS FOV area. The training
sampleshavebeenconsideredseparatelyforlandandseaand
grouped on the basis of the solar zenith angle (SZA). Finally,
in order to reﬁne the training data set, the process described
inAppendixAhasbeenappliedtotheinitialtrainingdataset.
The availability of the SEVIRI samples double matched with
PEMW and radar-derived RR values is useful both for the
mitigation of uncertainty due to the collocation process and
the reﬁnement of the original training data set, especially for
the removal of the misclassiﬁed samples. Figure 2 describes
the training procedure.
Successively, in order to decide the best values for d and k,
a set of test samples have been classiﬁed by varying d and k
combinations. Moreover, an artiﬁcial data set, smoother and
more versatile than the initial one, has been obtained by ap-
plying the bootstrap method (described by Hamamoto et al.,
1997) to the initial test samples. In order to make a more
robust choice for d and k, the same d and k combinations
chosen for the classiﬁcation of the initial test data set have
been used to classify the artiﬁcial data set. The best choice
of d and k has been made by comparing the statistical scores
obtained by classifying the two data set separately. Both the
initial and the artiﬁcial data set contains the same number of
samples for each class.
Let Y =

(yi,Cj)
	
be the independent test data set built
by examining the PEMW-RR values related to the AMSU-
B/MSH overpasses of 12 February 2012 at 01:35UTC,
12 November 2011 at 08:50UTC, 22 November 2010 at
09:34UTC, 4 August 2010 at 14:46UTC, 26 April 2010
at 12:26UTC, 1 October 2009 at 19:50UTC, and 2 Octo-
ber 2009 at 05:00UTC. The pairs (yi,Cj) indicate the test
samples yi belonging to the class Cj, j = 1, 2,..., Nc, where
Nc is the number of the classes (for RainCEIV Cj, j = 0, 1,
2, Nc = 3) i = 1, 2,..., Nc,j, where Nc,j is the number of the
test samples for the class Cj.
The bootstrap samples for each class have been deter-
mined as follows:
1. the sample (yk,Cj) was selected
2. r was chosen equal to Nc,j/4 and the r nearest
neighbours (NN) of the sample (yk,Cj) (indicated as n
(yk,s,Cj)s=1,r
o
) were found (the NN decision rule is
explained in Appendix A)
3. the ith component of the bootstrap sample was calcu-
lated by applying the equation
byi
k =
1
r
r X
s=1
yi
k,s (6)
to all the components of the
n
(yk,s,Cj)
s=1,r
o
. For sim-
plicity the generic ith component of the (yk,s,Cj)
s=1,r
is indicated as yi
k,s without indicating the belonging
class Cj, in the same way byi
k is the ith component
of the bootstrap sample (byk, Cj) obtained by starting
from the sample (yk,Cj).
4. points 2 and 3 were repeated for each of the following
r values: r = Nc,j/5, Nc,j/10, Nc,j/2 – 8, Nc,j/2 – 6,
Nc,j/2 – 4, Nc,j/2 –2
5. the process restarted from point 1 with another sample
and points 2, 3 and 4 were applied until all the test sam-
ples were considered for each class.
A careful screening has been done to eliminate the redundant
bootstrap samples. The bootstrap (artiﬁcial) samples and the
initial test samples have been classiﬁed separately by means
of the k-NNM (using the original training data set). The sta-
tistical scores obtained for the two data sets are quite similar
and they change in the same way, varying d and k as can be
noted in Tables 2, 3 and 4 that list the statistical scores k = 3,
d = 10, d = 16, d = 20 (Table 2); k = 5, d = 10, d = 16,
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Figure 2. Flowchart of the RainCEIV training procedure.
d = 20 (Table 3); and k = 7; d = 10, d = 16, d = 20 (Ta-
ble 4). Other combinations of d and k have been investigated,
obtaining results worse than the ones listed in Tables 2, 3 and
4.Inparticular,bothfortheoriginalandartiﬁcialtestdataset,
for k < 3, and d < 10 the FAR related to the moderate class
is higher than 40% and POD is lower than 60%, while for
k > 7 the FAR for all the classes is higher than 44% and the
other statistical scores are lower than those obtained for the
other k and d combinations. The statistical scores obtained
by classifying the initial and artiﬁcial samples agree in sug-
gesting k = 5 and d = 16 as the best choice of parameters for
the k-NNM classiﬁer. The features chosen as components of
the feature vector x related to daytime and nighttime acqui-
sition are listed in Tables 5 and 6, respectively. The features
used over land and over sea are the same, but in some cases
they vary for different cloud classes, for example the max
value of the ASM is very useful in order to determine the
conﬁdence that a low/middle cloud is precipitating, but its
discriminatory power is not so high as to individuate the pre-
cipitating high thick clouds. On the contrary, the minimum
and maximum values of entropy, mean and contrast give a
useful contribution in detecting both light-to-moderate rainy
class and heavy-to-very-heavy-rainy class for all the cloudy
classes.
4 Validation results
4.1 C_MACSP validation results
The validity of the C_MACSP algorithm has been tested by
applying it to an independent data set for which each class
made 300 samples taken from the SEVIRI images acquired
on the following dates: 12 November 2010 at 11:27UTC,
22 November 2010 at 09:27UTC and at 11:43UTC,
5 May 2012 at 20:27UTC, 19 May 2012 at 10:57UTC,
23 July 2012 at 10:27UTC, 5 December 2012 at 08:43UTC,
19 September 2009 at 19:13UTC, 6 July 2010 at 11:27UTC
and 12:27UTC, 4 August 2010 at 14:27UTC, 26 Decem-
ber 2013 at 04:57UTC, 8 October 2013 at 18:57UTC, 7 Oc-
tober 2013 at 00:57UTC and 20 January 2014 at 23:57UTC.
The validation has been carried out separately for samples
acquired during nighttime and daytime by comparing the
C_MACSP classiﬁcation results and the samples manually
collected from the independent data set images. The manual
classiﬁcation has been made through a careful observation of
the SEVIRI RGB composition so as to get the same number
of samples for each class. The convective cloud classiﬁcation
results have been validated considering the RR maps derived
both from the weather radar network and the PEMW rain rate
maps. The latter have been used for the areas where radar in-
formation is missing. The accuracy (deﬁned as the ratio be-
tween the number of the test samples classiﬁed correctly and
the total number of the test samples) has been determined
for each class and Table 7 shows the results obtained. On the
basis of the samples examined, it is possible to assert that
C_MACSP is able to classify high thick clouds as well as
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Table 2. Statistical scores related to the RainCEIV rain rate results obtained classifying the initial and artiﬁcial test data set for k = 3. The
statistical scores are shown for all the rainy classes (C1, C2), light to moderate rain (C1), and heavy to very heavy rain (C2).
Test data set
C1, C2 C1 C2 C1, C2 C1 C2 C1, C2 C1 C2
k = 3, d = 10 k = 3, d = 16 k = 3, d = 20
Accuracy
Artiﬁcial 0.72 0.75 0.76 0.81 0.78 0.79 0.81 0.77 0.78
Initial 0.81 0.81 0.82 0.80 0.76 0.81 0.77 0.74 0.81
Bias
Artiﬁcial 0.96 0.99 0.94 1.01 1.02 1.00 1.01 1.01 1.00
Initial 0.98 0.92 1.04 0.99 1.05 0.92 0.97 1.02 0.92
POD
Artiﬁcial 0.77 0.63 0.62 0.86 0.68 0.68 0.86 0.66 0.67
Initial 0.85 0.69 0.74 0.84 0.68 0.68 0.82 0.63 0.68
HSS
Artiﬁcial 0.37 0.44 0.46 0.56 0.50 0.52 0.56 0.48 0.50
Initial 0.57 0.57 0.59 0.55 0.47 0.57 0.50 0.42 0.57
FAR
Artiﬁcial 0.20 0.37 0.34 0.15 0.34 0.32 0.14 0.35 0.33
Initial 0.13 0.25 0.29 0.14 0.36 0.26 0.16 0.39 0.26
Table 3. Statistical scores related to the RainCEIV rain rate results obtained classifying the initial and artiﬁcial test data set for k = 5. The
statistical scores are shown for all the rainy classes (C1, C2), light to moderate rain (C1), and heavy to very heavy rain (C2).
Test data set
C1, C2 C1 C2 C1, C2 C1 C2 C1, C2 C1 C2
k = 5, d = 10 k = 5, d = 16 k = 5, d = 20
Accuracy
Artiﬁcial 0.73 0.76 0.76 0.85 0.79 0.82 0.85 0.79 0.81
Initial 0.81 0.82 0.84 0.86 0.81 0.85 0.85 0.79 0.84
Bias
Artiﬁcial 0.96 0.98 0.94 0.99 1.00 0.98 0.99 1.01 0.97
Initial 0.97 0.94 0.99 1.00 1.11 0.90 1.00 1.10 0.90
POD
Artiﬁcial 0.77 0.64 0.62 0.89 0.70 0.72 0.88 0.68 0.69
Initial 0.84 0.70 0.74 0.90 0.76 0.74 0.89 0.73 0.72
HSS
Artiﬁcial 0.40 0.47 0.46 0.67 0.55 0.59 0.66 0.52 0.56
Initial 0.59 0.58 0.62 0.68 0.58 0.66 0.67 0.54 0.64
FAR
Artiﬁcial 0.19 0.35 0.34 0.11 0.30 0.26 0.11 0.32 0.28
Initial 0.13 0.25 0.25 0.10 0.31 0.18 0.11 0.33 0.20
convective clouds, both over land and sea during daytime and
nighttime, with an accuracy higher than 95%. Moreover, it
shows an accuracy higher than 91% in detecting low/middle
clouds both during daytime and nighttime over land and over
sea. The accuracy in detecting high thin cloud over sea is
87,6% during daytime and nighttime, and it is slightly lower
over land both during daytime (85%) and nighttime (84%).
4.2 RainCEIV validation results
The RainCEIV results have been validated against the RR
values derived from the weather radar network operated by
the DPC. Table 8 lists the case studies used for validation.
Tables 9 and 10 sum up the contingency values for the Rain-
CEIV dichotomous statistical assessment related to the day-
time and nighttime measurements, respectively. The statisti-
cal scores (shown in Table 11) have been calculated for all
the classes considered together as well as for the light-to-
moderate-rainy (C1) and the heavy-to-very-heavy-rainy (C2)
classes separately. The accuracy scores for all the rainy/non-
rainy pixels are 97 and 96% for daytime and nighttime, re-
spectively, when all the rainy classes are considered. High
values for accuracy scores are also related to the C1 and C2
classes, considered separately both for daytime and night-
time.Theseresultsaresigniﬁcantlyinﬂuencedbythenumber
of the correct negatives. The bias scores indicate the Rain-
CEIV tendency to overestimate the rainy events for all the
rainy classes (bias=1.36 for daytime, bias=1.58 for night-
time) as well as the C1 (bias=1.33 for daytime, bias=1.55
for nighttime) and C2 (bias=1.65 for daytime, bias=1.89
for nighttime) classes considered separately. FAR, which
gives the same information as bias score without consider-
ing the misses related to all the rainy classes, are 39 and
48% for the daytime and nighttime validations, respectively.
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Table 4. Statistical scores related to the RainCEIV rain rate results in classifying the initial and artiﬁcial test data set for k = 7. The statistical
scores are shown for all the rainy classes (C1, C2), light to moderate rain (C1), and heavy to very heavy rain (C2).
Test data set
C1, C2 C1 C2 C1, C2 C1 C2 C1, C2 C1 C2
k = 7, d = 10 k = 7, d = 16 k = 7, d = 20
Accuracy
Artiﬁcial 0.72 0.76 0.77 0.83 0.77 0.81 0.82 0.76 0.81
Initial 0.78 0.77 0.80 0.80 0.78 0.81 0.80 0.78 0.81
Bias
Artiﬁcial 0.97 1.05 0.94 1.00 1.02 0.98 1.00 1.02 0.97
Initial 1.00 0.94 0.95 1.01 1.09 0.93 1.01 1.09 0.93
POD
Artiﬁcial 0.78 0.64 0.62 0.87 0.67 0.71 0.87 0.66 0.71
Initial 0.83 0.68 0.68 0.86 0.72 0.68 0.86 0.72 0.68
HSS
Artiﬁcial 0.38 0.46 0.34 0.62 0.50 0.58 0.61 0.48 0.57
Initial 0.50 0.48 0.55 0.55 0.52 0.57 0.55 0.52 0.57
FAR
Artiﬁcial 0.20 0.36 0.46 0.12 0.34 0.27 0.12 0.35 0.28
Initial 0.16 0.36 0.29 0.16 0.34 0.26 0.16 0.34 0.26
Table 5. Summary of the features considered for use in the RainCEIV k-NNM classiﬁer during daytime. Label “A” means that the feature
is used for all the C-MACSP classes; “LM” means that the feature is used for the low/middle cloud class; “HT/C” means that the feature is
used for the high thick and convective cloud class.
Features
MSG-SEVIRI spectral bands (µm)
VIS VIS NIR IR IR IR IR IR 12.0
0.6 0.8 1.6 3.9 6.2 7.3 10.8
Max Gray level A
Min Gray level A
Mean Gray level A
Max/Min(Gray level)
Max(Contrast 0, 45, 90, 135◦) A
Max(Entropy 0, 45, 90, 135◦) A
Max (Mean 0, 45, 90, 135◦) A A
Max (ASM 0, 45, 90, 135◦) A LM
Min(Contrast 0, 45, 90, 135◦)
Min(Entropy 0, 4, 90, 135◦) A
Min (Mean 0, 45, 90, 135◦) A A
Min (ASM 0, 45, 90, 135◦) A
1TB15−30 A HT/C
1TB15−45 A A
1TB30−45
POD, which indicates the ability to detect rainy areas without
considering the false alarms, is 81% for all the rainy classes
both for nighttime and daytime validations. POD indicates
the ability of RainCEIV to detect rainy areas with a good
approximation, but FAR shows its tendency to overestimate
the number of rainy pixels. This tendency of RainCEIV will
be analysed more in detail, considering the statistical scores
related to the C1 and C2 classes separately. In order to be
clearer, it is necessary to give the following deﬁnitions:
– the percentage of the C2inC1 samples (the samples clas-
siﬁed as belonging to the C2 class but that actually be-
long to the C1 class) out of the total number of the
C1 samples used for validation will be indicated as
%C2inC1
– the percentage of the C1inC2 samples (the samples clas-
siﬁed as belonging to the C1 class but that actually be-
long to the C2 class) out of the total number of the
C2 samples used for validation will be indicated as
%C1inC2
– the percentage of the C2inC0 samples (the samples clas-
siﬁed as belonging to the C2 class but that actually be-
long to the C0 class) out of the total number of the
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Table 6. Summary of the features considered for use in the RainCEIV k-NNM classiﬁer during nighttime. Label “A” means that the feature
is used for all the C-MACSP classes; “LM” means that the feature is used for the low/middle cloud class; “HT/C” means that the feature is
used for the high thick and convective cloud class.
Features
MSG-SEVIRI spectral bands (µm)
IR IR IR IR IR
3.9 6.2 7.3 10.8 12.0
Max Gray level A
Min Gray level A A
Mean Gray level
Max/Min(Gray level)
Max(Contrast 0, 45, 90, 135◦) A
Max(Entropy 0, 45, 90, 135◦) A
Max (Mean 0, 45, 90, 135◦) A LM
Max (ASM 0, 45, 90, 135◦) LM
Min(Contrast 0, 45, 90, 135◦) HT/C
Min(Entropy 0, 45, 90, 135◦) A
Min (Mean 0, 45, 90, 135◦) A A
Min (ASM 0, 45, 90, 135◦) A
1TB15−30 A HT/C
1TB15−45 A A
1TB30−45 A
Table 7. Accuracy of the C_MACSP algorithm on an independent
data set.
Classes Classiﬁcation
accuracy
(for test
samples
acquired
during
daytime)
Classiﬁcation
accuracy
(for test
data set
acquired
during
nighttime)
Clear over land
Clear over sea
Low/middle clouds over land
Low/middle clouds over sea
High thin clouds over land
High thin clouds over sea
High thick clouds over land
High thick clouds over sea
Convective clouds over land
Convective clouds over sea
95.0%
96.7%
91.6%
92.6%
85.0%
87.6%
98.3%
99.0%
96.0%
96.7%
95.0%
96.7%
91.0%
91.3%
84.0%
87.6%
97.3%
99.0%
96.7%
96.7%
C0 samples used for validation will be indicated as
%C2inC0
– the percentage of the C0 in C1 samples (the samples
classiﬁed as belonging to the C1 class but that actu-
ally belong to the C0 class) out of the total number of
the C0 samples used for validation will be indicated as
%C0inC1.
In detail, the bias score is higher for the C2 class than
for the C1 one, and this proves the general RainCEIV ten-
dency to overestimate the heavy-to-very-heavy-rainy pixels.
Moreover, FAR/POD related to the C2 class is respectively
47%/86% and 65%/65% for daytime and nighttime valida-
tion, respectively. It is worth remarking that the FAR high
values are due prevalently to the lower number of the C2
samples. FAR related to the C2 class is mainly affected by
%C2inC1. In fact, %C2 in C0 (0.2% for daytime and 0.3%
for nighttime) is lower than %C2inC1 (2.4% for daytime
and 5.6% for nighttime). This means that RainCEIV detects
prevalently rainy areas, as testiﬁed by the POD value, but
tends to misclassify C1 samples as C2 samples. In many
cases RADARinSEVIRIv related to the misclassiﬁed C1
samples is higher than 3mmh−1. The FAR/POD score re-
lated to the C1 class is 41%/77% for daytime and 51%/75%
for nighttime. %C0 in C1 (2.0% for daytime and 2.8% for
nighttime) is lower than %C2inC1 (11.0% for daytime and
28.2% for nighttime). This points out both that RainCEIV
is inclined to misclassify the C2 samples as C1 samples and
the overestimation of the rainy area is mainly due to the mis-
classiﬁcation of the non-rainy pixels as belonging to the C1
class. The POD score related to the nighttime validation is
quite similar to the POD score related to the daytime val-
idation for all the rainy classes and the C1 class (81 and
75%, respectively), and it is lower for the C2 class (65%).
The worst values of the nighttime statistical scores, espe-
cially for the C2 class, are mainly due to the unavailability of
the spectral/textural features related to the VIS/NIR obser-
vations, which are characterized by a discriminatory power
higher than that related to the spectral/textural features of
the 3.9 and 12.0µm observations. HSS has also been con-
sidered. It is a measure of the correct forecasts after elimi-
nating those whose correctness would be due exclusively to
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Table 8. List of case studies used for validation.
Satellite
Radar overpass time
measurement (UTC) over
Date time (UTC) Mediterranean region
2 May 2009 15:00, 12:30 14:55, 12:25
19 September 2009 09:00, 19:15, 19:30 08:55, 19:10, 19:25
29 September 2009 13:00 (case I), 13:15 12:55, 13:10
8 January 2010 11:00, 13:00, 16:30 10:55, 12:55, 16:25
9 March 2010 17:00 16:55
23 June 2010 15:00 14:55
1 July 2010 16:45 16:40
6 July 2010 11:30, 12:30 11:25, 12:25
4 August 2010 13:00, 13:15,14:15 (case II) 12:55, 13:10, 14:10
21 February 2013 14:30, 15:00 (case III), 15:30 14:55, 14:25, 15:25
7 October 2013 01:00, 03:00, 02:00 00:55, 02:55, 01,55
8 October 2013 12:00, 19:00 11:55, 18:55
25 December 2013 07:00 06:55
18 January 2014 06:00, 18:00, 20:00 05:55, 17:55, 19:55
Table 9. Contingency table for the dichotomous statistical assess-
ment of the RainCEIV algorithm for all the pixels used for daytime
validation.
Radar-derived rain rate results
Yes No Marginal total
RainCEIV Yes 18410 12264 30674
results No 4052 536124 540176
Marginal total 22462 548388 570850
Table 10. Contingency table for the dichotomous statistical assess-
mentoftheRainCEIValgorithmforallthepixelsusedfornighttime
validation.
Radar-derived rain rate results
Yes No Marginal total
RainCEIV Yes 16399 15295 31694
results No 3604 470486 474090
Marginal total 20003 485781 505784
a random chance. The HSS value obtained for RainCEIV and
related to the daytime (nighttime) validation is 67% (62%)
when all the rainy classes are considered together, and it is
respectively 65% (57%) and 65% (45%) when the C1 and
C2 classes are considered separately.
The case studies related to 29 September 2009 (case I)
at 13:00UTC, 4 August 2010 at 14:15UTC (case II), and
21 February 2013 at 15:00UTC (case III) are analysed sepa-
rately and the RainCEIV results are shown in Figs. 3, 4, and
5, together with the C_MACSP results and the rain classes
obtained from the radar-derived RR measurements. The sta-
tistical scores calculated for each case are listed in Table 12.
Table 11. Dichotomous statistical scores (RainCEIV versus radar-
derived rain rate measurements) for the case studies listed in Table
8. The statistical scores are shown for all rainy classes (C1, C2),
light to moderate rain (C1), and heavy to very heavy rain (C2).
Statistical For daytime For nighttime
scores validation data set validation data set
C1, C2 C1 C2 C1, C2 C1 C2
Accuracy 0.97 0.97 0.99 0.96 0.96 0.99
Bias 1.36 1.33 1.65 1.58 1.55 1.89
POD 0.81 0.77 0.86 0.81 0.75 0.65
HSS 0.67 0.65 0.65 0.62 0.57 0.45
FAR 0.39 0.41 0.47 0.48 0.51 0.65
Case I was chosen because it highlights the RainCEIV
ability in detecting very small rainy areas. On 29 Septem-
ber 2009 at approximately 13:00UTC a very rapid and heavy
rainfalleventaffectedasmallareabetweentheBasilicataand
Calabria regions in southern Italy. The accuracy score is high
(99%) due to the high occurrence of the non-rainy pixels de-
tected correctly. POD shows that RainCEIV detects 67% of
the rainy samples correctly, while bias and FAR scores re-
veal the RainCEIV tendency to overestimate rainy samples
(the FAR score is 47% and the bias score is 1.25). In detail,
the bias score related to the C1 class (bias=1.37) is higher
than that related to the C2 class (bias=1.00), on the contrary
FAR related to the C1 class (FAR=46%) is lower than that
related to the C2 class (FAR=50%). This means that there
is an overestimation of the heavy rainy area but (C1inC2 +C0
in C2) and the number of the C2 misses is balanced with the
number of the C2 hits. This is not true for the C1 class that
shows a higher number of hits than that of the C2 class, and
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Table 12. Dichotomous statistical scores shown for all rainy classes (C1, C2), light to moderate rain (C1), and heavy to very heavy rain (C2),
for the case studies I, II and III.
Case I Case II Case III
Statistical 29 September 2009, 4 August 2010, 21 February 2013,
score 13:00UTC 14:15UTC 15:00UTC
C1, C2 C1 C2 C1, C2 C1 C2 C1, C2 C1 C2
Accuracy 0.99 0.99 0.99 0.99 0.98 0.99 0.92 0.92 0.99
Bias score 1.25 1.38 1.00 1.56 1.86 1.08 1.35 1.38 0.67
POD 0.67 0.75 0.50 0.89 0.82 0.66 0.87 0.87 0.50
HSS 0.59 0.63 0.50 0.68 0.56 0.63 0.70 0.68 0.60
FAR 0.47 0.45 0.50 0.43 0.56 0.38 0.35 0.37 0.24
Figure 3. 29 September 2009 at 13:00UTC. From left to right: C_MACSP cloud classiﬁcation results, radar-derived rain rate results,
RainCEIV rain rate results.
this results in a higher POD (75 and 50% for the C1 and C2
class, respectively). In remarking this statistical results, it is
worth noting that they are signiﬁcantly inﬂuenced by the low
numberbothoftheC2 RADARinSEVIRIsamples(4)andC1
RADARinSEVIRI samples (8). Moreover, the temporal dis-
tance between the SEVIRI and RADAR acquisitions (about
5 minutes) can be determinant in the detection of the rainy
events characterized by a high variability. It is argued that
parts of the false alarms as well as the misses are brought
about by the collocation errors in the SEVIRI grid.
The RainCEIV statistical scores related to cases II and III
(Figs. 4 and 5, respectively) are better than those related to
the case study discussed above. This is because they anal-
yse rainy events characterized by a larger temporal and spa-
tial distribution. Case study II is based on a set of heavy
and moderate rainfall events that affected central and south-
ern Italy on 4 August 2010 at 14:15UTC. RainCEIV detects
rainy samples with a POD of 89% strongly related to the
correct detection of the C1 samples. In detail, POD is 82%
for the C1 class and 66% for the C2 class, resulting from
the fact that the number of misses related to the C2 class is
higher than that of the C1 class. It is important to note that
70% of the C2 misses is misclassiﬁed as belonging to the C1
class. Furthermore, the number of the false alarms related to
the C1 class is higher than that of the C2 class and this leads
to a lower value both of FAR (38%) and bias (1.08) related
to the C2 class with respect to that related to the C1 class
(FAR=56% and bias=1.86). Case study III is related to the
analysisofanextremeconvectiveeventcharacterizedbyvery
heavy precipitation that occurred on 21 February 2013 on
the east cost of Sicily which caused a ﬂash ﬂood over Cata-
nia. The RainCEIV detects all the rainy areas with a POD
of 87%, which becomes 50% when only the C2 samples are
considered. The number of false alarms is higher for the C1
class (FAR=37%) than for the C2 class (FAR=24%), but
while the C1 samples are overestimated, RainCEIV missed
50% of them (bias=0.67). It is evident that RainCEIV is
missing many heavy-rainy samples, which should be due to
the high temporal variability of this rainy event. Neverthe-
less, it is able to monitor the evolution of all the rainy areas
on the east cost of Sicily and on southern Calabria with a
good approximation.
5 Conclusions
This paper proposes the RainCEIV technique as a useful tool
for the continuous monitoring and characterization of the
rainy areas in the Mediterranean region where there is an in-
creased frequency of the extreme events. RainCEIV, which
does not use any near-real-time ancillary data, exploits the
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Figure 4. 4 August 2010 at 14:15UTC. From left to right: C_MACSP cloud classiﬁcation results, radar-derived rain rate results, RainCEIV
rain rate results.
Figure5.21February2013at15:00UTC.Fromlefttoright:C_MACSPcloudclassiﬁcationresults,radar-derivedrainrateresults,RainCEIV
rain rate results.
temporal differences of the brightness temperatures related
to the SEVIRI water vapour channels. These are indicative of
the atmosphere instability and, as a consequence, could give
useful information for the detection of the rainy areas when
analysed with the spectral and textural features related to the
other SEVIRI channels. Because of the well-known limita-
tions of the IR/VIS observations in determining RR values,
the RainCEIV’s main purpose is to provide a near-real time
qualitative characterization of the rainy areas, especially in
regions not covered by the radar and rain gauge network.
RainCEIV consists of two modules that use geostation-
ary observations from SEVIRI in order to detect cloudy
pixels and, successively, to associate them to a rainy/non-
rainy class. RainCEIV uses both IR and VIS observations
to determine if the SEVIRI pixel belongs to the non-rainy
(C0), light-to-moderate-rainy (C1) or heavy-to-very-heavy-
rainy (C2) class. The IR/VIS observations do not have the
samepotentiality asMWobservations in characterizingrainy
areas, but their high spatial and temporal resolution are used
to get a continuous monitoring of the stratiform and convec-
tive events. The RainCEIV training phase has been carried
out by collecting a set of SEVIRI pixels with co-located RR
values inferred from AMSU-B/MHS observations processed
by the PEMW algorithm and, when available, with co-locate
radar-derived RR values. This double matching of the SE-
VIRI pixels is an important aspect of RainCEIV because it
allows for a reliable training data set.
RainCEIV has been validated on the basis of the RR obser-
vations from the Italian DPC operational weather radar net-
work. The dichotomous statistical scores indicate that a good
fraction (97% for daytime validation and 96% for night-
time validation) of the pixels examined are correctly iden-
tiﬁed as rainy or non-rainy by the RainCEIV. The bias scores
(1.36 for daytime validation and 1.58 for nighttime valida-
tion) and the FAR scores (39 and 48%) suggest that Rain-
CEIV tends to overestimate rainy pixels, especially during
the nighttime, while the POD scores (81% both for day-
time and nighttime validation) indicate that RainCEIV de-
tects rainy areas with a good approximation. The rainy areas
overestimation is mainly due to the misclassiﬁcation of C0
samples as C1 samples. Moreover, the high FAR values re-
lated to the C1 and C2 classes are mainly due to the misclas-
siﬁcation of the C1 samples as C2 samples and vice versa.
The statistical scores obtained for the daytime validation are
generally better than those obtained for the nighttime valida-
tion. This is mainly due to the fact that the features related
to the VIS/NIR observations (unavailable during nighttime)
have a strong inﬂuence on the RainCEIV output because of
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their higher discriminatory power when compared with that
of the features related to the 3.9 and 12.0µm observations.
In remarking upon the comparison results, it is important
to bear in mind the different spatial resolutions as well as
the temporal distance between radar and satellite observa-
tions that could affect the statistical scores negatively, espe-
cially for rapid convective events, even if the time distance
between radar and SEVIRI acquisitions is little. As far as fu-
ture developments are concerned, RainCEIV will be updated
to consider training-phase RADARinSEVIRI samples, char-
acterized by a percentage of rainy RS samples lower than
80%, so as to individuate extreme rainy events located over
an area whose size is smaller than that of the SEVIRI pixel
area.Tothisaim,informationfromtheVisibleInfraredImag-
ing Radiometer Suite (VIIRS) on board the Suomi National
Polar-orbiting Partnership (NPP) (characterized by higher
spatial and spectral resolutions than SEVIRI) will be taken
into account when available. The purpose is the integration
of the SEVIRI and VIIRS observations in order to determine
the cloud classiﬁcation and the rainfall occurrence probabil-
ity at a better spatial resolution (from 3km for SEVIRI to
0.375km/0.750km for VIIRS at the sub-satellite point).
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Appendix A: Procedure adopted for the training set
reﬁnement
The RainCEIV and C_MACSP original training data sets
havebeenreﬁnedbyapplyingthesameproceduretothesam-
ples of each class.
The reﬁnement process consists in using the nearest neigh-
bour decision rule described by Cover and Hart (1967) in or-
dertoclassifyeachsampleoftheinitialtrainingclasses.Here
the aim of this process is to eliminate the redundant and mis-
classiﬁed training samples, which is similar to the CNN rule
described in Hart (1968) but the main purpose of CNN is to
get a training subset to perform as well as the original one.
Before the description of the reﬁnement process, a brief de-
scription of the NN decision rule and of the Fisher criterion
(used to reduce the number of the components of the feature
vector) will be given.
Let To = {(xi,Cj)} be the original training data set, where
the pairs (xiCj) indicate the training samples xi of the class
Cj, j = 1, 2,..., Nc, where Nc is the number of the classes,
and i = 1, 2,..., Nc,j, where Nc,j is the number of the train-
ingsamplesfortheclassCj.Givenavectory tobeclassiﬁed,
the NN rule establishes that y belongs to the class Cj when
the minimum distance is that from the training sample xi be-
longing to class Cj, and then xi is the nearest neighbour of y.
Before applying the RR decision rule, it is important to
deﬁne the dimension of the feature vector. In fact, since the
k-NN classiﬁer performance generally decreases with the di-
mension of the feature vector, the number of the components
(xi) of x has been reduced by applying the Fisher criterion
(Ebert, 1987; Parikh, 1977) to evaluate the discriminatory
power of the individual features and to choose the features
characterized by the higher Fisher distance value. Let xi
j and
σi
j be the mean and standard deviation of the feature xi for
the training set from class Cj, thus the Fisher distance is de-
ﬁned as
Dijk =
 
xi
j −xi
k
 


σi
j −σi
k
. (A1)
It measures the ability of the feature xi to differentiate class
Cj from class Ck. The features xj, within x, have been or-
dered in a decreasing way on the basis of the Dijk values and
the ﬁrst d features have been chosen as the components of the
feature vectors used. The dimension d has been ﬁxed by fol-
lowing the suggestions in Jain and Chandrasekaran (1982),
who point out that the ratio between the number of the train-
ing samples for each class and the feature vector dimension
d should be at least ﬁve.
The procedure to obtain the reﬁned training data set, Tr,
starting from the original training data set To, consists of
1. considering the ith pattern (xi,Cj) of To
2. applying the NN decision rule and determining the fol-
lowing actions on the basis of the three possible classi-
ﬁcation results:
– the NN belongs to the initial belonging class Cjand
the Euclidean distance is higher than zero, conse-
quently the sample is put in Tr
– the NN belongs to a different class Ci 6= Cj, con-
sequently the sample is reanalysed and included in
the NN class
– the Euclidean distance from the NN is zero, the
sample is considered redundant and it is removed
from To and not included in Tr
3. restarting from point 2 with another sample and apply-
ing the entire process until all the training samples have
been analysed.
Tr, determined for eachclass, is usedas the deﬁnitive training
data set.
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