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ABSTRACT 
TIlt: automation of reach ability analysis is an important step in verifit:ation of network 
protocols. The memory size ncooed for the full state analysis of complex protocols is 
usually very large and not available on most of the systems. A controlled partial search 
algorithm "Supertrace" is implemented in this thesis to analyze protocols that can not be 
analyzed efficiently by full state search method. Supcruace algorithm provided the 
analysis of large protocols by generating 80% to 95% morc states and is much faster as tota! 
process time than full state analysis. 
Second problem addressed in this thesis is the improvement of conformam:e testing 
for protocol implementations. The "conformance testing" is uscd to check that the external 
behavior of a given implementation of a protocol is t:quivalent to its fonnal specification. 
A previously t-Teatcd procedure for confonnance test sequence gencration is automated in 
this thesis by the ADA prognmuning language. The software tool implemented, uses a 
protocol specified formally with systems 0/ c{)mmunicating machines and creates test 
sequences as output. The tool was applied to a fonnal specification of the CSMNCD and 
FDDl protocols and the results obtained, was consistent with the previous results. The 
automation of the tool expanded the applicability of the previous procedure to larger and 
more compkx protocols. 
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SpUrns of communicating machines (SCM) [LUND88] is a formal protocol model 
illlroduced during The last decade, which is used for specification, verification and analysis of 
commwrication protoculs. The main goal of the SCM model was to improve The well-known 
simpler Communicating Rnite State Machines (CFSM) model. In several papers the model was 
used to specify and verify several (;Ommunicatiun protocols. The analysis which is carried out with 
the model, calle:d system state analysis, has been automated. The SCM model uf a protocol can then 
be ea.~ily verified. 
This model uses a combination of finite state machines and variables. The variahles may be 
local to a single machine or shared by multiple: machines. It can be cla~sified in the models known 
a~ "e:o<:tcnded finite state machines." 
The global state ruJalysis of protocols usually generates a very large number of states. A 
previous wurk LBULB931 on reachahilily analysis , automated the rulalysis of commwlicatiun 
protucols. This rulalysis was based on the exhaustive sean;h method. The main restriction with this 
method is its inability to umtinue processing in the face of the "stale space explos ion."As stated in 
[HOLZ91], an estimate for the maximum size of the state space that can be reached for a full 
reachability analysis is about 1O~ states. A protocol with more Than 1O~ states cannOT be fully 
analyzed utilizing the exhaustive search method, due to computcr memory limitations. A controlled 
partial search method "Supertrace" was thus inlroduced in [HOLZ9 1] to analyze protocols which 
cannot be analyzed by the exllaustive search method. TIle Superrraa is implemented in this thesis. 
A confonnrulce test is used to ell'rure Illat the extemal behaviur of a protocol's 
implemental.ion is equivalent to its funnal specification. In conducting a confonnrulce test. we are 
given a known protocol specification and an unknown implementation. The implementation, for 
practical purposes. is considered a "black box" with a finite set of inputs and uutputs. The test 
provides a sequence of inpul signals, and oh.'>Crves the resulting outputs. The implem~ntation under 
test (ltTf) should pass the test only if all observed outputs match those prescribed by the formal 
specification. The series of input sequencp.s which arc used to exen::ise the protocol implementation 
in tllis way arc referred as conformanre test srql.«'ncr Iluuughoul this thesis. 
A previous study [MILL90] on IlLis issue ohserved gaps between the spedfication. the 
verification, and the oonfonnrulce testing of network: protOC()ls. Protocol models which are designed 
for spedfica\ion purposes usually have mruly powerful program language constructs, to simplify 
the specification, hUI arc difficult to analyle. ProIOC()I models designed primarily for analysis 
purposes, such as the CFSM model. are too simple for the ~pecification of modem, complex 
protocols. Recent works on conformance testing have !ITarted from the description of a protocol a.~ 
an incompletely specified fmite state machine with input/output lahel.~ on the trdJl5itions 
[CHEN90J.[DAHB90j. Protocol specifications are not nonnally described in this marmer. 
Suppose a test designer was required to test a protocol speCified using a formal language (Le. 
Estelle). First, the specification must be translated to an I/O diagram. lhis is a labor inten~ive 
complex process, and during which errors are easily introduced. Only. when tlris translation is 
complete, can the designer begin to generate the inputs for conformance testing. 
A procedure. created in lLUND90Aj. is implemented in this thesis, for the generation of a 
test sequence for a protocol specified in the SCM model. The purpose was to reduce the work and 
the possihility of error. for the designer. The automation of the conformance tcst sequence 
generation is also an attempt to close the gap Oetween specification/verification and testing of 
protocols. In this thesis, the test generation starts from a protocol model. designed for the 
specification and verification of protocols. The procedure [LUND'.XJAj alld its automation as a 
software tool does not guarantee that all the errors or combination of errors in a protocol are fowill. 
But they do represent an attempt to exercise all parts of the protocol, providing somc assur.mce that 
the implementation meets its purpose. 
B. Scope Of Thesis 
Thc scope of this thesis is two fold; The first is to prescnt implementation of the Supertrace 
a1goritJuu, apllied 10 the CFSM and SCM protocol models. This leads to the reachabilily analysis 
of larger protocols formally specified by CFSM and SCM models that cannot be totally analyzed 
hy using exhaustive search methods. An earlier study on this issue is capable of generating 
reachabilily analysis of protocols that are small enough to be analyzed by full state space search 
method. lhis thesis expands this work to covcr thc analysis of bigger protocols by a controlled 
partial search method known as "Super/ruce" algoritJuu. The output ofthc prognun was compared 
to severJl previous works and was consistent with their results. 
The second pan of this thesis is on testing protocol implementations. A software tool that 
automatcs the generation of a testing sequence is introduced for testing and verification ofnetwori.:: 
protocols. The procedure implemented in this program was created in [LUND90Aj. 
When combined with the: earlier work a protocol can he specified as a system of 
communicating machines. analyzed by the mushroom program and a setof"conformance tests" can 
be generatcd from to insure that an implementation of the protocol is. to some degree at least. in 
wnformance with it~ specification 
C. Orga nization 
This thesis has six chapte~. OJapler II reviews the Communicating f"inile State Machines 
(CFSM) and System of Communication (SCM) models. OJapter III dc~cribcs the SUJX:r Trace 
algoritlun and introduces two programs based on l.he algorithm. The Simple Mushroom With 
SupeI1race and Big Mushroom With Supertral'e, expand the automation ()f the glohal 
reachability analysis of larger protocols formally specified by CFSM and SCM models 
re~Cli\'ely. 
In Olapter IV, a procedure for generating test sequences for a fonnally specified protoool is 
in troduced and a software tool tllat automates this process is described. 
In Chapter V, examples of the use of software tools arc given. 
Chapter VI concludes the thesis with a research review and suggestions for future work. 
U. INTRODUCfION TO CFSM AND SCM MODELS 
A. Communicating Finite State Machines 
Communicating [mite state machine (CFSM) model is a simple model which requires that 
each machine in the network is modeled as a finite automaton or finite state machine (FSM). The 
Communication charmels between pairs ofmachlnes are modeled as one·way. intlnite length FIFO 
queues. There is a great deal of literature on thlsmodel [PENG91)[RUDl86I[VUON831. The model 
is defined for an arbitrary number of machines. A two machine model (shown in Figure 1) will be 
presented in this chapter for simplicity. 
'---_M_ac_h_;n_e_l_---'H'---__ M_a_ch_;n_e_2_-.J 
Figure 1 : CFSM. Two machine model representation 
I. Model Definition 
This section defines the CFSM model [GOUD83] and provides a simple protocol 
specit1cation and analysis to clarify the defmition. 
A communicating machine M is a fmite. directed labeled graph with two types of edges, 
sending and receiving. A sending (receiving) edge is labeled '.g' ('+g') for some men'age g. taken 
from a fIni te set G of messages. One of the nodes in M is identified as the initial node by some 
directed path. A node in M whose outgoing edges arc all sending (receiving) e{)ges is a sending 
(receiving) node: otherwise the node is amixed node. The nodes of M arc often referred to a.~ stater. 
these two terms will be used interchangeably throughout this thesis. 
Let M and Nbc two communicating machines having the same sel G of messages the pair 
(M,N) is a network. A global state of this network is a four tuple 1m. cm' n. enl. whe re m and n are 
nodes (states) from M and N. and cm and cn are strings from the set G of messages. Intuitively. the 
global Slate 1m. cm. n. cnl means that the machines M and N have reached states m and fI, and the 
communication channels contain the strings em and en of messages, where e", denotes the messages 
sent from M to N in channel CM, and en denotes the messages sent from N to M in channel CN. In 
the case of say k number of machines where k > 2 the global state can be represented as 
[m j,iJ/1,iJ/3"."m2.Q2l,Q2).".m),Q)f,iJ32, """ml,Qu.QU""l where mi's are the nudes of machines 
M, and q,j oont.uns the messages sent from M, toMj' Subscripts i andj ranges from /"k and i -:,f:. j. 
The initial global state of(M,N) is lmo,E, no.El. where mo and no are the initial ;tatcs of 
M and N, and E is the empty string, 
TIle network progresses as transitions are taken in either M or N, Each transition \:Onsists 
uf a Slate ctulIlgc in une of thc machines, and either the addition of a message to the end of une 
channel (sending transition) ur the deletiun of a message from thc front of one channel (receiving 
transition), 
A sending trnnsition in M (N) adds amessage to the end of channel eM (eN); a receiving 
tnrnsition in M (N) remuves a message from the from of channel eN (eM), 
Suppose +8 is a receiving transition from state i to j in machine M (N), The transition can 
be executed if and only if M (N) is in state i and the message Ii is at the front of the chatmel eN (eM), 
The execution takes zero lime, After its execution, machine M (N) is in statej, and thc message 8 
has heell removed from the channel eN (eM)' 
Similarly. suppose - Ii is a sending transition from stale i to j in machine M (N), TIle 
transitiun can be executed if and only if M IN) is in state j, Afterwards, g appears on the end ofthc 
outgoing channel, and the machine has transitioned to state j. 
Suppose 5r= Lm, ci, n, cjl is a global state of (M,N), State s1 fof/ows 5/ if there is a 
transition (inMorN)which can be exccuted in51 if there is a sequence of slates S" 5i .. /"",5;.p such 
that Sj follows sI> 5,+1 folluws 5,. and su on. and 52 follows Sj+p. A slate 5 is reachable if it is 
reachable from the initial state. 
TIle communication of a network (M,N) is a directed graph in wttich thc nodes 
correspond to the reachable global states of (M,N), and the edges represent the follows functiun. 
That is. there is an edge from stateSi 10 Slate Sj if ad only ifsjfollows Sj. The edges arc labeled with 
the transitions which they represent. TIus reachabililY graph can be generated by starting with the 
initial state, and adding the states which follow it. COImecting them 10 it with edges: and repeating 
for each new state gcnerotted. 
The next two definltions are of eITOrs that may occur in a communication protocol which 
are detectable by analysis. 
A global stale [m, em.lI. elll is a deadlock Siale if both m and n arc receiving nudes and 
c,,<=cn=E. where E denutes the empty sIring, 
A global state [m, em,n. cnl is an unspecijied reception stale ifOlle of the following two 
conditiom is true: 
(I) m is a receiving state, the message at the head of channel c" is g, and none of m 's 
outgoing transitions is labclcd '+g.' 
(2) n is a receiving state, the message at the head ofthc channel c'" is g, and none of n's 
outgoing transitions is labeled '+g .' 
Thcsc crmf conditions can be idenli fied by generating the reaehability for a network. and 
inspecting all slates as they:lte generated. In the next section, an example protocol is specified and 
analy1.cd using CFSM model. 
2, An Example or Protocol Specification And Ana lysis Using CFSM Model 
A simplified version of the Stop-and-Wait tla.r.a link protoCOl wl!1 be analyzed a.~ an 
example of analysis with CFSM model. The imenace between user and da.r.a link layer arc assumed 
to be e!Tor free and higher la}'l:T passes illfonnation!frame wi thout erru r to the Data link laye r. At 
data link layer this protocol consist of two machines a sender and a receiver. In Figure 2, machine 
1 serves as the sendcr and machine 2 serves as lhereceiver. 
M achine I Machine 2 
Figu~ 2 : CFSM Specification fo r Stop-and-Wai t 
The sender places a frurne on the channel for the ~ceiver.The rece iver senses a frame on 
the incoming channel and accepts and removes the message from the channel. The receiver then 
sends an acknowledgment pack.et to the sender. TIle sender receives the acknowledgment packet 
3.Jxl is able to send another frame of information to the receiver. 
The -0 and +Oreprcsents the sending andreceivingofdata~spectively.11le -A, and +A 
represent the sending and receiving acknowledgment respectively. Since the initial state of each 
machine is 0: the initial glohal Slate is [O.£,O.E I. 
The rcachahil ity analysis can be done by a simple procedure. Starting with the initial 
global Sla te only one transition is possible, the -0 of machine I from Slate O. n tis leads to global 
stale [ I,D.O,E). we C3.J1 continue the analys is in the same manner detC(;ting the possible tmnsitiollS 
from this global slate until possible global Slates are found. The complete reachabill ty atlalysis 
consisting of four stales is given in Figure 3. There are no deadlocks or unspecified re!:eptions in 
this protocol. 
[0 ,E ,0. E] 
• -D r 1,0,0, EJ 
• +D r I, E, 1, EJ 
• -A r I, E ,0, A J 
+A 
Figure 3 : Reachability Analysis of Stop· and-Wait protocol 
Another CFSM specification of an imaginary network protocol consisting of three 
communicaling machines is ShOV,11 in Figure 4 
Machine 1 Machine 2 
=, ~~~ -0",,~ 
Machine 3 
-D2.1 ~'D2.2 \b~ 
Figure 4: CFSM Specifi!:alion ofExamp\c protocol 
The directed edges arc lahelcd su!:h that the character-number combination~ following 
the './+' shows the messages and the nwubers at the end represent the destinalion machine. A 
clockwise ring is fanned with each machine sending one message to the next machine and receiving 
a message from the previous machine. The initial stale of each machine is 1: thus the initial global 
state is [ I,E,E,I,E,E, I ,E.E]. The reachabilily analysis of this protocol shown in Figure 5. Tn this 
analysis there is one deadlock: condition and one unspecified reception. In global slate 
[3.E,E,3,E,E, I,E,El, all the charmels are empty and all the nodes are receiving ncxles satisfying the 
deadlock. condition. In global state [2.E,E, I,E.E,3,04,E\, machine I and madline 2 are in receiving 
states but rune of the outgoing transitions are labeled '+04'. satisfying an UIl5pecified reception 
condition. 
[l,E,E,ltE,I,E,EJ ----;.D"'-;;,'---.. [3,03,E'1'E,E, I,E,E1 
[2'DO'E,r.~~1~E'E] [3'E'E,3.I':~~~~El t +00,1 Deadlock 
[2,E,E,2,E,E, 1 ,E,E1 
1 -013 
[2,E,E,11DI,1,E,EJ 1 +01,2 
[2,E,E,11E,2,E,E1----_ .. L2,E,E,I,E,E,3,04,E] I -02,1 t Unspecified 
[2,E,E, 1 ,E,E, 1 ,02,E] Reception 
-04,1 
+02,3 
Figure 5 Reachahility Analysis of Example protocol 
3. Summary 
The CFSM model is simple and casy to understand. However, as the protocols become 
more wmplex. this model becomes difficult to use due to a combinatorial explosion of states. The 
analysis might not terminate if the queue length is unbounded. llIe number of states in the 
reachability graph will be unmanageably large for such comp1c1t protocols even if the queue length 
is bounded. A computer analysis might eventually tenninate, but still the CPU time would be days 
even months, obviously impractical. 
Another disadvantage is that as the protocols become more complex, the specification of 
the protocol can be so large, consisting of many states and transitions. that makes it very hard to 
understand if it is the intended specification. Several examples are given in Chapter V that shows 
the largeness of analysis output for some protocols. 
8. Systems or Communicating Machines 
In this scction the SCM model is described. First the model def"mition is given, then the 
algorithm for generating the system state analysis i~ described. Finally, to illustrate the imponam 
aspects of the modcl it is used to specify analyze a sample protocol. 
1. Model Definition 
A system o/communicating machin f'S is an ordered pair C== (MY), where 
M= (m,,ffib .... mnl 
is a finite set of machines, and 
V= {V I,v2, ... .Ytl 
is a fmite set of shared variables with two designated subsetsRi and Wi specified for each 
machine mi' TIle subsct Ri of V is railed the set of read access variable.s for machine mi' and the 
subset Wi the set of write access variables for mo. 
Each machine m, E M is defined by a tuple (Sj-SL;.Nj, "til, where 
(1) Si is afmite set of states: 
(2) S E S, is a designated state called the initial state of mi; 
(3) Li is a finite ~ct of local variables: 
(4) Nj is a fini te set of names, each ofwhkh is associated with a unique pair (p ,a), where 
p is a predicate on the variables L j URi' and a is an action on the variables of L; u R; U Wi' 
Spedfically, an action is a partial function 
LjxR,..-..+LiX W .. 
from Ule values ofUle local variables and read access variables to the value,<; of the local 
variables and write access variables. 
(5) " .. : Sj x Ni ..-..+ Si is a transition function, which is a partial funrtion from the states 
and names of m; to the SlateS of mi' 
Machines model the entiti~s. which in a protocol system are processes and rhannels. The 
shared variables are the meam of communication between the machines. rntu i tiv ~ly,Rj and Wi are 
the subsets ofVto whichm; has read and write access, respectively. A machine is allowed to make 
a transition from one state to another when the predicate associated with the name for that transition 
is true. Upon taking the transition, the action associated with that name is executed. TIle action 
changes the values of local and/or shared variables, tJms allowing other predicates becom~ true. 
The se~ of local and shared variables specify a name and range for each. In most ca~es, 
the range will be a finire or countable set of values. For properopcration, the initial values of some 
or all of the variables should be specil1ed. 
A system state tuple is a tuple of all machine states. That is, if (MY) is a system of n 
oommunicating machines, and ~';. for 1 s: i:5: n . is the stale of the machine mi, then the n·tuplc 
(S!.S2 , ... ,s,,) is the system state tuple of (M.V). A system state is a system stale tuple, plus the 
outgoing transitions which are enabled. Thus two system states are equal if every machine is in the 
same state. and the same outgoing tr.msitions are enabled. 
The global Stale of a system consists of the system state tuple, plus the values of all 
variables. both local and shared. It may be written as a larger tuple, containing the system state tuple 
with me values of the variables. The initial global state is the ini tial system state tuple. with the 
additional requirement that all variables have their initial values. The initial system state is the 
system state such that every machine is in its state. and the outgoing tr.msitions are the same as in 
me initial global state. 
A global state corresponds to a system state if every machine is in the same state, and the 
same outgoing tratlSitions are enabled. Clearly, more than one global state may correspond to the 
Let t(Sj.n) "" S2 be a tr.msition which is defmed on machine mi. Tr.msition t is enabled 
if the enabling predicate p, associated with name n. is true. Transition 1: may be enabled whenever 
mi is in stale 5i and the predicate p is true (enabled). The execution of 1: is an atomic action, in which 
both the stale change and the aClion a is associated with n occur simultaneously. 
It is asswned that if a traIlSilion is enabled indefmitcly, then it will eventually occur. This 
is an assumption of faimess. and is needed for the proofs of certain properues. 
2. Algorithm: System State Analysis 
The process of generating the set of all system StaleS rea(;hable from the initial state is 
called system state analysis . TIlis analysis construct a graph, whose nodes are the reachable system 
siales, and whose arcs iruJicate the trdIlSitiuns leading from each system state to anuther. This graph 
may be generated by a mechanical procedure which consist of the following three steps ILUND91 j: 
1. Set each machine to its initial state, and all variables to their original values.Theinitiai 
set of reachable system Slates consists of only the initial system state; the initial graph is a single 
nude representing this ca~e. 
2. From the current system state vector and variable values. uetennine which transitions 
are enabled. For each of these transitions delennine the system Slate which results from its 
execution. If this stale (wim the same enabled transitions) has already been generated. then draw an 
arc from the current stale to it, labeling the arc with the transition name. Otherwise, add the new 
10 
system state to the graph, draw an arc from the current stale to it, and label the arc with the name of 
the transition. 
3. for each new state generated in step 2, repeat step 2. Continue until step 2 has initial, 
been repeated tor each system state thus generated, and no more new states are generated 
3, An Example Protocol Specification and Analysis Using SCM Model 
The stop-and-wail protocol is also used to demonstrate the analysis using SCM model. 
The sp~cification of the stop-and-wait protocol as represented by SCM model is sho\.Vl1. in . The 
specification consists of two finite state machines, the local and shared variables, and the predicate 
action table, Table I. The local variables are in_buff and ouCbuff sho\.Vl1. under their corresponding 
FSMs. The Shared variables are: CHAN and RET and shown between the two machines. The initial 
state of each machine is 0, with the shared and locat variables are empty except the local variable 
ouCbuffwhieh has "D." The 'D' in ouCbuffreprcsents data and characters 'E' and 'A' in predicate 
aetion table represent empty string and acknowledgment respectively, 
Figure 6: SCM Specification of Stop-and-Wait Protocol with Variables 
TABLE l ' PREDICATE ACTION TABLE FOR STOP-ANn-WALT PROTOCOL 
Enabling Predicate 
CHAN = E A oucbuff '" E 
RET = A 
CHAN "FoE 
Snti Ad< TRUE 
CHAN:- OUI_buff 
ouCbuff;:E 
RET:- E ; CHAN:- E 
For tillS example the assumption is made that data is always made available to the CHAN 
from out_buff. The global reachability rulalysis. shown in Figure 7, has 4 states. TIle format for the 
global stme mple is: 
LMachincLstatl;, OUCbllff, Machinc2_statc, in_huff, CHAN, RET] 





f'igllre 7 : Global Reachahility Analysis of Stop-and-Wait Protocol 
The system ~Lale rulal~is for the stop-ami-wait protocol also has 4 slates (see Figure R). 
For more complex protocols, there may be a hig difference between global ami system states. For 
example a sliding window protocol with a window size of II the system state analysis was shown to 
generate 165 slales, while the full global. analysis generated 11880 states [LUND91j. 
1"hc format. for a system state wple analysis is: 
[Machincl_stme, Machine2_statc] OlO,OJ I Ito~ fO l'f1 
11,0 I 
+A 
Figure l! : System Reachability Analysis of Stop-ruxl-WaitProtocol 
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4. Summary 
The SCM model has desirable properties which overcome some of the disadvantages of 
the crSM model. One of the advantages or the SCM model is thatil significantly reduces the stale 
explosion through the use of system state analysis. In some cases, however the system state analysis 
is not sufficient for protocol analysis. Some olller method - such as global analysis must be 
perfonned. A problem is that loops in the state machines may cause an insufficient system state 
1Ulalysis 
Another advantage of SCM mooel is that it a!lows communication hetween machines in 
nonsequential manner. unlike a FlFO queue representation in the CFSM modd. TIle SCM model 
spcdficatioll is easier to under~"talld IJHIJI !lIe CFSM model for more complex protocOls 
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Ill. SUPERTRACE ALGORITHM 
A. The Idea Behind The Supertrace Algorithm 
The standard full, or exhaustive, search algorithm explores all reachable comiXlsite system 
states tor a set of interacting finite state machines. Every reachable state and every sequence of 
reachable states can be checked for a set of correctne.% criteria such as deadlock condition and 
unspecified reception. However, the size of the search space and the limits of physical memory 
severely restrict the use of !his method. If the sizc of the statc space is R and the maximum number 
of States that Crul be ~tored in memory during the search is M both the coverage and the search 
quality can only reach 100% when R:5 M. Whcn R > M the COVef"dge reduces to MfR, but the 
seaTeh quality is li k.ely 10 be worsc. 
To give an idca of the magnitude of such a search con.~ider the following example. Suppo~ 
that we have a protocol for two machines, each with ]00 states, one message queue. md five local 
variables. The two message queues are restricted to five slots each, and the range of values for local 
variahles are assumed to he limited to ten valucs. The number of distinct messages exchanged is 10. 
In this sample system. there are 105.2 possible states oflbe protocol variablcs. Eat:h process can 
he in onc of 102 different states, so two processes Catl maximally he in 104 diffcrent composite 
system states. Finally each queue can hold up to five messages, where each message can be one out 
often permutations. The total number of system states in the worst case is 
or in the order of 1024 different states. If e<u:h state could be encoded in 1 byte of memory 
and analyzed in 1O-<i sec, it would still require at least 1015times more memory as currently 
availahle on most systems, and would take roughly 1011 yeass to perform an exhaustive analysis. 
Portunately, the number of effectively reachable states is usually much smaller than the IOta! 
number of states calculated above. Even relatively small protocol systems, however, can easily 
genentte up to 109 reachahle states. Therefon: the fu!! search method is feasible only if we can 
reduce the cumplexi ty of our models to the maximum that a given machine can analyze. 
If the state space is larger than the available memory can accommodate, the exhaustive search 
Slr-atcgy discussed above reduces to a partial search, without guaranteeing that the most important 
parts of the prulOcol are inspected. This observation has led to the development uf a new class uf 
algorithms that exploits the benet1l~ of partial search. 
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One of the most effective partial search methods is the "Supenrace Algoritlun" (HOLZ91], 
which is implemented in this thesis. 
I, Supertrace Algorithm (A Controlled Partial Search Method) 
In this section the idea behind the supertrnce will be discussed as it is introduced in 
[HOLZ91J. 
Let A represent our state space sel and M the bytes of memory available.The slandard 
way 10 mai.ntain the state space set A is using a technique called hashlng. Redunda.!lI states are 
restric ted from set A by means of a ha~hing function. 
Each state is placed into a hashing table based on their ha~hing value h(s):j where h is 
the ha~hing function, s is the global state, and i is t/le index for the ha~h lOOkup table (see Figure 9). 
H-I 
LookUp Table 
Figure 9 : Ha~h Ulokup Table 
If we have If slots in the hash lookup table. Hash function h(s) mu~1 be defined such that 
it retums arbitrary value i in the range O .. (H-J J. But the possibility exists that two different states 
produce the same hash value. In the case ofa large protocol the hash table wi!! have to accommodate 
a large number of states. When A > H the ha~h function will always produce some duplicates 
indices values of j for an average uf AlII different SUIteS. To accommodate lhese dupl icate indel( 
values we use an open hash and all states that hash to the same value are stored in a linked list that 
is at:ccssible via tile lookup table under the cal<.."uiated index. When the table is full, each new state 
must be compared to average A/H olher states before it can be inserted into the linked list or 
discarded as redundant. As A continues to grow beyond the first If stales, the number of 
comparisons required increases steadily, and tile search efficiency degrades. 11lere is a time penalty 
for analyzing systems of more thanlf states. This type of hashing was used for analysis of protocols 
in previous work [BULB93J. 
We want to make H as big as possihle or at least 10' times bigger Ihan we expect A to 
be. If we can have H » A then there will be very few, if any, conflicts. In this case we do not need 
to store complete state descriptions in the hash table: in all bul a few cases the hash value his) 
uniquely identifies a statc. A single hit of storage will suffice to verify if a state has already been 
generated. 
If we have M hytes of memory available, asswning 8 bits per byte we have 8M bits for 
state space. The state is nol stored. Since no state is stored, memory efficiency is greatly increa...ed 
and there are no slates to compare a new state against. The hit positiOn in Ihe hash table wliquely 
identifies the state. The method can be e)(pectcd to work well if tile state space is sparse and indeed 
H is very large. For H »A hash conflicts arc rare. When A > H then conflicts will occur. The 
accuracy of our analysis will depend upon the pen:enlage of hash conflicts. Because of hash 
conflicts some deadlocks or unspecified receptions may go undetected.The method therefure 
appm)(imates an exhaustive search fur smaller pmwculs and slowly changes into a controlled 
partial search method for larger prowculs.The Supertrace Algorithm as compared to the e)(haustive 
search can not guarantee 100% coverage due to rossihility of unresu lved hash conflicts. The 
implementation ofthc "Superuace Algorithm" will bce)(plained in the following sections. 
R. Simple Mushroom With Supertrace 
Thc first program to be examined is called Mushroom with Supertrace.1t was written in tlle 
Ada programming language. Mushroom wa.~ written to automate the reachability analysis uf 
protocols specified by the CFSM and SCM models [BULB931. TIle Mushroom with Supertrace was 
developed to e)(tend the applicability of Mushroom program tu larger and more complex programs. 
There are actually two separate versions. The first called. simple m\L~hroom with supertrace. 
analyzes the CFSM moods. The second version analyzes the SCM mooc\s. either a~ system state 
analysis (smart mushroom). or a full global analysis (big mushroom with supertracc) of a protocol 
specified fomlally by the SCM model. The Supertracc algorittun is not implemented for smart 
mushroom program sillce the state space generally does nOI grow beyond the limits of memory. The 
General structure ofruushroom program is shown in Figure 10. 
The explanatiun. Simple Mushroom with Supertraee, is divided into four sceliulls: program 
structure, inputs, reachability analysis. and outputs. The portions of this program that are oommon 
to die original Mushroom program along with the details uf the mushroom program arc nut 
discussed. 
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Figure 10: General Structure ofM\lshroom Program 
1. Program Structure 
The Simple Mushroom program consi~ts of Ada ~ubprograrns (procedures and 
functions), which arc separate mmpilation units and subunits of compilation units. Related 
subprograms are also gathered in the srune files. "DlC compilation units of the program are shown in 
Table 2. Pnx;cdure RUlin is the parent wtit. All of the subprograms are the subunits of procedure 
main [ANSlMIL93]. 
TABLE 2: SIMPLE MUSHROOM COMPILATION UNITS 
Compilation Unil Description FileName 
main(procedurc) ThisistheparentUlliLl..ontainsthcmain Imain.a 
data strucrures, global variable 
and the driver. 
load_machine_affiIy BuildstheadjacencyIiSlSfromFS.M:s. tinput.a 
(procedure) 
readjn_lilt:(procedure) Pat:;estheinpulFSMtextlile tinput.a 
build_Gstate....J!l1lph Generates the reochabilitygraph. trcachabilily.a 
(procedure) 
lsEqual(function) Compart:s two global states for equality treachabilty.a 
hash(function} Generates an indcx number according to the treachabilty.a 
hastringfunction 
clelll".J)Ointers(procedure} DeailOCales the dynamic memory space for treachability.a 
anOlherallalysis 
Prim Queue(procedure) Prints the FlFOqueues loutpuLa 
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TABLE 2: SIMPLE MUSHROOM COMPILATION UNITS 
Compilation Unit ~ription File Name 
output_Gstate_transition (proce- Output!; the transition lIame toutput.a 
dure) 
output_Gstate_oode Outputs the machine Sl.3.te5. unspecified toutput.a 
(procedure) receptiolls, and the Sla1es with deadlocks. 
output_machine_arrays Outputs the FSM description in a tabular toutPllt.a 
(procedure) formal 
output_une;o;ecuted_transitiOllS Outputs the unexecuted transitions tOUtplll.a 
(procedure) 
cn.:rue_OUlpucfi1e (procedure) Creates an output file for storing the toutput.a 
analysis results 
output_ana\ysis(procedure) Driver for the output subprograms loutput.a 
systcm_caU(p:rocedure) IntcIfacc procedure for Unix system calls tsystem.a 
viae. 
message_queues (package) Implements the queue opemtions for the Iqueues.a 
FIFO communication channels. 
pointer_queues Implements thequellC operations for the tqucues_2.a 
(gencric.,package) pointerqueuc that SlOres the global tuples 
temporarily 
2, Input 
The CFSM specification of a protocol consists of only FSMs of the communicating 
machineS. FSMs are represented with a lext file. The user enters the directed graphs as a lext file 
using some reserved words, numbers, and characters. For the list of reserved words the reader 
should refer to [BULB93] . The maximwn number of machines allowed is eight, and the number of 
states for each machine can be from 0 to 50. TrdllSition names must be at most three characters long 
and may be any combination of letters ordigits. These constraints can be relaxed with modifications 
to the program, ifnece.~sary. 
The input file for the stOp-am/-wail protocol in Chapter II for the CFSM model is shown 
in Figure II. The reserved word '"state" represenl~ the states of the machine that they come after. 
For example "trans -D I 2" (first line at state I in machine 1) represents a traJl5ition from stateOto 
state l by sending D 10 machine 2. The fir..t chardCler ' , ' or '+' following reserved word "state" 
represents sending or receiving data re~"JlCc{ively. "Initial_state 0 0" means that the inilial Slates of 
machine I and machine 2 are state O. 
First, this file is parsed by read_in_file procedure and tokens are generated. Then, 
Load_machine_array procedure constructs an adjacency lisl which represents the FSMs. 
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Figure II : Text File Description of Stop-and-Waitprowcol 
The adjacen(;y list for the srop-and-wait protocol is depicted in it~ structural form in 
Figure 12. This atIjacency list is lL~ed for COtl~tructing the global reachability gmph. 1lie adjacency 














Figure 12 Adjacency list for the example Stop-anti-Wait protocol 
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3. Reachability Analysis 
After reading the input file the program generates the global reachability graph. It uses 
the adjacency Jist and the initial state to begin construction the global reachability graph. Starting 
with the initial state new states are generated and compared with previous ones based on thei r 
respective index value. The global reachability graph construction algorithm is given in Figure 13. 
loop (main loopJ 
for Indtxl in 1 .. IOlal numbu of mach/nts loop 
piau holdu(lndu7) :=maChiiit array(induIXMslal~lntkxlJ) 
whitt ( piau _ holdu(indtxJ 1= nuff) loop 
loop 
i/(pICla holdu(indul).lrallSilion = SlIM" 
enqutu e Ih e ~ssaSt inlO Iht correspondins messaSt queut 
stClrc:h hash loo*-up labltlor this global SlOtt IUplt 
ilslol oflht Iwsh loo*-uptablt was net stlilltfl 
This is ossllltltd 10 be 0 ntw slate stllhe sial and erfOle a fltW stalt 





ij(p/J1ce_holdu(indtxl l.trallSilion) _ rand alleoSI ant ollht mtSSOSt qut unfor 
lhis machine il nOI empry IlItn 
fifldlhis~s.rage queut andDtqutue 
starch hash loo*·up table lor this new Slobol stale luplt 
Il slolollhtlwshlool-llptablewasnclStllhtn 
This Is Clssu~d 10 be a /u"w stare Sf/lilt slol 'lI1d crt me 0 new node 
E"qut ue this fl tw node 10 lilt pointu qut ue 
t lst -









Deqluut pointer queut and update M state lor this new node 
tl1di/ - -
t "dloop(mainloopJ 
Figure 13 : Algorithm for Generating Global Reachability Graph for CFSM 
During the graph construction, the program also delec(.S the global states with dead locks 
or unspecified receptions. TIle program also finds the maximum message queue size and channel 
overflows. Analysis result!l are stored in an output file. This avoids the need to transverse the entire 
graph an additional time at the end of the program. Program run time is thus dramatically reduced. 
w 
Onc of the most time consuming procedures is the search algorithm used to detect if a 
srate was previously created. TIle previuus versiun of this program used open hashing to search 
through the previously created global statcs. All states were kept in a linked list associated with .heir 
hash index. For the analysis of smaJl protocols this is not a prohlem. "Ihe search is fast. the memory 
required is small, and the linked lists are shon. The analysis of larger protocols, link lists grows 
longer due to increased hash oonf1ict~ alld the applicability of regular mushroom becomes 
re~tricted. 
With Supcrtrace the search is also made via hash function hut u!ilize.~ a different 
implementation. First, tile size of ha~h tahle is de!ennired hased upon the expected nWIlber of the 
Slales generated. to ensure adequate coverage, hut is limited by the availability ofmcmory. Second, 
the hash function uses the machine states and the messages on the qucues between the machines to 
provide a fa5t and efficient mapping. The complexity of the search algorithm is always 0(1). This 
is ohvious when the ha5h function generates a unique index (no collision). When the ha~h function 
generates the same index fortwo different states Supertrace, discards the new state, (as a duplicate) 
as it only checks if the ha~h table slot is set(collusion) ornOl set(new state). Previous tuples are not 
oompared. This makes the search more efficient Because we are using a very big ha~h table, the 
hash fWlction creates a distinct index (table slot) for almost every glohal state. 
"!1te effectiv eness of the SupcrTrdCe algorithm depends upon the ratio of ham table size 
to the expected number of stales, the effectiveness of the ha~h function which generates the indices 
for the hash array, TIle hash function which generates the indices for protocols specified in CFSM 
model is shown in Figure 14. 
The second issuc that has effect on SupertnlCe Algorithm's efliciency is the available 
memury on the system. '!1lC size ufthc hash table must be as hig as possible to minimize the nwnber 
of hash conflicts. The need for a very large mcmory can not be overemphasized. 
The impact uf such a large table is minimi7m by utili7.ing thc Ada Programming 
Language predefined pragma "pack." The pragma "pack" tells that storage minimization should he 
main criterion for representing of the given type (ha~h-lookup-tahle) to the compiler. By using thaI 
uption, boolean types which nonnally arc represented as 1 hyte (8 bit~) in the memory; can be 
reduced to one bit which saves seven bits per byte. We can effectively increase the sizc of our hash 
table by 700% without using additional memory space. So a hash table of size 1545278 is used in 
our applications without using big part of memory. 
The structure of a global state is shown in Figure 15. 11Ie maximum uumhcr of outgoing 
tr.msitions is artificial ly limited to 7.lt can be increased ifne(;cssary. A maximwn channel capacity 
of 6 messagcs is introduced to cnsure that the analysis eventually stops. 
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functionhas h (m :in machioe_slate_array; 
q:queue_typc)relumintegeris 
inde~: integer:= 0: 
Sl:'m : integer :", 0: 
begin 
for i in 1..8 loop 
f01 i~Jg!i~te~IJl1achine_type(i),nexIJl1achinUYPC(j~).taiI) I=<? then 
for I in l..intega(q(ne~t_machine_type( i)J1e:u_machme_type(j)) .tail) loop 
for k inl..3loop 






index := (integer(m(8W1976S}+(integer (m(7)+2978) + (integer(m(6W 43270) 
+(integer (m(S))" 13791) + (integer(m(4W 28433)+(integer(m(3W 17237) 
+(integer (m(2» + 37m)+(integcr(m(1» O 635799): 
retllJ"Tl ((index+swn" 4)mod 30545423); 
endha$h; 





n ... n ..... 
G ln k 
Figure IS : Global State Structure wi th outgoing trnnsitions 
4. Output 
The program stores the analysis results in a file named by the user during {he reachahility 
graph construction. The fil e contains the specification in a tabular fonnat, lhe rea(;hability graph and 
the re~'Ults of the analysis. The analysis TCsults consislS of six separate sections. 'DICy are the number 
of states generated, number of states analyzed. number of deadlocks detected, number of 
unspecified receptions detected, maximum message queue size and the number of chamle! 
overflows. Global states with deadlocks and un~1>Ccified receptions arc also mari::ed in the 
reachabili!y graph. TIle output file also lists any unexecuted transitioJt'l. 
TIle program output fur the imaginary protocol in Chapter II is listed in Figure 16. Since 
no states are stored, in case of a collision we can not determine whether il is a hash conflict of a Hew 
state or a duplicate state. These states are referred as 0 in Ille output file. For example, In our 
example protocol after stale 8 "+d2" transition is taken which leads to state 1. Since program 
doesn', keep state L it will just output 0 for the duplicate state. 
C. Big Mushroom With Supertrace 
In this section. the progr.un that automalCs the full global analysis (big mushroom) for a 
protocol spedfied by a SCM is model described. 11le description of the program is divided into four 
sections: gencral progr.un strocturc. inputs to the program. genemting the reachahility graph. and 
outputs of the program. Since the smart mushruom progr.un mentioned in Olapter IT generates a 
relatively smail number of states it is considered outsidc the scope of tllis thcsis and will not be 
mentioned in the foUowing sections. 
1. Program Structure 
Program structure of Hig mushroom is similar to tile structure of Simple Mushroom. The 
SCM model specification is more wmplicatcd than the CFSM specification. but this wmplexity in 
the specification brings somc advantages to the analysis as mentioned in Chapter II. A protocol 
specified by thc SCM model consists of FSMs, vruiable defmitions. and predicatc-action tabLe. 
rather than just the FSMs as in CFSM modeL. 
FSMs are entered into the program in the same manner as in the Simple Mushroom 
program using a tcxt file. The variable definitions and predicate-actIon table must :tlso be entered 
into the program. The user enters these part<; by completing Ada packages and subprograms using 
thc templates provided. 
111C compilation urtits for the program are shown in Tablc 3. TIle uscr ha~ access to the 
last four packagcs/subprograms. Once thc user complctcs tJlCSC programs using the templates and 
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---- -- ------ --
OIa chLne 1 S~ate Tran9Hloos 
I;: I I r 
I 1 I I r d] 
11 I I "dl 
-- --------------------- -------
" Ach ln .. ) Scat"TraMltlor.s 
Figure 16 : Prognun Output forlhe example protocol 
compiles them with the other compilation units, the analysis of the speciJied protocol can be 
perfO/TUed. Construction of the specification in the form of Ada packages and subprograms is 
explained in the next sectiOll 
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datastruetUles, global variable 
and the driver. 
FileName 
nuiJd.~thearljacen~y lists from FS1\1s. smpuLa 
Parscs IhtinpulFSMlext file sinpuLa 
GeneralCS the global reachability graj1h. slLtrcachability.a 
(jenerm~ an index number according to the sg_reachabiJity.a 
SupcrTraceha<;hingfuI\CtionforUig 
mushroom. 
Gentrate.l; an index number according to the sgJcachabiJty.a 
hashing fuoction for Smart mushroom option 
cltar..JlOinters(procedure) Deallocates the dynamic memory space for s)Lreachabi\ty.a 
another analysis 
search_for_Sruple Search.~ the reachability graph for the sg..search.a 
(fuoction) equivalen!syslcm mplc.s using hashing 
cJeat_hs_hash_array Clears the ha.~h array and deallocat.es the s)LSearch.a 
(procedure) memory for system state analysis 
outpuc GSt.1te_"(xle OUtpuL~ the machine states, and the. states s)LOulplll.a 
(procedure) with deadlocks for global reachabillty 
analysis. 
outpUl_sys_node Output~ machine slates. and sta!e~ wilh sg_oulput.a 
(procedure) deadJocks for system state analysIs. 
oUlpuCGstate_transition Outpots the transition name for global SR.-output.a 
(procedure) rcachabilityun.alysis. 
ootpu!.-sys_transilion Outputs the transitiun name for system state sR.-output 
(procedure) analysis 
Oulput_unextculc(CtransitioflS Outpllts thc unexecuted transitiolls s)L0utput.a 
(procOOUl"C) 
olitpucmachinC_aITays Outputs Ihe FSM description in a tabular sR.-0utput.a 
f~. 
ootpuumalysis(procedure) Driver for thcoutput subprograms S)LOlitput.a 
create_ootpll1_file (procedure) Creates an oUlpll1 fIle for storing tile analysis slLoutput.u 
results 
system_~a11(procedure) Intcrfa.:e procedure for Unix system calls via ssystcm.a 
C, 
queues(genericJXldage) Implements tnt queue operations forthe squellcs.a 
pointer qlleue that stores the nodes 
temporarily. 
stacks (gcncric package) Impltmentsthtstadoperationforstorinll sstucks.a 
enabkdtransirion 
dcfinitions(packallc) Indudes uscrdefined local and~hared named by th~ user 
variables 
Analy:zc]redicates {Jlrocedure Dttermines the enabkd transitions from the named by Ih~ uscr 
lhercisoncforcachmachint predicates 
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OUll'uL~ the global state tuples in a formal 
defincdbylheuser. 
The inputs to the program consiSL~ ofUlfee parL~, a.~ mentioned earlier. FSMs are entered 
using a text file represelllation a.~ in Simple Mushroom program. Variables and predicate·action 
table are entered a.~ Ada packages/subprograms. The user needs to complete these packages and 
subprograms by filling in templaleS provided. 
The Ada package template for the variable declararions is called "dl:finitions." The 
predicate·action table is entered using an Ada subprogram template which consists of one procedure 
named" Action" a.nd two to eight procedures callcd "Analy7.e _Predicate _Machine·" according to 
the number of machines in the protocol. The .,." at the endofthe procedure name is replaced by the 
corresponding machine number for each machine in the protocol. 
After completing the templates described above, the user must compile these units with 
the other compilarion units listed in Table 3. Since the completion of these was explained ill 
[BULB931, th.ey will not described here. But our example protocol stop-ami·wail in Chapter n is 
used to ilJustral:e how to complete the templates. 
a. Finite State Machines 
There are a few diffe rences in the FSM description of Big Mushroom program from 
Sjmple Mushroom program. In th.e SCM model, explicit machine numbers to show which machine 
the message sent to or received from are not nceded forthe transition munes. Since shared variables 
are used for communication between machines, this infomtation is included in the predicare-action 
table. The FSM text file for the example ring protocol is shown in Figure 17. 
The FSM text file is read hy the input procedures and the adjacency list. which is 
used during the construction of system and global reachability graph is generated. 
h. Variable Definitions 
The user defines th.e protocol variables in Ada package named definitions. This 
package includes the local variables for ea(h machine and th.e global variables, which arc 
considered shared and allow communication between machines. A variable can be one of the Ada 
defmed types l>llch as: integer, array, string, record, character, boolean etc. These types and their 
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Figure 17 : Text tIle description of tile example ring protocol 
subtypes are used to define the protocol variables. 11lC variable declaration for the stop-and-wait 
protocol is shown in Figure 18. 
c. Predicate-Action TabJe 
The predicate-action table is represented by a nwnber of subprograms as separate 
compilation units. These subprograms are named Analyze-Predicates and are used to detennine the 
wabled transitions for each machine. 111C procedure named Action executes the actions to be taken 
for the corresponding enabled predicates. 111cre is one Anal}'ze_Predicale~' procedure for each 
machine and one Action procedure for the protocol.TIle user completes the template for each state 
of the machines. The predicate-action file fur the example slOp-and-wait protocOl is shown in 
Figure 19. 
The enabled transi!ion.~ are passed into this procedure through the "in_tl'lUlSition" 
fonnal parameter and the necessary changes are made to the local and shared variables by t!'eAc/ion 
procedure. The "out_system_stute"parametef passes the changed protocol variables to the calling 





package definitions is 
num_oCmach.ines: constant:: 2: 
type scm_transition_type is (Snd_data, Rev _data, Sod _ Ack, Rev _ Ack, unused): 
type buffer_type is (D,A,E); 
package bufCenum_io is new enumemtiorUo (buffer_type); 
use bulf_enum~o; 
type dummy_type is ranl!c 1 .. 255; 
typemachinel_star.e._typeis 
=0", 
ouCbuff : buffer_type:= 0; 
end record: 
type machine2_star.e_lype is 
=0", 




dummy : dummy-type: 
end record: 
type machine8_star.e_type is 
="'" dummy: dummy-type: 
end record: 
the global_variable_type is 
record 
CHAN : buffer_Iypc:= E: 
RET : buffer_type := E: 
end record: 
end definitions: 
Figure 18 : Completed DefinitioT1.f package for stop-and-wait protocol 
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sepanut:(main) 
procedun: AnalyzcJ>redicates_Mochinel(local: mochincl_state_type; 
GLOBAL: gloha/_variahle_lype; 
begin 
s : rmlural: w: in out transitiOll_stackJlackage.stack) is 
~ase s is 
wheD OE> 




if(GLOBAL.RET '" II) then 
Push(w,Rcv Ack); 
end if; -




procedure Analyzc_Predicales_/l.1achinc2(local: m~hine2_state_type; 
GLOBAL: gloooCvllriabltUYpe: 



















s : natural; w: in out transition_sra.:K_p<'\Ckage.stacl) is 
end Analyze]redicalcs_MachineJ; 




s : natural; w: in out trullsition_st.acl-.JXlClage.stack) is 
end Analyzc_Predicatcs_Machinc!l; 
Figure 19 : Completed Analyze_Predicates procedures for the SlOp-and-wai/ protocol 
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separate (main) 
procedllIc Action(in_system_state: in out Gstate_record_type: 
in_trnnsition: in out scm_transition_type; 
Out_system_state: in_out GStaleJecord_type) is 
begin 
case (in_\r.U1sition) is 
when (Snd data) "'> 
O~t~I:~~-~S~~~~h~n~~-=-~~~~::u~;;~tN: .. in_syste01 . .stare.machinel _state.out_ burr; 
when (Rev data) => 
out_system_stale.machine2_state.in burr:", in_system_state.GLOBAL _ VARIABLES.CHAN: 
when (Snd Aek) => -
~~:=~~~:~~=~::::;;c~~~Ls~~~~:u~~.~~:= A; 
wh.en (Rev Ack) => 
oUl_systcm_state.GLOBAL_ VARIABLES.CHAN:= E; 
oUl_system_state.GLOBAL VARIABLE."i.RET;: E; 
wh.en others => pULline("TI'ere is an error in the Action procedure"); 
end case; 
end Action 
Figure 20 : Completed Action procedure for the SlOp-ami-Wait protoool 
3_ Global Reachability Analysis 
The process of generating and examining the set of all reachiili!e states from the initial 
state is called reachahility analysis. The program is capable of generating both the global and 
system reachability analyses scparu!cly for a protocol fonnally specified hy the SCM model. Since 
the system reachability analysis generales relatively small number of states Super/race Algorithm 
is not used for that anaJ.ysis. 
The user can select either global reachability analysis or system state analysis from a 
menu. During the graph construction. the program also detects any deadlock conililion~. Analysis 
resull~ are stored in an output file named "rgraph.dat" in parallel with graph construction. 
The structure of the glohal state used for the program is shown in Figure 21. This oode 
structure also includes outgoing transitions. The maximum number of outgoing transitions is 
artificially limiled to 7. It can be increased as necessary. The shared variables arc stored in the 
"global_variables" variable and local variables are slored separately for each machine in 
"machine _Slale*'" variables. 
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Machine .~tate I 2 3 4 S 6 ?IS 
global variable.~ 
machine! state 
GTUPLE machine2 _stale 
machineS_stale 
UNK 
Figure 21 : Global State Structure with Outgoing Transitions 
The initial global state is created from both the FSM text file and the initial values of the 
variables assigned in the definitions package. AU tre outgoing transitions are initially set to l1ull. 
Starting with the initial glubal state. new nodes are added and linked to the graph. TIle pseudo-code 
algorithm for constructing the global reachability graph is shown in Figure 22. 
The program implements hash.ing to search Uuuugh hash table for duplicate states which 
increases the nm time efficiency uf the analysis. There is a major difference between the Simple 
mushroom and the Big mushroom hashing Junctions. In tile Simple mushroom program the user 
does not need to specify a ilashing function. A predetemlined function which oon.~iders machine 
states and message queues is implemented in the program. For the Big mushroom program the user 
must design and enter a global hashing function. TIle function must account for machine states. 
lucal. and global variables. An example of a global ha~h function for Slop-and-wait protocol is 
given in Figure 23. 
4. Output 
The program stores the results of the analysis in a file named "rgroph.dat." This file 
contains FSMs in a tabular fonnat. system/global re;u:hability graph. and tile results of analysis 
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/oop(mail'l/oop) 
for irIdal in J .. IO/al number 0/ machines loop 
pOSiliol'l_holder(indexl) :_ ;nac""hin ~ _ array(indexl XM _Jlt1t~(inde.d )i. . . 
D(/ermin( tile (rlllbl~d IrmUllwnsfor the machine(indexl) and push 11'110 IranslluJn _lIm:" 
While not Empty(transilion Jlack) loop 
while (position fwkJer(indexi) 1= null) loop 
Traveru the lnachill~ arrays/or each enahJ~d !ramilioll irlth( Slack 
ija Ifansition/ound il1lhe mnchil1( arrays 
creale a umporary node resullingfram Ihis Iral1sition 
cal/Aclion proctdure 10 mnJ:e Ihe I1~Cfssary changes 10 lhe variohl(s 0/ this node 
Search the Hash loot-up tohlt tn see this rwde was crealed(redundanlJ 
1/ th~ tabl~ 5101 wrr~spondinglo th, index cuaud by /lash/wlction is 1'101 ulljaluJ Ih~ n 
u lth!tahl!slot(lrul!") 
Enqu!u! the nod, into Ih! Gpoinur queu( 
dse -
write Iransition 10 Ihe oUlpmfile and discard the rlOde 
endij 
e/u 
position holder(indexl):= position holder(indexl J.Slink 
tndif - -
end loop 





l/Gpoinl/!"f qu!ue Empty Ih!!n 
tIiI -
!Iu 
D~qul!"u~ Gpoinl!r queue 
UpOOt! Mstal ! for this n~w node 
end if 
!nd loop (main Innp) 
Figure 22 : Algorithm for Generating Global Reachability Gra\Xl for Big Mushrr)(lm 
function GLOBAL_HASH (current-sstate: GSlateJecord_type) return integer i.~ 
index: integer:..Q; 
sum:integer:=O; 
m : machine_stale_array:_ currem-SSlllle.ma.chine_state; 
begin 
index:_ «(m(8) *839(9) + (m(7) * 72888)+ (m(6) *61997) + (m(5) ~5995} + 
(m(4)· 46571} +(m(3)'" 34(77) + (m(l)" 21323)+ (m(J) *18203»: 
sum :_ buffer_£ypC'poS(CWTent..&state.machinel_state.ouCbuft)*373351 + 
buffer_typC'pos(currem-sstatc.machlnel_stare.in_buft)*677139+ 
buffer _type'pos(cWTcnt-sstate.GLOBAL _V ARJABLES.CHAN)*973551 + 
buffer _ type'pus(currem-sstate.GLOBAL_ V ARIABLES.RE1)* 113551; 
return «imlcx*3+sum*7) mod 1545423): 
cnd GLOBAL_HASH: 
Figure 21 : Global trash function for Stop-ami-wail protocol 
consisting ot" number 01 states generated, number of statcs anal}'7cd, and number ot" deadlocks. 
Unexecuted transitious are also listed at the end of the analysis. 
Since each protocol ~pecification has different variables, the user also has the fl exibility 
to output the desired variables. This is done in a similar manner to the predicate-action table and 
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variable definitions representation explained in [BULB931 using an Ada procedure template.TIlt 
uscr completes the template with Ada "put" statements for outputting the global states. Since lite 
sysrem state tuples do no! include the variables, there is no need 10 define an output format for 
system reachability graph. The completed template for the oUlpuI_Gtuple procedure for stop-and-
wait prOlocol is also given in Figure 24. 
separate (main) 





puUinc (" rnl(oucbufl),m2(in_buff), (CHA,.'.'. REn-): 
















Figure 24 : Completed output_GtlJple procedure for Stop-and-wait protocol 
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The output of the program for the example ring protocol is given in Figure 25. 
REACHMlILI'J"( ANM.~~igT~;cl~i~"iL.~C", 
--- ---------------- -- _._ ------




----------- ---_ .. -
I 0 
, 
0 , , , 
0 , 
~"N<iXECl:'J"ED '!'RAN5ITICNS 
.. ···NONE .. ••• 
Figure 25 : The Output of the Progmm for the Example Ring Protocol 
D. Summary 
In this chapter, example protocols in Olapter n were analyzed to demonstrate the usage of 
Mushroom progr.un. 'The protocols analyzed in this chapter are intentionally chosen simple to help 
the user understand the mushroom program's inputs and outputs. However. the analysis results 
verifies that Supertrace algorithm approximates the full search metlxld by generating the same 
outputs ubtained manually in Olapter II. 'The major achievement ofSupertrace will be illustrated in 
Chapter V with larger protocols. 
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IV. A PROGRAM FOR PROTOCOL TEST SEQUENCE GENERATION 
In this chapter, the concept of confonnance testing is first introduced; n~lIt, a procedw-e 
created for test sequence generation [LUND90AJ is discussed. Finally. ''TESTGEN,'' the program 
which automates the lest sequent:(: generation is illustrated. 
A. Introduction To Conformance Testing 
A confonnallce test is used to ensure that the clttemal behavior of an implementation ()f a 
protocol is equivalent to il~ formal specification. In conducting a conformance test we are given a 
known protocol specification and an unknown implementation. The implementation, for practical 
purposes, is t:onsidcred as a black bolt with a ftnite set of inputs and outputs. TIle test provides a 
sequence of input signals, and Observes the resulting outputs. The implementation under lest (IUn 
should pass the test only if all observed output~ matCh those prescril;cd by the fonnal specification. 
'me series of input sequences which are used to e,;ercise the protocol implementation in this way 
are referred as conformance test sequ.ence throughout this thesis. 
Two problems with confonnance testing need to be solved: 
I. Find a general. applicable, efficient procedure for generating a confonnance test sequence 
for a given protocol implementation, and 
2. Find a method for applying !lIe test sequence to a running implementation. 
This first issue is the focus of this thesis while lhe second problem is beyond the scope of this 
thesis. 
11 is desirable to have the specification of a protocol e,;pressed in a fonnal model and the 
specification fonnally verified. 
A previous study [MtLL90J on this issue observed gaps between the specification. Ihe 
verification, and Ihe !,;onfonnance testing of network protocols. Protocol models which are designed 
for specification purposes usually have many powerful program language constructs, to simplify 
the specification, but are difficull to analyze. Protocol models designed primarily for rutalysis 
purposes. such as the CFSM model. are often too simple for the specification of modem, !,;omple,; 
protocols. Much recent work on conformance testing starts from Ihe description of a protocol as an 
incompletely specified fmite slate machine with input/output labels on the 
transitions[CHEN90J[DAHB90J. Nunnally protocol specificatiuns arc nol described in this 
Suppose a test designer was to design a test for a protocol specified using the fonnallanguage 
LOTOS. First, he must translate the specification to rul UO diagram. This is a difficult and complex 
" 
process, and during which errors are easily introduced, Only then, when this translation is complete, 
can he begin to generate the tests for confonnance testing, 
The automation of the test sequence generation [LUND9QA] is an attempt to clos<. the gap 
between specification/verifieation ani.l testing of prowcols, In this thesis, the test generation starts 
from a protowl model, designed for the specit1cation and verification of protocols. A procedure 
created in (LUND90Bj, is used for the generation of a test sequence for a protocol specified in the 
SCM model. This procedure and its automation as a software tool does not guarantee that all the 
errors or combination of errors in a protocol are found. But they do represent an attempt to excrcise 
all parts of protocols providing some assurance that the implementation meets its purpose. 
B. Test Generation Procedure 
Tn this section a procedure and its automation are described for generating a sequence of tests 
for a protocol specified as a SCM model. The input is the formal protocol spedfication (FSM and 
predicate-action table) specified as a system of C(JmmuniCQling machines (SCM). The output is a 
sequence of teSl~ and an VO diagram in a tabular format. The generated sequence is intended to be 
applied to an JUT. 
TIle sample JUT Ihroughou! this section is the network node for C5MA/CD protocol. Before 
generating the sequence of teSl~ and the 1,0 diagram for each test in the sequence, shared and local 
variables must be identified. The test inputs (the shared and local variables that can be set in a 
controlled way) and the outpul~ (the shared and local variables can be observed for test purposes) 
should be ii.lentified. These inputs and outputs fonn the I/O for the test steps. 
The format for each single test is 
S1 it i2' ... ,in; 0]. 02, ... ,Om 5B 
SI is the state of machine when the test begins. The i I. jz, •. ,jn are the input values at the ~tan 
of test execution. The 01, 020 •.• , om are the values of the output variables afiertest execution. SEis 
the state of the machine when the test is complete. The input and the output variables are taken from 
the shared and local variables of the machine. The detennination of these variahles is explained in 
the following section. 
The procedurt: explained in the following section~ is taken from [LUND90A]. II is written in 
three pans: 
• Preliminary steps, 
• Test sequence generating procedure, and 
• Refining steps. 
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1. Preliminary Steps 
I. From the machine specification FSM diagram. mark: each tratl~ition whose name 
appears on more than one transitiOll Each such ill'ltance for a given name is given a separate 
distinguishing label. 
2. From the predicate-action lable, nOle the number of clauses in each enahling predicate. 
Mark: each clause. An enahlillg predicate may con~ist of several clauses, anyone of which might be 
truc, allowing the transition to execute. Marking each clausc insures that each one is tested 
individually. 
3. For each shared variable x, dctermine if x is an input variahle, an output variable. or 
both. For each x which is both, split x into two variables, Xi and x" for testing purposes 
4. For each local variable I, determine if I is used as an interface to the higher layer user 
of this protocol. If so mark 1 as input. output or both. Each such local variable is specifically 
designated, and is an input variahle ifit appears in a.n enabling predicate, and an outpul variable if 
it appears in an Action pan of predicate-action table. If I is both input and outpul, split it into two 
variablcs I; and 10 for test purposes. 
2. Test Sequence Generating Procedure 
Initially the test sequence is empty. 
1. SIale f- inilialslate. 
2. Lei I = (p,ll) be an unlested transition from slate. 
(a) Determine the value.~ of the input variables which make exactly one of the uutested 
clauses of II troe. Check 10 sec if these values allow any other transition from this state to be 
executed. If there is one, set additional input variables 10 values that insure only the transition under 
test is enabled. Fill tllCse in, and mark others '"DC" for "don't care." 
(b) Determine and mark: Ihe expected values for the output variables; also record the 
expected values lLo;.sumed by the local variables. 
(c) Set S, to state; detcmline the next state;md set SEID it. 
(d) Delcnnine if Seis tnUlsient; ifnotmark it as a "slop state" and skip to (3). The state 
is transient if one of its enabling predicates is true immediately upon reaching the stale. This means 
that il can pass on 10 another stale immediafely, without waiting for further input 
(e) Attempt to make S£ into a stop stale by setting "DC" values. That is, make the DC 
values ~uch that, upon reaching state SE, none of tile enabling predicates are true. Ifsuccessful, go 
to (3). 
(f) If SE is a tramientstate and more than one tramition leaving SE is enabled, choose 
one and set inputs not yet specified (if any e1O.isl), so that only one transition leaving Sf: is enabled; 
set I == (p,a) to this transition. 
3. Output this test.'h i J• i2, ... ,in' oJ, 02,'" ,OmSE as the next t(,;8t in the test sequence. 
4. Marl<: the clause just tested. If all clauses in transiliont arc now tested, marl<: t as tested. 
If all transitions are now marked as tested, e1O.it to "refining steps." Otherwise. continue to step (5). 
5. Set state to SE.Ustate is a stop state go to (2), otherwise go to step2(h). 
Step 2(a) asswues that it is possible to set the input variables to values that make exactly 
one of the clauses true. If the protocol is well designed this assumption will generally be troe. 
However, !here is always a possihility lhis is not the case; if so, tile test designer must ciloose the 
valucs so that the clauses will he tested as thoroughly as possible. perhaps in combination with other 
clauses. If a Clause cannot be tested individually. tile question of its necessity to the specification 
should be considered. 
Step 5 sets the starting state of the next test in the sequence to the ending state of the 
current tesl. TIils makes the ordering of the test~ follow the order of their occurrence in the actual 
protocol exe("'Ution. 
3. Refining Steps 
1. Con.~truct the I/O ~tate diagram from the test sequence. 
2. Determine if the sequence are unique, so that from each state, we have a unique input 
output (UIO) sequence to confinn.Unot attempt to extend thesequenee so that we have a unique 
UTO sequence from each state. 
3. Check for any converging tran.~ition.~. Marl<: these, as JX)tentiai problems for testing. 
The I/O diagram can he constroetcd from the test sequence and is a tool to help the test 
designer insure completeness. This finite state maciline is often used as the starting point in test 
generdtion in the literature. 
A VIO sequence has been defined as a sequence of inputs such that, if the input sequence 
is applied to the FSM wilen FSM is in state i, the resulting output sequence could not ilave been 
produced hy the FSM wilen the FSM is in any other state [DAHB90][SIDH88J. If the ~equence of 
tests applied to a machine implementation in a state i is a VIO sequence, and the output is e;>;peeted, 
then we have a stronger argument tilat the machine was, in faG't, in state 1. 
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C. Test Generation of the CSMAfCD Protocol 
[n this section, the test generation procedure is illustrated through an application on a well 
known protocol for local area networks, the CSMNCD (carrier scnse multiple access with coilision 
detection) protocul. The protucol has a formal spccificarionas a SCM model in [LUND93J. 
The topology or the CSMNCD is a simple bus witil a single cilannel, as in displayed in Figure 
26. All stations transmit and receive on the chamlel. If more than one station transmits 
simultaneously, interference or "collision" occurs. A station wishing to transmit first checks the 
rnediwn. If no other transmission is detected. it begin~ tran~mitting its own message. If a collision 
occurs, the station allempts 10 retransmit its message after waiting a random time period. 
Figure 26 : Topolugy of the CSMNCD Network 
[ne specification of CSMNCD protucol cunsists of the finite state machine and the local 
variables of the network stations (Figure 27) and the predicate action table for the network stations 
(fable 4). The shared variables, Medium and Signal and finite state machine of the controller, 
re~"punsible for the control ufshared variables, arc shown in Figure 28. 
Figure 27; Specification of the Netwurk Nodes 
The predicate action tahle ofConrroller is Silo",,1l in Table 5. 
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I I I I I I 
Figure 28: Controller and Shared Variables 
The local variables of each network node are msg and inbuf Msg is of the same type as 
mediwn.l/liJujis used to receive incoming messages. State 0 is Ihe initial state, from which either a 
receive or transmit action is initialed. Stales 0,2, aud 3 make up the tfrulSmit/collisiOlI stales, and 
stntes 0 and I comprise the receiving portion of the machine. 
The cOlltroller continually monitOn! the communication medium. Whenever a nonempty 
value is detected it transitions to either slate 2 or I. according to whether a collision or good 
trdllsmission occurred. If a collision occurs (medium = undefined), the controller moves to state 2. 
When all stations have detected the collision (SiglUl/(1 •. n) = collision). the controller clears the 
medium and retunlS 10 O. If a good transmission occurs, tile controller moves to state 1. After 
receiving station accepts tht message, the controller clears the medium and reUlITl.'i to O. TIle 
predicate-action tahle for controller is shown in Table S. 
The networ:k stations may either transmit or receive from the initial stateO. lfastation, instate 
o has data \0 tmnsmit, indicated by a nonempty msg. and the medium is clear, it will transition to 
state 2 and the message written to medium. The variable msg becomes nonempty when the upper 
layer of the protocol has data to send. If no collision occurred me OK transition will set the state 
back to O. TItis is indicated by the value of Signa/(j), being set \0 clear by the controller. providing 
if no collisions occurred. If a collision occurs, then the coll-D (co llision detecled) transition will be 
taken. Once the controller clcar the medium, indicated by Signal(i):== clear, the node will return to 
slate 0 and attempt to retran~mit 
The receive tran.~ition is also starts from state O. 11tis transition becomes enahled when a 
message appears in medium with the station's address in medium.DA. The node copics me message 
into its input buffer inbuf, then signals the controller by setting Signa/(i) to Iransceive and returns 
10 slate O. 
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TABLE 4: PREDICATE ACnON TABLE FOR NETWORK NODES 
Transition Predicate Action 
Xmit msgi'-0"mcdium 0 medium:=msg; Signal(i):=transceive 
OK Signal(i) clear msg:=0 
coll-D mediWlI = undefined Signal(i):_ coUision 
ready Signal(il_Gicar 
mediu!H.DA inbuf:= medium: 
Signal(i):= transceive 
Generalion of the Protocol test sequence will be r.hscussed later In thiS chapter along With 
the software 1001 TESfGEN. 
TABLE 5: PREDICATE-ACTION TABLE FOR THE CONTROLLER 
Transition PrediCale 
message ...,medium E undcfmed,0 
SignaJ(medium.DA) - uansccive 
colUsion medium~undefined 





Signal{I .. n):=clcar 
1. Creating Inputs For The "TESTGEl\"" Program 
The software tool that automates the generdtion of test sequences is called 'JESTGEN." 
The gencral structure ofTESTGEN is shown in Figure 29. The inputs Oftlle program are two text 
Illes which are created and named by the user. 
Figure 29 : The Generdl Structure of TESTGEN Program 
The input files are easily created utilizing the following procedures. Before crearing the 
FSM input me, the user should as.~ign a number to each tr.illsition of tlIe FSM. This distinguishes 
each arc, evcn though they may represent the same transition namc. The numbered FSM of the 
CSMMCD protocol is shown in Figure :m. 
Figure 30: Assigrunem of Numbers to Transitions of CSMA/CD Protocol 
To create the flfSt file. the user first specifies the initial state of the FSM as the first line 
in the FSM input file. Each line, thereafter. represents a transition arc and is cntcred in tile format 
FromSlale To State Number Assigned Transition Name 
with a single space hetween each field. 
It is a practical way to enter transition arcs starting from initial state, listing all outgoing 
arcs and then continuing with the next state. Transition arcs can he entered in any order as long a.~ 
they have the previous structure. 
An example FSM input file for the CSMNCD protocol is shown in Figure 31. TIle '"0" 
in the first line shows the initial state of our example CSMNCD protoc{)1. 
Figure 31 : FSM Input File of CSMNCD Protocol 
Figure 32 shows the parts of a transition arc and their meanings in FSM input file. 
011 receive _________ Transition Name 
From Stale To State Transition Number 
Figure 32 :Representation ofTransitioll Arcs in FSM Input File. 
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The secund input file contains predicate action lable( PAT) of the specified protocol. Thls 
file is created in the same tabular format as the predicate-action table. Each column of the PAT is 
separated with vert ical bar' I . with a space on each side, so that it is distinguishable from the other 
table entrees. The' I 'delineates the bordersoftnulsition, predicate and action columns of the PAT. 
Multiple action statement should be separated with a ~cmi -colon (;). If no aCliun is to be taken for 
a transition, the keyword "no" must be entered as the action part of the input file. If a transition 
occurs every time we emer a state. it is indicated hy putting keyword the "true" in the predicate part 
uf the input file. An example of predicate-action input for the CSMNCD protocol is shown in 
Figure 33. 
I ,..diun , . ,..~ , 
I •• ~ ,· ~y I 
, . iono l l1 1 .. "Q ll i ~"", I 
,nD I 
I lntuf ,. """ l u~ , .;qn. l l!i , _ tr. n "" . iv~ I 
Figure 33 ; Predicate-Action File Input of CS\1A/CD Protocol 
An example line in the predicate-action i.nput file is shown in Figure 34. 
xmi! I m'gl=emfty ~ modiurn= emfty I n"lodi .... :_n" ~ . igJlal(i): 
T .... ili"" T"mi,i"" Pin! R<J.aliooal !)erond lTI.diOl.le Firs! s <po.rati.... S<OODd Actio\> 
N.me Bonier Predicate S)TI1bo1 Predicate Borde, Action S)TI1bol Action Horder 
Figure 34 :Examp1c Input line of Predicate-Aclion File 
Since the predicate action input is a text file, some relational symools are nOI readily 
apparent. They need to be represented in a format that can be easily entered from the keyooani yet 
understandable by the prognun. The metllod u&ed in this thesis to handle this problem is shown in 
Figure 35. 
If there is more than one clause in a disjunctive predicate parr of a tralt~ition it is difficult 
to determine wttich predicates need to he enabled to make a transition occur. The TESTGEN 
program is capable uf parsing and presenting clauses in following form 
• first clause relational symool second clause 
• first clause relational symbol (second clause relational symool third clause) 
• (first clause relational symool seoond clause) relational symbol third clause 
·n!e TESTGEN program rcpresem tllese relational clauses by putting the relational 
symbol betwccn two clauses togetller witll the values of the input variable to the output table. The 
relationaJ symool between the relational clauses in parentllesis is put ill tlle output file in parenthesis 
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Relational ----t Text 
Symbols Symbols 
x -,t.y ----tx/=y 
o ----tempty 
x Ay----tX andy 
xvy----txory 
'Assignment toavariable ----t:= 
x EBy----txmod+y 
Figure 35 : Relational Symbols and Their Representations 
so it is distinguishabJc from other relational symboL If the enabling predicate ha~ more {han three 
clauses the TESTGEN program may not correctly represent Illese clauses in the output test 
sequence. The uscr should controlllle output test sequence for these tran.~itions. 
If input variables are record strucwres such as medium, msg, i/lbuj. assigmnent or 
comparison of a specific fields of the record are done within parentheses and hy putting "x" in the 
positions Illat is wtimportant. For example, assume a variable "z" is a record strucmre with three 
subpart~ a. h and c. Assignment of the value "3" to the 'a' field ofZ ~ould be in Ille format "Z:= 
(3.x.x)." This means 3 is assigned to 'a' and no ehanges arc made to 'b' and ·c.' The TESfGEN 
program finds local and shared variable by parsing predicate action input file so instead of entering 
different representations of one variable ~'Uch as mediumlJA or medium.SA, entering variables in 
this format helps program detennine the variable structure and makes output file easy to read. 
Comparisons and assigrunems to arrays should be entered in the formatA(iJ=value.TIris 
may create more than one representation of the same variable in the output file but it makes the 
output test sequence more Wlderstandable. 
2. Procedure Of The Protocol Test Sequence Generator 
The algorithm of the test generatorconsist.~ of two major subparts: the first part find.~ all 
possible paths and cycles in the FSM starting from the initial state. It prints the list of path.~ and 
l.1'cles to a text output file, named by the user. It also ensures that there is a path from all cycles 
eventually returning to the start state. If it can't find such a patlJ it will print out a me.<;sage, warning 
the user of possible error.; in the specification of the protocol.1be pseudo-code algorithm for finding 
all path~ and cycles of FSM is illustrated in FIgure 36. Finding all possible transition sequences 
ensures that each. instance of each. transition is tClited. 
Parse Ihe FSM inpulfile and make a lislOflransilian arcs(/isl of Iransilians); 
Take one arc originatingfram Ihe initial Siale PUI il inlO a list:'o/Yalll.s: 
'/Ihere is more lhan one are 
Appendalhu arcs 10 Ihe end of lisl_ofyalhs 
enaif: 
;~~~ ~~I:p~~fflrsl arc in lhe Iisl_ofyaths andflnd the dUlinalion node 
loop unlil there is no pathproassed in 1M lisl af"po1hs 
u;wt/or olher arcs originating from Ihe dnunalion node in Ihe Iisl_oLlransilion 
'fthereisone· 
Check Ihal arc is put in Ihe path geturated 
ifilis 
Mark Ihe palh as cycle/ound 
Mark Ihe palh gmerated as processed and skip Ihe nUl palh in Ihe lisl_ o/yaths 
replace Ih e starting arc wilh lhe arc allhe end afthe path on Ihe nexl unproasud pOlh 
go 10 Ihe main loop 
el~t 
Append Ihal arc 10 Ihe original are 
(naif; 
e/siflhf'ft is more lhan one arc 
Copy Ihe path genuaud aNl append Ihe copy 10 1M end of list_afyalhs along 
wilh Ihe alher arc Or arcs originating fram des/inOlion node appentkd 
tfse 
"There may be an error in Ihe prolawl.lnfarm Ihe uur" 
trllli/; 
chut 10 see deslinalion lWae is inillal stale 
ifilis Ihen 
mart Ihe pathgeneraledasa new path and skip 10 lhe nexlpalh in Iht lisl_ofyalhs 
replact Ihe starting arc wilh lhe arc 01 Ihe end aflhe pOlh on Ihe nal unpraasud path 
,., 
fep/ace Ihe slarling arc wilh liIe arc originating/rom the destinalion node 
enaif: 
tna/()QP: 
Figure 36 : Algorithm for Finding Paths and Cycles in the FSM 
To trace all the possible path~ which wuld be generated, a queue of linked list~ is 
implemented. Th.e trace is as follows: Starting with the initial state, aU transitions are placed into 
the queue. The first entry is dequeued, becoming the current eotry. and is used to continue the trace. 
The current entry remains so W1!i1 !t descrihes a cycle back to the initial state. 
All transltiom out ofllle la~t node of the current path are detemlined, and one of them is 
appended to the current ~ntry . 
Any other transitions are each appended to a copy of tile current path and placed at the 
end of the queue (liscoCpaths). When th~ initial state is reached, next path in the queue becomes 
current path. This procedure continues umil the queue is ~mpty. 
The program starts with an arc originating from the initial state. In uur example CSMN 
CD protocol the first arc selected is transition ;It (0 1 1 receive). It is illSerted to the list_oCpaths. 
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Since there is more than one transition leaving the initial state, thc other (0 2 3 transmit). (03 2 coil· 
D) arcs are also insened to the lisCoCpaths. Then destination node "J" of transition #1 is found 
from the lisCoCtransition and since there is one tran.~ition (transition 1M) leaving destination node; 
it is appended to the end of our path. 1ben transition #4 becomes current arc. Since the destination 
node of the transition 1M is 0 (initial slate) the path is marked as processed. The current entry 
becomes the last arc in the next unprocessed transition seqoence (tnUlsition #3). The procedure 
continues until all paths and cycles originating from the initial state are found. The steps of finding 
paths and final patlJ list at the end ofprocedurt FIND_PATHS forCSMNCD protocol is shown in 
Figure 37. 
T First Step 
,~ 
dJ dJ dJ 
T SecondSlep 
"~ ,~ ':'sre, -L 'ITfl' :"'hSre" " 
"'rrrt' ", I 2 I 3 2 3 7 ') 
4 7 
Figure 37 : The List of Paths Generated with TESfGEN forCSMA/CD Protocol FSM 
3. Preliminaries 
In OUf example Illany of our variables perfonn a.~ both input and output sources. The 
shared variables medium. Signal and local variable msg are input and output variahles. The second 
part of the TESTGEN detennines our input and output variables. If a variable is used as both an 
input and OUtput variable it is marked by placing (i) or (0) next to them to indicate its current 
usage.The progr.un reads the transitions. predicates and actions associated with each transition from 
the predicate aClion table (PAl). II then creates the test sequence table and lis/S all lransition 
sequences starting from the initial state by using lisl_o!yaths. It prints each transition with the 
expecte{i values of any local and shared variables. It also prints the action to te taken if the predicate 
associated with transition is enabled. Pseudo-code of the second pan of TE~"GEN is shown in 
Figure 38. 
Pars~ the pr~ditate action inputjile 
~~~~:~e Iran.,ilkms. local ana .fhar~d variabl~.f prtdicat~s and actions associat,.d with each 
Determine and marl: the eJC[Jecud valuesfor (h e output variables and ruord (he exp~cted values 
assumed by loco/ ~'ariiJhlesfor Mch IrallsitiOIl 
Prilltthe input, output, and shared variables 
Take thejirSI palhf,om the IiSl_afyaths 
loop uII/II rw more lis(remained ill the list_a/flies 
begin wirh thejirstlransition ill Ihe pa(h 
ut Si to the originating node of the trallsitioll 
sel input variables a/this t'allSilioll accarding 10 Ihe predicate action tahle 
if illputliariable is a nco,d type 
set unimpartallljieids with "[ 
end if; 
U I ather input variables "DC" /ordon't core 
set ourpUi variabies 
set Se to the termiMI Slalr oj currell/lransition 
Prill/the camp/eted tesl {() the oUlputjile 
set SilO theSe 
ifnol lndofpalh 
rep/aa the currell/transition with the nCXltransition ill the path 
,", 
mark the path as proasud 
replacr the currell/transition with the firsltransition of the next unprocessed path 
end if; 
mdloap 
Figure 38 : Pseudo-Code Algorithm for Generating Protocol Test Sequence 
4. Test Sequence Generation 
The TESTGEN program begirL~ with the first transition (#1 receive) in the path list 
generaled by the FIND_PATHS procedure, According to the predicate action input file to enable 
this tr.msition, the DA field of medium must be set to the statiun's address, whi(;h we assume tu be 
i. The remaining fields of the rewrd medium may be any values. and are imli(;atcd by',.' in the 
output table (Figure 39). The other input variables are ~t to "don't care" or DC. 
When the receive transition occurs. siglUll(i) should be set to transceive, and inbu!should 
contain the value which was previously in medium, Si is set to snurce stale of the current transition 
(in this case 0). and S£ to the to terminal state (in this case I). 'This completes the first test in the 
sequence and these values are output.The clause and transition are now marked "tested". The value 
of SI is now set tIJ I, and next transition in the path is called. 
The next iteration is the ready transition from state I. The value5 5clectcd are tJle second 
test in the output table (Figure 39), The ending state of this test is stale 0 tJle initiai state, so the path 
is marked as processed. 
At the next iteration first transition in the next unprocessed path (xmit) is chosen, 
followed by tile OK tran.~ition hack to state O. TIle same process continues with transition eoll·D, 
which takes the machine state 3, and the ready transition returns it to state O. Then ,he Xmit 
transition is chosen a second time in the last path which takes the machine state 2; then tran.~ition 
coll-D is chosen which is different from previous sequence; that takes the machine tlJ state 3 and 
ready transition agilln returns it to the initial statc. At this point all possihle transition sequences 
have tx:en processed. 
The table generated hy the TESTGEN program for tile CSMNCD protoCOl is shown in 
Figure 39. The table lisl~ all nine possible transition~ according to their order of occurrence. It is 
relatively easy to test all sequences of a tra.nsitions by simply following the order in the table. 
Figure 39 : The Test Sequence Table Generated with TESTGEN for CSMNCD protocol 
5. Refinement 
The first refming step calls for the construction of the I/O diagram. "l1ris diagram can be 
constructed from the sequcnce of tests generated. In this case, because there are no Iram.icnt ~1:ates , 
there are four states which correspond (0 the four states of the specification; and the arcs between 
stales are the sante set as in the specificatiun. The only difference is in the labeling of the arcs: for 
the I/O diagram, the label on each arc is the sctofvalues if the input and output variables, as shown 
in uutput table Figure 39. 
Next we must determine if the sequence is a V10 sequence. Consider the first test in the 
table, the receive transition. If the machine is in state 0 and we apply the input~ for the first test, the 
output~ are the lranseeive value in Signaf(i) and a copy ufmedium in inbuf. The user may w nfirm 
that in no other state does this combination occur; so for the first state and test, we have an UIO 
sequence. From state 1, the ready trdfi~ition is considered. This tnuL~ition leads back to state 0; note 
that another ready transition leads from state 3 to state O. This means that there is nut a UIO 
sequence for states I and 3. This makes it difficult for the test designerlO confirm these slates. There 
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is however a VIO .sequence leading into these states; so the lack of a UIO sequence from these states 
is less disturbing. 
Finally a check for converging transitions shows tha! there is one case of this: the ready 
transition, leading to state 0 from both states 1 and 3. 1be test designer must be aware of this, a.~ a 
possible source of problems in the execution of tests. 
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V. APPLICATIONS OF THE SUPERTRACE AND TESTGEN PROGRAMS 
In this chapLer Simple Mushroom with Supcrtrace and Big Mushroom with Supcrtrace are 
demonstrated witll reveral examples. Both programs are [WI with different protocols to give a 
specific view of tile Supcrtrace algorithm. 
In tile first section, Simple Mushroom with Supertrace will be used I!l analyze a simple 
example four machine protocol which illustrates some basic aspects such as detecting unspecified 
receptiollS, unexecuted transitions etc. Thcn jnformation transfcr phase of a full duplex LAP·B 
protocol specified by the CFSM model will be analy-led. Later. the Big Mushroom with SupertrdCc 
will be used to analY7.e the Go Back N protocol with different window sizes and the Token Bus 
protocol, which illustrates important aspects of Supertrace algorithm. 
In the second part of this chapter, an application of the protocol Lest se{jueIlCe generator 
progrMll (TESTGEN) to the well known FDDI protocol is illustrated. 
A. Applications Of Mushroom Program With Supertrace 
1. CFSM Model with Sup~rtrac~ 
a. Simple Four Machine Protocol 
The specification of the protocol us ing the CFSM model is shown in Figure 40. This 
sample is chosen to demonstrate the coverage of supertrace algoritlun with protocols that has 
relatively small numher of states. Each machine sends/receives a message/aclUiowledgment from 
other machine. Machines 2 and 3 also have anothcrsend transition from state I to state 3. TheFSM 
description of the protOcol is shown in Figure 41 and analysis results ohtained by the simple 
Mushroom with supcrtrace is shown in Figure 42. The analysis generated 36 glohal states. There 
are three unspecified receptions and one unexecuted tml1sition. No deadlocks or channel overtJows 
are recorded. The maximum channel size 2. These results are obtained by simply entering the rSM 
text file as an input tu the prugflWl. lhis a.nalysis would be difficult to do manually. even for a 
simple specification like this one. 
The analysis results ohtained is the same with simple mushroom [BULB9:1] results. 











Figure 40: Specification of the ex:unple four machine protocol 
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Figure 42 : Program Output for the Example 
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b. Analysis 0/ In/ormation Transfer Phase O/The Lap.B Protocol 
In this Section, analysis of a Data Link Control (DLC) protocol is described using 
the Simple MU5hroom with Supenrace program. TIle physical layer of DLC (LAP-B) protocol was 
modeled and analyzed with CFSM model [LUND86]. 
The analysi5 of known protocols is imponam because it help us to detennine the 
correctness and the coverdge of the Supcrtrace algorilhm. It is also an excellent example of how the 
toml number of global states can grow very large, even for such a limited protocol. 
This analysis demonstrates the main feature of the Supertrace algorithm, improva:! 
coverage, where there is insufficient memory available to conduct a full state analysis. The 
description of the infonnation transfer phase is explainecl below as it appears ill ]LUND86 ]. 
The network nodes. which communicates by the protocol, consist of Data Tenninal 
Equipment (DTE) and a Data Circuit Temlinating Equipment (DCE). In this model, DTE and DCE 
are considered process I and process 2 respectively. Each of these processes are also modeled as 
three sub-processes: Sender, Receiver and Frame Assembler Disassemhler (FAD). 
Figure 43 shows the processes and their interrelationship. The FAD pr~s 
combines data blucks, from the sender with acknowledgments from the Receiver, into complete 1-
frames . It scnd5 the I-frames to the FAD of the other process, The FAD also parses received 1-
frames from the uther FAD and sends the aclcnowledgment to the Sender, and data blocks to the 
Receiver. 
DTE DCE 
I, N(S). N(R) 
"'ADZ 
(M3) 
T, N(S), N(R) (M') 
Figure 43: Proces~s for the Infonnation Tramfer Phase 
• Modell: 1 · frames only 
I-frames are expressed ill \lIe form "Inm", where n is the send sequence number N(S). 
and III is the receive sequence number N(R). The message "Di" is a data block sent from the Sender 
to the FAD, ur from the FAD 10 the receiver. It is this data block which is placed in or taken from, 
the I-frame. The 'j' in "Di" is the send sequence number. The message "Ai" is an acknowledgment 
with a receive sequence number of 'j'. The finite state machines forthe Sender, Receiver and FAD 
of the DTE are shown in Agures 44, 45, and 46. The FSMs for the DCE are the same with a 2 
substituted for I wherever it occur.;. Since no RR-frrunes are used. I·frames can only be 
acknowledged by receiving an N(R) from an incoming data frame . 
• Model 2: I· frames and RR's 
If the DeE docs not have any user data block.!l to semI. it is not able to acknowledge 
the receipt of the DYE l-fr.unes. In this case, the DTE should stop sending frames after it reaches 
the window limit. 
The solution to this problem is the Receive Ready, or "RR" message. It is au S-
frame, containing no user data. block, but does contain an acknowledging sequence number. It~ 
purpose is to infonn the receiving pro(;ess (DTE in this case) that the sending process (DCE) is 
ready to receivc thc I-frame numbered N(R): it acknowledges I-frames up to N(R) - I. The 
Receiver! with I and RR frames is shown in Figure 46. The FAD with RR frames are specified by 
dashcd transitions in Figure 47. 
In the Receiver! there are now two types of acknowledgment messages: "ACKi," 
and "AL" for i =0, I. 2; in the first model we had only "Ai". This is to allow for two different ways 
uf acknowledging I-frames by the Receieverl proc~ss: by I-frames orhy RR-frnmes. 
When the FAD process has data tu scm, it qucries the Receiver by scnding an 
"ENQ"; this insures that the latest K(R) is sent alung with thc I-frame. These enquiries arc answered 
by an ·'Ai" message. But if the FAD process has no data to send, it has no way of knowing whether 
any I-frames have been received and need to be acknowledged. This is the purpose of the '·ACKi" 
messages; to allow the Receiver to initiate an acknowledgment. 
" 
Figure 44 : Sender 1 of LAP-B Protocol 
Figure 4S Receiver 1 ofLAP-B Protocol (I-frames only) 
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Fil,'UTC 46 : Rc(;civcr I of LAP-B Protocol (I and RR Frames) 
For the automated analysis, the FSMs in Figure.~ 44,45,46 and 47 are convened to a 
text file and entered into program. The transition names in this text file are the saIne as in the FSM 
diagrams C)(CCpt, transition arc "ACKl" is represented as "An:' 
The program was run with two different inpm Illes the LAP-B protocol with I-frames 
and Lap-E protocol with I and RR frames. At the end of analysis 69102 stales from the Lap-B 
protocol with I-frames were generated and analyzed. No UIl'lpecificd receptions. unexecuted 
transitions or 'harmel overflows were discovered, TIle maximum channel length was 6. 
A deadlock condition wa.~ found at stale 16S17. All channels were empty and 
Sender!. Receiver!. PADI. FA02, ScnderZ, Receiver2 were in states 3, 3, I, I. 3, 3 rcspcctivdy. 
The state deadlock was expected since RR-frames were not included in this analysis. The main 
difference between the analysis results with supertrace and the full stale analysis of the protocol 
[B ULB93], is the number of states generated and analyzed, The number of slates generated with 
full state ,<;earch algorithm was 73391. The supcrtrace algorithm generated almost 95% (69102/ 
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73391 == 0.941) of all the states. The sire of the memory is a critical factor in the generation of 
collisions. The algorithm provides bener coverage with a larger hash table and effective ha.~h 
fWlction. 
In the analysis of the same protocol utilizing the regular mushroom program, the 
deadlock wa.~ detected at state nwnber 17034. The difference of 217 states between the two 
programs. does not necessarily mean that 217 cullisions occurred. It is possible. though not 
probable, that one cullusiun occurred and 216 successor states were never considered. We du know 
that the number ufculJusions is between I and 217. It should be emphasized that the purpose of the 
supertrace program is nUl tu produce a total coverage of states. The purpose is to validate those 
network protocols through a controlled partial search which camlOt be exhaustively analyzed. 
The LAP-B Protocol, including RR-frames, was alsu analyzed. The program could 
not complete the analysis due to insufficient memury. At the point oftennination 300456 global 
states had been generated and analyzed. Nu unspecified receptions. deadlocks or channel uverflows 
were recorded for the analyzed portion ufthe protocul. The maximum channel size reached was 5. 
The number of states genemted with regular mushroom program on the srune protocol was 153565 
[BULA93J. These results clearly show the improvement of the supertrace algorithm optionoverthe 
regular mushroom. 146891 more sUUes are generated and analyze{[ by Supertrace algurithm.The 
96% increase in the number uf states analyzed. is a clear indication of tlK: improvement of the 
Supertrace algoritJun over regular Mushroom program. A sample inpUl for LAP-B protocul with T 
and RR frames and partial analysis resu ll~ are shown in Appendix A. 
2_ SCM Model With Supertracc 
There are a few programs specified formally by SCM model which have been analyzed 
by Big mushroom progntm in [BULBY3]. The same specifications will be used to make a 
comparison of regular and big mll.~hmom with supertrace. 
a. Go Back N Protocol 
The protocol selected for analysis is a one way data tHulSfer prutocul with a variable 
window size, which is essentially a subset of thc High-Level Data Link Comrol(HDLC) class of 
protoculs. This model is modcled and analy7.ed in [LUN09I11BULB931. The same specification 
\\lith different window si7.es was used to cumpare tI'l: .~upertrace and exhaustive search algorithms. 
The summary uftlle specificatiun is explained below. There are two machines in the 
system, a sender (mI) and a receiver (m2)' The sender sends data blocks to the receiver. which are 
numbered sequentially, O. I. '" w. 0, I .... fur a winduw size uf w, As in HOLe, the maximum 
number of data blocks which can be sent witOOut receiving an aclmowledgmem is w, thc window 
sire. The receiver, m2, receives the data blocks and acknowledgcs them hy sending the sequence 
number of the next data block expected (which is stored in local variable expel). Th(. shared 
variables DATA and SEQ are used to pass messages from sender to receiver, and the shared variable 
ACK is used to pass acknowledgments back to the sender. The receiver may acknowledge any 
number of blocks received up to the window size. Upon receiving the acknowledgment, the sender 
must be able \0 deduce how many data blocks are being acknowledged. This is done by observing 
the difference between the values of the received acknow1edb'll1ent and the sequencc number or the 
last data blocks sent 
The general ~"pccification of the protocol is given in Figure 48 and in Table 6. 
Initially, both sender and receiver are in state 0, arrays DATA and SEQ arc empty, and ACK is 
empty. The domains of DATA. Roo/a and SOOla are not specified; these arc used to hold user data 
blocks. SOOla and Rda/a are the interface ur access points of the higher layer protocol. 11le local 
variables for the sender arc SOOta, used to store data blocks, seq. used to store the sequence number 
of the next data block to be sentou!, and i, used a.~ an index into theDATA and SEQ arrays. Initially 
seq is set to 0, and i is set to I . The local variables of the receiver arc Roo/a, exp, and j. ROOta is 
used to receive and stol1! incoming data blocks, exp to hold the expected scquence number of the 
next incoming data block. andj is an index into the shared arrays DATA and SEQ. 
There are four basic types of transitions. In the sender, mi. the ·D transition 
transmits a data bluek by placing it into the shared variableDATA(i), and the sequence number into 
SEQ(i). The send is enabled whenever tho..~e variables are empty.(The interaction betw~n the 
sender and the user, or higher layer is not specified here). 111e inc operru:iOll increment~ its 
argument~. if less than their maximum value, in which ca-.e it resets them to the minimum value. 
The operator "" E9 "" represent~ the inc operation repeated k times. if the argwneot is k and the 
symbol E denotes the empty value. The receive transition in the receiver. m2, is enabled whenever 
a data block uf the appropriate sequence number is in the jlh clement of DATA and SEQ. An 
acknowledgment may be sent by m2 in any state except 0. in which. case no acknowledged data 
blocKs have heen received. 
The remaining transition is the +Ak receive acknowledgment in m 1. Ifml is in stale 
u. 1 S II S w. and there is nonempty value in shared variable ACK. then exactly one ()f the 
transitions +AO, +AI •. " , +Aw·1 will be enabled; it will be that Ak such that the predicate 
ACK E9 k == seq is troe. and the next state i~ k[LUND9IJ. 
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exp :(0,1,2, ... ,w) "'l : (0, 1,2, ... ,w) 
: ( 1,2, .. . , w) 
Figure 48; State Machine and Variables of the Go-Back-N Protocol 
: (1,2,3, .. , w) 
TABLE 6: PREDICATE ACfION TABLE OF GO-BACK-N PROTOCOL 
Transition Enabl ing Predicatt: Acti()l\ 
-n DATA(i) £ I\. SEQ(i) DATA(i) := Sdata(i) 
SEQ(I):=seq 
inc(i • ..eq) 
+"- ACK EBk seq I\.ACK;<:E ACK:_ € (0 ~k:'> w) (ncx!s\aIC :k.) 
DATAU> ;<: £ I\. SEQ(j) _ up Rda!a:_ DATA(j) 
DATA(j) , SEQ(j);= € 
inc(j,cxp) 
-A DATA(j) ACK:=t:xp 
Rdata:=€ 
For analyzing titis protocul by Big Mushroom with Supcrtrace program, the inpul~ 
to the program should be completed. TIle.'>e com;i;st of a text file cje;s(;ription of FSMs, the package, 
defInltions, which indude the variables of the protocol, and the subprograms 
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Analyze _Predicare _Machines and Action, wltich define the predicare-action table and 
OWpwt_ Gtuple procedure, wltieh defmes the output format for the global tuples, must he entered. 
The user should also write the Global_hash function in Ada Programing language thatco~~rs local 
and shared variables and machine states of the protocol. Completed packages/proccdure.~ and glohal 
hash function for a window size of 10 are given in Appendi,;; B. 
The same names are used for local and shared variables in me package definition.~ as 
in the predicate-action tab/e. Variables DATA, ACK and Sdata arc declared as one dimensional 
array of window size. Local variables seq and exp and irule,;; numbers j andj are declared as integers 
in the range 0 to window sin. Global variable ACK is declared as integer in the range -I to window 
size, where -I represents E value in the predicate action table. An enumeration type, buffer_type, is 
declared for storing the datapa.~sed by the upPer layer to local variableSdata. Data are declared as 
dO, d1, .. ., d9.e. where e represents the e value. Transition names in the specification are defined as 
send_data. rcv_data. snd_ack. Rcv_acki for -D, +D. -A, and +Ai in predicate-action table 
respectively. 
The global state analysis of Go-Back·N protocol with different window sizes wa~ 
conducted by both Big Mushroom and Supenrace algorilhms. TIle number of glohal states 
generated in these programs is listed in Table 7 ("WS" represents the window size). In the analysis 
of the Go-Back-N protocol with a window size of 18, Big Mushroom program was interrupted due 
to a memory error and could not complete the analysis. No deadlocks, une,;;ecutcd transitions or 
Channel overflows were em;ountered in the analyzed portion of me protocol. The comparison of 
these result.~ and the advantages of Supertrace a1gorilhm will he discussed in Chapter V. 
TABLE 7: THE NUMBER OF STATES GENERATED wrrn BIG MUSHROOM AND 
SUPERTRACE ALGORITHM 
GBNProtocol WS=lO WS=12 WS=13 WS=14 WS=18 
Big Mushroom 31460 70980 101920 142800 161431 
Silpenrace 30632 6(;654 90210 122880 290980 
:;.~erageOfSupt!r- <n% 94% ,9% 86% Uolrnow. 
b. Token Buy Protocol 
Another e,;;amp!e of the program application, the token bus speCification in 
lCHAR90] win be used. The specification is a simplified ooe, which will be use;:! to demonstrale 
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the coverage of Supertr.u:c algorithm for protocols with small number of SlateS. It assumes that the 
transmission medium is error free and ali transmined messages are received undamaged, The global 
state analysis is generated from this token bll.~ specification for a protocol coll~isling of 8 maJlines. 
The specification of the protocol is given in Figure 49 and Table 8. TIle F5M 
diagram and the local variables are the same for each machine. where the trans!tion names: ready, 
rev. pass, gn-tk, pass-Ik, Xmil, and moreD arc appended with the corre~1JOnding machine number 
to the cnd of each machine in the specification, This makes it easier to folluw the reachability 
graphs. The remainder of the protocul specification as described in [CHAR901 is as follows: The 
shared variable, MEDIUM, is used to model the bus, which is "shared" hy each machine. A 
transmission onto the bus is modeled hy a write into the shared variable. The fields of titis yariahle 
corrcsJX>nd to the parts of the transmitted message: the first field, MEDIUM.T. takes the Yalues Tor 
D. which indicate whether the frame is a token Of a data f • .une. The seeond field contains the address 
of the station to wttich the message is transmincd (OA for "destination address"); the next field. the 
originator (SA for "source address"); and finally the data block il~elf. 
The network statiOll~, or machines, are defined hy a finite state machine, a set of local 
variables, and a predicate·action tahle. The initial state of each madtine is state O. and the shared 
variable is initial ly set to contain the token with the address of one of the stations in the "DA" fie ld. 
The value of local variable next is the address of the next or downstream neighbor, 
these are initialized so the entire network: fonns a cycle, or logical ring. 
The local variable i is used to s{()re the station's own address. As implied by the 
names, the local variables inbuf and outbuf arc used for storing data block.<; to be tnmsmitted to or 
retrieved from other machines on the network. The latter of these. ombuf. is an array and thus can 
store a JX>tentially large number of data block.<;. The local variable elf serves to count the nwnber of 
blocks sent; it is an Uppef bound on the number of block.<; which ca.n be sent during a single token 
holding period. The local variable j is an index illlo the array owbuf. 
The local variablesj and Clf are initially set to 1, and inbuf and oUlbufare iniLiaily 
set to empty. The shared variable MEDIUM initially contains the token, with the address of the 
station in the DA field. Thus the initial system state tuple is (0, 0, ... , 0) and the first transition taken 
will be gel_lk by the station which has its local variable i equal to MEDlUM.DA. 
Each machine has four states. In the jnitial state, O. the stations arc walting to either 
receive a message fmm another station, or the token. If the token appears in the variable MEDIUM 
with the station'S OWIl address, the tralL~ition to state 2 is taken. When taking the get-Ik transition, 
the mat:hinc clears the communication medium and sets the messagecounterclrto 1. In state 2, the 
statiun transmil~ any data blocks it ha~ moving to Stale 3, ur pa;;ses the token, remming to state O. 
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In state 3, the station will return to state2 if any additional blocks are to be sent, unti l the maximum 
count k is reached, or when all the stations' messages have been sent, the station returns to slate O. 
DA SA data 
M,diumLI --'_-LI_.LI __ --' 
rewy i.- (my address) 
next : (address oj the next ~·tatjon) 
ctr:(l,2, ...• k+1) 
j.- (I. 2, .. , k) 
DA SA data t DA SA data 
inbul 1 1 1 outbUI[bd 
Figure 49: FSM and Variables of Token Bus Protocol 
The receiving station, as with all stations not in possession of the token, will be in 
stateO.TIle message will appear in MEDIUM, with the receiving station's address in the DA field. 
The receiving transition to state 1 will then be taken, the data block copied, and MEDIUM cleared. 
By clearing the medium. the receiving station enables the sending station to rerum to il5 initial slate 
(0) or to il5 sending state (2). 




MEDIUM.(t,DA)o= (D, i) 








MEDIUM:'" (T, next, i, 0) 
TABLE 8: PREDICATE ACTION TABLE FOR TOKEN BUS PROTOCOL 
Transition Enablin~Predirutc 
Xmit outbu([j] ~0 
moreD MEDIUM A 0 oulhufUl 'I' 0 




crr:= ell ED l;j:"j ED l; 
outboIU];= 0 
MEDIUM: (T, nexl, i. 0) 
The symbol "0" indicates that the variable should be incremented unless its 
maximum value has beell reached. in which case it should be reset to the initial value,The notation 
MEDIUM,(t. DA) is used to denote the firl!it two fields of the variable MEDIUM. For example, 
MEDruM,(t, DA) == (T. i) is a boolearl expression which is true if and only if the first fields of 
MEDIUM contains the value T, and the second Held contains the value L Other notations ill the 
predicate-action table are intuitive, 
The same names as in the s~cification are used for the local and global variables ill 
the package definitions, Also, the "empty" value is represented by "E" arld thc data arc represented 
by 'T' in this p.1ckage, The upper bound on the number of the data blocks in the oUlbtifvariahle is 
set to 7. 
The result~ are same with thc previuus analysis result.') [BULB93],TIle global state 
analysis with supertrace ha.~ generated 263 global states and there were no deadlocks oruncxecuted 
transitions, 
B_ Automated Test Generation Of FDDI Protocol By ''TESTGEN'' Program 
In this section an automated teS! generation of the FDOT protocol is illustrated. l'UDI is a 
standard for a 1ooMb/s nber optie network whieh has come on the market in the la~t few years. TIle 
protocol was formally specified. including timing requirements, and verified, in rLUND90B l. The 
same specification ofFDDI protocol will be used in this set:tiun. TIle briefdes(;ription of the FDD! 
protoCOl is given beluw. 
The protocol speCification consists of the FSM description of each machine,Figure 50; the 
predicate-action table (Table 9); and the timer specifications (not shown). A detailed description of 
protocol appcm in rLUND90B], so here we give only a hriefdescription, 
Each macttine shares one variable with its upstream neighbor (called inbuj) and one with its 
downstream neighbor (called oUlbuf). (These shared variables serve as the input and output ring 
connectiuns). 
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The FSM consists of 20 states. In states 0-7 the station has nothing to transmit, so is merely 
waiting for the token and processing it. In states 10-21 the station ha~ a message to transmit, and 
does so upon receiving the token. TIle tran~ition names on tlle transi tion arcs serve as a ke> into the 
PAT. which specifies the action taken when the transition is executed. 
Trere are two transitions specified in the Table 9 which arc not shown in the state diagram: 
this is because these tran~itions can be taken from any state.The TRT-watch transition becomes 
enabled whenever the TRT timer expires. TItis transition immediately resets the timer. and 
increment~ variable Late·em. The second transition not shown is called CRASH: this is the 
tennination of the ring operation, which occurs if the token fails to circulate within twice the 1TRT. 
Figure 50 : FSM of the FOOl Protocol 
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A-huf(i) 7: 0 v S-buf(j) 7: 0 




inbuf[5] E {I, 2} 1\ 
inbufTn,,7] = MA 
inbutl in] ... T 
inbuf[in] - T 
TRUE 
TRUE 
inbuf[51 E {1,2} 1\ 




(5-<:nt = max v S·buflj] ,",0) 
S·buflj,out] = 0 
A·bufLi.our] - 0 
S-<:nt < max 1\ S-buflj] * 0 
TIIT-val >OI\A-buf[i] *0 
inbufI6 .. 7] _ MA A F-<:n[ > U 
(i-<:nt = ° 







outbuf[L1] :=(U.K.O,O. T, n 
in;_1 
msg-bufLin],outbufLin]: .. inbuflin]; 
ill :=io+1 




OUtbllf[in, in+l,in+2] :_ (err, 1. 1) 
10:_1 
olltblifTin]:=>inbuf[in]; in : .. in+1 
olltbuflout] := S-bufTj.out]: 
ollt.: ... out+1 
Olltbllf[Out] :-A-bufli,outl; 
out.:= out+l 
outbllf[out,out+1.out+2] :'" (T.O,O): 
5~nt,F-cnt;_S-<:nt+l: 
j , out:=j EB 1.1 
olilbufTout.out+I,OllI+2] :- (T,O,O); 
F-<:lIt=F-<:nt+l;i,out:_ j (£11.1 
inbuf: 0;F-cot :_ F_cnl_! 
TRT-val: T-opr. 
Late-<:nt;= Late-Cllt+1 
terminate nllg operauon 
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1. C.-eating the FSM And Predicate-Action Input Files for the FDDI Protocol 
Creation of the FSM input file is a ~traightforward process. The user should number all 
transitions on the linitc state machine as shown in Figure 50. All transitions should be written to a 
input text file according to the rules in Chapter IV. The FSM input file for the FOOL protocol is 
shown in Figure 51 and Pred icate-action input fil e is shown in Figure 52. 
Some of the relational symbols in the Predicate-Action Table are convened to their 
semantically equivalent text fOlms. For example relational symbols 1\, V arc converted to "and" 
and "or" respectively. A relatively more complex symbol i:= i ill 1 is represented a~ "i := 
i(mod+)I." 
The TESTGEN program first prints out all the paths in the protocol. It also finds all the 
cycles and checks them for a transition that will ultimately lead back:. to the initial state. All possible 
paths in the FODI protocol arc output to a file as shown in Figure 53. The paths are depkted 
according to the nwnbers assigned by the user. 
OJlp ... _t 
0 10'"",,_q 
1 • ~ e.r ly 
117cp_r pt 
1 J 9 r~l"Iat 
J110' 
• 0 11 p.aa - t~ 
~ , 11 po .. _,. 
10".00'1 
10 1J 17 p . .. -f 
11 H It e uly 
1211l0<p_l"pt 
n" 2l repooot 
10 14 l' x- o yn 
1!lI26x_o yn 
1710>9 .. ""_' 
11 ItJI X-UYn 
" lO n .00_. 
1915Jlne><t-o 
19lIJ'p ... -' k 
.0 1" lIn""t - o 
.0 11 .1~ p",-Ok 
11 11 J1 . nip 
Figure 51 : FSM Input File of FDOI Protocol 
Figure 52 Predicate Action Input File of FDDI Protocol 
.1 111. 2 ' " t ' 2: H l ' I t ,5) 1 3l l ' H , . 
• 17 22 " ,~ H " 2 ~ 15 1. 2\ 11 J> " 17 '" 
• 11 12 " ,~ " " ' 2 9 1, lS ,. 2\ l: " , . ] • 
• 17 >2 2J H" 21"" 1' " H!1 "l6 )7 
.1?221329 !. 2U" ,. "" .I""_,, ,. 
• 11 1 , B 10 ,. 101i 28 l ' a' S ) l ) ' )' 17 
Figure 53: TIle Representation ofPalhs in the Output File for the FOOl Protocol 
In Qur c)(arnpie. the number of paths found by the TESTGEN program is 162. There are 
no cycles wilhout an outgoing tran.~ilion that leads back: to the initial stale. 
Rnally, theTESTGEN program creates the testing sequence table by printing all iXJssibJc 
transition seql.lcnce.s, excluding continuous cycles. The table is 21121ines long. Since the size of me 
table generated for the FDDI protocol is too big to show here, it is partially depicted in Figure 54. 
Each of these 2112 output lines corresponds to a single test In Figure S5 eniy the first 
few test are shown. The width afthe table ooITCspomls to the number of input and output variah!es. 
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For example. consider the first test in Figure 55. 1be stan state. Sf. is state 0; the end state. SE. is 
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state I. The input variables must he set to the values shown on the left side of the table, and the 
output variables are expected to take 011 the values shown on the right side. The next test will take 
us to state 4. 
If a variable is both input and output it is marked by (i) for input and (0) for uutput 
variable to show their status in the generated test sequence. For example, late _coum appears both 
in the cnabling predicate and in the action pan of transition "Ia/e", It is both an input and Olltput 
variahle and is thus represented in the output test sequence as lalt! _ cnt(i) and late JnI( 0) as in FIgure 
54. 
If there is more than one clause in the enabling predicate pan afme predicate action table 
the TESTGEN program genenltcs one test sequence and marKs the variables of this test with the 
clause's relational symbol. In our example enabling predicate forlhe PDU-Q transition oonsist~ of 
two clauses. The TESTGEN progrrun illustrates tlUs hy putting the relational symbol "or" 
(relational symbol in this case) in tront of the values to be compared in the output file. The values 
fOf a-buf(or /=empty) and s-buf(or/=empIY) should be read as "A-buf is nO! equal to empty Of S-
buf is not equal to empty." It is tJle responsibility to the user to change the variables for that 
transi tion to enable that trnnsit ion. For testing purposes. the user can either make one or Ixlth of 
these two variables non-empty. 
If there are more than [WO clauses in the enahling predicate pan oftJle PAT as mentioned 
in Chapte:r IV, the TESTGEN program is able: to represent these: clauses in the output test se:qucnce 
table. In the FOD! PAT (TABLE 9), theX-Asyn transition has more than two clauses in the format 
"first clause relational symbol (second clause relational symbol third clause)." The TESfGEN 
program shows this in the output sequence by putting tJle relational symool in parenthese:s to 
represent the symbol betwecn the second and third clauses. and placing the first relational symool 
without parentheses in the output file. For exrunple, the a-bufEi,oull has a value "=Iempty," s-buf 
has a value "(or)empty" and S-COUflI has a value "(or) max"in the generated test sequence. This test 
sequence input should be read as "A-buf[i,(lUllshould not be e:mpty and either S-cnt should be equal 
to max or S-bufUl should be empty." 
TIle TESTGEN program can determine some transitions whieh make a state transient It 
informs the usef by printing out a waming to the terminal and outpU! file. In our exrunple, the 
TESTGEN detects "end-/, and "ack"transitioll'l, which makes states 6. 7,16 and 17 transient. and 
prints out a waming_ 
Since the TESTGEN progrdlTl generates all possible traru;ition sequences. returning to 
the initial state, pmtoool te:sting can be execute(i by following the order of tests in the test sequenec 
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fil e. 'This means that there is no need to find the UfO (unique input-output) sequence after each 
individual test. but only at the end of the last test (or possibly not at all). 
Finally. the TESTGEN program also detects ronverging transitions. if atly, and prints out 
the list of the converging transitions. In the ca~e of FDDl protocol. pass-Ik is detected as a 
converging state from states 4-5 and also from states 19-20. The test designer should be aware of 
this as a possible source ofprobiems in the execution oftegL~. 
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VI. CONCLUSION AND FURTHER RESEARCH POSSmILITIES 
In this chapter both software tools' capabilities are sUllunarized and further rescan::h 
possibilities are discussed. 
A. Supcrtrace Algorithm 
In the first part llftltis thesis a software tool has heen descrihed which improves the automatic 
analysis of protocols spedfied by the CFSM and SCM models. by using the Supcrtrace algorithm. 
This algorithm improves the (;overage of protocol analysis by generating a larger number of 
states than regular mushroom program. In eases where emaustive sean::h algorithm is infeasible. 
this can be extremely helpful. It also shows that the mushroom program with supertrace is capable 
of covering up to 95% for protocols with 1.5 x lOS global Slates. The improvement of the 
Supertrace algorithm is illuSlrated in Figure 55 and Figure 56. The protocols are represented in 
abbreviated foml (i.e. Gbn for The Go·Back·N protocol).The number of states generated by 
mu:\hroom with supertrace is between 90% and 95% for protocols up to l5lXX)() global states and 




Lap-S{I and RR Frames) 
Protocols Analyzcd 
Figure 55 : The Analysis Results ofSupcrtrare and Simple Mushroom 
73 
~ 














Tk bus GbnlO Gbn12 Gbn13Gbn14Gbn18 
Protocols Analyztd 
Figure 56: The Analysis Results of Supcrtracc and Big Musluoom 
The main achievement of Supcrtrace can be realiw:l when the memory capacity is 
insuflicient \0 al low an exhaustive analysis. In the analysis ofGu·Back-N protocol with a window 
size 18, Big Mushroom carma! complete the analysis due to insufficient memory. The number of 
states analyzed with Big Mushroom is 161431 and the number of smtes anaIp.cd with Supertracc: 
is 290,980. Since we do nol know the total number of global states in this protocol, we can not 
estimate the exact coverage established by Supcrtrace but we do know that it analyzed 290980-
161431 =129549 extra states which is 80% more than the number of states generated and analyzed 
by Big Mushroom. A similar result is established for protocols specified with CFSM model. The 
analysis of Lap-8 protocol with I and RR frames can not be completeU by Simple mushroom 
program. The number of states analyzed is 153565. The same specification analyzed with 
Supcrtrace algorithm. and generated 300456 states which is 95% more than the number of states 
generated by Simple Mushroom. 
TIle resu lts shows that Superuace algorithm approximates an eJdiaustive search analysis for 
smaller protocols and gradually changes into a controlled partial search method for larger protocols. 
TIie Supenrace algorithm cannot guarantee 100% coverage due to possibility of unresolved hash 
conflicts for small protocols. As a partial search lectutique (for larger protocols) it is far soperiorto 
the exhaustive search tectutique. 
TIic analysis of protocols specified in CFSM modd was conducted on a computer with 64 
Mbyte memory. the analysis of protocols specified in SCM model was conducted on a computer 
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with 48 Mbyte memury. The overall improvement of supenrace algoritlJrn is based on these 
available memory values. TIle number of stales generated can be increased as the amuunt of the 
available m emory increases. TIle supertrace algorithm uses a simple hash table for keeping ~ rack: of 
the gencmtcd global states. lnstcad of keeping previously generated states in the hash table , a hash 
value is calculaled and corresponding value in the ha.m table is set. Each stale is checked against 
the hash table values to detcnninc ifit was previously generated. 
The numher of states analyzed and the coverdge can be sib'llificantly improved by increasing 
the hash table siLc in the main progr<IIn.The supertracc algorithm is also morc effici ent in speed than 
the exhaustive search method. since time spent in checking hash table is constant (0(1». The total 
processing time difference between these two methods increa~es a.~ the number of global states 
increases. 
The number of stales analped is usually very large and it is hard to locate faults by manually 
searching the output text file. An improvement would be to Storc the reachabi lity analysis resu lts in 
the fonn of a data base.A query language tJlat al lows the user to easily analy1.c tJle results of the 
analysis is suggestetl in (AGGA87J. 
The data structures can be simplified to allow more efficient utili1:ation of m emory so the user 
can analyze a larger numherofstates and obUin a more accurate analysis. 
Finally, the mustlrnom with supertrace is a tool which will greatly improve the analysis of 
large protocols specified by tile SCM and CFSM models which cannot be analped with exhaustive 
search methods. 
H. TESTGEN Program 
In the second part o f this thesis a software tool called ''TESTGEN'' was introduced which 
automatically produces a sequence of confOlmance test for protocols specified by the SCM protocol 
modcl. The purpose is to conduct confonnance testing on implementations. TIIC TESTGEN 
prog ram checks Ieey control points in tile protocol and infenns the user if it detects a possihle error. 
The TESTGEN program takes as input a protocol specified formally as two separate text 
files . one containing the fmite state machine part. the other containing the predicate-action table and 
variables. It outputs test sequences beginning from the initial state, finding alilransition sequences, 
excluding continuous cycles, and generates tests for every transition on tile path back: to the initial 
state, so long as there is such a path (when there is no path bacle user is wanted). 
The main achievement of the TESTGEN program is it~ applicability to protocols specified 
fonnally with the SCM model which make it possible for implcmentors and buyers/User:s of 
protocol implementations to automatically generate a set of tests, which ideally detelIDine if the 
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protocol implemenUltion meets its specification. It was used to generate test sequences for the FDDI 
protocol in Chapter V and CSMA/CD protocol in Otapter m. It produced the same test sequence 
generated for the CSMNCD protocol in [.MILL90j. The automation of the test sequence generation 
procedure TESTGEN expanded !he applicability of thc procedure to larger and more oompleJl 
protocols. 
A second, broader purpose of this work has been to unify the fields of protocol specification, 
testing and verification under a single protocol model, systems of communicating machines. As 
earlier work [B ULB931 has automated the verification process (to some degree), we now have tools 
for specification, verification and testing in this protocol model. 
The TESTGEN programs generates a test sequence based on the specification of the protocol 
and a conformance test originated on these test sequences. It verifies that a given implemenUltion 
realizes all functions of the original specification, over the range of parameter values, If the 
imp/emelita/ion under lest (IlIT) passes these tests, il is capable of reproducing the behavior formal 
specification. We do not know if IUT will handle erroneous inputs in a manner consistent with the 
original specification. Because conformance test sequence is used to test the presence of desirable 
behavior, not the absence of undesirable behavior. 
A further study on this issue might be the generation of a simulator consistent with the 
specified protocol such that the expected output values can be calculated quickly. Each step in the 
transition sequence could also be tesled and verified easily. TIle success of this method will depend 
on the correctness of the simulator program. 
The TESTGEN program is originated from the procedure created in [LUND90Aj. Further 
research in this area might be to improve of the procedure itself and determine what assumptions 
are made concerning the nIT. 
The TESTGEN program does not guarantee detection of all the errors in the protocol. It d~ 
represent an attempt to exercise all parts of IUT and provides some assurance that the 
implementation meet~ its purpose without obvious or easily detected errors. 
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APPENDIX A (LAP-D Protocol Information Transfer Phase) 
Analysis Resulb: (I Frames Only) 
The result of Lap-B Protocol analysis (I frames only) 
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The result of Lap-B Protocol analysis (I and RR frames) 
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APPENDIX B (GO BACK N PROTOCOL) 
Variable Definitions (Window Size 10) 
"Hh TEXT_Ie, use TEXT_ IO ; 
p~ck" !;I" deflnlUons Is 
n""'Lo!-"",chlne s Conn"nt 
~ )'P ~ s c"-,,randtlon_type Is 
I s nd...-da~a , rC'I_ <hc8. rcv_ac kO. r c" _acU . rcv_~cl;2, rc"_ack3 , rcv_,,~<4, rcv_a c.~5 . re"_,,c l<£. r cv_acU 
, rcv_~c):.g, r c v_a ck9. sn<Lac): . unused l ; 
type I>uff .. r_t~ la ( dO .d l .d2.d).'U.<lS. d6 . d7. d~. d9 , !;I ; 
p~C"k" g .. buf! _"nwn...i o ls n ,,'" M"m"rat!Qn_ IO(bu [!~,-typ@) ; 
us .. bufLenu",_ lo; 
'Owe bu!r~ r-" rny_typ .. 18 a rray(l. ,lO) or bufter_ "yp8 , 
tYPQ ~ eCLan"y .. cyp 8 jg ~rnyl l .. 10I of lnt:e~n range _[ 10, 
type machlnel_~~at ..... typ" Is 
n.cord 
Sda~,,: oo".'_""",'_'n'"" 
3 ~q , i n:: ".. .. r rang" 
1 l"~"9'er ran" .. 
~dua bur r er_ t ype ,. 
exp !I\t .... er rang-e 
J ' Inl<>gu r8 n\l~ 
endr .. cord ; 
C'IP" d ummy_ty?" is rar.qe I 
type mach l~ QLnace_Lype 
typ~ uchlne~_.u~ .. _ type is 
cecord 
e~:~~~o~~~·Y-Cype; 
::ype './lobal_ vanaol a _ t ype I s 
u cord 
D",T", 1:1\1ffer_a rray_typ .. 
'W 
lICK, integer 
end recon! , 
Predicate-Action Table (Window Size 10) 
",,"hinel_"ta te_type, 
, nac~r~i~Nl_Var iab)e_tYPQ ; 
In O"t Lran.ltiofl_gta c~...pa"~.<le . s c .c~ l 15 
8J 
terT1'1 
tefll'2 : int..,..", [C!.CBAL. ACK + 11 mod II; 
te"'pJ ·!r.t""er (G!.CIlAL . ACK+21111OdIl; 
t ",..,4 ir.t""cr IGLOBAL. ACK+31 mod 11; 
: lnte,,<-r IGLOBAL.ACK + 41 mod 11; 
t~"1'l6 inte"u • 51 OKXI 11; 
te<rf>7 ; ~no "" e, 
tQ:np8 : intC<;ler 
. int"" .. , 
. inte""r 
+ 81 rood 11; 
.91 modll; 
I I(;LOBA:'.llAl'A lloe~l.il ~ ~ I ~nd Il:LO BA L . S>:Qllocal 
Pushl", ",,~datal; 
end if; 
'~_~~"'~.~ .. ~~ ..... = E I and (GLOBAL . SEQI~oeal.il • 
"hen , > 
H I ICLQEAL.DATAlloeal.ll = E I ar.d iGLOBAL . SEQllocal.il • -II I then 
Pushlw."n<l.<latal; 
end H; 
if ~ (tc~l " loca l.~ "ql ~ml ic:LOBAL .... CK 1= 
P".Il (w.rc v_ae);OI; 
"no H; 
it I [teMp2 _ local.~eq l and IGLOBAL .... Ct:; I~ 
Pusll[ ... rcv_" c kl l; 
eno if; 
if I It e rop) = loc"l. ~eq l "nd [G!.CEAL. ACK I_ -1 11 then 
Pushl .... rcv_"cklI; 
"noH; 
when 4 ~> 
if i Ic!.Cn"' L . DA'I"A(loc5: . il • E ) and ( Cl.OBAL.SEOlloc~l.lI ~ 
PU~hl"' . snd_datal; 
H ( [teMp1 _ loca 1.ge ql a r.d ICL02 AL . ... CK I . 
Pu ~hl .... rc"_~c);C' I; 
.. noH; 
if i it e rop2 = loc" l.seql and [GLOBAL. ACK 1= 
PU~h l .... rcv_a ckll; 
end if; 
it ( (t " ,.,.,3 _ loe31. ~ eqJ and ICWBAL . ACK I _ 
PUsh( ... ,rc,,_" ck21; 
end H; 
i~ I [t"fTlO~ • loc>l.i. Q",-/1 a r.d {GLOBAL .... C~ I ~ - 111 th'''' 
PU9hl"' . I:c,·_" cK3l; 
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l'U"h lw.rcv_ack 31 ' 
.md jf ; 
11 { (tempS = loc a l . • ",,1 a na IGl.OBA.L. ACK / . - Ill then 




end An31Y'''_H .. eI.cat .. ~_>!acr.lr.e l: 
~cp3raLe(malnl 
proce<:1ure Analy",'_Preclicat"~_HachJ"e 21 1 ocal . TM.chlne2_~tate_type, 
g l OMl · g!o haL'Jariable_"yp e , 
s : Mtural: 
" : in ou~ tran~l t lo,,-"tacl<....Pa ckage . st8ckl u 





proced'~ re ,".nalyze_l'r~dicatcc_Machinellloca l : rnact.in"'3_stat~_tYP~, 
\llobal qlobaLvarlable_o 'iP<" 
" .:l.atural, 
" , i n m,t tUllsltion_st BCX-pac~B .. c.stack l I~ 
s~pant"I~." lnl 
procedure A..,alyze_Predlcate~_Mact.lnea iloc"l , rnachine8_~tat"_eyp,,,; 
gloho\\ , .. loo..Lvarl~bU_typ .. ; 
'llatura l, 
" : ill one translt ion_n~CkJlacKag".3tackl 10 
3"pan't8 1 ... lnl 
procedure "'c~io" I ifL"y~Oc"_H .. te , in out (]utat .. _ r8conl ... pfIX'; 
ifLtunul~lo" : in out sC"'--tran~Hloll .... typ ~ ; 
out_"yste",-~cate . in out G~ut~ .... recor d...~ypel is 
bellin 
ca~e lin_tran~ itlonl l~ 
out_sy"t"rr~state.G:'OSA.L_VARIAll~ES .O",T"' I ir._.y~tu",_state .m"ch~n" L_stat ... i 1 • ~ 
in_sy~t .. m ... " C ~ Ce. "'''chi n~I .... Bt.ate. Sdata ( i" _9y9t"O'L~ta te . I<\achin .. Lstat .. . I 1 ; 
out_5y~tem_~t~tc .GLOE ... !....."ARI ... BLES . S~Q ( I'L9y ~ te",-" tUe . "",ch in .. L~tl!t e . 1 1 : = 
Ir.-"Y5t .. m_~tl!t ... "",chine L~t~t& . ~ e'l; 
out_"yot&"-~ta~ • . :n.o.cllin"Lstat .. . i,. 11fL 'Y9te",-staCe.rr",chin"L5t~~e.i I>Od 10) >l : 
out_systern. ... ~ t a t e ... "'chlncL~Cate . s .. 'l : _ « (in~.y~t"O'Lat"t"' . machir.d_acate . seq) >11 rrodl1] , 
"h .. n rcv_"c~O (rcv_ackl Ircv_"cJ<2 Ircv_" cJ<) l ,-cv_ack4 I rcv_a cJ<S l ,-cv_" cH Ircv_"c1<7 I 
rcv_"ck8 Irc v_" ck9 _,. 
out_sY.~"rn....~t~ t8.Gr..ollA.L_vAAIII.BLSS . "'CK :. 
"h .. nsnd_"ek . ,. 
out_ sy.ce"l ... ~o"tc . U LOE "'~_ VAR T AIlLES . ACK ,. in_sy.tellLs~"t ... maclllr. .. 2 .... stace . exp; 
out_~y~t"",_~cat .. . "",ct!ine' _ 5t~t,,.Rc\at a , . ~ ; 
"he" rev_dHa _> 
out_ lJY"t .. m_ ut"t ... machb,,2 _"tat .. . k(\ata , . in_ sy . t"",_sO&tc.OWIlAL_VAlUII.BI,ES.DAT ... 
11fLGyste,",- . st"te . IM. chlne2_5tat ... jl; 
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Output Format 
Global Hash Function (Window Size 10) 
The result ofthe Go Back N Protocol analysis(Window size 10) 
SUM..'1AR'fOF REI<CHI<BILI 'IT AUALYSIS lAIlALYS:SCOMPLETED ) 
lmEXECUTED TRhIlS I':'lDNS 
• • •• ' NOtl~ "'" 
The result of the Go back N Protocol analysis(Window size 12) 
llNt:XtCU'!'ED'mANSITICNS 
The result of the Go back N Protocol analysis (Window size 13) 
S lMMAR'fO , REhCHI<BILI'F{ AllALYSrS [ANALYS ISCOMPLE':'EDI 
UNEXECUTED TRANSITIONS 
The result of the Go back N Protocol analysis(Window size 14) 
!ltleXeCUTED TRlINSITIONS 
.. • .. HONE · .... 
The result of the Go back N Protocol analysis (Window size 18) 
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