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Abstract
We exhibit sharp upper bounds for the probability distribution of the distance from a system of
multivariate polynomial equations to the strata of all systems having a critical zero of given corank. We also
prove sharp upper bounds for the probability distribution of the condition number of singular systems of
multivariate polynomial equations. We finally state a new and sharp technique of the Geometry of Numbers.
Using this technique we show that rational systems of multivariate polynomial equations are equidistributed
with respect to singular systems having a critical zero of given corank.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction
In these pages we prove upper bounds for the probability distribution of corank k condition
numbers of systems of multivariate polynomial equations. We also prove upper bounds for the
probability distribution of the function distance to the strata of the discriminant variety given
by systems having a singular zero of given corank. Finally, we improve the techniques of the
Geometry of Numbers introduced in Castro et al. (2002, 2003). This improvement is used to show
sharp bounds for the probability distribution of both functions above when restricted to systems
of polynomial equations with rational coefficients. These studies are motivated by one of the
major challenges in computational Algebraic Geometry: the design of efficient algorithms that
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solve systems of multivariate polynomial equations. We devote the first part of this introduction
to recalling some of the references relating studies on the distribution of condition numbers to
design of efficient algorithms.
Condition numbers have been used in numerical analysis to bound the stability of numerical
procedures that solve certain problems (cf. Turing (1948) for a seminal work in this respect).
Another seminal paper established a more relevant property of condition numbers of systems
of multivariate polynomial equations. This seminal paper was Shub and Smale (1993a). In this
paper the authors proved that the condition number µnorm of systems of multivariate polynomial
equations is an upper bound for the complexity of path following methods that solve systems
of multivariate polynomial equations. In this paper we focus on this relation between condition
numbers and complexity. Studies on the probability distribution of the condition numbers of
µnorm were done in the series of papers (Shub and Smale, 1993b, 1996, 1994). The first one (i.e.
Shub and Smale (1993b)) was published in the Proceedings of MEGA’92 which also emphasizes
the relation of condition numbers with the design and analysis of efficient methods in Algebraic
Geometry. These studies on the probability distribution of µnorm lead to the design of numerical
analysis polynomial equation solvers whose running time is polynomial in the input length on
average (cf. Beltra´n and Pardo (submitted for publication, 2006)). For instance, for a randomly
chosen cubic system of multivariate polynomial equations the numerical procedure based on path
following methods will output a good approximation of a zero of the system in time O(n21) with
probability greater than 1− 1
n4
, where n is the number of unknowns.
From a symbolic computation point of view it may be argued that the output of a numerical
solver is different to standard symbolic outputs. This argument is based on a certain misleading
usage of the term “numerical solving”. First of all, abstract studies on numerical solvers are
based on continuous input and output data types (as in Blum et al. (1998), for instance).
However, continuous input and output data types is not a realistic assumption. Under Church’s
Thesis, inputs and outputs of any algorithm are discrete subjects that may be represented over
a finite alphabet. For instance, input systems of multivariate polynomial equations must be lists
of polynomials with coefficients in a computable field. The reader may assume, for instance,
that input systems are polynomials with coefficients in a given number field. In order to have
discrete data types to represent their outputs, numerical analysis programmers chose floating
point encodings. However, floating point IEEE standards (either in single or double precision)
are not well suited to deal with approximations of complex zeros of zero-dimensional systems
of multivariate polynomial equations. This drawback is caused by Liouville type lower bounds
in the diophantine approximation (as in Giusti et al. (1997a) or Castro et al. (2001)). Lower
bounds on the precision required to represent approximation to zeros of multivariate polynomial
equations are thus available. These lower bounds imply that a precision exponential in the number
of variables is sometimes required (cf. Castro et al. (2001)). Hence fixed precision as in IEEE
standards is not appropriate for multivariate polynomial equation solving. In fact, precision must
be flexible enough to be adapted to the condition number of the system (cf. Castro et al. (2003)).
A successful alternative to floating point encodings is that of diophantine approximation (cf.
Castro et al. (2003)). Moreover, using diophantine approximation encoding of approximate zeros
the following holds: approximate zeros and symbolic encodings of the residue class field of the
solution are computationally equivalent (cf. Castro et al. (2001, Th. 4.1)). This statement simply
means that we can compute a primitive element encoding of the residue class field of a zero from
the information contained in the digits of an approximate zero, and conversely. Hence, proper
implementations of efficient numerical analysis procedures can be oriented to produce efficient
methods in Algebraic Geometry whose output contains symbolic information of general purpose.
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This symbiosis between numerical and symbolic procedures is of course meaningful when
efficiency becomes better than usual. There is, however, a second drawback of these usages
of numerical solvers for symbolic purposes. Path following methods are fast on average but they
may become not so efficient when the input system is “close” (in a sense to be specified below) to
the discriminant variety. For instance, in Castro et al. (2001), there was shown a worst case lower
bound of µnorm which is doubly exponential in the input length (cf. Malajovich (1993) for doubly
exponential upper bounds of µnorm). This simply means that in the vicinity of the discriminant
variety numerical analysis methods based on the value of µnorm may require running time which
is doubly exponential in the input length. In these cases, numerical solvers are not efficient at all.
There is no contradiction between the average polynomial time and the doubly exponential
worst case complexity. This simply means that for a randomly chosen input system, numerical
solvers run very fast with high probability, providing valuable information on some of the zeros
of the system. Therefore, there are input systems with non-singular zeros such that the time of
path following algorithms may become much worse than any symbolic procedure (as in those
examples discussed in Castro et al. (2001)).
On the other hand, there are symbolic based procedures whose running time is determined
by quantities coming from Intersection Theory. This is the case for instance of the procedure
developed in the middle nineties by the TERA community (cf. Pardo (1995) and Giusti et al.
(1995, 1998, 1997a,b)). The running time of the TERA algorithm is polynomial in some quantity
called the intrinsic degree of the input system. This intrinsic degree is bounded by the Be´zout
number of the system and it is not affected by the proximity to the discriminant variety. Roughly
speaking, algorithms such as the one developed by the TERA community have a running time
better than path following methods when the input system is “close” (in terms of the fiber
distance) to the discriminant variety. One possible way out could be to use symbolic methods
to solve those systems with too large condition number. Moreover, it could also be possible to
run symbolic and numerical algorithms in parallel. The first that finishes its computations will
provide valuable information about the variety of solutions.
However there are other options for a better understanding of these phenomena. Serious
attempts to study the convergence of variations of Newton’s Methods near singular zeros have
been recently made (cf. Dedieu and Shub (2001) and Giusti et al. (in press, 2005)). We sincerely
believe that these studies will surely lead to the design of efficient numerical solvers near singular
zeros. At last these studies would provide a better comprehension of why numerical solving is so
sensible to the proximity of singularities. Following the program of Shub and Smale, prior to any
design of an efficient procedure, a precise knowledge of the probability distribution of condition
numbers is required.
And this is the motivation for writing these pages. We want to exhibit the first upper bounds
of the corank k condition number of systems of multivariate polynomial equations both in
a continuous and in a discrete setting. The reason for dealing with continuous and discrete
estimates in the same manuscript is not spurious. As we already said, computing is discrete and
not continuous. Hence continuous upper bounds on the probability distribution of any function
do not suffice to explain computational features. We need to supplement continuous estimates
with discrete ones in order to have any kind of computational advice. In these pages, this is
achieved by means of a transfer method. This transfer method is based on precise results of the
Geometry of Numbers that we prove in Section 4.
For every positive integer number d ∈ N, let Hd ⊆ C[X0, . . . , Xn] be the vector space of all
complex homogeneous polynomials of degree d . For every degree list (d) := (d1, . . . , dn) ∈ Nn ,
let H(d) := ∏ni=1 Hdi be the complex vector space of systems f := [ f1, . . . , fn] of n
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homogeneous polynomial equations. For a given polynomial system f ∈ H(d), we denote by
V ( f ) ⊆ Pn(C) the set of projective solutions of f . Namely,
V ( f ) := {ζ ∈ Pn(C) : f (ζ ) = 0}.
Finally, let P(H(d)) be the complex projective space defined byH(d).
The discriminant variety Σ ⊆ P(H(d)) is the algebraic variety of all polynomial systems
f ∈ P(H(d)) such that 0 ∈ Cn is a critical value of the polynomial mapping f : Cn+1 −→ Cn .
There is a classical decomposition of Σ based on the existence of singularities of given corank.
According to Arnold et al. (1986), for every positive integer n ∈ N, 1 ≤ r ≤ n−1, we denote by
Σ r the algebraic variety of all systems f ∈ P(H(d)) such that V ( f ) has a singularity of corank
at least n − r . We then have the descending chain of algebraic varieties
Σ := Σ n−1 ⊇ Σ n−2 ⊇ · · · ⊇ Σ 1.
The complex vector space H(d) is usually endowed with an Hermitian inner product 〈·, ·〉∆ :
H2(d) −→ C which is invariant under the action of the group Un+1 of isometries of Pn(C). This
Hermitian product has been rediscovered several times by several authors like Kostlan, Bombieri
or Shub and Smale. For simplicity, we call 〈·, ·〉∆ the Kostlan Hermitian product inH(d) and we
denote by∆ the Kostlan matrix (as in Blum et al. (1998)). Kostlan’s Hermitian product induces a
complex Riemannian structure in P(H(d)). We denote the Fubini–Study distance associated with
this Riemannian structure as dR : P(H(d))2 −→ R+. As in Blum et al. (1998), we also introduce
a projective distance function dP : P(H(d)) −→ R+, given by the following equality:
dP( f, g) := sin dR( f, g), ∀ f, g ∈ P(H(d)).
Namely, dP( f, g) is the sine of the angle of the subspaces generated by f and g. Together with
these distance functions, the complex Riemannian structure in P(H(d)) also defines a volume
element dν satisfying the following equality:
ν[P(H(d))] = pi
N
Γ (N + 1) ,
where N is the complex dimension of P(H(d)).
The first outcome of these pages is the following statement.
Theorem 1. For every positive integer r , 1 ≤ r ≤ n − 1, and for every positive real number
ε > 0, let Σ rε be the tube about Σ
r at distance ε > 0. Namely,
Σ rε := { f ∈ P(H(d)) : dP( f,Σ r ) < ε}.
Then, the following inequality holds:
ν[Σ rε ]
ν[P(H(d))] ≤ 2
[
n∏
i=1
(di + 1)
](
n + 1
r
)(
n
r
)(
e Nn d ε
(n − r)2
)2(n−r)2
.
Let the reader observe that this statement gives the probability that a randomly chosen input
system f ∈ P(H(d)) is close (with respect to dP distance) to the variety Σ r of systems having a
singularity of corank at least n − r .
Although condition numbers are metric invariants they are not exactly related to the distance
functions dR and dP. Let ∆(d) := Diag(d1, . . . , dn) ∈ Mn(R) be the diagonal matrix whose
entries are given by the list of degrees. For every positive integer r , 2 ≤ r ≤ n, and for every
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input system f ∈ P(H(d)), we define the corank n−r condition number of f at a point ζ ∈ V ( f )
by the following equality:
µ(r)norm( f, ζ ) :=
κrD(∆(d)
−1/2Tζ f )
‖∆(d)−1/2Tζ f ‖F , (1)
where the representatives of f and ζ are chosen such that ‖ f ‖∆ = ‖ζ‖2 = 1, Tζ f := dζ f |ζ⊥
is the restriction of the differential mapping to the orthogonal complement of ζ , and κrD is
Demmel’s generalized condition number of linear algebra, as defined in Kahan (2000), Stewart
and Sun (1990), Beltra´n and Pardo (2005) and Beltra´n and Pardo (in press). Note that µ(r)norm
equals the Shub and Smale condition number µnorm when r = n. It extends to the non-linear
case the linear algebra condition number κrD discussed in Beltra´n and Pardo (in press). And it
also satisfies a Condition Number Theorem (cf. Theorem 4 below).
The second main outcome of our work is the following statement that generalizes the main
outcome of Shub and Smale (1993b).
Theorem 2. Assume that di ≥ 2 for some i, 1 ≤ i ≤ n. Then, the probability that a randomly
chosen system f ∈ P(H(d)) has a solution ζ satisfying µ(r)norm( f, ζ ) > ε−1 is at most
D
[
2(n2 + n)1/2(r N )1/2ε
]2(n−r+2)(n−r+1)
,
where D :=∏ni=1 di is the Be´zout number.
This statement generalizes the upper bound of Shub and Smale (1993b) to the case of given
corank singularities. In fact, the Shub–Smale Theorem (as proved in Blum et al. (1998)) states
that the probability of Theorem 2 for µnorm (that is, the case r = n in our notation) is at most
Dn3(n + 1)N (N − 1)ε4. If we apply directly Theorem 2 we obtain 16Dn4(n + 1)2N 2ε4, which
is a similar bound.
As computing is a discrete matter, in coherence with our analysis we consider the class of
systems of polynomial equations whose representative bit length is bounded by some quantity
(cf. Section 4 for details). We thus deal with two main questions:
• What is the probability that an input system f ∈ P(H(d)) of representative bit length at most
h and dense encoding is close to Σ r?
• What is the probability that an input system f ∈ P(H(d)) of representative bit length at most
h and dense encoding is an ill-conditioned system?
The set of points of representative bit length at most h in P(H(d)) is a finite set. Hence assume
that it is endowed with the uniform probability distribution. We prove the following result (see
Theorems 11 and 12 below).
Theorem 3. Assume that di ≥ 2 for some 1 ≤ i ≤ n. Let ε > 0 be a positive number. Let h > 1
be a positive real number, such that
h = 6+ 3
2
log(N + 1)+ 4(N + n + 3)(5+ log(nd + d + 1))+ h1
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for some positive real number h1 > 0. Then, the probability that a randomly chosen point of
representative bit length at most h belongs to the tube of radius ε about Σ r is at most
2
[
n∏
i=1
(di + 1)
](
n + 1
r
)(
n
r
)(
e Nn d ε
(n − r)2
)2(n−r)2
+ 1
2h1
.
Moreover, the probability that a randomly chosen system f ∈ P(H(d)) of representative bit
length at most h has a solution ζ satisfying µ(r)norm( f, ζ ) > ε−1 is at most
D
[
2(n2 + n)1/2(r N )1/2ε
]2(n−r+2)(n−r+1) + 1
2h1
.
These claims in Theorem 3 are essentially obtained by proving that Gaussian rationals are
equidistributed with respect to singular systems (in the sense of Castro et al. (2003) and
references therein). In fact, we exhibit the sharpest known estimates for the discrepancy
of Gaussian rationals of bounded height with respect to constructible subsets of a complex
projective space (see Proposition 5).
This paper is structured as follows. In Section 2 we prove Theorem 1. In Section 3 we prove
Theorem 2. Finally, in Section 4 we prove Theorem 3.
2. Proof of Theorem 1
Let (P(H(d)), can) be the projective space with the canonical Riemannian structure. As
pointed out in Castro et al. (2003), the inverse of Kostlan’s matrix ∆−1 defines an isometry
between (P(H(d)), can) and P(H(d)) with Kostlan’s Riemannian structure. Moreover, ∆−1 is a
linear isometry, and hence both the volume and the geometric degree are preserved. Thus, from
the main technical tool of Beltra´n and Pardo (in press) we have
ν[Σ rε ]
ν[P(H(d))] ≤ 2 deg(Σ
r )
(
e N ε
codim(Σ r )
)2codim(Σ r )
, (2)
where degree refers to geometric degree in the sense of Heintz (1983). The rest of the proof is
devoted to proving the following two inequalities:
codim(Σ r ) ≥ (n − r)2, (3)
deg(Σ r ) ≤
[
n∏
i=1
(di + 1)
](
n + 1
r
)(
n
r
)
(nd)2(n−r)2 . (4)
Some notation is needed. Let W0,W r ,W r0 be the sets defined as follows.
W0 := Ve0 = { f ∈ P(H(d)) : f (e0) = 0},
W r := {( f, ζ ) ∈ P(H(d))× Pn(C) : f (ζ ) = 0, rank(dζ f ) ≤ r},
W r0 := { f ∈ P(H(d)) : f (e0) = 0, rank(de0 f ) ≤ r},
Sr := {M ∈Mn(C) : rank(M) ≤ r}.
From Krull’s Principal Ideal Theorem (cf. for example Kunz (1985, Cor. 3.8)), the following
property holds.
dim(W r0 ) ≥ dim(W r )− n. (5)
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On the other hand, let L⊥e0 := { f ∈ H(d) : f (e0) = 0, de0 f ≡ 0} be the set of systems of order
at least 2 in e0. As noted in Blum et al. (1998), W0 ≡ P(Mn(C)× L⊥e0). Moreover, the following
equality also holds.
W r0 ≡ P(Sr × L⊥e0).
As proved in Fulton (1984) and Bruns and Vetter (1988), the set Sr is an irreducible algebraic
variety ofMn(C) of complex dimension n2− (n−r)2. Thus,W r0 is also an irreducible algebraic
variety ofW0 of complex dimension N −n− (n−r)2. We deduce thatW r is an algebraic variety
of complex dimension at most
dim(W r ) ≤ dim(W r0 )+ n = N − (n − r)2.
Let p1 : P(H(d)) × Pn(C) −→ P(H(d)) be the natural projection. From the Fundamental
Theorem of Elimination Theory (see for example Shafarevich (1994)), Σ r := p1(W r ) is an
algebraic variety, and its dimension is at most N − (n − r)2. This proves inequality (3). As for
inequality (4), let W˜ r ⊆ H(d) × Cn+1 be the set defined as follows.
W˜ r := {( f, ζ ) ∈ H(d) × Cn+1 : f (ζ ) = 0, rank(dζ f ) ≤ r}.
Also let p˜1 : H(d) × Cn+1 −→ H(d) be the canonical projection. Observe that
Σ r = P( p˜1(W˜ r )).
Hence, deg(Σ r ) ≤ deg(W˜ r ). Observe that for fixed ( f, ζ ) ∈ H(d) × Cn+1, the fact that
rank(dζ f ) = r is equivalent to:
∨
1≤i1,...,ir ,≤n
1≤ j1,..., jr≤n
det (M j1,..., jri1,...,ir ) 6= 0, ∧
k1 6=i1,...,ir
k2 6= j1,..., jr
det
(
M j1,..., jr ,k2i1,...,ir ,k1
)
= 0
 ,
where M j1,..., jr ,k2i1,...,ir ,k1 holds for the (r+1)×(r+1)minor of dζ f ∈Mn×(n+1)(C) obtained from the
rows i1, . . . , ir , k1 and the columns j1, . . . , jr , k2. From Be´zout’s Theorem (as in Heintz (1983)),
we have that
deg(W˜ r ) = deg(W˜ r \ W˜ r−1)
≤
[
n∏
i=1
(di + 1)
] ∑
1≤i1,...,ir ,≤n
0≤ j1,..., jr≤n
∏
k1 6=i1,...,ir
k2 6= j1,..., jr
(di1 + · · · + dir + dk1)
≤
[
n∏
i=1
(di + 1)
](
n + 1
r
)(
n
r
)
((r + 1)d)(n−r)(n−r+1)
≤
[
n∏
i=1
(di + 1)
](
n + 1
r
)(
n
r
)
(nd)2(n−r)2 ,
as wanted. The theorem easily follows from inequalities (2)–(4).
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3. Proof of Theorem 2
Given any pair ( f, x) ∈ P(H(d)) × Pn(C), we denote by Tx f := (dx f ) |x⊥ the restriction
of the differential dx f to the tangent space x⊥, where f, x are any fixed affine representations
such that ‖ f ‖∆ = ‖x‖2 = 1. Sometimes we identify Tx f with the differential matrix in any
orthogonal basis of x⊥. In the case that x = e0 := (1 : 0 : · · · : 0), we identify
Te0 f ≡

∂ f1
X1
(e0) · · · ∂ f1Xn (e0)
...
...
∂ fn
X1
(e0) · · · ∂ fnXn (e0)
 ,
for any fixed representation f ∈ H(d), ‖ f ‖∆ = 1. Let W ⊆ P(H(d)) × Pn(C) be the so-called
incidence variety. Namely,
W := {( f, ζ ) ∈ P(H(d))× Pn(C) : f (ζ ) = 0}.
The following result easily follows from the definition as observed in Shub and Smale (1993b)
and Blum et al. (1998).
Proposition 1. The incidence variety W is a differentiable manifold of (complex) dimension N.
Let p1 : W −→ P(H(d)) be the projection onto the first coordinate. We can obviously identify
p−11 ( f ) and V ( f ). Let e0 := (1 : 0 : · · · : 0) be this fixed projective point. We denote by Ve0 the
set of systems that have e0 as a solution.
For every positive integer 2 ≤ r ≤ n, we define the sets (Σ r−1)′ ⊆ W as follows:
(Σ r−1)′ := {( f, ζ ) ∈ W : rank(Tζ f ) ≤ r − 1}.
Observe that we have Σ r−1 := p1((Σ r−1)′).
The following statement is a Condition Number Theorem for singularities of given corank.
Such results can be studied in a much more general framework, see Dedieu (1996) and references
therein.
Theorem 4. For f ∈ P(H(d)) and ζ ∈ V ( f ), the following equality holds:
µ(r)norm( f, ζ ) =
1
dP( f, p1({( f, x) ∈ (Σ r−1)′ : x = ζ })) .
Proof. The condition number µ(r)norm (defined in Eq. (1)) is invariant under the action of the
unitary group Un+1. Hence, it suffices to prove the Theorem for the case ζ = e0. Let f ∈ P(H(d))
be a system of homogeneous polynomial equations such that f (e0) = 0. As in the proof of Blum
et al. (1998, Lemma 17, p. 225), we have:
dP( f, p1({( f, x) ∈ (Σ r−1)′ : x = e0})) = dF (∆(d)−1/2Te0 f, Sr−1),
where Sr−1 ⊆ Mn(C) holds for the set of affine square matrices of rank at most r − 1, and
dF is the Frobenius distance inMn(C). Now, let σ1 ≥ · · · ≥ σn ≥ 0 be the singular values of
∆(d)−1/2Te0 f . From Stewart and Sun (1990, Th. 4.18), the following chain of equalities holds:
1
dF (∆(d)−1/2Te0 f, Sr−1)
= 1√
σ 2r + · · · + σ 2n
= κ
r
D(∆(d)
−1/2Te0 f )
‖∆(d)−1/2Te0 f ‖F
= µ(r)norm( f, e0),
and the statement follows. 
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Let ε > 0 be a positive real number, and let χ (r)ε be the characteristic function of the set
{ f ∈ P(H(d)) : ∃ζ ∈ V ( f ), µ(r)norm( f, ζ ) > ε−1}.
We are interested in upper bounds for
Arε,(d) :=
1
ν[P(H(d))]
∫
f ∈P(H(d))
χ (r)ε ( f ) dP(H(d)).
Observe that Arε,(d) describes the probability distribution of the condition number µ(r)norm.
Moreover, for r = n, the number Anε,(d) is the quantity studied in Shub and Smale (1993b)
and Blum et al. (1998).
We prove the following proposition (cf. also Blum et al. (1998, Th. 1, pg. 256)).
Proposition 2. With the notation above, the following inequality holds.
Arε,(d) ≤
ν[Pn(C)]
ν[P(H(d))]
∫
f ∈Ve0
µ
(r)
norm( f,e0)>ε−1
det((Te0 f )(Te0 f )
∗) dVe0 .
Moreover,
ν[(Σ r−1M )ε] = ν[Pn(C)]
∫
M∈P(Mn(C))
κrD(M)>ε
−1
det(MM∗) dP(Mn(C)),
where M is chosen such that ‖M‖F = 1.
Proof. We consider the set {( f, ζ ) ∈ W : µ(r)norm( f, ζ ) > ε−1}, which is unitarily invariant in the
sense of Blum et al. (1998). Then, from Blum et al. (1998, Prop. 2 p. 244) we have:∫
f ∈P(H(d))
χ (r)ε ( f ) dP(H(d)) ≤
∫
f ∈P(H(d))
]{ζ ∈ V ( f ) : µ(r)norm( f, ζ ) > ε−1} dP(H(d))
= ν[Pn(C)]
∫
f ∈Ve0
µ
(r)
norm( f,e0)>ε−1
det((Te0 f )(Te0 f )
∗) dVe0 ,
and the inequality of the statement follows. The equality follows since the inequality above is an
equality when (d) = (1, . . . , 1). 
Lemma 5. Assume that there exists an index 1 ≤ i ≤ n such that di > 1. Let r be a positive
integer, 2 ≤ r ≤ n. Then, the following integral equality holds:
ν[Pn(C)]
∫
f ∈Ve0
µ
(r)
norm( f,e0)>ε−1
det((Te0 f )(Te0 f )
∗) dVe0
= 2piν[PN−n2−n(C)]D
∫ 1
0
(1− s2)N−n2−ns2n2+2n−1ν[(Σ r−1M )ε/s] ds,
where (Σ r−1M )ε/s is the following subset of the projective space of matrices:
(Σ r−1M )ε/s := {M ∈ P(Mn×(n+1)) : κnD(M) > s/ε}.
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Proof. Let Le0 ⊆ H(d) be the vectorial subspace given by the following equality:
Le0 :=
{
f = [ f1, . . . , fn] ∈ H(d) : fi = Xdi−10
n∑
j=1
ai j X j
}
.
Namely, Le0 is the set of homogeneous polynomial systems vanishing at e0 such that they are
linear in all the variables but X0. As noted in Shub and Smale (1993b) and Blum et al. (1998),
the following map is a norm preserving linear isomorphism:
ψe0 : Le0 −→ Mn(C).
f 7→ ∆(d)−1/2Te0 f.
We may also consider the orthogonal projection piLe0 : H(d) −→ Le0 . For every positive integer
m ≥ 0, we denote by ϑm the volume of the m-dimensional sphere in Rm+1. Also, let Tε ⊆
Mn(C) be the subset of the space of complex matrices defined as follows:
Tε :=
{
M ∈Mn(C), ‖M‖F ≤ 1, κ
r
D(M)
‖M‖F > ε
−1
}
.
The proof of the lemma follows the steps of the proof of Blum et al. (1998, Th. 1 pg. 256).
Namely, we lift the integral to the sphere Se0 := { f ∈ H(d) : f (e0) = 1, ‖ f ‖∆ = 1}, and then
we apply the Coarea Formula to the orthogonal projection piLe0 and the isometry ψe0 . Thus, the
main strategy in Blum et al. (1998) implies∫
f ∈Ve0
µ
(r)
norm( f,e0)>ε−1
det((Te0 f )(Te0 f )
∗) dVe0
= ϑ
2N−2n2−2n+1
2pi
D
∫
M∈Tε
det(MM∗)(1− ‖M‖2F )N−n
2−n dMn(C).
Then, the resulting integral on the space of square matrices is reduced (again using the Coarea
Formula) to an integral on the sphere S(Mn(C)) := {M ∈Mn(C) : ‖M‖F = 1}, yielding:∫
f ∈Ve0
µ
(r)
norm( f,e0)>ε−1
det((Te0 f )(Te0 f )
∗) dVe0
= ϑ
2N−2n2−2n+1
2pi
D
∫ 1
0
(1− s2)N−n2−ns2n2+2n−1Js,ε dt,
where for 0 < s < 1, Js,ε is the integral expression defined as follows:
Js,ε :=
∫
M∈S(Mn(C))
κrD(M)>sε
−1
det(MM∗) dS(Mn(C)).
Now, observe that
Js,ε = 2pi
∫
M∈P(Mn(C))
κrD(M)>sε
−1
det(MM∗) dP(Mn(C)),
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where the affine representant M ∈ Mn(C) is chosen such that ‖M‖F = 1. The claim follows
from Proposition 2, since
ϑ2N−2n2−2n+1 = 2piν[PN−n2−n(C)]. 
Proof of Theorem 2. From Beltra´n and Pardo (in press, Cor. 40), we have:
ν[(Σ r−1M )ε]
ν[P(Mn×(n+1)(C))] ≤ 2
(
en(n + 1)r1/2
(n − r + 1)(n − r + 2) ε
)2(n−r+1)(n−r+2)
.
Then, we prove that
Arε,(d) ≤ 2D D(N , n, r)
(
en(n + 1)r1/2
(n − r + 2)(n − r + 1)ε
)2(n−r+2)(n−r+1)
,
where
D(N , n, r) = Γ (N + 1)Γ (n
2 + n − (n − r + 2)(n − r + 1))
Γ (n2 + n)Γ (N − (n − r + 2)(n − r + 1)+ 1) .
In fact, this is a direct consequence of Proposition 2 and Lemma 5, knowing that∫ 1
0
(1− s2)N−n2−ns2n2+2n−1−2(n−r+2)(n−r+1) ds
= 1
2
Γ (N − n2 − n + 1) Γ (n2 + n − (n − r + 2)(n − r + 1))
Γ (N − (n − r + 2)(n − r + 1)+ 1) .
In order to simplify this formula, just observe that if we define a = (n − r + 2)(n − r + 1) ∈
[2, n2 − n],
D(N , n, r) = N · · · (N − a + 1)
(n2 + n − 1) · · · (n2 + n − a) ≤
(
N
n2 + n − a
)a
.
Hence, we have that
Arε,(d) ≤ 2
(
en(n + 1)r1/2 1
a
(
N
n2 + n − a
)1/2
ε
)2(n−r+2)(n−r+1)
.
Let g(a) := 1a
(
N
n2+n−a
)1/2
be this function. Elementary calculations show that
g(a) ≤ g(2) = N
1/2
2(n2 + n − 2)1/2 , ∀ a, 2 ≤ a ≤ n
2 − n.
Thus,
Arε,(d) ≤
(
e(n2 + n)r1/2N 1/2
21− 12a (n2 + n − 2)1/2
ε
)2(n−r+2)(n−r+1)
.
The bound of the theorem follows from the facts that
(n2 + n)
(n2 + n − 2)1/2 ≤
√
3
2
(n2 + n)1/2,
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and
e
21− 12a
√
3
2
≤ e
√
3
23/4+1/2
< 2.
4. Proof of Theorem 3
A semi-algebraic set is a subsetW of some affine real space Rm+1 that can be defined by a
quantified first-order formula over the reals. Let F := { f1, . . . , fs} ⊆ R[X0, . . . , Xm] be a finite
set of polynomials. A semi-algebraic setW ⊆ Rm+1 is called an F-cell if there is a list of sign
conditions
 := (1, . . . , s) ∈ {<,=, >}s,
such that
W := {x ∈ Rm+1 : fi (x) i 0, 1 ≤ i ≤ s}.
An F-definable semi-algebraic set is a finite union of F-cells.
Definition 6. Let s, d ∈ N be two positive integer numbers. A semi-algebraic subsetW ⊆ Rm+1
is called (s, d)-definable if there is a finite set of polynomials F ⊆ R[X0, . . . , Xm] satisfying:
• W is F-definable,
• ](F) = s,
• deg( fi ) ≤ d, ∀ f ∈ F .
We say that a semi-algebraic subsetW ⊆ Rm+1 is the M-projection of an (s, d)-definable semi-
algebraic set if there is an (s, d)-definable subsetW ′ ⊆ RM+m+1 such that the following equality
holds:
W := {x ∈ Rm+1 : ∃y ∈ RM such that (y, x) ∈W ′}.
For every non-negative integer i ≥ 0, we denote by Ki the volume of the unit ball in Ri . The
following theorem improves the discrepancy bounds obtained in Castro et al. (2003).
Theorem 7. Let m ≥ 1 be a positive integer and let W ⊆ Rm be the M-projection of an
(s, d)-definable semi-algebraic set. Let H ≥ 0 be a positive real number. Let N (W, H) :=
][W ∩ Zm ∩ Bm(0, H)] be the number of points of integer coordinates in the intersection
W ∩ Bm(0, H). Let C(s, d,M) be the constant defined as follows:
C(s, d,M) := (4sd + 1)2(M+2).
Then, the following inequality holds:
|N (W, H)− νm[W ∩ B(0, H)]| ≤ C(s, d,M)
m−1∑
i=0
Ki
(
m
i
)
H i .
In the case that W is an (s, d)-definable semi-algebraic set, the constant C(s, d,M) may be
replaced by
ds + 1.
Finally, ifW is convex, then the constant C(s, d,M) may be replaced by 1.
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Proof. Let M, s, d be fixed. For every positive integer n ≥ 1, we denote by δ(n, H) the following
quantity:
δ(n, H) := supW ′{|][W ′ ∩ Zn ∩ Bn(0, H)] − νn[W ′ ∩ Bn(0, H)]|},
where the maximum is taken over all the choices ofW ′, whereW ′ ⊆ Rn is the M-projection of
an (s, d) semi-algebraic set. We prove the following inequality by induction on n:
δ(n, H) ≤ C(s, d,M)
n−1∑
i=0
Ki
(
n
i
)
H i . (6)
First, let n = 1. In this case we obviously have
|][W ′ ∩ Z ∩ B1(0, H)] − ν1[W ′ ∩ B1(0, H)]| ≤ β0(W ′),
where β0(W ′) is the number of connected components ofW ′. Now, from Castro et al. (2003, Th.
9) and references therein, this latter is at most C(s, d,M). Thus, inequality (6) holds for n = 1.
Now, we prove the following inequality:
δ(n, H) ≤ C(s, d,M)Kn−1Hn−1 +
∑
x∈Z∩[−H,H ]
δ(n − 1,
√
H2 − x2). (7)
In fact, letW ′ ⊆ Rn be the M-projection of some (s, d)-definable semi-algebraic set. For every
point x ∈ R, letW ′x be the set defined as follows:
W ′x := {y ∈ Rn−1 : (x, y) ∈W ′}.
For every point y ∈ Rn−1, letW ′y be the following set.
W ′y := {x ∈ R : (x, y) ∈W ′}.
Observe that for every choice of x or y, the sets W ′x ,W ′y are also M-projections of (s, d)-
definable sets. We denote by Hx the number
√
H2 − x2, and by H y the number √H2 − ‖y‖2.
Let us introduce two auxiliary quantities:
S1 :=
∣∣∣∣∣][W ′ ∩ Zn ∩ Bn(0, H)] − ∑
x∈Z∩[−H,H ]
νn−1[W ′x ∩ Bn−1(0, Hx )]
∣∣∣∣∣ ,
and
S2 :=
∣∣∣∣∣ ∑
x∈Z∩[−H,H ]
νn−1[W ′x ∩ Bn−1(0, Hx )] − νn[W ′ ∩ Bn(0, H)]
∣∣∣∣∣ .
Observe that |][W ′ ∩ Zn ∩ Bn(0, H)] − νn[W ′ ∩ Bn(0, H)]| ≤ S1 + S2. We bound each term
separately. On one hand, S1 equals the absolute value of∑
x∈Z∩[−H,H ]
][W ′x ∩ Zn−1 ∩ Bn−1(0, Hx )] −
∑
x∈Z∩[−H,H ]
νn−1[W ′x ∩ Bn−1(0, Hx )].
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Thus,
S1 ≤
∑
x∈Z∩[−H,H ]
|][W ′x ∩ Zn−1 ∩ Bn−1(0, Hx )] − νn−1[W ′x ∩ Bn−1(0, Hx )]|
≤
∑
x∈Z∩[−H,H ]
δ(n − 1, Hx ).
On the other hand, S2 equals∣∣∣∣∣ ∑
x∈Z∩[−H,H ]
∫
y∈Rn−1
χW ′y∩B1(0,H y)(x) dy +
∫
y∈Rn−1
∫
x∈B1(0,H y)
χW ′y (x) dx dy
∣∣∣∣∣
≤
∫
y∈Rn−1∩Bn−1(0,H)
∣∣][W ′y ∩ Z ∩ B1(0, H y)] − ν1[W ′y ∩ B1(0, H y)]∣∣ dy
≤ Kn−1Hn−1 max
y∈Bn−1(0,H)
δ(1, H y) ≤ C(s, d,M)Kn−1Hn−1,
and inequality (7) follows. From inequality (7) and induction hypothesis we have that:
δ(n, H)
C(s, d,M)
≤ Kn−1Hn−1 +
n−2∑
i=0
Ki
(
n − 1
i
) ∑
x∈Z∩[−H,H ]
(H2 − x2)i/2.
Now, for every non-negative integer i ≥ 0, we have that∑
x∈Z∩[−H,H ]
(H2 − x2)i/2 ≤ H i + 2
∫ bHc
0
(H2 − t2)i/2 dt
≤ H i + 2
∫ H
0
(H2 − t2)i/2 dt = H i + B
(
1
2
,
i
2
+ 1
)
H i+1,
where B(·, ·) is the Beta function. Hence,
δ(n, H)
C(s, d,M)
≤ Kn−1Hn−1 +
n−2∑
i=0
Ki
(
n − 1
i
)[
H i + B
(
1
2
,
i
2
+ 1
)
H i+1
]
= 1+
n−1∑
i=1
Ki
[(
n − 1
i
)
+ Ki−1
Ki
(
n − 1
i − 1
)
B
(
1
2
,
i + 1
2
)]
H i .
Now, observe that for every positive integer value of i ,
Ki−1
Ki
= B
(
1
2
,
i + 1
2
)−1
, and
(
n − 1
i
)
+
(
n − 1
i − 1
)
=
(
n
i
)
.
Thus, we have proved that
δ(n, H)
C(s, d,M)
≤ 1+
n−1∑
i=1
Ki
(
n
i
)
H i =
n−1∑
i=0
Ki
(
n
i
)
H i ,
as wanted. The rest of the claims can be proved exactly by the same arguments, but using the
sharper bound for the number of connected components β0 in the case n = 1 when W is an
(s, d)-definable semi-algebraic set (see Castro et al. (2003, Th. 9), for example) or when W is
convex. 
18 C. Beltra´n, L.M. Pardo / Journal of Symbolic Computation 42 (2007) 4–29
The following corollary easily follows from Theorem 7.
Corollary 3. With the notation and assumptions of Theorem 7 above, let δ(W, H) :=
|N (W, H)− νm[W ∩ Bm(0, H)]| be this number. Then, the following properties hold.
• If 0 < H < 1, then δ(W, H) ≤ max{1, Km}.
• If H ≥ 1, then
δ(W, H) ≤ C(s, d,M)6mHm−1
(
1+ 1
H
)m−1
.
• Moreover, if H ≥ m2, then
δ(W, H) ≤ C(s, d,M)2mKm−1Hm−1,
where C(s, d,M) is the constant of Theorem 7.
Proof. We just prove the third statement. We must check that for H ≥ m2, the following
inequality holds.
m−1∑
i=0
Ki
(
m
i
)
H i ≤ 2mKm−1Hm−1. (8)
The case m = 1 is immediate. As for the case m > 1, let Ti := Ki
(m
i
)
H i be the i-th term of the
sum on the left-hand side of Eq. (8). Observe that
Ti
Ti+1
= B
(
1
2
,
i + 2
2
)−1 i + 1
m − i
1
H
.
From Gautschi’s Inequalities (see Elezovic´ et al. (2000, Th. 3) for very sharp bounds), we know
that
B
(
1
2
,
i + 2
2
)−1
=
Γ
(
i+3
2
)
√
piΓ
(
i+2
2
) ≤ √ i
2
+ 1
2
+ 1
pi
√
1
pi
≤
√
i + 2
2pi
.
Thus, if H ≥ m2, we obtain that Ti ≤ Ti+1√m and the following inequality holds.
m−1∑
i=0
Ti ≤ Tm−1
m−1∑
i=0
1
√
mm−1−i
= Tm−1
√
m − 1√
mm−1√
m − 1 ≤ 2Tm−1.
Hence, we have proved Eq. (8). 
Let Q[i] be the field of Gaussian rational numbers and Z[i] ⊆ Q[i] the ring of Gaussian
integers which is a principal ideal domain and unique factorization domain with units S1(1) =
{a ∈ Z[i] : |a| = 1} = {1,−1, i,−i}.
By a Z[i]-lattice in Cm+1 we mean the free Z[i]-module generated by a basis β of Cm+1 as
a complex vector space. Namely, if β = {v0, . . . , vm} is a basis of Cm+1 as a complex vector
space, the Z[i]-lattice it generates is the lattice:
Λ(β) = {λ0v0 + · · · + λmvm : λi ∈ Z[i], 0 ≤ i ≤ m}.
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Let Λ ⊆ Cm+1 be a Z[i]-lattice and let x ∈ Λ be a non-zero element. Let 〈x〉 ⊆ Cm+1 be the
Q[i]-vector space generated by x . Namely, 〈x〉 = {λx : λ ∈ Q[i]}. The Z[i]-module 〈x〉 ∩Λ is a
torsion free submodule of rank 1 of Λ. Hence it has a basis with a single element. We say that x
is visible from the origin in Λ if {x} is a basis of the Z[i]-module 〈x〉 ∩ Λ. Note that a non-zero
point x ∈ Λ is visible from the origin in Λ if and only if:
‖x‖ = min{‖y‖ : y ∈ 〈x〉 ∩ Λ}.
Equivalently, let β = {v0, . . . , vm} ⊆ Cm+1 be a basis of Cm+1 as a complex vector space
such that Λ = Λ(β). Let x ∈ Λ be a non-zero point and let λ0, . . . , λm ∈ Z[i] be the (unique)
Gaussian integers such that:
x = λ0v0 + · · · + λmvm .
Then, x is visible from the origin if and only if
gcdZ[i](λ0, . . . , λm) ∈ S1(1),
where gcdZ[i](λ0, . . . , λm) means the greatest common divisor of λ0, . . . , λm in Z[i] (a factorial
domain).
We shall make use of the following functions. As usual, r2(n)will denote the number of points
in S1(
√
n), where S1(
√
n) = {a + bi ∈ Z[i] : |a + bi | = √n}. Namely,
r2(n) := ]{a + bi ∈ Z[i] : |a|2 + |b|2 = n}.
This function has been well studied since Gauss. It is closely related to the factorization of n in
Z.
Let Pm(C) be the complex projective space and let pi : Cm+1\{0} −→ Pm(C) be the canonical
projection. Let Pm(Q[i]) be the m-dimensional projective space defined by the field of Gaussian
rationals. We equally denote by pi the canonical projection pi : Q[i]m+1\{0} −→ Pm(Q[i]). Note
that the restriction pi|Z[i]m+1\{0} is also onto. For every point x ∈ Pm(Q[i]) we define its absolute
height as the minimum of the norms of the points in pi−1({x}) ∩ (Z[i])m+1. In other words, for
every x ∈ Pm(Q[i]) there are exactly four visible points {x1,−x1, i x1,−i x1} ⊆ Z[i]m+1 such
that pi(x1) = x and the absolute height of x is defined as
H(x) = ‖x1‖2,
where ‖.‖2 is the standard Hermitian norm in Cm+1. Finally, we define the bit length of the
projective point x ∈ Pm(Q[i]) as the logarithm of its absolute height. Namely,
bl(x) := log2 H(x).
Observe that bl(x) is essentially equivalent to the number of bits required to represent the
projective point x in a Turing machine.
Let W˜ ⊆ Cm+1 be a subset. For every positive integer H , we denote by NZ[i](W˜, H) the
following number:
NZ[i](W˜, H) := ](W˜ ∩ Z[i]m+1 ∩ B2(0, H) \ {0})
where B2(0, H) is the closed ball in Cm+1 of radius H centered at the origin. Namely,
NZ[i](W˜, H) := ]{x ∈ W˜ ∩ Z[i]m+1 : 0 < ‖x‖2 ≤ H}.
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Let W ⊆ Pm(C) be a subset of the complex projective space. We denote by NZ[i](W, H) the
number of points inW ∩ Pm(Q[i]) of absolute height at most H . Namely,
NZ[i](W, H) = ]{x ∈W ∩ Pm(Q[i]) : H(x) ≤ H}.
The following statement relates NZ[i](W˜, H) and NZ[i](W, H).
Proposition 4. With the above notation and assumptions, the following equality holds for every
H > 1.
NZ[i](W˜, H) =
∑
n≤H2
NZ[i](W, H/
√
n)r2(n).
Proof. First of all, we introduce some notation. We denote by W˜(H) the set of all non-zero
points in W˜ ∩ Z[i]m+1 ∩ B(0, H) and by W˜v(H) we denote the set of all visible points of
Z[i]m+1 that belong to W˜ ∩ B(0, H). Note that
4NZ[i](W, s) = ]W˜v(s) (9)
for every real number s ≥ 1. Now we consider the disjoint union
A :=
⋃
n≤H2
W˜v(H/√n)× S1(√n),
and we define the following mapping
ϕ : A −→ W˜(H)
(y, λ) 7→ λy.
This mapping is well defined, because for every λ ∈ S1(√n) and y ∈ W˜v(H/√n) we clearly
have λy ∈ W˜ ∩ Z[i]m+1 and
|λ|‖y‖2 ≤
√
nH/
√
n = H.
Now we show that the mapping ϕ is onto. Given x ∈ W˜(H), x = (x0, . . . , xn) ∈ Z[i]m+1, let
λ ∈ Z[i] be the greatest common divisor of the coordinates of x . Namely,
λ = gcdZ[i](x0, . . . , xn),
and define yi = λ−1xi ∈ Z[i], y = (y0, . . . , yn) ∈ Z[i]m+1. As W˜ is a cone, we have y ∈ W˜ .
The point y is a visible point and ‖y‖2 = ‖x‖2|λ| ≤ H|λ| . Putting n = |λ|2 ∈ N we have shown that ϕ
is onto. Let x ∈ W˜(H) be a point and let (y, λ) ∈ ϕ−1({x}) be any point such that ϕ(y, λ) = x .
Then, we see that
ϕ−1({x}) = {(u−1y, uλ) : u ∈ S1(1)}.
For if ϕ(y, λ) = ϕ(z, θ) = x we have λy = θ z and y, z ∈ Z[i]m+1 are two visible points. Thus,
as they define the same projective point there is some unit u ∈ Z[i]∗ such that z = uy. Hence,
θ = u−1λ and we are done. Thus, we conclude ]ϕ−1({x}) = 4,∀x ∈ W˜(H) and, hence,
1
4
∑
n≤H2
]
[
W˜v(H/√n)× S1(√n)
] = ]W˜(H).
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In other words,∑
n≤H2
1
4
](W˜v(H/√n))r2(n) = NZ[i](W˜, H).
Thus, using equality (9) we conclude the wanted inequality
NZ[i](W˜, H) =
∑
n≤H2
NZ[i](W, H/
√
n)r2(n). 
We shall introduce now some basic facts on Dirichlet L-functions. Let χ4 be the Legendre–
Jacobi–Kronecker primitive character mod 4, given by the following equalities:
χ4(n) =

0 if gcd(n, 4) > 1
1 if n ≡ 1 mod 4
−1 if n ≡ 3 mod 4,
where n ∈ N is a positive integer number. Let L4 be the Dirichlet L-function given by:
L4(s) :=
∑
n≥1
χ4(n)
ns
=
∏
p
(1− χ4(p)p−s)−1, s > 1.
Using the formula for multiplication of Dirichlet series, we observe that:
L4(s)
(∑
n≥1
µ(n)χ4(n)
ns
)
=
∑
n≥1
(∑
d|n
µ(n/d)χ4(n/d)χ4(d)
)
n−s
=
∑
n≥1
χ4(n)
∑
d|n µ(d)
ns
= 1.
Thus, the following equality holds:
1
L4(s)
=
∑
n≥1
µ(n)χ4(n)
ns
. (10)
Let ζ be Riemann’s Zeta function. FromHardy andWright (1979, Th. 287), for every real number
s > 1 the following equality holds:
1
ζ(s)
=
∑
n≥1
µ(n)
ns
. (11)
The following statement is also a well-known result that may be found in Hardy and Wright
(1979, Th. 306), for instance.∑
n≥1
r2(n)
ns
= 4ζ(s)L4(s). (12)
We are now in a position to prove the following statement:
Proposition 5. Let N ≥ 2 be a positive integer and letW ⊂ PN (C) be a subset of the complex
projective space. Assume that the cone W˜ ⊂ CN+1 is an M-projection of an (s, d)-definable
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semi-algebraic complex subset, and let H > 1 be a real number. Then, the following inequality
holds:∣∣∣∣NZ[i](W, H)− piν[W]4ζ(N + 1)L4(N + 1)(N + 1)H2N+2
∣∣∣∣
≤ C(s, d,M)
[
8(N + 1)2H4 + 1
4
2N+1∑
i=3
Ki
(
2N + 2
i
)
ζ(i/2)2H i
]
,
where C(s, d,M) is like in Theorem 7 and ζ is Riemann’s Zeta function.
Proof. For the proof we will make use of the Dirichlet series described above. From the
multiplication formula for Dirichlet L-series (cf. Hardy and Wright (1979, Th. 284)) and identity
(12), the following identity holds for every s > 1:∑
n≥1
an
ns
= 1
4ζ(s)L4(s)
, (13)
where an satisfies the following equality:
∑
d|n
a n
d
r2(d) =
{
1 if n = 1
0 otherwise.
(14)
Hence the sequence {an}n∈N satisfies the following recurrence rule:
a1 = 1r2(1) =
1
4
; an = −
∑
d|n
d 6=n
adr2
(n
d
)
, for n ≥ 2.
Additionally, using the multiplication formula for Dirichlet L-series and identities (10) and (11)
we may conclude:
an = 14
∑
d|n
µ(d)µ
(n
d
)
χ4
(n
d
)
. (15)
Let ρ ∈ R be the real number defined as ρ = 1
H2
. Let f, g : (0,∞) −→ Z be the mappings
defined by the following identities,
f (s) := NZ[i](W˜, s−1/2), g(s) := NZ[i](W, s−1/2), ∀s > 0.
Then, Proposition 4 reads:
f (ρ) =
∑
n≤H2
g(nρ)r2(n). (16)
Now, observe that the sum on the right-hand side of this equality may be seen as an infinite sum
for if n > H2, then H√
n
< 1 and g(nρ) = NZ[i](W, H√n ) = 0. Thus, equality (16) can also be
written as:
f (ρ) =
∑
n≥1
g(nρ)r2(n). (17)
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As in the proof of Hardy and Wright (1979, Th. 268), we have:
∑
n≥1
f (nρ)an =
∑
n≥1
an
(∑
k≥1
r2(k)g(knρ)
)
=
∑
m≥1
(∑
d|m
am
d
r2(d)
)
g(mρ).
From equality (14) we conclude the following inverse relation between f and g:∑
n≥1
an f (nρ) = g(ρ).
Now we consider the following difference
S :=
∣∣∣∣ρN+1g(ρ)− piν[W]4(N + 1)ζ(N + 1)L4(N + 1)
∣∣∣∣
=
∣∣∣∣∣∑
n≥1
an
nN+1
[
(nρ)N+1 f (nρ)− piν[W]
N + 1
]∣∣∣∣∣ .
We define the following two terms:
S1 :=
∣∣∣∣∣∣
∑
n≤H2
an
nN+1
[
(nρ)N+1 f (nρ)− piν[W]
N + 1
]∣∣∣∣∣∣ ,
S2 :=
∣∣∣∣∣ ∑
n>H2
an
nN+1
piν[W]
N + 1
∣∣∣∣∣ .
We have that S ≤ S1 + S2. Then, we bound each Si separately. For S1 we have
S1 ≤
∑
n≤H2
|an|
nN+1
∣∣∣∣(nρ)N+1 f (nρ)− piν[W]N + 1
∣∣∣∣ .
From Theorem 7, we have:
1
C(s, d,M)
∣∣∣∣(nρ)N+1 f (nρ)− piν[W]N + 1
∣∣∣∣ ≤ (nρ)N+1 + 2N+1∑
i=0
Ki
(
2N + 2
i
)
(nρ)N+1−
i
2 .
The first term of this sum comes from the fact that we are counting only non-zero affine points.
On the other hand, from Identity (15) above we have:
|an| ≤ 14
∑
d|n
∣∣∣µ(d)µ (n
d
)
χ4
(n
d
)∣∣∣ ≤ 1
4
d(n),
where d(n) is the number of divisors of n. We then conclude:
S1
C(s, d,M)
≤ 1
4
ρN+1 ∑
n≤H2
d(n)+
2N+1∑
i=0
Ki
(
2N + 2
i
)
ρN+1−i/2
∑
n≤H2
d(n)
ni/2
 .
From Hardy and Wright (1979, Th. 289), we have that for every i ≥ 3,∑
n≤H2
d(n)
ni/2
≤
∑
n≥1
d(n)
ni/2
= ζ(i/2)2.
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On the other hand, for i = 0, 1, 2, we have that∑
n≤H2
d(n) ≤
∑
n≤H2
n ≤
∑
n≤H2
H2 = bH2cH2 ≤ H4 = 1
ρ2
;
∑
n≤H2
d(n)
n1/2
≤
∑
n≤H2
n1/2 ≤ bH2cH ≤ H3 = 1
ρ3/2
;
∑
n≤H2
d(n)
n
≤
∑
n≤H2
1 = bH2c ≤ H2 = 1
ρ
.
Thus, we conclude
S1
C(s, d,M)
≤ 1
4
(4N + 6+ pi(2N + 2)(2N + 1)) ρN−1
+ 1
4
2N+1∑
i=3
Ki
(
2N + 2
i
)
ρN+1−i/2ζ
(
i
2
)2
.
As for S2, we have:
S2 ≤ piν[W]N + 1
∑
n≥ρ−1
|a(n)|
nN+1
.
When N ≥ 2, we can roughly bound this quantity as follows,
S2 ≤ piν[W]4(N + 1)
∑
n≥ρ−1
n
nN+1
≤ piν[W]
4(N + 1)
ρN + ∑
n≥ρ−1+1
1
nN

≤ piν[W]
4(N + 1)
[
ρN +
∫
n≥ρ−1
1
tN
dt
]
= piν[W]
4(N + 1)
[
ρN + ρ
N−1
N − 1
]
.
Replacing ρ−1 by H2 in these estimates, the claim of the proposition follows bounding the term
C(s, d,M)
4
(4N + 6+ pi(2N + 2)(2N + 1)) H4 + piν[W]
4(N + 1)
[
H2 + H
4
N − 1
]
by the quantity 8C(s, d,M)(N + 1)2H4. 
The following corollary easily follows from Proposition 5, by the same method as for
Corollary 3.
Corollary 6. Let N ≥ 2 be a positive integer and let W ⊂ PN (C) be a subset of the complex
projective space. Assume that the cone W˜ ⊂ CN+1 is an M-projection of an (s, d)-definable
semi-algebraic complex subset, and let H > 4(N + 1)2 be a real number. Then, the following
inequality holds:∣∣∣∣NZ[i](W, H)− piν[W]4ζ(N + 1)L4(N + 1)(N + 1)H2N+2
∣∣∣∣
≤ 8C(s, d,M)(N + 1)K2N+1H2N+1,
where C(s, d,M) is like in Theorem 7 and ζ is Riemann’s function.
Finally, we will make use of the following lemma.
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Lemma 8. Let A, B,C, D, α1, α2 be real positive numbers such that the following inequalities
hold.
|A − B| ≤ α1, |C − D| ≤ α2, |A| ≤ |C |.
Then, the following inequality also holds:∣∣∣∣ AC − BD
∣∣∣∣ ≤ α1 + α2|D| .
Theorem 9. Let N ≥ 2 and letW ⊂ PN (C) be a subset of the complex projective space. Assume
that the cone W˜ ⊂ CN+1 is an M-projection of an (s, d)-definable semi-algebraic complex
subset, and let H > 4(N + 1)2 be a real number. Then, the following inequality holds:∣∣∣∣ NZ[i](W, H)NZ[i](PN (C), H) − ν[W]ν[PN (C)]
∣∣∣∣ ≤ 60C(s, d,M)(N + 1)3/2H ,
where C(s, d,M) is like in Theorem 7.
Proof. The theorem is a direct consequence of Corollary 6 and Lemma 8. In fact, we can easily
check that L4(N + 1) ≤ ζ(N + 1). Moreover,
K2N+1
ν[PN (C)] =
√
piΓ (N + 1)
Γ (N + 3/2) ≤
√
pi√
N + 3/4 .
This last inequality follows from Gautschi’s Inequalities (see Elezovic´ et al. (2000)). 
We can also write the bit length version of this theorem:
Theorem 10. Let W ⊂ PN (C) be a subset of the complex projective space. Assume that the
cone W˜ ⊂ CN+1 is an M-projection of an (s, d)-definable semi-algebraic complex subset, and
let h ≥ 2 + 2 log(N + 1) be a positive real number. Let P ∈ [0, 1] be the probability that
a randomly chosen point of bit length at most h belongs to W . Then, the following inequality
holds:∣∣∣∣P − ν[W]ν[PN (C)]
∣∣∣∣ ≤ 60C(s, d,M)(N + 1)3/22h ,
where C(s, d,M) is like in Theorem 7.
The following corollary follows from Theorem 10 and Beltra´n and Pardo (in press, Th. 1).
Corollary 7. Let V ⊂ PN (C) be a proper algebraic variety of complex codimension m of the
complex projective space, such that V can be expressed as the solution set of a system of s
equations of degree at most d. Let
Vε := {x ∈ PN (C) : dP(x, V ) ≤ ε},
and let h > 2 + 2 log(N + 1) be a positive real number. Let Pε ∈ [0, 1] be the probability that
a randomly chosen point of bit length at most h belongs to Vε. Then, the following inequality
holds:
Pε ≤ ν[Vε]
ν[PN (C)] +
60C(2, 2max{2, d}, 2N + 2)(N + 1)3/2
2h
,
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where C(2, 2max{2, d}, 2N + 2) is the constant of Theorem 7. Moreover,
Pε ≤ 2ds
(
eNε
m
)2m
+ 60C(2, 2max{2, d}, 2N + 2)(N + 1)
3/2
2h
.
Proof. We apply Theorem 10 to Vε. Observe that the cone V˜ε of Vε can be expressed as the
(2N + 2)-projection of an (2, 2max{2, d})-definable set. In fact, a point x ∈ CN+1 belongs to
V˜ε if and only if there exists a point y ∈ CN+1 ≡ R2N+2 such that y ∈ V and dP(x, y) < ε.
Now, this last condition can be expressed as
ε2 > dP(x, y)
2 = 1− |〈x, y〉|
2
|x |2|y|2 .
Hence, we add to the equations describing V an inequality of degree 4. Now, V can be seen as
the vanishing of s complex equations of degree d , that is 2s real equations of the same degree.
This can be replaced by only one equation: The sum of squares of all of them, that is only one
equation of degree 2d . As for the second part of the corollary, note that from Beltra´n and Pardo
(in press), the quantity ν[Vε]
ν[PN (C)] is bounded by 2D
( eNε
m
)2m
, where D ≤ ds holds for the Bezo´ut
number.
As an immediate consequence we also obtain the two following statements.
Corollary 8. Let V ⊂ PN (C) be a proper algebraic variety of complex codimension m of the
complex projective space, such that V can be expressed as the solution set of a system of s
equations of degree at most d. Let
Vε := {x ∈ PN (C) : dP(x, V ) ≤ ε},
be the tube of radius ε about V . Let h > 1 be a positive real number, such that
h = 6+ 3
2
log(N + 1)+ 4(N + 2)(6+ log d)+ h1,
for some positive real number h1 > 0. Let Pε ∈ [0, 1] be the probability that a randomly chosen
point of bit length at most h belongs to Vε. Then, the following inequality holds:
Pε ≤ ν[Vε]
ν[PN (C)] +
1
2h1
.
Moreover,
Pε ≤ 2ds
(
eNε
m
)2m
+ 1
2h1
.
Recall we have denoted by ∆ ∈ MN+1(C) Kostlan’s matrix, as defined in Blum et al. (1998).
Let f ∈ P(H(d)) be such that
f ∈ pi
(
∆−1ZN+1
)
,
where pi : CN+1 −→ P(H(d)) is the natural projection. We define the representative bit length of
f as the (usual) bit length of ∆ f . In order to understand this definition, let ∆−1 be the mapping
defined as follows.
∆−1 : (P(H(d)), can) −→ P(H(d))
f 7→ ∆−1 f,
C. Beltra´n, L.M. Pardo / Journal of Symbolic Computation 42 (2007) 4–29 27
where (P(H(d)), can) holds for the projective space P(H(d)) endowed with its canonical
Riemannian structure (namely, the structure inherited from the usual Hermitian product 〈·, ·〉2
in CN+1 ≡ H(d)). As observed in Castro et al. (2003), ∆−1 is an isometry. The representative
bit length of f ∈ P(H(d)), is exactly the bit length of the pre-image of f by ∆−1. Hence, the
representative bit length of f ∈ P(H(d)) is essentially equivalent to the number of bits required
to represent f in a Turing machine, via the isometry∆−1. Note that the set of points f ∈ P(H(d))
of representative bit length at most h is the image by∆−1 of the set of points f ∈ (P(H(d)), can)
of bit length at most h.
Then, Theorem 3 is an immediate consequence of the two following results.
Theorem 11. Let ε > 0 be a positive number. Let h > 1 be a positive integer such that
h = 6+ 3
2
log(N + 1)+ 4(N + n + 3)(4+ log(dr + d + 1))+ h1
for some positive real number h1 > 0. Then, the probability that a randomly chosen point of
representative bit length at most h belongs to the tube of radius ε about Σ r is at most
2
[
n∏
i=1
(di + 1)
](
n + 1
r
)(
n
r
)(
e Nn d ε
(n − r)2
)2(n−r)2
+ 1
2h1
.
Proof. This result is a direct consequence of Theorems 1 and 10. In fact, it suffices to prove that
the cone of the tube of radius ε about Σ r is the (2N + 2n + 4)-projection of a (2, 2(r + 1)d)-
definable set. In order to see this, observe that a system g ∈ H(d) belongs to this tube if and only
if there exists a pair ( f, ζ ) ∈ H(d) × Cn+1 such that:
‖ζ‖ = 1, f (ζ ) = 0, rank(dζ f ) ≤ r,
√
1− |〈 f, g〉∆|
2
‖ f ‖2∆‖g‖2∆
< ε.
Now, the first three conditions can be expressed as the vanishing of a system of one real equation
and n + (n+1r )(nr) complex equations of degree at most (r + 1)d. This may be replaced by a real
equation of degree at most 2(r+1)d . Thus the theorem follows since the constant of Theorem 10
becomes
(16(r + 1)d + 1)4(N+n+3). 
Theorem 12. Assume that di ≥ 2 for some 1 ≤ i ≤ n. Let 2 ≤ r ≤ n be a positive integer. Let
h > 0 be a positive number, such that
h = 6+ 3
2
log(N + 1)+ 4(N + n + 3) log(16nd + 1)+ h1,
for some positive real number h1 > 0. Then, the probability that a randomly chosen system
f ∈ P(H(d)) of representative bit length at most h has a solution ζ satisfying µ(r)norm( f, ζ ) > ε−1
is at most
D
[
2(n2 + n)1/2(r N )1/2ε
]2(n−r+2)(n−r+1) + 1
2h1
.
Proof. Let Qε be the probability that a randomly chosen system f ∈ P(H(d)) of representative
bit length at most h has a solution ζ satisfying µ(r)norm( f, ζ ) > ε−1. Let Sε be the cone in CN+1
of this set of polynomial systems. We prove that Sε is the 2N + 2n + 4-projection of a (2, 2nd)-
definable algebraic set. In fact, let ( f, ζ ) ∈ CN+1 × Cn+1 be a point such that f (ζ ) = 0,
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ζ 6= 0. Then, from Theorem 4 we know that µ(r)norm( f, ζ ) > ε−1 if and only if there exists
g ∈ P(H(d)) such that ζ ∈ V (g) and rank(Tζ g) ≤ r − 1, and dP( f, g) < ε. Hence, the
condition f ∈ Sε is equivalent to the existence of points ζ ∈ Cn+1, g ∈ CN+1, such that
f (ζ ) = 0, g(ζ ) = 0, ‖ζ‖ = 1, rank(Tζ g) ≤ r − 1 and dP( f, g) < ε. Now, as observed in Blum
et al. (1998),
dP( f, g) =
√√√√1− 〈 f, g〉2∆‖ f ‖2∆‖g‖2∆ .
The condition f (ζ ) = 0, g(ζ ) = 0, ‖ζ‖ = 1, rank(Tζ g) ≤ r − 1 can be expressed as the
vanishing of one real equation and 2n + (n+1r )(nr) complex equations of degree at most nd . This
is equivalent to the vanishing of 1 real equation of degree at most 2nd . Moreover, the condition
dP( f, g) < ε can be expressed as an inequality of degree 4. Thus, Sε is the 2N+2n+4-projection
of an (2, 2nd)-definable algebraic set, as wanted. The theorem follows from Theorem 10 and
Theorem 2. 
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