Marquette University

e-Publications@Marquette
Master's Theses (2009 -)

Dissertations, Theses, and Professional Projects

Investigating the Possible Sources of Error Using
the Method of Moments to Solve a Dielectric
Scattering Problem
Phillip D. Bishop
Marquette University

Recommended Citation
Bishop, Phillip D., "Investigating the Possible Sources of Error Using the Method of Moments to Solve a Dielectric Scattering Problem"
(2013). Master's Theses (2009 -). Paper 218.
http://epublications.marquette.edu/theses_open/218

INVESTIGATING THE POSSIBLE SOURCES OF ERROR USING THE
METHOD OF MOMENTS TO SOLVE A DIELECTRIC SCATTERING PROBLEM

by
Phillip D. Bishop, A.A.S., B.S.

A Thesis submitted to the Faculty of the Graduate School,
Marquette University,
in Partial Fulfillment of the Requirements for
the Degree of Master of Science.

Milwaukee, Wisconsin
August 2013

ABSTRACT
INVESTIGATING THE POSSIBLE SOURCES OF ERROR USING THE
METHOD OF MOMENTS TO SOLVE A DIELECTRIC SCATTERING PROBLEM
Phillip D. Bishop, A.A.S., B.S.
Marquette University, 2013
In an electromagnetic scattering problem, an incoming electromagnetic wave
interacts with an object. The object is typically located in some medium, such as free
space. When this electromagnetic wave becomes incident upon the object, the wave
scatters. The goal of this work is to analyze the scattered fields for three different
incoming wave types: a plane wave, a monopole line source, and a multipole line source.
Each source is incident on an infinitely long circular cylinder of lossless dielectric material.
Each source has a unique scattering characteristic.
The volume equivalence principle is used to replace the object geometry with
mathematically equivalent current filaments. An electric field integral equation is
developed using the volume integral method. The integral equation is solved by a linear
system of equations developed using the method of moments.
The method of moments solution is compared to the analytic solution to gauge the
accuracy of the method. Many properties of the problem are varied including: the
cylinder size, the dielectric constant, and, if applicable to the source type, the location,
polarity, and mode. Differences in accuracy due to field type are noted. It is the intention
of this research to lay the groundwork for a computer program capable of computing field
patterns for non-circular problem geometries which cannot be easily solved using a general
analytic approach. Examples of such problems include elliptical objects, objects with
sharp corners, three dimensional objects, and objects with gradient features or varying
dielectric properties.
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1
Chapter 1:

Introduction

An electromagnetic scattering problem involves an electromagnetic wave incident upon an
object located in some medium. When an incoming wave is incident upon the object the
wave scatters, producing a constructive and destructive pattern. This work focuses on
solving for that scattered pattern. Peterson, Ray, and Mittra state that “the study of
electromagnetics involves the application of (Maxwell’s equations) to a specific geometry
and their subsequent solution to determine the fields present within the inhomogeneity,
the fields scattered in some direction by the presence of the inhomogeneity” [1]. Solving
for the scattered field is not trivial. The solution depends upon the properties of the
incoming wave, the scattering object, and the surrounding medium. There are a variety of
methods to solve electromagnetic scattering problems including finite difference time
domain [2, 3], finite element modeling [4], the generalized multipole technique [5], nested
equivalence principle (NEPAL) [6], the method of moments [1, 2, 4, 7, 8, 9], and solving
directly, using an analytic method [7, 10, 11].
Analytic solutions to simple scattering problems have been widely published in
textbooks [4], technical reports [10, 11], and journal articles [12, 13]. An analytic solution,
however, can only be applied to relatively simple geometries. Richmond states that
rigorous solutions are available for homogeneous dielectric cylinders of circular or elliptical
cross sectional area, but that only approximate solutions exist for cylinders of other
shapes [13]. It is desired to solve such problems using a numerical method so that the
knowledge obtained from implementing the method would make it possible to solve more
complex problems where an analytic solution is not possible. In addition, solving an
analytically known problem using another method allows a direct comparison of results for
verification of the method.
In this work, a dielectric cylinder scattering problem will be investigated and
solved using the method of moments. The analytic solution for this problem is known
[10, 11], and the results can be compared directly to verify that the method of moments
solution is accurate.

2
1.1

Problem Statement

A dielectric cylinder, infinite in height, is located in free space. The cylinder consists of a
linear, isotropic, and homogeneous, dielectric material with a lossless relative permittivity,
r . An electromagnetic wave is incident upon the cylinder and scatters. The pattern of the
scattered field depends on the nature of the incident field, the cylinder radius, and the
dielectric constant of the cylinder material.
An electric field integral equation (EFIE) is developed here from Maxwell’s
equations utilizing the volume equivalence principle [7]. The volume equivalence principle
allows for the object, located in free space, to be replaced by an equivalent surface current.
The magnitude and phase of the current is unknown. The method of moments [1, 7, 8],
also known as the method of weighted residuals, method of projections, or Petrov-Galerkin
method [14] is used to solve for the unknown current at locations placed throughout the
problem geometry. The method, developed around 1920 by Russian engineer Boris
Galerkin, allows for linear functional equations to be transformed into linear matrix
equations [15]. Once the matrix is solved, the now known current is used to calculate the
scattered far field. The far field pattern is compared to the analytic solution for accuracy.
Many problem parameters will be varied to test the robustness of the numerical technique.

1.2

Motivation

Peterson’s journal paper gives some insight into the use of electromagnetic analysis. “The
scattering of electromagnetic waves from dielectric bodies is of wide interest because of
applications such as aperture blockage on radiating antennas, radar signatures of aircraft
and missiles, and power deposition in biological tissues” [16]. There are many geometries
that are not easily solved using an analytic method. This work solves a known scattering
problem using one numerical technique; however, it may serve as the foundation for
solving geometries for which an analytic solution does not exist. In this work, it was found
that not only did the incident field type affect the accuracy of the solution, but also the
parameters used when implementing the method of moments.

3
1.3

Other Work

The perfectly conducting cylinder case was investigated by Welcenbach using the method
of moments [17]. Instead of the volume integral formulation used here, Welcenbach
developed the electric field integral equation using a surface integral formulation. The
surface integral formulation requires the circumference of the cylinder to be covered with a
fixed number of points. The distance between each point along the cylinder’s
circumference is dependent only upon the number of unknowns used. It can be reasoned
that as the number of unknowns used to solve the problem increases, the solution error
would decrease. The root-mean-squared error data shown for the perfectly conducting
case represents a monotonically decaying error as more unknowns are used to solve the
integral equation. An example data set is shown in Fig. 1.1. This expectation was kept in
mind as the error data was examined for the dielectric cylinder case.

Figure 1.1: Error Data for PEC Cylinder Case, Plane Wave Incident Field; three different cylinder radii. As the number of unknowns
used to solve the EFIE is increased, the error decreases monotonically.
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Many publications, listed below, detail this problem geometry, or problems with
similar characteristics, and have had a wide range of success computing a solution. These
publications, in some cases, describe differences in problem setup leading to the method of
moments numerical method implementation. Bleszynski’s formulation utilizes an
“adaptive integral method”, involving impedance matrix compression, and sequential and
massively parallel solvers based on the method. The method was successfully able to
compute solutions for a variety of scattering problems, including realistic and complex 3D
objects, both perfectly and non-perfectly conducting, up to an electrical size of 70λ x 40λ
x 15λ, but required between 400 and 2000 unknowns depending on the problem shape
[18]. Kottmann was able to avoid an issue computing solutions for high dielectric bodies
by implementing triangular, rather than square or circular, solution regions [19]. Makarov
implemented tetrahedra as the solution cell geometry and found that a minimum of eight
per wavelength must be used for an accurate result, but that convergence was slow [20].
Medgyesi-Mitschang utilized the method of moments formulation, stating that it showed
robustness in resonance and trans-resonance regions, and used flat triangular facets as the
solution cell geometry [14]. Ney notes that success with “the method of moments lies
mostly with the (appropriate) choice of basis functions” [15]. Sarkar found success with
both the surface and volume integral formulation. His surface integral method utilized
equivalent electric and magnetic surface currents with triangular patches, while the volume
integral method utilized an equivalent electric polarization current and cubical cells [21].
A controversy between Richmond’s [12, 13] development and Peterson’s [16]
extension of that work exists. In an attempt to find a solution to Richmond’s pitfalls with
high dielectric bodies Peterson developed a magnetic field integral equation (MFIE), the
alternative formulation to the EFIE used in this work, and found success when utilizing
more than 100 unknowns per square wavelength inside the dielectric, noting that this cell
density requirement is consistent with solutions to other integral equations. He notes that
Richmond’s EFIE, pulse basis functions, and point matching testing functions cause
“fictitious charge layers” throughout the interior of the cylinder. The charge layers do not
have a significant effect until a relative permittivity greater than approximately 10 is used,
causing an unstable solution. The fictitious charge layers can be avoided with the use of
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higher order basis functions. He goes on to note that there is considerable controversy in
some of the widely used volume integral methods when large, complex, permittivity
problems are investigated. Richmond’s work, and Peterson’s findings, are important as
they relate directly to the problem geometry under investigation here. This work utilizes
the same pulse basis functions and point matching, as well as an EFIE development like
that of Richmond. Richmond describes the relationship between the relative electric
permittivity and cell size, stating that the radius of the cell must be small in comparison
to a dielectric wavelength, otherwise unstable solutions may be found. Unfortunately,
Peterson concludes that Richmond’s EFIE is not the best choice for high permittivity
material, since the cell sizes must be electrically small, when the dielectric wavelength is
already very short. This issue was under consideration when analyzing the results of the
method of moments in this work.
Wu analyzed lossy dielectric cylinders of arbitrary cross section using a surface
integral equation formulation and flat pulse expansion and point matching. Wu found
success with finding the surface fields and radar cross section on circular homogeneous
dielectric cylinders and dielectric coated conducting cylinders. He was also able to extend
the work to homogeneous, lossy, elliptical cylinders, and wedge semicircle cross sectioned
cylinders. He looked in depth at the dependencies of frequency and conductivity on the
accuracy of the solution. Wu goes further than Richmond or Peterson and states a
possible solution to the numerical stability issue in high relative permittivity problems.
The condition number of the matrix is a good indicator of the potential for numerical
instabilities of the solution [22]. Wu was only able to detect this error, he was not able to
correct for it.

1.4

Organization of Thesis

The method of moments is one of many numerical techniques which can be used to solve
electromagnetic scattering problems. The initial focus of this work was to investigate the
dependence of the incident field on the method of moments solution accuracy. It became
much more than that. The preceding sections introduced the problem as it exists in
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current literature. No journal articles or textbooks have been found which detail the
specific issues encountered in this research. In Chapter 2 an electric field integral equation
(EFIE) is developed from Maxwell’s equations utilizing both the volume equivalence
principle and the volume integral method [7]. The EFIE is then solved by writing a linear
system of equations using the method of moments [1]. The final section describes the C++
code implementation to computationally solve the system of equations. In Chapter 3 a
number of graphics depicting the data computed using the C++ code are presented. Two
types of graphs are shown. The percent error of the method of moments far field solution,
as compared to the analytic solution, is shown on a scatter point plot. Many problem
parameters were varied totalling 19 simulations over three different source types. Select
cases of the far field pattern are shown on a polar chart to visually inspect the accuracy of
the pattern. A large amount of data was generated, therefore only select far field patterns
are shown which help describe the limitations of the method. A number of issues are
discussed in this section utilizing these graphics. Final remarks are made in Chapter 4
regarding the findings of this research and how it can be applied to future problems. A
number of possibilities exist to continue this work, both by improving the current method
and also extending the method (and C++ code) to non-standard problem geometries.

7
Chapter 2:

Theory

Fig. 2.1 shows the geometry of the problem to be investigated. A region of free space, R1 ,
has the material properties 0 and µ0 . This region contains an infinitely long dielectric
cylinder, along the z-axis, with a known radius and a dielectric permittivity, , with a
specified real-valued relative dielectric permittivity, such that  = 0 r . The relative
magnetic permeability is equal to one, therefore µ = µ0 , and conductivity, σ, is equal to
zero for the dielectric material. The inside of the cylinder is denoted R2 .
Three incident field types will be used in this work: a plane wave, a monopole line
source, and a multipole line source. The plane wave is shown in the figure as an example.
The plane wave incident field will travel in the +x-direction. The monopole and multipole
line sources will be placed on the −x-axis, outside of the cylinder. The electric field is
chosen to be transverse magnetic to z so that the magnetic field is in the x − y-plane.

Figure 2.1: An infinitely long dielectric cylinder is located in free
space with shown properties. A plane wave source is present as an
example incident field.
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2.1

Volume Equivalence Principle

The volume equivalence theorem can be used to solve for the fields in both regions R1 and
R2 . The development from Maxwell’s equations, here, is based upon that shown in [7].
Maxwell’s equations describe the mathematical relationships between an electric current,
J i , and magnetic current, M i , which create an electric field, E 0 , and magnetic field, H 0 .
No object is present in this situation. Maxwell’s equations for the free space case are:

∇ × E 0 = −M i − jωµ0 H 0

(2.1)

∇ × H 0 = J i + jω0 E 0

(2.2)

where E 0 is the total electric field in free space, H 0 is the total magnetic field in free
space, M i and J i are unspecified forcing functions, j is the imaginary number equal to
√
−1, ω is the frequency in radians per second, and µ0 and 0 are the free space magnetic
permeability and electric permittivity, respectively.
The equations can be written for the fields with an object present, having material
properties r and µr :
∇ × E = −M i − jωµH

(2.3)

∇ × H = J i + jωE

(2.4)

where E and H are the fields with the object present and µ = µ0 µr and  = 0 r . The
subscript “i” in Ji and Mi indicates an impressed current. They represent the same
forcing function in both sets of equations.
The above equations describe two situations. Equations (2.1) and (2.2) describe a
free space region with a source present. These are the incident field equations. Equations
(2.3) and (2.4) describe the fields created in the same region, with the same source, this
time with an object present. These are the total field equations in the presence of an
object.
i

The total field, E, can be written as the sum of the incident field, E , and the
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s

scattered field, E , or:
i

E =E +E

s

(2.5)

i

i

where E is equivalent to E 0 , above. The incident field will be denoted E from now on.
The two sets of equations, above, describe the incident field and total field cases.
They can be subtracted from each other to find a set of equations describing the scattered
field only:
∇ × (E − E 0 ) = −jω(µH − µ0 H 0 )

(2.6)

∇ × (H − H 0 ) = jω(E − 0 E 0 )

(2.7)

The equations are further reduced by consolidating the permittivity and permeability
quantities on the right hand side of each equation:
s

∇ × E = −jω(µ − µ0 )H − jωµ0 H
s

∇ × H = jω( − 0 )E + jω0 E

s

s

(2.8)

(2.9)

Equations (2.8) and (2.9) can be compared to Maxwell’s equations. The form of
the equations is very similar, leading to the definition of the following quantities:

J eq = jω( − 0 )E

(2.10)

M eq = jω(µ − µ0 )H

(2.11)

However, as defined for this problem, µr is equal to 1, therefore µ = µ0 , which
forces Meq to zero everywhere. Additionally, outside of the object, J eq also goes to zero
because r is equal to 1. Equation (2.10) is, therefore, valid both inside and outside of the
object. Substituting these quantities into (2.8) and (2.9) leads to the final relationship
defining the scattered field for this problem:
s

∇ × E = −jωµ0 H

s

(2.12)
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s

∇ × H = J eq + jω0 E

s

(2.13)

Equations (2.12) and (2.13) define the scattered field in a region of space
containing both a source and object with defined material properties. To develop this set
of equations the object itself is modeled as a set of equivalent currents which create the
electromagnetic fields in the region. The object is replaced by these modeled sources in
Maxwell’s equations to create a set of equations in free space which still takes into account
the object’s presence. It is important to note that these equations are no easier to solve
than the original problem. Medgyesi-Mitschang found that utilizing an integral
formulation of Maxwell’s equations was an attractive approach to solving scattering
problems, as “the boundary conditions are easily incorporated and the radiation condition
s

is implicitly satisfied” [14]. An integral formulation for E will be developed next.

2.2

Surface Integral Method

Two integral formulations are possible. The volume integral formulation, which is used in
this work, places solution points throughout the interior of the object, while the surface
integral formulation places solution points only around the object boundary [22], as in
[17]. The surface integral method has one primary advantage. Since the solution points
are placed only along the object’s perimeter, far fewer unknowns are needed to find a
solution in comparison to the volume integral method. This results in a significantly faster
computation time. Similarly, the surface integral for this problem becomes a
one-dimensional integral equation, which is more easily solved than the two-dimensional
equation for the volume integral case. Additionally, [1] states that if the problem
geometry is a homogeneous material, only the surface integral formulation is necessary. A
C++ program was written using the surface integral formulation found in [1].
Unfortunately the code failed to produce a correct far field pattern for this problem
geometry using a number of dielectric material properties.
In a later chapter of their book, Peterson, Ray, and Mittra state that “... certain
surface integral equations may not produce unique solutions if applied to closed geometries
that also represent resonant cavities” [1]. The interior resonance issue lies within the
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Bessel functions. No unique eigenvalue solution can be found at the zeros of the Bessel
functions in this development. Peterson, Ray, and Mittra go further to state that “If the
matrix eigenvalue is zero to machine precision, any multiple of the corresponding
eigenvector will satisfy the matrix equation” [1]. Even in the case of a non-zero, but small
eigenvalue, the matrix becomes nearly singular and the solution is far less stable.
“All the surface integral equation formulations discussed ... suffer from this
problem, including those for homogeneous dielectric and impedance bodies” [1]. It is
unclear why this statement was only made in a later chapter, and not during the surface
development chapter of the book. Nonetheless, Peterson, Ray, and Mittra point toward
the volume integral formulation when non-unique solutions are found. “The volume
integral equations do not suffer from this type of difficulty...” [1]. Balanis also
recommends utilizing the volume integral method for geometries with dielectric material.
“The volume equivalent current densities are most useful for finding the fields scattered by
dielectric obstacles” [7].
An electric field integral equation for this dielectric cylinder geometry is developed
using the volume integral method utilizing [7] next.

2.3

Volume Integral Equation

Recall in the original problem that the electric field in the region of the object is only in
s

s

the z-direction and is T M z . That is, E = êz Ez (x, y), and, therefore, ∇ · E = 0. The
vector potential, A, will also be used in this derivation. The vector potential provides a
s

link from a source quantity to a field quantity. Since E = −jωA, it can be stated that
A = êz A(x, y), and, ∇ · A = 0. The vector potential will be used to rewrite the coupled
system (2.12) and (2.13) into one equation for the scattered electric field in terms of the
unknown current, Jeq .
Equations (2.12) and (2.13) can be decoupled by taking the curl of both sides of
(2.12) and substituting (2.13). That is:
s

∇ × ∇ × E = −jωµ0 ∇ × H

s

(2.14)
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s

The quantity ∇ × H can be replaced by (2.13):
s

s

∇ × ∇ × E = −jωµ0 (J eq + jω0 E )

(2.15)

∇ × ∇ × Φ = ∇(∇ · Φ) − ∇2 Φ

(2.16)

The vector identity:

is used to rewrite the equation in a different form:
s

s

s

∇(∇ · E ) − ∇2 E = −jωµ0 (J eq + jω0 E )
s

(2.17)

s

The term ∇(∇ · E ) is zero when ∇ · E is equal to zero. Distributing the constants results
in:
s

∇2 E = jωµ0 J eq − ω 2 µ0 0 E

s

(2.18)

Letting k 2 = ω 2 µ0 0 and rearranging yields:
s

s

∇2 E + k 2 E = jωµ0 J eq

(2.19)

Solving the coupled system of two equations eliminates one equation and one unknown. It
s

is also possible to solve for H ; however, the wave equation for H is not needed in this
development.
In general, the magnetic and electric vector potentials, A and F , respectively,
provide links between sources, J and M , and fields, E and H. The vector potentials have
known solutions for well specified problem configurations, such as the one shown in (2.19).
s

The scattered electric field, E , will be solved in terms of the magnetic vector potential,
A. The vector F is also equal to zero since M eq is equal to zero in this problem. For
problems of the form shown in (2.19) the electric field, E, is written:

E = −jωA − j

1
∇(∇ · A)
ωµ

(2.20)

However, the equation can be reduced. Recall that ∇ · A is zero as A only has a
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z-directed component and is only dependent on x and y. Equation (2.20) can be rewritten
as the scattered field for this specific geometry:
s

E = −jωA

(2.21)

where A is given, in three dimensions, for problems of the form of (2.19) as [7]:
µ
A(x, y, z) =
4π

ZZZ

J(x0 , y 0 , z 0 )
V

e−jβR 0
dv
R

(2.22)

and R is the distance between the source point and observation point, written as:

R=

p

(x − x0 )2 + (y − y 0 )2 + (z − z 0 )2

(2.23)

Because the problem geometry is two-dimensional, (2.22) can be reduced to a
two-dimensional surface integral equation by integrating over z 0 [1]:
ZZ
Az (x, y) =
(2)

where H0

J z (x0 , y 0 )

1 (2)
H (kR)dx0 dy 0
4j 0

(2.24)

is a Hankel function of the second kind and order zero representing an

outgoing, cylindrical, travelling wave, k is the wave number, and R in two-dimensions is:

R=

p
(x − x0 )2 + (y − y 0 )2

(2.25)

The problem geometry reduces to Fig. 2.2 when all two-dimensional simplifications are
applied.
The total field in the region can be written as the addition of the incident field and
the scattered field:
i

s

E(x, y) = E (x, y) + E (x, y)

(2.26)

Two of the three electric field quantities are known. The scattered field can be found
using (2.21), (2.24), and (2.25). The incident field is known and depends on the source
type chosen for analysis. An equation for the total field can be written using J eq , where
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Figure 2.2: A single slice, in the x, y-plane, at z = 0, of an infinitely long dielectric cylinder is located in free space with shown
properties. A plane wave source is present as an example incident
field.
J eq is equal to êz Jz . Rearranging (2.10), and changing notation to be consistent with the
problem development, yields an equation for the total field in free space:

Ez =

Jz (x, y)
jω0 (r − 1)

(2.27)

Equation (2.26) can be rewritten to include the total and scattered fields. An
integral equation for the unknown currents, Jz , is derived in terms of the known incident
field, Ezi :
Ezi (x, y)

Jz (x, y)
=
+ jω
jω0 (r − 1)

ZZ

Jz (x0 , y 0 )

1 (2)
H (kR)dx0 dy 0
4j 0

(2.28)

This integral equation will be solved using the method of moments. “A system of linear
equations is obtained by enforcing at the center of each cell the condition that the total
field must equal the sum of the incident and scattered fields” [12]. This integral equation
is solved based upon the formulation given in [1].

2.4

Method of Moments

The disk shown in Fig. 2.2 represents the cylinder cross section. It can be divided into
cells of equal area, as shown in Fig. 2.3. The E-field intensity within each cell is unknown,
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and must be found [12].

Figure 2.3: The problem geometry is divided into squares of equal
area. As the area of each square is reduced the border of the circle is
represented more accurately.
The superposition of these point-like current elements, Jz , uniformly spaced on
Cartesian grid nodes [18] are the discretized 2D pulse basis functions. The function is
defined as:
pn (x, y) =




1

if (x, y) ∈ cell n



0

otherwise

(2.29)

and the unknown current, Jz , is represented by a discretized current, dependent on the
superposition of each current filament:

Jz (x, y) ∼
=

N
X

jn pn (x, y)

(2.30)

n=1

Equation (2.28) can be rewritten in terms of the discretized current:

Ezinc (x, y)

∼
=

N
X
n=1


jn

ηpn (x, y)
+ jkη
jk[r (x, y) − 1]

ZZ
cell n

1 (2)
H (kR)dx0 dy 0
4j 0


(2.31)

If (2.31) is enforced at the center of each cell, then a system with N cells produces
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an N × N system of linear equations:


Ezinc (x1 , y1 )
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Ezinc (xN , yN )
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Z1N

 



Z2N 





ZN N



j
 1
 
 j2 
 
 . 
 . 
 . 
 
jN

(2.32)

where Ezinc (x, y) is the known incident field, dependent on x − y, jn is the discretized,
unknown, current amplitude, and the Z-matrix is given by:

Zmn

kη
=
4

ZZ

(2)

cell n

H0 (kRm )dx0 dy 0

m 6= n

(2.33)

and
Zmm

η

kη
=
+
jk(rm ) − 1
4

ZZ

(2)

cell m

H0 (kRm )dx0 dy 0

(2.34)

where
Rm =

p
(xm − x0 )2 + (ym − y 0 )2

(2.35)

The evaluation of the integral over cell n still remains. The integral can be
approximated by converting the square area into a circle of equivalent area. Utilizing
circular cells has the added benefit of reducing the computation time [13]. The equations
for the Z-matrix then become:

Zmn =

ηπan
(2)
J1 (kan )H0 (kRmn )
2

m 6= n

(2.36)

where
Rmn =

p
(xm − xn )2 + (ym − yn )2

(2.37)

and
Zmm =

ηπam (2)
jηrm
H1 (kam ) −
2
k(rm − 1)

m=n

(2.38)

Equation (2.36) defines the off-diagonal matrix entries, while (2.38) defines the
diagonal entries. The equivalent area circle has a radius given by an . Here the Bessel
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function of the first kind, denoted by J1 , and the Hankel function of the second kind and
(2)

order one, denoted by H1 , are used in the formulation. The incident field equations used
in the code are presented in (3.3), (3.4), (3.6). The Z-matrix equations are shown in
(2.36), (2.37), and (2.38). The matrix is inverted to solve for the unknown current
amplitudes, jn , at a specific number of points.
The method for distributing the unknowns throughout the cylinder geometry is a
simple grid placement. Starting at the origin, each quadrant of the cylinder is filled with
points by first filling the x-axis, incrementing once in +y, and filling +x again. Points
located exactly on, or outside of, the cylinder boundary are rejected. Duplicate points
along the x and y-axis are avoided by this method of point allocation.
The system of matrix equations shown in (2.32) was solved using the C++
programming language.

2.5

Code Implementation

The method of moments implementation of the volume integral formulation was coded in
the C++ programming language using the Bloodshed Dev-C++ [23] compiler for
Microsoft Windows. A set of three similar programs each provide different data depending
on the output desired for analysis. The first program, die cyl ff, provides a
root-mean-squared error (RMSE) dataset for each possible set of unknowns. The program
computes an RMSE value for each d value over a range from a maximum of the cylinder
radius to 0.0235λ with all other variables held constant. The value of d is decremented by
10−6 λ per simulation. The variable d represents the distance, in wavelengths, between
solution points located throughout the cylinder. The value 0.0235λ was chosen such that
the program would finish executing after computing approximately 1,400 unknowns for a
cylinder radius of 0.5λ. The program records the best RMSE, d value, and number of
unknowns to the output file as the number of unknowns changes. In this case a large
number of simulations results in a small amount of data written to the output file. This
particular program was used to generate the data for the RMSE plots presented in
Chapter 3. Each data point shown on any given RMSE plot represents tens, hundreds, or
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possibly even thousands of simulation cases. Optimizing these routines was beyond the
scope of this work.
The second program, die cyl single, generates the far field pattern output for a
specific d value. This program was used to generate each of the far field polar plots shown
in Chapter 3.
The third program, die cyl all, is the same as the first program, except the user
inputs a start and end value of d manually and the program outputs an RMSE value for
every decrement of d between those two values. This program was used to create Fig. 3.4
and verify that the first program was, indeed, selecting the best d for each set of
unknowns appropriately. In addition, this code provided insight into other issues when
implementing the method of moments solution of the scattering problem.
Each program is capable of reading in either user input data or the same data
contained in an input file. The program can handle any size cylinder, any real-valued
dielectric permittivity, and any one of three incident field types. The program can handle
a maximum matrix size of 4,000 x 4,000, or 16 million complex-valued elements.
Additionally, the program employs numerous error checks to verify that the user inputs to
the program are appropriate. If the user input is incorrect, or the program cannot
complete, it will quit with an error message.
All RMSE calculations require an input file for analytic data to be read in for
comparison to the generated method of moments far field pattern. Richie [10, 11] provided
the analytic solution far field magnitude data for each requested set of simulation
parameters. Error handling was built in to verify that the correct far field data points
were matched when computing error between the two data sets.
After all of the user input is completed, and the solution points are placed
throughout the geometry, the program proceeds to create the three matrices required to
solve the problem. The incident field vector is created using the equation for a plane wave,
a monopole line source, or a multipole line source incident field. The impedance matrix is
created based upon the discrete formulation shown in (2.36), (2.37), and (2.38). The
solution to the matrix equation is then solved using an iterative solver, which leaves the
original matrix intact [1]. This solution finds the Jn vector of the linear system of
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equations by solving the matrix in (2.32).
The Jn vector is then radiated in free space to find the relative far field electric
field magnitude. This calculation is based upon the type of incident field selected. For a
plane wave incident field, the far field calculated is the scattered field only. For the
monopole or multipole cases the far field is the scattered field plus the contribution of the
monopole or multipole to yield the total far field pattern.
The far field data is then normalized and the absolute value of the normalized
value is recorded. The absolute value of the normalized far field data is calculated at each
φ degree, for 361 data points. Since φ values at 0 and 360 degrees are identical, the final
data point is ignored. Each of the 360 data points is then compared to the analytic result
and a root-mean-squared error (RMSE) value, in percent, is output to a file.
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Chapter 3:

Results and Analysis

The results of the simulations are analyzed both numerically and graphically.
Root-Mean-Squared Error (RMSE) data comparing the method of moments solution to
the analytic solution are used to gauge the accuracy of the method of moments solution.
The percent error is plotted against the number of unknowns used in calculating the far
field pattern. This results in a numerical percent error shown for each set of unknowns
solved. Two journal articles offered guidance as to the number of unknowns necessary to
calculate an accurate far field pattern. Work by Bleszynski [18] claimed that 400
unknowns was sufficient for a flattened shape, but required 2000 unknowns for an
“unfavorable spherical shape”. The dimensions of the object under test are not clear in
this case. Additionally, Richmond states that “the linear equations are accurate when the
(dielectric) radius is small in comparison to a wavelength in the dielectric material” [13].
Work by [16] offered an additional suggestion, requiring 100 unknowns per square
dielectric wavelength, being consistent with the cell densities required for accurate
solutions in previous work. Using this guideline, it follows that for a 0.5λ cylinder radius,
and dielectric constant of 2.56, about 200 unknowns should be necessary for an accurate
far field pattern.
The in-dielectric wavelength is calculated using [16]:
1
λ0
λd = p
(|r |)

(3.1)

where λ0 is the free space wavelength (equal to one in this work) and λd is the wavelength
inside of the dielectric material.
A graphical comparison of the analytic and method of moments patterns is shown
graphing on a polar plot. Only a select number of cases are presented, typically a case
with very little error, followed by a case of more extreme error. The intention is to first
show that the method of moments solution is able to produce an accurate far field
pattern, but, also, to reveal how an inaccurate pattern differs from the analytic solution
pattern in three ways: magnitude, phase, and shape. The magnitude differential is easily
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visible when the pattern does not lie directly on top of the analytic solution pattern. The
shape of the pattern deals with the number and location of the lobes. An incorrectly
computed solution, often, will be missing a number of the smaller lobes in the pattern.
Finally, the phase differential of the plot has to do with the orientation of the lobes. The
magnitude and shape of the pattern may be correct, but one, or more, lobes may appear
to be shifted with respect to the analytic solution pattern.
A method of moments solution is generated for each far field φ at increments of
one degree. Each far field solution point is then compared to the analytic solution and the
difference at each point is summed to give a total error. The root-mean-squared error
between the analytic solution and the method of moments solution is calculated using the
equation:
v
u
◦
X  EA (φ) − EM oM (φ) 2
u 1 360
t
× 100%
360
EA (φ)
◦

(3.2)

φ=1

where φ is the far field pattern angle in degrees, EA (φ) is the analytic solution electric
field magnitude of the far field pattern at point φ, and EM oM (φ) is the method of
moments solution electric field magnitude of the far field pattern at point φ. By inspection
of (3.2), the error value produced becomes biased if there are extreme nulls in the analytic
solution pattern. Another formula was used by [19] to compute error which reduces the
effect of a null in the analytic solution by squaring the term in the denominator; however,
this does not address the possibility of a true zero from appearing in the far field pattern.
Analytic solution data is generated using [10, 11] making it possible to compare
data for any combination of input variables. Most of the solution data are generated using
a cylinder radius of 0.5λ, but other cylinder radii are investigated as well. Three different
incident field types are tested: a plane wave, a monopole line source, and a multipole line
source. The order and phase of the multipole line source is varied. Many different
combinations are considered.
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3.1

Plane Wave

The equation for a T M z plane wave travelling in the +x-direction incident on the cylinder
is:
E = êz E0 e−jkx

(3.3)

where E is the complex-valued plane wave electric field, êz is the unit vector direction, E0
is the magnitude of the plane wave electric field (E0 = 1), and e−jkx represents a
travelling wave in the +x-direction.
The plane wave incident field is the type of incident field most used in this
research. Many simulations are shown using this incident field, including multiple cylinder
diameters and multiple dielectric constants (relative electric permittivity). The plane wave
incident field data is presented below.

3.1.1

RMSE

The RMSE results for a plane wave incident field upon a dielectric cylinder of varying
radius and relative electric permittivity are discussed in this section.
Fig. 3.1 shows RMSE data for a plane wave incident field, a cylinder radius of
0.5λ, and relative electric permittivity of 2.56. The number of unknowns is shown on the
x-axis and the percent root-mean-squared error is shown on the y-axis. All data is
generated using die cyl ff, which generates only RMSE data for an increasing number of
unknowns.
The figure shows a surprising result: more solution points do not guarantee a more
accurate solution. Previous research by [17] on the perfect conducting cylinder indicated
that as more unknowns were used the solution error would decrease monotonically. This is
not the case here. Compare the two marked data points in Fig. 3.1 at 437 and 441
unknowns. The solution is actually far worse at 441 unknowns, going from an RMSE of
2.24% to 9.2%, at the two points, respectively. In addition, the point marked at 137
unknowns shows an excellent accuracy using 300 less unknowns in the computation. This
variation can be seen in all dielectric cylinder data computed in this work. Bleszynski’s
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Figure 3.1: RMSE data for a plane wave incident field and cylinder
radius = 0.5λ with r = 2.56.
work [18] also found that the relative error oscillated when plotted as a function of
distance between basis functions, and attributed it to numerical round-off error during
computation. A literature review found only one author [16] who attempted to explain
this fluctuation. He hypothesized that “fictitious charge layers” were the cause of the error
and could be avoided by continuing Richmond’s [13] work and utilizing higher order basis
functions. It was of great interest in this work to discover and understand why this
oscillation is occurring. As mentioned in the volume integral method section, the
placement of the points throughout the cylinder has a significant effect on these results.
Additional relative electric permittivity values are investigated. Fig. 3.2 shows a
comparison of RMSE data for a plane wave incident field, a cylinder radius of 0.5λ, and
dielectric constants of 2.56, 8, and 16. The same type of RMSE oscillation is apparent
using a range of relative electric permittivity values. Notice that there is also a significant
increase in percent error for the r = 8 and 16 cases over the r = 2.56 case.
A number of cylinder radii are also investigated. Fig. 3.3 compares RMSE data for
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Figure 3.2: RMSE data for a plane wave incident field and cylinder
radius = 0.5λ with r = 2.56, 8, 16.
a plane wave incident field, a variety of cylinder radii, and a relative electric permittivity of
2.56. The trend of oscillation of the error as more unknowns are used in the computation
is seen again in these cases. Similar to Fig. 3.2, where r = 8 is particularly oscillatory,
the cylinder radius of ρ = 1.0 is notably worse than the other cylinder radii shown.
In all of the presented cases, for a variety of dielectric constants and cylinder radii,
the RMSE value fluctuates in much the same way. The simple rule of thumb that 400
unknowns [18] or 100 unknowns per wavelength [16] is sufficient does not seem applicable
here. In an effort to determine why this oscillation of RMSE values is occurring, a graph
of every d value for three cases of unknowns: 129, 137, and 145 is plotted in Fig. 3.4.
There are many values of d which result in the same number of unknowns being
used in the method of moments solution. This is because a small change in the point
spacing does not necessarily result in more unknowns fitting inside the cylinder boundary.
Fig. 3.4 represents approximately 7,600 simulations, corresponding to every d value
calculated between 0.079056λ and 0.071429λ, which represents an RMSE for all of the
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Figure 3.3: RMSE data for a plane wave incident field and a variety
of cylinder radii with r = 2.56
possible point distributions resulting in 129, 137, and 145 unknowns. Note that as d is
made smaller more unknowns are used, so d is plotted from largest to smallest. For any d
value representing each of the three distributions of points, that is, 129, 137, and 145
unknowns, only one value of d results in the most accurate solution. The C++ program
used to generate RMSE data, die cyl ff, automatically selects the best d value of each
number of unknowns. For example, the marked data point in Fig. 3.4 indicates 137
unknowns at 0.076283λ, and an RMSE value of 2.59%. This data point corresponds to the
left-most marked data point in Fig. 3.1, at 137 unknowns. Additionally, it can be seen
that no value of d for 129 or 145 unknowns results in a better RMSE value than the
indicated data point on the 137 unknowns line. The point locations for three cases from
Fig. 3.4 are plotted in Fig. 3.5 to show how the point locations change as d is varied.
In Fig. 3.5 the red dots represent the case of 129 unknowns. As d is decreased, the
case of 137 unknowns occurs, represented by the green and dark blue dots. It is easily
seen that the eight additional dots occur by including two additional points at each 45
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Figure 3.4: A comparison of d values for 129, 137, and 145 unknowns. Many possibilities exist for placing a fixed number of unknowns inside of the cylinder geometry.
degree angle in each of the four quadrants. The red dots that appear to be missing are
actually located just beyond the blue-green combination, and are located just outside the
cylinder boundary. A very important question can be asked: what d value corresponds to
the best RMSE for a given set of unknowns? In this case the blue dots result in a more
accurate solution than the green dots, but this can only be known by an inspection of the
far field pattern.
Two conclusions can be drawn from this information. First, for a given number of
points, only one value of d will result in the most accurate solution. Second, it is possible
that some combinations of points simply do not fit as well on the cylinder as other
combinations, therefore producing a less accurate far field pattern. The C++ code
computes the RMSE for every possible d value, to six decimal places, in an effort to find
the best d for each set of unknowns. A typical RMSE plot for a 0.5λ cylinder contains
about 130 data points, with each data point representing the best d value for that number
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Figure 3.5: A comparison of unknowns placement on a 2D disk.
The red dots represent 129 unknowns. The green and dark blue dots
represent 137 unknowns with different placement dependent on the
corresponding d value.
of unknowns. However, each data point represents hundreds, or thousands, of simulations
to determine which d value is best. A typical plot, like Fig. 3.1, comprises 130 data
points, representing over 470,000 simulations. There is an opportunity for optimization in
this area.
Fig. 3.6 describes the case of r = 4 for a plane wave incident field and a cylinder
radius of 0.5λ. It is worth noting this specific case for its poor performance over a range of
unknowns, performing as poorly as 650% error, while other point distribution cases
produce an accurate solution.
It is possible that this error is occurring due to standing waves forming within the
dielectric material due to the dielectric constant, the cylinder radius, and the wavelength
of the fields within the cylinder. Using (3.1) the wavelength of the fields within the
dielectric for r = 4 is calculated to be 0.5λ in a cylinder of the same radius. In an
attempt to avoid the situation where Jn (ka) = 0 a second data set was generated, this
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Figure 3.6: RMSE data for a plane wave incident field and cylinder
radius = 0.5λ with r = 4.
time with r = 4.11. Fig. 3.7 shows a comparison of results for r = 4 and 4.11.
A number of data points still exhibit a large error. The cause will be discussed
when inspecting the far field pattern in the next section. However, it is clear that
changing the relative electric permittivity only slightly avoids the issue and produces a
much more stable result. With the exception of inspecting the RMSE trend over many
simulations, it is not currently possible to detect this error.
A number of journal articles [16, 19, 22], mention that the method can fail when a
material with a high dielectric constant is used. Kottmann [19] noted that “computation
of scattering by high permittivity materials is difficult” due to a “very short electric
wavelength inside of the material” and “strong field discontinuities at the boundary”.
Peterson found that the solution behaved unreliably on problems with high complex
relative permittivity [16]. Peterson [16] noted that Richmond’s [13] formulation of the
EFIE was unstable when used with electrically small cells. Further, Peterson stated that
Richmond’s EFIE formulation was not the best choice for high permittivity material due
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Figure 3.7: RMSE data for a plane wave incident field and cylinder
radius = 0.5λ with r = 4 and 4.11.
to the required use of electrically small cells to accurately model the field behavior when
investigating a high permittivity object. A rule of thumb was established: the electric field
was unstable for a dielectric cylinder with a relative permittivity greater than
approximately 10. Richmond’s work utilized pulse basis functions and point matching for
the method of moments formulation, as in this work. It would be expected, then, to also
see a failure of the method in this work as high dielectric materials are investigated.
Two cases with values higher than r = 10 are investigated. Fig. 3.8 shows RMSE
data for a plane wave incident field, cylinder radius of 0.5λ and relative electric
permittivity of 12. (The case of r = 16 was shown in Fig. 3.2.) It can be seen that for a
relative electric permittivity of 12 the method does seem to fail, as it produces results
with nearly 80% error. However, when selecting the relative electric permittivity to be 16,
the method is much more successful at producing a correct result. This work has not
found it to be true that the method always fails above a relative electric permittivity of
10. A method of detection for this failure was presented by Wu [22]. His research found
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Figure 3.8: RMSE data for a plane wave incident field and cylinder
radius = 0.5λ with r = 12.
that numerical stability of the matrix is a good indicator of solution accuracy. He went on
to say that “this phenomenon is similar to the occurrence of interior resonances in
conducting cylinders and is indicative of potential numerical instabilities of the solution.”
His hypothesis was to find the condition number of the matrix to determine if an
instability was occurring, though he did not implement this solution.
In every case investigated the solution error does appear to monotonically decay as
more unknowns are used in the computation. However, with respect to the two issues
presented: cell packing and numerical stability of the matrix, it is impossible to choose
one cut-off point where the solution becomes “valid” to cover all cases. In addition, the
added impact of a biased RMSE value for those far field patterns which have deep nulls
further obscures the true error. Specific solutions must be inspected. This is accomplished
graphically, by plotting the far field pattern on a polar plot for the analytic solution case
and two selected cases using the method of moments.
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3.1.2

Far Field Pattern

A graphical plot of the relative far field pattern can be used to visually inspect the
accuracy of the method of moments solution as compared to the analytic method. Select
patterns are presented to focus on those cases which exhibit oscillation of the RMSE value
as the number of unknowns are increased. Analyzing the far field pattern in this way
helps to determine where and why the error is occurring.
In this section the far field patterns shown are that of the scattered field only. The
plane wave incident field is not taken into account when depicting the field shape on these
polar plots. These patterns are normalized to the maximum value of the original
complex-valued data computed using die cyl single.

Figure 3.9: Scattered far field comparison for a plane wave incident
field and cylinder radius = 0.5λ with r = 2.56.
Fig. 3.9 shows the far field pattern data for a plane wave incident field, a cylinder
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radius of 0.5λ, and relative electric permittivity of 2.56. This particular plot shows three
of the possibilities for d resulting in 137 unknowns, displaying a range of RMSE values
from 2.59%, the most accurate possibility for that number of unknowns, to 12.22% error, a
considerable amount.
In all three cases the pattern shape matches that of the analytic solution. The plot
makes it clear that the error is induced due to an incorrectly computed magnitude. This is
apparent in both the 180◦ angle and the deep nulls which nearly reach zero magnitude.
The phase of the pattern, however, is correct in all three computed cases. The method of
moments is successful at computing this pattern.

Figure 3.10: Scattered far field comparison for a plane wave incident field and cylinder radius = 0.5λ with r = 4.
The case of r = 4 is investigated next. Recall that this dielectric constant had
wild fluctuations in the RMSE value over a range of unknowns. It was expected to see an
incorrect far field pattern for those cases with significantly high error. Fig. 3.10 shows the
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scattered far field pattern data for a plane wave incident field, a cylinder radius of 0.5λ,
and relative electric permittivity of 4.

Figure 3.11: Zoom in of scattered far field comparison for a plane
wave incident field and cylinder radius = 0.5λ with r = 4.
The two method of moments patterns shown were chosen specifically for their
corresponding RMSE values. The pattern with 293 unknowns matches that of the analytic
solution very well, with less than 6% error. However, stepping back to 285 unknowns, the
previous data point in Fig. 3.6, an RMSE of over 100% error is seen. It does not make
sense that removing eight unknowns from the computation would result in such a large
change in RMSE. Likewise, this large error is not immediately apparent when inspecting
the pattern. The method is not failing here. Figure 3.11 is a magnified look at the central
features of the pattern. Note that the upper limit of the magnitude has changed from 1.0
to 0.25, effectively “zooming” in to clearly see the deep nulls at 90◦ and 270◦ .
The case of 293 unknowns, represented by the red pattern, very closely matches
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Figure 3.12: Scattered Far Field Comparison for a Plane Wave
Incident Field and Cylinder Radius = 0.5λ with r = 12.
that of the analytic solution, even at 90◦ and 270◦ . The case of 285 unknowns, the green
pattern, does not. The pattern does not match the analytic solution at 90◦ and 270◦ , but
it is also not accurate at 135◦ and 225◦ . There are two issues present. First, the pattern
shape and magnitude being incorrect at 135◦ and 225◦ is a failure of the method of
moments, which is correctly reported in the RMSE value. However, the small difference in
magnitude between the analytic solution and the case of 285 unknowns at the deep nulls is
magnified by the equation used to calculate RMSE, resulting in this small error being
incorrectly reported as a significant error in the RMSE value. Recall that the analytic
pattern value is in the denominator of (3.2). When using this equation to determine
relative error, a bias occurs when the analytic pattern contains a deep null, as shown here.
A case with high relative permittivity is shown in Fig. 3.12. As eight unknowns
are added, from 593 to 601, the error increases significantly. Unlike the r = 4 case, this
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Figure 3.13: Scattered Far Field Comparison for a Plane Wave
Incident Field and Cylinder Radius = 1.25λ with r = 2.56.
time the problem can be attributed to the method of moments.
A number of journal articles discussed the shortcomings of the method of moments
solution for high dielectric constant values [12, 13, 16, 19, 22]. The method does not
always fail here. Instead, the method produces both correct and incorrect far field
patterns, with no discernible way to distinguish one from the other. This trend can be
seen with dielectric constants below 10 as well. This issue must be addressed if the
method is to be applied to non-standard problem geometries.
Cylinders of large diameter are also investigated. Fig. 3.13 shows the scattered far
field pattern data for a plane wave incident field, a cylinder radius of 1.25λ, and relative
electric permittivity of 2.56.
Again, two situations are compared. The red pattern is that of little error, while
the green pattern has great error. Three errors are visible in the green pattern:
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magnitude, phase, and shape. The magnitude is computed incorrectly on numerous lobes.
The phase is shifted by a few degrees and it is especially apparent on the lobes centered
about 67.5◦ and 292.5◦ . Additionally, the pattern is of the wrong shape at about 135◦ and
225◦ . As has been seen previously the method of moments both succeeds and fails with
these problem parameters. In this particular case the failing pattern has relatively few
unknowns used in the computation, but this is not the significant contribution to the error.
The method of moments numerical technique has been shown to compute far field
patterns successfully for a variety of cylinder diameters and dielectric constants using a
plane wave incident field type. A number of pitfalls with the method have been identified.
In order to investigate how the method of moments responds to another incident field
type, as well as to determine if those pitfalls remain constant, a monopole line source will
be investigated next.

3.2

Monopole

The equation for a monopole line source, located at ρ0 , incident on the cylinder is:
(2)

E = êz E0 H0 (kR)

(3.4)

where E is the complex-valued monopole line source electric field, êz is the unit vector
(2)

direction, E0 is the magnitude of the plane wave electric field (E0 = 1), H0

is the Hankel

function of the second kind and order zero, representing an outgoing travelling wave, and
R is the vector distance from the monopole line source to a specific observation location.
The equation for R is given by:
R = |ρ − ρ0 |

(3.5)

where ρ is the observation point and ρ0 is the location of the monopole line source.
The primary parameter varied using this incident field type is the monopole line
source location. The monopole was moved from 0.51λ (just outside the cylinder boundary)
to as far away as 1.5λ. In addition, one case of high dielectric constant is presented.
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3.2.1

RMSE

The RMSE results for a monopole line source incident upon a dielectric cylinder of radius
0.5λ and relative electric permittivity of 2.56 and 12 are discussed in this section.
Fig. 3.14 shows RMSE data for a monopole line source located at a variety of
distances from the cylinder boundary, a cylinder radius of 0.5λ, and relative electric
permittivity of 2.56. The number of unknowns is shown on the x-axis and the percent
root-mean-squared error is shown on the y-axis. All data is generated using die cyl ff.

Figure 3.14: RMSE data for a monopole line source located at a
variety of locations and a cylinder radius of 0.5λ with r = 2.56.
After about 100 unknowns the error has decreased below 10%. The RMSE
oscillation trend is fairly constant for each of the monopole locations, as well. That is, a
bad point with the monopole at one location is also a bad point when the monopole is
moved to another location. This further reinforces the idea that the points themselves are
dictating how well, or how poorly, the method is able to compute the far field pattern.
The method of moments is able to successfully produce a far field pattern for each of the
monopole locations presented. There are no apparent differences between the plane wave
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and monopole line source cases. The next simulation to be investigated is that of a
monopole just outside of the cylinder boundary.
Fig. 3.15 shows RMSE data for a monopole line source located at 0.51λ, a cylinder
radius of 0.5λ, and a relative electric permittivity of 2.56. This monopole is located just
0.01λ away from the cylinder boundary. An analytic solution was not available for
comparison in this case. Instead, the generalized multipole technique (GMT) [24]
produced the far field pattern used as the basis of comparison for this simulation.

Figure 3.15: RMSE data for a monopole line source located at
0.51λ and a cylinder radius of 0.5λ with r = 2.56.
With only two exceptions, 200 unknowns are needed for an error below 10% in this
case. The two peaks at 441 and 889 unknowns are anomalies, but are present in the plane
wave cases, as well. The method of moments is able to successfully produce an accurate
far field pattern for a monopole line source located just beyond the cylinder boundary.
A final case investigating the monopole line source and a high dielectric constant
material is presented next. Fig. 3.16 shows RMSE data for a monopole line source located
at 1.0λ, a cylinder radius of 0.5λ, and a relative electric permittivity of 12. A GMT
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solution [24] was used as the reference pattern in this case, as well.

Figure 3.16: RMSE data for a monopole line source located at 1.0λ
and a cylinder radius of 0.5λ with r = 12.
The method of moments, again, performs poorly with a dielectric constant of 12.
As was seen using the plane wave incident field, some point distributions perform
extremely well, while others are extremely poor. The poor performance in this case
cannot be attributed to the monopole line source.
The far field patterns for these cases are discussed in the next section.

3.2.2

Far Field Pattern

In this section the far field patterns for a monopole line source are shown. The patterns
are made up of both the incident field and the scattered field, called the total field. These
patterns are normalized to the maximum value of the original complex-valued data
computed using die cyl single.
The far field patterns for a monopole line source located at 1.0λ, 1.25λ, and 1.5λ
are visually similar to each other: there are many large and small lobes and no pattern
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nulls. As was seen in some of the plane wave cases, three errors occur in the pattern when
the method of moments fails to produce a correct result: magnitude, phase, and shape.
Fig. 3.17 shows the scattered far field pattern data for a monopole line source located at
1.5λ, a cylinder radius of 0.5λ, and a relative electric permittivity of 2.56. This figure is
presented for completeness, though no new information is shown.

Figure 3.17: Total far field comparison for a monopole line source
located at 1.5λ and a cylinder radius of 0.5λ with r = 2.56.
The pattern exhibits the same types of features as seen previously in the plane
wave cases. The red pattern shows a very accurate solution (less than 1% error) using less
than 200 unknowns. The green pattern, in comparison, is poor in the three ways
mentioned above. Only 25 unknowns are used to produce this pattern, which illustrates
that even with few unknowns the method of moments is still able to produce a
recognizable result. Placing the monopole just outside the cylinder boundary produces
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nulls in the far field pattern, which previously caused errors in the RMSE computation.
This case will be discussed next.
The far field pattern for a monopole line source located just outside the cylinder
boundary is shown in Fig. 3.18. The cylinder radius is 0.5λ and the relative electric
permittivity is 2.56. Note that this pattern now contains nulls, unlike when the monopole
was located further away from the cylinder.

Figure 3.18: Total far field comparison for a monopole line source
located at 0.51λ and a cylinder radius of 0.5λ with r = 2.56.
This pattern exhibits trends similar to those seen in the plane wave cases as well.
The red pattern, with 137 unknowns, produces an accurate result. The magnitude, phase,
and shape are all correct. However, when adding 12 unknowns to the computation, the
pattern shifts in phase and many lobes are of an incorrect magnitude. No error occurs in
the shape of this pattern. In addition, the pattern nulls may contribute to an
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inappropriately large RMSE value of 25.3%, although, in this case, perhaps less
significantly than seen previously. The error, however, cannot be attributed to the use of a
monopole line source.
The final pattern using the monopole line source incident field type is that of the
high dielectric. Fig. 3.19 shows the far field pattern for a cylinder radius of 0.5λ and a
relative electric permittivity of 12, with the monopole located at 1.0λ. The two method of
moments patterns shown use about the same number of unknowns in each case, while the
pattern produced by one is accurate and one is not. This was apparent in the RMSE plot
which depicted large swings of error over the range of unknowns.

Figure 3.19: Total far field comparison for a monopole line source
located at 1.0λ and a cylinder radius of 0.5λ with r = 12.
The red pattern is that of an acceptable solution, with just over 3% error. The
magnitude, phase, and shape of this pattern match that of the GMT solution. Utilizing
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slightly more unknowns in the computation results in the green pattern. This pattern
exhibits all of the pitfalls seen previously. The magnitude is incorrect, the lobes are
shifted, indicating a phase issue, and the lobes at 157.5◦ and 202.5◦ are missing. This
error cannot be attributed to the pattern nulls, nor can it be attributed to the monopole
itself. The method of moments also cannot be blamed, as it was able to produce a correct
pattern with less unknowns. An issue with the specific arrangement of solution points in
this case must be to blame.
With the same exceptions seen in the plane wave case, the method of moments
was successful at computing the far field pattern for a monopole line source incident field
type. The final incident field type investigated is that of the multipole line source. Two
cases, a first order, even (cosine), multipole, and a first order, odd (sine), multipole, are
presented in the next section.

3.3

Multipole

The equation for a multipole line source, located at ρ0 , incident on the cylinder is:

E = êz E0 Hn(2) (kR)cos
sin nφ

(3.6)

where E is the complex-valued multipole line source electric field, êz is the unit vector
(2)

direction, E0 is the magnitude of the plane wave electric field (E0 = 1), Hn is the Hankel
function of the second kind and order n, representing a travelling wave, and R is the
vector distance from the multipole line source to a specific observation location. The
equation for R is given by:
R = |ρ − ρ0 |

(3.7)

where ρ is the observation point and ρ0 is the location of the multipole line source.
The primary parameter varied using this incident field type is the phase of the
multipole line source. Both an even (cosine) and an odd (sine) case are investigated.
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3.3.1

RMSE

The RMSE results for a first order multipole line source incident upon a dielectric cylinder
of radius 0.5λ and relative electric permittivity of 2.56, are discussed in this section.
Fig. 3.20 shows RMSE data for a first order, even (cosine), multipole line source
located at 1.0λ, a cylinder radius of 0.5λ, and relative electric permittivity of 2.56. The
number of unknowns is shown on the x-axis and the percent root-mean-squared error is
shown on the y-axis. All data is generated using die cyl ff.

Figure 3.20: RMSE data for a first order, even (cosine), multipole
line source located at 1.0λ and a cylinder radius of 0.5λ with r =
2.56.
This case may appear to trend worse than those simulations presented previously.
There are points where the method of moments performs well and other points where it
performs poorly, but there is more variation between points than typical among those
simulations with a dielectric constant of 2.56. Other multipole simulations were performed
and it is difficult to decide if the trend is worse or not. The multipole simulations not
shown here exhibit RMSE trends very similar to those seen before. The other multipole
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simulation, presented next, illustrates how the RMSE calculation itself may be artificially
increasing the RMSE values.
Fig. 3.21 shows RMSE data for a first order, odd (sine), multipole line source
located at 1.0λ, a cylinder radius of 0.5λ, and relative electric permittivity of 2.56. With
very few exceptions the RMSE data has been “floored” at about 7.5% error. The far field
pattern, which will be shown in the next section, has a true zero null at both 0◦ and 180◦ .
Equation (3.2) cannot compute an RMSE value, in this case, due to the zero in the
denominator. The analytic solution input file was modified so that the computation could
be completed. The zeros were replaced by a normalized magnitude of 0.0001, an order of
magnitude smaller than the smallest, non-zero, value in the pattern. As a result of this
necessary change the RMSE data does not go below 7.5%, further demonstrating the
contribution of the pattern nulls to the RMSE quantity.

Figure 3.21: RMSE data for a first order, odd (sine), multipole line
source located at 1.0λ and a cylinder radius of 0.5λ with r = 2.56.
Other multipole simulations were completed, as well. These include second and
third order multipoles and a first order multipole located at 1.5λ. No significant
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differences were seen in this data as compared to those cases presented in this work.
The far field pattern for the RMSE data presented here will be shown next.
3.3.2

Far Field Pattern

In this section the far field patterns for a multipole line source are shown. The patterns
are made up of both the incident field and the scattered field, called the total field. These
patterns are normalized to the maximum value of the original complex-valued data
computed using die cyl single.

Figure 3.22: Total far field comparison for a first order, even (cosine), multipole line source located at 1.0λ and a cylinder radius of
0.5λ with r = 2.56.
Fig. 3.22 shows the far field pattern for a first order, even (cosine), multipole line
source located at 1.0λ, a cylinder radius of 0.5λ, and relative electric permittivity of 2.56.
With a high number of unknowns the pattern computed by the method of moments has
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less than 2% error when compared to the analytic solution. This pattern is represented in
red. In the case of this simulation, even with very few unknowns, the phase and shape of
the pattern is computed quite well, while only the magnitude is incorrect on many of the
pattern lobes. This pattern is represented in green. The method of moments has
successfully computed the far field pattern for a multipole line source with these specified
parameters.

Figure 3.23: Total far field comparison for a first order, odd (sine),
multipole line source located at 1.0λ and a cylinder radius of 0.5λ with
r = 2.56.
Fig. 3.23 shows the far field pattern for a first order, odd (sine), multipole line
source located at 1.0λ, a cylinder radius of 0.5λ, and relative electric permittivity of 2.56.
This pattern caused much trouble in computation, as the nulls at 0◦ and 180◦ place a zero
in the denominator of the RMSE equation. To overcome this the value of the magnitude
of the pattern at those zero points was changed to a very small number, 0.0001. As a
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result, the RMSE is nearly the same in all cases, and consequently only one pattern is
shown on this plot. The simulation shown has 7.47% error, but a visual inspection of the
pattern indicates that the error should be quite lower than calculated. The red pattern,
representing the method of moments solution, nearly replicates the analytic solution
pattern. The contribution to the incorrectly high RMSE calculated error must be due to
the change of the value of the zeros in the pattern nulls, further reinforcing the impact
that pattern nulls can have on an RMSE equation when specified in this way.

3.4

Other Simulations

A total of 19 simulations were performed for this work. Not all cases simulated provided
new insights into the benefits and pitfalls of the method of moments numerical technique,
therefore, only select cases are presented. All 19 cases investigated, and their respective
computation times, are tabulated below. The computation time indicates the time
required for the program die cyl ff to compute each of the data points shown in the
RMSE plots. For the case of the 0.5λ cylinder 139 data points are plotted, which
represent approximately 450,000 total simulations over the range of d values. Larger
cylinder diameters require more simulations to complete an analysis to 1,200 unknowns.

Cylinder
Diameter
0.5λ
0.5λ
0.5λ
0.5λ
0.5λ
0.5λ
0.75λ
1.0λ
1.25λ

Plane Wave
Dielectric
Computation
Constant
Time
2.56
1 Day 6 Hours 32 Minutes
4
2 Days 2 Hours 6 Minutes
4.11
2 Days 4 Hours 14 Minutes
8
4 Days 19 Hours 5 Minutes
12
8 Days 19 Hours 2 Minutes
16
13 Days 9 Hours 7 Minutes
2.56
3 Days 15 Hours 35 Minutes
2.56
9 Days 1 Hour 29 Minutes
2.56
18 Days 18 Hours 48 Minutes

Table 3.1: Plane wave simulation parameters and computation
times.

The simulation times for the plane wave incident field cases are presented in Table
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3.1. The time required to complete a simulation depends entirely on the problem
parameters. A large cylinder requires considerably more time to complete up to 1,200
unknowns than a smaller cylinder. Additionally, higher dielectric constants also require
more computation time. Although no cases were investigated, it is assumed that
combinations of large cylinder diameter and a high dielectric constant would increase the
simulation time even more.

Cylinder
Diameter
0.5λ
0.5λ
0.5λ
0.5λ
0.5λ

Monopole
Location
1.0λ
1.25λ
1.5λ
0.51λ
1.0λ

Monopole
Dielectric
Computation
Constant
Time
2.56
1 Day 6 Hours 5 Minutes
2.56
1 Day 5 Hours 8 Minutes
2.56
1 Day 5 Hours 20 Minutes
2.56
1 Day 6 Hours 5 Minutes
12
8 Days 18 Hours 48 Minutes

Table 3.2: Monopole line source simulation parameters and computation times.

The simulation times for the monopole line source cases are presented in Table 3.2.
The high dielectric constant case took a significantly longer amount of time to complete
than the other cases investigated. Monopole location does not appear to affect the
simulation time.

Cylinder
Diameter
0.5λ
0.5λ
0.5λ
0.5λ
0.5λ

Multipole
Location
1.0λ
1.0λ
1.0λ
1.0λ
1.5λ

Order
1
1
2
3
1

Multipole
Dielectric
Phase Constant
Even
2.56
Odd
2.56
Even
2.56
Even
2.56
Even
2.56

Computation
Time
1 Day 6 Hours 4 Minutes
1 Day 0 Hours 7 Minutes
1 Day 6 Hours 30 Minutes
1 Day 6 Hours 4 Minutes
1 Day 6 Hours 9 Minutes

Table 3.3: Multipole line source simulation parameters and computation times

The simulation times for the multipole line source cases are presented in Table 3.3.
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The multipole location and parameters do not appear to have any impact on the
simulation time.
The simulations were computed under Microsoft Windows 7 Enterprise Edition
(64-Bit) on a high-end workstation with dual hex-core Intel Xeon processors operating at
3.0 GHz and 48 GB of RAM. Total CPU load for one simulation was under 10%.
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Chapter 4:

Conclusion

This work set out to determine if the source type had any effect on a dielectric scattering
problem solved using the method of moments numerical technique. Fig. 4.1 compares the
RMSE data for three different source types as more unknowns are used to calculate the
far field pattern. To maintain a consistent comparison between source types the cylinder
radius and relative permittivity are held constant at 0.5λ and 2.56, respectively, in all
three cases. The monopole line source and multipole line source are both located at 1.0λ.

Figure 4.1: RMSE data comparing three source types and a cylinder
radius of 0.5λ with r = 2.56.
Interpreting this graph becomes quite subjective. The monopole data appears to
trend to a lower RMSE value across the range than the plane wave or multipole, while the
multipole appears to trend the worst, with an RMSE higher than the other two source
types at most data points. With acknowledgment to the variation of the RMSE data, each
of the three source types investigated trends toward a monotonic decay as more unknowns
are used. Certainly the method is affected in some way by the source type, cylinder
diameter, and dielectric constant; however, a definitive conclusion to achieve a percent
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accuracy by specifying the exact number of unknowns cannot be made at this time. Any
discernable difference in the accuracy of the method of moments solution between source
types is obscured by the other issues mentioned in Chapter 3: the RMSE calculation issue,
the cell packing issue, and an unstable solution matrix. These three issues will be
discussed further.
The RMSE calculation issue occurs when the far field pattern contains a value
that approaches zero in magnitude. Equation (3.2) places the analytic solution magnitude
in the denominator of the equation, therefore, if the pattern contains a small value, then
small differences between the analytic solution and method of moments solution will
produce an incorrectly large error for that far field data point which obscures the true
error of the overall pattern when inspecting RMSE values alone. A visual inspection is
necessary to determine if the far field pattern contains a null which has affected the
calculated percent error for that case.
The cell packing methodology used in this work is a simple Cartesian layout. A
wide range of cell spacings are possible for a given number of unknowns when using this
type of grid layout. This issue is the primary cause of the lengthy computation times
found in this work. There are two related problems caused by this cell packing method.
First, the wide range of spacing, which all result in the same number of unknowns,
requires a large number of simulations to be performed to determine which cell spacing
gives the most accurate solution for a fixed number of unknowns. Second, simply adding
more unknowns does not guarantee a more accurate result. Both of these problems were
demonstrated in Fig. 3.4 where all cell spacings were plotted for three different unknown
quantities. Each set of unknowns, 129, 137, 145, has its own RMSE trend as the spacing
between unknowns is varied. It is not easy to tell which spacing will yield the most
accurate solution, so every possibility was computed for this work. Notice also that the
best RMSE found from these three sets of unkowns comes from 137 unknowns. There is no
spacing for 129 or 145 unknowns which achieves a better solution than the best data point
for 137 unknowns. In addition to the variation within each set of unknowns used, some
sets of unknowns do not fit the cylinder in an appropriate manner to produce a highly
accurate solution. This issue is the primary contributor to the variation in the RMSE plots
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shown in Chapter 3 where more unknowns cannot guarantee a more accurate solution.
The final issue affecting RMSE values are the “fictitious charge layers” referred to
by Peterson [16] from Richmond’s [12, 13] work and Wu [22]. This issue is important as
the problem formulation and method of moments implementation is very similar to that of
Richmond. It primarily affects those simulations with a high dielectric constant, however,
it is unclear how much of an impact it had. The cases with a high dielectric constant
investigated for this work did exhibit a higher RMSE trend with a much greater
fluctuation in error as more unknowns were added. However, if the solution matrix is
becoming unstable under the high dielectric constant condition, it is not consistently
occurring as many of the poorly performing data points are complimented by data points
which did produce an accurate solution. (See Figs. 3.8 and 3.16). The other high
dielectric constant simulations did not perform as poorly as the r = 12 case, but, overall,
performed more poorly than the r = 2.56 cases. Note, also, that the high dielectric
constant cases investigated for this work (r = 8, 12, 16) do not contain nulls in the far
field pattern, therefore, the unusually high RMSE cannot be attributed to the RMSE
calculation issue mentioned previously.
The method of moments numerical technique was used in this work to determine
its ability to accurately solve a dielectric scattering problem using three different source
types while varying many problem parameters. With the issues above kept in mind, the
method was able to successfully produce an accurate solution in all cases investigated.
Any incident field type can be investigated using the method of moments numerical
technique provided the error induced by the issues mentioned above are appropriately
considered. A number of improvements addressing these shortcomings are possible and
will be discussed next.

4.1

Future Work

There are many opportunities for improvement to the current methodology for this
problem geometry. The proposed areas of improvement include averaging the far field
data, handling the far field pattern nulls appropriately, normalizing the far field data in a
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different way, calculating the matrix condition number to determine solution stability,
implementing parallel processing, and using an improved cell packing methodology.
One possible way to mask the variation in the RMSE over a range of unknowns is
to save each far field pattern for every possible case in a select range and average the
values. For example, the range between 600 and 800 unknowns in many of the RMSE plots
contains many accurate solution points with relatively few inaccurate points. If the far
field patterns for each of these cases were averaged to produce one far field pattern, that
pattern would have an accuracy of the average of that range. Implementing this in the
current C++ code could be accomplished by writing each far field pattern to an output
file for each set of unknowns and then, later, reading in each file to produce the average
pattern. The computation time of this program would be significantly reduced compared
to the current program, as only a small range of unknowns are used in the computation.
When the far field pattern contains a null the RMSE value becomes biased by
those few data points in the nulls which create an incorrectly high error. Currently there is
no way to detect a pattern null other than to visually inspect the pattern. Eliminating the
far field points at those nulls from the RMSE calculation is one way to avoid this issue,
although it does not seem ideal, as other data is lost in the process of “thresholding” the
pattern. Another possibility to address this issue is to normalize the far field pattern by
using an equal power radiated methodology instead of normalizing to the maximum value.
Three journal articles [12, 16, 22] refer to using the matrix condition number to
determine the stability of the far field solution. A check of the matrix condition number
could be added to the program to determine if the solution is stable. If not, the program
could automatically adjust an input parameter slightly and recalculate, as was done
manually in the r = 4 and 4.11 cases. If this adjustment also fails the program could
abort with an unstable solution error message.
Parallel processing could be implemented in the program in a number of ways. One
method would be to allocate ranges of d for identical programs to compute simultaneously.
Another method would be to utilize the parallel processing coding options in the C++
programming language. Either method would improve the computation time considerably.
An improved cell packing methodology is one way to avoid the thousands of
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simulations necessary to determine which spacing between unknowns is best. Other cell
packing methods include hexagons, triangles, and concentric rings. The concentric rings
approach is appealing as it allows for the spacing between unknowns on a single ring to be
dependent only on the number of unknowns on the ring, and the total number of
unknowns is only dependent on the number of concentric rings used. This option may give
the user more direct control over the number of data points used in the calculation, rather
than being dependent on the spacing between the solution points, as in the current
program.
A number of extensions to this program are also possible. These include using
more complex basis and testing functions, accommodating a complex permittivity or a
permittivity gradient, and investigating more complex geometries.
Many journal articles [14, 15, 19, 20, 21] detailed work using triangular, polygonal,
or tetrahedral basis functions, replacing the pulse basis functions used in this work. A
more complex basis function would allow for increased accuracy, with the possibility of
reducing the chance of an unstable solution, especially at a high relative permittivity, but
at the expense of an increased modeling time.
The current method of moments formulation from Peterson, Ray, and Mittra [1] is
able to accommodate a complex permittivity or permittivity gradient within the dielectric
cylinder. This option was not utilized in the current program, but the C++ code could be
modified to do so with no change to the equation formulation.
Analytic solutions to more complex geometries, such as the ellipse or wedge do not
exist. A numerical technique, such as the method of moments, must be used if problem
geometries of this type are to be investigated. The method must be proven robust enough
with the simple case methods, such as the cylinder investigated here, to be considered for
problems with no comparable solution. The current status of the C++ program is not
robust enough to handle unusual problem geometries, but, could be made so, by
implementing any number of the improvements presented here.
Peterson, Ray, and Mittra [1] propose another option to check the accuracy of the
solution without the use of an analytic solution for comparison. Equation (2.5) can be
rearranged and solved to verify the value of the fields at specific points throughout the

56
cylinder. The fields within the cylinder should relate to the incident and scattered fields
and can be compared as a gauge of accuracy. The current program does not compute the
fields within the cylinder boundary, so modification would be necessary to implement this
method of verifying accuracy.
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