Abstract. A divide-and-conquer algorithm for computing the Betti numbers of finite T0-spaces is presented. It extensively uses the MayerVietoris sequence for open coverings. In the end, the computational costs for a parallelisation of this method are given.
Introduction
The theory of finite topological spaces can be traced back to Pavel Alexandrov who found that finite T 0 -spaces are in one-to-one correspondence with finite posets [1] . McCord associated with any finite topological space X a finite simplicial complex K • (X) whose space is weakly homotopy equivalent with X, and vice versa [7] .
Homology is a coarser invariant than weak homotopy type. This allows to use the simplicial complex associated with a finite topological space X to compute its homology groups. However, the number of n-simplices of X can grow exponentially with n. This makes a direct homology computation of this simplicial complex unsuitable for large finite spaces. In [3] , a method for computing homology is introduced which uses a spectral sequence built up from homology groups of certain subspaces in a filtration of X. This might lead to a more efficient computation. However, it requires the homology groups of many different smaller subspaces, and the authors of loc. cit. leave open the question of how to compute these. In [6] , the question of an efficient homology computation for finite T 0 -spaces was raised in the context of evaluating the topological inconsistency of geospatial data.
If instead of homology, the aim is to compute the Betti numbers of a finite topological space, then, as will be seen in this article, the situation is much better, because a divide-and-conquer method relying on the Mayer-Vietoris sequence can be employed. But the natural application of this method to computing homology does not work, because in each step of the algorithm, an extension problem for finitely generated abelian groups has to be solved. The rank of the free part of the solution being uniquely determined leads to the successful computation of the next step in the algorithm for computing Betti numbers. However, the full solutions to this extension problem are in general not equivalent, and this makes our approach useless for computing the homology of arbitrary finite topological spaces. The aim of this article is to develop a divide-and-conquer algorithm for computing the Betti numbers of finite T 0 -spaces. In the end, the computational costs for a parallelisation of this method are given.
The divide-and-conquer algorithm
According to McCord [7, Theorem 4] , any finite topological space is homotopy equivalent to its Kolmogorov quotient which is a T 0 -space. Here, two points are equivalent if their minimal open neighbourhoods coincide. Consequently, it is not a loss of generality, if only finite spaces are considered which are T 0 -spaces. Finite T 0 -spaces are in a natural way partially ordered sets, and any finite partially ordered set has a natural T 0 -topology
Throughout the remainder of this article, X will denote a finite T 0 -space. Its partial order will be denoted as ≤. K • (X) will denote the order complex of X with coefficients in a field.
An n-simplex is a totally ordered subset {a 0 > · · · > a n } of n+1 elements of X. It will also be denoted as a 0 . . . a n . The module K n (X) consists of all finite linear combinations of n-simplices a 0 . . . a n . Its elements are called n-chains. The n-th boundary map is ∂ n,X : K n (X) → K n−1 (X) which is defined on n-simplices as
. . a n wherex means omission of x. The n-th homology group of K • (X) is defined as
The length of a simplex a 0 . . . a n is n. The dimension of a T 0 -space is defined as the maximum of the lengths of its simplices. We will denote the dimension of a space X as dim(X). This is not important, but it should be mentioned that this is an abstraction of the Krull dimension of a finitely generated commutative ring [4] , and coincides with the dimension of the poset of its prime ideals (cf. also [2] ).
X min denotes the set of minimal points in X.
The Hasse diagram H(X) of a finite topological space is the graph whose vertices are the points of X, and an edge between x and y is drawn if and only if x > y and there is no z ∈ X such that x > z > y. We say that x is a parent of y and y is a child of x, if (x, y) is an edge in the Hasse diagram of X.
A point x ∈ X is called a beat point, if its corresponding vertex in the Hasse diagram has precisely one parent or precisely one child. If from X all beat points are removed iteratively, then the remaining space is called the core of X. Stong proved that removing beat points does not change the homotopy type of a finite space [8] . In particular, the homology of X equals that of its core.
There is a natural filtration on any subspace Z ⊂ X given by
Let a ∈ X. By X a we denote the minimal open neighbourhood of a in X. Let I ⊂ X. Then
Let X min denote the subset of X consisting of all minimal elements. Then we have the open cover
In particular, if X has at least two minimal elements, then let
be a partition into two non-empty subsets. In this case, there is the MayerVietoris sequence for the open cover X = X I ∪ X J [5] :
where n = dim(X). Observe that H n (X I ∩X J ) = 0 because dim(X I ∩X J ) < n as I ∩ J = ∅.
Algorithm 2.1 (Divide and Conquer).
Step 1: Replace X by its core, and proceed as above.
Step N : Let Z run through the set {Y I , Y J , Y I ∩ Y J } of subsets of X obtained in the previous step. Replace Z by its core and call this also Z. If Z min has at least two points, then let The algorithm terminates when the cores of all obtained sets have precisely one minimal element.
Observe that T 0 -spaces with precisely one minimal element are contractible [7, Lemma 6] . In particular, they are acyclic.
Consider the core of each set in any step of the algorithm as a node of a rooted tree T where the core of Z is the parent of the cores of Z A , Z B and Z A ∩ Z B obtained in the N -th step. Each node has at most 3 children.
The Betti numbers of each node of T are given by the Mayer-Vietoris sequence containing the Betti numbers of the child nodes as follows: The long exact sequence
which allow to compute Betti number b k (Z) from the Betti numbers of the child nodes. Recall that the map ψ Z k is induced by the map
Finally, the spaces associated with the leaves are all acyclic. Now, in order to compute ker ψ Z k−1 and coker ψ Z k , observe that |I| , |J| < |Z min | and dim
This means that after sufficently many divide steps,
so that in the end only maps Proof. There is a path from root X whose nodes are cores of spaces of the form X I for some I ⊂ X min . The length of this path is at most log 2 |X min | = log 2 |B 0 (X)|. In the worst case, the parent of the leaf of this path has a child node whose core Z is n − 1-dimensional. This one has a downward path as before of length at most log 2 |Z min | ≤ log 2 |B 1 (X)| Continuing the worst-case scenario in this way leads to the asserted upper bound. A space for which the height of T attains the asserted bound is a space X with n layers B k (X) such that
is a complete bipartite graph for k = 0, . . . , n − 1. Remark 2.3. In order to use the Mayer-Vietoris sequence for computing the homology H k (X, Z) with integer coefficients using the same divide-andconquer method, one needs to solve the extension problem given by the exact sequence (1). However, the solution is in general finite, but not unique: the number of equivalent solutions is the cardinality of which is in general a non-trivial abelian group.
Parallelisation
A parallelisation of Algorithm 2.1 for computing Betti numbers is given by distributing the divide and the computation parts on several processors. Theorem 3.1. There is a scheduling algorithm such that the parallel computation cost is at most ⌈N/p⌉ and the communication cost is O(p · h(X)) where N is the number of nodes of T and p is the number of processors.
Proof. This follows from [9] and Lemma 2.2.
