Abstract We consider the problem of representing the capabilities of production systems to convert inputs into outputs over time in the face of deterministic demand. The fact that planning models generally operate in discrete-time while the factory being modeled operates in continuous time suggests the use of multimodel methods combining an optimization model that plans the releases into the plant over time with a simulation model that assesses the impacts of these releases on performance. We discuss several such schemes that have been implemented using discrete-event simulation, present recent computational results, and discuss their strengths and weaknesses. We then consider two alternative approaches that have emerged in the recent literature: the use of discrete-time linear programming models based on nonlinear clearing functions, and methods using systems of coupled partial differential equations based on transport phenomena. We identify the relationships between queueing models, clearing functions, and transport model-based methods, and we discuss future research directions.
Introduction
The problems of planning and controlling production in the manufacturing industries have been a key application domain for industrial engineering and operations research since the emergence of these fields as recognized disciplines. The extensive body of literature in these areas dates back to at least the beginning of the 20th century, including the work of Harris [34] and Arrow et al. [11] on inventory models, and that of Modigliani and Hohn [60] and Holt et al. [35] on discrete-time production planning. The problem of production planning we shall address in this tutorial addresses the by now classical formulation of the latter group of authors. In its simplest form, a firm operates in a market where it faces external demand, which it tries to meet with a limited set of production resources with limited ability to generate output in a given time period. The limitation on the amount of output that can be produced in a given time interval by a production resource is colloquially referred to as its capacity. The precise definition and determination of capacity turns out to be a challenging problem, as discussed by Elmaghraby [25, 26] . A complete and exhaustive definition of production planning in its full generality is a complex and contentious task, as discussed by Kempf et al. [46] , and must remain beyond the scope of this tutorial.
In this paper we take the position that a meaningful definition of capacity must describe the production resource's ability to convert a specified mix of inputs into a specified mix of outputs within a specified time frame. This gives rise to two closely related problems. The first of these, the forward problem, is to estimate the output trajectory obtained from a production resource over time, given a specified input trajectory, to a desired level of accuracy. The backward problem is that of determining the input pattern required to produce a desired output pattern over time. To simplify our discussion we shall treat the external demand as a deterministic quantity that is known in advance. This corresponds to the common practice of planning production activities based on available demand forecasts. However, we shall assume that the actual behavior of the production resources is stochastic in nature, due to causes such as yield loss and unplanned machine breakdowns as well as natural variation in task processing times and material flows within the system. Both the forward and the backward problems as stated treat the capacity of the system as a functional in the manner suggested by Hackman [31] , with its domain being the set of all possible input trajectories over time, and its range the set of all possible output trajectories over time the system is capable of producing.
The forward problem has been approached in several different ways in the literature. Clearly very simple models are possible, such as assuming that any input will converted into output after a fixed time delay, which has been widely assumed in the literature, as we shall see later in this tutorial. Another approach is to develop a set of linear or nonlinear equations representing the postulated behavior of the production system and solve these for values of the output variables given the input quantities. A special case of this latter approach is the linear programming (LP) models that are widely used for the backward problem of production planning, and are discussed below. One of the most widely used approaches is that of discrete-event simulation (Ankenman et al. [4] ), in which a detailed simulation model of the production resource or facility is built and validated. This model is then loaded with a set of inputs (i.e., raw material releases) over time, and the output pattern over time predicted by the simulation model is used as an estimate of the production system's output. Another closely related approach is the use of detailed scheduling algorithms that develop detailed schedules for the loading of production resources over time, and thus describe their output.
Many deterministic scheduling models such as the widely used dispatching rules can in fact be viewed as deterministic simulations where the dispatching rule describes an aspect of the control logic governing the occurrence of discrete events such as the start and finish of job processing on each resource, as in Lu et al. [54] and Vepsalainen and Morton [72] . Other authors (Dauzère-Pérès and Lasserre [23] , Pritsker and Snyder [62] ) have used more elaborate scheduling algorithms that try to optimize specified performance measures such as average cycle time or resource utilization in loading the production resources. In all of these approaches, however, a set of tasks is specified together with their resource requirements and some logic describing how resource conflicts are to be resolved. The result is a pattern of output over time, together with a variety of statistics that can be computed on this output pattern. The degree of accuracy with which the simulation or scheduling model represents the actual system can, in principle, be made arbitrarily small by enhancing the level of detail captured, but generally at the cost of significant increases in computational requirements, especially when bearing in mind that multiple replications of a stochastic simulation model will be required to obtain statistically accurate estimates of the output quantities of interest.
Although queueing models (Buzacott and Shanthikumar [16] , Chao et al. [20] , Hopp and Spearman [36] ) would appear to be a viable tool for addressing the forward problem, this has proven to be problematic. Most queueing models focus on obtaining estimates of performance measures such as the average time in system or queue length under long-run steady-state conditions, which is of limited value in the production planning context where planning periods may not be long enough to justify steady-state assumptions. Transient queueing problems, on the other hand, are notoriously difficult to analyze, but many of the 105 solution methods such as fluid models yield approaches related to the transport equationbased models addressed in §5.
The primary difficulty with the forward approach is that of the computational burden required to obtain a sufficiently accurate estimate of the output trajectory, because both simulation and scheduling models require increasing amounts of computational time as the number of resources and the number of different tasks to be scheduled increase. The forward problem is also descriptive in nature; given a specified input pattern, it describes a predicted output pattern and permits the calculation of estimated performance measures based on this pattern. The given input trajectory and the computed output trajectories may also allow computation of other quantities such as inventory levels over time.
Production planning in its classical form, as first formulated by Modigliani and Hohn [60] , addresses the backward problem referred to above, which is inherently prescriptive in nature. This approach wishes to determine an input pattern to the production resource or system over time that will produce a pattern of output over time that meets external demand at minimum cost. In this case the formulation specifies the quantity of each type of output demanded by the market and attempts to compute the pattern of input over time that will meet this demand in some optimal or near-optimal manner. The results of this model specify the amount of each different type of input to be released into the production facility over time, together with the estimated output pattern produced by this input pattern.
The production planning function has as its aim the coordination of activities between different parts of the organization and external partners such as vendors and customers over time. In industrial practice this activity is generally carried out at discrete points in time, considering available information and building a plan of activities, specifically the release quantities, for a number of periods into the future, referred to as the planning horizon. This approach, which has been the dominant paradigm in the academic literature for decades (Johnson and Montgomery [40] , Vollmann et al. [74] ), renders a more aggregate approach possible, in which one is not trying to compute input and output trajectories in continuous time, but the total amounts of each associated with each of the discrete time periods in the planning horizon. This permits the use of simplified, aggregate constraints to represent the behavior of the production resources, which simplifies the resulting optimization models. However, there is now the possibility that the aggregate solution produced for each time period may turn out to be impossible to implement on the shop floor due to detailed resource constraints that have been ignored in the aggregation process. These problems have been addressed extensively in the literature over the last six decades using techniques of mathematical programming (Johnson and Montgomery [40] , Voß and Woodruff [75] ), artificial intelligence (Zweben and Fox [78] ), and inventory theory (Zipkin [77] ). Our focus in the first sections of this paper will be on mathematical programming models, specifically LP models of the type that have formed the basis for most academic and industrial work on these problems.
The discrete-time nature of the classical production planning formulation described above immediately raises the issues of differing time scales. The planning activity takes place periodically, using time periods usually of days or weeks; however, the actual factory for which the plans are generated operate essentially in continuous time. Thus, for a planning model to be able to produce even moderately accurate estimates of the input pattern required to produce a desired output pattern while remaining computationally tractable requires that it incorporate some model of how decisions made at the planning level will affect performance at the factory level during the planning horizon. Schneeweiss [64] refers to this type of model as an anticipation function.
Both theory and industrial practice suggest that the development of effective anticipation functions for even simple production systems is a complex task. A critical quantity for this purpose is the cycle time, the time elapsing between work being released into the production system and its emergence as finished products that can be used to meet demand. The extensive literature on queueing models of manufacturing systems (Buzacott and Shanthikumar [16] , Hopp and Spearman [36] ) shows that under steady-state conditions the expected cycle time is a nonlinear function of the resource utilization, which, in turn, is determined by the input trajectory determined by the planning models. When we take into account that production planning rarely treats systems that can be assumed to be in steady state, and consider the number of resources and tasks involved in planning even a moderately large production system, the fundamental nature of the challenges becomes apparent. The cycle time of any item moving through the production system is necessarily a random variable subject to some probability distribution that is a function of the resource utilization, the release trajectory up to that point in time, and the resources available to perform the production tasks, among other possible factors. We shall use the term lead time to denote the estimates of cycle time (usually, its expected value) used in planning models.
In this paper we shall address a specific aspect of this problem that examines the use of discrete-event or continuous-time simulation models as anticipation functions for production planning models. We begin by describing the most common anticipation function used in optimization models of production planning, which is a fixed lead time independent of resource utilization. After presenting this model and its weaknesses, we discuss an intuitively attractive multimodel approach, which is to use a detailed simulation or scheduling model as anticipation function in an iterative scheme. We then discuss the relatively recent concept of the clearing function, which is a nonlinear anticipation function relating expected output in a planning period to some measure of expected workload during the period. Finally, we review the derivation and application to production systems of transport equation models that use systems of coupled partial differential equations (PDEs) to estimate the output pattern of a production system from a given input pattern in continuous time. We conclude this tutorial with a discussion of future research directions.
LP Models with Fixed Exogenous Lead Times
For simplicity, we shall begin with production planning models for a single resource producing a single product. Time will be divided into discrete time periods t = 1, . . . , T , not necessarily of equal length. We wish to determine the amount of material R t to be released to the resource during period t to meet a deterministic, known demand of D t units in that period.
The simplest type of anticipation function arises when the cycle time of the production resources being planned are very short relative to the length of the planning periods. In this case, any material released for processing in period t is assumed to become available for use by the end of this period. If we denote the amount of material released during period t by R t , the demand to be met during this period by D t , and the amount of finished goods available in inventory at the end of period t by I t , the material balance equation describing the flows of material in and out of the finished goods inventory is given by
In this case there is no need for the usual X t variables denoting the amount of production in period t, because X t = R t by assumption. Because of the very short cycle time, material remains in the system for a very short time after being released, and so considerations of work in process (WIP) can be ignored. When the cycle time of the production resource may extend over more than one planning period, a common assumption is that of a fixed lead time that is independent of resource utilization, i.e., of the release quantities R t . This approach is commonly encountered in both inventory theory (Zipkin [77] ) and mathematical programming approaches to production planning (Johnson and Montgomery [40] , Voß and Woodruff [75] , Missbauer and Uzsoy [59] ), as well as the material requirements planning (MRP) approaches widely used in industry (Vollmann et al. [74] ). The stochastic equivalent 107 of this model is a random lead time with a time-stationary probability distribution that is independent of the order quantities, such as the case treated by Eppen and Martin [27] or the class of models discussed by Zipkin [77, Chapter 7] . In this case, the amount R t released into the system during period t becomes available for use in period t + L. If we denote the output of the production system in period t by X t , we have the relationship X t = R t−L . The system dynamics are now described by the relationship
It is common, both in the literature and in practice, to assume that the fixed lead time L corresponds to an integer number of planning periods; Hackman and Leachman [32] present a straightforward method for representing lead times that correspond to a fractional number of planning periods, which we will discuss later. As stated so far, this model assumes that there is no limit on the amount of output the system can produce in the given lead time. Most optimization models of capacitated production systems will limit the total output of the system in a given period by imposing an aggregate capacity constraint of the form X t ≤ C t , where C t denotes the maximum possible output of the production system in a given period. For exposition, let us assume that each unit produced requires one time unit of the resource, and the resource capacity is expressed in terms of time units available per planning period. Under this representation, the production resource can produce any amount of output up to C t units in any period, and no material remains in the system for more than L time periods, regardless of the work-in-process level. Thus at the end of period t, the production system in this model will have a WIP level of
units of product. It is interesting to note that this quantity does not generally appear in the constraints or objective functions of LP models of production planning, although as seen above it is not difficult to model. Note also that only R t−L units of this WIP are actually available for the resource to convert into output in period t. The issue of multiple time scales raises its head once again when we examine the aggregate capacity constraint described above, because the timing of events on the shop floor is lost in the aggregation. Suppose, for instance, that the production planning model recommends that R t = 200 units be released into the system during period t, where the length of the time period is one week. If the capacity of the resource is C t = 250 units per week, this will appear to be a feasible solution. However, if events on the shop floor result in all 250 units arriving in the middle of the week, it may well not be possible for the resource to process all this material within period t. Subject to these limitations, we can thus describe the behavior of the production resource in a given period t with the set of constraints
Under the assumptions of this model, a unit of material released in period t remains in the system during the time interval defined by the periods (t, t + L). To reconcile the capacity constraint with the system dynamics constraint, we must specify at what point in time during this interval the material actually occupies the capacity of the resource. Three logical constructions can be distinguished here:
(1) lag before models that assume that the resource capacity is occupied at the end of the lead time of this operation, (2) lag after models where the resource capacity is occupied at the beginning of the lead time, and (3) models that allow capacity consumption at any time within the lead time, not necessarily in a contiguous period.
For lag before and lag after models, we refer to Hackman and Leachman [32] ; models of type (3) are formulated in de Kok and Fransoo [24] and Spitter et al. [68] . In this tutorial we focus on the lag before models that assume that the releases R t in period t occupy the resource capacity in the period that the output is produced, implying X t = min{R t−τ , C t }.
The deficiency of this model is that it assumes that WIP will not accumulate in the system over time; the releases in period t − L constitute the entire WIP available to the resource for processing in period t. These releases are implicitly constrained not to exceed the capacity, so the system is always able to process all its available WIP in a single period. The remainder of the WIP, given by
has no effect on the cycle time of the resource, which is always equal to the prespecified parameter τ and, as far as this model of production capacity goes, is completely unrelated to the capacity C t of the resource in a given period. All the lead time L accomplishes is to delay the arrival of work at the resource after its release into the system; it does not describe the behavior of the resource itself, which is assumed in the capacity constraint to be able to process any amount of material up to the capacity limit C t in a given period. This explains an interesting anomaly with this type of model, that positive dual prices for capacity constraints result only when the capacity is fully utilized (Kefeli et al. [45] ). However, queueing models repeatedly show that system performance, especially as related to WIP levels and cycle times, often begins to degrade at utilizations substantially below 1, implying the existence of situations where even though a resource is not fully utilized, additional capacity at the resource might be beneficial to system performance, although adding that capacity would not necessarily be economically desirable.
To summarize this discussion, the conventional view of production capacity used in MRP and most mathematical programming models results in a linear program of the following form:
subject to
where h t is the per unit inventory cost, and c t is the per unit production cost. As pointed out by Hackman and Leachman [32] , most LP models encountered in practice will involve additional constraints specific to the application domain under study, but the model above represents the essentials of inventory balance between periods and aggregate capacity within periods. Note that because all rates are uniformly distributed over a planning period, ensuring nonnegative inventory levels at the boundaries between periods is sufficient to ensure inventory is nonnegative throughout the period. We have chosen a simple objective function, that of minimizing the sum of production and inventory holding costs over the planning horizon. Clearly far more elaborate objective functions are possible, but our emphasis in this tutorial is on the representation of production capacity and system dynamics. Finally, backlogging of any form is not allowed for purposes of exposition, although it can be incorporated in the standard manner (Johnson and Montgomery [40] ).
Multimodel Approaches Linking LP Models and Simulation
Until now we have assumed a constant lead time L over the entire planning horizon. However, the basic structure of the LP model remains unchanged (except for initialization and ending effects at the start and end of the planning horizon) if we assume a distinct lead time L t for the releases made in each period t. Recalling that in reality the cycle time experienced by each unit of material released in a given period is a random variable with some probability distribution f L , the most natural interpretation of this quantity is as the expected cycle time experienced by a unit of material released in period t. It is not immediately apparent how to estimate these quantities for a given set of R t values. Note that if we replace the maximum available capacity C t in a period with the amount C * t actually used in an optimal solution, the optimal release trajectory R * t will not be affected. Assuming cost parameters and demand are fixed, we can now recast the production planning problem as that of searching for a consistent set of lead times L t and capacity usage estimatesĈ t that will yield a minimum cost release trajectory R * t that produces a minimum cost output pattern X * t satisfying constraints (9) .
However, because of the difference in time scales between the planning and execution activities, it is quite possible that a release trajectory R t satisfying (9) may not actually be possible in the continuous time operation of the shop floor, because of errors introduced by the aggregation of the constraints. Thus testing the consistency of a proposed set of R t , L t , and C t values requires solution of the forward problem. We shall assume that a viable solution to the forward problem produces estimates of the output trajectory X t for a given input trajectory R t such that some measure of the deviation between realized output trajectoryX t and the planned output trajectory X t is within a prespecified tolerance with high probability. If we have available such a solution mechanism for the forward problem, a natural iteration scheme suggests itself:
(1) Set k = 1. , construct and solve the LP model LP(k) to obtain the release trajectory R t . This is clearly true of the most widely used approach for solving the forward problem, that of discrete-event simulation, where an empirical distribution of the realized cycle times of all lots can be developed. For other approaches such as the transport equation-based models discussed in §5, these quantities are not immediately available and must be aggregated from the simulation input into an estimate compatible with their use in the LP model. For the rest of this tutorial we shall assume that the forward problem will be addressed with a simulation model. The approach outlined above is essentially a multimodel approach that iterates between the LP model used to determine an optimal input trajectory for a given set of lead times and capacities and a simulation model that estimates the cycle times that will be realized under the given input trajectory. Most research on these iterative multimodel methods ( [47] ) treat the discrete-event simulation model as a fully accurate representation of the factory floor being studied. In reality, of course, the simulation model may not fully represent the reality of the shop floor, introducing errors into the input trajectories obtained from the iterative scheme. In addition, accounting for the difference in time scales between the discrete-time planning model and the essentially continuous time shop-floor simulator requires a number of nontrivial decisions on how to disaggregate the period-based decision variables for implementation in the simulation model.
To illustrate the issues involved, suppose that the duration of the basic planning period is a week, and the planning model has determined to release 200 units of product. Is the entire quantity released at the start of the week, or is it released evenly at the start of each shift? Basic queueing theory (Hopp and Spearman [36] ) suggests that these decisions will have different effects on the variability of the arrival process at the resource, resulting in differences in performance. Turkseven [71] describes an algorithm for addressing this issue that is implemented in the computational study (Asmundsson et al. [12] ). The converse is also true: when iterating between a simulation model and an LP model, the output of the simulation model needs to be aggregated in a manner that will provide the required parameters for the linear program, and there are potentially many different ways of doing this with potentially different consequences. These decisions, which constitute the interface between production planning and shop-floor operations, have not been studied extensively in the literature and are deserving of further attention from the research community. The algorithm of Byrne and Bakir [17] follows essentially the approach above, with the difference that it assumes all work can be completed within a single planning period, and thus iterates only on the capacity estimatesĈ k t . Other approaches, however, notably those of Hung and Leachman [38] and Kim and Kim [47] , employ a related approach where we express the output of product i in period t, denoted Y it , as
where w iτ t denotes the fraction of releases in period τ that contribute to output in period t. This results in a linear constraint. Note that if we were able to obtain the w iτ t values correctly, we would no longer need an explicit capacity constraint of the form
because the weights w iτ t would reflect the ability of the resource to produce output over time. Queueing theory tells us that these weights depend on the resource utilizations, which are determined by both the WIP profile in the system and the releases that are determined by the planning model in use. However, assuming the weights w iτ t are known, we can use the capacity constraint
together with the objective function and material balance equations of the previous model. This linear program can now be interfaced with a solver for the forward problem to provide an iterative scheme very similar to that suggested above. At the kth iteration of the procedure, the input trajectory R k t developed by the LP model is used to compute estimates of the weights w k iτ t and the capacity usagesĈ k t . The execution of the resulting plan is then simulated to obtain a new set of weight estimates, the linear program is solved with the new weights, and the procedure continues until (hopefully!) convergence. It is worth noting in passing that similar iterative techniques have been used in the job shop scheduling literature [72, 73] ). Hung and Leachman [38] tested a version of this iterative scheme using a simulation model of a wafer fabrication facility without any updating of the capacity usages. They associated lead times with the start of each planning period and used these lead time estimates to compute estimates of the weights w k iτ t . They examined the rate of convergence of the flow time estimates to the actual flow time values in the simulation and found that convergence to the correct expected flow time values can be quite rapid, but that the procedure can fail to converge in some cases which are not fully understood. Irdem et al. [39] presented an experimental study, admittedly limited in scope to a specific production environment, of the convergence of this method that suggests that for production systems at high utilization levels it can be difficult to confirm convergence. Several possible reasons for this behavior have been examined. Irdem et al. [39] compared the w k iτ t values obtained by this procedure to those realized in the simulation and found that there can be significant differences. The use of a fully deterministic simulation does not resolve the convergence problems. One possible hypothesis is that the lead times used to estimate the weights are based on those observed for individual lots that arrive at the resource close to the beginning of the planning period, resulting in highly variable estimates of weights. Another possibility is that the implementations of the procedure have not expressly addressed the possible problem raised by Hackman and Leachman [32] that when fractional lead times are used activity rates may change within a planning period, requiring the use of additional constraints.
The other method of this type that has been studied experimentally is that of Kim and Kim [47] , which differs from that of Hung and Leachman [38] in two respects: the weights w k iτ t are not computed based on the observed cycle times of specific lots in the simulation, but instead are computed directly by tracking the progress of individual lots through the system in the simulation model and the use of the realized capacity usages in the iterations. Computational experiments (Irdem et al. [39] , Kacar [41] ) have shown that the convergence behavior of this method is qualitatively different from that of the Hung and Leachman [38] procedure; it either converges rapidly in a few iterations, or cycles between two apparently neighboring solutions. The need for a simulation model of the system being planned requires both large amounts of data to construct and validate, and also increases run time significantly. The authors discuss several ways to reduce the computational burden of the simulation by focusing on highly utilized workcenters. Hung and Hou [37] substituted an analytical flow time prediction model for the simulation in the iterative scheme and reported results that compare favorably in convergence performance with those of the scheme using the simulation model.
A rather different iterative technique was proposed by Riaño [63] , where the w iτ t values are estimated using a model of the transient behavior of a queueing network. Another interesting iterative technique is that of Tian et al. [70] , who addressed the problem of integrating production planning with setting safety stock levels in a multiechelon production network in the presence of stochastic demand. They iterated between an LP model for production planning and a concave nonlinear program that allocates safety stocks based on an allocation of customer demand among alternative sources. This paper is the only one we are aware of to provide necessary conditions for their iterative scheme to converge, albeit under restrictive conditions.
The iterative simulation-LP approach has the advantages of being intuitive and combining two well-understood, off-the-shelf modeling technologies. However, the formal study of these approaches is at a very early stage. There is no a priori reason to believe that convergence will occur, or even the conditions under which it may be hoped for. When we consider the general problem of searching for a set of consistent parameters (weights w iτ t , lead time estimates L k t , or capacity usagesĈ k t ) that will allow the LP model using them to determine an optimal input trajectory, there is no reason to believe that the underlying problem is convex or well behaved in any other way. Finally, there is currently no theoretical framework for the analysis and enhancement of these procedures, which would be an important contribution with applications beyond the domain of production planning.
An interesting alternative to the iterative approaches discussed here is the direct use of simulation optimization (Fu [28] ) to determine a globally optimal input trajectory for the production facility using a discrete-event simulation model to evaluate the objective function of interest. This approach has many attractive features in principle: the simulation model can be made as accurate as desired, the interaction between the LP model and the simulation is no longer needed, and the approach is, in principle, applicable to nonconvex problems. However, the obvious drawbacks of this approach are the very high computational requirements of a simulation model of a large, complex factory and the large number of iterations required for simulation-optimization methods to converge to even a local optimum. Liu et al. [53] and Kacar et al. [43] have studied procedures of this type, finding that they are capable of finding good input trajectories but require very high central processing unit (CPU) times. Another approach of this type is given by Albritton et al. [3] .
LP Models Using Clearing Functions
Although the iterative approach using simulation or queueing outlined above is interesting and intuitive, it suffers from a number of disadvantages, particularly the need to run timeconsuming simulations of the production system being planned at each iteration. The use of fixed, exogenous lead times, on the other hand, results in tractable and well-understood optimization models, but their ability to capture the nonlinear relationships between workload and cycle time in production systems governed by queueing is questionable, especially when resources are heavily utilized or when utilization can vary significantly over time. In recent years the use of nonlinear clearing functions that represent the expected output of a production resource as a function of some measure of workload, usually the amount of WIP awaiting processing, have been proposed and show considerable promise. Here we shall give a very brief overview of this approach, referring the interested reader to Missbauer and Uzsoy [59] for a more complete review.
Recall that the basic problem induced by the differing time scales is that the planning model, which uses large, discrete planning periods, requires some means of estimating the consequences of its decisions on the performance of the shop floor. Fixed lead times are clearly a crude means of accomplishing this since they ignore the well-known queueing effects. The use of simulation or queueing models to solve the forward problem for a given input trajectory, as in the iterative schemes discussed in the previous section, is time consuming and raises complex issues of how to coordinate the two very different models used. Clearly a unified optimization model that incorporates an effective anticipation function over which optimization can take place is desirable. This is precisely the goal of the models using clearing functions.
To motivate the use of a nonlinear clearing function, consider a resource that can be modeled as a G/G/1 queueing system in steady state. The average number in system, i.e., the expected WIP, is given by Mehdi [55] as
where c a and c s denote the coefficients of variation of interarrival and service times, respectively, and ρ the utilization of the server. Setting c = (c 2 a + c 2 s )/2 and rearranging Equation (13), we obtain a quadratic in W whose positive root yields the desired ρ value. Solving for ρ with c > 1 yields
which has the desired concave form. When 0 ≤ c < 1, the other root of the quadratic will always give positive values for ρ. When c = 1, Equation (14) simplifies to ρ = W/(1 + W ), again of the desired concave form. We see that for a fixed c value, utilization, and hence throughput, increase with WIP but at a declining rate due to variability in service and arrival rates. In their most general form, clearing functions represent the relationship between the expected output of a production resource in a given planning period and the some measure of the expected workload in that period. Several examples of clearing functions in the literature are depicted in Figure 1 . The constant level function places a fixed upper bound on production. It does not have any lead time constraint and assumes instantaneous production no matter what the WIP level W t is. Graves [29] proposed a clearing function in the form of X t = αW t , where output X t at time t is considered a linear function of WIP. This constant proportion function assumes a fixed lead time of 1/α can be maintained at all utilization levels. In this model, it is assumed that production facility will be operated in the range that this fixed lead time assumption will hold. This function may yield infeasible levels of output at high WIP levels, and so needs to be limited by a fixed capacity which is shown as the combined clearing function. Karmarkar [44] proposed a nonlinear clearing function where output increases as a concave nondecreasing function of W t , reaching an asymptotic maximum. Srinivasan et al. [69] proposed another clearing function that is a concave, nondecreasing function of WIP. Figure 1 shows these types of functions as the effective clearing function.
Missbauer [56] discussed the limitations of clearing function models such as the fact that they limit the output by a function of the expected total load and the distribution of the arrival period of the work expected to contribute to the load in period t is not considered. He proposed an aggregate order release planning model that determines the amount of work released in each planning period and can handle different load patterns without requiring additional load balancing parameters.
Early clearing function models had difficulty in modeling the behavior of multiple products because when products compete for capacity, one product may end up waiting indefinitely while other products are processed in very short lead times. To solve this problem, Asmundsson et al. [12] proposed an allocated clearing function (ACF) formulation for multiple products, where capacity at a resource is allocated to individual products.
The ACF model assumes that a clearing function will represent the aggregated output of the resource as a function of an aggregate measure of its workload, where in general the aggregation takes place over different products using the resource. An alternative approach is to use disaggregated clearing functions where a separate clearing function is estimated for each product or item taking into account the workload imposed by all the different products. In this case the relationship between output and workload at the resource is represented by a set of highly coupled nonlinear constraints that are in general nonconvex (Albey et al. [2] ). Current experimental evidence suggests that the ACF approach works well when products are similar in their resource consumption patterns, allowing workload to be expressed in units of processing time. However, when resource consumption patterns are more complex, such as when lot sizing or setup decisions must be made, the disaggregated approach outperforms the ACF approach.
Clearing functions can be derived analytically using steady-state or transient queueing models, or estimated empirically from empirical data. Different authors have implemented somewhat different approaches. Agnew [1] proposed a throughput function where service rate is a function of the number in queue and suggested using it in optimal control policy context. Spearman [67] derived a clearing function using closed queueing networks, conjecturing a relationship between mean cycle time and WIP, and taking one observation from simulation to specify congestion of the system. Asmundsson et al. [12] formulated the clearing function as a relationship between the expected throughput of a resource in a planning period and the time-average WIP level at the resource during the period from empirical data.
Other authors (Karmarkar [44] , Missbauer [56] ) assumed the clearing function depends on the expected workload, which they defined as the sum of the work in process available at the start of the period and the material released during the period. Zäpfel and Missbauer [76] used a simulation model to estimate clearing functions based on the expected workload and observed discrepancies between planned and actual WIP in simulation. Missbauer [57] showed that the clearing function depends on the work in process at the beginning of the each period due to the transient behavior of the system and suggested a transient clearing function. Selçuk et al. [65] derived transient clearing functions analytically using the Pollaczek-Khinchine mean value formula and Little's law.
The principal approach in the literature to estimating clearing functions has been to assume a concave functional form and use some form of regression to estimate the necessary parameters. Because empirical data from industrial sources are generally very difficult to obtain, most research uses a discrete-event simulation model of a production system to obtain data on the workload and output in each planning period. A notable exception is Haeussler and Missbauer [33] , who fit clearing functions to data obtained from a manufacture of digital storage media. They highlighted considerable differences between then simulated and empirical data, most notably in that the empirical data show significantly higher variability that may be due to a variety of factors not included in the simulation model, such as different worker allocation policies, failures, and so on.
Asmundsson et al. [12] used a visual technique for fitting piecewise linear segments approximating a concave clearing function and reported favorable results. In a subsequent paper (Asmundsson et al. [13] ) they used linear regression to fit a concave clearing function that was then piecewise linearized by solving a nonlinear program. They found that the clearing functions thus obtained consistently overestimate the capacity of resources and suggested an empirical technique to correct this by ensuring that a specified percentage of the data points lies above the fitted function. Kacar and Uzsoy [42] used different multiple regression models and found that the variable selection procedures do not seem to have significant effects on the quality of the production plans obtained by using LP models based on different fitted clearing functions. Albey et al. [2] used nonlinear regression to fit their disaggregated clearing functions, obtaining locally optimal solutions using a standard convex nonlinear solver. The majority of this work has assessed the quality of the fits obtained from the empirical data based on conventional statistical measures such as correlation coefficients. Results indicate that this area requires further research; different clearing function forms yielding very high correlation coefficients can result in quite different performance when the production plans obtained by using them in an optimization model are implemented.
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In recent work, Kacar [41] took a different approach to the fitting of clearing functions where the parameters of the clearing function are optimized to yield the best production plans. They assessed quality of the clearing function fits by solving an optimization model using the clearing function estimated with that parameter set and then simulating the execution of the production plans in the system under study. Their approach was to start from the clearing function fit obtained by linear regression and attempt to improve this through a simulation-optimization approach, specifically the simultaneous perturbation stochastic approximation (SPSA) algorithm (Spall [66] ), as well as several heuristics that attempt to reduce the required computational time. They found that significant improvements are possible over the clearing functions obtained by regression; in other words, when the clearing functions obtained by the SPSA approach are used to develop input trajectories that are then disaggregated and simulated, the clearing functions obtained by the SPSA approach have statistically better performance. In extensive computational experiments on a scaleddown semiconductor wafer fabrication system, Kacar [41] showed that the production plans using clearing functions fit by regression yield statistically better production plans than the iterative approaches of Kim and Kim [47] and Hung and Leachman [38] . However, the use of the simulation optimization to refine the parameter estimates used in the clearing functions yields substantial improvements in realized performance over the clearing functions obtained from regression alone. The additional advantage of the clearing function approach is that the actual planning does not require any simulation, although extensive simulation runs are necessary to obtain the data needed to fit the clearing functions.
Transport Equation Models
There has long been a tradition of aggregating the stochastic flow of products through a factory in two ways:
• averaging over time or over ensembles to convert the stochastic process into a deterministic production process and
• converting work in progress from integer variables, labeling individual parts, into a real variable describing a product continuum like a fluid.
Together these two aggregation steps convert queueing network models into ordinary differential equation (ODE) models known as fluid models. Queueing networks are analyzed using network equations linking the random variables describing the state of the network. Fluid model equations are the deterministic equations replacing the random variables with their means. Fluid models conceptually arise from treating the jobs in a queueing network as a continuous fluid that flows, via inflow and outflow rates, through a finite number of buckets (the queues),
where q i is the WIP (queue-length) waiting for step i, µ i is the processing rate of step i, and λ is the start or arrival rate into the production process. The resulting models are hybrid dynamical systems: sets of ordinary differential equations for the time evolution of the queue lengths as a function of time. The appeal of fluid models is that they are deterministic dynamical systems that are well understood even though some important issues related to the stability of queueing networks and the stability of the associated fluid models remain unresolved for multiclass queueing systems (Bramson [15] , Dai [21] , Dai et al. [22] ). Fluid models do not really behave like a fluid, because they still treat every production process separately and hence model the production flow through discrete steps. For long production lines with many steps, it makes sense to treat the production steps as a continuum variable and in that way to obtain a genuine fluid dynamical description treating a factory as a pipe and parts flowing through the factory as a fluid. In contrast to a real fluid, the spatial variable does not describe physical space, but rather denotes the degree of completion of the part, or the stage of the production. Calling x ∈ [0, 1] the degree of completion, ρ(x, t) describes the density of parts at stage x at time t, and Q(t) = 1 0 ρ(x, t) dx is the total WIP in the factory. If the fluid moves with a velocity v(x, t), then the flux (in industrial engineering terminology, the throughput) is described as F (x, t) = v(x, t)ρ(x, t). Assuming that defective products are sorted out after the factory production process, there are no sources or sinks in the factory, and hence WIP satisfies the mass conservation law:
where µ is the overall production rate of the factory. By a standard argument of transport equations (LeVeque [50] ) this integral conservation law is equivalent to a differential conservation law of the form ∂ρ ∂t
Because v(x, t) ≥ 0, the fluid moves from left to right. Hence we set as a boundary condition the influx F (0, t) = λ(t); i.e., the local flux at stage zero is the arrival rate of the parts into the factory. Together with an initial WIP profile ρ(x, 0) = ρ 0 (x), this sets up a well-defined transport equation (hyperbolic) problem. It is instructive to consider the case of a linear wave equation with constant velocity v(x, t) = c. For a unit influx that is switched on at time t = 0 (λ(t) = H(t), with H(t) the unit step function), flowing into an empty factory, the resulting outflux generated by the solution to the transport equation (16) is
Note in particular that it takes the influx τ = 1/c time units to work its way through the factory; i.e., τ is the raw cycle time for a product.
Clearing Functions and PDEs
Using transport equations is an immediate improvement over the use of a clearing function. A delay between influx and outflux in the factory is automatically built into the model. The crucial modeling part affecting the lead time is the associated flux model:
• A constant velocity like in the previous example corresponds to a constant delay between the start and finish of an item, i.e., a constant lead time.
• A local flux at position x and time t depends only on the density around that position x. It is typically used in traffic flows and in its simplest form looks like
Equation (18) is known as the Lighthill-Whitham model (Lighthill and Whitham [52] ) and reflects the fact that drivers slow down as the density of cars around them increases. That process continues until the density becomes critical, ρ c = R, and the velocity goes to zero, indicating a traffic jam.
• A global flux is used for a model that treats the whole factory as a single queue. As a result, the velocity at position x depends on the global quantity of total WIP, i.e., 1 0 ρ(x, t) dx. For instance, an M /M /1 queue with arrival rate λ and processing rate µ can
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be analyzed completely in steady state. The resulting characteristics for the relationships between cycle time τ , queue length W , and influx are (Gross and Harris [30] )
The M /M /1 model leads to a close relationship with the clearing function idea: The cycle time is given as τ = 1/v, the flux is defined as F = vρ, and, identifying the queue length W in steady state with the total WIP L in the factory, we can write
which in steady state reduces to a clearing function of the type
Hence a PDE model combining a transport equation (16) with an M /M /1 flux model (23) makes the following assumptions about the production process:
• The velocity of transport, i.e., the speed at which a part moves through the production line, depends on the amount of WIP in the factory.
• The velocity at a given time is the inverse of the cycle time for an M /M /1 queueing system with the steady-state WIP equal to the current total load in the factory.
• The velocity is the same at every production stage, depending on the total WIP in the factory.
A slight generalization of this approach leads to a very usable model: By determining the state equation for the velocity v = V (W ), either through more elaborate queueing theory models, through measurements in the factory, or through detailed discrete-event simulations, we have a general flux model F (x, t) = ρ(x, t)V (W (t)) for the transport equation (16) . Figure 2 (Lefeber and Armbruster [49] ) compares the outflux of a discrete-event simulation with the outflux of a PDE simulation. The noisy (shaded) line comes from averaging 1,000 discrete-event simulations of a model of a semiconductor factory (Perdaen et al. [61] ). The thick line is generated by solving Equation (16) with a steady-state velocity model based on relating the steady-state outflux with the corresponding steady-state WIP in the factory model.
These assumptions generate a dramatically improved model for a production process: The model captures the nonlinear dependence of the cycle times on WIP, and it correctly relates the steady-state WIP, cycle time, and outflux. In addition, it improves the outflow predictions for non-steady-state (transient) situations compared to static clearing function approaches: Variations in the outflow will be correctly resolved if they result from variations in the local product density that have little effect on the total WIP and hence on the transport velocity. Figure 2 shows that in general the outflux calculated by the PDE model stays close to the mean of the outflux for the discrete-event simulation (DES).
Notice also how the PDE model allows us to follow the transport of any local WIP portion given by ρ(x, t)dx over time through the factory. Hence, if the observation time interval ∆t and the cycle time τ satisfy τ ∆t, a PDE model allows us to follow the flow of parts through the production unit in contrast to clearing functions or ODE-based models. On the other hand, for short cycle times, say, of the order of the observation times, the clearing 
Time Outflux
Note. Outflux generated via a sinusoidal influx for a discrete-event simulation (shaded) and a simulation based on Equation (16) and a clearing function model (black curve).
functions based on the total WIP are appropriate. This observation is independent of the velocity model that is used to describe the flow through the factory, i.e., independent of the type of clearing function that is used. The third bullet in the above list is the most problematic feature of this model: The velocity in the factory becomes nonlocal, changing downstream when the density upstream changes. This is only a good model for highly reentrant flows with first in, first out dispatch rules. In that case, a new product entering the factory competes for production capacity with all the products already in the factory, and hence will slow down even the ones that are almost finished. At the other end of the modeling spectrum is a linear, acyclic production line, where steps downstream are completely unaware of anything that goes on upstream.
Improving the Transient PDE Model
In a series of papers, Armbruster and Ringhofer [5] and Armbruster et al. [6, 7, 9, 10] developed a kinetic theory of the stochastic transport processes in a factory model. The approach follows turbulence or gas-dynamic modeling of transport processes (Cercignani [19] ). Fundamentally, such an approach is based on a probability density distribution f (x, v, t), where
describes the probability to find a particle in an x-interval with a speed in a particular v-interval in a certain time interval. A typical approach to determining the time evolution of such a probability density is to derive equations for the time evolution of its moments relative to the velocity and then to make some closure assumptions to reduce the infinite set of moment equations to a finite set (Armbruster et al. [9] ). The equations for the first two moments are given by ∂ρ(x, t) ∂t
∂v(x, t) ∂t
Together with initial values for ρ(x, 0) and v(x, 0) and boundary conditions on the left boundary, Equations (25) and (26) Equation (26) is Burgers' equation. It models advection of a variable v(x, t) that is transported along characteristics. As a result, once the initial material has left the domain, the solution is completely determined by its values at the boundary. This resolves the issue of nonlocal velocities associated with the one-dimensional model: The time it takes a part ρδx to move through the factory is determined at the time that the part joins the end of the queue. If there is a lot of WIP in front of the new arrival, it will take longer to clear the factory.
Whereas the boundary condition for the flux at x = 0 is given by the start rate λ(t),
the choice of the other boundary condition depends on the stochastic experiment that is described: We need to determine the expected cycle time, conditioned on the length of the queue. For an M /M /1 queue in steady state, the PASTA (Poisson arrivals see time averages) property suggests that an arriving part will find an average queue length W given by Equation (20) . Hence,
is the velocity related to the well-known M /M /1 clearing function (see Equation (24)). In the general transient case, time averages make no sense any more: We are interested to find the expected time evolution for the movement of parts through the factory given a particular initial state of the system-i.e., we are interested in the ensemble average, conditioned on the initial WIP. Recently, Armbruster et al. [8] discussed a specific discrete-event simulation experiment and showed that we can fit heuristic boundary conditions that allow us to reproduce the ensemble averages of the experiments. The experiment was suggested by Missbauer [58] : Consider an M /M /1 queue with a production rate of µ = 1/day, and determine the ensemble average of the cumulative production over five days as a function of the ensemble average of the total number of parts in the production unit over this five day period. Calling the initial queue W (0), the ensemble average for the total number of parts becomes the sum of the initial queue and the cumulative influx λ(t):
Our heuristic is based on two regimes: (1) If λ(t) < µ, then we expect that any initial WIP distribution decays exponentially fast to the WIP distribution associated with the steady state related to the arrival rate. This is known for Markov processes as the mixing time (Levin et al. [51] ). Hence the boundary condition is determined by the solution to an ordinary differential equation,
where the decay constant σ will be determined experimentally.
(2) If λ(t) > µ, the queue length will become unbounded. Assuming that over the course of the observation interval of five cycle times the queue never becomes empty, and therefore the machine is never starved, the cycle time at arrival of a part at a queue length of W (t) will become just τ = (1/µ)W (t). For arrival rates only slightly larger than the production rate and for small W (0), this is not always true. We found that with a velocity of
we obtain good agreement between PDE simulations and ensemble averaged discrete-event simulation. Figure 3 . Outflux over five time intervals as a function of the total expected load for discrete-event simulations and for the PDE model ( (25) and (26)) with boundary conditions (27) and (32) . Hence the full boundary conditions for Equation (26) become
The last equation describes the initial condition for the ordinary differential equation. It is based on the assumption of a deterministic initial condition, i.e., the initial WIP is exactly known, and hence the ensemble average will be mostly affected by the stochasticity of the machine process and little affected by the stochasticity of the arrival process. Figure 3 shows comparisons of discrete-event simulations and PDE simulations of Missbauer's experiments for different influxes and different initial WIP.
Production Planning for Transport Equation Models
La Marca et al. [48] solved the production planning problem for a continuum factory model (Equation (16)) with an M /M /1 flux model (Equation (23)). Assuming an initial WIP distribution over the whole production line given by ρ(x, 0) and a target demand rate given for a finite time interval d(t) t ∈ [0, T ], the optimal influx (input trajectory) λ(t) is calculated that generates the least mean square error between the target demand and the outflux of the transport model. The method is based on adjoint calculus minimizing a functional of the form
subject to the constraint that the outflux F (1, t) = vρ| x=1,t is generated by the transport equation (16) . Details can be found in La Marca et al. [48] . Figure 4 shows a typical ramp-up scenario: The optimal influx anticipates the increased outflux in by exactly the right amount at the right time to generate a production outflux that is exactly on target.
Conclusions and Future Directions
Despite production planning having been a focus of industrial engineering and operations research for more than five decades, the problem of representing the capabilities of even a simple production system to produce output over time remains challenging. The highly nonlinear nature of the queues representing these systems, the large size of many industrial problems, and the different sets of assumptions made by different approaches combine to render a unified, definitive resolution of this problem elusive for the foreseeable future. Despite the fact that the academic community appears to have regarded this with relatively little interest over the past two decades in contrast to, say, inventory theory, the area holds a wealth of interesting research questions with potential for real industrial and economic impact. One need only remember the rapid success and high stock valuation of planning software firms like i2 Technologies and Manugistics in the late 1990s to get a sense of the value placed by industry on a successful solution to the problem. Linear programming models with fixed lead times are a tried and true technology with well-known theoretical limitations. A growing body of research is trying to move beyond these models and is achieving promising results in laboratory environments. However, there is still a long way to go before these tools are ready for large-scale industrial deployment.
The use of multimodel iterative procedures combining solutions to the forward and backward problems is as yet in its very early stages. However, the progressive development of integrated software environments such as SAS-OR, where optimization, simulation, and statistical analysis can take place in a single software system, renders the development and testing of such procedures a great deal easier than they have been in the past. The constant improvements in computing power are steadily reducing the amount of time needed to run large computational experiments with these procedures, although this is still a daunting task. Thus it is likely that we shall see more interest in these methods in the future. An important asset of these methods is their combining two well-understood modeling tools, linear programming and simulation, which have been used extensively in industry and are well understood by practitioners. However, there is very little computational experience with these methods, and not even the beginnings of a theoretical framework with which to analyze their operation and enhance their performance. Whatever method is used for solving the embedded forward problem, a clear understanding of how to link the forward and backward problems being solved to obtain reliable convergence to even a local optimum is almost completely lacking at present. The only analytical results regarding convergence of such methods are those of Tian et al. [70] , which, although interesting, are very limited in scope.
The iterative multimodel approaches may be viewed as approximations to a stochastic optimization problem that searches for the optimal input trajectory treating the production system as a stochastic system. The only obvious direct way to approach this general problem at present appears to be through the use of simulation-optimization methods, whose computational requirements are prohibitive for even small problem sizes. However, pursuit of this linkage with simulation optimization may allow the formulation of an approach to study these procedures experimentally, recognize common structure between methods that may not be immediately apparent, and develop a base for analytical approaches to their performance. The principal drawback of multimodel methods involving discrete-event simulation models is their extremely high computational requirements, especially for large, complex production systems such as semiconductor wafer fabrication facilities. It is in this area that the transport equation-based methods outlined in this tutorial offer the highest promise for improvement. Extensive computational evidence shows that these techniques are capable of matching the accuracy of much more time-consuming discrete-event simulation models in very modest CPU times, immediately suggesting their use in an iterative multimodel scheme of the type we have discussed.
Optimization models using clearing functions exhibit considerable promise, but they are also at a relatively early stage of their development. A growing body of computational evidence suggests that when appropriately calibrated, these models yield production plans that outperform those obtained from multimodel methods and conventional fixed lead time models. The major research task here is the development of a sound theoretical foundation for estimating and fitting the clearing functions themselves.
Finally, it is intriguing to examine the possible relationships between the different approaches we have discussed. If we view the basic forward problem as that of modeling the behavior of a complex queueing system over time, all three approaches-clearing functions, transport equations, and multimodel approaches using simulation-are all addressing the same problem. The manner in which these different methods relate to each other may well provide important insights into how to tackle these venerable, but still challenging, problems.
The most interesting issue here is the aggregate description of transient phenomena. Although clearing functions and their implementations as flux functions in transport equations provide very good forward models and hence allow subsequent optimization schemes for the production planning problem in quasi-steady-state situations, the transient case is not even clearly defined as a problem. There are at least two different approaches:
• The state of the production facility is known exactly at a given time t 0 ; i.e., the WIP distribution and the conditional probabilities for machines failures in the future are known.
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The goal is to predict the average production over a given time interval [t 0 , t − 0 + T ], conditioned on the current state. This is, for instance, the issue for the recovery of a production facility after a major failure that shut down all or significant parts of the facility. In a probabilistic sense this can only be an ensemble average; i.e., we are interested in the probability distribution of the production output over this time interval as we repeat the same recovery many times.
• A related but different problem concerns the production output rate as a function of time in a time-varying environment, for instance, seasonal production or productions ramps. In that case, the initial state may not be known exactly, and we will be averaging over the ensemble of possible initial states and their influence on the subsequent production rates.
The very first attempts to generate a theory for these transient production systems follow the work of Riaño [63] for the transient behavior of queueing networks, and Selçuk et al. [65] , with their analytic approximation of transient clearing functions based on stochastic processes restricted to stochastic machine processes, and Armbruster et al. [8] to generate heuristic differential equation models that model the ensemble averages for short-term production ramps. A unifying transient queueing theory for, e.g., Jackson networks seems within reach.
