l Abstract ] Three types of solid-phase chemical exposure sampling media: cellulose, polyurethane foam, and XAD-2, were analyzed for 2,4-dichlorophenoxyacetic acid (2,4-D) and the amine salts of 2,4-D. Individual samples were extracted into acidified methanol, and the extracts were analyzed via liquid chromatography-tandem mass spectrometry using electrospray ionization and a C8 reversedphase LC column. 13C 2,4-D and a labeled benzoic acid (13C or ds) were employed as the surrogate and internal standard, respectively. Over a three-year study of pesticide exposure among agricultural workers involving a high volume of analyses, values of average % recovery for t3C 2,4-D on personal exposure samples ranged from 87 to 98 with a % relative standard deviation ranging from 7 to 12. The performance of the method compares favorably with that of the current National Institute for Occupational Safety and Healthrecommended approach for the analysis of 2,4-D on these types of exposure sampling matrices.
Introduction
Quantification of pesticides and herbicides in human environmental health studies is an ongoing effort in which analytical methods are continually modified and improved so that optimal results can be achieved in a cost-efficient manner. The latter objective is especially important in programs aimed at quantifying human exposure. These investigations deal with large numbers of samples and multiple sampling media. Methods that minimize steps while maintaining or improving accuracy, precision, and sensitivity are continually sought.
2,4-Dichlorophenoxyacetic acid (2,4-D) and the organoamine salts of 2,4-D are among the most widely used and studied herbicides in the U.S. and Canada. 2,4-D possesses demonstrated cytotoxic and mutagenic effects (1) . The 2,4-D acid, amine, and ester herbicides were recently measured in an * Author to whom correspondence should be addressed.
exposure study that was performed in the Agricultural Health Study (AHS), a large epidemiological investigation sponsored by the National Cancer Institute (NCI), National Institute of Environmental Health Sciences (NIEHS), and the U.S. Environmental Protection Agency (EPA). Newer NIEHS initiatives focused on the environmental health effects of Agent Orange (2) (of which 2,4-D is a component) promise to keep this herbicide in the spotlight with respect to human health and chemical exposure. The analysis of polar acidic organic compounds (such as 2,4-D) is easily accomplished by liquid chromatography (LC) with mass spectrometric (MS) detection (3) (4) (5) (6) . More recently, newer MS-MS detectors are improving the sensitivity and selectivity of LC-based methods, where a significant advantage lies in the ability to use virtually any stable isotope of the analyte as the internal or surrogate standard with enhanced resolution and signal4o-noise (for both species), and with fewer interferences. The resulting increase in accuracy and precision afforded by LC-MS-MS along with the ease in which it can be adapted for high throughput analysis (7) is causing many laboratories to use this technology for their most routine analysis needs.
LC-MS-MS has been applied to the analysis of 2,4-D and its metabolites in both urine (8) and drinking water (9) . However, this approach has not been extended to the analysis of polar acidic herbicides and pesticides on solid-phase exposure sampiing media. Methods currently published by the National Institute for Occupational Safety and Health (NIOSH) continue to prescribe the conversion of 2,4-D acid to an ester followed by gas chromatography (GC)-MS (10, 11) .
In this work, we report on an efficient approach to the quantification of 2,4-D and 2,4-D dimethylamine salt from chemical exposure sampling materials of varying composition. The method allows for a single extraction into methanol acidified with a weak volatile organic acid (a medium that is directly compatible with LC mobile phase), followed by direct injection of the extract onto the LC column. 13C 2,4-D was used as the surrogate. The method was recently applied in the AHS Pesticide Exposure Study (PES), and it has proven itself to be robust when applied to continuous high-volume sample analysis.
Experimental

Reagents and chemicals
High-performance liquid chromatography-grade methanol was obtained from EM Science. Glacial acetic acid (99.99%) was from Aldrich; 99 wt% ACS grade anhydrous formic acid was purchased from Acros; 13C (ring) 2,4-D and benzoic acid 13C or d~ (ring) were obtained from Cambridge Isotopes; and the neat standard of 2,4-D was purchased from Chem Service, Inc. A standard reference solution consisting of 1000 IJg/mL 2,4-D in methanol was purchased from Restek. Water used for the LC mobile phase was purified using a PICOSYSTEM ULTRA water purification system operated at a resistance of_> 17 mQ.
Solid-phase sampling materials
The solid-phase sampling media consisted of cellulose (ACE non-sterile surgical cotton gauze and Whatman grade 17 cellulose paper), polyurethane foam (PUF)-tipped wooden swabs with handles clipped (Fischer Scientific), and mixtures of PUF and XAD-2 (styrene divinylbenzene) individually layered in glass air-sampling tubes. The sampling tubes were the OSHA (Occupational Safety and Health Administration) versatile sampiers (OVS tubes) purchased from SKC, Inc. In a typical exposure sampling scheme, the cellulose materials were used to collect dermal exposure samples and the PUF swabs were used to absorb contaminants from the surface of the skin on the hands of pesticide applicators. The XAD/PUF (contained in the sorbent tubes) were employed for personal air monitoring of the workers during pesticide mixing, loading, and application activities.
Apparatus
All analyses were conducted on a PE SCIEX LC-MS-MS system consisting of two PE 200 series isocratic micro LC pumps, PE 200 series vacuum degasser and autosampler, and a PE SCIEX AP13000 triple-quadrupole (MS-MS) mass analyzer equipped with a turbo ionspray source. Instrument operating conditions are shown in Table I . The MS-MS analyzer was operated in negative ionization mode and with multiple reaction monitoring (MRM) to provide maximum specificity and sensitivity in the resolution and detection of fragment masses due to 2,4-D and 13C 2,4-D. The precursor and fragment masses that were scanned (2,4-D, 13C 2,4-D, and the internal standard benzoic acid 13C or ds) also are listed (Table I ).
Preparation of standard spiking solutions
Neat standards of 2,4-D (or 2,4-D amine salt) and 13C 2,4-D were used to prepare individual stock solutions (using 2M formic acid in methanol) that were in the range of 1000 I~g/mL and 400-500 I~g/mL, respectively. Secondary spiking solutions (quantitation standards) were prepared from these at nominal levels (for both analyte and surrogate) in the range of 100 to 200 IJg/mL. A quantitation standard for the labeled benzoic acid internal standard with a nominal concentration of 25 IJg/mL was prepared from the neat compound in the same manner. The described 2,4-D and 13C 2,4-D solutions were used to prepare the various spiked matrices required for our quality control (QC) program.
Samples and sample extraction procedure
The field samples were collected by the School of Public Health at the University of Iowa (in contract with Battelle Science & Technology International) and the Research Triangle Institute (RTI International) and analyzed as part of the AHS/PES. Prior to their analysis, method performance was assessed through the extraction and analysis of spiked blank matrices.
The solid materials (cellulose, PUF, or XAD/PUF) were placed in a sealed glass vessel and spiked with 13C 2,4-D (10--45 lJg for cellulose and PUF; 0.4 ~g for XAD air sampling tubes). A volume of 2.0M formic acid (anhydrous) in methanol was added (200-300 mL for cellulose-and PUF-filled tubes and 4 mL for the XAD-filled tubes). The vessel was sonicated and/or shaken, and an aliquot was removed, spiked with a volume of the internal standard (quantitation solution), and injected onto the LC column. The internal standard was added to produce a concentration of 250 ng/mL in the final extract.
Calibration and quality control
A QC program was implemented to ensure that instrument calibration was maintained in an acceptable manner over the range of the calibration standards and throughout the analysis, and that recovery of 2,4-D from the different media was being achieved at a consistent level and within established limits. Eight calibration solutions spanning an analyte concentration range of 2 to 500 ng/mL were analyzed using the chromatographic and MS conditions outlined in Table I . A multipoint calibration was run at the beginning of each batch analysis. In addition, individual autosampler vials containing an aliquot of the 100 ng/mL calibration solution plus a second vial conraining a reference standard solution (also 100 ng/mL) were inserted into the batch at every 20 vials.
Criteria for an acceptable multipoint calibration were an average response factor having < 25% relative standard deviation (RSD) over the calibration range, and an r 2 > 0.98. The response of the subsequent 100 ng/mL standards, used to monitor the calibration throughout the analysis, was not expected 
Medium
Type Recovery* n* RSD* Recovery* n* RSD* to vary by more than 25% from that observed in the initial multipoint calibration. For the 100 ng/mL (single-point) calibration standards, the absolute areas of the quantitation ion(s) for the internal standard and surrogate were not expected to decrease by more than 25% from areas measured in the most recent single-point calibration solution or by more than 50% from areas measured during the initial multipoint calibration. The method detection limit (MDL, sometimes referred to as "limit of quantitation" or LOQ) was calculated as Tstat (0.99) x SD (for n blanks). The method quantitation limit was taken as the concentration of the lowest detectable calibration standard.
To monitor percent recovery of the analyte as well as the presence of contaminants (in the sample extraction process), extracts from a set of spiked blank materials and spiked extraction solvent aliquots (three of each type) were inserted into each sample batch. Percent recovery of the surrogate 13C 2,4-D was monitored for every sample (field or quality control). For the spiked samples and blank materials, values of percent recovery between 70 and 120% were deemed acceptable for both analyte and surrogate.
Results and Discussion
In detecting and quantifying pesticides and herbicides via MS-MS, the use of isotope dilution (i.e., isotopic form of the analyte as the internal standard) is considered optimal because the native and labeled target analytes behave identically and use of the 2,4-D/13C 2,4-D signal ratio promotes maximum accuracy and precision in the quantification of 2,4-D in an extract. In this work, we have used the isotopically labeled 13C 2,4-D as the surrogate to evaluate analyte recovery as a function of the extraction process and benzoic acid (ds) as the internal standard with good results overall. The decision as to how to make use of the isotopic form of the target analyte can vary depending on the needs of the investigation, and whether (for the analyses in question), the variability is expected to lie predominantly in the instrument response or in the laboratory extraction. In this work, we have found that measures of instrument precision using the stability of the benzoic acid (ring d~) product ion signal as the criteria has given a % RSD (for signal output) ranging from 1.07 to 5.31 over individual 24-h analysis sessions. The overall high stability of the signal for benzoic acid coupled with the need for a high level of quality control with respect to sample extraction has resulted in our using 13C 2,4-D as the surrogate. In large exposure studies where there are numerous field and laboratory control samples, accuracy in target analyte recovery as a function of the extraction protocol is needed. 
Method verification: effect of formic acid concentration
To evaluate the importance of formic acid concentration in the extraction solution, acidified methanol was prepared initially at 0.5M and 2.0M (in formic acid). During the method validation portion of the work, which involved the spiking and analysis of clean sampling materials, we evaluated percent recovery for known spiked amounts of 2,4-D and 13C 2,4-D using both extractants. The results for cellulose dermal patches, listed in Table II, show recovery of 2,4-D and 13C 2,4-D to be satisfactory at either acid concentration. The 2.0M solution was used for analyses of all samples in the remainder of the performance validation study and in the subsequent analysis of samples from the exposure survey. Values of average (mean) percent recovery for the PUF and XAD/PUF materials (for these initial validation studies) are given in Table III . For the three sets of solid media (cellulose, PUF, and XAD/PUF), the ranges of percent recovery were 82-110%, 95-121%, and 79-90%, respectively (Tables II and III) .
With respect to analyte recovery, our validation results compare favorably with those of the NIOSH methods for analysis of 2,4-D on XAD and PUF (10, 11) . In the NIOSH approach, 2,4-D is extracted into a diazomethane containing solvent mixture (10% methanol/90% methyl-t-butyl ether or propanol) (10, 11) . The resulting methyl ester derivative is analyzed by GC-MS. Using this approach, recoveries of 2,4-D were reported at 91% and 75.1%, respectively, for the air sampling tubes (XAD/PUF) and PUF dermal sampling material.
Ongoing method validation
Method validation also was implemented during the course of the field study, in which all collected samples were spiked (in the laboratory directly prior to extraction) with ]3C 2,4-D so as to have an ongoing assessment of method performance. Table IV lists values for percent recovery of 13C 2,4-D from field samples, (i.e., those samples collected from individual study participants). These values (Table IV) obtained over the first 2.5 years of the work and following final completion of the exposure study (2002) . For these analyses, values of % RSD ranged from 7 to 12 (for the three types of sampling media). An average percent recovery for the three types of solid media over a 2.5-year period was 92 with a % RSD of 11. We note that use of the isotopic form of the target analyte (13C 2,4-D) as a surrogate provided the much needed assessment of quality control with regard to the sampling component of the investigation, that is, by permitting a more accurate determination of the behavior of 2,4-D on the many "field control" samples that are typically included in large occupational exposure surveys. These samples consisted of blank materials spiked so as to evaluate analyte recovery as a function of factors such as sampling conditions, sample storage and transport, and field contamination. For each type of sample media (cellulose, PUF and XAD/PUF), 13C 2,4-D recovery from field control samples remained within an acceptable range for analytical method validation (mean = 93, % RSD = 9 for n = 21 PUF and cellulose field control samples; mean = 90, % RSD = 10 for n = 12 XAD/PUF field controls; for samples prepared and collected over a 2.5-year period), while recovery of 2,4-D was more variable (as would be expected), reflecting the integrity of the samples under the various field and laboratory storage conditions (mean = 115, % RSD = 33 for n = 21 PUF and cellulose field control samples; mean = 76, % RSD = 47 for n = 12 XAD/PUF field controls ).
Calibration results
Figure i illustrates a typical multipoint calibration for both analyte and surrogate. Values of % RSD for the average response factor (RF) over all calibration points ranged from 4.2 to 7.4 for five calibration curves. The range of r 2 for the same set of curves was 0.9979-0.9998 and 0.9982-0.9998, for 2,4-D and 13C 2,4-D, respectively. The r 2 values refer to linearly fitted data points with 1/x or 1/x 2 weighting. The type of correlation and weighting of the calibration data were selected so as to maximize the fit at the lower concentration points on the curve. The range of percent error in the re-calculated concentrations of the calibration solution (using the linear fitting equations) over six individual curves was 0.043-11.1 (mean = 2.62). For the 100 ng/mL single-point calibration standards (from the first two years of the program), values of % deviation in RF from the average RF for the nearest multipoint calibration, for three independent analysis sessions, ranged from 0.15 to 7.67. The precision for a set of 65 single-point 100 ng/mL (continuous) calibration standards performed from the years 2000 through 2002 was mean = 97.9 _+ 6.7 ng/mL for 2,4-D and mean = 98.11 +_ 7.74 ng/mL for 13C 2,4-D.
MDL versus range of results for field samples
The range of results for 61 field exposure samples collected over a 2.5-year period was 0.004 to 5980 IJg of 2,4-D per sample. The lowest value of 0.0039 lJg was reported for an XAD air sample where the extractant volume was 4 mL. The value corresponds to an extract concentration of 0.98 ng/mL, the MDL for extract concentrations in that set. Note that these field samples comprise a small fraction of the overall number of samples that were analyzed because of the large number of associated field QC samples that were included with each batch. Over this period of sample analysis, the calculated MDL for 2,4-D ranged from 1.1 to 2.9 ng/mL in the analyzed extract.
It should be noted that the manner in which the limit of detection (LOD) or MDL is determined can vary, and MDL for different methods may not be directly compared without some explanation. Most methods for estimating LOD are grounded in the fundamental expression XL= XB + KSB, where XL is the smallest detectable instrument signal, XB is the blank response, and SB is the standard deviation of the blank signal. K is a numerical factor chosen in accordance with the desired confidence level (CL) for XL (12, 13) . Often K is arbitrarily set at 3, which is the number of standard deviations that encompasses 99.7% of a Gaussian distribution of responses (XL). This approach (13) was used to describe the NIOSH method (11) . However, there can be significant variation in the number and quality of the measured blanks (e.g., XB). In this work, we have let K = the value of Students T at the 99% CL. Thus, in this method, MDL fluctuates more, and an artificially high value of MDL is always possible (as was the case for MDL = 2.9) where the number of samples in a particular batch is low (Tsut is large) and contamination of a blank sample occurs (SB is large). In using T~u t (as opposed to an arbitrary constant), the risk associated with reporting too low an MDL (due to K being too low) is minimized.
Of the 61 analyzed field samples, one result whose extract concentration of 2,4-D was slightly below the calculated MDL (for the particular analytical run) was classified as being "not detected". Thus, we suggest that for the range of sample extract concentrations typically seen in this study, the MDL is sufficiently low to provide measurable results for most samples.
