Abstract. When the backward shift operator on a weighted space H 2 w = {f =
Introduction
In order to generalize the much-celebrated model theorem of B. Sz.-Nagy and C. Foias, J. Agler in [1] , introduced the notion of an n-hypercontraction which extends that of a contraction. Let H be a separable Hilbet space and denote by L(H) the algebra of bounded, linear operators defined on H. If n is a positive integer, then an n-hypercontraction is an operator T ∈ L(H) with
For a real number r and an integer 0 ≤ k ≤ r, set r k = r(r − 1) . . . (r − k + 1) k! .
One then considers the Hilbert space M n of analytic functions on the unit disk D defined as
As can be easily checked, different function spaces correspond to different n's: the Hardy space for n = 1 and the weighted Bergman spaces A
Definition 0.2 ([4]). Let Ω be an open connected set of the complex plane C and let m be a positive integer. The Cowen-Douglas class B m (Ω) consists of operators T ∈ L(H)with the following conditions:
(1) Ω ⊂ σ(T ) = {w∈C : T − w is not invertible}; (2) ran(T − w) is closed for every w ∈ Ω;
w∈Ω ker(T − w) = H; and (4) dim ker(T − w) = m for every w ∈ Ω.
One of the main results of [4] states that each operator T ∈ B m (Ω) induces a Hermitian holomorphic eigenvector bundle E T := {(w, x) ∈ Ω × H : x ∈ ker(T − w)}, over Ω. Since condition (4) implies that E T is a bundle of rank m, we set {e j (w)} m j=1 to be its holomorphic frame. Letting h(w) := ( e j (w), e i (w ) m×m , for each w ∈ Ω, the curvature function K T of E T is defined as
For T ∈ B 1 (Ω), the curvature function is much simpler to calculate as it is equivalent to K T (w) = −∂∂ log ||γ(w)|| 2 ,
where γ(w) ∈ ker(T − w) is a holomorphic cross section of E T [4] . More recently, the first two authors, along with Y. Hou, showed that the results of [5] can be rephrased. When n = m = 1, T is a contraction and S * 1 is just the adjoint of the shift operator on the Hardy space. In [10] , the second author and S. Treil gave an example of a backward shift operator T (that is not a contraction) defined on a weighted space that is not similar to S * 1 but such that it still satisfies the inequality
This means that one cannot ignore the contraction assumption when considering the similarity to the backwad shift operator on the Hardy space in terms of curvature. We try to do something analogous here and consider weighted spaces and n-hypercontractions. In particular, we give a necessary condition for the backward shift operator defined on a weighted space to be an n-hypercontraction. The first two cases are trivial to show. For n ≥ 3, we make clever use of certain systems of linear equations with solutions that have negative entries. This work is done through the two lemmas in the next section. As corollaries of this result, we consider the subnormality problem of these weighted backward shift operators and also state a related result involving curvature. In the last section, we use Ktheory to show that without the n-hypercontractivity assumption, the similarity criteria given in [6] fails for the higher rank cases as well.
n-hypercontractive backward shift operators
The following theorem is our main result of the paper. Theorem 1.1. Let T be the backward shift operator on the space
where w j > 0, lim inf j |w j | 1 j = 1, and sup j w j+1 w j < ∞. If T is an n-hypercontraction, then we have for every nonnegative integer j,
Remark 1.2. Note that the condition lim inf j |w j | 1 j = 1 makes H 2 w a space of analytic functions on the unit disk D, while the condition sup j w j+1 w j < ∞ guarantees the boundedness of the shift operator on the space. It is also easy to see that T should be of the form
Based on the definition given by A. L. Shields in [11] , T is a weighted shift operator with weight sequence given by
To give a proof of the above theorem, we need a few lemmas. Lemma 1.3. Let n ≥ 2 be a positive integer. For each 1 ≤ j ≤ k − 1, set
. .
. . .
Proof. The conclusion is equivalent to
We proceed by strong induction. Let
and substituting this into the first equation, we obtain
For 2 ≤ m ≤ k − 1, we will set for each 1 ≤ j ≤ m − 1,
and prove that
This means that
To show (1.1), we will prove
for n ≥ 0, it follows that
(1.5) One then observes that the coefficients of x m for m ≥ 0 on the right side of (1.5) are given by
Comparing the coefficients of x m from both sides of (1.5) for m ≥ 2 now yields (1.3).
Similarly, since
we have
(1.6) The coefficients of x m−1 for m ≥ 1 on the right side of (1.6) are given by
and again, (1.4) readily follows from comparing the coefficients in (1.6) for m ≥ 2. Lastly, since 
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If we set
then according to Lemma 1.3 with k = n,
As in the previous lemma, we then show that
defined for 1 ≤ j ≤ n + m − 1, satisfy the following three equations: First,
and third,
(1.9)
For (1.7), we see that it is equivalent to
while to prove (1.8), we show that for 1 ≤ i ≤ m − 1,
Finally, (1.9) amounts to showing
Note that once we prove that 10) and that
for n ≤ k ≤ n + m, the equations (1.7), (1.8), and (1.9) will immediately follow. But it was already calculated in the previous lemma that for each k ≥ 0, the term
represents the coefficient of x k in the expression 1 + x. Since k ≥ n ≥ 2 and n k = 0 for k > n, (1.10) holds. One can show analogously that (1.11) is true by using the fact that
is the coefficient of x k−1 in the expression 1 − n for k ≥ 1.
1.1. Proof of Theorem 1.1.
Proof. The operator T is of the form
and for the sake of simplicity, we will now set
Then, for every nonnegative integer j.
If T is a 2-hypercontraction so that
From this, it is easy to see that
λ 0 ≤ 1 + 0 2 + 0 and λ 1 ≤ 1 2 − λ 0 ≤ 1 + 1 2 + 1 .
Now if we suppose that
then it follows that
If T is an n-hypercontraction for n ≥ 3, then
(1.12) From inequality (1), we get
and we use it together with inequality (2) to obtain
It is now the right time to resort to the lemmas that have been proved previously. Namely, by Lemma 1.2, the x j = − n+(j−2) j
3−j 3
, for 1 ≤ j ≤ 2, satisfy the equation
Plugging this into inequality (3), we have
From the inequalities (1) and (2) of (1.12), we obtain
by taking into account that for 1 ≤ j ≤ 2,
Thus,
In general, recall that Lemma 1.3 states that for 2 ≤ k ≤ n and
Then from inequality (k) of (1.12), we have
Now based on the inequalities (1) through (k) of (1.12), we have for every
and therefore, using the fact that x j < 0 for every 1 ≤ j ≤ k − 1, the inequality
follows. Then for every 2 ≤ k ≤ n,
Since it has been observed already that λ 0 ≤ 1+0 n+0
, the inequality holds for all 1 ≤ k ≤ n.
For n + 1 ≤ k, we make use of Lemma 1.3 that states that for
(−1)
j+1 n j+1 = (−1) j n j
n n n = (−1)
= (−1)
Now, by inequality (n + m) in (1.12), we have 
Again, the inequalities in (1.12) give for all 1 ≤ k ≤ n,
and for all l ≥ 0,
Since
for every m ≥ 2, and we then have
for every nonnegative integer j.
Theorem 1.1 readily yields the following results. Recall that a subnormal operator is an operator with a normal extension. Proof. It is known that an operator is an n-hypercontraction for all n if and only if it is a subnormal contraction ( [2] ). Let T be the backward shift operator on one of the spaces H Since subnormality is preserved under the scalar multiplication operation, we can assume without generality that T ≤ 1. Then by Theorem 1.1, for any fixed integer j ≥ 0, we have for every integer n ≥ 1,
which is a contradiction to lim inf j |w j | 1 j = 1.
Next, let us recall how given an integer n ≥ 1, the Hilbert space M n of functions on the unit disk D is defined:
Using the proof of Theorem 1.1, one can also show that the backward shift operator S * n on M n is "almost" n-isometric".
In addition, we construct in the next corollary a weighted space whose backward shift operator satisfies an inequality involving curvatures with respect to the operator S * n on M n . This inequality looks almost the same as the one that appears in the similarity criteria but one can no longer say anything about subharmonicity.
The following well-known result by A. L. Shields that helps determine when two weighted shift operators are similar will be used in one part of the proof. 
for all k ≤ j. 
for every w ∈ D. Moreover, T is not similar to S * n . Proof. We will define our backward shift operator T on some weighted space
The operator S * n is an n-hypercontraction and using the reproducing kernel for the space M n , we have
where k w (z) = ∞ j=0 w j z j w j denotes the reproducing kernel of H, then
Hence, in order to prove that a positive, bounded, real-analytic function ψ exists, we have to show that k w (w)(1 − |w| 2 ) n is bounded above and below by positive constants.
We first consider the sequence
that appears in the following familiar expansion for (1 − x) −n :
We now construct the sequence w j for the space H. Let
where the sequence {N i } i≥1 consists of positive integers N i > n − 2 with
More details on the N i will be given later. Then, since
where,
Next, set
a constant that depends only on i and not on the N i . By direct calculation, one easily sees that
We then have
and
Since the function f (x) attains a maximum of
Now if we choose
. Furthermore, it can be shown that N i + 2i < N i+1 . Thus, we have that
and therefore, k w (w)(1 − |w| 2 ) n is indeed bounded by positive constants. To show that T is not an n-hypercontraction, we note the existence of some n 0 = N j + j − 1 such that
and apply Theorem 1.1. Lastly, to show that T and S * are not similar, we choose n 0 = N j + j − 1 as in the previous case to get In this section, we give a simple example to show that the n-hypercontraction assumption is needed to determine the similarity of operators in B m (Ω) in terms of the trace of the curvatures as was claimed in [6] . We first introduce some definitions and mention some results about strongly irreducible operators. We assume throughout the section that T ∈ L(H). 2. P i P j = δ ij P i for all 1≤i, j≤n, where δ ij = 1 i = j 0 i = j ; and 3. If, in addition, 4. P i is a minimal idempotent in A ′ (T ), that is , T | ran P i is str-irred. for 1 ≤ i ≤ n, then P is said to be a unit finite strong irreducible decomposition of T and we call the cardinality of P the strong irreducible cardinality of T .
It is clear that an operator T has a unit finite strong irreducible decomposition if and only if it can be expressed as the direct sum of finitely many strongly irreducible operators. The work of the first author, in collaboration with X. Guo and C. Jiang, shows how this concept is related to Cowen-Douglas operators.
Theorem 2.4 ([8]). Let T be a Cowen-Douglas operator and set
T.
Then T (n) has a unique strong irreducible decomposition up to similarity.
