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Abstract. We review recent progress in understanding the arrival time problem in quantum
mechanics, from the point of view of the decoherent histories approach to quantum theory. We
begin by discussing the arrival time problem, focussing in particular on the role of the probability
current in the expected classical solution. After a brief introduction to decoherent histories we
review the use of complex potentials in the construction of appropriate class operators. We
then discuss the arrival time problem for a particle coupled to an environment, and review how
the arrival time probability can be expressed in terms of a POVM in this case. We turn finally
to the question of decoherence of the corresponding histories, and we show that this can be
achieved for simple states in the case of a free particle, and for general states for a particle
coupled to an environment.
1. Introduction
Questions involving time in quantum theory have a long and controversial history [1]. Quantities
such as arrival and dwell times, despite being measureable [2], still lack concrete grounding within
“standard” quantum theory. Arrival times, in particular, have attracted much interest, as the
natural procedure of quantising the appropriate classical quantity gives rise to an operator which
is not self-adjoint and thus, in standard quantum theory at least, cannot easily be considered as
an observable.
Despite these difficulties, if one considers a free particle in an initial state ρ = |ψ〉 〈ψ| localized
in x > 0 consisting entirely of negative momenta, and asks for the probability p(t1, t2) that the
particle crosses the origin during the time interval [t1, t2] there is a semi-classical answer, given
by the difference between the probability of being in x > 0 at the initial and final time [1].
Defining P (t) = θ(xˆ(t)),
p(t1, t2) = Tr(P (t1)ρ)− Tr(P (t2)ρ) = −
∫ t2
t1
dtTr(P ρ˙t)
=
∫ t2
t1
dtJ(t), (1)
where
J(t) =
i
2m
(
ψ∗(0, t)
∂ψ(0, t)
∂x
−
∂ψ∗(0, t)
∂x
ψ(0, t)
)
is the standard quantum mechanical probability current. (We denote the state at time t by ρt,
and set h¯ = 1 throughout.) This can also be written in the following two forms,
p(t1, t2) =
∫ t2
t1
dt
∫
dpdq
(−p)δ(q)
m
Wt(p, q), (2)
where Wt(p, q) is the Wigner function, defined later, and
p(t1, t2) = Tr(Cρ)
C =
∫ t2
t1
dt
(−1)
2m
(pˆδ(xˆ(t)) + δ(xˆ(t))pˆ)
= P (t1)− P (t2). (3)
These expressions agree with the classical result, with the Wigner function W replaced by the
classical distribution function w, provided that the classical trajectories are straight lines. They
are also correctly normalized to 1 as t2 → ∞ with t1 = 0, but they are not generally positive,
even for states consisting entirely of negative momenta. This genuinely quantum phenomenon is
called backflow and arises because the operator C, positive classically, has negative eigenvalues
[3, 4, 5]. This means we cannot generally regard Eq.(1) as defining an arrival time distribution.
There is, in addition, a more fundamental problem with Eq.(1), which is that probabilities in
quantum theory should be expressible in the form [6]
p(α) = Tr(Pαρ). (4)
Here Pα is a projection operator, or more generally a POVM, associated with the outcome α.
Eq.(1) cannot be expressed in this form, and we therefore conclude that it is not a fundamental
expression in quantum theory, so must be the result of some approximation.
One interesting question is whether heuristic expressions for the arrival time probabilities
of the form Eqs.(1, 2) can be derived in some limit from a more axiomatic approach. In this
contribution we will show how this may be done in the decoherent histories approach to quantum
theory. This contribution is based on a series recent papers [7, 8, 9, 10], but also draws on earlier
work by Hartle, Halliwell and others [11].
Another issue is the relationship between the various time scales present in the problem. How
long does it take a wavepacket to cross the origin? Is there a minimum time scale on which we
can meaningfully talk about probabilities for crossing? One of the aims of this contribution is
to clarify some of these issues.
The rest of this paper is structured as follows. In section 2 we briefly review the decoherent
histories approach to quantum theory in general, and the arrival time problem in particular.
In section 3 we examine how complex potentials may be used to define class operators for the
arrival time problem. In section 4 we then discuss the arrival time problem for open quantum
systems, reviewing how environmentally induced decoherence allows the arrival probabilities
to be written in terms of a POVM. In section 5 we then turn to the question of whether the
corresponding histories decohere. We summarise and discuss some open questions on section 6.
2. The decoherent histories approach to the arrival time problem
2.1. The Decoherent Histories approach to Quantum Theory
We begin by briefly reviewing the decoherent histories approach to quantum theory. More
extensive discussions can be found in the references [12].
Alternatives at fixed moments of time in quantum theory are represented by a set of projection
operators {Pa}, satisfying the conditions∑
a
Pa = 1, PaPb = δabPa, (5)
where we take a to run over some finite range. In the decoherent histories approach to
quantum theory histories are represented by class operators Cα which are time-ordered strings
of projections
Cα = Pan(tn) · · ·Pa1(t1) (6)
or sums of such strings [13]. Here the projections are in the Heisenberg picture and α denotes
the string (a1, · · · an). All class operators satisfy the condition∑
α
Cα = 1. (7)
Probabilities are assigned to histories via the formula
p(α) = Tr
(
CαρC
†
α
)
. (8)
However probabilities assigned in this way do not necessarily obey the probability sum rules,
because of quantum interference. We therefore introduce the decoherence functional
D(α, β) = Tr
(
CαρC
†
β
)
, (9)
which may be thought of as a measure of interference between pairs of histories. We require
that sets of histories satisfy the condition of decoherence, which is
D(α, β) = 0, α 6= β. (10)
This ensures that all probability sum rules are satisfied.
We note that when there is decoherence Eq.(7) and Eq.(10) together imply that the
probabilities p(α) are given by the simpler expressions
q(α) = Tr (Cαρ) . (11)
Decoherence ensures that q(α) is real and positive, even though it is not in general. In this way
decoherent histories may reproduce probabilities of the form Eq.(3).
2.2. The Decoherent Histories aproach to the arrival time problem
We turn now to the definition of the arrival time problem in decoherent histories. It is natural
to start by considering the class operator for not crossing the origin in a given time interval
[0, τ ]. Splitting this time into smaller intervals of size ǫ and letting τ = nǫ, the natural class
operator for not crossing the origin during this time would be
Cnc = P (nǫ)...P (2ǫ)P (ǫ). (12)
This object represents the history where the state is in x > 0 at the times ǫ, 2ǫ... but can be
anywhere at intermediate times. An obvious thing to try is to take the limit as the spacing
between projections approaches zero, with the hope of obtaining a precise specification of the
behaviour of the state. However that this limit yields the restricted propagator.
lim
ǫ→0
P (nǫ)...P (2ǫ)P (ǫ) = gr(τ, 0). (13)
gr(τ, 0) generates unitary evolution in the subspace of states with support only in x > 0, so
one find that the probability of crossing the origin is zero. This is a manifestation of the quantum
Zeno effect [14]. The resolution of this problem is simple in principle, one simply declines to take
the limit ǫ→ 0 in Eq.(12), and instead works with histories which have some finite “resolution”
ǫ. In practice, however, the situation is complicated for two reasons. The first is that the object
Eq.(12) is difficult to work with analyticaly, although semi-classical approximations are avaliable
[8]. The second is that it is not clear what the limits are on the “resolution” ǫ.
The solution to both of these problems is to show that the evolution represented by Eq.(12)
is equivalent to evolution in the presence of a simple complex potential V (x) = −iV0θ(−x)
[9]. One can then use this equivalence either to derive the class operators for crossing and not
crossing directly [7], or one can instead use it to deduce the minimum spacing allowed between
the projections in Eq.(12) [9].
3. The relationship between complex potentials and strings of projection operators
Probably the most significant development in the histories approach to time in quantum theory
to have occured in the past few years has been the understanding of the relationship between
class operators defined in the manner of Eq.(12), and those defined via complex potentials. This
development has been significant for three reasons,
• It has made the calculation of arrival time probabilities within decoherent histories relatively
straightforward.
• It has led to a much better understanding of the relationship between the different timescales
that occur in the problem, in particular the Zeno time.
• It has suggested new connections between the histories approach and some of the various
detector based models for the computation of arrival time probabilities.
The proof of this equivalence can be found in [9], building on earlier work by Echonabe et
al [15]. Here we will simply state the equivalence, and discuss some of the consequences for the
arrival time problem.
The equivalence is expressed as follows,
e−iHτP (nǫ)...P (2ǫ)P (ǫ) |ψ〉 ≈ e−iHτ−V0P¯ τ |ψ〉 (14)
where
P = θ(xˆ), P¯ = θ(−xˆ), and nǫ = τ (15)
The equivalence holds provided
V0ǫ ∼ 1, and ǫ <<
1
∆H
(16)
Since we know from studies of the complex potential that we begin to have reflection when
V0 ∼ E, where E is the energy of the initial state, it follows that the time scale on which the
projections cause significant reflection is given by ǫ ∼ 1/E. There is therefore a regime,
1
E
<< ǫ <<
1
∆H
(17)
in which evolution under strings of projection operators is equivalent to that under the complex
potential and there is negligible reflection.
In Refs.[7, 8] the class operators corresponding to a first crossing of the origin in the time
interval [tk−1, tk] were computed to be
Ck = P¯ (tk)P (tk−1) · · ·P (t2)P (t1), (18)
for k ≥ 2, with C1 = P¯ (t1). These clearly describe histories which are in x > 0 at times
t1, t2, · · · tk−1 and in x < 0 at time tk, so, approximately, describe a first crossing between tk−1
and tk. These class operators can also be expressed in terms of evolution under the complex
potential [7],
Ck =
∫ tk+1
tk
dtC(t) (19)
C(t) = e−iH(τ−t)V e−iHt−V t (20)
The object C(t) is the class operator for crossing at a time t. However this designation is
somewhat misleading, because any state that enters within a time ∼ 1/V0 of t will also contribute
to this crossing probability, because of the finite time it takes the complex potential to absorb
the state. Differently put, the “detector” modeled by the complex potential has a time resolution
of order ∼ 1/V0, and thus we cannot use it to define arrival times more accurately than this.
Given this, it is natural to use class operators like Eq.(19) to define arrival time. If the time
interval is much greater than 1/V0 the dependence on V0 drops out and we can show that [7]
eiHτCk =
∫ tk+1
tk
dteiHtV e−iHt−V t
≈ P (tk)− P (tk+1), providing tk+1 − tk >> 1/V0 (21)
In Ref [8] Eq.(21) was also derived from Eq.(18) with the help of a simple semiclassical
approximation 1. In fact, in [10] it was shown that this semi-classical approximation is closely
related to the decoherence conditions discussed below.
In the case of a free particle without an environment, this class operator reproduces Eq.(1)
under the conditions of decoherence. This is because, assuming decoherence, the arrival time
probability is given by
p(t2, t1) = Tr(CρC
†) = Tr(Cρ), (22)
using Eq.(11). This is an important result, we have succeeded in deriving probabilities of the
form Eq.(1) from decoherent histories, in the limit that the corresponding histories decohere.
4. Arrival time for open systems
We will see below that decoherence of arrival time histories can only be achieved for a generic
initial state in the presence of an environment. It is therefore important to look more generally
at the arrival time problem for the case of a state coupled to an environment. There are two
aspects to consider. The first is, given that we expect the arrival time probabilities to be given
in terms of the current, what are the relavent properties of the current for a system coupled to
an environment? The second issue is to examine how the inclusion of an environment helps to
produce decoherence of the corresponding arrival time histories. We will deal with the first issue
in this section, and put off the discussion of decoherence till later.
The arrival time probability p(t1, t2) can be written in terms of the Wigner function, as
p(t1, t2) =
∫ t2
t1
dt
∫
dpdq
(−p)δ(q)
m
Wt(p, q), (23)
where the Wigner function is defined as
W (p, q) =
1
2π
∫
dξρ(q + ξ/2, q − ξ/2)e−ipξ (24)
1 The situation is more subtle than implied in the derivation in [7, 8]. The class operators Eq.(12, 19) are the
quantum analogue of first crossing operators, they are non-zero only for states incoming from the right, and they
are non-negative for any initial state. By contrast, the class operators Eq.(21) are non-zero for states incoming
from the left, and can be negative for states incoming from the right. The first of these difficulties can be handled
straightforwardly [16], but the second, a manifestation of backflow, requires conditions on the state. Fortunately
it can be shown that states exhibiting decoherence of arrival time probabilities will not display backflow [7].
The difficulty with Eq.(23) is that for a general state W (p, q) need not be positive, it is therefore
possible that this “probability” could be negative 2. An obvious solution to this problem is to
consider a state coupled to an environment. This is because it is known that such evolution
causes the Wigner function of the system to become positive on a very short timescale. After this
time, an expression like Eq.(23) may be an acceptable, if still heuristic, arrival time distribution
for a system coupled to an environment.
In [10] this scheme was examined, using as an environment the model of quantum brownian
motion [17]. The model can be expressed in terms of a master equation, in general quite
complicated, but which simplifies in the limit of high temperatures and negligible dissipation to
the following [10],
∂ρt
∂t
(x, y) =
i
2m
(
∂2
∂x2
−
∂2
∂y2
)
ρt(x, y)−D(x− y)
2ρt(x, y) (25)
A further interesting limit of this evolution is the so called “near-deterministic limit” [10] of
t << τs = p
2
0/D. It is easy to show that τs is the time scale on which an initial state
sharply peaked around momentum p0 < 0 begins to have significant probability to be found
with positive momentum. For times much less than this, although the evolving state will have
a finite momentum width it will still approximately follow the deterministic classical trajectory.
This is obviously an interesting limit for the arrival time problem. It was found that, in this
limit, Eq.(23) defines an acceptable arrival time distribution for a generic initial state, after a
time
t =
(
3
16
)1/4 (2m
D
) 1
2
=
(
3
16
)1/4
τl (26)
Introducing the notation,
z =
(
p
q
)
=
(
z0
z1
)
(27)
and the class of Gaussian phase space functions,
g(z;A) =
1
2π|A|
1
2
exp
(
−
1
2
zTA−1z
)
(28)
After this time we may write the current as
J(t) = Tr(Fρ) (29)
where
F =
∫
dzPz
(−z0)
m
δ(z0 + z1t/m) (30)
and we have defined the POVM
Pz =
1
π
∫
dz′
∣∣z′〉 〈z′∣∣ g(z − z′;B), with B = ( 2Dt− s2 Dt2/m
Dt2/m 2Dt3/3m2 − 1/4s2
)
(31)
We may now go further, and write the arrival time probability as,
p(t1, t2) =
∫ t2
t1
dtTr(Fρ) ≈ Tr(Eρ) (32)
2 Note that this negativity of the current had nothing to do with the possibility of having momentum components
with both signs in the initial state. We have chosen our initial state to have only negative momenta. Clearly
Eq.(23) will also have to be modified for the case of an initial state with momenta of both signs, but this is a
separate issue that occurs equally in the classical case, and it can be dealt with in a reasonably straightforward
manner, [1, 16]
where
E =
∫
dzPz[θ(z1 + z0t1/m)− θ(z1 + z0t2/m)] (33)
is a POVM representing arrival at x = 0 between t1 and t2. This operator is just a smeared
version of the classical phase space operator, but crucially it is positive for p < 0. Since
the decoherent histories approach to the arrival time problem gives the current as the correct
arrival time distribution when there is decoherence, Eq.(32) gives the arrival time probabilities
computed via decoherent histories.
The important point here is that we have managed to write the arrival time probabilities
Eq.(23), in terms of the expectation value of a POVM, thus bringing them into line with other
expressions for probabilities in quantum theory.
5. Decoherence of arrival time probabilities
We turn now to discussing the conditions under which we have decoherence of crossing
probabilities. The general picture we have in mind is an initial wavepacket defined at t = 0,
evolved until time t1, possibly in the presence of an environment , and then we wish to compute
the probability of crossing between t1 and t2.
Consider first the decoherence functional for the histories correspnding to crossing in the
intervals [tk, tk+1] and [tj , tj+1], where without loss of generality we take tj+1 ≤ tk
Dkj = 〈ψ| (P (tk)− P (tk+1))(P (tj)− P (tj+1)) |ψ〉
= 〈ψ| (P (tk)− P (tk+1))(P¯ (tj+1)− P¯ (tj)) |ψ〉
It is a sum of terms of the form
dkj = 〈ψ|P (tk)P¯ (tj) |ψ〉 (34)
with tj ≤ tk. Note that
|dkj|
2 ≤ ∆kj = 〈ψ|P (tk)P¯ (tj)P (tk) |ψ〉 (35)
The key point is that ∆ has the form of a probability, it is essentially the probability to find
the state in x < 0 at tj and then in x > 0 at tk. Since we will be considering left moving
wavepackets, this probability should be small. To show we have decoherence it therefore suffices
to compute the quantity ∆kj defined in Eq.(35). We will do this both for a free particle and a
particle coupled to an environment. If we include an environment we anticipate that this will be
small simply from the form of Eq.(35). This is because the effect of the environment is to cause
the density matrix to become tightly peaked around the classical path and classically for p < 0
the probability given by ∆kj is zero. We will see how this works in a specific example below.
We take k = 1,m = 2 without loss of generality, and we drop the subscript from now on
∆ = Tr(P (t2)P¯ (t1)ρP¯ (t1)) =
∫
α
Dx
∫
α
Dy exp
(
iS[x]− iS[y]−D
∫
dt(x− y)2
)
ρt1(x1, y1),
(36)
where the histories α are those that start at x1, y1 < 0 and finish at x2 > 0. In terms of the
density matrix propagator [18]
∆ =
∫ ∞
0
dx2
∫ 0
−∞
dx1
∫ 0
−∞
dy1J(x2, x2, t2|, x1, y1, t1)ρt1(x1, y1)
=
∫ ∞
0
dx2
∫ 0
−∞
dx1
∫ 0
−∞
dy1
(
m
πt
)
exp
(
im
2(t2 − t1)
((x2 − x1)
2 − (x2 − y1)
2)−
D(t2 − t1)
3
(x1 − y1)
2
)
ρt1(x1, y1).
Transforming to new variables
X =
x1 + y1
2
, ξ = x1 − y1, (37)
and writing the density matrix in terms of the Wigner function via
ρ(x, y) =
∫ ∞
−∞
dpeip(x−y)W (p,
x+ y
2
), (38)
we obtain
∆ = −
∫ ∞
0
dx2
∫ 0
−∞
dX
∫ X
−X
dξ
∫ ∞
−∞
dp
(
m
2π(t2 − t1)
)
exp
(
im
(t2 − t1)
ξ(X − x2) + ipξ −
D(t2 − t1)
3
ξ2
)
Wt1(X, p). (39)
We see from this expression that there is a time scale, τl =
√
2m/D, set by the environment on
which localisation effect are important. This timescale is the same as that on which the current
becomes positive, as we saw earier.
There are three cases to explore here, the first is where there is no environment, D = 0.
This is the case covered in Ref.[7]. The second case is the intermediate one, t1/τl >> 1 but
(t2− t1)/τl << 1. This is the most general case in which we can expect to have environmentally
induced decoherence. The final case is where t1/τl, (t2 − t1)/τl >> 1. This is the case of very
strong environmental coupling.
The details of the calculation of ∆ in each case are given in [10], and also for the free particle
case in [7], so we simply quote the result in each case.
5.1. Free particle case
We assume that our state at t1 is of the form
Wt1(X, p) =
1
π
exp
(
−
(X −X0 − p0t1/m)
2
2σ2
− 2σ2(p− p0)
2
)
, (40)
and that σ2 is large, so the state is tightly peaked in momentum. After some calculation, and
assuming p20(t2 − t1)/2m >> 1, we obtain
∆ <
1
σ|p0|
<< 1, (41)
there will therefore be decoherence for gaussian wavepackets tightly peaked in momentum, ie
|p0|σ >> 1, provided E0(t2 − t1) >> 1. In [7] it was argued that this conclusion also holds for
orthogonal superpositions of gaussians.
5.2. Weak environment
Turning to the intermediate case, although we can still neglect the effects of the environment for
the time it takes to cross the origin, the key point is that Wt1(X,P ) is the initial state evolved
with an environment, and since t1/τl >> 1 this should be significant. Because the Wigner
function propagator is a gaussian the analysis is similar to the first case. We find, after some
calculation,
∆ <
√
1
E0t1
(
τl
t1
)
<< 1. (42)
5.3. Strong environment
Finally we have the case of strong system-environment coupling. In this case we can show that
∆ will be very small, provided (t2 − t1) << τs. This gives us an upper bound on the time
interval, [t1, t2], rather than a lower one. The lower time scale is provided by the condition
t2 − t1 >> τl =
√
2m/D. This lower time scale is compatible with the condition that the
current be positive.
Note however that this lower limit is state independent. There will be states for which arrival
time probabilities decohere on much shorter time scales than this, for example the simple cases
which decohere in the absence of any environment will continue to do so in the presence of an
environment, at least until a time ∼ τs.
5.4. Discussion
What one draws from studying these cases is that whether or not one can assign arrival time
probabilities in decoherent histories depends on the form of the state at the time it crosses the
origin. Environmentally induced decoherence produces mixtures of gaussian states from generic
initial ones, and thus after a short time arrival time probabilities can be defined whatever the
initial state. However it is not necessary for the system to be monitored whilst it is crossing
the origin. The smallest time interval, δt, for which we can define an arrival time probability is
therefore set by the energy of the system and not the details of the environment and we must
have Eδt >> 1. This is in agreement with Ref.[7], and also with the results of earlier works,
concerning the accuracy with which a quantum system may be used as a clock [19].
In conclusion, for a general state, decoherence of histories requires that we evolve for a time
much greater than τl =
√
2m/D before the first crossing time. This is because τl is the time
scale on which quantum correlations disappear and our state begins to resemble a mixture of
gaussian states. After this time, we may define arrival time probabilities to an accuracy δt,
provided only that Eδt >> 1. States which start as gaussians may be assigned arrival time
probabilities without this initial period of evolution. This is in line with the general result
that some coarse-graining is always required to achieve a decoherent set of histories in quantum
theory.
6. Summary and open questions
In this contribution we have given an overview of the way in which decoherent histories gives
insight into the arrival time problem in quantum theory. The key steps are as follows, in section
2 we discussed how probabilities are defined in decoherent histories, and how they can reduce to
the form Eq.(11) when there is decoherence. Next in section 3 we saw how the class operators
can be derived using complex potentials, and how they reduce to the form Eq.(21) under certain
conditions. Then in section 4 we showed that the same is true for a particle coupled to an
environment, under certian conditions. Finally in section 5 we proved that we have decoherence
of histories for an interesting class of states for a free particle, and for a generic state for a particle
coupled to an environment. Although space has prevented us from giving all the details, we hope
that the general picture is clear.
Although the arrival time probabilities computed from decoherent histories agree with the
heuristic ones when we have decoherence, their derivation in this way represents a significant
advance in our understanding. The difficulty with regarding the current as the arrival time
distribution is the arbitrary way in which one accepts these “probabilities” when they are
positive, but declines to do so when they are not. Because decoherence is an essential part
of the histories formalism, this arbitrariness is replaced with a consistent set of rules governing
when probabilities may or may not be assigned. Whilst this may be of no consequence in the
setting of a laboratory, it may prove hugely important in the analysis of closed systems, in
particular the study of quantum cosmology [20].
Although the arrival time problem is now well understood from this perspective, there are a
number of other areas, such as dwell or tunneling times, where the methods outlined here could
be usefully applied. Finally, we mentioned right at the beginning of this contribution that there
are a multitiude of different approaches to tackling the arrival time problem. An interesting
question is how the decoherent histories approach is related to other approaches, particularly to
those operational approaches that rely on coupling to model clocks. Further study of this issue
may shed light on the reasons why there seem to be so many divergent approaches to the arrival
time problem.
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