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1 Sommario
Il presente lavoro di tesi è volto allo studio, mediante test a priori, della metodolo-
gia di interpolazione frattale (fractal interpolation) da applicarsi come modello di
chiusura nel tracciamento lagrangiano di particelle a partire da campi ﬂuidodina-
mici ottenuti in simulazioni large-eddy (LES). Il problema analizzato è quello di
ﬂusso turbolento in un canale piano. Il ﬂuido che scorre all'interno del condotto è
aria, ed il moto è reso possibile grazie ad una diﬀerenza di pressione. Nel ﬂuido sono
immesse delle particelle, considerate puntiformi con diverse inerzie; si considerano
vari numeri di Stokes, St = 0.2; 1; 5; 10; 25; 125. Per determinare il moto delle parti-
celle si segue l'approccio one way coupling, ovvero si risolve prima il campo di moto
del ﬂuido e successivamente si considerano le particelle come trasportate dal ﬂuido
stesso, non considerando nessun feed back tra ﬂuido e particelle. Questo approccio è
giustiﬁcato da un elevato rapporto tra la densità della particella e quella del ﬂuido e
da un numero di particelle (105 per ogni set) minimo rispetto al numero di particelle
del ﬂuido. Per determinare le traiettorie delle particelle viene impiegato un traccia-
tore lagrangiano, che considera quindi le particelle puntiformi; per determinarne la
velocità viene eﬀettuata un'interpolazione opportuna a partire dai valori di velocità
posseduti dai vertici del rettangolo di griglia che contiene la posizione della parti-
cella. Il campo ﬂuidodinamico è risolto mediante il codice FLOWSB sviluppato dal
dipartimento di energetica e macchine dell'università degli studi di Udine, basato
su di un metodo spettrale.
Le simulazioni LES sono condotte discretizzando le equazioni di N−S ﬁltrate nello
spazio e quindi forniscono un campo di velocità ﬁltrato. Lo scopo dei test a priori
eﬀettuati nel presente lavoro è quello di determinare il diverso comportamento delle
particelle, confrontando le statistiche ottenute nelle simulazioni DNS con quelle
in cui il tracciamento lagrangiano è eﬀettuato a partire dai campi DNS ﬁltrati.
I risultati ottenuti sono coerenti con quanto aﬀermato da Kuerten [6], ovvero le
statistiche delle particelle sono sensibili alle piccole ﬂuttuazioni della velocità. Gli
eﬀetti del ﬁltraggio sono più evidenti per particelle dotate di un'inerzia minore,
mentre al crescere del numero di Stokes tale sensibilità viene a diminuire.
Nasce quindi l'esigenza di introdurre dei modelli di chiusura per le equazioni del
moto delle particelle. Il modello di chiusura proposto nel seguente lavoro è l'in-
terpolazione frattale, fractal interpolation. Applichiamo al problema in esame la
metodologia di interpolazione frattale introdotta da Scotti e Menenveau [21]; il pro-
cedimento eﬀettua la ricostruzione del segnale di velocità a partire da quello ﬁltrato
in funzione del valore assunto da dei parametri detti di stretching. Tali parametri
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inﬂuenzano le caratteristiche del segnale ricostruito: all'aumentare del loro valore
assoluto si ottiene un segnale ricostruito sempre più 'frastagliato', dato che il loro
valore è intrinsecamente legato alla dimensione frattale. Determinata la dimensione
frattale del segnale da ricostruire, Scotti et al. dimostrano che si può ﬁssare il valore
dei parametri. In prima approssimazione, si è scelto di impiegare i parametri citati
nell'articolo di Scotti e Meneveau che sono stati ottenuti per turbolenza omoge-
nea isotropa. Si è altresì individuata una procedura alternativa per l'interpolazione
frattale dovuta a Barnsley [2], i parametri di stretching considerati costanti nel do-
minio, divengno adesso delle grandezze locali. Si introduce quindi un algoritmo per
la determinazione di tali parametri locali, dovuto a A. Reza Keshevarzi at al.. In
questo caso la procedura viene invertita; si determinano i parametri di stretching
locali per ricostruire un segnale a partire da una soluzione LES a priori per ot-
tenere un campo ﬂuidodinamico prossimo a quello ottenuto con le DNS. Applicata
tale procedura, noti i parametri di stretching si è potuto calcolare la dimensione
frattale del segnale così ottenuto. I test a priori sono stati ripetuti per diversi set
di particelle con questa nuova interpolazione frattale a parametri variabili.
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Lo studio del comportamento e dei meccanismi di trasporto di particelle disperse
in ﬂussi turbolenti è un problema di grande importanza. In molti processi industri-
ali si generano, infatti particelle che vengono trasportate da una corrente gassosa.
La conoscenza del comportamento di ﬂussi con particelle è inoltre utile nella pro-
gettazione e nell'ottimizzazione di catalizzatori e nello studio della deposizione di
polveri solide nelle camere di combustione. Il campo ﬂuidodinamico all'interno
di un canale turbolento può essere calcolato con simulazioni DNS, per numeri di
Reynolds non elevati; mediante simulazioni LES (Large Eddy Simulation) è pos-
sibile simulare moti con Re maggiori. In quest'ultimo caso, il campo di velocità
ottenuto è ﬁltrato e non contiene di conseguenza tutte le frequenze presenti nella
velocità soluzione di simulazioni DNS. Per determinare le traiettorie delle parti-
celle può essere impiegato un tracciatore lagrangiano. Se la frazione in volume delle
particelle non è troppo elevata si può trascurare l'eﬀetto delle particelle sul campo
ﬂuidodinamico (ipotesi di one way coupling). Se però i campi ﬂuidodinamici sono
calcolati a partire da simulazioni LES rimane il problema che si hanno a dispo-
sizione solo campi ﬁltrati.
Il presente lavoro si preﬁgge di studiare gli eﬀetti sul moto delle particelle che
derivano dall'impiego della velocità ﬁltrata nel tracciatore, in luogo della completa.
L'eﬀetto di tale impiego viene studiato attraverso l'analisi delle curve di concen-
trazione delle particelle e analizzando le variazioni delle statistiche della velocità
delle particelle. Analisi analoghe sono reperibili in letteratura, ad esempio Arme-
nio, [1], eﬀettua un'analisi similare a quella svolta nel presente lavoro, per indagare
l'interazione tra i modelli di sottogriglia e i fenomeni di cluster. Le conclusioni a
cui egli giunge dimostrano che la segregazione delle particelle nella regione a bassa
velocità avviene maggiormente per le particelle con una costante temporale inter-
media, e che l'errore complessivo nelle statistiche delle particelle dovuto all'impiego
della velocità ﬁltrata sembra non giustiﬁcare l'introduzione di modelli SGS.
Per contro studi analoghi giungono a conclusioni diametralmente opposte. Le simu-
lazioni compiute da Kuerten et al., [6] hanno dimostrato che le LES possono essere
usate intensivamente per studiare il comportamento delle particelle immesse nel
ﬂuido a patto di integrare un opportuno modello di SGS. E' possibile migliorare
i risultati delle simulazioni LES attraverso la reintroduzione di parte delle ﬂut-
tuazioni di sotto griglia sul ﬂusso di velocità attraverso un inversione dell'operatore
di ﬁltraggio.
Inﬁne un'ulteriore metodologia è quella di ricostruire le ﬂuttuazioni della velocità,
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eliminate dal ﬁltraggio, come processi random caratterizzati da una distribuzione
gaussiana PER CITAZIONE VEDI ARTICOLO ARMENIO.
Test eﬀettuati con tale metodologia mostrano una trascurabile diﬀerenza tra i risul-
tati con e senza la ﬂuttuazione aggiuntiva di velocità. In questo caso le scale di
sotto griglia non hanno perciò inﬂuenza signiﬁcativa sul moto. Un tale risultato
può derivare dall'aver scelto l'inerzia delle particelle troppo elevata oppure da una
risoluzione delle LES su griglia troppo 'risolta'.
Si nota come in ambito accademico non vi sia accordo sull'opportunità o meno di
integrare con modelli SGS la velocità da inserire nell'interpolatore lagrangiano.
Nel presente lavoro di tesi si eﬀettuano test a priori per il canale turbolento utiliz-
zando vari set di particelle con valori di inerzia diversi.
Dalle simulazioni eﬀettuate emerge la necessità di introdurre termini di SGS per
poter ottenere statistiche analoghe a quelle riscontrabili nel caso dellaDNS. Il com-
portamento delle particelle risulta diﬀerenziarsi fortemente da quello della DNS a
partire da ﬁltri a 32 modi e a 16 modi, tipici di simulazioni LES. Il set che presenta
una maggiore sensibilità è quello con St = 25, mentre particelle dotate di grande
inerzia, con St = 125, non variano il loro comportamento quando il tracciatore
utilizza la velocità del ﬂuido ﬁltrata. In secondo luogo si è proceduto a sviluppare
ed a compiere una prima validazione di una modellizzazione SGS basata sull'inter-
polazione frattale, mediante test a priori con ﬁltri CUT − OFF e TOP − HAT
per particelle con tre valori di inerzia diﬀerente.
Nel capitolo 3 viene riportata brevemente la teoria dei frattali, fornendone anche la
deﬁnizione dovuta a Mandelbrot [7]. Quindi viene introdotto il concetto di dimen-
sione frattale illustrando i metodi esistenti per il suo calcolo; viene altresì dimostrata
l'impossibiltà di calcolare la dimensione frattale della velocità del canale in esame
con metodi classici.
Nel capitolo 4 si introduce la metodologia di interpolazione frattale, dovuta a Scot-
ti e Meneveau [21], se ne illustrano le principali caratteristiche. Si eﬀettua in-
oltre un'analisi qualitativa della sensibilità del metodo a variazioni dei parametri di
stretching.
Sempre nello stesso capitolo si propone una metodologia alternativa per la deter-
minazione di tali parametri di stretching, dovuta a A. Reza Keshavarzi et al. [18];
con questo algoritmo non è più necessaria la conoscenza della dimensione frattale
del segnale da interpolare come condizione per la determinazione dei parametri di
stretching.
Nel capitolo 5 si illustrano le caratteristiche ﬁsiche della simulazione, quindi l'ap-
proccio lagrangiano al tracciamento delle particelle. Si evidenziano le sempliﬁcazioni
eﬀettuate nell'equazione del moto delle particelle, e le grandezze che caratterizzano
il loro comportamento. Inﬁne l'algoritmo impiegato per l'implementazione dell'in-
terpolazione frattale.
Si eﬀettuano, nel capitolo 6, test a priori per determinare la sensibilità delle statis-
tiche delle particelle al ﬁltraggio del campo di velocità immesso nel tracciatore
lagrangiano. Le simulazioni eﬀettuate impiegano ﬁltri TOP −HAT e CUT −OFF
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sui piani orizzontali a 16, 32 e 64 modi di Fourier; si simula il comportamento di
particelle con St = 0.2, St = 1, St = 5, St = 10, St = 25, St = 125. Gli stru-
menti impiegati per analizzare il comportamento delle particelle sono le statistiche
rms delle componenti u e w della velocità oltre che le curve della concentrazione di
particelle nel canale. Nel capitolo successivo, si eﬀettuano test a priori per l'inter-
polazione frattale, con la formulazione di Scotti, [21] per particelle con Stokes pari
a: 1, 5 e 25. Il segnale da interpolare con l'interpolazione frattale è formato dalla
velocità soluzione della simulazione DNS ﬁltrata con CUT − OFF a 64 32 o 16
modi di Fourier. Anche in questo caso si confrontano concentrazioni e rms di u e di
w del segnale per studiare il comportamento dell'interpolatore frattale usato come
modello di SGS.
Nel capitolo 9 si compie un confronto tra i parametri di stretching impiegati nel-
l'interpolazione frattale proposta da Scotti e Meneveau [21] e quelli ottenuti con il
metodo alternativo di A. Reza Keshavarzi [16]. Tramite i parametri di stretching si
è quindi calcolato la dimensione frattale della u e della w per 3 time step diversi;
il valore così ottenuto è risultato essere minore di 1.7 valore determinato per un
segnale di velocità turbolenta e omogenea.
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La geometria euclidea, la trigonometria ed il calcolo ci hanno indotto a pensare che
i modelli di forma di tutto ciò che ci circonda siano soltanto linee dritte, cerchi,
parabole o altre semplici curve. La conseguenza di questa concezione è presente
nella vita di tutti i giorni; basti pensare ai programmi di design di oggetti, ma
anche alle funzioni utilizzate per il disegno di punti linee e poligoni.
La geometria euclidea e le funzioni elementari, come il seno, il coseno e polinomi sono
la base per i tradizionali metodi di analisi dei dati sperimentali. Poniamo di valutare
il valore della funzione reale F (x) in funzione della variabile reale x. La funzione
reale F (x), potrebbe essere sia un campionamento di grandezze sperimentali reali
sia formata da dati provenienti da esperimenti numerici. In ogni caso otteniamo un
insieme di dati della forma:
(xi, Fi) : i = 0, 1, 2, 3, ......, N (3.1)
dove N é un numero positivo intero, Fi = F (xi) e xi sono un insieme di numeri
reali tali che:
x0 < x1 < x2 < ...... < xN (3.2)
La metodologia tradizionale di analisi dei dati inizia con il tracciamento del loro
graﬁco come un sottoinsieme di R2, successivamente si determina l'andamento qual-
itativo della funzione tracciandone un graﬁco continuo. Per ricostruire tale anda-
mento complessivo del graﬁco, é possibile impiegare non solo linee rette che uniscono
dati consecutivi ma anche polinomi di un certo grado, oppure una combinazione di
funzioni elementari.
Il risultato di tale approccio, vedi la ﬁgura 3 e la ﬁgura 3.2, é la rappresentazione
dei dati, visti come un sottoinsieme di R2, attraverso entità geometriche classiche.
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Figura 3.1 Rappresentazione andamento mediante linee rette
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7th degree polynomial
Figura 3.2 Rappresentazione andamento mediante polinomi di settimo grado
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Le funzioni elementari, così come quelle trigonometriche, aﬀondano le loro radici
nella geometria euclidea. Pertanto graﬁci interpolati mediante tali funzioni, hanno
la caratteristica che, andando ad ingrandire molte volte una loro parte, si ottiene solo
una linea retta anche se il graﬁco di partenza risultava essere alquanto 'frastaglia-
to.' Per questo la dimensione frattale di questi graﬁci é sempre 1. L'utilizzo di tali
funzioni interpolanti per indicare l'andamento di una funzione é giustiﬁcato dalla
facilità e dall'immediatezza con cui é possibile trasmettere informazioni tra le varie
persone.
Dalla necessità di avere ﬁgure che non perdono di risoluzione dopo vari ingrandi-
menti, dalla necessità di avere degli algoritmi di compattazione delle ﬁgure eﬃcienti
e dal voler ricavare quante più informazioni possibili sull'andamento di graﬁci di
dati discreti nascono le funzioni di interpolazione frattale.
I graﬁci di queste funzioni di interpolazione frattale possono essere impiegati con
successo per disegnare ﬁgure molto complesse; si riescono a tracciare proﬁli di mon-
tagne, contorni di nuvole e molte altre ﬁgure con una precisione nei dettagli su-
periore a metodi precedentemente utilizzati. Ingrandire una parte delle ﬁgure così
ottenute rivela nuovi dettagli ed una struttura simile a quella originale, non si perde
quindi, alcun dettaglio passando attraverso ingrandimenti successivi. L'interpo-
lazione frattale rappresenta anche un nuovo metodo di analizzare dati sperimentali
discreti. Tale metodologia consente infatti la costruzione del graﬁco di una funzione
discreta a partire da un numero limitato di dati iniziali; si determinano, perciò un
certo numero di dati aggiuntivi a quelli iniziali. Le funzioni di interpolazione frat-
tale possono essere presentate mediante una semplice formula. Quindi la grande
diﬀerenza tra l'interpolatore di natura euclidea e quello frattale sta solo nel carat-
tere frattale di quest'ultimo. Applicando una mappatura frattale possiamo ottenere
una dimensione frattale non intera.
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3.1 Deﬁnizione di Frattale
L'osservazione di molti oggetti naturali, siano essi alberi, foglie, coralli o montagne,
ci mostra che questi diﬃcilmente possono essere descritti con gli strumenti della
geometria tradizionale.
In altre parole, mentre le ben note ﬁgure geometriche quali i triangoli, i rettangoli, i
poligoni in genere ed i cerchi, oppure i solidi classici quali piramidi, parallelepipedi,
coni sfere, ecc. , sono adatte a descrivere opere dell'uomo, siano essi palazzi o ponti
od oggetti di diverso tipo come imbuti ed altro, male si prestano a rappresentare le
forme della natura: una piramide non riproduce fedelmente un monte, al più ne é
una sua rappresentazione stilizzata.
Per contro oggetti naturali sembrano essere irregolari e complessi, e proprio per
questo di diﬃcile studio, se non con strumenti molto complicati.
Un più attento esame però rivela che questi oggetti sono spesso caratterizzati da
evidenti proprietà di auto-similitudine su diﬀerenti scale. Ad esempio se prendiamo
un ramo di un albero, questo é una copia rimpicciolita dell'albero stesso, ed al tempo
stesso é una copia ingrandita di alcune sue parti. La ﬁgura sottostante esempliﬁca
la generazione in fasi diverse di un'albero stilizzato mediante l'applicazione della
deﬁnizione ricorsiva di frattale; é facile notare l'evidente autosimilitudine.
Figura 3.3 Generazione di un albero stilizzato in 4 fasi
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Un'altro esempio di ﬁgure che presentano strutture simili ad ogni loro ingrandi-
mento è riscontrabile nel proﬁlo 'frastagliato' di una montagna; le irregolarità che
si riscontrano sono simili alle geometrie di rugosità presenti sulla superﬁcie di un
sassolino.
Tutto ciò non accade con le ben note ﬁgure della geometria euclidea: se si prende
un triangolo e lo si ingrandisce in prossimità di un suo lato si nota solo una linea
retta che divide il piano in due nette parti (e non tanti altri triangolini più piccoli).
L'idea base che contraddistingue tutto ciò che vedremo nel seguito deriva dalla con-
siderazione che cose molto complicate si possono ottenere o utilizzando tecniche
molto complesse (quali funzioni matematiche molto complesse) o, come vedremo,
più semplicemente utilizzando tecniche molto semplici, ripetute un numero molto
elevato di volte.
Adesso, ci serviremo di un esempio per enunciare ed evidenziare ancora di più le
caratteristiche di un frattale, così da poterne dare una deﬁnizione esaustiva.
Per poter dare una nozione di frattale, non si può prescindere dal deﬁnire la dimen-
sione ﬁsica eﬀettiva. Si tratta infatti di una nozione intuitiva, come evidenziato
in [7], risalente ad uno stadio arcaico della geometria greca, che merita di essere
analizzata criticamente. Tutto in tale concezione fa riferimento alla relazione che
intercorre tra ﬁgure e oggetti ; il primo termine é proprio di astrazioni matematiche,
il secondo dei dati reali. Quindi da questa prospettiva oggetti come una pallina un
foglio di carta oppure un ﬁlo per quanto piccoli e sottili dovrebbero essere rappre-
sentati come ﬁgure tridimensionali alla stregua di oggetti di grandi dimensioni. Da
un punto di vista ﬁsico si può facilmente comprendere, come sia più utile conside-
rare tali oggetti come aventi dimensione, rispettivamente, 2, 1, 0.
É interessante evidenziare come, ad esempio, per descrivere un gomitolo di ﬁlo non
é possibile impiegare direttamente né la teoria relativa alla sfera, né quelle relative
ad una linea ideale. Qualunque delle due teorie si scelga di utilizzare per studiare la
geometria del gomitolo, é necessario introdurre delle opportune correzioni e natural-
mente il modello più adatto risulta essere quello che richiede meno correzioni. Se si
ha fortuna, le correzioni da apportare al modello sono tali che, anche omettendole,
il modello continua ad approssimare abbastanza bene la realtà.
Possiamo quindi concludere che, la dimensione ﬁsica ha inevitabilmente una base
pragmatica, quindi soggettiva; é quindi una questione di grado di risoluzione. Illus-
triamo adesso con un esempio l'importanza ed il signiﬁcato del grado di risoluzione.
Esaminiamo un gomitolo di 10 cm di diametro, formato da un ﬁlo di 1 mm di dia-
metro, questi possiede, per così dire in modo latente, diverse dimensioni eﬀettive.
Vediamo che cosa osserviamo al variare del grado di risoluzione:
• Con un grado di risoluzione di 10 m, si ha un punto quindi una ﬁgura di
zero-dimensionale.
• Con un grado di risoluzione di 10 mm, si ha un insieme di ﬁli, dunque una
ﬁgura unidimensionale.
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• Con un grado di risoluzione di 0.1 mm, ogni ﬁlo diventa una specie di colonna,
e il tutto torna tridimensionale.
• Con un grado di risoluzione di 0.01 mm, ogni colonna si risolve in ﬁbre ﬁliformi
e il tutto ridiventa unidimensionale
Ad un livello di analisi più avanzato, il gomitolo si ripresenta sotto forma di un
numero ﬁnito di atomi puntuali, e il tutto si fa di nuovo zero dimensionale. Il valore
della dimensione quindi, non smette di saltellare.
Dalle considerazioni ﬁn qui eﬀettuate si evince che per deﬁnire un frattale possiamo
fare ricorso o alla deﬁnizione di dimensione oppure elencare alcune caratteristiche
comuni dei frattali.
Un frattale, (dal latino FRACTUS = rotto spezzato), é un oggetto geometrico che
possiede proprietà simili a quelle sottoelencate:
1. AUTOSIMILITUDINE F é l'unione di un numero di parti che, ingrandite di
un certo fattore, riproducono tutto F. F è quindi l'unione di copie di se stesso
a scale diﬀerenti. ESEMPI: La curva di Koch è l'unione di quattro copie di
se stesso scalate di un fattore 1/3; l'insieme di Cantor è l'unione di quattro
copie di se stesso scalate di un fattore 1/9 ( o 16 copi scalate di un fattore
1/27).
2. STRUTTURA FINE F rivela dettagli ad ogni ingrandimento. Per esempio
più si ingrandisce la ﬁgura di Cantor e un maggiore numero di spazi vuoti si
rivelano all'osservatore.
3. IRREGOLARITÀ F non si può descrivere come luogo di punti che soddisfano
semplici condizioni geometriche o analitiche.
4. La quarta proprietà fa intervenire il concetto di dimensione; un frattale, infatti
presenta una dimensione non intera.
3.2 Determinazione della Dimensione Frattale
Per stabilire quanto é grande un frattale o quando due frattali sono 'simili', dob-
biamo deﬁnire una dimensione che indichi quando due frattali diﬀerenti siano me-
tricamente equivalenti. Ci sono vari numeri associati ai frattali che possono essere
usati come termine di paragone, ma generalmente si utilizza la dimensione frattale.
La dimensione frattale é quindi (vedi [2]) lo strumento attraverso il quale si cerca
di quantiﬁcare quanto densamente il frattale occupi lo spazio in cui giace; inoltre
permette la comparazione di due frattali diversi.
Restringiamo il calcolo della dimensione frattale ai sottoinsiemi dello spazio metrico.
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3.2.1 Dimensione frattale
Sia (X,d) uno spazio metrico completo; sia A ∈ H(X), un insieme compatto non
vuoto sottoinsieme di X, sia ε > 0 e B(x, ε) una sfera chiusa di raggio ε e centrata
nel punto x ∈ X, deﬁniamo N(A, ε) come il più piccolo numero di sfere chiuse di
raggio ε necessarie per coprire l'insieme A, ovvero:
N(A, ε) = il minor intero positivo tale cheA ⊂ ∪Mn=1B(xn, ε)
con M numero di punti distinti in cui hanno centro le sfere. Come determinare
il numero N(A, |vareepsilon)? Prendiamo delle sfere di raggio ε) che provvedono
a coprire A; dato che A è un compatto, A possiede inﬁnite sotto-coperture; in-
dichiamo con C l'insieme delle coperture di A di almeno Mˆ sfere chiuse. Sia
f : C → {1, 2, 3, ..., Mˆ} con f deﬁnita come il numero di sfere della copertura
c ∈ C, quindi {f(c) : c ∈ C} é un insieme ﬁnito di numeri interi positivi, da cui
segue che contiene almeno un'intero N(A, ε).
L'insieme A ha una dimensione frattale D se:
N(A, ε) ∼= K · ε−Dcon K costante positiva (3.3)
Il simbolo ∼= signiﬁca che il rapporto tra N(A, ε) e K · ε−D per ε → 0 tende a 1.
Allora risolvendo l'equazione precedente rispetto a D otteniamo:
D ∼= Ln(N ((A, ε))− Ln (K)
Ln
(
1
ε
) (3.4)
Notando che il termine −Ln(K)
Ln( 1
ε
)
tende a 0 per ε → 0 allora possiamo introdurre
la seguente deﬁnizione di dimensione frattale. Sia A ∈ H(X) dove (X, d) sia uno
spazio metrico. Per ogni ε > 0, N(A, ε) denota il più piccolo numero di sfere chiuse
di raggio ε > 0 necessarie a coprire A. È quindi possibile una deﬁnizione alternativa
di dimensione frattale:
D = lim
ε→0
{
Ln(N(A, ε))
Ln(1ε )
}
(3.5)
Esistono anche altri metodi alternativi per il calcolo della dimensione frattale, la
maggior parte dei quali diﬀerisce solamente da un punto di vista numerico. Certi
metodi diﬀeriscono per le ﬁgure geometriche con le quali viene eﬀettuata la ricop-
ertura, cubi in luogo di sfere, vedi [20]. L'equivalenza delle ricoperture eﬀettuate
con sfere o cubi é assicurata dal teorema The Box Counting Theorem, vedi [2].
3.2.2 Teorema del Box Counting
Sia A ∈ H(Rm), spazio Rm con metrica euclidea ricoperto da box cubici di lato 12n ,
come mostrato in ﬁgura 3.4, per n = 2 e m = 2. Indicato con Nn(A) il numero dei
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cubi di lato 12n che racchiudono il graﬁco, allora A ha dimensione frattale D, con D
deﬁnito come segue:
D = lim
n→∞
{
Ln(Nn(A))
Ln(2n)
}
(3.6)
La ﬁgura sottostante illustra il metodo box-counting per il calcolo della dimensione
frattale applicato al caso della curva frattale di Von Koch;. L'algoritmo per il
tracciamento della curva di Koch é riassumibile nei seguenti passi:
• Ogni segmento presente nella ﬁgura viene suddiviso in 3 parti uguali, il seg-
mento centrale viene eliminato.
• Si congiungono i 2 segmenti rimasti mediante 2 segmenti di lunghezza uguale
a quella dei segmenti restanti.
Figura 3.4 Curva di Von Koch con la ricopertura di quadrati
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3.2.3 Proprietà della Dimensione frattale
Analizziamo le proprietà della dimensione frattale, il seguente teorema indica che
insiemi metricamente equivalenti hanno un'identica dimensione frattale.
Sia θ : X1 → X2 una trasformazione che rende equivalenti due spazi metrici (X1, d1)
e (X2, d2), data D dimensione frattale di A1 ∈ H(X1), allora anche A2 = θ(A1) ha
dimensione frattale pari a D. Quindi vale che:
D(A1) = D(θ(A1)) (3.7)
3.3 Metodi Alternativi per il calcolo della dimensione
Frattale
Da un punto di vista numerico esistono molte formulazioni dell'algoritmo per il cal-
colo della dimensione Frattale.
La maggior parte di queste sono equivalenti nel dominio continuo, ma quando ven-
gono utilizzati per determinare la dimensione frattale di segnali discreti portano a
risultati diversi, vedi [5] e [20]. Metodi alternativi al box counting method per la
determinazione della dimensione frattale sono riassumibili nei seguenti:
• Metodo di Minkowski-Bouligand
• Metodo dello spettro di potenza
• Matodo degli Horizontal Structuring-Element orizzontali
• Metodo variazioneale
3.3.1 Minkowski-Bouligand
Il metodo Minkowski-Bouligand insieme al box counting é tra i più utilizzati; sono
matematicamente equivalenti al limite, ma forniscono un'algoritmo di calcolo che
dà un comportamento leggermente diﬀerente. Il diverso comportamento é originato
dal modo in cui viene calcolato il limite e dal modo in cui tale limite va a zero.
Entrambi i metodi sono accomunati dal tipo di ricopertura utilizzato.
La Minkowski cover dell'insieme E é l'insieme di tutti i punti E(²) deﬁniti come
segue:
E(²) = {y : y ∈ B²(x), x ∈ E} (3.8)
dove B²(x) é il disco di raggio ² e centrato in x. In altre parole, E(²) consiste nel-
l'unione di tutti i dischi centrati su E, con raggio ². Notiamo che questa deﬁnizione
diﬀerisce da quella standard in cui é l'unione delle sfere che ricopre E invece della
famiglia di sfere la cui unione ricopre E. Nella letteratura frattale tale copertura é
certe volte detta a 'salsiccia'.
Deﬁnita con ‖S‖2 l'area della regione S in R2, allora anche ‖E(²)‖2 rappresenta la
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superﬁcie della ricopertura del metodo Minkowski-Bouligand (MB) e la dimensione
frattale di E é deﬁnita come segue:
∆MB(E) = lim
²→0
[
2− ln‖E(²)‖2
ln²
]
(3.9)
∆MB(E) = inf{α : ²α−2‖E(²)‖2 →²→0 0} (3.10)
quindi ∆MB(E) é l'estremo inferiore di tutti gli α tali che ²α−2‖E(²)‖2 → 0 quando
² → 0. Se noi facciamo l'assunzione che ²α−2‖E(²)‖2 non dipenda da ² per α =
∆MB(E), otteniamo la seguente relazione:
ln
1
²2
‖E(²)‖2 = ∆MB(E)ln1
²
+ c (3.11)
Con c costante. In altre parole ∆MB(E) può essere stimato dalla pendenza del
graﬁco in scala logaritmica:(
ln
(
1
²
)
, ln
((
1
²2
)
‖E(²)‖2
))
(3.12)
Il problema fondamentale di tale metodologia é che la ricopertura risulta essere
troppo spessa e ﬁtta. L'unione delle sfere coprenti il graﬁco presenta un con-
torno irregolare con un andamento a 'salsiccia', con frequenti rientranze specie in
vicinanza di massimi e minimi locali del graﬁco della funzione, vedi ﬁgura 3.3.1.
Quest'andamento non regolare della ricopertura provoca delle oscillazioni nel graﬁ-
Figura 3.5 Esempliﬁcazione dei problemi inerenti la ricopertura
co bilogaritmico, quindi non risulta possibile una stima precisa della dimensione
frattale, attraverso la pendenza del graﬁco bilogaritmico.
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3.3.2 Metodo dello spettro di potenza
L'impiego di questo metodo è possibile nel caso di funzioni auto-aﬃni, poiché esiste
una relazione tra lo spettro di potenza e la dimensione frattale, anche in questo caso
la stima viene eﬀettuata dalla valutazione della pendenza del graﬁco bilogaritmico:(
ln(ω), ln
[
ω5Pf (ω)
] 1
2
)
(3.13)
Dove Pf é lo spettro di f che può essere calcolato con la Fast Fourier Transform
(FFT ). La pendenza della linea passante attraverso i punti dati dall'equazione
3.13 determina la dimensione frattale. Un problema di tale metodo é che i punti
del graﬁco bilogaritmico raramente possono essere uniti da una linea retta, e questo
rende non molto precisa la stima della ∆(Gf ). La diﬃcoltà di applicare tale meto-
do prescinde dalle sole considerazioni di scarsa accuratezza; per poter applicare il
metodo dobbiamo infatti assicurarci la proprietà di autoaﬃnità che é alquanto lim-
itativa. Nonostante ciò anche la sola autoaﬃnità può non bastare per ottenere una
certa accuratezza dei risultati e quando non si disponga di un elevato numero di
dati, é comunque diﬃcile ottenere dei buoni risultati.
• Come abbiamo visto i metodi ﬁnora illustrati producono algoritmi di calcolo
che non sono né robusti né eﬃcienti. Un'innovazione nelle metodologie di
calcolo della dimensione frattale viene introdotta dai metodi di seguito illus-
trati. Il metodo horizontal structuring element method, derivato dal Minkows-
ki method, produce un algoritmo accurato rispetto ai precedenti eliminando
le pieghe nella ricopertura a sausage. In realtà tale metodo é uno step verso
il maggior eﬃciente variation method, ma introduce, come elemento innova-
tivo la costruzione di una ricopertura basata su intervalli piuttosto che su
ﬁgure geometriche (cerchi, quadrati). Questa concezione innovativa utilizza-
ta largamente nel variation method rende il metodo robusto e notevolmente
eﬃciente.
3.3.3 Metodo degli Structuring-Element orizzontali
Abbiamo analizzato come la presenza di 'rolls' nella ricopertura del metodo di
Minkowski induca una concavità nel graﬁco log-log rendendo non costante la pen-
denza del graﬁco, vaniﬁcando perciò la precisione del metodo. Tali concavità si
presentano maggiormente nei pressi di picchi di massimo o minimo locale della fun-
zione. Per le funzioni auto-aﬃni e relativi graﬁci é meglio usare structuring elements
che siano invarianti per trasformazioni aﬃni. Invece di usare cerchi per eﬀettuare
la ricopertura del graﬁco vengono utilizzati segmenti orizzontali, tagliando via così
le parti dei cerchi della ricopertura di Minkowski che si protendono esternamente
nei pressi dei picchi del graﬁco (massimi o minimi locali).
Per essere più precisi per ogni x dell'intervallo [0, 1], indichiamo con T (x, ²) =
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[x− ², x+ ²]× {f(x)} il segmento orizzontale di lunghezza 2² centrato in (x, f(x))
su Gf . Sia:
U(²) =
⋃
0≤x≤1
T (x, ²) (3.14)
l'unione di tutti gli structuring element. Quindi, se f é continua abbiamo che U(²)
ha area non nulla eccetto il caso in cui f é costante, e può essere impiegata nel
calcolo della dimensione frattale. Deﬁnita U(²) in 3.14 si ha che:
∆(Gf ) = max
[
1, lim
²→0
[
2− ln|U(²)|2
ln²
]]
(3.15)
Per sempliﬁcare da un punto di vista numerico il calcolo si prosegue introducendo:
∆∗ = lim
²→0
[
2− ln|U(²)|2
ln²
]
(3.16)
Per ogni x²[0, 1], sia C(x, ²) il rettangolo:
[x− ², x+ ²]× [f(x)− ², f(x) + ²] (3.17)
Ponendo:
V (²) =
⋃
0≤x≤1
C(x, ²) (3.18)
L'unione dei rettangoli deﬁniti dall'equazione 3.17 risulta essere una copertura che
soddisfa l'equazione 3.14, da cui si evince che l'insieme dei rettangoli V include la
ricopertura U .
Analogamente a quanto visto per i metodi analizzati precedentemente, non risulta
necessario calcolare il massimo come indicato nell'equazione 3.15, si può altresì
utilizzare la pendenza del graﬁco bi-logaritmico:(
ln
(
1
²
)
, ln
[(
1
²2
)
|U(²)|2
])
(3.19)
3.3.4 Metodo Variazionale
Tale metodo ha origine dalla considerazione che se il graﬁco Gf di una funzione f é
un frattale, allora esiste almeno una parte dell'intervallo di deﬁnizione della funzione
in cui la funzione é da nessuna parte o quasi da nessuna parte non diﬀerenziabile.
Deﬁnita p(x, x,) la pendenza della linea passante per (x, f(x)) e (x,, f(x,)), punti
del graﬁco della funzione, il concetto frattale é legato alla seguente propietà:
• Il limite superiore del valore assoluto di p(x, x,) é inﬁnito quando x tende a
x,. Ed é il rateo di crescita di tale convergenza che determina la dimensione
frattale.
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Per analizzare tale comportamento al limite, e determinare quindi la dimensione
frattale si procede deﬁnendo una funzione che 'misuri' le oscillazioni compiute dalla
funzione. Supponiamo, per semplicità che l'intervallo di esistenza della funzione sia
[0, 1]:
ν(x, ²) = sup
x,∈R²(x)
f(x,)− inf
x,∈R²(x)
f(x,) (3.20)
con:
R²(x) = {s : |x− s| < ² e s ∈ [0, 1]}
La variazione della funzione f é data data:
V (², f) =
∫ 1
0
ν(x, ²)dx (3.21)
Se la funzione in esame é un frattale allora abbiamo che V permette di determinare
la dimensione frattale.
É stato dimostrato che la ricopertura deﬁnita nell'equazione 3.14, per Horizontal
Structuring-Element Method é relazionabile con la grandezza V :
|U ,(²)|2 = V (², f) =
∫ 1
0
ν(x, ²)dx (3.22)
Tralasciando per semplicità le dimostrazioni, la stima della dimensione frattale é
data da quanto segue:
∆(Gf ) = max
1, lim
²→0
2− ln
(∫ 1
0 ν(x, ²)dx
)
ln²
 (3.23)
Che corrisponde nel consueto graﬁco bilogaritmo a determinare la pendenza della
seguente curva: [
ln
(
1
²
)
, ln
[
1
²2
∫ 1
0
ν(x, ²)dx
]]
(3.24)
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3.4 Dimensione frattale della velocità nel canale
turbolento
Nel caso in esame, si è cercato di determinare la dimensione frattale della velocità
del canale per poter così confrontare il valore ottenuto con quello calcolato da [20]
per turbolenza omogenea ed isotropa. La dimensione frattale del segnale di velo-
cità, è come illustrato nel successivo capitolo, necessaria per un settaggio eﬃcace
dell'algoritmo di interpolazione frattale. La scelta di parametri opportuni permette
di ottenere un segnale ricostruito con una dimensione frattale imposta nota a priori.
Il calcolo della dimensione frattale del segnale di velocità del canale in esame non
è possibile con nessuno dei metodi illustrati, a meno di non accettare un'approssi-
mazione grossolana; illustriamo brevemente le motivazioni che portano ad un tale
risultato. Nella seguente tabella si riassumono le caratteristiche del segnale di ve-
locità da analizzare:
−−−−−−−→
v(x, y, z, t) ∆+x = 15 ∆
+
y = 7.5 ∆
+
z = 0.05÷ 3.7
Tabella 3.1 Caratteristiche del segnale di velocità
• Quindi il dato disponibile, per il calcolo della dimensione frattale di una com-
ponente di velocità lungo l'asse delle x, ad esempio è composto da un numero
ristretto di dati disponibili, soltanto 128, e la distanza tra dati successivi resta
sempre elevata. Generalmente si hanno a disposizione segnali molto ricchi, ad
esempio in [21] per determinare la dimensione frattale di un segnale turbo-
lento, frutto di misurazioni in galleria del vento, si hanno a disposizione un
numero molto maggiore di dati con ∆x = 2−12 ÷ 2−13 ÷ 2−14. Questo rende
robusto l'algoritmo di calcolo.
• I dati a nostra disposizione hanno un passo di discretizzazione molto elevato,
quindi consentono una ricopertura con quadrati, nel caso del box counting,
dal lato estremamente elevato, questo fa si che è possibile solo una stima
grossolana, anche in considerazione del fatto che la pendenza del graﬁco bi-
logaritmico non è costante, ed il graﬁco perde il carattere lineare man mano
che ²→ 0.
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Introduciamo, in questo capitolo la metodologia utilizzata per eﬀettuare l'inter-
polazione frattale. Dato un'insieme di dati nella forma {(xi, Fi) ∈ R2 : i =
0, 1, 2, 3, ...., N} con:
x0 < x1 < x2 < x3 < .... < xN (4.1)
Una funzione interpolante corrisponde all'insieme dei dati della funzione continua
f : [x0, xN ]→ R tale che:
f(xi) = Fi per i = 0, 1, 2, ..., N (4.2)
I punti (xi, Fi) ∈ R2 sono detti punti di interpolazione. La procedura utilizzata nel
presente lavoro, si preﬁgge di ricostruire un segnale con tutte le strutture tipiche
della turbolenza. Il procedimento che analizziamo è stato introdotto da Scotti e
Meneveau, [21], ed è basato sulla Fractal Interpolation Technic. Una volta noto il
campo di velocità dovuto alle grandi scale della turbolenza, la mappatura cerca di
ricostruire gli eﬀetti sulla velocità delle piccole scale di turbolenza. Il segnale di
velocità viene considerato composto da due termini, in uno (u,) vi sono racchiuse
le ﬂuttuazioni del segnale dovute alle scale più piccole della turbolenza, mentre nel
secondo (u¯) vi sono le oscillazioni del segnale dovute alle grandi.
u = u¯+ u, (4.3)
La tecnica qui descritta è una procedura iterativa di mapping aﬃne, vedi Barnsley
[2], per la costruzione di un campo sintetico che contenga anche le piccole scale di
turbolenza. Lo strumento matematico necessario per la sintetizzazione di tale cam-
po artiﬁciale, si basa su di una mappatura W che trasforma il segnale campionato
con un determinato passo di discretizzazione ∆, in un campo con passo ∆′ , con
∆
′
< ∆.
Per costruire tale campo sintetico iteriamo molte volte la mappatura, in tal modo
il campo di velocità continuo viene determinato come limite dell'applicazione per n
volte della mappatura:
u(x, t) = limn→∞W [W [W [...W [u˜]]]]
Illustriamo il metodo, nel semplice caso monodimensionale.
Assumiamo, per sempliﬁcare l'esposizione, che l'interpolazione avvenga su di un
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intervallo unitario centrato nel punto xi; l'intervallo viene spezzato in ∆−1 sot-
tointervalli di ampiezza ∆ . Introducendo la coordinata adimensionale ξ in cui
ξ = x−xi−12·∆ tra i punti xi−1 e xi+1. Consideriamo lo spazio:
Cˆ[0, 1] = {u²C[0, 1]|u(0) = u˜i−1, u(1) = u˜i+1} (4.4)
Deﬁniamo la mappa Wi come:
Wi[u](ξ) = di,1(2 · ξ) + qi,1(2 · ξ) per ξ²[0, 12] (4.5)
Wi[u](ξ) = di,2(2 · ξ − 1) + qi,2(2 · ξ − 1) per ξ²[12 , 1] (4.6)
Dove:
qi,1(ξ) = [u˜i − u˜i−1 − di,1 · (u˜i+1 − u˜i−1)] · ξ + u˜i−1 · (1− di,1) (4.7)
qi,2(ξ) = [u˜i+1 − u˜i − di,2 · (u˜i+1 − u˜i−1)] · ξ + u˜i − di,2 · u˜i−1 (4.8)
Le formule qui esplicitate valgono nel caso in cui la discretizzazione abbia passo
costante; i parametri di,1 e di,2, sono detti parametri di stretching o VSF, Vertical
Stretching Factor. Cambiare il loro modulo signiﬁca ottenere, di volta in volta se-
gnali completamente diversi.
Un formulazione alternativa per l'interpolazione frattale, che porta ad identici risul-
tati, riscontrabile in letteratura, è illustrata da Barnsley e Basu, in [2] e [3]. Per
semplicità di esposizione, la trattazione è sviluppata, nel caso in cui si debbano
interpolare 3 punti iniziali {(xi, u˜i, i = 0, 1, 2}. In questo caso particolare, l'in-
terpolazione frattale iterativa (IFS) è nella forma {R2 ;wn , n = 1, 2} dove, wn
trasformazione aﬃne ha la seguente struttura:
wn
(
x
u
)
=
[
an 0
cn dn
](
x
u
)
+
(
en
fn
)
, n = 1, 2. (4.9)
Per assicurare la continuità della funzione si impone il passaggio per i punti da
interpolare:
wn
(
x0
u˜0
)
=
(
xn−1
u˜n−1
)
wn
(
x2
u˜2
)
=
(
xn
u˜n
)
n = 1, 2. (4.10)
I termini incogniti della mappatura an cn en fn possono essere facilmente determinati
in funzione di dn, parametro di stretching precedentemente introdotto, risolvendo
l'equazione 4.10 che impone il passaggio per i punti ﬁssi della mappatura. Appli-
cando inﬁnite volte la mappatura, otteniamo un graﬁco caratterizzato dall'essere
molto frastagliato, la ﬁgura così ottenuta è detta attrattore della mappatura.
L'attratore della mappatura 4.9 è il graﬁco G della funzione continua u : [x0, x2]→
R che interpola i dati ﬁssati (xi, u˜i) provvisto di vertical scaling factors dn che
soddisfa a 0 ≤ |dn| < 1; in altre parole,
G = {(x, u(x)) : x ∈ [x0, x2]}, dove u(xi) = u˜i, i = 0, 1, 2
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Inoltre se |d1| + |d2| > 1 e i punti ancora (xi, u˜i) sono non allineati, allora la
dimensione frattale del segnale interpolato, può essere calcolata mediante il box
counting method ed è l'unica soluzione reale di |d1|aD−11 + |d2|aD−12 = 1 (per una
dimostrazione completa vedi [2]).
Nel caso speciale di punti uniformemente spaziati, cosa che si veriﬁca, come ve-
dremo, nel caso in esame del canale turbolento, la formulazione della mappatura si
sempliﬁca notevolmente. Poniamo che la funzione sia deﬁnita per semplicità nel-
l'intervallo [0, 1] con x0 = 0, x1 = 0.5 e x2 = 1, i parametri della trasformazione
aﬃne assumo i seguenti valori:
an = 0.5, cn = (u˜n − u˜n−1)− dn(u˜2 − u˜0), en = xn−1 − dnu˜0, n = 1, 2 (4.11)
In questo caso si sempliﬁca anche la formula per il calcolo della dimensione frattale
D che diviene:
D = 1 + log2(|di,1|+ |di,2|) (4.12)
Notiamo che di,1 e di,2 sono parametri liberi e non possono essere determinati usan-
do soltanto l'equazione 4.12, è necessario disporre di un'altra relazione.
Nelle simulazioni oggetto del presente lavoro, si è scelto di utilizzare la formulazione
introdotta da Scotti et al. in [21]. La diﬀerente notazione nelle formule di Barnsley
4.9 e in quelle di Scotti, vedi 4.5 e 4.6, deriva da una procedura di calcolo diversa
seguita dai due autori. Scotti mostra di procedere, dopo aver normalizzato i dati
iniziali, a interpolare 3 dati consecutivi per volta, determinandone così i 2 dati inter-
medi. Interpolati tali dati si ripete il procedimento iterativamente ﬁno alla ﬁne della
serie di dati. Inoltre Scotti prevede di ﬁssare i parametri di,1 e di,2 costanti, uguali
in modulo ed opposti in segno. La notazione dotata di pedici è utilizzata per sotto-
lineare il fatto che tali parametri sono relativi all'interpolazione, rispettivamente del
1◦ e del 2◦ dato e del 2◦ e 3◦ della tripletta. La formulazione di Barnsley viceversa,
considera l'interpolazione complessiva di tutti i dati, e prevede che il parametro
di stretching sia determinato localmente, per questo nelle formule 4.5 e 4.6, tale
parametro è utilizzato con una notazione diversa, ovvero dn. In quest'ultima for-
mulazione non ha più senso impiegare i pedici 1 e 2 che in precedenza relazionavano
il parametro con i dati da interpolare.
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Procediamo adesso ad evidenziare meglio le proprietà della interpolazione frattale
con alcune ﬁgure:
• Punti allineati su di una retta sono interpolati in punti allineati ai circostanti.
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Figura 4.1 Interpolazione di tre valori allineati orizzontalmente
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Figura 4.2 Interpolazione di tre valori allineati su di una retta
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• Mostriamo, come cambia il graﬁco dell'attrattore della funzione, quando la
mappatura è applicata una volta, due volte, tredici volte. Poniamo di over
interpolare i punti (0, 2), (0.5, 1) e (1, 4), in questo caso, i parametri di
stretching sono i valori determinati da Scotti e Meneveau, vedi [21], ovvero
d1 = −d2 = 2− 13 , per ottenere un segnale avente dimensione frattale di
D = 1.7 ± 0.05.
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Figura 4.3 Interpolazione Frattale, 1a iterazione
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Figura 4.4 Interpolazione Frattale, 2a iterazione
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Figura 4.5 Interpolazione Frattale, 13a iterazione
• Analizziamo adesso la sensibilità del metodo al variare dei parametri di stretch-
ing d1 e d2. I parametri V SF , posizionano il dato ricostruito più o meno lon-
tano dalla retta congiungente i due punti interpolati. All'aumentare del loro
valore assoluto il segnale ricostruito diviene sempre più frastagliato, questo
in accordo con la relazione 4.12, che mostra come all'aumentare del valore
assoluto dei parametri di stretching cresca la dimensione frattale del segnale
ricostruito. Le ﬁgure sottostanti mostrano il comportamento della mappatura,
applicata per 13 volte, con parametri di stretching di valore, rispettivamente
d1 = −d2 = 0.5, d1 = −d2 = 0.7 e d1 = −d2 = 0.9
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Figura 4.6 Interpolazione Frattale, con parametro di stretching ±0.5
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Figura 4.7 Interpolazione Frattale, con parametro di stretching ±0.7
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Figura 4.8 Interpolazione Frattale, con parametro di stretching ±0.9
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Il metodo di interpolazione frattale è estremamente sensibile al valore dei parametri
di stretching, analizziamo quali sono le proprietà che devono essere rispettate per
applicare correttamente la mappatura.
Fissato N intero positivo maggiore di 1. Sia (xn, Fn) ∈ R2 : n = 1, 2, ...., N ; sia
R2; n = 1, 2, ...., N una IFS associata ai dati, con:
wn
(
x
u
)
=
[
an 0
cn dn
](x
u
)
+
(
en
fn
)
, n = 1, 2....N (4.13)
I parametro di stretching dn devono essere tali che: 0 ≤ dn < 1. Determinati come
visto in precedenza tutti i parametri della mappatura in funzione di dn, se:
N∑
n=1
|dn| > 1 (4.14)
allora si ha che la dimensione frattale è determinata dall'unica soluzione della
seguente equazione:
N∑
n=1
|dn| aD−1n = 1 (4.15)
La dimostrazione dell'equazione di cui sopra è sviluppata completamente da Barns-
ley.
Nel caso in esame l'interpolazione è eﬀettuata tra dati che sono equispaziati, nel
canale interpoliamo lungo le direzioni x ed y che presentano una griglia di calcolo
uniforme. Dato N numero dei dati da interpolare, l'equazione 8.1 viene sempliﬁcata
come segue:
an =
1
N
(4.16)
N∑
n=1
|dn|
(
1
N
)D−1
=
(
1
N
)D−1 N∑
n=1
|dn| = 1 (4.17)
Da cui segue che:
D = 1 +
Log(
∑N
n=1 |dn|)
Log(N)
(4.18)
Le formule sopra scritte permettono, noti i parametri di stretching di determinare la
dimensione frattale del segnale che è stato ricostruito. Nel nostro caso procediamo in
maniera opposta, ﬁssiamo la dimensione frattale che desideriamo ottenere mediante
l'interpolazione e determiniamo i parametri di stretching. I valori dei parametri
impiegati da Scotti e Meneveau [21] sono stati determinati mediante la formula
4.18, ponendo la dimensione frattale da ottenere pari a 1.7± 0.05, valore ottenuto
per la turbolenza omogenea ed isotropa.
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4.3 Determinazione alternativa dei parametri di
stretching
Nell'impossibilità di determinare la dimensione frattale come illustrato nel capi-
to precedente, non è possibile ﬁssare i parametri di stretching con una semplice
formula analitica. Allora è necessario introdurre un diverso tipo di approccio all'in-
terpolazione frattale. Barnsley, [2], propone di considerare i parametri di stretching
della formula come delle grandezze locali. Resta comunque il problema di deter-
minare tali valori, dato che nel volume di Barnsley, non vi è alcuna indicazione a
tal proposito. Il metodo che presentiamo adesso, ha come scopo il calcolo di questi
parametri 'locali'. Dall'articolo di A. Naghi Ziaei et alt., vedi [18] e [16], ricaviamo
un'algoritmo di calcolo che permette di determinare i parametri senza conoscere la
dimensione frattale del segnale. L'algoritmo di calcolo inizia con il catalogare i dati
in ﬁxed point e target point (sfortunatamente Naghi Ziae et alt., [18] e [16], nei loro
articoli non indicano come eﬀettuare tale scelta). I ﬁxed points sono i punti ﬁssi
della mappatura, mentre i target point sono viceversa i dati che si desidera ottenere.
Naghi Ziae in [18] non indica, il numero dei target points tra ogni coppia di ﬁxed
points, tale grandezza è dichiarata variabile. La ﬁgura sottostante 4.3, esempliﬁca
l'algoritmo di calcolo. I punti neri contraddistinti dal simbolo ∗ sono i ﬁxed point
mentre quelli di colore rosso e simbolo o sono i target point. Le altre grandezze da
determinare sono il numero N di dati da considerare e i parametri dn. Lo schema
non suggerisce alcuna idea di come selezionare il numero N , comunque gli stretch-
ing parameters sono ottenuti dalla linea congiungente il primo e l'ultimo dato della
serie di lunghezza N ad esempio (x0, F0) e (xN , FN ).
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Figura 4.9 Schematizzazione dei ﬁxed point e target point
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Tracciata la retta congiungente il primo con l'ultimo termine della serie dei dati,
in celeste nel graﬁco 4.3, si calcola la massima distanza che i dati, sia target che
ﬁxed hanno da tale retta. Tale lunghezza è detta µ ed è assunta positiva quando
il punto si trova al di sopra della retta viceversa, è considerato con segno negativo.
Si procede poi a tracciare una linea, in rosso nel graﬁco esempliﬁcativo, 4.3 che
congiunga due ﬁxed point nell'intervallo n con n tale che 1 ≤ n ≤ N , stavolta
andiamo a calcolare la massima distanza del target point da tale retta, con segno,
tale valore è detto νn. La relazione che ci permette di calcolare i parametri di
stretching è:
dn =
νn
µ
(4.19)
Sebbene questo metodo non presenti le diﬃcoltà dei metodi per il calcolo della
dimensione frattale analizzati nel precedente capito, resta da determinare il numero
essenziale di target point. Per l'applicazione al caso in esame, i punti iniziali e ﬁnali
tra cui tracciare la retta celeste per determinare µ si sono scelti coincidenti con gli
estremi della sequenza dei dati da interpolare. A. Niaghi Ziaei et al. [18] e [16],
eﬀettuano un ﬁltraggio iniziale del segnale in modo da selezionare quei punti che
presentano maggiori oscillazioni, sono assunti come ﬁxed point, vedi la ﬁgura 4.3.
Nel caso in cui l'interpolazione è applicata, come nel nostro caso, ai risultati delle
DNS opportunamente ﬁltrate per ottenere l'input per i test a priori, si è ritenuto
superluo eﬀettuare ulteriori ﬁltraggi per determinare meglio i ﬁxed point.
Figura 4.10 Schematizzazione del ﬁltraggio
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La giustiﬁcazione teorica del metodo, fornita da A. Naghi Keshevarzi, [18], deri-
va dall'osservazione che la massima altezza raggiunta tra due punti successivi è
funzione del parametro di stretching locale di, a causa dell'applicazione della map-
patura. Il numero delle trasformazioni da eﬀettuare, ovvero il numero di parametri
di stretching da determinare è uguale al numero della coppie di ﬁxed point. Il modo
di calcolare gli altri parametri della trasformazione è lo stesso visto in precedenza.
Dato che il presente lavoro ha come scopo un analisi a priori del metodo di in-
terpolazione frattale, signiﬁca che i dati input della mappatura sono ottenuti da
opportuni ﬁltri della soluzione DNS del campo ﬂuidodinamico. L'obiettivo dell'in-
terpolazione è, di conseguenza, di riuscire a ricostruire un dato quanto più prossimo
ai risultati delle DNS. Allora possiamo utilizzare i dati delle DNS, per fare il
setting dei parametri di stretching necessari per ottenere un segnale prossimo a
quello DNS. Illustriamo il procedimento per il caso di interpolazione di un segnale
monodimensionale:
• Supponiamo che il ﬁltro con cui abbiamo ottenuto il segnale di partenza abbia
tagliato 64 modi su 128 totali presenti del segnale completo.
• Dal segnale precedentemente ottenuto prendiamo, come dati di partenza un
dato ogni due del segnale completo, in totale dobbiamo ricostruire perciò 64
dati e quindi determinare 64 parametri di stretching.
• I segnali della DNS sono formati da 128×128×129 dati, un segnale monodi-
mensionale sarà formato da 128 dati. Per determinare i 64 parametri di
stretching necessari classiﬁchiamo i dati come un alternarsi di punti ﬁxed e
punti target. Otteniamo così i parametri desiderati.
Per i casi in cui il segnale di partenza dell'interpolazione sia ottenuto con ﬁl-
tri che taglino un numero maggiore di frequenze come (CUT − OFF32/TOP −
HAT32, CUT −OFF16/TOP −HAT16) il procedimento è analogo, diminuiscono
i parametri di stretching da determinare, rispettivamente 32 e 16.
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5.1 Simulazione ﬂuidodinamica
Il test case utilizzato per analizzare la metodologia di interpolazione frattale, in-
trodotta nel capitolo precedente, è il problema del canale turbolento. Il ﬂusso ana-
lizzato, così come indicato in [11], è formato da aria, assunta essere incompressibile
e Newtoniana. Il moto ha luogo grazie ad un gradiente di pressione. La geometria
di riferimento, è illustrata nella ﬁgura 5.1 e consiste in due pareti piane inﬁnite:
l'origine del sistema di riferimento è collocata in un vertice della parete inferiore.
L'asse x è orientato secondo la direzione del ﬂusso, z è orientato in direzione ortog-
onale alla parete e y di conseguenza.
Le condizioni al contorno sia in direzione x che y sono periodiche, inoltre, si impone
la condizione di non scorrimento alla parete.
Figura 5.1 Schematizzazione della geometria del canale
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La periodicità delle condizioni al contorno, fa si che il canale possa essere con-
siderato delimitato da due superﬁci piane inﬁnite, così come avviene nel caso del
ﬂusso di Poiselle piano.
Il campo di velocità u viene determinato mediante la discretizzazione delle equazioni
di bilancio di massa e di quantintà di moto espresse in forma adimensionale, ottenu-
ta utilizzando come fattori di adimensionalizzazione metà altezza h del canale e la
velocità di attrito, shear velocity uτ , deﬁnita come segue:
uτ =
(
τw
ρ
) 1
2
(5.1)
dove τw è la tensione tangenziale alla parete e ρ è la densità del ﬂuido. Quindi
le equazioni di bilancio di massa e quantità di moto in forma adimensionalizzata
divengono:
∂ui
∂xi
= 0 (5.2)
∂ui
∂t
= −uj ∂ui
∂xj
+
1
Reτ
∂2ui
∂xj∂xj
− ∂p
∂xi
+ δ1,j (5.3)
dove:
• ui è la componente della velocità adimensionale in direzione xi; (x1, x2, x3)
corrispondono rispettivamente a x, y, z
• p è la ﬂuttuazione della pressione cinematica (pressione divisa la densità)
• δ1,i è il gradiente di pressione medio adimensionalizzato, fattore che determina
il moto all'interno del canale.
• Reτ = huτν è lo shear Reynolds number
Le equazioni del moto adimensionalizzate 5.2 e 5.3, sono discretizzate usando un
metodo pseudo spettrale. L'equazione 5.3 può essere posta nella seguente forma:
∂ui
∂t
= Si +
1
Reτ
∂2ui
∂xj∂xj
− ∂p
∂xi
(5.4)
dove Si include il termine convettivo ed il gradiente di pressione medio.
Il metodo pseudo spettrale è basato sulla rappresentazione di Fourier lungo le di-
rezioni omogenee x ed y, mentre nella direzione normale z si utilizza la rappre-
sentazione di Chebyshev. Per i termini non lineari, Si viene utilizzato uno schema
esplicito a due passi di Adams-Bashforth, mentre viene impiegato uno schema im-
plicito di Crank-Nicolson per l'avanzamento temporale del termine viscoso.
Di seguito si elencano le caratteristiche ﬁsiche del problema in esame:
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• La densità dell'aria pari a 1.3 kgm−3
• La densità delle particelle è di 1000 kgm−3
• La densità relativa delle particelle è quindi: 768 kgm−3
• La viscosità cinematica di 15.7× 10−6 m2 s−1
• La shear velocity pari a 11.775× 10−2 ms−1
• Il numero di Reynolds pari a Reτ = huτν = 150
Inoltre viene introdotta l'unità di parete, grandezza adimensionale, deﬁnita come:
z+ =
z · uτ
ν
inoltre, la velocità media nel centro del canale è di 1.5 ms−1 ed il numero di
Reynolds basato sulla velocità media è di ' 2110. Nella DNS il dominio com-
putazionale è 1885 × 942 × 300 unità di parete in, rispettivamente, x, y e z con
128 × 128 × 129 modi di Fourier Chebyshev che corrispondono ad una risoluzione
spaziale, rispettivamente ∆x+ ∼= 15 ∆y+ ∼= 7.5 sempre in unità di parete. In di-
rezione normale alla parete la discretizzazione non è uniforme; il punto più vicino
alla parete è posizionato a z+ = 0.18.
Il passo temporale utilizzato è δt+ = 0.030 in unità di tempo di parete.
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5.2 Approccio lagrangiano e approccio euleriano
Una volta calcolato il campo di moto del ﬂuido, si può procedere con il calcolo
della dispersione di particelle. Nella realtà, ﬂuido vettore e fase dispersa si trovano
a scorrere contemporaneamente all'interno del condotto. Nelle nostre simulazioni,
così come in altri lavori reperibili in letteratura, si opera calcolando prima il campo
di moto e immettendo poi, a posteriori, le particelle.
Infatti assumiamo l'ipotesi one-way coupling, ossia immaginiamo che le particelle
abbiano dimensioni piccole a suﬃcienza e siano presenti in numero così ridotto da
non modiﬁcare sostanzialmente il campo di moto del ﬂuido vettore. Le particelle
seguono così semplicemente l' andamento del campo di moto che le trasporta, ma
non lo inﬂuenzano. Dunque le ipotesi di soluzione diluita permette il disaccoppia-
mento tra le equazioni del moto del ﬂuido e le equazioni del moto delle particelle, e
quindi il calcolo indipendente del ﬂusso vettore e della fase dispersa.
Scelta l'ipotesi di one-way coupling, rimane da determinare il tipo di approccio che
si intende seguire per analizzare il comportamento della fase dispersa. In eﬀetti, si
presentano due possibilità:
• l'approccio euleriano
• l'approccio lagrangiano
Nell'approccio euleriano la fase dispersa è come un mezzo continuo. L'equazione del
trasporto della fase dispersa è risolta suddividendo lo spazio in elementi di volume
e calcolando la concentrazione della fase per ogni volume di controllo.
Nel caso di un approccio lagrangiano, invece, la fase dispersa è considerata come
un insieme di particelle, e le equazioni del moto di queste vengono integrate lungo i
percorsi delle particelle stesse. Deﬁniamo ora il sistema di riferimento lagrangiano;
per fare ciò, ci riferiamo ad una particella di ﬂuido, in letteratura denotata come
massless particle: essa è deﬁnita come un elemento che si muove con velocità pari
alla velocità locale del ﬂuido. La posizione della particella al tempo t è identiﬁ-
cata da X (t, Y ) dove Y è la posizione della particella (rispetto ad un sistema di
riferimento inerziale) al tempo di riferimento t0. Si ha così:
X (t0, Y ) = Y
∂
∂tX (t, Y ) = U (X (t, Y ) , t)
(5.5)
dove U (X (t, Y ) , t) è il campo di velocità lagrangiano. Una volta ﬁssato Y , X (t, Y )
descrive il percorso della particella. Nel presente lavoro si sceglie un approccio di
questo tipo, cioè lagrangiano.
34
5.3 Moto delle particelle
5.3 Moto delle particelle
5.3.1 Assunzioni generali
Le particelle sono considerate puntiformi e le loro traiettorie sono state calcolate
ponendo l'assunzione one way coupling. Le forze esercitate dal ﬂuido su ogni par-
ticella sono le uniche interazioni di cui si tenga conto. Come accennato vengono
imposte condizioni di periodicità del campo di moto lungo le direzioni x ed y. Ad
esempio, quando una particella esce dalla sezione a x = 1885 rientra attraverso la
sezione a x = 0 con le stesse coordinate x e y.
Quando una particella entra in contatto con la parete, il rimbalzo che ne consegue,
viene considerato perfettamente elastico, quindi viene variato soltanto il segno della
componente della velocità normale alla parete, mantenendo invariate le componenti
u e v. Il procedimento di calcolo delle coordinate della particella dopo il rimbalzo
è il seguente:
• viene determinata a che frazione del time step la particella ha rimbalzato e
quanto tempo dt, manca alla ﬁne del time step
• una volta calcolato il tempo dt, tra rimbalzo e ﬁne time step, si ricavano i
tratti percorsi dalla particella dopo il rimbalzo in ciascuna direzione come
dx = u · dt,, dy = v · dt,, dz = −w · dt,
• note le coordinate (xi, yi, zi), con 0 < zi < 300 del punto di impatto della
particella con la parete, si trova la posizione post rimbalzo a ﬁne time step
come xp = xi + dx, yp = yi + dy e zp = zi + dz
5.3.2 Equazioni per il moto delle particelle
Il moto delle particelle viene descritto risolvendo un'insieme di equazioni diﬀeren-
ziali ordinarie per la velocità e la posizione della particella ad ogni istante.
Molti calcoli riscontrabili in letteratura sono basati sulle formulazioni di Maxey e
Riley, [13] valide per forze agenti su sfere rigide in un ﬂusso non uniforme sotto le
seguenti ipotesi:
• Il diametro delle sfere è più piccolo della scala di Kolmogorov.
• Le sfere, schematizzanti le particelle sono isolate le une dalle altre e sono lon-
tane dalla parete, in questo modo le iterazioni particella-particella e particella-
strato limite sono escluse.
Inoltre, il numero di Reynolds per il moto relativo tra particelle e ﬂuido è piccolo.
L'equazione impiegata, nel codice FLOWSB, per lo studio del moto delle particelle,
viene sempliﬁcata eliminando i termini più piccoli di un'ordine di grandezza rispetto
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agli altri, nella seguente:
mp
d ~up
dt
=
ρf
2
pi
4
d2pCD|~u− ~up| (~u− ~up) (5.6)
dove dp è il diametro della particella, ρf è la densità del ﬂuido, CD è il coeﬃciente
di resistenza, ~u è la velocità del ﬂuido nella posizione occupata dalla particella e ~up
la velocità della particella.
Si trascurano i contributi di:
• Forza di galleggiamento
• Forza di gravità
• Forza del ﬂuido, dovuta al gradiente della pressione del ﬂuido e agli stress
viscosi
• Massa aggiunta
• Forza di Basset
• Forza di Saﬀmann
E' stato infatti dimostrato, da numerose pubblicazioni che è possibile trascurare il
contributo di tali forze al moto della particella senza compiere errori signiﬁcativi.
Deﬁnito il numero di Reynolds delle particelle come:
Rep =
dp|up − u|
ν
(5.7)
possiamo sempliﬁcare l'equazione 5.6 dividendo per la massa delle particelle, otte-
nendo:
d ~up
dt
= − 18µ
ρpd2p
CDRep
24
( ~up − ~u) (5.8)
il termine CDRep/24 corrisponde al termine non lineare nella resistenza. Il primo
termine dell'equazione 5.8 ha le dimensioni dell'inverso di un tempo, ovvero:
τp =
d2p
18ν
ρp
ρf
(5.9)
è il tempo di rilassamento, o tempo caratteristico della particella, che misura il
tempo necessario alle particella rilasciata con velocità nulla nel ﬂusso in moto di
raggiungere una velocità di equilibrio con il ﬂuido circondante.
Dal tempo di rilassamento si può determinare il numero di Stokes St, parametro in-
trinsecamente legato alle scale temporali presenti nel moto, come approfondiremo in
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dettaglio nel paragrafo 5.4. L'equazione di moto delle particelle è basata sull'assun-
zione che la forza di resistenza possa essere descritta utilizzando la formulazione di
Stokes. Il coeﬃciente di resistenza è allora espresso mediante la seguente relazione:
CD =
24
Rep
(5.10)
Il regime di Stokes richiede che il Reynolds delle particelle sia sempre minore di 1.
Tuttavia calcoli precedenti hanno infatti mostrato che Rep può non rimanere neces-
sariamente piccolo in particolare durante il processo di segregazione delle particelle.
Questo è il motivo per cui è spesso impiegata una relazione empirica data da Rowe,
[19] per tenere conto della resistenza non lineare:
CD =
24
Rep
[1 + 0.15Re0.687p ] (5.11)
Questa è stata inclusa nel nostro schema di calcolo.
5.3.3 Tracciatore delle traiettorie
Per determinare la traiettora delle particelle è stato impiegato un tracciatore la-
grangiano. Il tracciatore utilizzato nel presente lavoro è stato sviluppato presso il
dipartimento di energetica e macchine dell'università degli studi di Udine. Il codice
interpola la velocità del ﬂuido dai nodi discreti della griglia nella posizione delle
particelle. Con questa velocità l'equazione di moto delle particelle è integrata nel
tempo.
Il codice incorpora polinomi lineari, cubici e del quinto ordine per interpolare la
velocità dai nodi della griglia alla posizione della particella, ottenendo così una
precisione, rispettivamente del secondo, quarto e sesto ordine di accuratezza. Per
l'integrazione nel tempo della posizione si può scegliere tra i metodi di Runge-Kutta
del secondo e quarto ordine e il metodo di Adams-Bashforth del secondo ordine.
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5.4 Scale temporali e parametri delle particelle
La scelta dei parametri ﬁsici per la fase particellare è da considerarsi con attenzione.
Innanzitutto, per studiare come vari la sensibilità alla procedura di ﬁltraggio
delle particelle, si studieranno opportuni set di particelle aventi diversa inerzia.
Dato che il trasferimento di energia turbolenta e la segregazione delle particelle
sono controllate dalle stesse strutture, è necessario raﬀrontare se la fase dispersa
risponde a tutte le scale turbolenti simulate.
La segregazione delle particelle, infatti, avviene quando la costante temporale che
le caratterizza è dello stesso ordine di grandezza della costante di tempo del ﬂuido
che le circonda. La deﬁnizione di una costante temporale del ﬂuido, è un problema
non banale. Ricordiamo che secondo molti autori si deve considerare, non un solo
insieme di scale ma piuttosto uno spettro continuo di velocità e di lunghezze di
scala. Da un'analisi eﬀettuata in tal senso è stato visto come la regione vicino alla
parete sia dominata dalle piccole scale; in tale zona sono importanti gli eﬀetti viscosi
e la scala temporale è basata sulla viscosità cinematica ν e la velocità di frizione
ut. Nelle altre regioni, fuori dallo strato limite viscoso si riscontrano strutture
caratterizzate da grandi scale temporali. In tal caso la dimensione caratteristica
impiegata per eﬀettuare uno scalamento è l'altezza del dominio h.
Un altro scaling, basato sulla scala di Kolmogorov, è stato individuato da molti
autori come il più appropriato per osservare il fenomeno di clustering delle particelle
nei ﬂussi in canale. Nei calcoli eﬀettuati nel presente lavoro, dato che la regione di
maggior interesse è quella prossima alla parete, la scala temporale utilizzata è la
scala interna. In questo lavoro τf,i = ν/u2τ è adottato per deﬁnire la scala del tempo
del ﬂuido, quindi il numero di Stokes (conosciuto anche come risposta adimensionale
del tempo τ+p ) delle particelle è semplicemente deﬁnito come:
St =
τp
τf,i
=
τpu
2
τ
ν
=
d2p
18ν
ρp
ρf
u2τ
ν
(5.12)
Quindi per lo studio del moto, come descritto in precedenza tutte le grandezze
relative al tempo vengono adimensionate con τp. E' chiaro che il numero di Stokes
Stokes parameter è il solo parametro che controlla la dispersione delle particelle se
l'unica forza che interagisce con le particelle è quella di resistenza.
Di seguito si elencano i numeri di Stokes che caratterizzano comportamenti tipici,
così come descritto anche in [10].
• Nella diﬀusional deposition regime (particelle molto piccole con St < 0.2)
all'aumentare di St diminuisce il rateo di segregazione delle particelle. Mar-
chioli, [11], mette in luce come in questo regime, il trasporto delle particelle
sia ben rappresentato da un modello di diﬀusione gradiente che tenga di conto
di entrambi i fattori, diﬀusione turbolenta in ﬂusso pienamente sviluppato e
diﬀusione Browniana nella regione adiacente alla parete.
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• Nel diﬀusion-impaction-regime (0.2 < St < 10 − 20) c'è una drammatica
crescita di alcuni ordini di grandezza nel rateo di cluster delle particelle al
crescere della costante di tempo τp. Questo incremento è largamente dovu-
to all'interazione delle particelle che hanno inerzia signiﬁcativa, con i vortici
tipici del ﬂusso turbolento; perciò questo regime di segregazione risulta il più
interessante per lo studio della dispersione in regime turbolento. In questo
regime, diﬀusione turbolenta e meccanismo di inerziale giocano entrambi un
ruolo di primo piano.
• Nella terza regione, conosciuta come inertia-moderate regime, particelle con
grande inerzia acquistano suﬃciente quantità di moto dai vortici nel cuore
turbolento che raggiungono la parete. Qui la diﬀusione gioca un ruolo molto
limitato e la deposizione tende a decrescere con la costante di tempo delle
particelle così come la risposta alla turbolenza inizia ad aﬃevolirsi.
Di seguito si riportano i parametri adottati nelle presenti simulazioni:
dove V s+ è la velocità di settling adimensionale mentreRe+p è il numero di Reynolds
Parametri delle simulazioni LES a priori eﬀettuate
St 0.2 1 5 10 25 125
τp[s] 2.265 · 10−4 1.132 · 10−3 5.662 · 10−3 1.132 · 10−2 2.831 · 10−2 1.415 · 10−1
dp[µm] 9.1 20.2 45.2 63.8 100.9 225.7
dp+ 0.068 0.152 0.338 0.4785 0.757 1.69
V s+ 0.02 0.09 0.47 2.36 11.78
Re+p 1.36 · 10−3 0.01368 0.16074 1.80304 20.1238
Tabella 5.1 Parametri delle simulazioni
medio delle particelle, calcolato come:
Re+p =
V s+ · dp+
ν+
(5.13)
Il denominatore è la viscosità cinematica che, adimensionale vale 1 perché viene
divisa per se stessa.
• Il diametro adimensionale dp+ è utile perché indica la grandezza della par-
ticelle della simulazione rispetto alla grandezza della griglia. Quindi, vicino
alla parete, l'altezza delle celle computazionali diventa più piccola del dp+ che
caratterizza le particelle con St = 125, cosa che non è mai auspicabile.
• Il Re+p è una grandezza di grande utilità, indica quali particelle non rispet-
tano il regime di Stokes (Re+p < 1), ovvero per quali set di particelle diviene
importante la correzione della resistenza nell'equazione di moto
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La procedura di calcolo del tracciatore lagrangiano prevede di posizionare casual-
mente nel dominio all'istante iniziale 105 particelle con velocità nulla per ogni
numero di Stokes delle particelle di cui si eﬀettua la simulazione.
5.5 Implementazione dell'interpolazione frattale
Illustriamo adesso l'implementazione dell'interpolazione frattale all'interno del codice
FLOWSB. I dettagli sulla formulazione dell'interpolazione frattale, come il proce-
dimento di determinazione dei parametri di stretching sono stati sviluppati nel
capitolo 4.
Lo scopo del presente lavoro è quello di eﬀettuare dei test a priori per poter evi-
denziare le caratteristiche della metodologia e procedere eventualmente con test a
posteriori. Il segnale di input, nei test a priori dell'interpolazione frattale deve
essere un segnale LES a priori ed è ottenuto applicando ﬁltri, CUT-OFF o TOP-
HAT, alla soluzione DNS del campo ﬂuidodinamico del canale turbolento.
Abbiamo visto che la griglia del dominio di calcolo è equispaziata nelle direzioni
omogenee x ed y mentre non lo è lungo la direzione z. Perciò il ﬁltraggio dei dati
per ottenere un segnale di LES a priori viene eﬀettuato solo nelle direzioni x ed y, di
griglia omogenea. Tale scelta è motivata anche dal fatto che spesso nelle simulazioni
LES la risoluzione normale alla parete è comunque mantenuta molto elevata. Il
segnale di velocità proveniente dalle simulazioni DNS viene così scisso nella somma
di due contributi:
u = u¯+ u, (5.14)
in cui u¯ è il segnale ottenuto mediante ﬁltraggio, ed è quindi la riproduzione a priori
di un segnale LES e u, è il segnale dovuto dalle piccole scale di turbolenza che deve
essere ricostruito. L'interpolazione frattale ha infatti come scopo, quello di reintro-
durre nel segnale di velocità complessivo, il contributo derivante dalle piccole scale
del moto, che nella simulazione LES sono trascurate.
Esponiamo adesso i dettagli della metodologia utilizzata per eﬀettuare i test; per
semplicità di esposizione, si illustra il procedimento nel caso monodimensionale.
E' una sempliﬁcazione corretta ed esaustiva, dato che l'interpolazione nel caso bidi-
mensionale viene eﬀettuata come la somma dei due procedimenti monodimensionali
nelle due direzioni. Abbiamo adottato due tipologie di ﬁltri, realizzando così tagli
diversi di frequenze del segnale. Nello spazio dei numeri d'onda i modi di Fourier
della variabile ﬁltrata si possono ottenere semplicemente moltiplicando quelli della
variabile non ﬁltrata per la funzione di traferimento del ﬁltro nello spazio dei nu-
meri d'onda, quindi uf (k) = G(k) · u(k).
Le espressioni nel dominio dei numeri d'onda dei ﬁltri TOP −HAT e CUT −OFF
sono le seguenti:
per il CUT −OFF :
G(k) =
{
1 per k < kcut−off
0 per k > kcut−off (5.15)
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per il TOP −HAT :
G(k) =
{
sin(k·∆/2)
k∆/2 per k < kcut−off
0 per k > kcut−off
(5.16)
con kcut−off = pi∆ , dove ∆ rappresenta la dimensione del ﬁltro nello spazio ﬁsico.
La ﬁgura 4.3 illustra il comportamento dei due ﬁltri nello spazio dei numeri d'onda.
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Figura 5.2 Comportamento dei ﬁltri nello spazio dei numeri d'onda
Come illustrato nel capitolo introduttivo della metodologia frattale è possibile, me-
diante l'applicazione della mappatura interpolare soltanto un numero dispari di dati
iniziali. Dato che la griglia di risoluzione del canale presenta 128 nodi sia nella di-
rezione x che nella y si rende indispensabile aggiungere un elemento di griglia. Il
valore che deve assumere l'elemento aggiuntivo viene determinato sfruttando la pe-
riodicità delle condizioni al contorno e quindi del moto all'interno del canale. Per
l'elemento aggiuntivo nella direzione x avremo:
u(129, y, z) = u(1, y, z) (5.17)
Per l'elemento che rappresenta il 129 nodo lungo la direzione y:
u(x, 129, z) = u(x, 1, z) (5.18)
Il processo di formazione del vettore input della routine di interpolazione, in funzione
del ﬁltro impiegato è così riassumibile:
• Impiegando i ﬁltri CUT-OFF64 e TOP-HAT64 si è determinato un segnale di
LES a priori corrispondente ad una griglia di 64 punti nelle direzioni x e y nel
quale sono presenti soltanto i primi 32 (che corrispondono a 64 punti) modi
di Fourier del segnale complessivo. Quindi dobbiamo applicare la mappatura
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soltanto una volta, per ricostruire il segnale complessivo. Per determinare
il vettore input della routine di interpolazione frattale, dal segnale completo
ﬁltrato prendiamo soltanto 64 dati, ovvero consideriamo il 1◦ valore, il 3◦
valore e così di seguito; la ﬁgura sottostante esempliﬁca il procedimento.
Figura 5.3 formazione input dell'interpolazione
• Utilizzando, viceversa ﬁltri CUT-OFF32 e TOP-HAT32 determiniamo un
segnale di LES a priori ottenuto con il contributo di soli 16 modi di Fourier.
Il segnale LES a priori così ottenuto corrisponde ad una LES corrispon-
dente ad una griglia con 32 nodi. Dobbiamo quindi applicare due volte la
mappatura per poter ricostruire il contributo di tutti i modi presenti nel seg-
nale. L'input dell'interpolazione non è il vettore dei dato completo ottenuto
dal ﬁltraggio, stavolta formiamo il vettore input prendendo un dato ogni 4.
La ﬁgura sottostante rappresenta il procedimento per ottenere il segnale di
input.
Figura 5.4 formazione input dell'interpolazione
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• L'ultimo caso preso in esame nel seguente lavoro è quando i ﬁltri impiegati
per ottenere il campo DNS a priori sono il CUT-OFF16 ed il TOP-HAT16.
Viene considerato soltanto il contributo dei primi 8 modi di Fourier, ottenen-
do quindi un segnale di LES a priori con una griglia composta da 16 nodi
nelle direzioni x e y, quindi si deve procedere ad applicare per 3 volte l'in-
terpolazione frattale per ottenere un segnale simile il più possibile a quello
della DNS iniziale. Dal vettore iniziale formato da 129 valori si considerano
soltanto un dato ogni 16. Applicando l'interpolazione per 3 volte ricostruiamo
il segnale della lunghezza di 129. Come eﬀettuato in precedenza si illustra con
la seguente ﬁgura il procedimento di cui sopra.
Figura 5.5 formazione input dell'interpolazione
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6.1 Descrizione delle strutture coerenti
Numerose osservazioni sperimentali e simulazioni numeriche vedi [11], [17], [1] e [6]
hanno mostrato come la fase dispersa (ad esempio goccioline d'acqua) in un ﬂusso
turbolento di gas (ad esempio aria) che scorre in un canale piano o in un condotto
cilindrico si muova dando luogo ad un gradiente di concentrazione piuttosto elevato.
La zona in prossimità della parete presenta valori di concentrazione anche ordini di
grandezza superiori rispetto alla zona centrale del condotto.
Questo è un fatto certamente non intuitivo: ci si aspetterebbe infatti che, vista
l'intrinseca caoticità del moto turbolento, le particelle in esso sospese si muovessero
casualmente e, di conseguenza, che la loro concentrazione fosse sostanzialmente la
stessa per ogni porzione della sezione in esame. Il fenomeno introdotto prende il
nome di turboforesi ; esso trova espressione macroscopica (per così dire) nell'intro-
duzione di un ﬂusso netto dal centro del tubo verso la parete. La turboforesi può
essere spiegata sia dal punto di vista energetico, che dal punto di vista delle carat-
teristiche della turbolenza. Seguendo il primo approccio si giunge alla deduzione
che responsabili della segregazione delle particelle alla parete sono le più ampie ﬂut-
tuazioni di velocità che caratterizzano il ﬂusso vicino alla parete. A tali ﬂuttuazioni
è associato un massimo dell'energia cinetica turbolenta (k); le particelle provenienti
dall'interno, cioè dal centro del canale, che hanno una componente verticale di velo-
cità suﬃcientemente elevata riescono a oltrepassare la barriera creata dal massimo
di k; allora giungono in una zona, vicinissima alla parete, in cui tutte le componen-
ti di velocità tendono a zero, (wall damping). Per tali particelle sarà dunque più
complicato riuscire a superare nuovamente il massimo energetico e riportarsi così
verso il centro del canale turbolento.
Il secondo approccio ci porta invece a considerare tutta una serie di strutture coeren-
ti che caratterizzano il moto turbolento. Molti sono gli autori che hanno proposto
modelli di strutture coerenti e di conseguenza, interpretazioni diverse di come le
particelle vengano condotte verso la parete da tali strutture, vedi [1], [6] e [9]. Non
è l'obbiettivo del presente lavoro l'analisi dettagliata di tutte le teorie proposte, ci
limitiamo a quegli aspetti sui quali concordano la maggioranza degli studiosi. Le
strutture turbolente ed eventi (o fenomeni) da esse provocati che più ricorrono in
letteratura sono:
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• i vortici a ferro di cavallo horseshoe vortex ;
• le zone a più bassa velocità low-speed streaks;
• le sweep e le ejections.
I vortici a ferro di cavallo, così detti per la loro forma, sono stati osservati da più
ricercatori; si situano in una regione a distanza dalla parete, nella zona detta near-
wall layer, e sono inclinati rispetto alla parete di un angolo che oscilla tra i 30 ed i
60 e solitamente si presentano in pacchetti.
Un vortice a ferro di cavallo è composto da due vortici controrotanti, che vengono
detti gambe, i quali si incontrano nel punto più in alto raggiunto dalla loro struttura,
e formano la così detta testa. Molto vicino alla parete le gambe si dispongono quasi
lungo corrente e vanno a formare quelli che sono deﬁniti quasi-streamwise vortices.
In questo modello le seconde strutture citate nel nostro elenco, le low-speed streaks,
vengono spiegate a partire proprio dai vortici quasi-lungocorrente, i quali inducono
il movimento di ﬂuido a bassa velocità dalla parete verso il centro; si formano così
zone a velocità inferiore, rispetto alla velocità media locale del ﬂuido, cioè proprio
le low speed streaks.
Le sweep e le ejections corrispondono rispettivamente a getti di ﬂuido verso la parete
e getti verso il centro del condotto. Per determinare la presenza di questi eventi
è necessario concentrare l'attenzione sulle ﬂuttuazioni della velocità in direzione
normale alla parete. Sweep ed ejection sono dovuti alla presenza dei due vortici
controrotanti: da un lato la parte esterna delle gambe convoglia ﬂuido verso il bas-
so (cioè verso la parete), dall'altro la parte esterna delle gambe trasporta ﬂuido
verso l'alto (cioè verso il centro del condotto).
Ora che si è descritta una pur idealizzata conﬁgurazione delle strutture di parete
del ﬂusso turbolento, rimane da comprendere il ruolo che essa ricopre nel meccan-
ismo della deposizione. Le particelle si muovono seguendo le linee di velocità del
campo di moto; quando una particella entra in una sweep, essa sarà condotta verso
la parete, mentre quando entra in una ejection sarà portata verso il centro del con-
dotto. Dal momento che eﬀettivamente le particelle segregano alla parete, questo
vuol dire che il meccanismo di sweep è più eﬃcace di quello di ejection. Tra i vari
argomenti portati per confermare questa supposizione, interessante è quello propos-
to da Marchioli e Soldati [11]. Secondo gli autori le ejection sono causate da vortici
già completamente sviluppati (vortici padre); a questo tipo di vortici sono associati
dei vortici di recente formazione (vortici ﬁgli). L'azione combinata di vortici ﬁgli
e vortice padre inibisce le particelle dal muoversi verso il centro del condotto, in
quanto i vortici ﬁgli riducono la dimensione delle ejection e con essa la possibilità
data alle particelle di spostarsi dalla parete.
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6.2 Eﬀetto del ﬁltraggio sulla velocità delle particelle
6.2.1 Fluttuazioni di velocità assiale
Nelle presente paragrafo, mediante le ﬁgure 6.1-6.12, mostriamo al variare dei ﬁltri
impiegati, e al variare dello Stokes delle particelle, l'andamento della rms della
velocità delle particelle in direzione del ﬂusso medio in funzione della coordinata
z+. La rms è un'indice di quanto sono ampie le ﬂuttuazioni del segnale attorno ad
un valore medio.
Tracciarne l'andamento, per particelle di identica inerzia, stesso numero di Stokes,
permette di capire l'importanza della parte del segnale che viene eliminata mediante
il ﬁltraggio dei campi ﬂuidodinamici sulla dinamica delle particelle.
6.2.2 Filtri CUT-OFF
Notiamo dalla ﬁgura 6.1 relativa a particelle caratterizzate da St = 0.2, che il
ﬁltraggio eﬀettuato considerando il contributo di 64 modi mantiene praticamente le
stesse ﬂuttuazioni del segnale non ﬁltrato, mentre invece con gli altri ﬁltri impiegati
si ottiene una sostanziale sottovalutazione della rms del segnale.
Quindi i contributi dei modi eliminati con i ﬁltri CUT OFF 32 e CUT OFF 16
sono importanti per la ricostruzione del momento del secondo ordine del segnale.
Un comportamento analogo si ha nel caso, vedi ﬁgura 6.2, di Stokes=1.
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Figura 6.1 RMS del segnale di velocità u per St = 0.2
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Figura 6.2 RMS del segnale di velocità u per St = 1
Per Stokes=5, ﬁgura 6.3 e Stokes=10, ﬁgura 6.4, si ha un comportamento analogo,
in questo caso il dato ﬁltrato con CUT −OFF64 sopravvaluta la statistica, l'eﬀetto
degli altri ﬁltri è simile a quanto visto per Stokes=0.2 e Stokes=1
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Figura 6.3 RMS del segnale di velocità u per St = 5
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Figura 6.4 RMS del segnale di velocità u per St = 10
Le ﬁgure che illustrano la statistica per le particelle a maggior inerzia, ﬁgure 6.5
e 6.6 mostrano un comportamento anomalo. Nella zona prospicente alla parete il
ﬁltro a 64 modi e quello a 32 modi hanno una cuspide. L'interpretazioe di questo
risultato non è chiara però si fa notare che quindi anche per particelle di inerzia
elevata l'eﬀetto del ﬁltro vicino alla parete è sigiﬁcativo.
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Figura 6.5 RMS del segnale di velocità u per St = 25
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Figura 6.6 RMS del segnale di velocità u per St = 125
6.2.3 Filtri TOP-HAT
Nelle seguenti ﬁgure si rappresenta l'andamento della rms della componente u del
segnale di velocità ottenuto da una simulazione DNS e dall'applicazione dei ﬁltri
TOP −HAT e CUT − OFF così da poter eﬀettuare un confronto diretto sull'in-
ﬂuenza che questi hanno sull'andamento della rms.
Nel caso di particelle con un'inerzia molto piccola, St = 0.2, ﬁgura 6.7 si nota
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Figura 6.7 RMS del segnale di velocità u per St = 0.2
poiché i ﬁltri a 64 e 32 modi del TOP − HAT eliminano dalla velocità del ﬂuido
molte più ﬂuttuazioni del CUT − OFF , le ﬂuttuazioni di velocità della particel-
la risultano più ridotte quando viene applicato un ﬁltro TOP − HAT . Il ﬁltro
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TOP −HAT16 ha un comportamento opposto rispetto a quelli con 32 e 64 modi,
in quanto la velocità della particella presenta maggiori ﬂuttuazioni di quella ottenu-
ta a partire dai campi di ﬂusso ﬁltrati con CUT − OFF16. Per il caso St = 1 il
comportamento della statistica, riscontrabile dalla ﬁgura 6.8 è analogo.
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Figura 6.8 RMS del segnale di velocità u per St = 1
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Figura 6.9 RMS del segnale di velocità u per St = 5
Le particelle dotate di un'inerzia leggermente maggiore, ovvero St = 5, ﬁgura
6.9 e St = 10 ﬁgura 6.10 presentano un andamento analogo tra loro. Partendo dai
campi di ﬂusso ﬁltrati con ﬁltri CUT −OFF a 64 e 32 modi si osservano maggiori
ﬂuttuazioni nella velocità delle particelle rispetto al caso in cui si applicano gli
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omologhi TOP − HAT . Opposto comportamento, specie nella zona prospiciente
alla parete è dato dai ﬁltri a 16 modi
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Figura 6.10 RMS del segnale di velocità u per St = 10
Per particelle con St = 25, ﬁgura 6.11 si ha un andamento molto complesso;
notiamo come per i campi ﬁltrati con il ﬁltro TOP −HAT a 64 modi, e non si ha
l'andamento cuspidato della rms della velocità delle particelle riscontrabile nel caso
del CUT −OFF analogo. Il TOP −HAT32 risulta in una velocità delle particelle
aventi minori ﬂuttuazioni di quella ottenuta a partire dall'omologo CUT − OFF
mentre il comportamento si inverte nel caso di ﬁltri a 16 modi.
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Figura 6.11 RMS del segnale di velocità u per St = 25
Comportamento anomalo è riscontrabile per la particella a maggior inerzia delle
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nostre simulazioni, come si vede nella ﬁgura 6.12, il comportamento statistico dei
segnali ﬁltrati non dipende dal tipo di ﬁltro utilizzato.
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Figura 6.12 RMS del segnale di velocità u per St = 125
6.2.4 Fluttuazioni della velocità normale alla parete
Presentiamo adesso i graﬁci che illustrano l'andamento, in funzione della coordina-
ta z+, della rms della componente in direzione ortogonale alle pareti della velocità
delle particelle. L'importanza di tale grandezza è relativa al fenomeno della turbo-
foresi cioé dell'accumulo di particelle alle pareti.
6.2.5 Filtri CUT-OFF
Nella ﬁgura 6.13 notiamo come la curva relativa al ﬁltro a 64 modi coincida di fatto
con il segnale dato dalla DNS, mentre con i ﬁltri a 32 modi, ma soprattutto per
quello a 16 la rms della velocità della particella diminuisce signiﬁcativamente.
Comportamento analogo si ha anche per particelle con inerzia leggermente maggiore
e St = 1, come si può dedurre da 6.14.
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Figura 6.13 RMS del segnale di velocità w per St = 0.2
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Figura 6.14 RMS del segnale di velocità w per St = 1
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Particelle con St = 5 e St = 10, vedi ﬁgure 6.15 e 6.16, presentano un compor-
tamento simile fra loro. Cioé con il ﬁltro a 64 si ha una signiﬁcativa diminuizione
dell'rms del segnale, la sua curva si avvicina molto a quella relativa al ﬁltro con
32 modi; il posizionamento della curva del CUT − OFF16 non subisce sostanziali
modiﬁche rispetto alle ﬁgure analizzate in precedenza
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Figura 6.15 RMS del segnale di velocità w per St = 5
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Figura 6.16 RMS del segnale di velocità w per St = 10
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Nel caso St = 25, ﬁgura 6.17, il ﬁltro che dà una velocità delle particelle avente
rms più vicina a quella del segnale DNS è quello a 32 modi, quello con 64 modi
esalta le ﬂuttuazioni della velocità delle particelle nella zona immediatamente vicino
alla parete. Nella parte restante dl canale curve a 32 e a 16 modi risultano essere
sostanzialmente coincidenti. St = 125, ﬁgura 6.18: la statistica di questo set di
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Figura 6.17 RMS del segnale di velocità w per St = 25
particelle si dimostra sostanzialmente non sensibile al ﬁltraggio a 64 modi; viceversa
i ﬁltri a 32 e 26 modi riducono di signiﬁcativamente la rms della velocità normale.
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Figura 6.18 RMS del segnale di velocità w per St = 125
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6.2.6 Filtri con TOP-HAT
Possiamo commentare insieme l'andamento delle curve per St = 0.2, St = 1, St = 5
ed St = 10, ﬁgure 6.19-6.22. Si nota come il comportamento dei ﬁltri a 64 e 32 modi
siano sostanzialmente analoghi; vediamo come il ﬁltro TOP −HAT riesca sempre
a far diminuire la statistica rms del segnale, in misura maggiore del CUT −OFF .
Comportamento estremamente diverso tra ﬁltri CUT −OFF e TOP −HAT si ha
nel caso a 16 modi; il TOP −HAT non riesce a ridurre la ﬂuttuazione della velocità
normale della particella in modo paragonabile al CUT −OFF , la sua curva diviene
simile a quella del ﬁltro 32 modi
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Figura 6.19 RMS del segnale di velocità w per St = 0.2
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Figura 6.20 RMS del segnale di velocità w per St = 1
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Figura 6.21 RMS del segnale di velocità w per St = 5
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Figura 6.22 RMS del segnale di velocità w per St = 10
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La ﬁgura 6.23, illustra l'andamento della rms delle particelle a St = 25; vediamo
che il ﬁltro a 64 modi TOP −HAT conserva una rms della velocità delle particelle
molto maggiore di quella del CUT − OFF64, le curve dei ﬁltri a 32 e 16 modi
risultano essere pressoché coincidenti.
Vediamo comunque che per tutti i set di particelle ﬁn qui analizzati la velocità delle
particelle ottenuta a partire dai campi ﬂuidodinamici ﬁltrati con 16 modi ha una
rms dimezzata rispetto a quella ottenuta a partire dai campi DNS. La ﬁgura 6.24,
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Figura 6.23 RMS del segnale di velocità w per St = 25
dimostra come ci sia una sostanziale coincidenza delle curve relative ai due tipi di
ﬁltri, per le particelle caratterizzate da St = 125.
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Figura 6.24 RMS del segnale di velocità w per St = 125
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6.2.7 Confronto del massimo delle statistiche
Dalle ﬁgure 6.25 e 6.26 che illustrano l'andamento del massimo della rms in funzione
del numero di Stokes si può notare che la rms della velocità u delle particelle
è sopravvalutata quando la velocità impiegata nel tracciatore è stata ﬁltrata con
ﬁltri a 64 e 32 modi. Per l'rms della velocità w delle particelle si nota che il set di
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Figura 6.25 Confronto dei massimo della urms tra CUT-OFF e TOP-HAT
particelle avente Stokes pari a 25 è quello per il quale la statistica ottenuta ponendo
la velocità ﬁltrata nel tracciatore diﬀerisce maggiormente dalla statistica ottenuta
con la velocità DNS.
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Figura 6.26 Confronto dei massimo della wrms tra CUT-OFF e TOP-HAT
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6.2.8 Concentrazione particelle
6.2.9 Confronto ﬁltri CUT-OFF32 TOP-HAT32
Confrontiamo adesso i dati ottenuti a partire da campi ﬂuidodinamici con ﬁltraggio
CUT −OFF e TOP −HAT a 32 modi, al time step 210000, pari a 6300[s].
Dall'analisi dei graﬁci delle ﬁgure 6.27-6.32 possiamo analizzare la sensibilità al ﬁl-
traggio di questa grandezza.
• per St = 0.2, ﬁgura 6.27 si può osservare che con il TOP −HAT si ottiene un
massimo della curva della concentrazione di particelle nella zona della parete
pari a 1.8, mentre il dato ottenuto dall'applicazione del ﬁltro CUT −OFF ha
un valore massimo di 1.2. Comunque l'applicazione di entrambi i ﬁltri porta
ad una sovrastima della concentrazione delle particelle alla parete, è come se
CUT −OFF e TOP −HAT aumentassero la turboforesi (che però è limitata
per questo set di particelle).
• Particelle con St = 1, St = 5, St = 10 e St = 25, ﬁgure 6.28-6.31, presentano
un comportamento analogo. Con i ﬁltri CUT − OFF e TOP − HAT si ha
sempre, rispetto al valore ottenuto a partire dai campi DNS, una sottostima
della concentrazione di particelle alla parete; inoltre la diﬀerenza tra i valori
DNS e quelli ﬁltrati aumenta con St. I ﬁltri riescono a privare il segnale di
velocità di quelle strutture che favoriscono il cluster delle particelle.
• particelle con St = 125, vedi ﬁgura 6.32, a causa della loro grande inerzia si
rivelano insensibili al ﬁltraggio, le ﬂuttuazioni tagliate non interessano il loro
moto.
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Figura 6.27 Concentrazione delle particelle St = 0.2
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Figura 6.28 Concentrazione delle particelle St = 1
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Figura 6.29 Concentrazione delle particelle St = 5
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Figura 6.30 Concentrazione delle particelle St = 10
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Figura 6.31 Concentrazione delle particelle St = 25
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Figura 6.32 Concentrazione delle particelle St = 125
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6.2.10 Confronto ﬁltri CUT-OFF64 TOP-HAT64
Nelle ﬁgure 6.33-6.38 sono raﬃgurati l'andamento della concentrazione delle parti-
celle nel canale in funzione della coordinata z+ ortogonale alla parete. In generale
è possibile notare come, a parità di set di particelle le concentrazioni ottenute a
partire da campi ﬂuidodinamici ﬁltrati con 64 modi siano più prossime ai valori ot-
tenuti inserendo nel tracciatore lagrangiano la velocità risolta con una simulazione
DNS.
Particelle con St = 0.2 ﬁgura: 6.33 si nota come i dati della concentrazione ottenuti
immettendo come input del tracciatore lagrangiano la velocità ﬁltrata a 64 modi
diﬀeriscano non di molto dal segnale delle concentrazioni DNS.
Contrariamente a quanto visto nel caso a 32 modi è il ﬁltro CUT −OFF a fornire
la migliore approssimazione al dato DNS.
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Figura 6.33 Concentrazione delle particelle St = 0.2
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Le caratteristiche delle curve della concentrazione per i set di Stokes St = 1,
St = 5 e St = 10, ﬁgure 6.34-6.36; hanno un comportamento analogo.
Notiamo come, per tutti questi set di particelle si ottengano delle curve della con-
centrazione molto prossime al valore ottenuto a partire da campi DNS come si può
vedere confrontanto le ﬁgure seguenti con le 6.28-6.30. Tuttavia per la St = 25
la sottostima delle concentrazioni ottenute a partire da campi DNS è ancora
signiﬁcativa.
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Figura 6.34 Concentrazione delle particelle St = 1
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Figura 6.35 Concentrazione delle particelle St = 5
St = 125, ﬁgura 6.38 si dimostra, un set insensibile al ﬁltraggio, per i motivi già
discussi nel capitolo precedente.
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Figura 6.36 Concentrazione delle particelle St = 10
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Figura 6.37 Concentrazione delle particelle St = 25
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Figura 6.38 Concentrazione delle particelle St = 125
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7 Test a priori con interpolazione
Frattale
In questo capitolo analizziamo i risultati ottenuti con il tracciamento lagrangiano
delle particelle ricostruiti con l'interpolazione frattale su una griglia avente stessa
risoluzione della DNS (128× 128× 129) .
7.1 Fluttuazioni della velocità assiale dele particelle
Nelle ﬁgure 7.1-7.3 si rappresenta la rms della velocità assiale di di 3 diversi set
di particelle ottenute a partire da campi ﬂuidodinamici ﬁltrati e ricostruiti con
l'interpolazione frattale. SI osserva una sopravvalutazione della rms della u per
particelle con St = 1, ﬁgura 7.1; mentre per St = 5 e St = 25, ﬁgure 7.2 e 7.3 si
ottiene un buon accodo con l'rms della velocità ottenuta a partire da campi DNS
ottimi valori, e la rms del segnale ricostruito è molto vicino a quella del segnale
DNS.
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Figura 7.1 RMS del segnale di velocità u per St = 1
66
7.1 Fluttuazioni della velocità assiale dele particelle
0 50 100 150
0
0.5
1
1.5
2
2.5
3
3.5
4
z+
Ur
m
s
taup5
CUT−OFF16
CUT−OFF32
CUT−OFF64
DNS
Figura 7.2 RMS del segnale di velocità u per St = 5
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7.2 Fluttuazioni della velocità normale delle particelle
Con l'interpolazione frattale, come si può notare nelle ﬁgure 7.4-7.6, la rms della
componente w della velocità in direzione ortogonale alla parete viene sopravvalutata
rispetto a quella ottenuta a partire da dati DNS, ciò vuol dire che viene sovras-
timato il fenomeno di accumulo alle pareti delle particelle. Tuttavia per St = 5
ﬁgura 7.5 e St = 25, ﬁgura 7.6 l'errore commesso è molto piccolo.
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Figura 7.4 RMS del segnale di velocità w per St = 1
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Figura 7.6 RMS del segnale di velocità w per St = 25
7.2.1 Confronto concentrazione particelle con interpolazione
frattale
Nelle ﬁgure che seguono si analizza l'eﬀetto dell'interpolazione frattale sulla concen-
trazione delle particelle. Si deduce da tutte le ﬁgure proposte come l'interpolazione
frattale aumenti il fenomeno della segregazione delle particelle alla parete.
• Nelle ﬁgure 7.13, 7.10 e 7.7 si confrontano i dati della concentrazione ottenuti
a partire dai dati ﬁltrati e interpolati e quelli ottenuti con la DNS. Si nota
che per questo set di particelle il segnale ottenuto immettendo nel tracciatore
il segnale di velocità ﬁltrato è già di per sè non dissimile dal dato ottenuto
usando come velocità la soluzione DNS. Dato che l'interpolazione frattale,
tende sempre ad aumentare l'accumulo delle particelle alla parete, l'errore di
sovrastima della concentrazione risulta essere ingente.
• St = 5 Il comportamento di questo set di particelle, come si può dedurre dalle
ﬁgure: 7.14, 7.11 e 7.8 risulta essere strettamente analogo a quanto visto per
il caso di particelle con St = 1.
• St = 25 dalle ﬁgure 7.15, 7.12 e 7.9 si può notare gli ottimi risultati ottenuti
dall'interpolazione frattale nella ricostruzione dell'andamento della concen-
trazione per questo set di particelle. Questo risultato è ottimo anche perché,
come annotato nei paragraﬁ precedenti, il set St = 25 risultava essere quello
maggiormente sensibile al ﬁltraggio, solamente i dati di ﬁgura 7.15 sono meno
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buoni, ma in questo caso è necessario tenere conto che l'interpolazione frattale
è applicata a partire da un dato ﬁltrato su una griglia estremamente rada.
7.2.2 Dati interpolati da griglia 64× 64× 129
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Figura 7.7 Concentrazione delle particelle St = 1
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Figura 7.8 Concentrazione delle particelle St = 5
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Figura 7.9 Concentrazione delle particelle St = 25
7.2.3 Dati interpolati da griglia 32× 32× 129
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Figura 7.10 Concentrazione delle particelle St = 1
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Figura 7.11 Concentrazione delle particelle St = 5
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Figura 7.12 Concentrazione delle particelle St = 25
72
7.2 Fluttuazioni della velocità normale delle particelle
7.2.4 Dati interpolati da griglia 16× 16× 129
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Figura 7.13 Concentrazione delle particelle St = 1
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Figura 7.14 Concentrazione delle particelle St = 5
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Figura 7.15 Concentrazione delle particelle St = 25
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8 Analisi di sensibilità ai parametri di
stretching
Abbiamo visto nel capitolo 5 che vi sono due metodologie per il calcolo dei parametri
di stretching.
• La metodologia illustrata da Scotti e Meneveau [21] prevede che il parametro
di stretching sia una costante pari a ±2− 12 ; questo valore è stato determinato
ipotizzando che la dimensione frattale del segnale di velocità turbolento sia
pari a 1.7 ± 0.05 (valore ricavato da segnali sperimentali per la turbolenza
omogenea e isotropa) e scegliendo di uguagliare il modulo dei due parametri.
• La seconda metodologia presa in considerazione, si basa sull'articoli di A.
Raza Keshavarzi et al., [18], ed è stata ampiamente illustrata nel paragrafo
4.3. In questo caso quindi il parametro di stretching non assume più un valore
ﬁsso ma diviene una variabile locale; ad ogni coppia di punti interpolati viene
assegnato un valore di tale parametro.
Diviene perciò interessante fare un confronto tra i valori di stretching determinati
con le due metodologie. Analizzare i valori assunti dal parametro di stretching è
come visualizzare, qualitativamente l'andamento della dimensione frattale del seg-
nale interpolato nel canale. Tale dimensione è infatti proporzionale al logaritmo
della somma del valore assoluto dei parametri di stretching; valori del parametro di
stretching di modulo elevato testimoniano un segnale a maggior contenuto frattale.
Analizziamo adesso i valori assunti dai parametri di stretching deﬁniti da A. Reza
Keshavarzi et al., [16], sui piani orizzontali a diversi valori delle coordinate z+. Nelle
ﬁgure 8.1-8.18, si visualizzano i valori dei parametri di stretching per eﬀettuare in-
terpolazioni della componente u e v della velocità nel canale a partire da dati ﬁltrati
con ﬁltri di dimensione diverse.
Di seguito viene illustrata la procedura di calcolo impiegata in funzione del ﬁltrag-
gio a cui è stato sottoposto il segnale di input dell'interpolazione:
• nel caso in cui i dati di partenza siano ottenuti mediante l'applicazione dei
ﬁltri CUT − OFF64 o TOP − HAT64 i graﬁci si riferiscono alle matrici
dei parametri di stretching che permettono di ottenere il dato della griglia
128× 128× 129;
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• nel caso in cui i dati di partenza siano ottenuti mediante l'applicazione dei ﬁltri
CUT −OFF32 o TOP −HAT32 i graﬁci riportati si riferiscono alle matrici
dei parametri di stretching che permettono di ottenere, dopo una iterazione
il segnale ricostruito su di una griglia 64× 64× 128;
• nel caso in cui i dati di partenza siano ottenuti mediante l'applicazione dei ﬁltri
CUT −OFF16 o TOP −HAT16 i graﬁci riportati si riferiscono alle matrici
dei parametri di stretching che permettono di ottenere, dopo una iterazione
il segnale ricostruito su di una griglia 32× 32× 128;
Il procedimento per determinare tali valori, è stato ripetuto ogni 1000 step tempo-
rali, si è così alla ﬁne potuto ricavare un valore medio dei parametri di stretching,
in maniera tale da non dover calcolarli ad ogni step temporale. Si nota altresì che
non vi sono grandi variazioni dei parametri di stretching tra step temporali diver-
si. Si può notare come in genere il graﬁco dei piani di coordinate z+ = 0, 18068 e
z+ = 299, 82 siano più frastagliati rispetto a quanto osservabile per il caso z+ = 150,
quindi si deduce che la dimensione frattale del segnale di velocità prossimo alle pareti
è maggiore del segnale al centro del canale.
Si nota, osservando le matrici dei parametri di stretching, che mediamente il valore
assunto dai parametri di stretching a metà altezza del canale è minore dei valori
che si hanno vicino alle pareti. Inoltre il valore medio dei parametri di stretch-
ing per interpolare la componente v di velocità è superiore a quello impiegato per
l'interpolazione della componente u.
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Figura 8.2 Parametri di stretching per la u per dati ﬁltrati a 64 modi per z+ = 150
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Figura 8.3 Parametri di stretching per la u dati ﬁltrati a 64 modi per z+ = 299, 82
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Figura 8.4 Parametri di stretching per la u per dati ﬁltrati a 32 modi per z+ =
0, 18068
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Figura 8.5 Parametri di stretching per la u per dati ﬁltrati a 32 modi per z+ = 150
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Figura 8.6 Parametri di stretching per la u per dati ﬁltrati a 32 modi per z+ =
299, 82
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Figura 8.8 Parametri di stretching per la u per dati ﬁltrati a 16 modi per z+ = 150
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Figura 8.9 Parametri di stretching per la u per dati ﬁltrati a 16 modi per z+ =
299, 82
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Figura 8.10 Parametri di stretching per la v per dati ﬁltrati a 64 modi per z+ =
0, 18068
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Figura 8.11 Parametri di stretching per la v per dati ﬁltrati a 64 modi per z+ = 150
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Figura 8.12 Parametri di stretching per la v per dati ﬁltrati a 64 modi per z+ =
299, 82
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Figura 8.13 Parametri di stretching per la v per dati ﬁltrati a 32 modi per z+ =
0, 18068
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Figura 8.14 Parametri di stretching per la v per dati ﬁltrati a 32 modi per z+ = 150
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Figura 8.15 Parametri di stretching per la v per dati ﬁltrati a 32 modi per z+ =
299, 82
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Figura 8.16 Parametri di stretching per la v per dati ﬁltrati a 16 modi per z+ =
0, 18068
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Figura 8.17 Parametri di stretching per la v per dati ﬁltrati a 16 modi per z+ = 150
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Figura 8.18 Parametri di stretching per la v per dati ﬁltrati a 16 modi per z+ =
299, 82
8.0.5 Confronto parametri di stretching
Adesso andiamo a eﬀettuare un confronto tra i parametri ottenuti con l'algoritmo
di interpolazione alternativo [16] e quelli di Scotti e Meneveau. Per poter eﬀettuare
questo confronto si è calcolato, per ogni piano di interpolazione a z+ costante,
il massimo valore dei parametri di stretching per interpolazioni in entrambe le di-
rezioni x e y; per comodità si è analizzato l'interpolazione lungo x della componente
u e l'interpolazione lungo y della componente v.
Dalle ﬁgure 8.19 e 8.20, che rappresentano il valore massimo dei parametri nei piani
a z+ costante, rispettivamente per interpolazione lungo l'asse x e y, a partire da una
giglia LES di risluzione 64 × 64 notiamo che i valori ottenuti risultano attestarsi,
per entrambe le interpolazioni su di un valore di circa 0.4, molto lontano dal valore
proposto da Scotti e Meneveau.
Nella ﬁgure 8.21 e 8.22, dove si riportano gli stessi valori a partire da una risoluzione
32×32 si nota come invece il valore massimo dei parametri locali del piano sia mag-
giore del valore di Scotti e Meneveau e si attesti per l'interpolazione lungo entrambi
gli assi su di un valore di circa 1.2.
Per interpolazioni a partire da dati con 16 modi il massimo dei parametri di stretch-
ing cresce ancora, come si può notare nelle ﬁgure 8.23 e 8.24, per interpolazioni lungo
l'asse x il valore medio del parametro di interpolazione è di circa 1.3 mentre per
quella lungo l'asse delle y si attesta attorno a 1.7.
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Figura 8.19 Parametri, dati ﬁltrati a 64 modi, per interpolazioni della u lungo asse
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Figura 8.20 Parametri, dati ﬁltrati a 64 modi, per interpolazioni della v lungo asse
y
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Figura 8.21 Parametri, dati ﬁltrati a 32 modi, per interpolazioni della u lungo asse
x
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Figura 8.22 Parametri, dati ﬁltrati a 32 modi, per interpolazioni della v lungo asse
y
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Figura 8.23 Parametri, dati ﬁltrati a 16 modi, per interpolazioni della u lungo asse
x
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Figura 8.24 Parametri, dati ﬁltrati a 16 modi, per interpolazioni della v lungo asse
y
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8.1 Determinazione della dimensione frattale
Utilizzando la metodologia di interpolazione frattale di A. Reza Keshevarzi et al.,
presentata nel paragrafo 4.3, come è stato messo il luce nel precedente paragrafo,
abbiamo, per ogni segnale i parametri di stretching necessari per eﬀettuare l'in-
terpolazione. Dato il carattere locale di tali parametri di stretching è possibile
determinare la dimensione frattale del segnale ricostruito. Presentiamo di seguito
graﬁci che mostrano l'andamento della dimensione frattale, in funzione della po-
sizione all'interno del canale. I parametri di stretching necessari per eﬀettuare tali
calcoli sono quelli che derivano dall'interpolazione che ricostruisce il dato completo
a partire da dati privati di 64 modi di Fourier. Utilizzando la formula analizzata in
4.2, la dimensione frattale del segnale interpolato è pari a:
D = 1 +
Log
(∑N
n=1 |dn|
)
Log(N)
(8.1)
con N numero dei dati da interpolare, a patto che valga:
N∑
n=1
|dn| > 1 (8.2)
altrimenti il segnale ricostruito non è un frattale ed ha quindi dimensione unitaria.
Le ﬁgure 8.25 e 8.30 mostrano l'andamento, in funzione del piano z+ della dimen-
sione frattale al time step 200000, 205000 e 209600 corrispondenti a 6000, 6150 e
6288 rispettivamente della componente u della velocità e della componente v della
velocità.
Per determinare tale andamento si sono scelti come parametri di stretching quelli
che permettono di ricostruire il segnale a partire da un segnale ﬁltrato con 64 modi
con ﬁltro CUT − OFF . Ad esempio per determinare il valore medio della dimen-
sione frattale della u ad un ﬁssato z+ per tutti i nodi lungo l'asse y appartenenti al
piano mediante la 8.1 si calcola la dimensione frattale di tale componente di velocità
in funzione dei nodi y.
• La ﬁgura 8.25 mostra l'andamento della dimensione frattale della componente
u del segnale di velocità in funzione della coordinata z+ al time step 200000.
Notiamo che la dimensione frattale del segnale nei piani immediatamente vici-
ni alle pareti si attesta su di un valore pari a circa 1.35, poi si nota un'anda-
mento decrescente ﬁno a giungere ad un minimo pari a 1.1. La dimensione
frattale torna poi a crescere ﬁno ad oscillare tra i valori di 1.24 e 1.26 nella
zona compresa tra z+ = 50 e circa z+ = 200 successivamente si raggiunge
un massimo della dimensione frattale pari a circa 1.28 all'incirca al centro del
canale.
Inﬁne è altresì importante notare come l'andamento della dimensione frattale
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nel canale sia pressoché simmetrico rispetto alla metà del canale. La ﬁgura
8.26 mostra la dimensione frattale del segnale u in funzione dell'altezza del
canale al time step 205000, notiamo che la dimensione frattale alla parete
diminuisce, ed adesso è pari a 1.22. L'andamento generale si presenta simile
ed il minimo presente nella zona immediatamente sopra la parete è adesso
pari a 1.12, poi come per il time step precedente la dimensione frattale torna
a crescere ed oscilla tra 1.24 e 1.26. Il massimo stavolta non si veriﬁca a
metà altezza del canale ma un pò più in alto a z+ = 200 ed è pari a 1.28;
inﬁne notiamo che viene persa gran parte della simmetria del graﬁco rispetto
a z+ = 150.
Per l'ultimo time step 209600 diminuisce ancora il valore della dimensione frat-
tale riscontrabile al bordo, adesso è pari a 1.19 nella zona immediatamente
sopra il minimo è pari a 1.1; il graﬁco si presenta però con una simmetria
rispetto a metà altezza del canale superiore a quanto visto per la ﬁgura 8.26.
Nella zona superiore a z+ = 50 si hanno ancora oscillazioni della dimensione
frattale attorno a 1.22 1.24 quindi valori leggermente inferiori ai precedenti.
Il massimo si ha per z+ = 200, in cui la dimensione frattale assume il valore
di 1.28.
• La ﬁgura 8.28, valida per il time step 200000 presenta l'andamento della di-
mensione frattale della componente v della velocità del ﬂuido al variare della
coordinata z+. Si nota come, anche in questo caso la curva sia simmetrica
rispetto a metà canale, il massimo della dimensione frattale si ha alle pareti
con un valore pari a 1.32, poi la curva presenta un andamento decrescente,
più o meno asintotico, ﬁno a giungere ad un minimo pari a 1.16 in una zona
prospicente metà altezza del canale. Per il time step 205000 a ﬁgura presenta
un'andamento del tutto simile alla precedente; la dimensione frattale ha un
massimo in corrispondenza delle pareti, inferiore e superiore, pari a circa 1.3
ed un minimo di 1.116all'incirca per z+ = 150. L'ultima ﬁgura 8.30, riferita al
time step 209600 ha un'andamento simile alle precedenti. I valori alla parete
ed il minimo della dimensione frattale riscontrabile al centro del canale sono
di un valore inferiore rispetto a quanto visto per il caso del time step 200000
e 205000.
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Figura 8.25 Dimensione frattale del segnale lungo l'asse x time step 200000
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Figura 8.26 Dimensione frattale del segnale lungo l'asse x time step 205000
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Figura 8.27 Dimensione frattale del segnale lungo l'asse x time step 209600
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Figura 8.28 Dimensione frattale del segnale lungo l'asse y time step 200000
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Figura 8.29 Dimensione frattale del segnale lungo l'asse y time step 205000
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Figura 8.30 Dimensione frattale del segnale lungo l'asse y time step 209600
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A conclusione di questo paragrafo si può notare come la dimensione frattale del
segnale di velocità u, ricostruito a partire da dati ﬁltrati con l'interpolazione frat-
tale di cui [18], sia in media pari a circa 1.25 al centro del canale. Tale valore è
molto distante da ' 1.7, valore scelto da Scotti e Meneveau [21]. Tale valore della
dimensione frattale della velocità è stato determinato da un segnale ﬁsico prelevato
in galleria del vento, ed è tipico di turbolenza omogenea ed isotropa.
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I risultati ottenuti nel presente lavoro evidenziano che la velocità delle particelle
è sensibile all'utilizzo nel tracciatore lagrangiano della velocità ﬁltrata in luogo di
quella completa. Sono infatti visibili cambiamenti delle statistiche rms delle com-
ponenti u e w del vettore di velocità delle particelle.
La variazione dei graﬁci della rms di u e w è funzione del tipo di ﬁltro impiegato
per la velocità, di quanti modi di Fourier sono considerati nella velocità ﬁltrata oltre
che dipendere dall'inerzia delle particelle stesse. Si può perciò notare come, ovvia-
mente, gli eﬀetti del ﬁltraggio di velocità siano maggiormente evidenti nel caso di
ﬁltri di dimensione maggiore (16 e 32 modi di Fourier). Le particelle che risultano
maggiormente sensibili sono quelle con St = 25, mentre non subiscono variazioni
signiﬁcative quelle con St = 125.
Gli eﬀetti dell'impiego della velocità ﬁltrata nel tracciatore sono evidenti anche nelle
curve della concentrazione delle particelle nel canale. Tale grandezza è molto im-
portante nell'analisi del moto del canale turbolento con particelle. Si può notare
che la concentrazione delle particelle ha un massimo alla parete, ovvero si ha un
accumulo di particelle in tale zona, questo fenomeno è detto turboforesi.
Dai test a priori eﬀettuati emerge che, per particelle con inerzia molto piccola,
St = 0.2, l'accumulo delle particelle alla parete risulta essere aumentato, mentre
per particelle a inerzia maggiore, con St compresi tra 1 e 25, si ha viceversa una
sottostima dell'accumulazione di particelle alla parete. Fanno eccezione le parti-
celle con St = 125 che, a causa della loro grande inerzia sembrano non risentire del
ﬁltraggio. I test a priori eﬀettuati indicano quindi che è necessario utilizzare un
opportuno modello di SGS, più il moto delle particelle tale da introdurre nuova-
mente nel segnale gli eﬀetti delle ﬂuttuazioni eliminate dal ﬁltraggio. Tale esigenza
è maggiormente evidente nei casi di impiego di ﬁltri di velocità a 32 e 16 modi. Si
è quindi proceduto nell'analisi e nella validazione dell'interpolazione frattale come
modello di SGS per il moto delle particelle . Per provare l'eﬃcacia dell'interpo-
lazione frattale si è eﬀettuata la ricostruzione del dato di velocità da inserire nel
tracciatore a partire da velocità ﬁltrate con CUT − OFF a 16 32 e 64 modi. Si
sono ottenuti buoni risultati nella ricostruzione delle statistiche della velocità per
particelle di medie dimensioni St = 5 e St = 25. La ricostruzione delle statistiche
non è invece buona per particelle a bassa inerzia St = 1. La motivazione di tale
risultato non corretto risiede probabilmente in una scelta non adeguata al set di
particelle dei parametri di stretching utilizzati nell'interpolazione; questi sono stati
posti uguali ai valori proposti da Scotti e Meneveau [21] per la turbolenza omogenea
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e isotropa.
Allo scopo di rendere più eﬃcace il processo di interpolazione frattale anche per
particelle di piccola inerzia, si è introdotta una metodologia diversa per la determi-
nazione dei parametri di stretching.
A. Reza Keshavarzi [18] fornisce un algoritmo di calcolo di tali parametri di stretch-
ing che rende superﬂua la determinazione della dimensione frattale del segnale da
ricostruire. La determinazione dei parametri di stretching con questa nuova proce-
dura ha reso possibile il calcolo della dimensione frattale del segnale ricostruito. Si
è potuto notare così, che il valore massimo della dimensione frattale della velocità
è pari a circa 1.32. Scotti e Meneveau, hanno invece impiegato come valore della
dimensione frattale da ottenere con l'interpolazione frattale 1.7, tipico della velocità
in turbolenza omogenea e isotropa. Tale diﬀerenza può giustiﬁcare un funzionamen-
to non eﬃciente dell'algoritmo di interpolazione per particelle di piccola inerzia che
sono più sensibili alla bontà della ricostruzione delle ﬂuttuazioni della velocità del
ﬂusso.
Il presente lavoro sarà ulteriormente sviluppato eﬀettuando i test a priori con il
nuovo algoritmo di calcolo dei parametri di stretching. Ultimata la fase di test a
priori si procederà quindi, ad eﬀettuare test a posteriori, ovvero ad inserire l'in-
terpolazione frattale come modello di SGS per il tracciamento lagrangiano delle
particelle da campi ﬂuidodinamici ottenuti in simulazioni LES.
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