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Temperature and Salinity (TS) historical data collections from 1900 were created for each 
European marginal sea within the Framework of SeaDataNet2 (SDN) EU-Project. V1 collections 
of data were created to meet operational oceanography and climate change community 
requirements that need longer and longer time series of in situ observations to study long term 
ocean phenomena and their implications in the surrounding environment. This work has been 
developed in synergy with MyOcean In-Situ Thematic Assemble Centre (INS-TAC) to support 
and promote monitoring, modeling or downstream service development. 
The harvesting procedure of temperature and salinity files was performed by a new CDI Robot 
that used the CDI Data Discovery and Access Service to query, shop and retrieve data sets from 
the distributed data centers (NODC) in an automatic way. Firstly the shopping mechanism has 
been tuned through a series of “massive” requests of data. Then the robot retrieved the whole 
dataset as ODV files including the full CDI metadata, which were then aggregated into a single 
TS Data Collection using SDN Importer of ODV 4.5.3. It followed the creation of regional and 
1900-2012 subsets and the distribution to SDN regional groups, responsible of SDN products, in 
order to perform quality assessment analysis.
Before and during the harvesting and aggregation procedures many efforts have been done 
to assure the best quality of the V1 collections of data. A screening procedure was applied to 
identify duplicates and clean SDN infrastructure from redundancies. Numerous files were found 
to not comply with the ODV/SDN format specification and were rejected. These files have been 
corrected at the NODCs level.
Six TS data collections, one per each European marginal sea (Arctic Sea, Baltic Sea, North 
Sea, North Atlantic Ocean, Mediterranean Sea, Black Sea), were then analyzed at regional level 
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The European Ocean Biogeographic Information System - EurOBIS - is an online marine 
biogeographic database compiling data on all living marine creatures (www.eurobis.org). The 
principle aims of EurOBIS are to centralize the largely scattered biogeographic data on marine 
species collected by European institutions and to make these data freely available and easily 
accessible. 
The available data are either collected within European marine waters or by European 
researchers and institutes outside Europe. The database focuses on taxonomy and distribution 
records in space and time; all data can be searched and visualized through a set of online mapping 
tools. All data are freely available online and easily accessible, without requiring a login or 
password.
Given the very diverse nature of the data - going from museum collection data to literature 
data and research and monitoring data -, the standardization of both the data and the data format 
and evaluating the quality is not always evident. To simplify this task, a set of quality control 
procedures have been developed, encompassing taxonomic, geographic, outlier and data format 
checks. 
The aim of these quality control procedures is two-fold. First of all, it helps the data management 
team and data providers to check the quality and completeness of the submitted data and detect 
(possible) errors. Records not meeting the assumed quality standards are sent back to the provider 
for a secondary check-up, clarification and/or corrections. This back-and-forth communication 
between the provider and the data management can greatly improve the quality of the submitted 
dataset, thereby also enhancing the quality of the data available in the integrated data system. 
Secondly, the assigned quality flags can help users in selecting data from EurOBIS that are fit for 
their use and purpose.
On the data management level, each individual distribution record is submitted to 20 quality 
control (QC) steps, generating 20 quality control flags. These steps include e.g. a check on the 
completeness of the required fields of the OBIS data scheme, a verification of the filled in values 
for the date related fields (e.g. is the month value between 1 and 12 or does the start date precede 
the end date) or checking whether the given sampling depth is a possible value compared to 
existing depth profiles. One of the most important checks is related to the taxon name of a record: 
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In the context of the renewing of Biocean -the Ifremer database for deep-sea benthic ecological 
data- evolutions are planned in order to open the system to other disciplines and to adapt the 
related tools to new technological constraints. Entire submersible datasets must be managed in a 
standardised way, from the event generating the data to the final data banking ashore. However it 
was not the case until recently for certain types of events (e.g. geology) or data (e.g. video). 
The project aims to develop the onboard systems to record and report the full range of events 
(called “operations”) taking place both onboard the research vessel and from submersible and to 
track samples obtained from them. 
On land, operations are intended to be integrated in the central Cruise dabase (SISMER), they 
constitute the link to the data and the samples. Geological and biological samples will be managed 
and followed until analysis or final identification thanks to specialised softwares. 
Final data resulting from submersible dives are diverse : bathymetry, ADCP, CTD, seismic, 
videos, pictures, navigation and biological, hydrological and geological samples analyses. They 
will be archived in the dedicated data banks (geophysics, videos, biology, geology, hydrology).
Although appropriate softwares and databases covering numerous oceanographic fields already 
exist in Ifremer, some of them have to be developed. Particularly, submersible videos have been 
centrally safeguarded since 2010 but have not been published yet. Another crucial part of the 
project is then to set up the whole archiving and diffusing system for these data. 
This work to organise an integrated submersible data management system is tightly linked 
to European and International projects and initiatives such as OBIS, SeadataNet, Eurofleets and 
ODIP. Making references to standards established by those consortiums but also participating in 
the development and implementation of standards for the formats of metadata, data and common 
vocabularies are both important tasks necessarily included in the project. This especially allows 
interoperability and connexion of Ifremer biological data through the national, European and 
international portals in order to feed the Biodiversity programs (e.g. Census of Marine Life, 
WoRMS) and to comply with the European directives (e.g. INSPIRE, MSFD).
The communication presented at IMDIS 2013 will give an overview of the developments for 
the onboard events and samples recording tools. The resulting data flow and the submersible data 
management system on land will be described, with a focus on the new scientific videos library. 
The relations with global projects will be shown.
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any taxon name within EurOBIS should be matched to the World Register of Marine Species 
(WoRMS, www.marinespecies.org), the most authoritative and comprehensive list of names of 
marine organisms, including information on synonymy. Only be linking to WoRMS, it is possible 
to rule out spelling variations and synonyms. This allows grouping of distribution records in a 
reliable way for further analyses. If a taxon name does not appear in WoRMS, this is further 
investigated: If it would consider a marine taxon not yet present in WoRMS, the appropriate 
taxonomic editors are contacted, so the taxon can be added and linked. If the name is from a 
non-marine taxon or does not make sense, it is added to an annotated list, explaining why it is not 
documented in WoRMS.
Next to these 20 QC steps on record level, additional geographic and taxonomic outlier 
analyses are run on respectively the dataset and the entire database, generating 2 more quality 
control flags. The geographic outlier analysis compares the observation points within a dataset 
and identifies possible outliers.
This kind of check can reveal possible errors in the latitude and longitude values, e.g. because 
of switched latitude and longitude values or a missing minus sign to indicate south or west. 
The taxonomic outlier analysis runs on the entire EurOBIS data system and will identify species 
that are documented outside their normal occurrence range, which is based on the available data 
within EurOBIS. These species outliers will need further investigation and verification, as they 
can be actual outliers or they can be new occurrences of the species in a previously undocumented 
geographic area. Both these outlier analyses will thus help in assessing the validity of a record 
compared to all available distribution records within one dataset and within the entire EurOBIS 
data system.
All these automated quality control steps will also be implemented on the international OBIS 
data system, greatly improving the ‘fitness for use’ of marine species distribution data on an 
international level.
The assigned quality control flags can be combined according to the required ‘fitness for 
use’ for the users, thereby creating specific filters on the available data within EurOBIS. The 
European Marine Data and Observation Network (EMODnet) Biology Portal (http://bio.emodnet.
eu/portal) is currently applying such a filter. It only makes available those distribution records 
that comply with the following QC steps: the required fields - according to the OBIS data schema 
- are completed, the taxon name relates to a genus or species and is listed in the World Register of 
Marine Species (WoRMS), and the coordinates are – format wise – correct. On the dataset level, 
users can see how many records have passed the postulated quality control procedures and are 
thus available through the portal.
For the individual data providers, a number of the developed quality control procedures are 
offered as a web service through the LifeWatch Portal (www.lifewatch.be), enabling researchers 
to run certain checks on their data themselves. These web services currently encompass a data 
format check, a geographical check, a taxon name check and a check for (possible) duplicate 
records. The results of each check are directly available in an output file, so the provider can 
immediately check and – where necessary – adapt the uploaded file. The taxon check not only 
includes a match with the World Register of Marine Species (WoRMS), but also has look-up 
functionalities for other taxonomic databases such as e.g. the Integrated Taxonomic Information 
System (ITIS), the Catalogue of Life (CoL) and the Integrated Register of Marine and Non-
Marine Genera (IRMNG).
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As marine research becomes increasingly multidisciplinary in its approach there has been a 
corresponding rise in the demand for large quantities of high quality interoperable data. A number 
of regional initiatives are already addressing this requirement through the establishment of e-
infrastructures to improve the discovery and access of marine data. Projects such as Geo-Seas 
and SeaDataNet in Europe, Rolling Deck to Repository (R2R) in the USA and IMOS in Australia 
have implemented local infrastructures to facilitate the exchange of standardised marine datasets. 
However, so far each of these regional initiatives has been developed to address their own 
requirements and independently of other regions. To establish a common framework for marine 
data management on a global scale these is a need to develop interoperability solutions that can 
be implemented across these initiatives.
Through a series of workshops attended by the relevant domain specialists, the Ocean Data 
Interoperability Platform (ODIP) project will identify areas of commonality between these regional 
infrastructures and use these as the foundation for the development of a number of prototypes to 
demonstrate interoperability between existing e-infrastructures. These prototypes will be used to 
underpin the development of a common approach to the management of marine data which can 
be promoted to the wider marine research community with a view to expanding this framework 
to include other regional marine data infrastructures.
ODIP is a community lead project that is currently focussed on regional initiatives in Europe, 
the USA and Australia. It is supported by parallel funding from the responsible agencies from 
each region. The European component of ODIP includes 10 partners from 6 European countries 
and is funded by the EU Framework 7 programme. The US participation in the project is being 
supported through a supplement from the NSF for the R2R project, and the Australian contribution 
is being sponsored by the Australian government.
Further project details are available on the ODIP website: http://www.odip.org
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Checking taxon names against several taxonomic registers will already help the provider in 
assessing the validity of the name and indicate possible errors (e.g. a terrestrial animal in a deep-
sea dataset), before submitting it to EurOBIS.
The development of these QC procedures is part of the VLIZ contribution to LifeWatch, and 
funded by the Hercules Foundation. The main goal is to facilitate the fitness for use of individual 
and integrated biogeographic data for scientists, by offering several tools that help in the assessment 
of the completeness and validity of distribution records. 
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