The Java programming language provides binary floating-point primitive data types such as float and double to represent decimal numbers. However, these data types cannot represent decimal numbers with complete accuracy, which may cause precision errors while performing calculations. To achieve better precision, Java provides the BigDecimal class. Unlike float and double, which use approximation, this class is able to represent the exact value of a decimal number. However, it comes with a drawback: BigDecimal is treated as an object and requires additional CPU and memory usage to operate with. In this paper, statistical data are presented of performance impact on using BigDecimal compared to the double data type. As test cases, common mathematical processes were used, such as calculating mean value, sorting, and multiplying matrices.
Introduction
Due to the nature of computer processors, providing data as a sequence of binary digits to represent a 10-base decimal number requires a conversion process that follows a certain standard. Most programming languages use an approximation approach to represent decimal numbers. This method may produce precision problems, depending on the complexity of the calculation process and the length of the binary digits [1] .
A commonly used approach for binary floating point representation is IEEE 754-1985 [2] , which has been succeeded by IEEE 754-2008 [3] . This standard defines four different precisions for binary floating points: single, double, single extended, and double extended. The single and double precision use 32-bit and 64-bit binary digits to represent decimal numbers. The Java programming language uses this standard to represent decimal numbers. Java is one of the most widely used programming languages in computer science. Although it has consistently been the most popular programming language in recent years [4] , Java's popularity in numerical/scientific programming is not equal to that of its counterparts such as C++, Matlab, or Fortran. There are a few drawbacks that restrain Java as a scientific computing programming platform, as shown by Hale, et al. [5] . However, as Bull, et al. has pointed out that the gap between Java and C++/Fortran has become smaller over the years, making it a viable platform for scientific computing [6] . Moreover, et al. [6] have proposed an optimization that may increase numerical computation in Java, making it a compatible platform for technical computing. The research concluded that while Java has not reached the level of performance of C++ or Fortran, its features provide a huge advantage for programmers, which overshadows its deficiencies.
In scientific computation, numerical precision is important. However, detecting numerical errors such as unexpected rounding results during a lengthy computational process is not a trivial task. IEEE 754 binary floating point, which has a limited precision, is prone to this type of error. Fortunately, Java provides BigDecimal, a built-in class available on its standard platform. This class is dedicated to provide an exact representation of decimal numbers and gives full control to the user over how to define decimal digits (both integers and fractional parts) and how to perform rounding during calculation. These properties make BigDecimal a suiltable option to perform computations that require accurate precision, such as scientific and technical computation processes. However, the advantages of using BigDecimal come at a cost. Performing calculation using BigDecimal requires more CPU and memory usage. This issue has motivated us to investigate the performance difference between using primitive data type double and BigDecimal in common mathematical computation processes. The objective of this research was to measure the performance of Java's BigDecimal in common mathematical operations. We used three mathematical formula as our test cases: mean calculation, sort, and matrix multiplication. Two metrics were collected during the tests: running time and precision. Cowlishaw [7] has shown how decimal representation using binary floating point may cause correctness issues. One of the examples given is the problem of calculating a 5% sales tax on a $0.70 telephone call. Using manual calculation, we can easily figure out that total cost would be 0.735. However, a double precision binary floating point calculation would give us 0.7349999999999999 (which could be rounded to $0.74).
Related Works
Researches on binary floating point mostly fall into two categories: correctness and performance. Kamble, et al. pinpointed a trend in floating point computer arithmetic researches [8] . Erle, et al. offers a hardware specification that may increase the performance of floating point-based calculation while maintaining its precision [9] . They proposed hardware that supports decimal floating point calculation natively, which eliminates the need to convert decimals into binary format. Beauchamp, et al. proposed three architectural modifications of field programmable gate arrays (FPGA) that may increase the efficiency of floating point operations. Some researches focused on modifying FPGA to perform a specific floating point-based operation such as Gaussian filtering [10] , matrix multiplication [11] , and image-classifier neural network training [12] .
Researches focusing on precision have also been done previously. Joldes, et al.
introduced arithmetic algorithms using floating points expansion, yielding better precision. The work offers improvement in performing normalization, division, and square root [13] . Similar work has also been done by Muller, et al., who focused their research on a multiplication operation algorithm using floatingpoint expansions [14] . Ruibo-Gonzalez, et al. proposed Precimonious [15] , a program that is able to assist developers to tune the precision of floating points. It allows developers to define the desired precision and set floating point variables to satisfy constraints. It also allows developers to increase the performance of the program by allowing the use of less precise floating point variables. Rubio-Gonzalez proposed a method to automate precision analysis of a floating point operand [16] [19] . The program evaluates floating point routines and finds input that maximizes the error. By using the evaluation results, a programmer can allocate resources to a certain routine that requires more precision.
Binary Based Floating Point
In Java, there are two primitive data types to represent decimal numbers: float and double. Both of these data types use IEEE Standard 754 Floating Point Numbers. This binary based floating point uses base and exponent digits. For example, the number 145.231 could be represented in its normalized form 1.45231 x 102. IEEE 754 Floating Point Numbers has three basic components: the sign, the exponent, and the mantissa. These fields are filled as follows:
2. The exponent is a base-2 exponent with bias value to split the positive and negative bias value. In 32-bit floating point, the exponent is represented by 8-bit binary, which has 127 as bias value. In 64-bit floating point, the exponent is represented with an 11-bit exponent, which has 1023 as bias value. 3. The mantissa represents the fractional bits of the number in normalized form. A 32-bit floating point has a 23-digit mantissa while a 64-bit floating point has 52 digits. Since the normalized form does not allow 0 as an integer part of a number, the mantissa always has one hidden bit with value 1.
The structure of a binary floating point is visualized in Figure 1 . The conversion from decimal to binary floating point can be seen in this example: given a number of 5.5, the representation in 32-bit floating point is as follows:
1. The sign would be 1 since it is a positive number. 2. The exponent would be the largest number smaller than 5.5, which is 4 (or 22). This number gives us an exponent value of 129. 3. The mantissa would be 1.375, which is the result of 5.5/4. Since the integer part has already been defined in the rule, we only need to represent 0.375 in binary form, which is 011 0000 0000 0000 0000 0000.
Hence, the 32-bit floating point of 5.5 is 1 1000 0001 011 0000 0000 0000 0000 0000.
Another way to represent decimal numbers in Java is to use the BigDecimal class. This class is dedicated to represent signed decimal numbers with unlimited precision. Unlike float and double, which use approximation with a certain precision, BigDecimal uses the exact value of the number and has arbitrary precision. BigDecimal also gives users control over the rounding and precision used in the calculation. The data representation of BigDecimal consists of a BigInteger to represent the unscaled value and an integer to represent the scale of the value. The scale value will then define the radix point that separates the integer part of the number and its fractional part. Given a number 313.0123, the unscaled value is 3130123 and the scale value is 4, noting that there are 4 numbers to represent the frictional part. BigInteger itself is a class of Java that represents a virtually unlimited integer value. This class uses an array of integers to create large integer values. Theoretically, since an integer value is represented by a 32-bit value and the maximum index of an integer indexed array is 232, the maximum value of BigInteger is 232 Integer.MAX_VALUE . However, as of Java 8 the value supported by BigInteger is in the range of -2 Integer.MAX_VALUE to +2 Integer.MAX_VALUE . Hardware-wise, this range of values may take up 2 GB of memory space, depending on the number represented.
The current version of Java's BigDecimal has been substantially improved to support many functionalities including math operations, multiple rounding modes, and formatting. However, it is important to note that due to its nature as a class, BigDecimal requires an additional process of creating a new object when performing an operation that returns a new number, such as addition, multiplication or exponentiation. BigDecimal also does not support the use of mathematical operators. Instead, we have to perform a method call, such as add(BigDecimal val1, BigDecimal val2) or mult(BigDecimal val1, BigDecimal val2).
Implementation
Our objective is to observe the performance behavior of using BigDecimal compared to double data type. The observation was focused on two data: running time and precision. We collected running time data by calling Java's built-in method System.nanoTime() at the beginning and the end of each process. As for data precision, we used an absolute error formula: given a value and its approximation * , the absolute error = | * − |.
To conduct the test, a routine was created that generates random numbers based on a certain length of digits. These numbers were created by generating sequences of characters (strings) consisting of numbers. These strings were assigned to our BigDecimal objects using a built-in constructor that converts strings into decimal numbers. To test whether the length of the number affected the performance, we used two kinds of numbers in the test: 5 integer and fractional digits (denoted by (5, 5) ) and 10 integer and fractional digits (denoted by (10, 10) ). An identical set of double numbers was created by converting BigDecimal objects to primitive type double. While it is important to note that this data initialization may take a long amount of time during the test, this process was excluded from the data since our observations focused on operation performance.
Our test consisted of three cases: mean (average) value calculation, sorting, and matrix multiplication. For each data, the test was performed 10 times and the values were averaged to justify the result. Without trying to manipulate the result, outlier data that could distort the result were filtered out. It was assumed that such events are rare and irrelevant since they may be caused by OS service interruption, Java Garbage Collection, or simply a 'bad' set of random numbers generated during the initialization.
The hardware specification and software environment used for the test were as follows: It is important to note that modern CPUs have caches to store recently used/accessed data other than the memory. Moreover, modern CPUs and compilers have various optimization methods that may also affect the performance. While these features may in some cases affect performance significantly, it was assumed that the massive amount of data overwhelmed these optimizations.
Mean Calculation
The purpose of this test was to observe the performance of using BigDecimal to do addition. Mean calculation consists of a series of addition operations followed by one division operation. The formula used to calculate the mean value was as follows: given a set of number = { 1 , 2 , 3 , 4 , . . . , }, the mean value ̅ of set is:
(1)
Based on this equation, we can conclude that finding the average of a set with amount of numbers takes amount of additions and one division. The test result was in Table 1 . In the first test, a series of tests was performed with the amount of numbers from 10 to 10 7 (using 10 8 numbers exceeded the physical memory). As expected, the test showed that using BigDecimal gave a significant performance hit compared to double. The performance ratio, however, varied based on the amount of data. Interestingly, the performance ratio decreased for the data from (5, 5) until n = 10 6 . At n = 10 6 , using BigDecimal was only 2-3 times slower than using primitive type double. However, increasing the amount to 10 7 increased the ratio 10.98 times on average. The data from (10, 10) showed a much higher average ratio, up to 76.79 times at 10 2 . It dropped to 24.75 at 10 2 but increased from 10 3 upward. A larger amount of numbers was also tested to see the consistency of the ratio behavior. The result was in Table 2 . The table above shows that using BigDecimal (5, 5) requires 20 times more computation time than using double on average. Using a larger BigDecimal (10, 10) may require more than 70 times extra computation time.
The precision error from the test was also collected. The data show a higher error in the (10, 10) tests with an average value of 2.04x10 -4 compared to 8.6x10 -6 for the (5, 5) tests. However, the data precision fluctuated and highly depended on the random numbers generated during the initialization.
Sorting
In the sorting algorithm, most of the operations consist of comparing and swapping. This method is effective to observe how BigDecimal may affect memory access operation. Our sorting algorithm was based on this rule: given a set of random number = { 1 , 2 , 3 , 4 , . . . , } as the input, the algorithm will sort until all members of the set follow the rule < +1 where 0 < < . In this test, we used selection sort, which follows the following steps:
1. Split the list into two lists: sorted and unsorted. Initially set the size of the sorted list to 0. 2. Find the smallest number in the unsorted list and put this number in the sorted list (usually performed by swapping it with the first number of the unsorted list). 3. Increase the size of the sorted list by one and repeat step two until the size of the sorted list is the same as that of the unsorted list (hence, no more numbers are left in the unsorted list).
We also used 2 sets of data for this test: sorted and reversely sorted. These two cases are known as the best and worst cases for selection sort. Based on the steps previously explained, sorting a sorted list with amount of numbers requires 2 compare operations and no swap operations. In contrast, sorting a reversely sorted list requires 2 swap operations and swap operations.
It is also important to note that the BigDecimal compare operation starts by truncating both numbers to integer-representable numbers, starting from the most significant digit (most left digit). If both numbers are different, the numbers is compared and returned. If both numbers are equal, more digits to the right are truncated and the process is repeated. Based on this algorithm, we can conclude that the performance of the compare operation in BigDecimal depends on the number.
In our test, random numbers were used without supervision; hence, there was a possibility, although unlikely, that a set of numbers would require additional steps during the comparison operation. In the first test, the best case of selection sort was used, of which the result is shown in Table 3 . The second sorting test consisted of sorting the reversely sorted numbers. The result is shown in Table  4 . As expected, the result showed a higher value compared to the best case since there was an additional swap operation during the sort process. The increment, however, was not significant since the swapping operation only swaps the reference of the object instead of the value. The running time ratio behavior was also similar to that in the previous test.
Matrix Multiplication
Our third test was to perform matrix multiplication. The process of matrix multiplication consists of multiplication and addition. Given an × matrix and × matrix in Eq.(2):
and the matrix product = is an × matrix in Eq. (3):
then each entry of the matrix is defined with the following Eq.(4):
The test was performed using various amounts of numbers, but the interesting part was between 100 to 1000 numbers. The result of our test was in Table 5 . The highest ratio was at 100 numbers, where it reached 115.63 for (5, 5) numbers and 207.05 for (10, 10) numbers.
We also observed the precision error data during the test and the result was interesting. Since the multiplication operation has the possibility of doubling the digits, the primitive data type double encountered a massive error when representing large numbers in the (10, 10) test. The table below shows the precision error comparison between the (5, 5) tests and the (10, 10) test. The data show that the errors were marginally small in the (5, 5) numbers. However, the errors were significant in the (10, 10) numbers due to its inability to represent very large numbers. It is important to note that the error in the (10, 10) numbers reached the integer digit of the original number.
Conclusion and Future Work
In this paper, statistical data on how BigDecimal affects performance were presented. Tests were conducted to compare the performance between primitive data type double and BigDecimal objects. As expected, BigDecimal required more CPU and memory usage and in some cases the difference was significant.
However, depending on the purpose of the software, this issue may be overshadowed by the ability to have a precise value. It is safe to conclude that Java's BigDecimal library is a feasible option to perform numerical/scientific programming that either uses large digit numbers or requires exact precision.
