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Introduction
The electrostatic interaction between the electrons a solid and between electrons and the
lattice ions leads to complex material properties, such as metal-insulator transitions, high-
temperature superconductivity, and various magnetic phenomena. When such interacting
many-particle systems are driven out of equilibrium, a multitude of yet unexplored phe-
nomena can be found. Their understanding is often related to questions that lie at the
basis of statistical physics. On the other hand, the highly nonlinear material properties
promise that those systems will once find an application in special devices, e.g., optical
switches which operate much faster than conventional electronic ones. The investigation
of such interacting many-particle systems out of equilibrium is the main focus of this
thesis.
It is worthwile to note that most experiments in condensed matter physics are per-
formed in a regime where one can safely assume that the systems are in equilibrium on the
atomic length scale, or that they are only slightly perturbed from their equilibrium state.
In contrast, the preparation and investigation of nonequilibrium states requires rather ex-
treme experimental conditions. Because the typical energy scale for the valence electrons
in a solid is of the order of eV, the corresponding timescale ~/eV ≈ 1fs (1fs = 10−15 sec-
onds) is extremely short, and the relevant electrical field of the order of 1V per few lattice
spacings is extremely large compared to what can usually be reached in experiment. In
other words, very strong fields are needed to drive such a system ofut of equilibrium, and
it will quickly relax back to an equilibrium state when it is left alone after the perturba-
tion. Nevertheless, several experimental techniques have been advanced in recent years
which allow to investigate interacting quantum many-particle systems out of equilibrium.
Firstly, the dynamics of the valence electrons and the lattice can be observed through
time-resolved spectroscopy with ultrashort laser pulses. In those experiments, an intense
laser pulse drives the system out of equilibrium, and a delayed pulse is used to take a
snapshot of the time-evolving state. The delay between the two pulses is easily control-
lable by a modification of the optical path, such that the main technological challenge
consists in the generation of short laser pulses. Those pulses are now becoming available
even on the attosecond range, and free-electron lasers can generate femtosecond pulses in
the soft x-ray regime to probe the lattice dynamics in real time. Apart from pump-probe
experiments, nonequilibrium physics plays a mayor role for the understanding of transport
through molecules or quantum dots, where electrical fields can become very large in the
region of interest. Furthermore, the time evolution of interacting many-body systems can
be investigated using ultracold atomic gases in optical lattices. Those systems are very
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well isolated from environment and can be described in terms of simple model Hamilto-
nians. The Hamiltonian parameters and their variation with time is easily controllable
in experiment, and because the relevant energies are orders of magnitude smaller than in
solid state systems the quantum dynamics takes place on the timescale of milliseconds
which can almost be resolved with the human eye.
The dynamics of a correlated system reveals many effects that are more than just
a featureless relaxation to equilibrium. For example, some nonlinear phenomena occur
only above a certain excitation threshold, or dynamical phase transitions may be found,
at which an abrupt change in the relaxation behavior occurs upon small changes of the
Hamiltonian parameters and the excitation energy. Furthermore, the dynamics of cor-
related systems is related to questions that touch the foundations of statistical physics.
Under what conditions can a system relax to thermal equilibrium at all? Is this only
possible due to dissipation to the environment? Or is thermalization and ergodic behav-
ior a generic property of the complex but nevertheless reversible dynamics of interacting
many-particle systems, in the sense that the memory of the initial state can be recovered
only from extremely complicated measurements which are impossible in practice, while
thermodynamic observables show averaged behavior in the long term? Using ultracold
atomic gases it has already been demonstrated that a collection of many interacting par-
ticles can behave nonergodic on rather long timescales, such that a detailed memory on
the initial state remains imprinted in simple observables and correlation functions of the
system. This behavior has been related to integrability, but the transition from the noner-
godic behavior of integrable system to the presumably ergodic behavior of nonintegrable
models is still not resolved in quantum mechanics.
The understanding of those phenomena and questions is a challenge for theoretical
physics, and completely new theoretical tools have to be developed to guide the exper-
imental progress. Those methods must cope with both nonequilibrium phenomena and
strong correlations in a nonperturbative way. Furthermore they should be applicable to
large systems, because the time evolution in small systems is dominated by irregular os-
cillations and recurrences. The generalization of dynamical mean-field theory (DMFT)
to nonequilibrium phenomena combines all these properties. In equilibrium physics, the
method has already proven to give a good description of correlated systems at least in
dimension d > 2, and it becomes exact in the limit of infinite dimensions. DMFT is now
routinely applied to calculate properties of real materials, and extensions are developed
for inhomogeneous and low-dimensional systems. Recently, it has been noted that DMFT
can be extended to nonequilibrium situations by using the Keldysh formalism, and it is the
purpose of this thesis to continue this development. It will be shown that nonequilibrium
DMFT indeed does predict interesting nonequilibrium phenomena in the Falicov-Kimball
model and the Hubbard model, which may be observed in experiment. Furthermore, the
theoretical description of time-resolved spectroscopy on solid-state systems within DMFT
is clarified. Whithin this thesis, the investigation of pump-probe experiments on corre-
lated systems is still based on idealized model situations. While this does not yet allow
for a direct comparison to experiment, such an analysis lays the foundations to start more
realistic calculations in the near future. In will then become clear whether DMFT will
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once play a comparable role in nonequilibrium physics as it does today in equilibrium
physics.
Outline of this thesis
In Ch. 1 we introduce the Hubbard model and the notion of the quantum quench, which is
the basic setup for most problems that are discussed in the remainder. The mathematical
framework for nonequilibrium DMFT is introduced in Ch. 2, using the language of the
Kadanoff-Baym equations which are adapted to allow for an efficient description of the
initial states in terms of its equilibrium spectral function. In Ch. 3, nonequilibrium DMFT
is explained, together with some progress in the development of the method which was
achieved within this thesis. For example, we derive the mapping of the DMFT equations
to an impurity Hamiltonian in nonequilibrium, which is the prerequisite to use time-
dependent density matrix renormalization group (t-DMRG) or other powerful numerical
techniques, which are currently developed to describe transport in quantum dots, in the
context of DMFT.
Ch. 4 introduces the fundamental question of thermalization in quantum systems.
This chapter uses only basic quantum mechanics and statistical physics, and is thus inde-
pendent of DMFT. In particular, we discuss the description of nonthermal steady states
in integrable and nonintegrable systems. In some cases, such states can be described in
terms of a statistical prediction, and general criteria are derived when this is possible
(Sec. 4.3). The following chapters are then devoted to specific models which are solved
within nonequilibrium DMFT: In Ch. 5 we derive the exact solution of the Falicov-Kimball
model after a quantum quench. On the one hand, this serves as an important benchmark
for numerical approaches, while on the other hand, the model provides an example of a
system which does not thermalize. A similar analysis as for the Falicov-Kimball model
is then repeated for the Hubbard model (Ch. 6). In this case, DMFT can only be solved
numerically, for which purpose we use the real-time continuous-time Monte Carlo tech-
nique that has recently been developed by Ph. Werner and coworkers. The physics of
the Hubbard model turns out to be completely different from that of the Falicov-Kimball
model. In the weak- and strong-coupling regime, the system is trapped in nonthermal
quasisteady states on long timescales, while in an intermediate interaction range rapid
thermalization is observed. These results indicate the existence of a dynamical phase
transition in the Hubbard model. Finally, Ch. 7 focuses at a different kind of nonequi-
librium problem, namely the excitation of a system during a slow transition between two
parameters. The last part of this thesis (Ch. 8) explains how the experimental signals of
pump-probe spectroscopy in solids can be described with nonequilibrium DMFT.

Part I
Models and Methods
Chapter 1
Models
A solid is a collection of a macroscopic number of interacting nuclei and electrons. The
microscopic Hamiltonian that includes all those degrees of freedom on an equal footing
is easily written down, but without additional input from intuition and experiment it
is of little practical use for the understanding of the physical properties of solids. The
introduction of effective models that contain fewer degrees of freedom and simplified
interactions is thus an essential step in the solution of the full microscopic theory of solids.
The “derivation“ of those models, which can hardly be performed with mathematical
rigor, proceeds via the separation of time- and energy scales. Furthermore, in the typical
behavior of a real solid many intersting phenomena can be observed at the same time.
Minimal models are thus not only an intermediate step towards a full solution of the
microscopic theory, but they are the key instrument for the microscopic description and
classification of the various phases that are observed in solids.
Throughout this thesis special attention will be paid to the Hubbard model and related
models. The Hubbard Hamiltonian was first independently introduced by Hubbard [1],
Gutzwiller [2], and Kanamori [3] in 1963 in order to explain itinerant ferromagnetism.
The model describes electrons on a crystal lattice which interact through a local Coulomb
repulsion. The Hamiltonian is given by
H = Hpot +Hkin (1.1a)
Hpot =

i
(ni↑ − 12)(ni↓ − 12) (1.1b)
Hkin =

ijσ
Vijσ c
†
iσcjσ. (1.1c)
Here c†iσ (ciσ) are creation (annihilation) operators for an electron with spin σ in a valence
orbital at site i, and niσ = c
†
iσciσ is the local density. The potential energy is due to
on-site Coulomb interaction between the electrons with interaction strength U , and the
kinetic energy Hkin describes the hopping of electrons on the lattice, with amplitudes
Vijσ ≡ V tijσ. (V denotes the energy scale, and tijσ the relative strength of the matrix
elements.) Spin-dependent hopping is allowed to cover a simplified variant of the Hubbard
model where one spin-species is immobile (the Falicov-Kimball model, Ch. 5).
7In spite of its apparent simplicity, a solution of the Hubbard model has been found
only in one dimension [4]. However, various approximate methods and exactly solvable
limits exist, such as perturbation expansions around the limits of vanishing interaction (a
band metal) and vanishing hopping (the so-called atomic limit), and the limit of infinite
dimensions (Ch. 3). Alltogether those results prove a fairly rich equilibrium phase diagram
of the Hubbard model. For half-filling and bipartite lattices the low-temperature phase is
antiferromagnetically ordered. This result is obtained both in weak-coupling and strong-
coupling theory. In the strong-coupling limit the Hubbard model can be mapped onto an
effective Heisenberg model [5]. Ferromagnetism is rigorously established for one electron
less than half-filling and U →∞ by Nagaoka [6]. Of particular interest for this thesis is the
paramagnetic phase, which undergoes a metal-insulator transition at a critical interacting
strength U > 0 in dimension d > 1. This Mott transition, at which the electrons become
localized due to the on-site Coulomb repulsion is observed in many real materials [7, 8]. In
the Hubbard model it was first indicated by early approximations of Hubbard himself [9]
and an application of the Gutzwiller variational wave function [10], and later intensively
studied within dynamical mean-field theory [11].
Compared to the physics of real materials the Hubbard model entails several simpli-
fications of which we now mention two which are particularly important. (i) The nuclei
of the crystal lattice are considered as immobile, and electron-phonon interaction is thus
completely neglected. This is the lowest order of the Born Oppenheimer approximation,
where the nuclear motion is considered as slow compared to the motion of the electrons,
such that the electrons are always in an instantaneous equilibrium state corresponding to
fixed atomic positions. (ii) Only one band is taken into account in the Hubbard model.
The excitation to higher (empty) bands is assumed to be so large that those excitations do
not play any role, while the core electrons are tightly bound to the nuclei. The polariza-
tion of the resulting charged ions contributes to the screening of the long-range Coulomb
interaction between the valence electrons to the on-site repulsion of the Hubbard model,
but is disregarded otherwise. There are several generalizations of the Hubbard model to
more realistic model which can then compared to real materials, but their discussion is
beyond the scope of this thesis. However, the use of ultracold gases in optical lattices [12]
has recently allowed to realize various idealized models of solid state physics experimen-
tally, including the single-band Hubbard model. In these experiments both the interaction
and the hopping of the atoms can be tuned in a wide range, and the system is in perfect
isolation from environment. The Mott-transition has been observed in optical lattices
for the bosonic Hubbard model [13] and very recently also for the fermionic model (1.1)
[14, 15].
In this thesis we will discuss the time evolution of the Hubbard model and related
models. The simplest problem that can be studied in this context is a quantum quench,
where the system is prepared in a thermal equilibrium state with grand-canonical density
matrix ρ = e−β(H−µN)/Z or in the ground state of the Hamiltonian at time t < 0, and at
t = 0 some parameter, e.g., the interaction U , is suddenly changed to a new value, and
from thereon the system evolves freely for t > 0. This setup is frequently studied in the
literature for various models (Ch. 4). It allows to investigate the relaxation of the many-
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body system in a highly idealized way. In experiments with cold atoms, such a quantum
quench can be realized [16] due perfect isolation from environment and controllability
of the parameters. On the other hand, the observation of the real-time evolution of
interacting many-body systems is not restricted to those highly idealized situations. In
solid state systems, nonequilibrium states can be induced and probed using time-resolved
spectroscopy. This is discussed in Ch. 8. In those experiments, it is nontrivial to determine
whether a specific situation can be described in terms of a simple Hamiltonian such as
Eq. (1.1). Although, e.g., the coupling to the lattice and the motion of the nuclei may
be disregarded for the description of equilibrium properties, it can - and often does - play
and important role for the nonequilibrium states. However, in Ch. 8 we will show that in
some situations the electrons can be considered as isolated from the rest of the lattice on
short time-scales, and thus some aspects of the time evolution of these systems may be
qualitatively described by the purely electronic Hubbard model.
For the description of those spectroscopic experiments, external electromagnetic fields
have to be incorporated into the Hamiltonian (1.1). The inclusion of electromagnetic fields
in effective lattice models is a rather complicated topic. Starting from the microscopic
description, one has to understand how neglected bands influence the propagation of
electromagnetic waves in the solid, and how the presence of electromagnetic fields effects
both the interaction and the hopping terms in the effective model for the valence electrons.
Here we will only state the common way to include electromagnetic fields into the Hubbard
model [17, 18] without going into the details of the microscopic justifications. In the
presence of electromagnetic fields [with scalar and vector potential Φ(r, t) and A(r, t)],
the hopping amplitudes Vijσ in (1.1) acquire Peierls phase factors [19]
Vijσ = Vijσ exp
 ie
~c
Rj
Ri
drA(r, t)
 , (1.2)
and a potential term −eiσ Φ(Ri, t)c†iσciσ is added to the Hamiltonian. Here −e is the
charge of an electron, the tilde indicates that the quantity is taken in zero external field,
and the integral goes along a straight line between the lattice sites. The electromagnetic
field is then determined by the Maxwell equations, where the current is given by the expec-
tation value of j(r) = −cδH/δA(r) (cf. Ch. 8) (and an additional dielectric constant can
account for polarization of core electrons and lattice.) The Peierls factors can be derived
for well localized Wannier orbitals [20, 21]. It should be noted, however, that a straight-
forward generalization of (1.2) is difficult for multiband systems (see, e.g., Ref. [22]). The
latter would be needed to describe strong-field phenomena, such as the Zener breakdown
of band insulators, which is a tunneling process between filled and empty bands.
Chapter 2
Nonequilibrium many-body theory
2.1 Definition of the nonequilibrium problem
Although the field of nonequilibrium phenomena is in principle much broader than equi-
librium thermodynamics, it is by far less studied. The reason for this is the remarkable
universality of equilibrium systems, whose properties depend only on very few parame-
ters. In contrast, the characterization of a nonequilibrium state usually requires detailed
knowledge about its preparation. The purpose of this chapter is to give a clear mathe-
matical definition of the nonequilibrium problems that will be discussed in the remainder
of this thesis, and introduce the theoretical tools that are needed to study them from a
microscopic point of view.
Problems in nonequilibrium physics may be classified according to (i), whether they
deal with open or closed systems, and (ii), whether the focus is on the transient time evo-
lution during and after some perturbation, or the stationary state that possibly develops
when a system is driven by external fields. Open systems are coupled to a dissipative
environment, while the dynamics of a closed system is completely described in terms of
its time-dependent Hamiltonian H(t). The latter may include external fields that act on
the system, but no coupling to a heat bath. This thesis deals almost entirely with the
transient time evolution of closed quantum systems, including the approach of a station-
ary state within this transient time evolution. A general experiment in this context is
described by the solution |ψ(t)⟩ of the Schro¨dinger equation,
i
d
dt
|ψ(t)⟩ = H(t)|ψ(t)⟩, (2.1)
with a “prepared” initial state |ψ(tmin)⟩ = |ψ0⟩ at some early time tmin. from |ψ(t)⟩ the
expectation values O(t) = ⟨ψ(t)|O|ψ(t)⟩ of observables O (Hermitian operators) at later
times t > tmin can be obtained. We set ~ = 1, i.e., time is measured in units of 1/energy.
The time evolution of a closed system is unitary, |ψ(t)⟩ = U(t, tmin) |ψ(tmin)⟩, and the
time evolution operator U(t, tmin) is determined by the differential equation
i∂t U(t, t′) = H(t)U(t, t′), U(t, t) = 1, (2.2)
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which can be integrated to
U(t, t′) =

Tt exp[−i
 t
t′ dt¯H(t¯)] t > t
′
T¯t exp[−i
 t
t′ dt¯H(t¯)] t < t
′ , (2.3)
where Tt (T¯t) is the (anti) time-ordering operator. Using this notation the basic problem of
nonequilibrium of calculating observables and their time-dependent correlation functions
is to obtain expectation values
⟨Oˆ(t)⟩0, ⟨Oˆ1(t1)Oˆ2(t2)⟩0, . . . , (2.4)
where operators with a hat are in the Heisenberg picture,
Oˆ(t) = U(tmin, t)O U(t, tmin), (2.5)
and the initial state is generalized from a pure statae |ψ0⟩ to an average over initial states
by means of an initial state density matrix ρ0,
⟨·⟩0 = Tr[ ρ0 ·], ρ0 =

ν
pν |ψν⟩⟨ψν |. (2.6)
Averaging over initial states represents our insufficient knowledge of the true initial
state, but does not imply any stochastic elements in the time evolution. Even when we
choose the mixed initial state ρ0 as the grand-canonical density matrix of the Hamiltonian
at time t = tmin (which will often be the case in the following) this does not mean that the
system is coupled to a heat or particle reservoir for t > tmin. The grand-canonical density
matrix is appropriate when the initial state is prepared by letting the system thermalize
with heat and particle baths at fixed temperature and chemical potential, but for t >
tmin the system must be decoupled from all reservoirs. In practice, this means that the
coupling to the environment must be so small that it can be neglected on the timescale
of the experiment.
The calculation of the correlation functions (2.4) is the basic goal for any microscopic
nonequilibrium theory. The mathematical treatment of those problems relies on the use
of real-time Green functions which are introduced in the following section. Many intro-
ductory text are available in this field, e.g., Refs. [23, 24]. Nevertheless, in order to fix the
notation and give a self-contained presentation, also the discussion of some basic concepts
is included in the present chapter.
2.2 Keldysh contour Green functions
2.2.1 Historical remarks
Standard many-body techniques were first extended to the nonequilibrium case by Kadanoff
and Baym [25], who introduced a set of equations of motion for two real-time Green func-
tions (G> and G<) and from them derived systematic approximations such as a perturba-
tion series in the interaction. These Kadanoff-Baym (KB) equations are now a standard
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way to obtain nonequilibrium transport equations, in particular, the quantum Boltzmann
equation. This was already a main motivation for the original work (Ref. [25], Chapter
11; for reviews, consider Refs. [26, 27]). After the work of Kadanoff and Baym, Keldysh
[28] introduced a diagrammatic perturbation theory, for which he generalized the time
arguments of real-time Green functions to a contour that runs back and forth in time. The
closed contour ensures that Wicks theorem, which is the basis for an efficient evaluation
of the perturbation series, can be applied in the nonequilibrium case. The same contour
had been used before by Schwinger in a different context [29].
Both the approaches by Kadanoff and Baym and by Keldysh have the disadvantage
that they essentially assume the system to be in a noninteracting state at time t = −∞,
and thus neglect correlations in the initial state. Some proposals have been made to
overcome this problem and explicitly include initial correlations [30, 31], and to prove
under which conditions initial correlations in the KB equations can be neglected [32].
The problem was finally solved in an elegant form by Danielewicz [33] by extending
the original Keldysh time-contour to a different one that involves time propagation along
imaginary time. This L-shaped contour, which was later rediscovered (see, e.g., Ref. [34]),
is appropriate for situations where the system is initially in thermal equilibrium. It allows
to formulate perturbation theory for Matsubara and nonequilibrium Green functions in
an equivalent language, and presents a straightforward way to derive KB equations which
include initial correlations [35] (cf. Sec. 2.3). The L-shaped contour C provides the basis
of many nonequilibrium Green function calculations, e.g., the perturbative description of
weakly correlated semiconductors or mesoscopic systems in nonequilibrium [36].
2.2.2 Definition and basic properties
In this section we will introduce contour Green functions on the contour that is adapted to
the description of the transient time evolution of a system which is prepared in a thermal
equilibrium state at initial time t = tmin. In the following we assume that our system has a
Fock space1 with single-particle basis {|α⟩} (e.g., momentum, space, spin), and let cα (c†α)
denote the annihilation (creation) operators for a particle in state |α⟩. Throughout this
text we will consider only fermionic particles, so that the usual anticommutation relations
{cα, c†α′} = δαα′ and {c†α, c†α′} = {cα, cα′} = 0 hold. The contour-ordered single-particle
Green function for a general action S is then defined as
Gαα′(t, t
′) = −iTr[TC exp(S) cα(t)c
†
α′(t
′)]
Tr[TC exp(S)] . (2.7)
This expression needs some further explanations:
(i) The time arguments t and t′ lie on the L-shaped contour C that runs from tmin to
some large time tmax (i.e., the largest time of interest) on the real time axis, back
to tmin, and finally to tmin − iβ on the imaginary time axis (Fig. 2.1). The contour-
ordering TC exchanges the order of two operators A(t1) and B(t2) in a product
1The basic concepts of many-particle physics are explained, e.g., in Ref. [37].
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Figure 2.1: The L-shaped contour C for transient-nonequilibrium problems with thermal
state at time t = tmin.
A(t1)B(t2) if and only if t2 appears later on the contour than t1 (we denote this
ordering by t2 ≻ t1),
TC A(t1)B(t2) =

A(t1)B(t2) t1 ≻ t2
±B(t2)A(t1) t1 ≺ t2 . (2.8)
The minus sign in the second line applies to the case when both A and B are
Fermi operators. The order of time arguments along C is indicated by the arrows in
Fig. 2.1, which point from “earlier“ to “later“ times. Operators (without hat) are
in the Schro¨dinger picture, i.e., their time argument only specifies how they are to
be ordered along the contour.
(ii) For the action S we will consider two terms,
S = S1 + S2, (2.9a)
S1 = −i

C
dt¯H(t¯), (2.9b)
S2 = −i

α1α2

C
dt1

C
dt2 c
†
α1(t1)Λα1α2(t1, t2)cα2(t2), (2.9c)
where

C denotes the integral along C (see Table 2.1). Eq. (2.7) is then understood
such that exp(S) is expanded in powers of S2, and TC acts on each term separately.
The first part S1 of the action accounts for the time evolution due to the Hamiltonian
H(t). The latter depends only on physical time, i.e., it is the same on the upper
and lower horizontal part of the contour and constant on the imaginary branch,
H(tmin − iτ) = H(tmin). If Λ = 0 in (2.9c), the Green function (2.7) reduces to
Gαα′(t, t
′) = −i⟨TC cˆα(t)cˆ†α′(t′)]⟩0 (2.10)
where cˆ are Heisenberg operators, and the expectation value ⟨·⟩0 = Tr[e−βH(tmin)·]
/Tr[e−βH(tmin)] is taken in the initial equilibrium state. One can directly check this
by writing out various parts of the integral in the exponent explicitly: The integral
along the vertical part yields the initial state density matrix e−βH(tmin) because H(t)
is constant along the imaginary branch, and the denominator gives Tr[TC exp(S1)] =
Tr[e−βH(tmin)] because forward and backward time evolution on the real branch (the
integrals along upper and lower real-time branch) cancel each other. The second
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part of the action, S2, is non-local on the contour, and we assume that it contains no
singular (local) terms. Although only unitary time evolutions are considered in this
text, a nonlocal term occurs automatically when effective dynamics of only some
degrees of freedom is considered, such as in DMFT (Ch. 3).
(iii) The Green function (2.7) for fermions satisfies an antiperiodic boundary condition
in both time arguments
Gαα′(t
+
min, t) = −Gαα′(tmin − iβ, t) (2.11a)
Gαα′(t, t
+
min) = −Gαα′(t, tmin − iβ). (2.11b)
(t+min is the point t = tmin on the upper branch of C.) This follows directly from
the cyclic property of the trace and the definition of the contour ordering. Later we
will introduce contour functions which have no simple definition in terms of anni-
hilation and creation operators (e.g., the self-energy), but they will always satisfy
this boundary condition.
(iv) If not stated otherwise, the contour-functions A(t, t′) considered in the following
satisfy the condition that
A(t, t′) is unchanged when real-time arguments are shifted from
the upper to the lower horizontal part of the contour such that
their relative order is not affected.
(2.12)
For example, when t is on the imaginary branch and t′ is real, it does not matter
whether t′ is on the upper or lower real branch. In particular, (2.12) holds for the
Green function (2.7) when it holds for Λ, because H(t) depends only on physical
time. •
In the following we will use the following shorthand notation
A

S =
Tr[TC exp(S)A]
Tr[TC exp(S)] (2.13)
Many-particle Green functions are defined in the same way as (2.7), e.g.
G(1, . . . , n;n′ . . . 1′) = (−i)nc(1) . . . c(n) c†(n′) . . . c†(1′)S , (2.14)
where the condensed notation j = (tj , αj) for contour time arguments and single-particle
indices is used.
Real-time-components
In working with contour Green functions it is crucial to choose the right parameterization,
and the straightforward notation which is used in Table (2.1) is often not the best way to
do this. Various real-time, imaginary-time, and mixed components of the contour Green
function, which are commonly used in the literature, are defined in Table 2.2. They are
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Parameterization of contour functions:
f(z) =

f+(t) z = t on upper branch of C, t ∈ [tmin, tmax]
f−(t) z = t on lower branch of C, t ∈ [tmin, tmax]
f |(tmin − iτ) z = tmin − iτ on imaginary branch of C, τ ∈ [0, β]
Contour integral:
C
dt f(t) =
 tmax
tmin
dt f+(t)−
 tmax
tmin
dt f−(t)− i
 β
0
dτ f |(tmin − iτ)
Convolution of a(t, t′) and b(t, t′):
[a ∗ b](t, t′) =

C
dt¯ a(t, t¯)b(t¯, t′)
Derivative:
∂tf(t) =

∂
∂t
f±(t) t ∈ [tmin, tmax] on upper/lower branch of C
i ∂
∂τ
f |(tmin − iτ) τ ∈ [0, β] on imaginary time branch of C
Theta function:
ΘC(t, t′) =

1 t ≻ t′
0 else
Delta function:
δC(t, t′) = ∂tΘC(t, t′),

C
dt¯ δC(t, t¯)f(t¯) = f(t) for all contour functions f(t)
Table 2.1: Notation for contour-calculus used in this text.
not independent due to condition (2.12), and corresponding relations are also indicated in
Table 2.2. In addition to those general relations,we frequently have the symmetry between
the components
Grαα′(t, t
′) = Gaα′α(t
′, t)∗ (2.15a)
G<αα′(t, t
′) = −G<α′α(t, t′)∗ (2.15b)
G¬αα′(t, τ) = G ¬α′α(β − τ, t)∗. (2.15c)
In particular, these relations follow for (2.7) when they hold for Λ in (2.9c).
2.2.3 Analytic properties
Equilibrium Green functions have a number of useful analytic properties. In this section
we briefly review these properties and derive similar properties of the nonequilibrium
functions. This will be done only for the Green function (2.10), i.e., when the non-local
term (2.9c) vanishes in the action (2.9). The generalization to Λ ̸= 0 will become clear
from Sec. 2.5.
The Matsubara component of (2.10) is related to the conventional Matsubara Green
function of the initial equilibrium state, because the Hamiltonian is constant on the imag-
inary time branch. It is thus translationally invariant in imaginary time and can be
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Matsubara Green function GM(τ, τ ′) = G||(tmin − iτ, tmin − iτ ′)
Mixed Green function G ¬(τ, t) = G|+(tmin − iτ, t) = G|−(tmin − iτ, t)
G¬(t, τ) = G+|(t, tmin − iτ) = G−|(t, tmin − iτ)
Retarded Green function Gr(t, t′) = Θ(t− t′)[G−+(t, t′)−G+−(t, t′)]
Advanced Green function Ga(t, t′) = Θ(t′ − t)[G+−(t, t′)−G−+(t, t′)]
Lesser Green function G<(t, t′) = G+−(t, t′)
Greater Green function G>(t, t′) = G−+(t, t′) = Gr −Ga +G<
Keldysh Green function GK(t, t′) = G<(t, t′) +G>(t, t′)
Time-ordered Green function Gt(t, t′) = G++(t, t′) = Gr(t, t′) +G<(t, t′)
Anti time-ordered Green function Gt¯(t, t′) = G−−(t, t′) = G<(t, t′)−Ga(t, t′)
Table 2.2: Parameterization of Contour Green functions. On the right hand side of the
relations, the superscript α for each time argument indicates whether the argument is on
the upper (α = +), lower (α = −), or imaginary branch of the contour (α = |) (cf. Table
2.1). The second equalities follow either directly from the definition (greater component)
or from (2.12) [mixed and (anti)time-ordered components].
represented by the Fourier series [37]
GMαα′(τ, τ
′) =
i
β

n
eiωn(τ−τ
′)gMαα′(iωn) (2.16a)
gMαα′(iωn) = −i
 β
0
dτ eiωnτ GMαα′(τ, 0), (2.16b)
where ωn = (2n+ 1)π/β are fermionic Matsubara frequencies. The factor i is inserted to
match the conventional definition of equilibrium Matsubara Green functions. In equilib-
rium, i.e, when the Hamiltonian H(t) ≡ H(tmin) is time-independent, all two-time func-
tions depend on time difference only and can be represented by their respective Fourier
transforms. These Fourier transforms are all related to the Matsubara Green function
by analytical continuation: gMαα′(iωn) has a unique analytic continuation gαα′(z) to the
upper and lower complex half plane with a branch cut
Aαα′(ω) =
gαα′(ω − i0)− gαα′(ω + i0)
2πi
(2.17)
along the real axis. The Green functions are then all related to the spectral function
(2.17) and the Fermi function f(ω) = 1/(eβω + 1),
Grαα′(t, t
′) eq.= −iΘ(t− t′)

dω Aαα′(ω)e
−iω(t−t′), (2.18a)
G ¬αα′(τ, t′)
eq.
= −i

dω [1− f(ω)]Aαα′(ω)eiωt
′−ωτ , (2.18b)
G<αα′(t, t
′) eq.= +i

dω f(ω)Aαα′(ω)e
−iω(t−t′). (2.18c)
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The corresponding expressions for the advanced and ¬ components are not discussed
because the symmetry (2.15) holds. Eqs. (2.18) can be proven from an expression of
retarded, lesser, and mixed Green function in terms of the Heisenberg operators (cf.
Table 2.2),
Grαα′(t, t
′) = −iΘ(t− t′)⟨{cˆα(t), cˆ†α′(t′)}⟩0 (2.19a)
G ¬αα′(τ, t) = −i⟨eτH(tmin)cαe−τH(tmin)cˆ†α′(t)⟩0 (2.19b)
G<αα′(t, t
′) = i⟨cˆ†α′(t′)cˆα(t)⟩0. (2.19c)
and the Lehmann representation, i.e., by inserting a complete eigenbasis of H(tmin) into
Eqs. (2.19).
In passing we note a useful interpretation of the various Green function components
which arises from Eqs. (2.18) and (2.19): Often the retarded Green function (2.19a) is
viewed as a description of the possible excitations of a system (the spectrum), and the
lesser components (2.19c) as a distribution, i.e., as information about the state of the
system. A strict distinction is however exact only for the noninteracting case,2 while for
an interacting system the spectrum always depends on the distribution.
In nonequilibrium, Green functions depend on both times separately, and thus there
is no unique way to represent them by Fourier transform. However, it turns out to be
useful to introduce a spectral representation for the mixed component, which describes
the memory of the system on correlations in the initial state: For this purpose we start
from the partial Fourier transform
G ¬(iωn, t) =
 β
0
dτ G ¬(τ, t)eiωnτ (2.20a)
G¬(t, iωn) =
 β
0
dτ G¬(t, τ)e−iωnτ (2.20b)
G ¬(τ, t) = 1
β

n
G ¬(iωn, t)e−iωnτ (2.20c)
G¬(t, τ) = 1
β

n
G¬(t, iωn)eiωnτ (2.20d)
(Without loss of generality, fermionic Matsubara frequencies are used, which corresponds
to an anti-periodic continuation of G ¬(τ, t) and G¬(t, τ) for τ < 0 and τ > β.) One can
then derive a spectral representation of the mixed components by inserting a complete
2 For a quadratic Hamiltonian, H(t) =

αα′ hαα′(t)c
†
αcα′ the retarded component (2.19a) is com-
pletely independent of the state, i.e., ⟨· · · ⟩0 can be replaced by the expectation value ⟨ψ| · · · |ψ⟩ with
respect to an arbitrary state |ψ⟩. This holds because the operator {cα(t), cα′(t)} in (2.19a) is a c-number,
which can be concluded from the Heisenberg equation of motion for the operator cα(t): The latter is
solved by cα(t) =

α¯ Uαα¯(t)cα¯, where the matrix U(t) = Tt exp[−i
 t
0
dt¯ h(t¯)] is the time evolution op-
erator for the single-particle Schro¨dinger equation. Plugging this into the anticommutator one obtains
the c-number {cα(t), cα′(t)} =

α¯ U(t)αα¯U
∗
α¯α′(t
′), because the equal-time anticommutators are given by
{cα, cα′} = δαα′ .
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eigenbasis |n⟩ of H(tmin) with energies En in Eq. (2.19b). This gives
G ¬αα′(τ, t) = −i

nm
e−βEn
Z
eτ(En−Em)⟨n|cα|m⟩⟨m|cˆ†α′(t)|n⟩ (2.21)
G ¬αα′(iωn, t) = i

nm
e−βEn + e−βEm
Z
⟨n|cα|m⟩⟨m|cˆ†α′(t)|n⟩
iωn + En − Em . (2.22)
Hence G ¬αα′(iωn, t), for fixed t, has similar analytic properties as gM(iωn): It can be
analytically continued to the upper and lower half plane, with a branch cut
A ¬αα′(ω, t) ≡
G ¬αα′(ω − i0, t)−G ¬αα′(ω + i0, t)
2πi
(2.23)
= i

nm
e−βEn + e−βEm
Z
⟨n|cα|m⟩⟨m|cˆ†α′(t)|n⟩ δ(En − Em + ω). (2.24)
Analogous expressions follow for G¬. The backtransformation (2.20c) can then be formu-
lated in terms of a frequency integral by transforming Matsubara sums into real-frequency
integrals in the usual way [37]
G ¬αα′(ω, t) =

dωf(ω)A ¬αα′(ω, t)e−ωτ (2.25)
G¬αα′(ω, t) =

dωf(ω)A¬αα′(ω, t)eωτ (2.26)
Note that there is no general symmetry between G ¬αα′(ω+ i0, t) and G ¬αα′(ω+ i0, t) in
nonequilibrium, comaparable to gM(z)∗ = gM(z∗) for a real spectrum in equilibrium, and
hence the spectrum (2.23) is not purely real. However, the symmetry (2.15) implies
G ¬(z, t) = G¬(z∗, t)∗. (2.27)
2.3 Equations of motion and the self-energy
In this thesis, the term equations of motion is used for integro-differential equations sat-
isfied by the contour Green function (2.7). In equilibrium, two-time correlation functions
depend only on difference in imaginary or real time and are usually parametrized in terms
of their respective Fourier transforms. Equations of motion are then simple algebraic rela-
tions between the frequency-dependent quantities. In contrast, nonequilibrium two-time
correlation functions depend on both time arguments separately. The corresponding equa-
tions of motion on the contour C and the related Dyson equation are often referred to
as the (generalized) KB equations (see previous section). Their explicit solution in real
time (or rather in the contour time arguments) is the basic technique for the calculation
of transient nonequilibrium states.
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The general equation of motion for the one-particle Green function (2.7) is obtained
by differentiation of (2.7) with respect to time,
i∂t1G(1, 1
′)− [Λ ◦G](1, 1′) = i[H(t1), c(1)]c†(1′)S + δ(1, 1′), (2.28a)
−i∂t′1G(1, 1′)− [G ◦ Λ](1, 1′) = i

c(1)[c†(1′), H(t′1)]

S + δ(1, 1
′). (2.28b)
where [Λ ◦G](1, 1′) =  d1¯ Λ(1, 1¯)G(1¯, 1′) denotes usual matrix multiplication with respect
to “space” indices α and contour convolution Λ ∗G with respect to the time arguments,
and δ(1, 1′) = δC(t1, t′1)δα1,α′1 . The precise definition of the time derivative ∂t, the contour
delta function δC(t, t′), and the contour-convolution ∗ are given in Table 2.1. Eqs. (2.28a)
and (2.28b) are conjugate to each other, i.e., both contain the same information, and
together with the boundary condition (2.11) either of them uniquely determines (2.7).
The derivation of Eq. (2.28) is technical but straightforward. The numerical solution of
contour equations such as (2.28) is discussed in Sec. 2.5.
In general, the equations of motion are not closed because

[H(t1), c(1)]c
†(1′)

S gen-
erates higher-order Green functions if H(t) is not quadratic. Equations of motion for
those higher-order Green functions (2.14) take a similar form as Eq. (2.28), and thus lead
to an infinite hierarchy of equations for the Green functions of an interacting system.3
The truncation of this hierarchy in various ways generates different approximations. E.g.,
when the two-particle Green function is decoupled into single-particle ones, the (time-
dependent) Hartree-Fock approximation is obtained [25]. More sophisticated schemes,
based on equations of motion for irreducible quantities, are discussed in Ref. [38].
An important step to develop suitable approximations is the introduction of the self-
energy Σ. When the Hamiltonian is split into a quadratic part H0(t) =

αα′ hαα′(t)c
†
αcα′
and an interaction part W (t), Eq. (2.28a) takes the form
[G−10 ◦G](1, 1′) = i

[W (t1), c(1)]c
†(1′)

S + δ(1, 1
′), (2.29)
where G−10 is a differential operator on the contour,
G−10 (1, 1
′) = δ(1, 1′)i∂t − δC(t1, t′1)h(t1)− Λ(1, 1′). (2.30)
The term on the right-hand side of Eq. (2.29), which generates higher-order Green func-
tions, is then formally decoupled through the self-energy Σ(1, 1′),
[Σ ◦G](1, 1′) = i[W (t1), c(1)]c†(1′)S . (2.31)
The equation of motion then takes the form of the Dyson equation
[(G−10 − Σ) ◦G](1, 1′) = δ(1, 1′). (2.32)
Approximations for the self-energy can be obtained, e.g., by (self-consistent) perturbation
theory (cf. Sec 2.4), or via DMFT (Ch. 3).
3For the noninteracting case with a quadratic action (2.9), however, equations of motion are closed
and provide the most direct way to determine the corresponding Green function.
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An important motivation to formulate approximations for the self-energy (instead of
the Green function directly) is that there exists a relatively simple criterion by Kadanoff
and Baym when the basic conservation laws of energy, particle number, and momentum
are satisfied within some approximation for the self-energy [39, 40]: An approximation
is conserving in that sense, when Σ(1, 1′) can be obtained as functional derivative of a
functional Φ[G] of the full Green function
Σ[G](1, 2) =
δΦ[G]
δG(2, 1)
. (2.33)
The exact functional Φ[G], from which the exact self-energy could in principle be obtained,
is the Luttinger-Ward functional [41]. While the latter is of course unknown, it can be
formally constructed from a path integral formulation [42], or term by term in diagram-
matic perturbation theory (cf. Sec. 2.4). Φ-derivable approximations in the above sense
were originally discussed for equilibrium [39, 40], but the generalization to contour Green
functions is straightforward [24]. (Nonequilibrium) DMFT is such a conserving approxi-
mation, while any truncation of the perturbation expansion in terms of the noninteracting
Green function is not. Using nonconserving approximations for transient nonequilibrium
calculations can, e.g., lead to an explicit time-dependent energy altough the Hamiltonian
is constant in time. This situation will be encountered, e.g., when the well-known iter-
ated perturbation theory from equilibrium DMFT is used in nonequilibrium DMFT, to
calculate the real-time evolution of a nonequilibrium state (cf. Sec. 3.4.3).
2.4 Perturbation theory
Perturbation theory in the interaction term of the Hamiltonian is an important tool to
generate approximations for many-body systems. Systematic expansions of nonequilib-
rium Green functions in the interaction were first derived by Kadanoff and Baym [25]
and Keldysh [28], and later generalized to the L-shaped contour C by Danielewicz [33].
Just like for the equilibrium Green functions [37], diagrammatic rules for the perturbation
expansion in nonequilibrium are obtained in three steps: First the action (2.9) is divided
into a noninteracting part S0 (which is quadratic in field operators) and into an interac-
tion term. The action is then expanded in the latter. This (Taylor) expansion generates
higher-order Green functions of the noninteracting system, which are decomposed into
products of the single-particle Green function using Wicks theorem. Finally, the manifold
of terms that originate from this decomposion is efficiently interpreted in a diagrammatic
language.
The crucial point for this scheme is the validity of Wick’s theorem. It implies that
n-particle Green functions (2.14) with a quadratic action S0 factorize into single-particle
Green functions. For fermionic particles it reads [37]
⟨c(1) · · · c(n)c†(n′) · · · c†(1′)⟩S0 =

π
sgn(π)⟨c(1)c†(π1′)⟩S0 · · · ⟨c(n)c†(πn′)⟩S0 (2.34)
= det
⟨c(i)c†(j)⟩S0 (2.35)
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where π denotes a permutation of the indices 1′ . . . n′.4 For bosons, no sign sgn(π) would
appear in the first line. The noninteracting Green functions G0(1, 2) = ⟨c(1)c†(2)⟩S0 may
be obtained, e.g. by solving the closed equation of motion [G−10 ◦G0](1, 1′) = δ(1, 1), where
G−10 is given by Eq. (2.30). Eq. (2.34) can be proven for contour Green functions, e.g., by
comparing the equations of motion on both sides of Eq. (2.34). However, in general it does
not hold for time-ordered Green functions such as ⟨ψ0|Tt c(1) · · · c(n)× c†(n′) · · · c†(1′)|ψ0⟩.
This led Keldysh to the introduction of the closed contour that includes both forward and
backward time evolution.
The above discussion shows that the diagram rules for nonequilibrium Green functions
on the contour C will be exactly the same as those for Matsubara Green functions [37] after
imaginary time arguments are replaced by contour time, and time integrals are replaced
by contour integrals. We will thus not repeat the derivation of these rules, but instead
state the diagrammatic rules for the Hubbard model (1.1) in real space (Table 2.3) for
later reference. Nonequilibrium effects can enter both through a possible time-dependence
of the interaction U , and through the noninteraction Green functions because the action
S0 might already include some time-dependent external fields.
Diagrammatic perturbation theory can also be used for a formal power series expan-
sion of the exact Luttinger Ward functional Φ[G] or its derivative Σ[G] [cf. Eq. (2.33)]:
Σ[G] is given by all skeleton diagrams of the self-energy, i.e., diagrams without self-energy
insertions in the internal lines, in which lines are replaced by full interacting Green func-
tions [41]. In Table 2.3d, e.g., diagram (d4) has the topology of a skeleton diagram but
not diagram (d3). This construction holds for equilibrium Green functions as well as for
nonequilibrium Green functions. Truncation of this skeleton expansion Σ[G] can be used
to generate conserving approximations in nonequilibrium many-body theory.
2.5 Differential and integral equations on the contour
For nonequilibrium problems, it is often neccesary to solve differential equations on the
contour C in real time, rather than in frequency representation. This problem occurs, e.g,
in connection with the determination of noninteracting Green functions from Eq. (2.30),
the solution of the Dyson equation (2.32), or the calculation of the self-energy from
Eq. (2.31). Apart from some exceptional cases such as the interaction quench in the
Falicov-Kimball model (Ch. 5), these equations must be solved numerically. This can be
implemented in a straightforward way by a discretization of the contour, such that the
convolution ∗ and the derivative ∂t turn into corresponding matrix operations [43, 44].
In this work we follow a different approach, which is used more often in the applications
of nonequilibrium Green functions (consider, e.g., Refs. [36] and [45] for some recent
work). We first parameterize the Green functions in terms of the real and imaginary time
components in Table 2.2, and then derive equations for those components (the generalized
KB equations). As we shall see below, this method has the advantage that (i), it can
incorporate the symmetries (2.15) of the Green functions from the beginning, and (ii), it
4It as assumed that anomalous expectation values ⟨c(i)c(j)⟩S0 vanish. The generalization to super-
conducting states, with ⟨c(i)c(j)⟩S0 ̸= 0, is straightforward.
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a) n-th order contribution to the Green function Gijσ(t, t
′)
1) Draw all topologically distinct connected diagrams containing n vertices , n
lines and (n+ 1) lines (of which two are then external lines).
2) Label each vertex with space index index and (contour)-time variable; for each
vertex associate a factor U(t), and with lines and
associate the factors G0j1j2σ(t1, t2) = ⟨cj1σ(t1)c†j2σ(t3)⟩S0 and
G0j1j2σ¯(t1, t2), respectively.
3) Sum over all internal space indices, and integrate internal time variables over the
contour C.
4) Multiply each diagram with an overall factor in(−1)l/s, where l is the number of
closed loops in the diagram, and s is the symmetry factor, which is given by the
number of ways in which internal vertices can be relabelled without changing the
topology of the diagram.
b) n-th order contribution to the self-energy Σijσ(t, t
′)
1) Draw all topologically distinct irreducible diagrams containing n vertices , n
lines and (n− 1) lines . Irreducible diagrams are those that cannot be
separated into two parts by cutting a single line.
2) Label the vertices [the two external vertices are labelled (i, t) and (j, t′)] and calculate
the contribution of each diagram as for the Green function.
Table 2.3: Rules for real-space diagrammatic perturbation theory of the Green function (a)
and the self-energy (b) of the single-band Hubbard model. (c) shows the first- and second-
order diagrams for the Green function, and (d) shows the first- and second-order diagram
for the self-energy [(d1) and (d2), respectively], as well as two fourth-order diagrams. The
symmetry factor is 1 for all diagrams apart from (d4), where s = 2.
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automatically guarantees the causality. The latter is implicit in the contour equations,
but rather hidden in (2.28) so that it may easily be violated by approximate methods.
Furthermore, we reformulate the KB equations so that we can make direct use of the
analytical properties of mixed components introduced in Sec. 2.2.3; this allows for an
efficient treatment of initial states at zero temperature.
In the following section two standard problems will be discussed in detail whose solu-
tion turns out to be of importance for nonequilibrium DMFT. Both are treated here in
scalar notation (i.e., orbital indices are omitted), but their extension to a matrix version
is straightforward. To simplify notation, we set tmin = 0 in the following.
2.5.1 The inverse of a contour function
Langreth rules
We first we discuss the solution of the general equation of motion
i∂t − h(t)

G(t, t′)− [Λ ∗G](t, t′) = δC(t, t′) (2.36)
with antiperiodic boundary condition (2.11). Both the equation of motion (2.28a) for
the noninteracting case, and the scalar version of the Dyson equation (2.32) have this
form. To solve Eq. (2.36) we will now derive corresponding differential equations for
the Matsubara, retarded, advanced, mixed and lesser components of G.5 Translating
the derivative term ∂tG(t, t
′), the product h(t)G(t, t′), and the delta-function into those
components is straightforward from their definition (cf. Table 2.2 and 2.1). To do the
same for the convolution Λ∗G, one can use a set of equations which is known as Langreth
rules (Table 2.4). (These rules are verified directly by inserting the definition of the
various components and of the contour convolution in both sides of the equation.) As a
result we get the following equations, which in total are equivalent to Eq. (2.36) and the
boundary condition (2.11):
Matsubara component: (0 ≤ τ ≤ β)
(−∂τ − h)GM(τ, τ ′) + i
 β
0
dτ¯ΛM(τ, τ¯)GM(τ¯ , τ ′) = iδ(τ − τ ′) (2.37a)
boundary condition: GM(0, τ ′) = −GM(β, τ ′) (2.37b)
Retarded/advanced component: (t > t′)

i∂t − h(t)

Gr(t, t′)−
 t
t′
dt¯Λr(t, t¯)Gr(t¯, t′) = 0, (2.38a)
initial condition: Gr(t, t) = −i. (2.38b)
5When the symmetry (2.15) holds, one can restrict oneself to the Matsubara, retarded, ¬, and lesser
component only.
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a) Convolution c(t, t′) = [a ∗ b](t, t′)
cM = aM • bM
cr = ar ◦ br
ca = aa ◦ ba
c¬ = a¬ ◦ bM + ar • b¬
c ¬ = a ¬◦ ba + aM • b ¬
c< = a< ◦ ba + ar ◦ b< + a¬ • b ¬
c> = a> ◦ ba + ar ◦ b> + a¬ • b ¬
b) Products c(t, t′) = a(t, t′)b(t′, t)
cM = aMbM
cr = arb< + a<ba = arb> + a>ba
ca = aab< + a<br = aab> + a>br
c ¬ = a ¬b¬
c¬ = a¬b ¬
c< = a<b>
c> = a>b<
Table 2.4: (a) Langreth rules for the real- and imaginary-time components of the convolu-
tion c of two contour functions a and b [24]. In this table, ◦ and • denote the convolutions
along real and imaginary branches of C, [a•b](t, t′) = −i  β
0
dτ¯ a(t, τ¯)b(τ¯ , t′) and [a◦b](t, t′)
=
 tmax
0
dt¯ a(t, t¯)b(t¯, t′). (b) Corresponding rules for the product of two contour functions.

i∂t′ − h(t′)

Ga(t′, t)−
 t
t′
dt¯Λa(t′, t¯)Ga(t¯, t) = 0, (2.39a)
initial condition: Ga(t′, t′) = i. (2.39b)
Mixed components: (t > 0)

i∂t − h(t)

G¬(t, τ)−
 t
0
dt¯Λr(t, t¯)G¬(t¯, τ) = −i
 β
0
dτ¯ Λ¬(t, τ¯)GM(τ¯ , τ), (2.40a)
initial condition: G¬(0, τ) = GM(0, τ). (2.40b)
(−∂τ − h)G ¬(τ, t)−
 t
0
dt¯Λ ¬(τ, t¯)Ga(t¯, t) = −i
 β
0
dτ¯ ΛM(τ, τ¯)G ¬(τ¯ , t), (2.41a)
boundary condition: G ¬(β, t) = −G ¬(0, t)−Ga(0, t). (2.41b)
Lesser components: (t > 0)

i∂t − h(t)

G<(t, t′)−
 t
0
dt¯Λr(t, t¯)G<(t¯, t′) =
− i
 β
0
dτ¯ Λ¬(t, τ¯)G ¬(τ¯ , t′) +
 t′
0
dt¯Λ<(t, t¯)Ga(t¯, t′), (2.42a)
initial condition: G<(0, t′) = −G ¬(β, t′). (2.42b)
Several remarks on these equations and their solution are at order:
(A) Boundary and initial conditions. — In principle, an inhomogeneity δ(t − t′) and
δ(t′ − t) occurs on the right hand side of (2.38a) and (2.39a), respectively. When we
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then integrate the differential equation over t = t′ and use the fact that Gr(t, t′) and
Ga(t′, t) vanish for t > t′, we get the initial conditions (2.38b) and (2.39b), respectively.
The boundary and initial conditions of the other components are derived in the following
way: (2.37b) follows from (2.11) and (2.12); (2.40b) and (2.42b) follow because G must
be continuous on C. Eq. (2.41b) follows from (2.11), continuity of the contour Green
function, and the definition of Ga in Table 2.2.
(B) Decoupling of initial state: — Eq. (2.37) is independent of all other components. In
fact, this must be true due to causality: the Matsubara component is nothing but the
usual Matsubara Green function of the initial equilibrium state, which cannot depend
on anything that happens at time t > 0. Furthermore, Eqs. (2.37) to (2.42) can be
solved successively: (2.37), (2.38), and (2.39) are each independent and are solved first.
Their solution enters Eq. (2.41) and (2.40) for the mixed components both in the initial
condition and in the source term. The mixed components finally enter Eq. (2.42), which
is solved last.
(C) Causality: — The limits of the various real-time integrals take into account that
retarded (advanced) functions vanish when their first time argument is earlier (later) than
the second one. One can thus see that Eqs. (2.38), (2.39), (2.40), and (2.42) are initial
value problems in which the time derivatives ∂tG
x(t, t′) are determined by quantities that
depend either on imaginary time (corresponding to the memory of the initial state), or
on real time t¯ which is earlier than either t or t′. Eq. (2.41) is a boundary-value problem,
where the source term depends only on times t¯ ≤ t. Hence Eqs. (2.37) through (2.42)
lead to causal behavior. In contrast, when Eq. (2.36) is solved directly by discretizing the
whole contour [44], its causal structure remains hidden and may be violated by numerical
errors. It is particularly important to preserve causality in a numerical solution when the
input Λ(t, t′) itself is less accurate at larger times. This is often the case when Λ(t, t′) is
obtained numerically, e.g., by means of quantum Monte Carlo methods (Sec. 3.4.2).
(D) Conjugate equation: — Eq. (2.36) is equivalent to the conjugate equation
[−i∂t′ − h(t′)]G(t, t′)− [G ∗ Λ](t, t′) = δC(t, t′), (2.43)
which is just the fact that two matrices commute when they are inverses of each other.
The conjugate equation can be written for the components in the same way as Eq. (2.36).
For the retarded, advanced, and lesser component the corresponding equations follow from
(2.38), (2.39), and (2.42) by straightforward replacements. The corresponding equations
for the mixed components ¬ and ¬are thereby essentially exchanged:
Mixed components - conjugate equation: (t > 0)− i∂t − h(t)G ¬(τ, t)−  t
0
dt¯G ¬(τ, t¯)Λa(t¯, t) = −i
 β
0
dτ¯ GM(τ, τ¯)Λ ¬(τ¯ , t) (2.44a)
initial condition: G ¬(τ, 0) = GM(0, τ). (2.44b)
(∂τ − h)G¬(t, τ)−
 t
0
dt¯Gr(t, t¯)Λ¬(t¯, τ) = −i
 β
0
dτ¯ G¬(t, τ¯)ΛM(τ¯ , τ) (2.45a)
boundary condition: G¬(t, β) = −G¬(t, 0)−Gr(t, 0). (2.45b)
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(E) Symmetries: — When the symmetry (2.15) is assumed for Λ(t, t′), it also holds
for the solution G(t, t′). This follows by taking the complex conjugate of Eqs. (2.38),
(2.40), and (2.42) and inserting (2.15), after which the equations reduce to the conjugate
equations of (2.39), (2.41), and (2.42), respectively.
Transformation from imaginary time to real frequencies
In the following we assume that ΛM(τ, τ ′) can be represented in the form (2.16a), and the
partial Fourier transforms (2.20a) and (2.20b) of the mixed components have the analytical
properties mentioned above Eq. (2.23). As discussed in Sec. 2.2.3, these properties follow
from the Lehmann representation for any physical n-particle Green functions such as
(2.10). We will now see that they are preserved by Eqs. (2.28) and (2.31).
When these properties are assumed, it can be of advantage to perform the partial
Fourier transform with respect to imaginary time, in particular for zero initial tempera-
ture, β → ∞. When we use the Matsubara frequency representation (2.16a) for ΛM in
(2.37), we immediately see that G is of the same form, with
gM(iωn) =
1
iωn + h− λM(iω) . (2.46)
This just confirms that GM is proportional to the conventional Matsubara Green function
of the initial equilibrium state. The partial Fourier transform (2.20b) for Eq. (2.40) and
its conjugate (2.45) then give
[iωn − h(t)]G¬(t, iωn) +
 t
0
dt¯Λr(t, t¯)G¬(t¯, iωn) = Λ¬(t, iωn)gM(iωn), (2.47a)
initial condition: G¬(0, iωn) = −gM(iωn). (2.47b)
[iωn − h− λM(iωn)]G¬(t, iωn) =
 t
0
dt¯Gr(t, t¯)Λ¬(t¯, iωn) +Gr(t, 0), (2.48)
Eqs. (2.40) and (2.45) transform in an analogous way and are not given here. The Fourier
representation must be taken into account as the mixed components are inserted into
Eq. (2.42) for G<. The source on the right hand side of Eq. (2.42a) reads β
0
dτ¯ Λ¬(t, τ¯)G ¬(τ¯ , t) = 1
β

n
Λ¬(t, iωn)G ¬(iωn, t), (2.49)
and the initial condition
G<(0, t′) =
1
β

n
G ¬(iωn, t′) eiωn0
+
. (2.50)
On the level of the Eqs. (2.47) and (2.48) the analytical continuation of G¬(t, iωn)
to the upper and lower complex half plane is simply achieved by replacing iωn → z. In
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practice, when spectra of the initial state are known for real frequencies, we solve (2.47)
or (2.48) and their conjugates for frequencies z = ω± i0. In general G¬(t, ω± i0) are not
related by any symmetry. The source term (2.49) and the initial condition (2.50) are then
obtained by replacing Matsubara sums by real-frequency integrals in the usual manner
[37],
1
β

n
Λ¬(t, iωn)G ¬(iωn, t′) =
=

dω
2πi
f(ω)

Λ¬(t, ω + i0)G ¬(ω + i0, t′)− Λ¬(t, ω − i0)G ¬(ω − i0, t′), (2.51)
G<(0, t′) =

dω
2πi
f(ω)

G ¬(ω + i0, t)−G ¬(ω − i0, t). (2.52)
Numerical solution
In all applications presented later in this thesis, Eq. (2.36) is solved in the real-frequency
representation for the mixed components. Frequency integrals (2.51) and (2.52) involve
only bounded functions on compact intervals (when the bandwidth of the initial state
spectrum is finite) and hence are straightforward to perform numerically. Eqs. (2.38),
(2.39), (2.47), and (2.42) take the form of an integro-differential equation of Volterra type
[46]
d
dt
y(t) + p(t)y(t) =
 t
0
dt¯ k(t, t¯)y(t¯) + q(t), y(0) = y0, (2.53)
when they are written for fixed second-time argument of the unknown functions. The
kernel k(x, x′) is related to Λr or Λa, and the source term q(t) is determined by the
right hand side of the equations. Only Green functions enter q(t) that have already been
determined. The Volterra-type structure (2.53) is a particularly clear manifestation of
the causality inherent in the original Eq. (2.36). Mathematically, Volterra equations are
closely related to ordinary differential equations, and there exist several efficient ways for
their numerical solution [46]. For the results of this thesis we have used an equidistant
time-grid tn = n∆t, n ≤ Nmax = tmax/∆t, and approximated the differential and the
integral such that the overall discretization error of the solution scales as O(∆tp).6 The
algorithm is very stable. Its main limitation is that Λx(ti, tj) and G
x(ti, tj) must be kept
in memory at all previous times (i, j ≤ n) in order to proceed from the solution at t = tn
to t = tn+1. (A maximum of 12228 time steps was used for the results in this thesis.) To
reach large times and high accuracy at the same time, higher-order approximations (up
to p = 5) turned out to be crucial (Ch. 7).
6To solve Eq. (2.53) we use the p-th order Gregory integration rules for the integral and and the
backward differentiation formulae involving p+ 1 points, as explained, Ch. 3 in Ref. [46].
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2.5.2 Volterra equations of the first and second kind
A second type of contour equations that must be solved is the determination of G from
mG(t, t′) + [G ∗ Λ](t, t′) = Q(t, t′) (2.54)
where m = 0 or 1. For m = 0, e.g., this problem occurs when the self-energy is determined
from Eq. (2.31). The solution is very similar to (2.36) and we will only give the final
form of the equations, using the real-frequency representation for mixed and Matsubara
components.
Matsubara component: z = ω ± i0
gM(z) =
qM(z)
m+ λM(z)
(2.55)
Retarded/advanced component: (t > t′)
mGr(t, t′)−
 t
t′
dt¯Λr(t, t¯)Gr(t¯, t′) = Qr(t, t′) (2.56)
mGa(t′, t)−
 t
t′
dt¯Λa(t′, t¯)Ga(t¯, t) = Qa(t′, t) (2.57)
Mixed components: (t > 0)
G¬(t, z) = 1
m+ λM(z)
 t
0
dt¯Gr(t, t¯)Λ¬(t¯, z) +Q¬(t, z)

(2.58)
mG ¬(z, t) +
 t
0
dt¯G ¬(z, t¯)Λa(t¯, t) = Q ¬(z, t) (2.59)
Lesser components: (t > 0)
mG<(t, t′) +
 t′
0
dt¯G<(t, t¯)Ga(t¯, t′) = Q<(t, t′)−
 t
0
dt¯Gr(t, t¯)Λ<(t¯, t′)(t, t′)+
+

dω
2πi
f(ω)

G¬(t, ω + i0)Λ ¬(ω + i0, t′)−G¬(t, ω − i0)Λ ¬(ω − i0, t′). (2.60)
Just as Eq. (2.36) these equations can be solve successively. When one time argument
is fixed, Eqs. (2.56), (2.57), (2.59), and (2.60) take the form of Volterra integral equations
of the first (m = 0) or second (m = 1) kind [46],
my(t) +
 t
0
dt¯ k(t, t¯)y(t¯) = q(t). (2.61)
At this point the seemingly innocent factor m makes an important difference. While
algorithms for the solution of Volterra equations of the second kind are very similar to
those of Volterra integro-differential equations, those for the first kind tend to become
unstable, in particular those which are in principle correct up to higher-order in the time
discretization [46]. For the determination of the self-energy, it is thus not optimal to use
Eq. (2.31) directly, but it is better to derive a form that corresponds to Eq. (2.54) with
m = 1 (cf. Ch. 3).
Chapter 3
Nonequilibrium dynamical mean-field
theory
3.1 Dynamical mean-field theory
3.1.1 Introductory remarks
Dynamical mean-field theory (DMFT) [11] provides a solution for a class of interacting
lattice models, for which the Hubbard model is certainly the most prominent example.
Within DMFT, the lattice model is mapped onto a single site which is coupled to an
uncorrelated environment. This environment and its hybridization with the site must be
determined self-consistently. A similar mapping of the lattice to a single site is known
from the Weiss mean-field theory for spin systems. However, in contrast to the static
mean-field theories, the single site in DMFT can dynamically exchange particles with the
environment. Those local quantum fluctuations have a profound influence on the physics
of the Hubbard model. Without them, e.g., the potential energy U⟨ni↑ni↓⟩ can only be
changed from its uncorrelated value U⟨ni↑⟩⟨nj↓⟩ due to symmetry breaking, and quantum
fluctuations are thus crucial to understand the stability and the physical properties of the
paramagnetic phase in particular. For strong interactions electrons can become localized
and undergo a Mott transition to a paramagnetic insulator, which is not accessible in
static mean-field theory, but has been studied extensively within DMFT [11].
DMFT was derived as an exact solution of the Falicov-Kimball model [47] and later the
Hubbard model [48] in the limit of infinite dimensions, shortly after this limit had been
introduced to correlated lattice fermions by Metzner and Vollhardt [49]. However, the real
success of DMFT is based on its application to three-dimensional lattices.1 It is then only
approximate, but from its exact limit it inherits a number of very important properties
that any useful nonperturbative approximation should satisfy: (i) DMFT becomes exact
both in the noninteracting limit of zero interaction and in the atomic limit of zero hopping
amplitudes. This is closely related to the fact that the limit of infinite dimensions preserves
the competition between kinetic energy which governs the physics of the Hubbard model.
1DMFT fails for low-dimensional systems, where spatial fluctuations are important. Various extensions
of DMFT have been developed that replace the single-site effective model by a finite cluster [50, 51].
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(ii) DMFT is formulated directly in the thermodynamic limit and is therefore free from
finite-lattice effects. (iii) The theory is conserving in the sense of Kadanoff and Baym
(Sec. 2.28), and thermodynamically consistent. (iv) DMFT is very flexible and thus
can be applied to realistic models for solids, such as multi-band Hubbard models with
more complicated (local) interaction terms than the Hubbard interaction. Already a brief
overview of the application of DMFT in this field would go beyond the scope of this
work (for an introduction, consider Refs. [52, 53]). Further generalizations of DMFT
include its application to spatially inhomogeneous systems [54], bosonic systems [55], and
to nonequilibrium situations which is the main topic of this thesis.
The properties (i)-(iii) mentioned in the previous paragraph, and the mathematical
formulation of DMFT can be understood from the limit of infinite dimensions in which
DMFT becomes exact. This limit is defined in such a way that the lattice coordination
number Z becomes infinite, while the hopping matrix elements have to be scaled such
that the kinetic energy stays finite [49]. For example, for the case of nearest-neighbor
hopping, hopping matrix elements are given by
tij =
t∗ij√
Z
(3.1)
where t∗ij is constant as Z → ∞. For another scaling, either the kinetic or the potential
energy would dominate in the limit Z→∞, and the limit of infinite dimensions would only
lead to trivial solutions of the Hubbard model.2 Mu¨ller-Hartmann [56, 57] then showed
that the scaling (3.1) leads to simplifications for the diagrammatic perturbation theory
for the self-energy; this quantity becomes k-independent or, more generally, diagonal in
real-space,
Σijσ(ω) = δijΣiσ(ω) (3.2)
(In symmetry-broken phases or inhomogeneous situations, Σiσ depends on the lattice
site i.) These simplifications of the perturbation expansion have been applied to a direct
weak-coupling treatment of the Hubbard model [58, 59]. Further use of the limit of infinite
dimensions can be made, e.g., in the evaluation of Gutzwiller expectation values [49] and
for disordered systems, where the coherent potential approximation becomes exact [60].
A comprehensive review has been given by Vollhardt in Ref. [61].
The simplifications that arise in the diagrammatic expansion of the self-energy for the
limit Z → ∞ can be taken as a starting point for DMFT [47] (cf. Sec. 3.1.2). Since the
diagram rules for perturbation theory are analogous for Keldysh and Matsubara Green
functions, Eq. (3.2) holds also for nonequilibrium Keldysh Green functions. It was then
first noted by Schmidt and Monien [62] that the self-consistent mapping of lattice models
to a single-site problem can also be formulated in terms of Keldysh Green functions. In
2For bosonic systems it is more difficult to define the limit of infinite dimensions because a third phase
(the Bose-Einstein condensate) comes into the play: No scaling of the Bose-Hubbard Hamiltonian can be
defined such that the potential energy due to the local repulsion, the kinetic energy of the normal phase
and the energy of the condensate remain of the same order for Z → ∞ [55]. For (3.1), e.g., the energy
of the condensate diverges, while a scaling with t ∼ 1/Z leads to a vanishing of the normal-phase kinetic
energy. This puzzle is resolved in Ref. [55].
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particular, nonequilibrium DMFT (as an approximation to finite-dimensional lattices) has
the same desirable properties (i)-(iii) that have been discussed for the equilibrium version.
Practically, however, the solution of DMFT is completely different for nonequilibrium and
equilibrium situations.
The nonequilibrium case was systematically taken up by Freericks and coworkers.
They first studied noninteracting electrons in a homogeneous electrical field in the limit
of infinite dimensions [63], where Bloch oscillations arise as an AC-response on a DC-
electrical field. The same situation was then investigated for the interacting case within
the Falicov-Kimball model, using nonequilibrium DMFT [43, 44]. In several other papers
a detailed comparison of these results was made to usual Keldysh perturbation theory [64],
the relation to the quantum Boltzmann equation was clarified [65], and sum rules for the
nonequilibrium retarded self-energy were derived [66]. The nonequilibrium formalism was
also used to calculate the equilibrium f -electron Green function of the Falicov-Kimball
model, which is not easy to obtain otherwise [67]. In the meantime, nonequilibrium
DMFT (combined with Floquet theory) was used to study quasi-stationary states that
emerge when the system is driven by strong time periodic external fields [68, 69]. In this
context, dissipation to a heat bath has been included in the formalism recently [70], which
is crucial to define the final steady state without reference to the initial state. While the
investigation of steady states continues the original work by Schmidt and Monien, this
thesis is concerned with the application of DMFT to the transient dynamics after and
during some perturbation, which includes the exact solution of the Falicov-Kimball model
after an interaction quench (Ch. 5, Ref. [71]), the description of time-resolved spectroscopy
within DMFT (Ch. 8, Refs. [72, 73]), and finally the first DMFT analysis of the transient
behavior in the Hubbard model (Ch. 6, Ref. [74]). The remainder of this Chapter is
intended to give a detailed description DMFT for the transient-state time evolution.
3.1.2 DMFT for Keldysh-contour functions
In the following, DMFT is formulated for the generalized Hubbard model (1.1), which is
in thermal equilibrium for times t < 0. We denote the average over the initial grand-
canonical ensemble at temperature T = 1/β and chemical potential µ by ⟨· · · ⟩0 =
Tr[e−β(H(0)−µN) · · · ]/Z, and operators with hat are in Heisenberg picture with respect
to the possibly time-dependent Hamiltonian (1.1) [cf. Eq. (2.10)]. For example, the
contour-ordered real-space lattice Green function is denoted by
Gijσ(t, t
′) = −i⟨TC cˆiσ(t)cˆ†jσ(t′)⟩0. (3.3)
Within the formal language used in this section we do not have to distinguish between
the nonequilibrium case, where Green functions have time arguments on the L-shaped
Keldysh contour C (Sec. 2.2), and conventional equilibrium DMFT, for which C contains
only the imaginary-time branch.
Local correlation functions in DMFT at a given site j are obtained from an effective
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single-site problem with action
Sj = Sjloc + Sjhyb (3.4a)
Sjloc = −i

C
dtHjloc(t)− iµ

σ

C
dt c†σ(t)cσ(t) (3.4b)
Sjhyb = −i

σσ′

C
dt

C
dt′ c†σ(t)Λ
j
σσ′(t, t
′)cσ′(t′). (3.4c)
In this action, Sjloc contains the dynamics induced due to the local Hamiltonian
Hjloc(t) = U(t)

n↑ − 12

n↓ − 12

(3.5)
while Sjhyb describes the hybridization of the site with an environment that replaces the
rest of the lattice. In general, the action can depend on the lattice site j, e.g., due to
an additional site-dependent on-site potential which is not indicated here. The coupling
Λjσσ′(t, t
′) must be determined self-consistently. Note that one can always derive an effec-
tive local action for any lattice model by tracing out all other sites. However, this local
action then contains n-particle interaction terms of arbitrary high order in general. In
the limit Z →∞ these terms vanish for n > 1 when the scaling (3.1) is used [11], leading
to the DMFT action (3.4).
From the action (3.4) the local Green function is obtained as
Gjσ(t, t
′) = −i⟨cσ(t)c†σ(t′)⟩Sj , (3.6)
where the the notation (2.13) is used. The self-energy Σjσ of the single-site problem then
follows from the Dyson equation (2.32),
[G−10 (t, t
′) ∗Gjσ](t, t′)− [Σjσ ∗Gjσ](t, t′) = δC(t, t′), (3.7a)
G−10 (t, t
′) = δC(t, t′)(i∂t + µ)− Λjσ(t, t′), (3.7b)
or, equivalently, Eq. (2.31),
[Σjσ ∗Gjσ](t, t′) = U(t)Γjσ(t, t′), (3.8)
Γjσ(t, t
′) = −icσ(t)nσ¯(t)− 12c†σ(t′)Sj . (3.9)
The hybridization Λ must be determined self-consistently. For this we equate the self-
energy Σjσ(t, t
′) and the Green function Gjσ(t, t′) of the single-site problem with the local
self energy Σjjσ(t, t
′) and the local lattice Green function Gjjσ(t, t′) of the lattice problem,
Gjjσ(t, t
′) = Gjσ(t, t
′), Σijσ(t, t′) = δijΣjσ(t, t
′). (3.10)
The latter two are related by the lattice Dyson equation,
j
[(G−1latt,0)ijσ ∗Gjlσ](t, t′)− [Σiσ ∗Gilσ](t, t′) = δijδC(t, t′), (3.11a)
(G−1latt,0)ijσ(t, t
′) = δC(t, t′)[δij(i∂t + µ)− Vijσ(t)], (3.11b)
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which closes the self-consistency.
In practice, Eqs. (3.6), (3.7), (3.10), and (3.11) are solved iteratively: Starting from
an initial guess of Λ, one may calculate the self-energy from (3.7) and (3.6), insert it into
the lattice Dyson equation (3.11) to obtain an update of the local Green function, which
is in turn inserted in Eq. (3.7) to get an improved guess of the hybridization function Λ.
The whole process is iterated until convergence is reached. The self-consistency and the
calculation of the single-site properties from the action (3.4) are discussed in more detail
in Secions 3.2 and 3.4, respectively. Both the self-consistency and the single-site problem
is rather different for the equilibrium and nonequilibrium case.
To conclude this section, let us briefly repeat one version of the argument that DMFT
becomes exact in the limit of infinite dimensions: The mapping onto the single-site prob-
lem is equivalent to a replacement of the exact skeleton functional Σˆijσ[G] of the Hubbard
model by the corresponding functional Σˆjσ of the single-site problem [47, 11],
ΣˆDMFTijσ [G] = δijΣˆ
j [Gjjσ], (3.12)
at least as far as the computation of single-particle quantities is concerned. In fact, the
relation Σjσ = Σˆ
j [Gjσ] is ensured by the fact that G
j
σ and Σ
j
σ are true solutions of the single-
site problem with action (3.4), although we do not know how to evaluate the skeleton
functional at an arbitrary Green function. The quadratic term (3.4c) does not have any
influence on the skeleton functional, which depends only on the interaction. Brandt and
Mielsch [47] noted for the Falicov-Kimball model that the scaling arguments of Ref. [49]
actually imply Eq. (3.12) to arbitrarily high order in perturbation theory: in a skeleton
diagram for the self-energy in real space, power counting arguments show that in the
limit Z →∞ only a single term contributes from the sum over all internal lattice indices,
namely the one where all lattice sites are equal. As mentioned above, those arguments
hold for Keldysh Green functions as well as for Matsubara Green functions, and hence
nonequilibrium DMFT is exact in the limit of infinite dimensions. Another important
implication of Eq. (3.12) is that it proves DMFT to be a conserving approximation in
sense of Kadanoff and Baym (Sec. 2.3), because the exact functional of the single-site
problem is of course Φ-derivable.
3.2 Nonequilibrium DMFT: the self-consistency condi-
tion
In this section we explain in detail how the Weiss field Λjσ(t, t
′) for the effective single-site
action (3.4) is calculated from the local Green function and self-energy. Only the spatially
homogeneous case is considered in the following, where local quantities do not depend on
the lattice site j (the superscript j is thus omitted). The generalization of nonequilibrium
DMFT to spatially inhomogeneous states is straightforward and indeed very interesting,
because many nonequilibrium phenomena involve spatially inhomogeneous states. How-
ever, the numerical effort for the solution of the lattice Dyson equation, which is an
essential step of the self-consistency cycle, would become quite sizeable: In the absence of
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both translational invariance in space and time, Eq. (3.11) is essentially a matrix problem
of dimension (number of time steps) × (number of inequivalent lattice sites), and already
for the homogeneous case (all lattice sites equivalent) thousands of CPU-hours can be
spent for the repeated solution of the Dyson equation during the DMFT self-consistency
iteration [43, 44].
The self-consistency is solved in two steps. First, the local lattice Green function
Gjjσ(t, t
′) is calculated from Eq. (3.11), and second, the new Green function Gjjσ(t, t′)
= Gσ(t, t
′) and the self-energy Σσ(t, t′) are inserted into Eq. (3.7) to obtain Λσ(t, t′).
As in equilibrium DMFT, the spatial part of (3.11) can be decoupled from the time-
or frequency part by a Fourier transform to momentum k. The case of a homogeneous
electrical field, where the hopping matrix elements are decorated with time-dependent
Peierls-phase factors (1.2), has been discussed in detail by Freericks at al. [63, 65, 44].
Here we focus on the case of time-independent hopping matrix Vijσ, for which some
important additional simplifications can be derived [71].3
To diagonalize the spacial part of the Dyson equation we introduce eigenvalues ϵkσ
and eigenvectors ⟨i|kσ⟩ of the hopping matrix, Vijσ, i.e.,

j Vijσ⟨j|kσ⟩ = ϵkσ⟨i|kσ⟩. For
a Bravais lattice, k and ϵkσ are momenta and band-energies, respectively. We use this
terminology throughout the thesis, even though the analysis presented here is valid also
when the lattice is not a Bravais (e.g., for the Bethe lattice), in which case case kσ is just
some labelling of the eigenstates of Vijσ. The momentum resolved Green function is then
given by
Gkσ(t, t
′) = −i⟨TC cˆkσ(t)cˆ†kσ(t′)⟩0 =

ij
⟨kσ|i⟩Gijσ(t, t′)⟨j|kσ⟩. (3.13)
The Dyson equation (3.11) then reads
(i∂t + µ− ϵkσ)Gkσ(t, t′)− [Σσ ∗Gkσ](t, t′) = δC(t, t′), (3.14)
and the local Green function is given by
Gσ(t, t
′) = Gjjσ(t, t′) =

k
|⟨j|kσ⟩|2Gkσ(t, t′). (3.15)
In Eq. (3.14), momentum kσ enters only via the single-particle energy ϵkσ. Hence the
lattice summation in Eq. (3.15) can be reduced an integral over a single energy variable
Gσ(t, t
′) =

dϵ ρσ(ϵ)Gϵσ(t, t
′), (3.16)
involving the Green function Gϵσ(t, t
′) = Gkσ(t, t′)|ϵ=ϵkσ and the local density of states
ρσ(ϵ) =

k
|⟨j|kσ⟩|2δ(ϵ− ϵkσ) (3.17)
at an arbitrary site j.
3A global time-dependent factor of all hopping matrix elements is allowed, because it can be trans-
formed into a time dependence of the interaction (Ch. 7).
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The determination of the local Green function is now greatly simplified: Numerically,
Eq. (3.14) must be solved (using, e.g., the techniques described in Sec. 2.5) for sufficiently
many ϵ such that the integral (3.16) can be performed with sufficient accuracy. When
ρ(ϵ) is restricted to a finite band, typically few 100 are enough. In contrast, for the case
of an electrical field the k-sum in (3.15) can be reduced only to a two-dimensional energy
integral insted of (3.16), and hence Eq. (3.14) must be solved for ∼ 10000 k-points [43, 44].
In equilibrium DMFT, the self-consistency can be condensed to a single closed equation
for a semielliptic density of states,
ρ(ϵ) =
√
4V 2 − ϵ2
2πV
, (3.18)
which corresponds to nearest-neighbor hopping on the Bethe lattice [75, 76, 77, 78], or a
particular kind of long-range hopping on the hypercubic lattice [79]. In the following we
prove that a similar relation holds for the nonequilibrium case: For the density of states
(3.18) the self-energy can be eliminated from Eqs. (3.7), (3.14), and (3.16) such that one
obtains a closed from expression for the Weiss-field,
Λσ(t, t
′) = V 2Gσ(t, t′). (3.19)
This closed form of the self-consistency reduces the DMFT self-consistency cycle to re-
peating the solution of the single site problem (3.6) and the application of (3.19) until
convergence is reached. Eq. (3.19) is used for all DMFT calculations presented in this
thesis. A proof follows below.
Closed form self-consistency equations
We will now give a general recipe to construct a class of functions that imply a self-
consistency equations of closed form when they are used as density of states. The semi-
elliptic density of states (3.19) is the simplest example in this class. For this we will first
show the following relation for general square matrices G and Z: Suppose the Hilbert
transform
g(z) =

dϵ
ρ(ϵ)
z − ϵ (3.20)
of ρ(ϵ) for the complex frequency z satisfies the implicit equation
zg = 1 + F (g), (3.21)
where F (g) =

n fng
n is an analytical function with real coefficients fn. Then the same
relation (3.21) holds for general square matrices Z and G which are defined by
G =

dϵ ρ(ϵ)G(ϵ) (3.22)
G(ϵ) = (Z − ϵ)−1. (3.23)
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To see this, multiply the equation (Z − ϵ)G(ϵ) = 1 with ρ(ϵ) = −Im[g(ϵ + i0)]/π and
integrate over ϵ. Using (3.22), this yields
ZG = 1− 1
π

dϵ ϵ Im[g(ϵ+ i0)]G(ϵ). (3.24)
Due to Eq. (3.21) one can replace ϵ Im[g(ϵ+ i0)] by Im[F (g(ϵ+ i0))], leading to
ZG = 1− 1
π

n
fn

dϵ Im[g(ϵ+ i0)n]G(ϵ). (3.25)
It thus remains to prove
Gn = − 1
π

dϵ Im[g(ϵ+ i0)n]G(ϵ) (3.26)
for any integer n, which is done by induction: The initial step (n = 1) follows from the
definition (3.22). For the induction step, consider
(G)n+1 = (G)nG
(i)
=
1
π2

dϵ dϵ′ Im[g(ϵ+ i0)n]Im[g(ϵ′ + i0)]G(ϵ)G(ϵ′)
(ii)
=
1
π2

dϵ dϵ′ Im[g(ϵ+ i0)n]Im[g(ϵ′ + i0)]G(ϵ)

Z − ϵ+ ϵ′ − Z
ϵ′ − ϵ+ i0

G(ϵ′)
(iii)
=
1
π2

dϵ dϵ′
Im[g(ϵ+ i0)n]Im[g(ϵ′ + i0)]
ϵ′ − ϵ+ i0 (G(ϵ)−G(ϵ
′))
(iv)
= − 1
π

dϵG(ϵ) (g(ϵ+ i0)nIm[g(ϵ+ i0)] + Im[g(ϵ+ i0)n]g(ϵ− i0))
= − 1
π

dϵ Im[g(ϵ+ i0)n+1]G(ϵ)
In step (i), proposition (3.26) is used. In (ii), the term in braces is just one, and in (iii)
Eq. (3.23) is used. In step (iii) one can tehen perform one of the two energy integrals by
making use of the spectral form
g(z)n = − 1
π

dϵ
Im[g(ϵ+ i0)n]
z − ϵ , (3.27)
which is true because g(z)n is analytic in the upper half plain. Summing up the terms in
step (iv) and using g(ϵ− i0) = g(ϵ+ i0)∗ completes the induction.
The proof for square matrices is easily generalized to contour Green functions, which
are matrices in contour-time arguments. Making the replacement Z → δC(t, t′)(i∂t+µ)−
Σσ(t, t
′) and G → Gσ(t, t′), Eqs. (3.22) and (3.23) replace (3.16) and (3.14), respectively,
and it follows that
Z ∗Gσ(t, t′) = δC(t, t′) + F (Gσ) ≡ δC(t, t) +

n
fn[Gσ]
n(t, t′), (3.28)
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where Gn is the n-fold convolution G ∗ . . . ∗G, and Z(t, t′) = δC(t, t′)(i∂t + µ)− Σ(t, t′).
Finally, by comparison with Eq. (3.7), one finds the closed self-consistency equation
Λσ(t, t
′) =

n
fn+1[Gσ]
n(t, t′) (3.29)
for a density of states whose Hilbert transform satisfies (3.21) with a power series F (g).
For the semielliptic DOS, e.g., one has F (g) = (gV )2, leading to Eq. (3.19). On the other
hand, when (3.21) is not a polynomial of finite degree, one can think of a suitable expansion
in terms of orthogonal polynomials, e.g., Chebyshev polynomials [80]. This could lead to
a very efficient evaluation of the self-consistency, because orthogonal polynomial of Gσ
(which involve n-fold convolutions) can be computed recursively.
3.3 Calculation of observables
In this section we derive expressions for a number of observables in the Hubbard model
(1.1). The expressions hold for the Falicov-Kimball model (Ch. 5) when the hopping for
one spin-species is set to zero. We restrict ourselves to a homogeneous state and field-free
case.
The density for spin σ is given by the local Green function Gjjσ(t, t
′), which is obtained
directly from the single-site problem [Eq. 3.10]. using the definition of the lesser Green
function in Table 2.2 we have
nσ(t) =
1
L

j
⟨cˆ†jσ(t)cˆjσ(t)⟩0 = −iG<σ (t, t), (3.30)
provided that the state is homogeneous. Here and in the following, L is the lattice size.
The particle number is conserved, such that the condition G<σ (t, t) = const. provides a
first check for numerical data.
The occupation of the single-particle momentum states with spin σ
nσ(ϵkσ, t) ≡ ⟨cˆ†kσ(t)cˆkσ(t)⟩0 = −iG<kσ(t, t), (3.31)
is obtained from the momentum resolved Green function (3.13). In the absence of elec-
tromagnetic fields, Gkσ(t, t
′) depends on momentom k only via the band-energy ϵk and
is determined from the lattice Dyson equation (3.14). The kinetic energy per lattice site
Ekin(t) =
1
L

ijσ
Vijσ⟨cˆ†iσ(t)cˆjσ(t)⟩0 =
1
L

kσ
ϵkσ⟨cˆ†kσ(t)cˆk(t)⟩0, (3.32a)
is obtained from n(ϵ, t) by replacing the k-sum with an integral over the local density of
states [Eq. (3.17)],
Ekin(t) =

σ

dϵ ρσ(ϵ) ϵ nσ(ϵ, t) ≡

σ
Eσkin (3.32b)
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In the noninteracting equilibrium state, we have nσ(ϵ) = f(ϵ− µ) and
Eσkin,0 =

dϵ ρσ(ϵ) ϵf(ϵ− µ). (3.33)
Next we are interested in the double occupation per lattice site
d(t) =
1
L

i
⟨nˆi↑(t)nˆi↓(t)⟩0, (3.34)
and the interaction energy
Epot ≡ U(t)

i

nˆi↑(t)− 12

nˆi↓(t)− 12

0
(3.35)
= U(t)

d(t)− 12(n↑(t) + n↓(t)) + 14

. (3.36)
To calculate this quantity we consider the equation of motion for the local lattice Green
function Gjjσ, which reads
[(G−1latt,0)jlσ ∗Gljσ](t, t′) = δC(t, t′) + U(t)Γjσ(t, t′), (3.37a)
Γjσ(t, t
′) = −i⟨TC cˆiσ(t)(nˆiσ¯(t)− 12)cˆ†iσ(t′)⟩0, (3.37b)
where (G−1latt,0)jlσ is given by Eq. (3.11b). Comparison with the dyson equation (3.11)
yields
U(t)Γjσ(t, t
′) = [Σσ ∗Gjjσ](t, t′), (3.38)
because the self-energy is local and site-independent. Hence Γσ ≡ Γjσ can be determined
from quantities measured in the single-site problem. In fact, the local lattice correlation
function Γjσ(t, t
′) and thus also the double occupancy is the same as the corresponding
correlation function in the single-site problem [cf. Eqs. (3.8) and (3.9)], as expected within
DMFT. On the other hand, the definition of Γiσ(t, t
′) implies that for a homogeneous state
d(t) = −iΓ<iσ(t, t) + 12nσ¯(t). (3.39)
Finally we can compute the total energy from Eqs. (3.32) and (3.35),
Etot(t) = Ekin(t) + Epot(t). (3.40)
This quantity must be constant when the Hamiltonian is time-independent, which provides
a second test for the accuracy of the numerical solution. From the equation of motion
(3.37) one can also directly get the expression
∂tG
<
σ (t, t
′)t=t′ = Eσkin(t) + U(t)d(t)− nσ(t)[12U(t) + µ]. (3.41)
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3.4 Nonequilibrium DMFT: Impurity solvers
3.4.1 Introduction
The single-site problem of DMFT still represents an interacting many-body problem.
Several numerical and approximate analytical tools have been developed to solve this
problem for equilibrium situations. In this section we will focus on the Hubbard model
and discuss possible extension of those methods to the nonequilibrium case. As we shall
see, each single one of those methods encounters a different problem when extended to
nonequilibrium. Until recently, nonequilibrium DMFT was therefore only applied to the
Falicov-Kimball model [43, 71, 68], for which the single-site action (3.4) can be reduced
to a quadratic one (Ch. 5).
In equilibrium DMFT, the single-site action (3.4) is equivalent to that of a single-
impurity Anderson model (SIAM) [48], which describes an interacting impurity orbital
coupled to a bath of noninteracting electrons. Several methods that solve the DMFT ac-
tion in equilibrium are based on this fact, in particular exact diagonalization (ED) [81, 11],
numerical renormalization group (NRG) [82, 83, 84] and density matrix renormalization
group (DMRG) [85, 86]. Motivated by quantum dot experiments and experiments with
cold atomic gases, NRG [87] and DMRG [88, 89] have been generalized to time-dependent
models in the past few years. Both methods are therefore possible candidates for an im-
purity solver in nonequilibrium DMFT, in particular DMRG which is less restricted with
respect to the type of time-dependent terms in the Hamiltonian. However, one must
first find a way to actually represent the action (3.4) by some time-dependent impurity
Hamiltonian. This problem is partly solved in Sec. 3.4.4. As we will see, the mapping in
nonequilibrium is quite different from the standard procedure in equilibrium DMFT.
On the other hand, there are some methods which attempt to solve the single-site
problem without any reference to an impurity Hamiltonian, mainly (numerically exact)
Quantum Monte Carlo methods (QMC), and the iterated perturbation theory (IPT)
[90, 11]. Their extension to the nonequilibrium case is described in Sec. 3.4.2 and 3.4.3,
respectively. The continuous-time QMC algorithm which is described in Sec. 3.4.2 is the
only of the impurity solvers described in this chapter which has currently been applied to
nonequilibrium DMFT for the Hubbard model [74].
Apart from these methods, various other approximate analytical methods have been
developed for the equilibrium case [11]. To judge the potential application of all those
methods as approximate impurity solvers for nonequilibrium DMFT is beyond the scope
of this thesis.
3.4.2 Continuous-time Quantum Monte Carlo
QMC was among the first methods that were used to solve DMFT equations [91, 92, 93].
Because it is numerically exact on the one hand, and the computational effort scales
most favorable for the multiband Hubbard models, it is almost exclusively used when
DMFT is applied to real materials. The main drawback of QMC is that Green functions
are calculated on the imaginary time axis and thus an analytical continuation is needed
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to obtain spectra of real frequencies. Mathematically, this analytical continuation is an
ill-conditioned problem, which is solved using maximum-entropy estimation [94].
Originally, mainly the Hirsch-Fye algorithm [95] was used to solve the SIAM with
QMC. It relies on a discretization of the imaginary time axis with a fixed time-grid and
Hubbard-Stratonovic decoupling of the interaction term [11]. The Hirsch-Fye algorithm
for the SIAM does not suffer from the notorious fermionic sign problem at least for the
half-filled sigle-site band Hubbard model. However, the numerical effort scales as β3
and hence low temperatures are inaccessible. Recently, various continuous-time QMC
(CTQMC) algorithms have been developed for impurity models. These methods expand
the action (3.4) either in the interaction term [96, 97] or in the hybridization [98, 99],
and stochastically sum over all contributions. They are now often used in the context of
DMFT [100], because they perform better in a large region of parameter space [101] and
can be applied even for more general interaction terms which cannot be treated by the
Hirsch-Fye algorithm due to a severe sign problem [102].
Recently, several continuous time algorithms have been generalized to the Keldysh
contour to treat nonequilibrium impurity problems [103, 104, 105]. All those real-time
QMC algorithms unavoidably encounter a “dynamical sign problem“ due to the fact
that the action (3.4) and hence all weights in the stochastic sum are complex quantities.
Usually, this leads to an exponential increase of the numerical effort with the maximum
simulated time tmax. For small and intermediate times, however, CTQMC has turned out
to be very suitable as an impurity solver for nonequilibrium DMFT (Ch. 6, Ref. [74]).
In this application the nonequilibrium version [104] of the weak coupling auxiliary-field
QMC algorithm by Gull et al. [97] was used. As we will see below, the fact that it is
a weak-coupling expansion makes it very suitable to study noninteracting initial states.
On the other hand, the dynamical sign problem increases with interaction U , such that
the maximum time that can be reached scales as tmax ∼ 1/U . A brief discussion of the
algorithm is presented in the following subsection.
The weak-coupling auxiliary-field CTQMC algorithm
In weak-coupling auxiliary field QMC, observables and correlation function are computed
by expanding expectation values ⟨A1(t1)A2(t2) . . .⟩S in the interaction part of the Hamil-
tonian in the action (3.4b). For the usual Hubbard interaction (3.5), this is chosen as
[104]
Hint(t) = U(t)

n↑ − 12

n↓ − 12
−K/tmax, (3.42)
where the free constant K can be chosen to optimize the algorithm. The interaction term
is then decoupled by the introduction of auxiliary Ising fields s = ±1,
Hint(t) =
K
2tmax

s=±
exp

s γ(t)(n↑ − n↓)

, (3.43)
cosh(γ) = 1 +
U(t)tmax
2K
. (3.44)
The resulting n-particle Green functions of the quadratic action S0 = Shyb − iµ

σ
C dt nσ(t) are then factorized using Wick’s theorem (2.34). The final expression for the
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partition function Tr[exp(S)] can be written in the form [104]
Tr[exp(S)] =
∞
n=0
inKn
tnmaxn!

C
dt1 . . .

C
dtn

s1...sn
detN↑(si, ti) detN↓(si, ti), (3.45)
where [Nσ]ij are matrices that involve noninteracting Green function G
0
σ(t, t
′) =
−i⟨cσ(t)c†σ(t′)⟩S0 . The latter can be determined from the equation of motion (Sec. 2.3)
(i∂t + µ)G
0
σ(t, t
′)− [Λσ(t, t′) ∗G0σ](t, t′) = δC(t, t′). (3.46)
Similar expressions are obtained for the expectation values of observables or the Green
function. They are evaluated by a stochastic sum over a configuration space which consists
of an arbitrary number of spins sk at arbitrary positions tk on the contour C, and the
weight of each configuration is related to the determinants Nσ. The Monte Carlo steps
consist in adding, removing, and shifting the spins on C. Note that the dynamical sign
problem is already evident in Eq. (3.45): In each term with at least one real time argument,
the two contributions to (3.45) where the spin with the largest time is on the upper and
on the lower part exactly cancel, due to (2.12) and the definition of the contour integral.
After all terms on the real branch are cancelled, the final result of (3.45) is the partition
function of the initial equilibrium state, which depends only on the imaginary-time branch.
Further technical details of the algorithm can be taken from the original Ref. [104].
The implementation of this variant of CTQMC as an impurity solver into the DMFT
iteration for the solution of an interaction quench in the Hubbard model (Ch. 6) is
described in App. A. The detailed discussion given there will also clarify why the weak-
coupling expansion is particularly well suited to treat noninteracting initial states: The
Monte Carlo sampling has to be done only on the real-time part of the contour, and
imaginary time arguments in the mixed and Matsubara Green function components can
thus be replaced by partial Fourier transform. This allows to use the special analytical
properties of these Fourier transformed functions (Sec. 2.2.3) and thus treat initial states
at zero temperature.
3.4.3 Perturbative solution of the local problem
The perturbative calculation for the self-energy can be obtained from the rules presented
in (2.4). The rules for the single-site model are the same as for the Hubbard model, when
the sum over site indices is omitted. Here we compare two approaches: (i) the so-called
iterated perturbation theory (IPT), which is a second-order perturbation expansion of
Σσ in the noninteracting Green function G
0
σ, and (ii), self-consistent perturbation theory
(SPT), for which the skeleton expansion of the self-energy is evaluated up to second order.
We restrict ourselves to the half-filled case, where the first order diagrams vanish (these
are the Hartree contributions which give a shift of the chemical potential with respect
to µ = U/2), and only one diagram contributes to Σ, i.e., diagram (d2) in Table. 2.3.
Lines in the diagram represent either the full interacting Green function (SPT), or the
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Figure 3.1: Total energy Etot = Epot + Ekin, potential energy Epot = Ud(t), and kinetic
energy Ekin [Eq. 3.32b] in the Hubbard model at U = 2 (upper panel) and U = 5 (lower
panel). Results are obtained with nonequilibrium DMFT for a semielliptic density of
states (3.18), using either IPT (dashed lines), SPT (solid lines) or CTQMC (symbols) as
impurity solver. The initial state at t = 0 is the noninteracting Fermi sea at temperature
T = 0 (upper panel) and T = 0.1 (lower panel).
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noninteracting Green function G0 that is obtained from Eq. (3.46) (IPT),
ΣIPTσ (t, t
′) = U(t)U(t′)G0σ(t, t
′)G0σ¯(t
′, t)G0σ¯(t, t
′) (3.47)
ΣSPTσ (t, t
′) = U(t)U(t′)Gσ(t, t′)Gσ¯(t′, t)Gσ¯(t, t′). (3.48)
Either of these equations can be incorporated easily in the self-consistency scheme.
In equilibrium situations, IPT is frequently used as an approximate impurity solver [90,
11]. Although (3.47) is a weak-coupling expansion, it is accidentally correct in the atomic
limit for half-filling [11]. In many aspects, IPT thus provides a reasonable extrapolation
between the two exact limits U = 0 and V = 0. In particular, it qualitatively reproduces
the DMFT phase diagram of the Mott transition in the paramagnetic phase, although
there are quantitative differences to numerically exact QMC results. Unfortunately, we
find that the same is not true for nonequilibrium. It may be that IPT is exact for the
trivial case of a quench from the noninteracting case to the atomic limit (this was not
checked), but the method fails in the intermediate coupling regime because it is not
conserving. This is demonstrated for a specific situation: In Fig. 3.1 we have plotted
the internal energy, the potential energy, and the kinetic energy after a sudden switch of
the interaction in the Hubbard model from the noninteracting state to U > 0. Results
of IPT and SPT are compared to numerically exact CTQMC results. By construction,
both IPT and SPT work well for small U (IPT is actually a bit better), but IPT results
clearly violates energy conservation for U = 5, and leads to completely wrong values of the
double occupancy. SPT, on the other hand, is conserving according to the discussion in
Sec. 2.4. However, it apparently misses some important oscillations of the time evolution
and instead predicts a monotonous decay to a steady state.
3.4.4 The mapping problem
Before powerful numerical methods for nonequilibrium, such as time-dependent DMRG,
can be applied to the single-site problem of nonequilibrium DMFT, one must find a Hamil-
tonian which corresponds to the effective action (3.4). Having in mind the equilibrium
case [48], an obvious first guess is the SIAM with time-dependent bath parameters,
HSIAM(t) = Hloc(t) +Hbath(t) +Hhyb(t), (3.49a)
Hbath(t) =

pσ
ϵpσ(t)a
†
pσapσ, (3.49b)
Hhyb(t) =

pσ
Vpσ(t)c
†
σapσ + h.c., (3.49c)
where p labels the bath degrees of freedom, apσ (a
†
pσ) are annihilation (creation) operators
of fermionic particles in bath states respectively, and Hloc is given by (3.5). In this section
we will show that in fact for any given Λ (having, of course, the usual properties of the
contour function) the bath parameters in (3.49) can be chosen in such a way that the
effective action for the c-electrons equals (3.4). In other words, solving the DMFT single-
site model is equivalent to solving a SIAM with time-dependent bath couplings. However,
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in contrast to the mapping in equilibrium two baths are needed for the nonequilibrium
case (or, equivalently, one bath with doubly degenerate energy levels): One describes the
fading memory on the initial state, while the other one is building up for t > 0 and finally
describes the steady state of the system at t = ∞.
We start by deriving the effective action for the c-particles in (3.49), i.e., we determine
Λσ(t, t
′) such that the impurity Green function Gσ(t, t′) = −i⟨TC cˆσ(t)cˆ†σ(t′)⟩0 and the
impurity self-energy follow from the action (3.4). This could be formulated concisely
within a path integral formalism. However, we have not introduced this language and
thus prefer to give an equivalent construction using only simple equations of motion.
According to Sec. 2.3, the impurity Green function Gσ(t, t
′) satisfies the equation of
motion
(i∂t + µ)Gσ(t, t
′)−

p
Vpσ(t)Fpσ(t, t
′) = δC(t, t′) + i⟨TC [cσ(t), Hloc(t)]cˆ†σ(t′)⟩, (3.50)
where Fpσ(t, t
′) = −i⟨TC aˆpσ(t)cˆσ(t′)†⟩. Similarly, we obtain an equation of motion for
Fpσ(t, t
′),
[i∂t + µ− ϵpσ(t)]Fpσ(t, t′) = V ∗pσ(t)G(t, t′). (3.51)
With the Green function gpσ(t, t
′) of a single isolated bath site p,
[i∂t + µ− ϵpσ(t)]gpσ(t, t′) = δC(t, t′), (3.52)
we can then invert Eq. (3.51) and get
Fpσ(t, t
′) =

C
dt¯ gpσ(t, t¯)V
∗
pσ(t¯)G(t¯, t
′). (3.53)
When this is inserted into Eq. (3.50), one can see by comparison with Eq. (2.28a) that
Gσ(t, t
′) is also obtained from (3.4), provided that
Λσ(t, t
′) =

p
Vpσ(t)gpσ(t, t
′)V ∗pσ(t
′). (3.54)
The local Green function of an isolated bath site is easily calculated, either from Eq. (3.52),
or directly from gpσ(t, t
′) = −i⟨TC aˆpσ(t)aˆ†pσ(t′)⟩0. We get
gpσ(t, t
′) = i[f(ϵpσ − µ)−ΘC(t, t′)]eiµ(t
′−t) exp

i
 t
0
dt¯ ϵpσ(t¯)− i
 t′
0
dt¯ ϵpσ(t¯)

, (3.55)
where the integrals are along the contour C. From this expression one can see that the
bath energies can always be assumed as time-independent for the mapping to a SIAM:
The same hybridization function (3.54) is obtained either for time-dependent energies
ϵpσ(t), or from a different SIAM with constant energies ϵ˜pσ = ϵpσ(0) and hybridization
V˜pσ(t) = Vpσ(t) exp[
 t
0
dt¯(ϵpσ(t¯)−ϵpσ(0))]. For time-independent bath energies, Eq. (3.55)
reads
gpσ(t, t
′) = i[f(ϵpσ − µ)−ΘC(t, t′)]ei(ϵpσ−µ)(t−t
′). (3.56)
44 3 Nonequilibrium dynamical mean-field theory
Figure 3.2: Illustration of the mapping of the single-site problem in DMFT to the SIAM
(3.49). Λ(t, t′) is taken to be the SPT solution of an interaction quench in the Hubbard
model to U = 5, as in Fig. 3.1. The initial temperature is T = 0. Upper panel: Hy-
bridization V−(ϵ, t) of the impurity with the “initial state“ bath, Eqs. (3.63) and (3.60).
V−(ϵ, t) decays to 0 for t → ∞. Lower panel: Λ<+(t, t′) [Eq. 3.69]. The function vanishes
for t = 0 and t′ = 0, and becomes a function of t− t′ for t → ∞, when the state becomes
stationary.
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Let us now assume that the bath states may be characterized by a continuous energy
band with density of states ρ−(ϵ) and hybridization V−(ϵ, t). Using Eqs. (3.54) and (3.56),
one has to determine ρ−(ϵ) and V−(ϵ, t) such that
Λ(t, t′) ≡ Λ−(t, t′) = i

dϵ ρ−(ϵ)V−(ϵ, t) [f(ϵ−µ)−ΘC(t, t′)] ei(ϵ−µ)(t−t
′) V ∗−(ϵ, t). (3.57)
Here and in the following we assume symmetry with respect to the spin and hence omit the
index σ. The subscript “−” will become clear below. We first attempt to find parameters
such that Eq. (3.57) holds for the Matsubara component ΛM(τ, τ ′) = i λM(τ − τ ′). This
requires
λM(τ) =

dϵρ−(ϵ)|V−(ϵ, 0)|2e(τ−τ
′)(ϵ−µ)[f(ϵ− µ)−Θ(τ)]. (3.58)
After Fourier transformation to Matsubara frequencies and analytic continuation to real
frequencies we get
− 1
π
ImλM(ϵ+ i0) = ρ−(ϵ)|V−(ϵ, 0)|2. (3.59)
At t = 0, Eq. (3.49) is thus given by the impurity model that describes the initial equi-
librium state in DMFT. Either the density of states or the hybridization can be chosen
freely, e.g.,
ρ−(ϵ) = − 1
π
ImλM(ϵ+ i0), V−(ϵ, 0) = 1. (3.60)
Next, Eq. (3.57) must be satisfied for the mixed component Λ¬(t, τ),
Λ¬(t, τ) = i

dϵρ−(ϵ)V (ϵ, t) f(ϵ− µ) ei(ϵ−µ)(t+iτ V (ϵ, 0). (3.61)
Here we have used that the Hamiltonian parameter V (ϵ, t) does not depend on imaginary
time. After Fourier transformation to real frequencies (Sec. 2.2.3), we find
Λ¬(t, ϵ+ i0)− Λ¬(t, ϵ− i0) = ρ−(ϵ)eiϵtV−(ϵ, t). (3.62)
Using Eq. (3.59) this gives
V−(ϵ, t)
V−(ϵ, 0)
= eiϵt
Λ¬(t, ϵ+ i0)− Λ¬(t, ϵ− i0)
ImλM(ϵ+ i0)
. (3.63)
For a nondegenerate energy band, the hybridization matrix elements of the time-dependent
SIAM are thus uniquely determined already by Λ¬(t, τ) and λM(τ). This cannot be true
in general: Λ¬(t, τ) usually vanishes in the limit t → ∞ (indicating that there are no
correlations between the initial state and states at t = ∞ unless the system is in equi-
librium), but the hybridization of the impurity site with the bath does not vanish in this
limit. Otherwise the final state at t =∞ would be trivial. For an illustration in a specific
situation, cf. Fig. 3.2.
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To resolve this puzzle it is sufficient to add a second band to the bath (subscript +).
In analogy to (3.57) we then have to satisfy
Λ(t, t′) = i

α=±

dϵ ρα(ϵ)Vα(ϵ, t) [f(ϵ− µ)−ΘC(t, t′)] ei(ϵ−µ)(t−t
′) V ∗α (ϵ, t). (3.64)
In this expression we now fix
V+(ϵ, 0) = 0 (3.65)
and determine V−(ϵ, t) and ρ−(ϵ) according to Eqs. (3.60) and (3.63). It then follows that
the +-contribution to Eq. (3.64) vanishes for the Matsubara and mixed components of Λ,
and hence Eq. (3.64) is satisfied for λM(ω) and Λ¬(t, τ) by construction. Furthermore,
because Λ is continuous on C [Λ¬(τ, t) = Λ<(t, 0)], we have
Λ<(t, 0) = Λ<−(t, 0), Λ
<(0, t) = Λ<−(0, t), (3.66)
where Λ<−(t, t′) is determined in terms of λM(ω) and Λ¬(t, τ) by Eqs. (3.57), (3.60), and
(3.63),
Λ<−(t, t
′) = − i
π
 0
−∞
dϵ f(ϵ− µ) [Λ
¬(t, ϵ+)− Λ¬(t, ϵ−)][Λ¬(t′, ϵ+)∗ − Λ¬(t′, ϵ−)∗]
ImλM(ϵ+)
,
(3.67)
using the notation ϵ± = ϵ± i0.
It thus remains to find V+(ϵ, t) and ρ+(ϵ) such that (3.64) also holds for the real-time
components Λ<(t, t′) and Λ>(t, t′). In the following we will show that this is possible,
and suggest a procedure to construct V (ϵ, t) in practice. We restrict the discussion to
(initial state) temperature T = 0 and particle-hole symmetric Green functions (µ = 0),
i.e., we assume Λ<(t, t′) = Λ>(t, t′)∗. Due to particle-hole symmetry, Eq. (3.64) holds for
Λ>(t, t′), provided that it holds for Λ<(t, t′) and the hybridization satisfies
V±(ϵ, t) = V±(t,−ϵ)∗. (3.68)
For T = 0 we have f(ϵ−µ) = Θ(−ϵ). It is thus sufficient to determine V+(ϵ, t) and ρ+(ϵ)
for ϵ < 0, such that Eq. (3.64) holds for Λ<(t, t′), i.e.,
Λ<+(t, t
′) = Λ<(t, t′)− Λ<−(t, t′) (3.69)
= i
 0
−∞
dϵ ρ+(ϵ)V+(ϵ, t)e
iϵ(t−t′)V+(ϵ, t′)∗. (3.70)
From Eq. (3.67) and the symmetry (2.15b) it follows that
Λ<+(t, t
′) = −Λ<+(t′, t)∗, (3.71)
and hence iΛ<+(t, t
′) is a Hermitian matrix in the time arguments. Eq. (3.70) is the
continuous analog to the decomposition A = LdL† of a matrix into a diagonal part d and
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a square matrix L. Such a decomposition does indeed exist for Hermitian matrices A,
e.g., the Choleski decomposition (where L is upper triangular) or the eigen-decomposition
(where L is unitary). This indicates that Eq. (3.64) can be satisfied for an arbitrary choice
of Λ by a suitable choice of V+(ϵ, t).
Practically, however, going from the discrete matrix decomposion to the continuous
one [Eq. (3.70)] is not straightforward. One possibility is to try the following: Introduce
a discretization ∆t of time and ∆ϵ of energy, define matrices Vjn = V (−n∆ϵ, j∆t) and
Λjl = Λ
<
+(j∆t, l∆t), discretize the integral in (3.70),
Λij = ∆ϵ

n
VinρnV
†
nl, (3.72)
and perform a Cholesky or eigen-decomposition of Λij to determine Vin and ρn. However,
this scheme is of little use, because then the matrix Vjn = V (−n∆ϵ, j∆t) does generally
not converge to a continuous function of ϵ and t for ∆t→ 0 and ∆ϵ→ 0. On the contrary,
the decomposition (3.72) is not unique, because an arbitrary unitary matrix U with [U, ρ]
= 0 can be inserted, V ρV † = (V U)ρ(V U)† (since ρ is diagonal, [U, ρ] = 0 holds when U
performs column permutations multication of columns with arbitrary pure phase factors).
Continuity of V (ϵ, t) is needed if the impurity Hamiltonian is to be solved numerically,
and it requires a particular choice of U .
To overcome this problem one could impose a constraint on Vin in (3.72), and solve
the equation using maximum entropy techniques. We suggest a different approach, which
introduces the discretization of t and ϵ at a later stage and requires only the solution of
linear equations.4 The key idea of this approach is to start from a function A0(t, t
′) whose
decomposition in terms of continuous functions V0(t, ϵ) is known
A0(t, t
′) =
 0
−∞
dϵ V0(t, ϵ)V0(t
′, ϵ)∗. (3.73)
We then define
B(t, t′) = iΛ<+(t, t
′)− A0(t, t′) (3.74)
A(t, t′;x) = A0(t, t′) + xB(t, t′), (3.75)
such that A(t, t′; 0) = A0(t, t′) and A(t, t′; 1) = iΛ<+(t, t′). One can then attempt to
continuously deform the known V0(t, ϵ) into the unknown V+(t, ϵ), by computing
A(t, t′;x) =
 0
−∞
dϵ V (t, ϵ;x)V (t′, ϵ;x)∗ (3.76)
for x ∈ [0, 1], choosing a constant ρ+(ϵ). For this we take the derivative of Eq. (3.76) with
respect to x,
B(t, t′) =
 0
−∞
dϵ [∂xV (t, ϵ;x)]V (t
′, ϵ;x)∗ +
 0
−∞
dϵ V (t, ϵ;x)[∂xV (t
′, ϵ;x)∗]. (3.77)
4In contrast, solving Eq. (3.72) essentially corresponds to the determination of the square root of Λ.
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The solution of this equation for ∂xV (t, ϵ;x) is still not unique, but the arbitrariness can
be fixed in a natural way: We choose some matrix C with B(t, t′) = C(t, t′) + C(t′, t)∗,
e.g., C = 12B, and require
C(t, t′;x) =
 0
−∞
dϵ [∂xV (t, ϵ;x)]V (t
′, ϵ;x)∗. (3.78)
This equation is a linear equation for ∂xV (t, ϵ;x) in terms of V (t, ϵ;x), i.e., a linear
differential equation for V (t, ϵ;x). This differential equation must be solved for x ∈ [0, 1]
with initial condition V (t, ϵ; 0) = V0(t, ϵ) in order to obtain a continuous function
V+(t, ϵ) = V (t, ϵ; 1) (3.79)
for which Eq. (3.69) is then satisfied. Whether this method work in practice, and whether
it is superior to the maximum entropy techniques mentioned above, is beyond the scope
of this thesis and should be clarified in the future.
Part II
Time-evolution of simple model systems
Chapter 4
Approach to the thermal state
4.1 Introduction
From everyday experience we know that any physical system will quickly approach an
equilibrium state when it is left alone after a perturbation. The paradigm of this equi-
libration is the mixing of two gases or liquids. Turbulence and diffusion eventually lead
to a homogeneous distribution of the two components, which has no memory of the ini-
tial preparation of the mixture. Without this rapid loss of memory, thermodynamics
would make little sense. While the properties of an equilibrium state are highly universal
and depend only on few parameters such as the energy per volume, the description of
a nonequilibrium system requires much more detailed knowledge about the state. On
the other hand, the loss of memory implies the irreversibility of thermodynamics which
at first glance seems to be at odds with the deterministic mechanical laws that govern
the motion of the atoms. This discrepancy is still not completely resolved more than
one century after statistical physics was introduced mainly by Maxwell, Boltzmann, and
Gibbs in order to put the macroscopic thermodynamic laws on a microscopic basis. In
statistical physics, equilibrium properties of a large system are obtained by averaging over
all accessible microscopic states [106]. For an isolated system, which can neither exchange
energy nor particles with the environment, the possible states are those that satisfy the
conservation of energy and particle number. By construction, such an average results in
universal behavior. Furthermore, for large system sizes L, the statistical fluctuations of
extensive observables about the average become small compared to the mean (the relative
deviation is proportional to 1/
√
L), i.e., a randomly chosen, or “typical” accessible state
displays the same physical properties as the equilibrium state.
However, a nonequilibrium state is in general not typical in the above sense, and
it is thus not immediately clear why the statistical description usually works well for
arbitrary initial conditions. Boltzmann and Gibbs introduced the concepts of ergodic
and mixing dynamics to show that it is the chaotic motion of the atoms which justifies
the use of statistical mechanics, irrespective of the initial state.1 Both concept involve
some averaging, which is however more moderate than the microcanonical average over
1Introductory texts on these issues can be found, e.g., in the books by Dorfman [107] and Gutzwiller
[108].
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all accessible states. Ergodicity ensures that the time average of an observable equals the
microcanonical average for almost all initial states, while Gibbs proposed that mechanical
systems are mixing, which asserts that averages over an arbitrary small uncertainty in
the initial state at infinite past can be replaced by the microcanonical ensemble. Neither
ergodic or mixing dynamics requires any randomness in the equations of motion, which are
deterministic and include no coupling to the environment.2 Unfortunately, it has turned
out extremely hard to prove either of these properties even for the simplest classical
mechanical systems [107].
The following three chapters explicitly deal with the relation of the statistical behavior
of large systems to their quantum mechanical properties. While Ch. 5 and 6 focus on
specific model systems, we discuss some fundamental questions in more general language
in the present chapter. Does a system really equilibrate for an arbitrary initial state, and
if it does, does the final state equal the thermal state? Some preliminary remarks and
well-known concepts are presented in Sec. 4.2. When the system is not ergodic, it can still
reach a stationary state, which however retains detailed memory on the initial state. In
Sec. 4.3 we discuss a possible statistical description of that state. Furthermore we address
the important question of how the relaxation proceeds in time (Sec. 4.4). It turns out
that the state can become trapped in a nonthermal quasistationary state for long times,
in particular for systems which are close to integrability (Sec. 4.5).
One should stress that the concepts introduced in the following are not intended to
“justify statistical physics” by showing that macroscopic laws can be derived from the
microscopic ones. Actually, statistical physics can be motivated without reference to
the mechanical properties of the system, from a purely information theoretical point of
view [109] (Sec. 4.3). In contrast, the concepts discussed in the following should give
an understanding of the real-time relaxation behavior of many-particle systems which
is observable in experiment in spite of the very short relaxation times that are usually
involved. Some experiments are discussed in Sec. 4.2 for cold atomic gases, and in Ch. 8 for
solid state systems. The relevance for experiment is particularly evident when ergodicity
fails completely, or when thermalization is prevented on timescales which are much longer
that those estimated from the bare energy scales of the system.
4.2 Thermalization in classical and quantum systems
Classical mechanics
Although the subject of this thesis are quantum mechanical systems, the classical concepts
will be shortly introduced here for later comparison to their quantum analogues. As
mentioned in the previous section, thermalization in classical systems is attributed to
their chaotic dynamics, which is substantiated through the concept of ergodicity [107, 108]
due to Boltzmann: A Hamiltonian system is ergodic if a generic trajectory in phase space
densely covers the whole surface of constant energy, such that the time spent by the
2On the other hand, effective equations of motion for few-particle observables such as the momentum
distribution (the Boltzmann equation) are irreversible.
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Figure 4.1: Illustration of ergodic and mixing behavior in phase space Ω. Left panel: For
an ergodic system, a trajectory which starts from a generic point at time t = t0 densely
covers phase space. Right panel: The unitary time evolution of a mixing system deforms
a generic set of initial states at time t = t0 such that it becomes dense in phase space for
t → ∞.
trajectory in any open set is proportional to the phase-space volume of this set (Fig. 4.1).
From this geometrical property it follows that the time average ⟨O⟩ of any observable
O(q,p) which is a continuous function of the coordinates q and momenta p equals the
microcanonical average ⟨O⟩mic over the surface of constant energy,
⟨O⟩ ≡ lim
T→∞
1
T
 T
0
dtO(q(t),p(t)) =

Ω
dpdq δ(E −H) O(q,p)
Ω
dpdq δ(E −H) ≡ ⟨O⟩mic. (4.1)
Here H = H(q,p) is the Hamiltonian, and E = H(q(0),p(0)) the energy on the trajectory
(q(t),p(t)). A further characterization of the chaotic behavior was introduced by Gibbs
through the notion of mixing dynamics (which is a stronger criterion than ergodicity). It
implies that any small set in phase space is dispersed over the whole phase space during
the time evolution, while its volume is constant due to Liouville’s theorem, such that
the average over initial states can be replaced by the microcanonical average. Rigorous
proofs for ergodicity exits only in rather simple systems such as the classical gas of hard
spheres [110], or so-called billiard systems [111], where few hard-core particles are caged in
a complex geometry and reflected elastically from the walls. On the other hand, a system
does not behave ergodic when it is integrable. A classically integrable system with N
degrees of freedom is defined to have N constants of motion Ik(q,p) that are smooth
functions on phase space, and all pairwise Poisson brackets vanish, {Ik, Il} = 0. The
phase space of an integrable system is foliated by N -dimensional smooth submanifolds,
the invariant tori, that are defined by fixing all constants of motion to given values.
Because the orbits are confined to those invariant tori and a smooth submanifold cannot
be dense in phase space, the system cannot behave ergodic.
Due to the lack of analytical statements, Fermi, Pasta, and Ulam made an attempt
to demonstrate ergodic behavior by the numerical simulation of a finite chain of an-
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harmonically coupled oscillators.3 Their calculation, which was actually one of the first
large-scale numerical calculation of civil purpose, led to a surprise which became known as
the Fermi-Pasta-Ulam (FPU) paradox: Even at the largest accessible times thermal equi-
librium, marked by equipartition of the energy among the normal modes, was not reached.
Instead, the system showed almost perfect recurrences to the initial state. The FPU para-
dox remains an active area of research even after 50 years (for reviews see Refs. [113, 114]),
and its investigation has led to the discovery of fundamentally new phenomena such as
soliton waves [115]. A possible resolution of the FPU paradox relates it to the fact that
the Hamiltonian is close to integrability [113]. The transition from nonergodic to chaotic
behavior occurs at some precise threshold in the excitation energy, which depends on the
degree of anharmonicity and on the system size [113, 116], and seems to vanish in the
thermodynamic limit [117]. The dynamics of nearly integrable systems will be discussed
below in Sec. 4.5.
Quantum mechanics: experiments and general remarks
For quantum-mechanical systems, the fundamental questions are similar as for classical
systems, although the time evolution of a pure initial state |Ψ(0)⟩ of a closed system is
governed by the linear Schro¨dinger equation with Hamiltonian H,
i∂t|Ψ(t)⟩ = H(t)|Ψ(t)⟩. (4.2)
The time evolution of the state |Ψ(t)⟩ is then unitary, such that the system remains in
a pure state if it is initially in a pure state. The wave function an isolated system does
not converge at all for t → ∞, in particular not to a mixed state with density matrix
Tr ρ2 < 1. Only the reduced density matrix of a finite subsystem, for which the rest
of the system effectively acts as a reservoir, can become stationary [118]. Nevertheless,
the entire system can relax in the weaker sense that expectation value ⟨Ψ(t)|O|Ψ(t)⟩ of
observables O becomes stationary for large times. This global relaxation can happen only
for sufficiently large systems to prevent finite recurrence times, and for sufficiently simple
observables.4 For example, the expectation value of an observable O = |n1⟩⟨n1| + |n2⟩⟨n2|
that is the linear combination of projectors onto two eigenstates of H with different
energies, oscillates for all times. However, such projectors are highly nonlocal and their
expectation values correspond to correlation functions of very high order, while relaxation
of expectation values is expected for local and few-particle observables. However, there
are some cases where relaxation is prevented because only some frequencies occur in the
time evolution, which can happen in very simple systems such as the Ising chain in a
transverse magnetic field [119], or the atomic limit of the Hubbard model (see below).
The interest in thermalization of quantum-mechanical systems was recently boosted by
experiments on ultracold atomic gases [12] that can directly address this issue [120, 121].
3Fermi died in 1954 before the work was published, and the paper appeared only as a preprint [112].
4The fact that statements on relaxation and thermalization only hold for a certain class of observables
is of course not specific to quantum mechanics. However, the definition of this class is easier in the
classical case. For example, Eq. (4.1) holds for observables that are continuous functions on phase space.
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For example, Kinoshita, Wenger, and Weiss realized a system of many interacting particles
that does not relax to thermal equilibrium, but to a non-thermal stationary state instead.
For this purpose, a one-dimensional gas of cold Rb atoms was initially prepared such that
two parts of the atom-cloud move in opposite directions. While the two clouds oscillate
against each other in the trap, the atoms undergo many transitions, and the momentum
distribution finally becomes stationary.5 However, this stationary distribution still has
detailed memory on the initial state, and hence the system does not thermalize on the
accessible times. This behavior has been attributed to the fact that the particular system
resembles hard-core bosons, which are integrable in one dimension [120, 122, 123]. In
another experiment, a Bose condensate was prepared in the potential of an optical lattice
which was suddenly increased [16]. The Hamiltonian is then essentially reduced to the
Hubbard interaction H = U

i ni(ni − 1), but no hopping between lattice sites occurs.
Because H/U has only integer eigenvalues, the wave function will oscillate for all times
with period 2π~/U in this case. These oscillations have been termed collapse and revival
oscillations, because they are manifest in the periodic destruction and reformation of
the coherent k = 0 peak in the momentum distribution (which indicates the presence
of the Bose Einstein condensate). These recent experiments have motivated theoretical
investigations of quenches in various models. These include the Hubbard model for bosons
[124, 125] and fermions [126, 127, 128, 74], the related Falicov-Kimball model [71], hard-
core bosons in one and two dimensions [122, 123, 129, 130], the integrable Luttinger model
[131, 132], spinless fermions [133, 134], and Heisenberg spin chains [135].
Long-time average and the diagonal ensemble
In order to address the issue of thermalization we need to determine the long-time limit
of a quantum system for an arbitrary initial state. For this purpose consider an isolated
system is prepared at time t = 0 in an initial state which is described by the density
matrix ρ0, while the time evolution for t > 0 is governed by an arbitrary time-independent
Hamiltonian H. In general ρ0 =

n pn|Ψn⟩⟨Ψn| is a statistical mixture of orthogonal
states |Ψn⟩ with probabilities pn, but it has the form ρ0 = |Ψ(0)⟩⟨Ψ(0)| if the initial state
is a puse state. For t ≥ 0 the time evolution of the density matrix is given by
ρ(t) = eiHtρ0e
−iHt , (4.3)
and the expectation value of an observable O is
⟨O(t)⟩0 = Tr[Oρ(t)] =

nn′gg′
e−i(En−En′)t⟨ng|O|n′g′⟩⟨n′g′|ρ0|ng⟩ , (4.4)
where |ng⟩ are the eigenstates of H with energies En, and g labels possible degeneracies.
If the long-time limit limt→∞ ⟨O(t)⟩0 exists, then it is necessarily equal to the long-time
5The experiment is not quite as simple as suggested here: The stationary distribution is only observed
after a subtle correction for extrinsic loss effects.
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average ⟨O⟩,
⟨O⟩ = lim
T→∞
1
T
T
0
dt ⟨O⟩t =

ngg′
⟨ng|O|ng′⟩⟨ng′|ρ0|ng⟩, (4.5)
Here we assume that the limit can be taken termwise. In a steady state the system is
thus described by the density matrix
ρdiag =

ngg′
|ng⟩⟨ng|ρ0|ng′⟩⟨ng′|, (4.6)
which has been termed the time-averaged density matrix [125] or the diagonal ensemble
[129], and has been discussed since the early days of quantum mechanics [136]. The sta-
tistical operator ρdiag itself is extremely complicated and of little practical use. However,
it can be used as a starting point to discuss much simpler, statistical descriptions of the
stationary state in nonintegrable systems (next paragraph) and integrable systems [126]
(Sec. 4.3).
Is the prediction of ρdiag equal to the microcanonical or canonical ensemble? In the
following we will call a quantum system ergodic if this is the case. From Eq. (4.5) one
may infer that quantum systems are not ergodic unless the matrix elements are given
by ⟨ng|ρ0|ng′⟩ ∝ δgg′Θ(|En −E| −∆E)/∆E (microcanonical ensemble) or ⟨ng|ρ0|ng′⟩ ∝
δgg′e
−βEn (canonical ensemble), which is unlikely for an arbitrary initial state. However,
these matrix elements, or equivalently, the energy distribution, is not a good indicator for
nonergodic behavior. In fact, the energy distribution P (E) ∝ngg′⟨ng|ρ0|ng′⟩δ(E−En)
is different between the microcanonical and canonical ensemble, but nevertheless both
ensembles give the same value for other ensembles in the thermodynamic limit. Rather,
ergodic behavior can be related to the diagonal matrix elements ⟨ng|O|ng′⟩ of observables.
This is the main content of the following eigenstate thermalization hypothesis [137, 138],
which states that
the expectation value of a large class of observables in a single energy eigenstate
|n⟩, can be replaced by the microcanonical average, ⟨n|O|n⟩ = ⟨O⟩mic(En). (4.7)
A similar property has been discussed under the name “typicality“ [139]. The correspond-
ing concept for open quantum systems, “canonical typicality“ [140, 141], means that each
energy eigenstate of system and environment reduces to the canonical density matrix of
the system alone when the environment is traced out. When the eigenstate thermaliza-
tion hypothesis (4.7) holds, the long-time average (4.5) yields the microcanonical average
provided that P (E) is sharply peaked, and degeneracies do not play a role. The precise
form of P (E), however, does no longer matter. A proof of (4.7) exists only under strong
assumptions, e.g., within a semiclassical treatment of classically chaotic systems provided
that Berry’s conjecture can be applied [142, 138]. Rigol et al. [129] demonstated the
validity of the eigenstate thermalization hypothesis in a finite system using exact diago-
nalization. We will come back to this issue in Sec. 4.5, where the breakdown of (4.7) is
discussed as the Hamiltonian comes close to integrability.
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The effective temperature
If a system thermalizes, all expectation values in the final state are determined by the
conserved energy E and particle number N . For any system in nonequilibrium (with a
time-independent, number conserving Hamiltonian H) we can thus introduce the notion
of an effective temperature T∗ and effective chemical potential µ∗, such that the grand-
canonical ensemble ρ∗ = e−(H−µ∗N)/T∗/Z has the same average energy E = Tr[ρ0H] and
particle number as the original system, i.e.,
Tr[e−(H−µ∗N)/T∗H]/Z = Tr[ρ0H] (4.8a)
Tr[e−(H−µ∗N)/T∗N ]/Z = Tr[ρ0N ], (4.8b)
with Z = Tr[e−(H−µ∗N)/T∗ ]. Those equations fix T∗ and µ∗ in terms of inital state and
equilibrium quantities. Thermalization of a system in the thermodynamic limit is then
equivalent to the fact that long-time limits of simple observables O equals the avarage in
the grand canonical ensemble, limt→∞⟨O(t)⟩0 = Tr[e−(H−µ∗N)/T∗O]/Z. From the second
law of thermodynamics one expects that the entropy of the grand-canonical ensemble is
higher than the entropy of the initial state. However T∗ may be negative in principle,
which would mean that an initial state thermalizes to state with population inversion.
This was however not the case for the systems studied in the present thesis.
4.3 Statistical predictions for integrable systems
Generalized Gibbs ensemble
It was discussed already in the previous sections that a classical integrable system cannot
thermalize because its motion is constrained by conservation laws in addition to the
energy-conservation. The situation is similar for a quantum mechanical systems. Simple
theoretical models that do not thermalize have been studied for a long time [143, 144,
145, 146, 147]. Motivated by cold atom experiments the question of nonergodic behavior
of quantum mechanical systems has been taken up by several authors (see below). Rigol
et al. [123] investigated a system of hard-core bosons on a one-dimensional lattice that
are initially confined to a finite region of space, which is suddenly expanded at time t =
0. The momentum distribution relaxes to a stationary value, but this is not equal to the
thermal distribution and instead carries detailed memory on the initial state. The reason
for this behavior lies in the integrable nature of the system: There is an exact mapping
of the one-dimensional gas of hard-core bosons to noninteracting fermions by means of
the Jordan-Wigner transformation, and it is clear that the momentum distribution nk of
the effective fermions cannot relax because in a noninteracting system the momentum of
each single particle is conserved.
Because the memory of the system of its initial configuration must be somehow encoded
in the values of these integrals of motion, Rigol et al. suggested to construct a density
matrix ρG for the final stationary state only from that information [123]. Suppose a
system has a number of conserved quantities Iα that commute with each other and with
4.3 Statistical predictions for integrable systems 57
the Hamiltonian, and whose expectation value ⟨Iα⟩0 in known in the initial state. Then,
according to information theory the most likely ρG maximizes the entropy Tr[ρG log ρG]
under the constraints Tr[ρGIα] = ⟨Iα⟩0. This argument was originally posed by Janes
[109] to justify the use of statistical physics without making any reference to mechanical
concepts like ergodicity. The density matrix for the contrained system, the generalized
Gibbs ensemble (GGE) is then given by
ρG =
exp(−α λαIα)
Tr[exp(−α λαIα)] , (4.9)
where the Lagrange parameters λα are fixed by the conditions Tr[ρGIα] = ⟨Iα⟩0. The
GGE turns out to be valid for various models like hard-core bosons [123, 122] in one di-
mension, for the integrable Luttinger model [131, 132], the Falicov-Kimball model (Ch. 5,
Ref [71]), and the 1/r-Hubbard chain [126] introduced by Gebhard and Ruckenstein [148].
Barthel and Schollwo¨ck [149] recently showed that dephasing, i.e., the relaxation of the
density matrix to the GGE, occurs for finite subsystems under certain mathematical
conditions on the spectrum. However, even for hard-core bosons, at least some observ-
ables like the unit-cell averaged one-particle correlation function is not predicted correctly
[122, 123], thus asking for general criteria for the validity of GGEs. Some rather general
critaria, which are presented in the following subsection, have been derived [126] as part
of this thesis.
Validity of generalized Gibbs ensembles
In order to determine if a statistical description of the final state is valid one can compare
it to the diagonal ensemble (4.6). While this approach leads to few analytical results in
case of nonintegrable systems, where the best statistical description is the microcanonical
one, it does lead to some useful criteria for integrable systems, where more information
enters the generalized statistical prediction (4.9) [126]. The central point for the validity
is the choice of the integrals of motion Iα that enter Eq. (4.9), i.e., the information that
has to be taken into account to describe the stationary state.
For quantum systems, there is no unique choice of the constants of motion Ik as for
classical integrable systems. In fact, the notion of integrability in quantum systems is
generally more involved than in classical systems [150]. In particular, the mere existence
of many conserved quantities does not imply integrability. In contrast, for any quantum
system the number of linearly independent observables that commute among each other
equals the dimension D of the Hilbert space. They can be chosen, e.g., as the projectors
Pα on energy-eigenstates |α⟩, or, for a nondegenerate system, all powers Hn (n ≤ D) of
the Hamiltonian are independent. In a system with nondegenerate spectrum, it is easy
to show that the Gibbs ensemble that is constructed from these projectors or the powers
of the Hamiltonian exactly recovers the diagonal ensemble [151, 130].6 However, taking
6Because the projectors satisfy P 2α = Pα, one has ρG = exp(

α λαPα)/Z = Z
−1
α[1+Pα(e
−λα−1)];
using PαPβ = 0 for orthogonal states α and β, and

α Pα = 1, this gives ρG = Z
−1
α Pαe
−λα . The
constraint evaluates to TrρGPα = e
−λα/Z, which must equal ⟨Pα⟩0 = ⟨α|ρ0|α⟩. Hence ρG equals the
diagonal ensemble ρG =

α Pα⟨α|ρ0|α⟩.
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all powers of H, or all projectors into account contradicts the idea of statistical physics,
which is to make predictions although detailed information on the state is disregarded.
Hence the choice of the correct conserved quantities is central to the whole idea of the
GGE.
In the following we consider only integrable systems that can be mapped onto ef-
fectively noninteracting systems. This requirement is stronger than integrability via the
Bethe ansatz, but it holds for all cases to which the GGE has been applied so far. For
such systems the occupation of the effective free single-particle states forms a natural set
of constants of motion Iα, and it is intersting to see whether these constants of motion
are sufficient for a statistical description of the final state, or whether further constants
of motion such as their products IαIβ are needed. The general effective Hamiltonian for
those systems is given by
Heff =

α
ϵα Iα, (4.10)
where either (a) the constants of motion Iα have eigenvalues 0 and 1 and can thus be rep-
resented by fermions or hard-core bosons, Iα = a†αaα, with [aα, a†β]± = δαβ, (aα)2 = (a†α)2
= 0; or (b) the Iα have the eigenvalues 0, 1, 2 . . . and can be represented by bosons, Iα =
b†αbα, with [bα, b†β] = δαβ. Examples for case (a) are the effective Hamiltonians for hard-
core bosons in one dimension [122, 123], free fermions with quenched disorder [71], and
the 1/r fermionic Hubbard chain, whereas case (b) applies to the Luttinger model [131].
Note that in those cases the operators aα or bα are not the original degrees of freedom,
and in turn, the Iα are usually rather complex many-particle operators when expressed in
terms of the original particles. For the two cases the Lagrange multipliers λα in Eq. (4.9)
are then given by (a) ln[⟨Iα⟩−10 − 1] and (b) ln[⟨Iα⟩−10 + 1].
We now investigate whether the prediction of the GGE coincides with the prediction
of the diagonal ensemble for two general types of observables: for case (a) the observable
A =

α1···αm
β1···βm
Aα1···αmβ1···βm a
†
α1 · · · a†αmaβm · · · aβ1 (4.11)
is considered, while for case (b) also powers of the bosonic operators are allowed, and
therefor (for ri, sj ≥ 1)
B =

α1···αm,r1···rm
β1···βm,s1···sm
Bα1···αm,r1···rmβ1···βm,s1···sm (b
†
α1)
r1 · · · (b†αm)rm(bβm)sm · · · (bβ1)s1 (4.12)
is considered. Without loss of generality Bα1···αm,r1···rmβ1···βm,s1···sm are assumed to vanish whenever
two indices αi or βj are the same.
The Hamiltonian (4.10) has the eigenstates |m⟩ with occupation numbers Iα|m⟩ =
mα|m⟩ and energy eigenvalues Em =

α ϵαmα. For simplicity it is assumed that the
degeneracy of energy eigenvalues is irrelevant, i.e., the observable O or the initial-state
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density matrix ρ0 are diagonal in the subspace of eigenvectors |m⟩ with the same energy.
It is straightforward to obtain the long-time average, which is given by
⟨O⟩ =

m
⟨m|O|m⟩⟨m|ρ0|m⟩, (4.13)
as well as the GGE averages (4.9) of the observables A and B by using the occupation
number basis |m⟩ and the fixed GGE averages ⟨Iα⟩G = ⟨Iα⟩0. In case (a) one finds find
⟨A⟩ =

α1···αm
Aα1···αm  m
i=1
Iαi

0
, (4.14a)
⟨A⟩G =

α1···αm
Aα1···αm m
i=1
⟨ Iαi⟩0 , (4.14b)
where the identity 
m
i=1
Iαi

G
=
m
i=1
⟨ Iαi⟩G =
m
i=1
⟨ Iαi⟩0 (4.15)
was used in the second line. In case (b) one finds
⟨B⟩ =

α1···αm
Bα1···αm  m
i=1
(b†αi)ri(bαi)ri

0
=

α1···αm
Bα1···αm  m
i=1
ri−1
k=0
(Iαi − k)

0
, (4.16a)
⟨B⟩G =

α1···αm
Bα1···αm  m
i=1
(b†αi)ri(bαi)ri

G
=

α1···αm
Bα1···αm m
i=1
[ ri! (⟨Iαi⟩0)ri ] , (4.16b)
where the bosonic operator identity
(b†αi)ri(bαi)ri =
ri−1
k=0
(b†αibαi − k) (4.17)
enters in the first line, and the identity
m
i=1
(b†αi)ri(bαi)ri

G
=
m
i=1
⟨(b†αi)ri(bαi)ri⟩G =
m
i=1

ri−1
k=0
(Iαi − k)

G
=
m
i=1
[ ri! (⟨Iαi⟩G)ri ] =
m
i=1
[ ri! (⟨Iαi⟩0)ri ] (4.18)
in the second line. Furthermore the permutation-averaged matrix elements Aα1···αm =
P (∓1)P Aα1···αmαP1···αPm and Bα1···αm =P Bα1···αm,r1···rmαP1···αPm,rP1···rPm have been defined.
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From these results rather general sufficient conditions for the validity of the GGE
predictions can be obtained, namely the factorization of initial-state expectation values
of (a) products or (b) polynomials of the constants of motion Iα:
If

m
i=1
Iαi

0
=
m
i=1
⟨ Iαi⟩0 then ⟨A⟩ = ⟨A⟩G . (4.19a)
If

m
i=1
ri−1
k=0
(Iαi − k)

0
=
m
i=1
[ ri! (⟨Iαi⟩0)ri ] then ⟨B⟩ = ⟨B⟩G . (4.19b)
These factorizations occur trivially for simple observables that involve no more than one
factor of Iα. For example, this is the reason why the GGE (4.9) yields the correct long-
time average for the double occupation of the 1/r Hubbard model [126]. In summary,
GGEs correctly describe the steady state for sufficiently uncorrelated initial states or
sufficiently uncorrelated observables. This statement agrees in particular with the results
of Ref. [152], where the GGE was shown to make the wrong predictions for correlations
between bosonic occupation numbers.
As an application for the criteria (4.19) it is now shown that the GGE correctly
describes expectation values of local observables for hard-core bosons on a chain of length
L (up to finite size corrections of order 1/L) for the same initial state as in Ref. [122]. In
Ref. [122], hard-core bosons are studied on an lattice with alternating on-site potential
∆,
Hhcb =

⟨i,j⟩
tijb
†
ibi +∆

i
(−1)ib†ibi , (4.20)
([bi, b
†
j ] = δij , b
2
i = (b
†
i )
2 = 0). The system in initially in the ground state, and ∆ is
suddenly switched off at t = 0. Local observables B are defined such that they contain
only bosonic annihilation and creation operators bi and b
†
i that are restricted to sites i in
a finite segment i ∈ [imin, imin+M ]. A typical example is the density-density correlation
function ⟨b†ibib†jbj⟩. To solve the hard-core bosons Hamiltonian, one uses the Jordan-
Wigner transformation,
b†i = c
†
i
i−1
β=1
e−iπc
†
βcβ , bi =
i−1
β=1
eiπc
†
βcβci, (4.21)
which maps maps hard-core bosons to noninteracting fermions ci (with conserved momen-
tum occupation numbers c†kck). Bosonic observables thereby become a rather complicated
many-fermion expressions, but from Eq. (4.21) it is apparent that a local observable in the
above sense contains only fermionic operators ci for i ∈ [imin, imin +M ], and hence only
finitely many terms. It is thus sufficient to consider a single term, A = c†i1 . . . c
†
in
cjn . . . cjn ,
which can be cast in the form (4.11), where αi and βi now denote fermionic momenta,
and the coefficients Aα1···αmβ1···βm are obtained from the expansion of local operators ci in terms
of delocalized momentum states ck, such that |Ak1···kmk′1···k′m| ≤ const./L
m. The initial state is
the ground state of a superlattice of periodicity two, and the superlattice is switched off
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at t = 0. Hence the factorization (4.19a) occurs for all momenta apart from k + π = k′,
and the contribution of the remaining terms to the expectation value (4.14) is of order
1/L due to the bound on the matrix elements. This proves the proposition, i.e., the GGE
and the long-time average agree for all local observables for one-dimensional hard-core
bosons after a quench of a superlattice potential. In Ref. [122] this agreement was found
for some observables, but differences were observed for the bosonic one-particle density
matrix ρij = ⟨b†ibj⟩. The above argument thus generalizes these results and identifies the
differences between the GGE and the time average of ρij as finite-size corrections.
Degenerate energy levels
In the previous subsection it was assumed that the degeneracy of energy levels is irrelevant
[as defined above Eq. (4.13)], which allowed us to move from Eq. (4.4) to (4.5). Below an
example is given for which this assumption does not hold (see Ref. [126]). In that case
the expression (4.13) for the long-time average cannot be used, and thus neither (4.14a)
nor (4.16a) are available.
We consider a quench to U = 0 in a general fermionic Hubbard model. Fermions
(with spin σ = ↑, ↓) on a Bravais lattice (with L lattice sites) are prepared in a correlated
unpolarized initial state ρ0 with fixed densities n↑ = n↓ = n/2. The time evolution is
governed by the free Hamiltonian
H =

ijσ
Vijc
†
iσcjσ =

kσ
ϵk c
†
kσckσ , (4.22)
where k labels the crystal momentum. Periodic boundary conditions are assumed for
simplicity. This Hamiltonian of the form (4.10), with the number operators nkσ = c
†
kσckσ
playing the role of the constants of motion Iα. In the following the steady-state expecta-
tion value of the double occupation ni↑ni↓ is considered.
Assuming again that the degeneracy of energy levels is irrelevant, the long-time aver-
age (4.13) is obtained, using the basis |m⟩ = kσ(c†kσ)mkσ |0⟩,
⟨ni↑ni↓⟩ =

m
⟨m|ρ0|m⟩ 1
L2

kk′
mk↑mk′↓ = Tr

ρ0
L2

ij
ni↑nj↓

= n↑n↓ =
n2
4
. (4.23)
The same value is obtained from the canonical and grand-canonical ensemble, and also
from the generalized Gibbs ensemble which uses the number operators nkσ as constants
of motion:
⟨ni↑ni↓⟩G = 1
L2

kk′
⟨nk↑⟩G⟨nk′↓⟩G = 1
L2

kk′
⟨nk↑⟩0⟨nk′↓⟩0 = n↑n↓ = n
2
4
. (4.24)
Thus one can conclude that the double occupation thermalizes to the value n2/4 after a
quench to U = 0 in any Hubbard model, provided that the degeneracy of energy levels is
indeed irrelevant.
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This statement disagrees with exact results for the 1/r Hubbard chain which have
been derived in Ref. [126] When the 1/r Hubbard chain is quenched from U = ∞ to
U = 0, the long-time limit of the double occupancy is given by d∞ = n2(3− 2n)/6. This
differs from the long-time average (4.23). The reson for this behavior is that the linear
dispersion ϵk = tk of the 1/r hopping leads to a massive degeneracy for the free-fermion
energy eigenstates |m⟩, such that the long-time limit is not given by Eq. (4.13).
4.4 Prethermalization
We now proceed to the question how the relaxation to thermal equilibrium proceeds in
time. In this context one frequently encounters the prethermalization phenomenon [153],
both in classical and quantum systems. Prethermalization implies that a system relaxes
to a quasistationary but still nonthermal state on a rather short timescale, while the
subsequent thermalization takes place on a much longer timescale. In the quasistationary
intermediate state several quantities such as the kinetic and potential energy can have
reached almost their thermal expectation values, but others, such as the momentum
distribution function, are far from equilibrium.
A rather general argument for the existence of prethermalization can be given when
the Hamiltonian is close to integrability, where thermalization is inhibited by infinitely
many constants of motion. In this case one can perform a perturbation expansion of the
Hamiltonian in the vicinity of the integrable point. High-order terms in the expansion
become effective only on very long timescales, while the dynamics that is governed by
the leading terms is constrained by many conserved quantities. For example, for the
classical field-theory of Ref. [154] the time evolution on intermediate timescales is governed
by a Hartree mean-field theory, which allows nonthermal steady states due to infinitely
many conserved correlation functions. Moeckel et al. studied the prethermalization after
quenches in the Hubbard model to weak interaction U ≪ V by a similar argument [127,
128]. They use the flow equation technique and keep terms up to order (U/V )2, such that
the Hamiltonian is transformed to noninteracting quasiparticles. In this approximation,
the system can thus not thermalize, but it relaxes to a nonthermal stationary state on
the timescale V/U2. This is seen explicitly in the momentum distribution, which retains
a jump at the Fermi edge while it would be a smooth function in equilibrium at finite
temperature. The jump turns out to be exactly twice as large as in the equilibrium ground
state for interaction U . It is then argued that the neglected terms in the expansion lead to
thermalization on longer timescales V 3/U4. An interesting question, which is not persued
here, is whether the nonthermal quasistationary state can be described by a generalized
Gibbs ensemble of the transformed Hamiltonian.
In the following we will show that a similar behavior as for the weak-coupling limit
occurs in the Hubbard model (1.1) for V ≪ U , i.e., close to the atomic limit V = 0,
where relaxation to the thermal state is trivially impossible. The system then remains
trapped in a nonthermal quasistationary state on the long timescale U/V 2 for a general
initial state |ψ0⟩. Similar results have been obtained for the Bose-Hubbard model [124].
To prove this, we use the standard unitary transformation A¯ = e−SAeS [155] for which
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the double occupation D¯ =

i n¯i↑n¯i↓ of the dressed fermions c¯iσ is conserved, [H, D¯]
= 0. This transformation was originally constructed to obtain an effective low-energy
Hamiltonian for the Hubbard model in the strong-coupling limit (the t-J model). The
antihermitian matrix is expressed in terms of a decomposition the hopping term K =
ijσ tijσc
†
iσcjσ = Hkin/V (i.e., Vijσ = V tijσ) into operators Kp that change the double
occupation by p, i.e.,
K+ =

ijσ
tijσc
†
iσcjσ(1− njσ¯)niσ¯ (4.25a)
K− =

ijσ
tijσc
†
iσcjσnjσ¯(1− niσ¯) = (K+)† (4.25b)
K0 =

ijσ
tijσc
†
iσcjσ(1− niσ¯ − njσ¯ + 2njσ¯niσ¯) = K −K− −K+. (4.25c)
To leading order on then has [155]
S = (V/U)(K¯+ − K¯−) + (V/U)2[K¯+ + K¯−, K¯0] +O(V 3/U3). (4.26)
Double occupation and Hamiltonian can now be expressed in the transformed (dressed)
fermions c¯ using the Baker-Hausdorff formula
A = eSA¯ e−S = A¯+ [S, A¯] +
1
2!
[S, [S, A¯]] + . . . (4.27)
and the commutation relation
[D,K±] = ±K±, (4.28)
which follows from the definition (4.25). We obtain
D = D¯ + (V/U)(K¯+ + K¯−) +O(V 2/U2) (4.29)
H = UD¯ + V K¯0 +O(V 2/U). (4.30)
This is inserted into the expression d(t) = ⟨eiHtDe−iHt⟩0/L to obtain the time evolution
of the double occupancy,
Ld(t) = ⟨D¯⟩0 + V
U

eit(UD¯+V K¯0)(K¯+ + K¯−)e−it(UD¯+V K¯0)

0
+O

V 2
U2
,
tV 3
U2

. (4.31)
Here ⟨·⟩0 = ⟨ψ0| · |ψ0⟩ denote the initial state expectation value. The error O(tV 3/U2),
which is due to omitted terms in the exponentials e±iHt, is irrelevant in comparison to the
leading terms if t ≪ U/V 2. One can now factorize the exponential eit(UD¯+V K¯0) because
[D,K0] = 0, and calculate the time-dependent operators e
itUD¯K¯±e−itUD¯ from Eq. (4.28).
The final result is
d(t) = dstat − 2V
U
Re

eitUR(tV )

+O

V 2
U2
,
tV 3
U2

, (4.32)
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where
R(tV ) = ⟨eitV K0K+e−itV K0⟩0/L (4.33)
and
dstat = d(0)−∆d , (4.34a)
∆d = − 1
L

ijσ
tijσ⟨c†iσcjσ(niσ¯ − njσ¯)2⟩0 . (4.34b)
In this expression dressed fermions c¯ were again replaced by original fermions c with an
error of the same order as already in Eq. (4.32).
The envelope function R(tV ) of the oscillating term decays to zero for t ≫ 1/V .
To see this, insert an eigenbasis K0|m⟩ = km|m⟩, R(tV ) =

m,n⟨|n⟩⟨m|⟩0eitV (km−kn)
⟨n|K+|m⟩. In this expression all oscillating terms dephase in the long-time average, so
that only energy-diagonal terms contribute to the sum. Furthermore, it follows from
[K0, D] = 0 that D is a good quantum number of |n⟩ such that ⟨n|K+|n⟩ = 0. Thus we
can show that R(tV ) vanishes in the long-time limit if we assume that this limit exitst
(it is then equal to the long-time average) and if accidental degeneracies between sectors
of different D are irrelevant.
Eqs. (4.32)-(4.34) thus shows that d(t) relaxes through damped oscillations to the
quasistationary value (4.34) on a timescale 1/V , while corrections occur only on the
much longer timescale U/V 2. This result is valid for arbitrary initial states. To show that
Eq. (4.34) is indeed different from the thermal value, we have to compare it to the double
occupancy in a thermal ensemble with the same internal energy ⟨ψ0|H|ψ0⟩ [cf. Eq. 4.8].
For the remainder of this section we assume that the initial state |ψ0⟩ is a noninter-
acting ground state, which is a situation that is studied numerically in Ch. 5 and 6. In
this case, the expectation value in Eq. (4.34b) factorizes with respect to spin,
∆d = − 1
L

ijσ
tijσ⟨c†iσcjσ⟩0⟨(niσ¯ − njσ¯)2⟩0 . (4.35)
A further simplification occurs in the limit of infinite dimensions, where we have ⟨niσ¯njσ¯⟩0
= ⟨niσ¯⟩0⟨njσ¯⟩0 for i ̸= j. For a homogeneous phase with ⟨niσ¯⟩0 ≡ nσ¯, this gives
∆d = − 1
L

σ
2nσ¯(1− nσ¯)
Eσkin,0
V
, (4.36)
which is proportional to the kinetic energy in a noninteracting state [Eq. (3.33)]. The
thermal value can be obtained from a high-temperature expansion, because the excitation
energy with respect to the new ground state is O(U) when |ψ0⟩ is a noninteracting initial
state, such that the effective temperature [cf. Eq. (4.8)] is large, T∗ ≫ V . One obtains
[74]
dth = d(0)−∆dth , (4.37a)
∆dth = −

σ
Eσkin,0
V L
. (4.37b)
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In conclusion, the above argument shows that d(t) relaxes to a nonthermal value on the
fast timescale 1/V , although thermalization is expected for the nonintegrable Hubbard
model. The constrained dynamics on the timescale U/V 2 should be visible in other
observables.
On the other hand, the timescale for thermalization cannot be determined from the
above argument. In particular, we do not claim that the neglected terms of the expansion
lead to thermalization on the timescale U/V 2. Quite opposite: the unitary transformation
can in principle be constructed to arbitrary high order [156], such that the conservation
of D¯ is violated only by nonperturbative effects in this expansion and thermalization of
d may occur only on exponentially long timescales exp(const.U/V ) [157].7 However, the
long-time dynamics remains inaccessible at the moment and it is thus unclear how, and
whether, the strong-coupling expansion breaks down. It is therefore interesting to note
that for the Falicov-Kimball model (Sec. 5.3.4) and the 1/r Hubbard model [126] the
exact long-time limit of d(t), which is nonthermal, coincides with Eqs. (4.34a) and (4.35)
to lowest order in V/U . There are no nonperturbative corrections in this case which lead
to thermalization.
4.5 Relaxation dynamics of nearly integrable systems
In the previous section it was demonstrated that the dynamics of a nonintegrable system
can resemble the nonergodic behavior of integrable systems on very long timescales, pro-
vided that the former is obtained by a small perturbation of an integrable system. While
thermalization was assumed for long times, a proof could not be given. This raises the
question whether there is some room for truly nonergodic behavior of a nonintegrable
system on infinitely long timescales, even in the thermodynamic limit. We now discuss
some of the concepts related to this question.
A similar unitary perturbation expansion as in the previous section can in principle
be formulated quite generally for systems that are close to an integrable point. For this
purpose consider again the effective noninteracting Hamiltonian (4.10) with conserved
single-particle occupations Iα = a†αaα (bosons of fermions), but this time allow for a
perturbation term W ,
H = Heff + γW, [Heff, Iα] = 0, [W, Iα] ̸= 0. (4.38)
For small perturbations γ ≪ 1 (the unit of energy is set by the largest scale in Heff)
one can construct a unitary mapping A¯ = eS Ae−S), such that the modified constants of
motion I¯α are still conserved, i.e.,
[I¯α, H] = 0 ⇔ [Iα, eSHe−S ] = 0. (4.39)
The generator S is constructed order by order as a power series in γ. For this the series
7When the higher order terms of S are included in the above argument, the error ∝ tV 3U2 in Eq. (4.31)
is absent.
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representation
S =
∞
n=1
γn
n!
Sn, (4.40)
and the Baker-Hausdorff formula eSHe−S = H + [S,H] + 12 [S, [S,H]] + . . ., are used to
derive a power series for eSHe−S ,
eSHe−S = Heff + γ

[S1, Heff] +W

+
γ2
2

[S2, Heff] + [S1, 2W + [S1, Heff]]

+ . . . .
(4.41)
Because the Iα and Heff are pairwise commuting, one can assume a common eigenbasis
|m⟩
Heff|m⟩ = E0m|m⟩, Iα|m⟩ = mα|m⟩. (4.42)
In order for each Iα to commute with eSHe−S it is thus sufficient that the coefficient of
each power γn in (4.41) is diagonal in this basis. This can easily be satisfied by solving a
linear equation for each term. The first two terms are given by
(S1)nm =
1− δnm
E0n − E0m
Wnm (4.43a)
(S2)nm =
1
2
1− δnm
E0n − E0m

[S1, W ]nm (4.43b)
· · ·
where Wnm = Wnm(1 − δnm), i.e., the off-diagonal part of the disturbing operator. To
calculate the time evolution of an observable O(t) for times t ≪ 1/γN , one can use the
unitary transformation up to order N , i.e., S = SN ≡
N
n=1 γ
nSn/n!,
O(t) ≡ ⟨ψ0|eiHtOe−iHt|ψ0⟩ = ⟨ψ0|eSeiH¯tO¯e−iH¯te−S |ψ0⟩ (4.44a)
= ⟨ψ0|eSei(Heff+hdiag)tO¯e−i(Heff+hdiag)te−S |ψ0⟩+O(tγn+1). (4.44b)
In the second line it was used that SN is constructed such that H¯ = Heff+hdiag+O(γN+1)
with an energy-diagonal term hdiag.
How close is Eq. (4.44) to the thermal value of O for times t ≪ 1/γN? This depends
on the initial state |ψ0⟩ and the observable, but the two values do not coincide in general.
For example, let O be the momentum occupation nα = c
†
αcα, such that nα(t) = ⟨nα⟩0 +
O(γ), where the leading order corrections come from an expansion of O and eS in (4.44).
However, if the excitation energy of |ψ0⟩ is O(1), also the momentum occupation will differ
from the initial one by O(1) and not by O(γ). Hence the thermal value is not approached
for times t≪ 1/γN for any N . In other words, thermalization is a nonperturbative effect
that cannot be described within perturbation theory around the integrable point.
It remains open whether there is a truly nonthermal stationary state below some
threshold of γ, or whether thermalization occurs on exponentially long timescales ∝
exp(const./γ). The answer to this question is known in general for quantum systems.
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However, the classical analog of the perturbation around an integrable point was already
considered by Poincare´ in the context of celestial mechanics at the end of the 19th century
[113]. He proved that the existence of small energy denominators [cf. Eq. (4.43)] leads to
a breakdown of the classical perturbation theory around the integrable point. There are
no integrals of motion besides the energy that are analytic functions of the perturbation
γ. However, this does not yet imply chaotic behavior for any γ > 0. The problem of
dynamics close to an integrable point of a classical was finally resolved by a fundamental
theorem by Kolmogorov, Arnold, and Moser (KAM):8
The KAM theorem states that when an integrable Hamiltonian system is slightly
perturbed, there remains a set of invariant tori, which covers most of phase space (its
volume is actually controlled γ). Nevertheless this set is nowhere dense in phase space (a
situation that clearly cannot be describe by perturbation theory in γ) and in the remaining
region of phase space the motion is ergodic. The KAM estimate for the breakdown of
integrability can hardly be evaluated analytically, and one has to resort to numerical
calculations. Numerous computer studies of the chaos-nonchaos transition for classical
systems exist in the literature, starting from the seminal paper by Henon and Heiles [158].
Also for the FPU problem there are numerical indications that chaotic behavior occurs
below some threshold of the excitation energy [117]. Interestingly, this threshold seems
to vanish with increasing system size, which would imply that in the thermodynamic
limit ergodic behavior occurs for arbitrarily small excitation energy [117]. In a different
context, a transition from ergodic to nonergodic behavior is obtained for classical viscous
liquids within the mode-coupling theory [159], where it is proposed as an ideal form of the
glass transition. In quantum systems, a threshold for chaos and thermalization, which
is finite in the thermodynamic limit, is observed within a mean-field treatment of the
one-dimensional Bose Hubbard model [160].
A completely different approach to the transition from ergodic to nonergodic behavior
is to study the breakdown of the eigenstate thermalization hypothesis (4.7) close to an
integrable point of the Hamiltonian [130]. This idea is illustrated in the following by
an exact diagonalization of a finite two-dimensional cluster of the Hubbard model (L =
8 sites, 4 particles per spin direction, Hilbert space dimension D = 4900). In order to
check the validity of the (4.7), the expectation value of the momentum occupation nk =
σi e
ik(Ri−Rj)c†iσcjσ is evaluated at an incommensurate momentum k1 = (0.657, 0.234)
in each eigenstate |n⟩. This requires full diagonalization of the cluster, and not only
determination of the ground state, and hence we are restricted to relatively small clusters.
The expectation values (nk)m = ⟨m|nk|m⟩ are plotted in Fig. 4.2 against the energy
eigenvalue Em. If the (4.7) is fulfilled, one would expect that the ⟨m|nk|m⟩ only depend
on the energy Em and thus fall on a straight line in the diagram, as in Ref. [129]. This
is apparently not true for the integrable case U = 0, but improves with increasing U .
To quantitatively judge the validity as a function of U , the distribution PA(a,E) of the
8The theorem was suggested by Kolmogorov in 1954 and proven by Arnold (1963) and Moser (1963).
For an introduction, consider Ref. [108].
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Figure 4.2: Top: Expectation value ⟨m|nk1|m⟩ of of the momentum occupation nk1 =
σi e
ik(Ri−Rj)c†iσcjσ at k1 = (0.657, 0.234) in the energy eigenstates |m⟩ of the Hubbard
model on a finite cluster (inset in lower panel), as a function of interaction U . Bottom:
Distribution function (4.45) for ⟨m|nk1|m⟩ and E = 0, integrated over bins of width δn
= 0.1. Since the system is finite, we take ∆E = 1, and approximate ⟨nk1⟩mic by a linear
least square fit of the data points in the upper panel in the energy range −∆E ≤ E ≤
∆E.
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expectation values Am = ⟨m|A|m⟩ around the microcanonical average ⟨A⟩mic(E),
PA(a,E) =

m:|E−Em|≤∆E δ(Am − ⟨A⟩mic(E)− a)
m:|E−Em|≤∆E 1
(4.45)
⟨A⟩mic(E) =

m:|E−Em|≤∆E Am
m:|E−Em|≤∆E 1
(4.46)
In Fig. 4.2 this distribution is plotted for the observable A = nk. There is a clear tendency
for a narrowing of the distribution PA(E, a) when one departs from the noninteracting
state.
The reslts present demonstrate the breakdown of the eigenstate thermalization close
to an integrable point of the Hamiltonian. This breakdown is observed in the form of
a crossover from a broad distribution of expectation valued ⟨m|A|m⟩ to a narrow one.
Similar results were recently reported for hard-core bosons [130]. Using large Hilbert
space sizes up to 30000 it was shown that the crossover strongly depends on the energy
of the system. This prooves that the validity of (4.7) can be taken as a measure for a
breakdown of ergodicity close to an integrable point. Surely, the ultimate goal would be
to investigate the scaling of PA(a,E) with system size and thus estimate whether some
transition in PA(a,E) can be observed at a finite threshold energy and coupling, indicating
either a true change from nonergodic to ergodic behavior, or a profound change in the
relaxation behavior. This is still out of reach within the currenlty accessible Hilbert space
size.
Chapter 5
Interaction quench in the
Falicov-Kimball model
5.1 The Falicov-Kimball model
The Falicov-Kimball model was introduced by Falicov and Kimball in 1969 [161] as a
simple many-body model which exhibits a metal-insulator transition, and studied in a
series of subsequent papers [162, 163]. It describes itinerant and immobile electrons on a
lattice that interact via a local Coulomb repulsion U . The model can also be obtained
as a limiting case of the Hubbard model in which the hopping for one spin species is
set to zero; as such it had already been considered before 1969 by Hubbard [1] in order
to obtain an approximate solution of the Hubbard model. The general considerations
that have been made in previous chapters for Hubbard-type models with spin-dependent
hopping remain valid for the Falicov-Kimball model, in particular the the diagrammatic
rules for perturbation theory (Sec. 2.4) and the strong-coupling expansion around the
atomic limit, where both spin species are immobile (Sec. 4.4). Throughout this chapter,
the Hamiltonian is considered in the notation
H =

ij
Vijc
†
icj + U

i
nfi n
c
i − µ

i
nci − (µ− Ef )

i
nfi , (5.1)
where c
(†)
i and f
(†)
i are annihilation (creation) operators for the itinerant and immobile
electrons, respectively, and nci = c
†
ici (n
f
i = f
†
i fi) are their local densities. Hopping
between sites i and j (with amplitude Vij = V tij) is possible only for the mobile particles.
The hopping strength V = 1 is chosen as energy unit.
The Falicov-Kimball model can be considered in two modes which imply rather dif-
ferent physical interpretations. Either (i) the total number of electrons nf + nc is fixed,
but the individual occupation of mobile and immobile electrons changes as a function
of temperature and interaction U (then Ef is fixed, and µ determines the total particle
number). This change in the nature of the carriers leads to the metal-insulator transi-
tion that has been discussed by the inventors of the model [161, 162]. (ii) On the other
hand, the number of c and f electrons can be fixed separately by choosing µ and Ef as
5.1 The Falicov-Kimball model 71
independent variables. In this case the model exhibits a transition to long-range charge
order at certain fillings and low temperatures [164, 165, 166]. This transition has been
interpreted as a simple model for crystallization, where the immobile particles represent
the heavy atoms, and the mobile particles the lighter electrons [166]. Some exact results
are summarized in the review by Gruber and Macris [167].
The Falicov-Kimball model could be realized with cold atomic gases. The depth of
the optical lattice depends on the detuning of the laser frequency with respect to the
absorption frequencies of the atoms, and it is thus easy to mix two species of atoms with
different hopping matrix elements. The introduction of localized particles into an optical
lattice has already been used as an experimental realization of disorder in ultracold atomic
gases [168]. Compared to other approaches like using laser speckle pattern this has the
advantage of a rather short correlation length of the disorder. However, the preparation
of an annealed disorder state of the Falicov-Kimball model (see below) as compared to
quenched disorder, which is often assumed for localized atoms on an optical lattice [169]
might be more difficult. One could try to achieve this by slowly switching off one of the
hopping matrix elements.
However, apart from few examples such as valence change materials [43] the Falicov-
Kimball model is a often rather crude approximation for the description of real materials.
Nevertheless the model has played an important role in condensed matter physics as a
benchmark for DMFT. Soon after Metzner and Vollhardt [49] introduced the limit of
infinite dimensions to correlated fermion systems, Brandt and Mielsch [47] proved that
the Falicov-Kimball model can be mapped to a local problem in a self-consistent field in
this limit, and thus provided the solution of this model in d = ∞. This was probably
the first application of DMFT, two years before a similar mapping was done for the
Hubbard model [48]. Another approach of deriving an exact mean-field Hamiltonian of the
Falicov-Kimball model was found by van Dongen and Vollhardt [170]. Since then various
dynamic and static equilibrium properties of the Falicov-Kimball have been calculated
with DMFT [171]. Most important for this thesis is the case of half-filling for both c and
f particles, nc = nf =
1
2 . For this case, DMFT gives a charge-ordered state on a bipartite
lattice at low temperatures [47, 172, 173]. In the homogeneous phase, a Mott-like metal-
insulator transition occurs, where a gap is opened in the single-particle spectrum when U
is increased above a critical value U = Uc [174, 175] (Fig. 5.1). Remarkably, the spectrum
of the homogeneous phase of the Falicov-Kimball model is independent of temperature.
What makes the Falicov-Kimball model a correlated model and thus ultimately causes
these phase transitions is the fact that, although the f particles are immobile, the equi-
librium state is not simply a random configuration of f -particles, but rather a state with
annealed disorder. The f -particle configuration minimizes the energy of c-particles. More
precisely, the thermal state e−βH/Z can be written as an disorder average over all pos-
sible configurations {nfi } of localized particles, where the weight of each configuration is
determined by the free energy of the c-particles,
e−βH
Z
=

{nfi }
W [{nfi }]P{nfi }
e−βHc[{n
f
i }]
Zc[{nfi }]
. (5.2)
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Figure 5.1: Spectrum of the local Green function gr(ω) (a), and of the local Green function
rr(ω) at sites that are occupied with one f -particle (b). [DMFT for the homogeneous
equilibrium phase at half-filling (nc = nf =
1
2
), using a semielliptic density of states
(3.18) with quarter bandwidth V = 1, cf. Ref. [174], or Eqs.(5.25) below].
Here Hc[{nfi }] is the (quadratic) Hamiltonian of the c-particles for given {nfi }, Zc[{nfi }] =
Tr[e−βHc[{n
f
i }]],
P{nfi } =

i
(f †i fi)
nfi (1− f †i fi)1−n
f
i , (5.3)
is the projector on the configuration {nfi }, and
W [{nfi }] =
Zc[{nfi }]
Z
(5.4)
is its weight. This can be checked directly by comparing matrix elements on both sides
of Eq. (5.2) in a product basis.
This annealed disorder leads to charge-ordered phases in the Falicov-Kimball model.
However, for the homogeneous phase the DMFT equations turn out to be the same as
the coherent-potential approximation (CPA). The CPA can be used as an approximate
description for models with quenched binary disorder, where all weights W [{nfi }] are
equal (for a review of the CPA, cf. [176]). The CPA becomes exact in the limit of infinite
dimensions [60]. Although the equivalence of the CPA solution and the homogeneous
phase of the Falicov-Kimball model is not assumed from the beginning, but results from
the DMFT solution, it implies all results that will be derived below for the homogeneous
phase of the Falicov-Kimball model hold also for a quenched disorder system which is
treated with CPA. This should be kept in mind for the interpretation of our results.
The Falicov-Kimball model was reconsidered whenever new developments were made
within DMFT, e.g., for inhomogeneous DMFT [177], bosonic DMFT [55], and, most
important for this work, nonequilibrium DMFT [43, 71, 68]. In all cases DMFT simplifies
for the Falicov-Kimball model because the effective single-site problem is exactly solvable.
In this chapter an interaction quench in the Falicov-Kimball model is considered, for which
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an analytical DMFT solution can be achieved [71, 73]. In particular, this allows one to
study the long-time limit.
We assume that the system is prepared in thermal equilibrium at temperature T for
times t < 0; at t = 0 the interaction is suddenly switched from the value U− to a new
value U+, so that the time evolution for t ≥ 0 is governed by the new Hamiltonian.1
Technical details of the solution are given in the following section, which is not absolutely
necessary for the understanding of the results presented later in Sec. 5.3.
5.2 Interaction quench in the Falicov-Kimball model: An-
alytical solution
5.2.1 Equations of motion in nonequilibrium
The immobility of the f -particles in the Falicov-Kimball model leads to an important
simplification for the single-site action Eq. (3.4) in DMFT: the term Λff (t, t
′), which
would describe temporal fluctuations of the f -particle density, vanishes [47]. The density
f †(t)f(t) can be replaced by the time-independent operator nf in the action, and the
local Green function (3.6) is thus given by
G(t, t′) = −iTrc,f [e
−βH0TC exp(S[nf ])c(t)c†(t′)]
Trc,f [e−βH0TC exp(−iS[nf ])
, (5.5a)
S[nf ] = −i

C
dt¯

C
dt¯′ c†(t¯)Λ(t¯, t¯′)c(t¯′)− inf

C
dt¯ U(t¯)c†(t¯)c(t¯) + (Ef − µ)nf . (5.5b)
for the general case of a time-dependent interaction U(t). In this equation the operators
are written in interaction representation with respect to H0 = µc
†c. Introducing the
partition functions
Zn = Trc

e−µc
†cTC exp(S[n])

(5.6)
for n = 0, 1, the trace over the f degrees of freedom can be performed, which gives
G(t, t′) = w0Q(t, t′) + w1R(t, t′) , (5.7)
where
Q(t, t′) = −iTrc[e
−βµc†cTC S[0] c(t)c†(t′)]
Z0
, (5.8)
R(t, t′) = −iTrc[e
−βµc†cTC S[1] c(t)c†(t′)]
Z1
, (5.9)
1 Note that adding a time-dependent single-particle potential term ϵ(t)N at t = 0 leads to phase
factors exp[i
 t′
t
dτ ϵ(τ)] in the Green functions, and thus is of no consequence for equal-time (t = t′)
observables. In particular, it is not important whether the time-dependent interaction term is defined by
Eq. (3.5), or by U(t)

i n
c
in
f
i as we do in the present chapter [cf. Eq. 5.1].
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and
w1 = 1− w0 = Z1
Z0 + Z1
(5.10)
is the f -particle density. These equations were first solved for the equilibrium case by
Brandt and Mielsch [47]. In general the f -particle density w1 depends on the c-particle
configuration and Ef through Eqs. (5.6) and (5.10) in a complicated way and is not
known a priori. In particular, it is sublattice-dependent in the checkerboard phase. For
nonequilibrium, however, these complications are of minor importance because the wn are
time-independent; they can be determined by an equilibrium calculation for the initial
state, and hence the inclusion of charge-ordered phases does not add much difficulty to
a nonequilibrium calculation. On the other hand, since the charge order parameter is
conserved in time, one cannot expect particularly interesting results either. The following
calculation is thus restricted to the homogeneous phase, where w1 and all local quantities
are site-independent, and the w1 enter as initial conditions (for the homogeneous case,
specification of either Ef or w1 is equivalent.). For half-filling, we will simply have w1 =
w0 =
1
2 .
The Green functions (5.8) and (5.9) are completely determined by the equations of
motion (Sec. 2.3),
[i∂t + µ]Q(t, t
′)− (Λ ∗R)(t, t′) = δC(t, t′) , (5.11a)
[i∂t + µ− U(t)]R(t, t′)− (Λ ∗R)(t, t′) = δC(t, t′) , (5.11b)
with antiperiodic boundary conditions (2.11) in both arguments on the contour C. From
its definition (5.9) it follows that the Green function R(t, t′) has a simple expression in
terms of operators,
w1R(t, t
′) = −iTrc,f [e
−βH0TC exp(S[nf ])c(t)f †(t)f(t)c†(t′)]
Trc,f [e−βH0TC exp(S[nf ])
≡ Γ(t, t′), (5.12)
where the right hand side corresponds to the two-particle correlation function (3.9) that
arises in the equations of motion for the local Green function and a Hubbard interaction.
One can thus directly read off the self-energy from Eq. (3.8),
w1U(t)R(t, t
′) = (Σ ∗G)(t, t′). (5.13)
Several observables of the lattice system (5.1) can be calculated directly from these Green
functions analogous to the Hubbard model (cf. Sec. 3.3; compared to Sec. 3.3, one must
replace ci↓ by c, ci↑ by f , and set Vij↑ = 0 Vij↓ = Vij). In particular, the density nc of
the mobile particles, the double occupation d(t), and the internal energy E are obtained
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from the Green functions (5.5a) and (5.12),
nc =
1
L

i
⟨cˆ†i (t)cˆi(t)⟩ = −iG<(t, t), (5.14)
d(t) =
1
L

i
⟨cˆ†i (t)cˆi(t)fˆ †i fˆi⟩ = −iw1R<(t, t), (5.15)
E =
1
L

ij
tij⟨cˆ†i (t)cˆj(t)⟩0 + d(t)U(t) = ∂tG<(t, t′)t′=t + µnc , (5.16)
and the momentum distribution (which depends only on the single-particle energy ϵk) is
given by
n(ϵ, t) = ⟨cˆ†k(t)cˆk(t)⟩ϵk=ϵ = −iG<ϵ (t, t) (5.17)
where the momentum-resolved Green function is obtained from the Dyson equation,
(i∂t + µ− ϵ)Gϵ(t, t′)− [Σ ∗Gϵ](t, t′) = δC(t, t′). (5.18)
Together with the self-consistency condition for a semielliptic density of states [cf. Eq. (3.19)],
Λ(t, t′) = V 2G(t, t′). (5.19)
Eqs. (5.7), (5.11a), and (5.11b) form a complete set of equations for the local Green
functions of the homogeneous phase of the Falicov-Kimball model with time-dependent
interaction. External parameters are the chemical potential µ, the average number of
f -particles w1, and the temperature T of the initial state, which enters implicitly through
the definition of the contour C. These equations can in general be solved only numerically
(Ch. 7). The sudden change of the interaction is a exceptional case in which they can be
solved analytically [71, 73] and this solution is now given in detail.
5.2.2 Langreth rules
To solve the contour equations (5.11a), (5.11b), (5.13), and (5.18) we first rewrite them
in terms of their retarded and lesser components (table 2.2), just as done for Eq. (2.36)
in Sec. 2.5. In effect, this means that contour derivatives C(t, t′) = ∂tA(t, t′) are replaced
by real-time derivatives,
Cr(t, t′) = ∂tAr(t, t′), (5.20a)
C<(t, t′) = ∂tA<(t, t′), (5.20b)
and convolutions C(t, t′) = [A ∗ B](t, t′) of two contour Green functions A and B are
expressed in terms of their retarded, advanced, and lesser components according to the
Langreth rules (Table 2.4)
Cr(t, t′) =
 t
t′
dt¯ Ar(t, t¯)Br(t¯, t′); (5.21a)
C<(t, t′)=
 t′
−∞
dt¯ A<(t, t¯)Ba(t¯, t′) +
 t
−∞
dt¯ Ar(t, t¯)B<(t¯, t′). (5.21b)
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The integral boundaries account for the fact that retarded (advanced) Green functions
Ar(a)(t, t′) vanish when t < t′ (t > t′). Furthermore, we shifted 0 → −∞ in the second
equation, such that the convolution extends over the whole axis but contributions from
the vertical part at 0− iτ can be dropped. This step is discussed in further detail below.
The contour delta function on the right-hand-side of Eqs. (5.11a), (5.11b), and (5.18)
vanishes when the lesser component is taken, and it is replaced by the usual delta function
δ(t − t′) for the retarded components. However, because any retarded function Ar(t, t′)
vanishes for t < t′, retarded equations of motion are only considered for t > t′, and the
initial value at t = t′ is determined by the weight of the delta function and the derivative
operator. In particular,
Grk(t, t) = R
r(t, t) = Qr(t, t) = −i (5.22)
is obtained from Eqs. (5.11a), (5.11b), and (5.18). These conditions follow also directly
from the anticommutation relation of creation and annihilation operators.
5.2.3 Stationary states for t, t′ < 0 and t, t′ → ∞
For the interaction quench we treat the equations of motion separately in the four regions
where both t and t′ do not change sign; we introduce additional subscripts + and − which
indicate whether the time arguments are greater or less than zero, respectively. Inserting
Eqs. (5.20a) and (5.21a) into Eqs. (5.11a) and (5.11b) yields a closed set of equations for
Rr(t, t′) and Qr(t, t′),
Λr(t, t′) = V 2[w1Rr(t, t′) + w0Qr(t, t′)], (5.23a)
[i∂t + µ]Q
r(t, t′) =
 t
t′
dt¯Λr(t, t¯)Qr(t¯, t′), (5.23b)
[i∂t + µ− U(t)]Rr(t, t′) =
 t
t′
dt¯Λr(t, t¯)Rr(t¯, t′), (5.23c)
which must be solved for t > t′, using the initial condition (5.22). The self-consistency
equation (5.19) was used in Eq. (5.23a). Note that in Eq. (5.23), Green functions with
both time arguments greater or lesser that zero, i.e., the (++) and (−−) components, do
not mix with other components. Because U(t) is constant for t > 0 and t < 0, respectively,
the solutions of Eq. (5.23) are thus translationally invariant in time when both t and t′
have the same sign, and we make the ansatz
Ar±±(t, t
′) = ar±(t− t′), (5.24a)
a˜r±(z) =
 ∞
0
ds eizs ar±(s), (5.24b)
5.2 Interaction quench in the Falicov-Kimball model: Analytical solution 77
for all contour functions A = G, R, Q, Λ, Gk, and Σ (with a = g, r, q, λ, gk, and σ,
respectively). Using this ansatz in Eq. (5.23) we obtain a set of cubic equations,
g˜r±(z) = w0q˜
r
±(z) + w1q˜
r
±(z) , (5.25a)
q˜r±(z) = [z + µ− V 2g˜r±(z)]−1 (5.25b)
r˜r±(z) = [z + µ− V 2g˜r±(z)− U±]−1 . (5.25c)
that can be solved analytically. These cubic equations are well-known from the DMFT
solution of the Falicov-Kimball model in equilibrium [170]. This is of course expected
when both t and t′ < 0, because before the quench the system indeed is in an equilibrium
state. In a similar way, the retarded (++) and (−−) components of Σ and Gk are obtained
from Eq. (5.13) and (5.18),
σ˜r±(z) = w1U±r˜
r
±(z)/g˜
r
±(z), (5.26)
g˜rk±(z) = [z + µ− ϵk − σ˜r±(z)]−1. (5.27)
Furthermore, advanced Green functions are directly related to the retarded ones by sym-
metry (2.15), so that we have
Aa±±(t, t
′) = aa±(t− t′), (5.28a)
a˜a±(z) =
 0
−∞
ds eizs aa±(s) = a˜
r
±(z
∗)∗. (5.28b)
The lesser Green functions are translationally invariant in time only for both t and t′ <
0 [(−−) component], when the system is still in equilibrium. One then has [cf. Eq. 2.18c]
A<−−(t, t
′) =

dω
2π
eiω(t
′−t)a˜<−(ω), (5.29a)
a˜<−(ω) = f(ω)[a˜
a
−(ω)− a˜r−(ω)], (5.29b)
where f(ω) = 1/(eω/T + 1) is the Fermi function, and a˜a−(ω) − a˜r−(ω) = −2i Im ar−(ω)
is proportional to the spectrum of the equilibrium Green function. Mathematically this
follows from the solutions of the equations of motion on the full contour, including the
vertical part, and taking into account the antiperiodic boundary conditions. For the
quench we use Eq. (5.29) as initial condition for the lesser components. Only then can
we then let 0 → −∞, and disregard the vertical part in the Langreth rule (5.21b).
On the other hand, we show below that in the limit where both t and t′ tend to ∞
(but their difference is finite), the lesser (++) components take a form very similar to
(5.29),
lim
t→∞A
<
++(t+ s, t) =

dω
2π
e−iωsa˜<+(ω), (5.30a)
a˜<+(ω) = F (ω)[a˜
a
+(ω)− a˜r+(ω)]. (5.30b)
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The function F (ω) is common for all a = g, r, q, σ, and gk. One can in fact directly see
from the equations of motion (5.11a), (5.11b), (5.13), and (5.18) for the lesser component
that if the stationary limit (5.30a) exists, then Green functions a˜<+(ω) must have this
common factor F (ω). To find this factor, however, the equations of motion must be
solved, because it contains the entire information about the initial state.
5.2.4 Double Fourier transforms
We now consider the cases with one or two positive time arguments, i.e., after the quench.
We introduce double Fourier transforms
A˜r+−(z, η) =
 ∞
0
dt eizt
 0
−∞
dt′ eiηt
′
Ar+−(t, t
′), (5.31a)
A˜a−+(η, z) =
 ∞
0
dt eizt
 0
−∞
dt′ eiηt
′
Aa−+(t
′, t), (5.31b)
for retarded and advanced components,
dω
2π
e−iωt
′
A˜<+−(z, ω) =
 ∞
0
dt eiztA<+−(t, t
′) (5.32a)
dω
2π
e−iωt
′
A˜<−+(ω, z) =
 ∞
0
dt eiztA<−+(t
′, t) (5.32b)
for the lesser components with mixed time arguments (which holds for t′ < 0), and
A˜<++(z, η) =
 ∞
0
dt eizt
 ∞
0
dt′ eiηt
′
A<++(t, t
′) (5.33)
for the lesser Green function with both time arguments after the quench. In this subsection
explicit expressions for A˜r+−(z, ω), A˜<+−(z, ω), and A˜
<
++(z, ω) are derived. The remaining
functions are then obtained by symmetry (2.15),
A˜a−+(η, z) = A˜
r
+−(−η∗,−z∗)∗ (5.34a)
A˜<−+(ω, z) = −A˜<+−(−z∗,−ω)∗. (5.34b)
Using Langreth rules (5.21) once again yields for the convolutions C = A ∗B
C˜r+−(z,−ω) = A˜r+−(z,−ω)b˜r−(ω) + a˜r+(z)B˜r+−(z,−ω), (5.35a)
C˜<+−(z,−ω) = A˜<+−(z,−ω)b˜a−(ω) + a˜r+(z)B˜<+−(z,−ω) + A˜r+−(z,−ω)b˜<−(ω), (5.35b)
C˜<++(z, η) = A˜
<
++(z, η)b˜
a
+(−η) + a˜r+(z)B˜<++(z, η)
+

dω
2π
[A˜<+−(z,−ω)B˜a−+(ω, η) + A˜r+−(z,−ω)B˜<−+(ω, η)]. (5.35c)
5.2 Interaction quench in the Falicov-Kimball model: Analytical solution 79
Furthermore, the derivative C = ∂Ct A(t, t′) translates into
C˜r+−(z, η) = zA˜
r(z, η)− ia˜r−(−η), (5.36a)
C˜<+−(z, ω) = zA˜
<
+−(z,−ω)− ia˜<−(ω), (5.36b)
C˜<++(z, η) = zA˜
<
++(z, η)− i

dω
2π
A˜<−+(ω, η), (5.36c)
where one must use the continuity of the components at the boundary t = 0 and t′ = 0,
e.g., Ar+−(0, t′) = Ar−−(0, t′).
Using Eqs. (5.35) and (5.36) one can rewrite Eq. (5.11) for the various components
and solve them using the self-consistency equation (5.19). For instance, we obtain the
(+−) component of the retarded Green functions as
R˜r+−(z, η) = [Λ˜
r
+−(z, η) + i]r
r
+(z)r
r
−(−η), (5.37)
Q˜r+−(z, η) = [Λ˜
r
+−(z, η) + i]q
r
+(z)q
r
−(−η), (5.38)
where Eq. (5.25) was used once. Together with the self-consistency (5.19), this is a simple
linear equation for Λr+−(z, η). In a similar way all components are determined successively:
Starting from the retarded (+−) and advanced (−+) components, the results enter the
lesser (+−) and lesser (−+) components [cf. Eqs. (5.35b) and (5.36b)], which in turn
enter the equations for the lesser (++) component [cf. Eqs. (5.35c) and (5.36c)]. The
procedure is repeated for Eq. (5.11), Eq. (5.13), and finally for the lattice Dyson equation
(5.18), which yields the momentum-dependent Green function Gk(t, t
′).
For completeness we state the final result for G, R, and Gk. For this we introduce the
abbreviations
Mxyαβ = [1− V 2(w1r˜xαr˜yβ + w0q˜xαq˜yβ)]−1, (5.39a)
κxα = r˜
x
αq˜
x
α/g˜
x
α, (5.39b)
Kxyαβ = 1 + w1w0U+U−κ
x
ακ
y
βM
xy
αβ. (5.39c)
with superscripts x,y ∈ {r, a}, and subscripts α, β ∈ {+,−}, and we use the convention
that the variables of a function axα is (i) z when x = r and α = +, (ii) −η when x = a
and α = +, and (iii) ω when α = −. In terms of these expressions the final result is
G˜r+−(z,−ω) = iV −2(M rr+− − 1), (5.40a)
R˜r+−(z,−ω) = ir˜r+r˜r−M rr+−, (5.40b)
G˜rk+−(z,−ω) = ig˜rk+g˜rk−Krr+−, (5.40c)
and
G˜<+−(z,−ω) = if(ω)(M ra+− −M rr+−)/V 2, (5.41a)
R˜<+−(z,−ω) = if(ω)r˜r+(r˜a−M ra+− − r˜r−M rr+−), (5.41b)
G˜<k+−(z,−ω) = if(ω)g˜rk+(g˜ak−Kra+− − g˜rk−Krr+−). (5.41c)
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Re Gˆ(ω, η)
Im Gˆ(ω, η)
Figure 5.2: The function Gˆ(ω, η) that must be Fourier-transformed in order to get G(ω, t),
Eq. (5.47); ω = 0.125 is chosen arbitrary.
The lesser (++) component can be written in the form
A<++(z, η) = F˜ (z, η)
a˜a+ − a˜r+
η + z
+ FA(z, η) (5.42a)
for A = G, R, and Gk, where
F˜ (z, η) =

dω
2π
f(ω)
M rr+− +Maa+− −M ra+− −Mar+−
z + η + V 2(g˜a+ − g˜r+)
, (5.42b)
and
FG(z, η) = F˜ (z, η)/V
2, (5.42c)
FR(z, η) = r˜
r
+r˜
a
+

dω
2π
f(ω)(r˜a−M
aa
+−M
ra
+− − r˜r−M rr+−Mar+−), (5.42d)
FGk(z, η) = g˜
r
k+g˜
a
k+

− F˜ (z, η) +

dω
2π
f(ω)
×

w0w1U
2
+κ˜
r
+κ˜
a
+(κ˜
a
−M
aa
+−M
ra
+− − κ˜r−M rr+−Mar+−)
+ g˜ak−K
aa
+−K
ra
+− − g˜rk−Krr+−Kar+−

. (5.42e)
5.2.5 Back transformation
To obtain the physical real-time Green functions, we have to invert the double Fourier
transformations (5.31), (5.32), and (5.33), using the final expressions (5.39) through
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(5.42). Here we give an explicit formula for the partially Fourier-transformed lesser com-
ponent
A˜<(ω, t) =

ds eiωsA<(t+ s, t), (5.43)
(A = G, R, and Gk). The singularity at η+ z = 0 in Eq. (5.42a) determines (5.43) in the
limit t → ∞,
a˜<+(ω) ≡ lim
t→∞ A˜
<(ω, t) = [a˜a+(ω)− a˜r+(ω)] ImF˜ (ω,−ω) , (5.44)
which is of the form discussed above [cf. Eq. (5.30)], with
F (ω) = Im F˜ (ω,−ω) =

dω′ T (ω, ω′)f(ω′) (5.45)
T (ω, ω′) =
1
2π Img˜r+(ω)
Re

1
1− V 2[w1r˜r+(ω)r˜r−(ω′) + w0q˜r+(ω)q˜r−(ω′)]
−
− 1
1− V 2[w1r˜r+(ω)r˜a−(ω′) + w0q˜r+(ω)q˜a−(ω′)]

, (5.46)
where F˜ (z, η) in the first line is given by Eq. (5.42b), and in the second line we have
explicitly inserted expression (5.39a) (replacing z = −η → ω and ω → ω′) and used
the symmetry (5.28b), which implies M rr+− = (Maa+−)∗ and M ra+− = (M ra+−)∗ for z = −η.
The matrix T (ω, ω′) plays the role of a transfer matrix from the Fermi function f(ω) of
the initial state to the effective Fermi function F (ω) after relaxation. The full result for
A˜<(ω, t) is thus given by
A˜<(ω, t) =

±
Θ(±t)

a˜<±(ω) + e
−iωt

dη
2π
e−itηAˆ±(ω, η)

, (5.47a)
where
Aˆ−(ω, η) = A˜<+−(ω, η) +
a˜<−(−η)− a˜<−(ω)
i(η + ω)
, (5.47b)
Aˆ+(ω, η) = 2iIm
F˜ (ω, η)[a˜a+(−η)− a˜r+(ω)]
ω + η
+ FA(ω, η) +

dω′
2πi
A˜<−+(ω′, η)
ω − i0− ω′ . (5.47c)
The components for A = G, R, and Gk were given in the previous subsection. Note that
the first term on the right hand side of Eq. (5.47c) is regular at η = −ω, because both
F˜ (ω, η) and a˜a+(−η) − a˜r+(ω) are then purely imaginary.
The evaluation of the Fourier integrals (5.47) is done numerically. This is straightfor-
ward to do in principle, but care has to be taken because (i) the functions (5.47b) and
(5.47c) have power law tails for |η| → ∞, and (ii) they have a number of kinks with
square-root divergences in the derivatives (see Fig. 5.2). In the numerical evaluation, the
tails are fitted by inverse power laws up to fourth degree 1/η4 and integrated exactly.
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Figure 5.3: (Reprinted from Ref. [71]) Double occupation D(t) for quenches to (a) U+ =
1, (b) U+ = 3, and (c) U+ = 8, starting from an initial metallic (U− < 2) or insulating
state (U− > 2). The half-bandwidth is 2V ≡ 2. In (a) and (b), the internal energy is the
same after both quenches. Thick right-pointing arrows mark the double occupation in the
thermal state for interaction U+ with the same density and internal energy. These values
differ from the stationary valueD∞, marked by left-pointing arrows, which are approached
for large times. The inset in (a) shows a magnification of the large-t behavior.
The kinks are handled by a suitable adaptive η-grid. Note that the numerical effort is
quite large for an “analytical“ solution. It turns out that the numerical integration of
the equations of motion that was later implemented for the investigation of the adiabatic
behavior (Ch. 7) is faster and more accurate at small times than the present method
(the results of both methods agree). However, the long-time limit is accessible only in
the analytical solution through the single integral (5.46) over a bounded function on a
compact interval.
5.3 Results: Non-thermal steady states
5.3.1 Time evolution of the double occupation
In the following section we present results for an interaction quench in the homogeneous
phase of the Falicov-Kimball model at half-filling for both c and f electrons (nc = nf =
1
2).
For these parameters, and a semielliptic density of states with quarter bandwidth V = 1,
the metal-insulator transition occurs at the critical interaction Uc = 2. In Fig. 5.3 the
double occupation d(t) is plotted for various quenches within and between the two phases.
In all cases d(t) relaxes to a new stationary value D∞ on the time scale 1/V . When the
final interaction U+ is small, the relaxation is almost monotonic (Fig. 5.3a), while damped
oscillations arise after quenches to large interactions (U+ > V ) (Fig. 5.3c). As discussed
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Figure 5.4: (Reprinted from Ref. [71]) Momentum distribution (5.50) for the same quench
as in Fig. 5.3. The solid line is the thermal expectation for the indicated temperature T∗.
in Sec. 4.4, such transient oscillations are related to the collapse and revival oscillations
that occur in the atomic limit, and are expected to prevail in the strong-coupling limit
V ≪ U . A detailed comparison of the exact results to the strong-coupling results from
Sec. 4.4 will be made in Sec. 5.3.4.
5.3.2 The steady state
The limit t→∞ can be directly computed for the expectation values of various observables
from the expressions of the last section. Without going into the details let us briefly
repeat the mathematical structure of these expressions: in equilibrium, the lesser Green
functions which determine various expectation values [cf. Eq. (5.14)-(5.17)] is given by
a product of the spectrum of the retarded Green function and the Fermi function [cf.
Eq. (2.18c)]. A similar relation holds in the long-time limit after a quench in the Falicov-
Kimball for the Fourier transform (5.44) of the lesser Green functions [cf. Eq. (5.30)]. The
spectra are the same as in equilibrium, but the Fermi function is replaced by a nonthermal
distribution function or effective Fermi function F (ω), which is related to the initial state
Fermi function by a transfer matrix T (ω, ω′) [cf. Eq. (5.45)]. The latter depends only the
temperature-independent spectra at U = U+ and U = U−, [cf. Eq. (5.46)].
This simple factorization is certainly special for the homogeneous phase of the Falicov-
Kimball model. In general, the spectrum of a correlated system depends on temperature,
i.e., on the state of the system. One can therefore not expect that spectra in the nonequi-
librium state only depend on the parameters of the Hamiltonian either. For the Falicov-
Kimball model, however, all memory on the initial state is entailed in the single distri-
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bution function F (ω). Using the factorization (5.44), and the definition of the retarded
equilibrium functions [Eqs. (5.25) - (5.27)], one obtains the direct expression long-time
limit for several observables (5.14) - (5.17),
nc,∞ = lim
t→∞nc(t) = −w1

dω
π
F (ω) Im g˜r+(ω) (5.48)
d∞ = lim
t→∞ d(t) = −w1

dω
π
F (ω) Im r˜r+(ω) (5.49)
n∞(ϵ) = lim
t→∞n(ϵ, t) = −

dω
π
F (ω) Im g˜rϵ+(ω) (5.50)
E∞ = E(t) = −

dω
π
F (ω)ω Im g˜r+(ω) + µnc,. (5.51)
The internal energy and the c-particle density are constant for all times t > 0 due to energy
and particle number conservation. To test for thermalization, the long-time expectation
values (5.49) and (5.50) are compared to the corresponding equilibrium expectation val-
ues in a grand-canonical ensemble with the same total energy and c-particle density [cf.
Eq. (4.8)], i.e., the effective temperature T∗ and the chemical potential δµ∗ are chosen such
that one has E∞ = Eth and nc,∞ = nthc . The thermal expectation values dth, nth(ϵ), nthc ,
and Eth are given by the same expression as the long-time values [Eq. (5.49)-(5.51)], only
replacing the distribution F (ω) by the Fermi function f(ω−µ∗) with effective temperature
T∗.
The stationary value d∞ is clearly not the same as the double occupation in the
thermal state with the same density and internal energy (thick arrows in Fig. 5.3a and
5.3b). Analogous deviations to the thermal state are also observed for the occupation
n(ϵ, t) of single-particle states (Fig. 5.4). The initial temperature for each pair of quenches
shown in Figs. 5.3a, 5.3b, 5.4a, 5.4b, respectively, is chosen such that the final energy E(t
> 0) is the same for both quenches in each figure. The differences in the distribution and
the double occupation for those two quenches are thus another way to access the failure
of the thermal ensemble, which depends only on the total energy, particle number, and
interaction U .2
Another way to identify the nonthermal behavior for the Falicov-Kimball model is by
means of the deviations of the nonthermal distribution F (ω) to the Fermi function. In
Fig. 5.5a, F (ω) is plotted for quenches from U− = 1 (T = 0) to various values of U+.
When the quench amplitude U+ − U− is large, F (ω) becomes a nonmonotonous function
and clearly cannot be fitted by a Fermi function of any temperature.
Infinitesimal quenches
In the Falicov-Kimball model, thermalization does not even occur for an infinitesimal
interaction quench δU = U+−U− → 0 and infinite waiting time. This is discussed in the
following for the two cases when either (i) the initial state is T = 0, and (ii) when T > 0.
2After these results were published in Ref. [71], another (purely numerical) study showed that the
Falicov-Kimball model keeps some memory on the initial state over long times after a perturbation [178].
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Figure 5.5: Left panel: The nonthermal distribution F (ω) [Eq. (5.46)] for quenches from
U− = 1 (T = 0) to various U+, as indicated. For U+ = 3, the spectrum is gapped, and
F (ω) is only plotted outside the gap. Right panel: F (ω)/δU2 for ω > 0, for quenches
from U− = 1 (T = 0) to U+ = U− + δU , plotted on a logarithmic scale.
(i) For a small quench, F (ω) can be expanded in δU . When the initial state is at T
= 0, differences to the thermal state appear in second order in δU : Numerically, one can
see that F (ω, δU)/δU2 has a finite value in the limit δU → 0 for an interaction quench
starting and T = 0 (Fig. 5.5b). In contrast, thermalization for small quenches would
imply that F (ω) ∼ [eβ∗(δU)[ω−µ∗(δU)]+1]−1 with β∗(δU)→∞ and µ∗(δU)→ 0 for δU →
0, and hence logF (ω, δU)/(δU2) would diverge for fixed ω and δU → 0.
(ii) When the initial state is at finite temperature, the difference of the final state and
a thermal state turn out to be first order in δU , and thus are accessible more easily from
the exact result. For this purpose we evaluate the derivative ∂F (ω)/∂U+ at U+ = U−
from the exact result (5.46) and the cubic equations for the Green functions (5.25). After
some calculation this gives
∂F (ω)
∂U+

U+=U−
= −w1
Im r˜r+(ω)
Im g˜r+(ω)
∂f(ω)
∂ω
. (5.52)
On the other hand, if one assumes thermalization for δU → 0 one would have
F (ω) ∼ 1
eβ∗(δU)[ω−µ∗(δU)] + 1
⇒ ∂F (ω)
∂U+

U+=U−
=
∂f(ω)
∂ω

dβ
dU+
ω
β∗
− dµ∗
dU+

, (5.53)
which clearly cannot be the same as (5.52) in general, because the pre-factor of ∂f(ω)/∂ω
in (5.52) contains the ratio of two spectra (5.25) which is not a linear function of ω for
general U .
5.3.3 Discussion
The nonthermal behavior of the Falicov-Kimball model is closely related to the immo-
bility of the f -particles. Since the time evolution preserves the weight of each f -particle
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configuration {nfi }, the most general ansatz for a stationary state density matrix reads
ρ∞ =

{nfi }
P{nfi }W [{n
f
i }] ρ∞[{nfi }], (5.54)
where the weights W [{nfi }] are the same as in the initial state (5.4), while the density
matrix ρ∞[{nfi }] of the c-particles has yet to be determined. It is clear that (5.54) is
different from the annealed disorder state (5.2), in which the weights would depend on
the new c-particle configuration. However, thermalization never means that the density
matrix itself equals the Gibbs ensemble, but only that it may be replaced by the latter
one for the sake of computing expectation values in some class of observables, e.g., local
observables in the thermodynamic limit (Ch. 4). In the following we will therefore not
attempt to show from (5.54) that the long-time limit must have detailed memory on the
initial state, but rather try to find which information on the initial state has to be included
at least in the density matrix (5.54) in order to describe the final state properly. This will
then give an understanding of the physics that leads to the nonthermal behavior.
To begin with, one might assume that the essential memory on the initial state is in
the weights W [{nfi }] in (5.4), and that the final state is therefore already given by (5.54)
when ρ∞[{nfi }] is replaced by the canonical ensemble. This is certainly not true for the
quench in the homogeneous phase of the Falicov-Kimball model in d =∞ for the following
reason: As explained below Eq. (5.4), the DMFT equations for the homogeneous phase are
equivalent to CPA for quenched disorder, where all weights W [{nfi }] are equal and hence
cannot carry any memory on the initial state at all. However, even if one assumes that
each individual c-particle configuration can be replaced by a thermal one, the effective
temperature T∗ would depend on the f -particle configuration {nfi } because the energy
that is put into the system during the quench explicitly depends on {nfi }. To what
extent the corresponding temperature fluctuations in Eq. (5.54), with ρ∞[{nfi }] replaced
by e−Hc[{n
f
i }]/T∗[{nfi }]/Z, entail detailed memory on the initial state in the thermodynamic
limit is an interesting question that cannot be answered here.
However, the explanation of the nonthermal behavior is much simpler: The c-particle
Hamiltonian Hc[{nfi }] for given {nfi } and U = U+ is quadratic, and quadratic Hamil-
tonians do in general not lead to thermalization (Sec. 4.3). More precisely, Hc can be
diagonalized in the form
Hc =

α
ϵαc
†
αcα, (5.55)
where |α⟩ and ϵα are single-particle eigenstates and eigenvalues of the single-particle
Hamiltonian
hc = V

ij
tij |i⟩⟨j|+ U+F , F =

i
|i⟩nfi ⟨i|, (5.56)
respectively, and cα =

i⟨α|i⟩ci. To simplify the notation, the dependence of hc, |α⟩,
and ϵα on {nfi } was omitted. Following the discussion in Sec. 4.3 one may thus conjecture
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that the final state is given by (5.54) when ρ∞[{nfi }] is replaced by the Gibbs ensemble
for each {nfi }
ρ∞[{nfi }] = ρG ≡
exp(

α λαnα)
Tr exp(

α λαnα)
(5.57)
with constraints
Tr[ ρG nα] = Tr[ ρ0 nα], (5.58)
where ρ0 ∝ exp[−βHc(U = U−)] is the initial thermal state that appears in (5.2). From
the criterion (4.19a) one can see that (5.57) correctly describes the local single-particle
Green function G<ii(t, t
′) in the limit t, t′ = ∞, t− t′ fixed: Because G<ii(t, t′) is a single-
particle observable, (4.19a) has to be fulfilled only for the trivial case m = 1, such that
the GGE prediction is the same as the diagonal ensemble.
We conclude that the nonthermal stationary state cannot be explained with the fact
that the f -particle configuration cannot adjust to a new annealed disorder configuration,
but it should be related to the fact that the c-particle Hamiltonian for a fixed disorder
configuration does not lead to thermalization. On the other hand, evaluating any observ-
able in the state (5.54) with Eq. (5.57) is hardly possible. However, for the case of a small
quench, U+ = U− + δU , the stationary state Green function can be calculated explicitly
in the ensemble (5.57) to first order in δU . We will do this in the following, and show that
the result indeed agrees with the exact DMFT result that follows from (5.30b) and (5.52).
(This can also be taken as an independent check of the exact solution for the quench in
the Falicov-Kimball model.)
For a single configuration {nfi } (the dependence on {nfi } is not indicated in the fol-
lowing), the GGE prediction for the local Green function is given by
G<ii,G(t, t
′) ≡ iTr[ ρG cˆ†i (t′)cˆi(t)] (5.59)
(i)
= i

αα′
eiϵα′t
′−iϵαt⟨i|α⟩⟨α′|i⟩Tr[ ρG c†α′cα] (5.60)
(ii)
= i

α
eiϵα(t
′−t)|⟨i|α⟩|2Tr[ ρG c†αcα] (5.61)
(iii)
= i

α
eiϵα(t
′−t)|⟨i|α⟩|2Tr[ ρ0 nα]. (5.62)
In step (i) operators ci are expanded in terms of the cα which have a trivial time evolution
cˆα(t) = e
−itϵαcα due to Eq. (5.56), in step (ii) it is used that (5.57) is diagonal in the
nα, and finally in step (iii) the constraint (5.58) was inserted. The Green function thus
depends only on time difference (this is always the case when the Hamiltonian commutes
with the density matrix ). We can thus Fourier transform with respect to time difference,
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and average over all sites. This gives
g<G(ω) ≡
1
L

i
G<ii,G(ω) (5.63)
=
2πi
L

α
Tr[ ρ0 nα] δ(ω − ϵα). (5.64)
For small quenches with δU = U+ − U− → 0, the change of g<G(ω) with respect to the
initial value can be calculated to first order in δU from usual perturbation theory, where
ϵα and |α⟩ are calculated in terms of the eigenvalues ϵα− and eigenvectors |α−⟩ for the
c-particle Hamiltonian hc at U = U−, ϵα = ϵα− + δU⟨α|F|α⟩ and ⟨nα⟩0 = ⟨nα−⟩0 +
O(δU2). When this is inserted in Eq. (5.64), we get
∂
∂U+
g<G(ω)

U+=U−
= −w1 ∂
∂ω
r<G(ω), (5.65)
where
r<G(ω) ≡
1
w1L

i
nfi G
<
ii(ω) =
2πi
w1L

α
Tr[ρ0nα]δ(ω − ϵα)⟨α|F|α⟩. (5.66)
is the same as (5.64), but averaged only over site i with nfi = 1. (Hence r
<
G(t− t′) is the
site-average of the correlation function (5.12) R<ii,G = iTr[f
†
i fic
†
i (t
′)ci(t)].)
In DMFT, on the other hand, results for the long-time limit g˜∞(ω) = −2iImg˜r+(ω)F (ω)
after an infinitesimal quench are obtained from Eq. (5.52) and the derivative of the spec-
trum (5.25) with respect to U . A lengthy calculation gives
∂
∂U+
g˜<+(ω)

U+=U−
= −w1 ∂
∂ω
r˜<+(ω). (5.67)
When one assumes that for the homogeneous phase the average (5.63) over all sites (for
fixed {nfi }) can be replaced with the average over all {nfi } one can thus conclude that the
exact DMFT result for small quenches is recovered by the stationary state density matrix
(5.54) and (5.57).
5.3.4 Comparison to the strong-coupling expansion
In this section we compare the exact results for the time-dependent double occupation
with the general strong-coupling expansion of Sec. 4.4. It was shown in Sec. 4.4 that after
a quench from U− = 0 to U = U+ ≫ V the double occupation relaxes to a stationary
value dstat on the fast timescale (1/V ) through damped oscillations with period 2π/U .
The envelope of the damped oscillations is independent of U to first order in V/U [cf.
Eq. (4.33)], and dstat can be evaluated from Eqs. (4.34a) and (4.36) for U− = 0. For
the case of half-filling of c- and f -particles, T = 0 in the initial state, and a semielliptic
density of states (3.18) this gives
dstat =
1
4
− 3
8π
V
U
+O

V 2
U2

. (5.68)
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Figure 5.6: Difference of the time-dependent double occupation d(t) to the initial value
d = 1/4 for quenches from U− = 0 (T = 0) to U+ = 10 and 80. The horizontal line
corresponds to the quasi-stationary value (5.68) to which d(t) is predicted to relax in
the strong-coupling expansion. Inset: The exact t = ∞ limit (5.49) (triangle symbols),
compared to the stationary value (5.68) of the strong-coupling expansion for U →∞.
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Here we used in Eq. (4.36) that only one spin-species is immobile, i.e., ρ↑(ϵ) = 0 and ρ↓(ϵ)
=
√
4V 2 − ϵ2/2πV in the expectation value E↓kin,0 [Eq. (3.33)]. In the left panel of Fig 5.6
the correction of d(t) to the initial value d = 1/4 is plotted. This agrees very well with the
strong coupling prediction. The envelope of the oscillations is indeed almost independent
of U , and d(t) quickly decays to the value (5.68).
For the Falicov-Kimball model one can go one step further and show that the station-
ary value (5.68) from strong-coupling perturbation theory agrees with the exact long-time
limit (5.49) to first order in V/U (Fig. 5.6, inset). It was mentioned in Sec. 4.5 that a
unitary expansion around an integrable point in general, and the strong-coupling expan-
sion of the Hubbard model in particular (Sec. 4.4) imply nonthermal behavior, but that
the series need not converge and thermalization may thus occur on exponentially long
timescales. In contrast, for the Falicov-Kimball model such exponentially slow dynamics
is absent, and the strong coupling expansion for d indeed converges to the exact non-
thermal stationary value for the Falicov-Kimball model. This finding is quite remarkable
because the nonthermal behavior in the Falicov-Kimball model is related to the existence
of infinitely many conserved quantities, an explanation which is quite distict from the
validity of the strong coupling expansion. Analogous results hold for the 1/r Hubbard
chain [126], where the long-time limit can be evaluated exactly and coincides with the
value obtained from Eqs. (4.34) and (4.35), ∆d = (V/U)(1− 2n/3)π [126].
Chapter 6
Interaction quench in the Hubbard
model
6.1 Preliminary remarks
The dynamics of the Falicov-Kimball model (previous chapter) resembles that of a con-
strained integrable system. Because this behavior was traced back to the immobility of
one spin species, one can expect completely different results for the nonintegrable Hub-
bard model. The relaxation of the Hubbard model after a quench was already discussed
in Sec. 4.4 for both weak coupling (U ≪ V ) and and strong coupling (V ≪ U), where
the system is trapped away from thermal equilibrium on long timescales V/U2 and U/V 2,
respectively. The intermediate coupling regime is only accessible by numerical methods.
It has been studied for the one-dimensional bosonic Hubbard model [124] using time-
dependent DMRG. While DMRG works best for one-dimensional systems, dimensions
d > 1 are particulary interesting for the fermionic Hubbard model, because the latter is
integrable via Bethe ansatz in d = 1 [4]. In this chapter we investigate this model in the
opposite limit of infinite dimensions, using nonequilibrium DMFT, and investigate the
relaxation after quenches from the noininteracting state to a wide range of interaction
parameters U [74].
The following chapter repeats the analysis of Ch. 5 for the Hubbard model (1.1). Only
the paramagnetic phase at half-filling is considered. The system is initially in the ground
state of the noninteracting Hamiltonian, and at t = 0 the Coulomb repulsion is switched
to a finite value, U(t ≥ 0) = U . The time-dependent Hamiltonian is thus given by
H(t) =

ijσ
Vijc
†
iσcjσ +Θ(t)U

i

ni↑− 12

ni↓− 12

. (6.1)
Hoppings Vij ≡ V tij are chosen corresponding to a semi-elliptic density of states [Eq. (3.18)],
energy is measured in units of the quarter-bandwidth V and time in units of 1/V . The
self-consistency takes the closed form (3.19) due to the semielliptic density of states.
The DMFT single-site problem is solved by means of the weak-coupling auxiliary-field
continuous-time Monte Carlo (CTQMC) algorithm (Sec. 3.4.2). This method is highly
suitable for noninteracting initial states, because the imaginary branch of the contour
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Figure 6.1: Effective temperature T∗ after an interaction quench in the Hubbard model,
compared to the Neel temperature TN [179], and the first-order Mott transition in the
homogeneous phase. The filled area marks the coexistence regime between metallic and
insulating phase in equilibrium, and the blue diamond symbol denotes the critical endpoint
of the first-order transition (Uc ≈ 4.67V , Tc ≈ 0.055V , taken from Ref. [180]).
does not enter the CTQMC calculation. Imaginary times can be transformed to real fre-
quencies (Sec. 2.2.3), and thus we can treat also initial states at zero temperature. After
convergence is reached, observables of the lattice system are calculated from the local
Green function Gσ(t, t
′) and the self-energy Σσ(t, t′) (cf. Sec. 3.3). In the following, the
double occupation d(t) = ⟨nˆi↑(t)nˆi↓(t)⟩ [Eq. (3.39)], the momentum distribution n(ϵk, t)
= ⟨cˆ†kσ(t)cˆkσ(t)⟩ [Eq. (3.31], and the kinetic energy per lattice site, Ekin(t) [Eq. (3.32b)]
are considered. Further numerical details are deferred to App. A.
The effective temperature
To test for thermalization, expectation values of various observables in the nonequilibrium
state are compared to thermal expectation values. The corresponding effective grand-
canonical ensemble ρ∗ = exp[−(H −µ∗N)/T∗]/Z∗ is determined by fixing T∗ and µ∗ such
that Eth ≡ Tr[ρ∗H] = E and Nth ≡ Tr[ρ∗N ] = N , where H is Hamiltonian (6.1) after the
quench, N is the total particle number, and E = ⟨Hˆ(t > 0)⟩0 is the (constant) energy after
the quench [cf. Eq. (4.8)]. (For half-filling, we have µ∗ = 0.) All equilibrium expectation
values are calculated using equilibrium DMFT, with Hirsch-Fye QMC as impurity solver
(using the existing Augsburg implementation with Blu¨mer smoothing, see Ref. [180]).
Already for relatively small U (U ≥ 1) the excitation of the system after the quench
is so large that T∗ lies well above the first-order Mott transition in the paramagnetic
phase and the Neel-temperature TN of the antiferromagnetic phase at half-filling (Fig.
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Figure 6.2: Right column: Momentum distribution n(ϵk, t) for quenches from U = 0
to U = 2, U = 3, and U = 5 (from top to bottom). Left column: n(ϵk, t) at given
times (symbols), compared to the momentum distribution in a thermal state the effective
temperature T∗ (solid lines). For U = 5 (bottom), times are chosen at the last accessible
collapse minimum (t ≈ 2.175) and revival maximum t ≈ 2.925.
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Figure 6.3: (Reprinted from Ref. [74]) Fermi surface discontinuity ∆n (b) and double
occupation d(t) (a) after quenches to U ≤ 3. Horizontal dotted lines in (a) are at the
quasistationary value ∆nstat = 2Z−1 predicted in Ref. [127], with the T = 0 quasiparticle
weight Z taken from equilibrium DMFT data [82]. Horizontal arrows in (b) indicate
corresponding thermal values dth of the double occupation, obtained from equilibrium
DMFT using QMC.
6.1). Nevertheless, the physics of the Hubbard model is not trivial at such high energies,
as we will see below. On the contrary, even in the equilibrium phase diagram it is not
understood in simple terms why the critical temperature of the Mott transition (blue
diamond symbol in Fig. 6.1) is two orders of magnitude smaller than the bare energy
scales V and U .
6.2 Collapse of the Fermi-surface discontinuity
Fig. 6.2 shows the momentum distribution n(ϵ, t) after a quench, which evolves from a step
function in the initial state to a continuous function of ϵ at large times. In equilibrium,
a true discontinuity in the momentum distribution at the Fermi energy ϵ = 0, whose
size is then given by the quasiparticle weight Z, exists only in the Fermi-liquid state at
temperature T = 0. Since the Hubbard model system is excited by the quench, one
would thus expect that the discontinuity disappears in the final state. In fact, in the
numerical data we observe that the the discontinuity remains sharp for t > 0, and only
its height decays smoothly. Pictorially, the Fermi sea does not melt from the edge, but
reorganization of the distribution happens simultaneously at all momenta.1
This robustness of the Fermi surface can be proven directly from the lattice Dyson
1An instantaneous collapse of the discontinuity would require that ∂tn(ϵ, t) diverges where ∂ϵn(ϵ, t)
diverges, as for a hypothetical diffusion process in k-space.
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equation (3.14), using only the local nature of the the local self-energy Σ(t, t′). For a
noninteracting initial state at half-filling, the discontinuity ∆n(t) = n(0−, t) − n(0+, t)
can be expressed as
∆n(t) = |Grϵ=0,σ(t, 0)|2 , (6.2)
in terms of the retarded Green function Grϵkσ(t, 0). The operator representation G
r
ϵkσ(t, 0)
= −iΘ(t)⟨{cˆkσ(0), cˆ†kσ(t)}⟩ of this function (cf. Table 2.2) clearly shows that the collapse
of the discontinuity ∆n is closely related to the decay of electron and hole excitations
which are created at time t = 0 at the Fermi surface.
In the following we prove Eq. (6.2) from Eqs. (3.31) and (3.14) under the assumption
of a k-independent self-energy. The following argument is quite technical and is not
necessary for the understanding of the discussion in the following sections. Eq. (3.14)
has the form (2.36), with the replacement Λ = Σσ, G = Gϵσ, and h(t) = ϵ. Thus G
r
ϵ is
determined by the equation
(i∂t − ϵ)Grϵσ(t, t′)−
 t
t′
dt¯Σrσ(t, t¯)G
r
ϵσ(t¯, t
′) = 0 (6.3)
for t > t′, with initial condition Grϵσ(t, t) = −i [cf. Eq. (2.38)]. Because the self-energy is
independent of ϵ, the retarded function is a continuous function of ϵ at ϵ = 0. The lesser
component follows from Eq. (2.42), with the replacements intriduced above,
(i∂t − ϵ)G<ϵσ(t, t′)−
 t
0
dt¯Σr(t, t¯)G<ϵσ(t¯, t
′) =
 t′
0
dt¯Σ<(t, t¯)Gaϵσ(t¯, t
′). (6.4)
Here we have used that the self-energy vanishes in the initial state (ΣM = Σ ¬= 0). Next
we define the contour function Fσ = Gϵ=0−σ −Gϵ=0+σ, which satisfies
− iF<σ (t, t) = ∆n(t) (6.5)
due to Eq. (3.31). Taking the the difference of Eq. (6.4) at ϵ = 0− and ϵ = 0+ yields
i∂tF
<
σ (t, t
′′)−
 t
0
dt¯Σr(t, t¯)F<σ (t¯, t
′′) = 0, (6.6)
where we have used that Gaϵσ is continuous at ϵ = 0. Eq. (6.6) is the same as the retarded
equation (6.3) for ϵ = 0 and t′ = 0. Hence the solution is given by
F<σ (t, t
′′) = iF<σ (0, t
′′)Grϵ=0,σ(t, 0), (6.7)
where the factor iF<σ (0, t
′′) accounts for the different initial conditions in Eqs. (6.3) and
(6.6). It remains to evaluate the initial value F<σ (0, t), which is given by F
<
σ (0, t) =
−F ¬σ (β, t) [cf. Eq. (2.42b)]. The mixed components G ¬ϵσ(τ, t) are obtained from Eq. (2.41),
with the same replacements as above. Using again that mixed and Matsubara components
of Σ vanish, we obtain
(−∂τ − ϵ)G ¬ϵσ(τ, t) = 0, (6.8)
which must be solved with the boundary condition G ¬ϵσ(β, t) = −G ¬ϵσ(0, t)−Gaϵσ(0, t) [cf.
Eq (2.41b)]. A straigtforward calculation thus yields G ¬ϵσ(β, t) = −Θ(−ϵ)Gaϵσ(0, t), and
thus F<σ (0, t) = −F ¬σ (β, t) = Gaϵ=0σ(0, t). Together with Eqs. (6.5) and (6.7) and the
symmetry (2.15a) this proves the proposition (6.2).
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Figure 6.4: (Reprinted from Ref. [74]) Fermi surface discontinuity ∆n (Left panel) and
double occupation d(t) (right panel) after quenches to U ≥ 3.5. Horizontal arrows indicate
corresponding thermal values dth of the double occupation, obtained from equilibrium
DMFT using QMC. Inset: thermal value dth and dmed, the average of the first maximum
and the second minimum of d(t), which provides an estimate of the stationary value
dstat [Eq. (6.9)]. Black dotted lines are the respective results from the strong-coupling
expansion (see text).
6.3 Relaxation after the quench
In the following section the relaxation after the quench is characterized by means of
the distribution n(ϵ, t) and its discontinuity Eq. (6.2), and the double occupation d(t).
As already apparent from Fig. 6.2, the relaxation is qualitatively different in the weak-
coupling and strong-coupling regimes and at intermediate coupling. These three regimes
are now discussed separately.
Weak-coupling regime
The double occupation d(t) and the Fermi surface discontinuity ∆n(t) are plotted for
quenches to U ≤ 3V in Fig. 6.3. The double occupation d(t) relaxes from its initial
uncorrelated value d(0) = ⟨n↑⟩0⟨n↓⟩0 = 1/4 almost to its thermal value dth, while ∆n(t)
remains finite for times t ≤ 5/V . Relaxation of ∆n(t) apparently proceeds in two steps:
A fast drop to a plateau on a timescale that is almost independent of U is followed by a
slower decrease of ∆n(t) towards ∆n = 0. For small U (U = 0.5 in Fig. 6.3), ∆n(t) even
approaches a positive value which remains constant within the accessible times. These
findings are in agreement with the prethermalization after interaction quenches in the
Hubbard model at weak coupling that has been found previously [127]: Using the the
perturbative flow equation analysis for U ≪ V Moeckel and Kehrein were able to prove
that after an interaction quench in the Hubbard model a quasistationary state is formed
on time scales on the order of V/U2, in which the double occupancy is given by dstat =
dth + O(U3/V 3) and the momentum distribution retains a finite discontinuity ∆nstat at
the Fermi surface. The latter is given by ∆nstat = 2Z − 1, where Z is the quasiparticle
weight in the ground state at interaction U . Furthermore, it was argued in Ref. [127] that
full thermalization could be obtained within the next order of the flow equation approach,
and would thus occur on the much longer timescales V 3/U4 (Sec. 4.4).
Our numerical data agree very well with the predicted value of ∆nstat for U ≤ 1V
around t = 2/V . Even for quenches to larger U , a prethermalization plateau remains
visible in Fig. 6.3a at roughly this value, although there are already sizable deviations
from the weak-coupling prethermalization discussed in Ref. [127] at these large values of
U . On the one hand, prethermalization is less pronounced because the timescales V/U2
and V 3/U4 are no longer well separated, and the decay of ∆n after the initial drop is
not much slower than the initial decay. On the other hand, the nonthermal nature of
the intermediate state becomes also observable in the double occupation, which clearly
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deviates from the thermal value at t = 5 and 1.5 ≤ U ≤ 2.5. In the weak-coupling
expansion [127], potential and kinetic energy have already reached their final values after
prethermalization.
Strong-coupling regime
For quenches to large U collapse-and-revival oscillations with approximate frequency 2π/U
occur both in d(t) and ∆n(t) (Fig. 6.4). This phenomenon is well understood for the strong
coupling limit of the Hubbard model (Sec. 4.4) and has been discussed in detail for the
Falicov-Kimball model (Sec. 5.3.4). As expected from the strong-coupling expansion in
Sec. 4.4, the oscillations are damped for nonzero V on time scales on the order of 1/V .
Interestingly, the first few oscillations of d(t) are not centered around the thermal value dth
(solid arrows in Fig. 6.4b), but the latter is instead located close to the first minimum of
d(t). These numerical results are also in good quantitative agreement with the asymptotic
results of Sec. 4.4 (Inset in Fig. 6.4): Analogous to the Falicov-Kimball model [Eq. 5.68]
we obtain from Eqs. (4.34), (4.36) and (3.33) for the Hubbard model (at half-filling, T =
0, and a semielliptic density of states)
dstat =
1
4
− 3
4π
V
U
+O

V 2
U2

, (6.9)
while the thermal value is given by dth = [d(0) − dth]/2 [Eq. (4.37)]. Both dstat and dth
agree well with the numerical DMFT results (inset in Fig. 6.4). Deviations to the thermal
state can also be seen in the momentum occupation. For example, at U = 5 the momentum
occupation n(ϵ, t) oscillates around a distribution that is steeper than the thermal one,
and therefore closer to the initial distribution (Fig. 6.2, bottom right). Interestingly, the
differences between n(ϵ, t) and the thermal distribution are most pronounced away from
the Fermi surface, while for the weak-coupling case they are most prominent at the Fermi
surface (Fig. 6.2, top right).
Rapid thermalization, U ≈ Udync = 3.2V
The numerical results that were presented so far confirm the prethermalization around the
noninteracting case and the atomic limit. Interestingly, the signatures of prethermaliza-
tion prevail quite far from the two respective limits (Fig. 6.5). As apparent from the Fermi
surface discontinuity ∆n1 at its first revival maximum (Fig. 6.5a), the collapse-and-revival
oscillations of the strong-coupling regime disappear for quenches to U between 3.3V and
3V . Conversely, the weak-coupling prethermalization plateau ∆nstat, which we define
by the deflection point in ∆n(t), exists only for U . 3.3V . At U ≈ 3.3V , the system
relaxes rapidly to thermal equilibrium, siuch that momentum distribution (Fig.6.2b) and
double occupation (Fig.6.4) reach their respective thermal values already before the first
expected collapse-and-revival oscillation at time 2π/U . Within the numerical accuracy
no deviations between the thermal values and the relaxed values can be seen.2 The sta-
2 To estimate the numerical error in d(t), which is due to both statistical Monte Carlo errors and
discretization errors that arrise from the solution of contour equations, we calculate the deviation ∆E(t)
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Figure 6.5: Upper panel: U -dependence of the prethermalization plateau, ∆nstat, and
the first revival maximum, ∆n1 of the jump in the momentum distribution. Lower panel:
Difference of the double occupation dfi (d(t), averaged for 4 ≤ t ≤ 5) to the thermal value
dth (dots). Difference of the double occupation dmed (cf. inset in Fig. 6.5) and dth. The
shaded area marks the region near Udync = 3.2V with very fast thermalization.
tionary state can also be characterized by its spectral function, which develops the three
peak structure of the correlated metal on a similar short time scale (Sec. 8.4.1).
This sensitive dependence of the relaxation on the interaction suggests that the prether-
malization regimes at weak and strong Hubbard interaction are separated by a special
point, which we estimate from our data to be located at Udync = 3.2V . This finding is
quite remarkable in view of the fact that the effective temperature T∗ after the quench is
much higher than the critical endpoint of the Mott metal-insulator transition in equilib-
rium (Fig. 6.1, T∗ = 0.84V for U = 3.3V ), so that in equilibrium metallic and insulating
phases could hardly be distinguished. A similar critical behavior was found for quenches
in Heisenberg chains [135].
This behavior may indicate the existence of a dynamical phase transition, at which
relaxation processes on all energy scales become relevant. However, the notion of a dy-
namical phase transition itself needs to be clarified in more detail. Our results show a
qualitative change in the short-time relaxation behavior, which coincides with a change in
of the measured energy E(t) from the conserved value E(t=0). The maximum of |∆E|/LU is on the
order of the symbol size in Figs. 6.3, 6.4, and 6.5.
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the long-time behavior from slow thermalization to rapid thermalization, (if thermaliza-
tion occurs at all for U > Udync and U < U
dyn
c ). The change in the short-time dynamics
reflects a change in the nature of single-particle excitations [Eq. (6.2)]. It occurs also in
equilibrium even at very high temperatures, because |Grϵσ(t − t′)|2 becomes oscillatory
upon the transfer of spectral weight to the Hubbard subbands at ±U . On the other hand,
the change in the long-time behavior cannot be further quantified within the current anal-
ysis. Thermalization may occur on different timescales U > Udync and U < U
dyn
c , but our
results are also consistent with a transition from nonergodic to ergodic behavior depending
on excitation energy or deviation form integrability (Sec. 4.5). The next important step
towards further understanding of the dynamical transition would be to repeat the present
analysis for different initial states, and thus test whether the transition is universal in the
sense that some of its properties depend only on the excitation energy and the interaction
U . This requires only few modifications in the current numerical algorithm and should
be possible in the near future.
In spite of these open questions, the results of this chapter form a prediction for ex-
periment that may be checked in the near future, using cold atomic gases. Unfortunately,
the measurement of the momentum distribution is quite subtle. First of all, the latter
is not a local quantity and thus more sensitive to the trapping potential. Furthermore,
its measurement requires an adiabatic ramp-down of the lattice to map quasi-momenta
to real momenta, which are then recorded by time-of flight imaging [181]. Although one
could freeze the dynamics of the momentum occupation by switching off the interaction
before this ramp down, this additional experimental will cause further expoerimental diffi-
culties. On the other hand, the momentum occupation is directly accessible. We therefore
conclude that breakdown of the prethermalization regime at strong coupling below some
finite critical interaction is the signature that one should look for first in experiment
[Fig. 6.5, lower panel].
Chapter 7
Slow changes of the Hamiltonian: The
crossover to adiabatic behavior
7.1 Introduction
The term adiabatic is used in thermodynamics for quasistatic processes without heat ex-
change with the environment. The entropy remains constant during an adiabatic process,
while it always increases when the process takes place in a finite time, i.e., when it is no
longer quasistatic. These fundamental concepts are closely related to the adiabatic the-
orem in quantum mechanics, which states that a quantum system that is initially in the
ground state remains in the ground state during an infinitesimally slow modification of the
Hamiltonian, while it is excited when the Hamiltonian changes more rapidly in time. The
paradigm for this crossover from adiabatic to non-adiabatic behavior in quantum system
is the exactly solvable Landau-Zener model [182, 183], i.e., a two-level system HLZ(t) =
vtσz + γσx that is driven through an avoided level crossing with finite speed v > 0 (σz
and σx are Pauli matrices). When the system is in the ground state |φ0(−∞)⟩ = (1, 0)+
at time t = −∞, the probability to find the system in the excited state |φ1(∞)⟩ = (1, 0)+
at t → ∞ is exponentially small when the speed v is small compared to the scale γ2 set
by the gap γ at the avoided crossing, |⟨ψ(t→∞)||φ1(∞)⟩⟩|2 ∼ exp(−γ2/πv).
In many-body systems, a change of the Hamiltonian usually involves many level cross-
ings which cannot be treated independently, and few analytic results exist in the literature
[184]. In the following we consider a ramp, in which the system is initially in the ground
state and some parameter of the Hamiltonian is changed between two fixed values within
a time τd, and investigate the crossover from the extreme non-adiabatic limit τd = 0 (the
quench) to possibly adiabatic behavior in the limit τd → ∞. A measure for the degree
of non-adiabaticity in such a ramp is the excitation energy ∆E(τd) after the ramp with
respect to the new ground state.1
1 For initial states at finite temperature, the increase of entropy would a better measure of non-
adiabaticity. However, entropy is only uniquely defined for thermal equilibrium states, and thus it can
only be computed after the ramp is finished, assuming that the system thermalizes. On the other hand,
thermalization is not possible in some models, e.g., the Falicov-Kimball model (Ch. 5). One cannot expect
that a system which does not thermalize after quench stays in thermal equilibrium during a ramp, even
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The system is considered to behave adiabatic when ∆E(τd) vanishes for τd → ∞. It
is expected that the excitation energy is still small for τd < ∞, just as in the Landau-
Zener formula, when the ground state is protected by a gap for all parameters throughout
the ramp [185]. However, it is not exponentially small in general: As we will see below,
∆E(τd) strongly depends on the ramp shape when the system is gapped. It can be
made exponentially small ∆E(τd) ∝ exp(const./τd) for certain ramps, but often ∆E(τd)
vanishes only algebraically. This is in principle already known from the Landau-Zener
model, where the excitation is exponentially small only when the avoided level crossing
is traversed from t = −∞ to t = +∞, whereas the excitation probability is proportional
to 1/τ2d if the evolution is started exactly at the center of the level crossing [186].
The situation is completely different for gapless systems. In this context ramps across
quantum critical points have attracted some attention recently. For example, in the
exactly solvable one-dimensional transverse-field Ising model the gap vanishes at exactly
one value of the transverse field, namely the critical point. When the magnetic field is
ramped across this point one finds [187, 188, 189]
∆E(τd) ∼ τ−ηd (7.1)
for τd →∞, with a rational exponent η = 12 . Similar results have since then been obtained
for a number of other quantum critical systems, such as the Bose-Hubbard model [190]
or the random field Ising model [191]. However, the existence of a quantum critical point
is not necessary to obtain a non-analytic relation ∆E(τd) [185, 192]. Eq. (7.1), with
various values of the exponent η, holds for ramps within gapless phases in several gapless
systems [185]. For a continuous bath of harmonic oscillators, which model the low-energy
excitations of many systems, the exponent η for a slow squeeze of the oscillator mass
depends on the spatial dimension (the bath density of states) [185]: An analytic relation
∆E(τd) ∼ τ−2d is found for all dimensions d ≥ 3, while η is non-integer for d = 2. For
d = 1, the thermodynamic limit does not commute with the limit of large τd, i.e., the
prefactor in Eq. (7.1) increases with system size [185].
In this Chapter we calculate ∆E(τd) for ramps in the Falicov-Kimball model, using
nonequilibrium DMFT. We find that Eq. (7.1) holds for τd → ∞. The exponent differs
for ramps over the metal-insulator transition, within the metallic phase, and within the
insulating phase. For the latter two cases, this behavior can be explained by a simple
perturbative argument.
The excitation energy during a non-adiabatic ramp, and its dependence on τd is not
only a fundamental property of the many-body system, but it is also of practical interest
for experiments with cold atomic gases. Various ramping procedures are used in experi-
ment to transform one phase into another, and the available time for the process cannot
be too long in order to avoid extrinsic losses. Whether some theoretical prediction is
actually observable in experiment can thus depend in a subtle way on the unavoidable
when the ramp is infinitely slow. In contrast, such a system will pass through a series of well-defined
non-thermal states in a quasistationary process. It would be interesting to see whether these states can
be described by generalized Gibbs ensembles ρG with constant entropy Tr ρG log ρG (cf. Sec. 4.3). This
should be investigated in the future. In the present chapter we consider only the case for which the
system is initially in the ground state.
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excitation during the preparation of the state [193]. When the ramp duration is fixed to
a given maximum value, it becomes important to find the optimal ramp though which a
given point in parameter space can be reached through minimal excitation of the system
[194, 195]. This question is closely related to the adiabatic behavior for τd → ∞, and
could also be studied within DMFT for the Falicov-Kimball model or for the Hubbard
model.
7.2 Falicov-Kimball model: DMFT
7.2.1 Preliminary remarks
Using nonequilibrium DMFT, the non-adiabatic excitation energy can be calculated for
the Falicov-Kimball model (5.1) in the limit of infinite dimensions. In the following we
assume that the system is in the ground state for times t < 0. For 0 ≤ t ≤ τd the hopping
integral V is changed according to a ramp protocol
V (t) =
 Vi t ≤ 0Vi +∆V r(t/τd) 0 < t < τd
Vf = Vi +∆V t ≥ τd ,
(7.2)
where Vi is the initial hopping integral, τd is the total ramp time, ∆V is the ramp ampli-
tude, and r(x) is the ramp shape. The latter is a monotonously increasing function with
r(0) = 0 and r(1) = 1. Similar ramps will be considered for the interaction strength. In
the following, we use the semielliptic density of states (3.18), and focus on the homoge-
neous paramagnetic phase at half-filling. The energy scale is set by Vi ≡ V ≡ 1, and time
is measured in units of 1/V .
The real-time Green functions can then be calculated from the numerical solution of
Eqs. (5.7) and (5.11). When all hopping amplitudes are changes in time with a global
factor V (t), the the self-consistency for a semielliptic density of states is slightly modified
with respect to Eq. (5.19),2
Λ(t, t′) = V (t)G(t, t′)V (t′). (7.3)
The total energy E(t) during the ramp is determined from Eq. (5.16). Because the
Hamiltonian is time-dependent, E(t) is not constant for 0 ≤ t ≤ τd. Finally, the excitation
after the ramp is defined by the difference
∆E(τd) = E(τd)− E0(Vf ), (7.4)
where E0(Vf ) is the internal energy (5.16) in the ground state at hopping parameter Vf
and zero temperature.
2 This can be proven by mapping the Hamiltonian (5.1), with a time-dependent hopping integral
V (t) to a Hamiltonian H˜ with time-dependent interaction and constant hopping. In short: The action
exp[−i  dtH(t)] of the lattice model is invariant under a simultaneous scaling of the Hamiltonian H˜(t)
= V H(t)/V (t) and transformation to new time variable t˜(t) =
 t
0
dt′V (t′)/V . By definition, H˜ has time-
dependent interaction U˜(t) = UV/V (t) but constant hopping V , such that Eq. (3.19) is valid. Under
the same transformation of time variables, the hybridization function Λ(t, t′) in the DMFT action (3.4)
transforms as Λ˜(t1, t2) = V (t1)Λ(t1, t2)V (t2)/V
2, which proves the proposition.
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Figure 7.1: Internal energy E(t) [Eq. (5.16)] during ramps (7.2) of the hopping amplitude
in the Falicov-Kimball model [r(x) = x, U = 1, and Vf = 0], using various ramp durations
τd. For t < 0 and t > τd, the energy is constant. The solid black line is the internal energy
E(t) in the ground state at U = 1 and hopping V (t).
Eqs. (5.7), (5.11) and (7.3) can be written as a matrix version of Eq. (2.36), whose nu-
merical solution requires only a minimal modification of the method presented in Sec. 2.5.
In particular, only one nonlinear integro-differential equation is solved, and no explicit
DMFT self-consistency iteration is needed. The Matsubara components rM(ω), qM(ω),
and λM(ω) which enter the solution as initial condition for the real-time Green functions
are obtained from the cubic equations (5.25).
Before presenting the results in the next subsection, a brief comment on the numerical
algorithm is in order: To study the excitation energy (7.1) for large τd from the difference
(7.4), the absolute energy (5.16), must be determined with an relative accuracy of the
order of τ−ηd . On the other hand, the numerical error E due to time-discretization ∆t =
(τd/N) with N time-slices behaves as E ∼ ∆tp = (τd/N)p for ∆t → 0, where p depends
on the algorithm used for the solution of the Volterra equation (2.53). Sufficient accuracy
of the energy with respect to ∆E(τd) thus requires N ∼ τ1+η/pd timesteps for τd → ∞.
On the other hand the Green function must be stored at O(N2) time points and hence
N is the limiting numerical factor (we can go up to N ≈ 10000). It is thus crucial to use
an algorithm which is correct up to high-order in ∆t when the exponent η is large. For
ramps in the insulating phase, e.g., η ≥ 2 is found (see below), and these results could
not be obtained using the lowest order approximation for the differential and the integral
in Eq. (2.53) (p = 1), but we have used higher order schemes instead (p = 5).
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Figure 7.2: Excitation energy (7.4) after linear ramps of the hopping [Eq. (7.2), r(x) = x]
within the metallic phase [U = 1, Vf = 2], within the insulating phase [U = 3, Vf = 0.5],
and over the metal-insulator transition [U = 1, Vf = 0]. The energy scale is Vi ≡ V = 1.
The curves become independent of τd in the quench regime τd . 1/V . The solid black
lines are linear fits t & 10, with a slope 1/2, 1, and 2 (from top to bottom), corresponding
to the asymptotic behavior (7.5).
7.2.2 Results
The time evolution of the energy (5.16) during a ramp (7.2) with linear shape r(x) = x is
plotted in Fig. 7.1. For small ramp-durations (τd = 1), the energy raises linear with time.
In this case, the system is essentially quenched, i.e., its state |ψ(t)⟩ remains unchanged
during the ramp, and the energy is thus only determined by the ramp protocol, E(t) ≈
V (t)/V ⟨ψ(0)|Hkin|ψ(0)⟩ + ⟨ψ(0)|Hpot|ψ(0)⟩. In the opposite limit τd → ∞, the energy
adiabatically follows the ground-state energy at hopping V = V (t) (solid line in Fig. 7.1).
We now focus at the excitation ∆E(τd) after the ramp, which is plotted in Fig. 7.2 for
linear ramps (7.2) within the gapless metallic phase [U = 1, Vf = 2], within the gapped
insulating phase [U = 3, Vf = 0.5], and over the metal-insulator transition [U = 1,
Vf = 0]. The critical interaction is U/V = 2. From Fig. 7.2 one can estimate the
crossover timescale τquench, which separates the regime in which the state of the system
cannot follow the parameter change (τd < τquench) from the “adiabatic regime” in which
∆E(τd) decreases with increasing ramp-duration τd (τd > τquench). Independent of the
ramp parameters, τquench turns out to be of the order of few times the inverse bandwidth.
The decrease of ∆E(τd) for τd > τquench can be fitted with a power law (7.1) for τd & 10.
The exponent appears to be a rational number, which depends only on the phase in which
the system is before the ramp (metallic phase for U < 2, insulating phase for U > 2) and
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after the ramp (metallic phase for U < 2Vf , insulating phase for U > 2Vf ). In summary,
one has
∆E(τd)
τd→∞∼
 τ
−12
d linear ramp over met.-ins. transition
τ−1d linear ramp in metallic phase
τ−2d linear ramp in insulating phase .
(7.5)
The exponent η = 12 for the excitation across the metal-insulator transition is independent
of the ramp shape r(x). A simple understanding of this exponent, similar as for ramps
in exactly solvable quantum-critical systems [187, 188, 189], cannot be given at present.
In particular, it should be clarified how this exponent is related to the critical behavior
of equilibrium correlation functions, such as the density of states at the transition [174].
On the other hand we can give a simple explanation of Eq. (7.5) for ramps within the two
phases. In particular we will see that the exponent η = 1 is a consequence of the non-
Fermi-liquid behavior of the metallic phase in the Falicov-Kimball model, and that the
excitation energy in the insulating phase depends strongly on the ramp, i.e., the exponent
η = 2 is not an intrinsic property of the Falicov-Kimball model.
7.3 Perturbation theory for small ramps
7.3.1 Derivation
Because the exponent in Eq. (7.5) and the crossover scale τquench do not depend on the
ramp parameters Vi and Vf in (7.2) in detail, one can obtain important insight into the
adiabatic behavior for ramps within the metallic and insulating phases of the Falicov-
Kimball model from the limit of small ramp amplitudes ∆V → 0. In this section an
expression for the ∆E(∆V, τd) will be derived for ∆V → 0 from conventional first-order
time-dependent perturbation theory.
The argument is not restricted to the Falicov-Kimball model and is thus formulated
for the general Hamiltonian
H(t) = H0 + κ(t)W (7.6)
κ(t) = ∆κ r(t/τd), (7.7)
where W is some operator, and κ(t) is the ramp function that is characterized by the
ramp amplitude ∆κ, the ramp-duration τd, and the ramp shape r(x) as in Eq. (7.2). The
excitation energy ∆E(∆κ, τd) is now expanded in an power series in ∆κ for fixed τd. For
this purpose we expand the state |ψ(t)⟩ in the instantaneous eigenbasis |φn(t)⟩ of the
Hamiltonian (7.6) [ϵn(t)|φn(t)⟩ = H(t)|φn(t)⟩],
|ψ(t)⟩ =

n
an(t)e
i

dt′ϵn(t′)|φn(t)⟩, (7.8)
where the phase factor is introduced for convenience. The Schro¨dinger equation reads
i
d
dt
an(t) =

m
ei
 t
0
dt′ϵnm(t′)

φn(t)
 d
dt
φm(t), (7.9)
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using the notation ϵnm(t) = ϵn(t) − ϵm(t). Eq. (7.9) must be solved with the initial
condition am(0) = δm0, because the system is initially in the ground state |φ0(0)⟩. For
non-degenerate states |φn⟩ and |φm⟩ if follows from their definition that
ϵnm(t)

φn(t)
 d
dt
φm(t) = φn(t)H(t) d
dt
− d
dt
H(t)
φm(t) (7.10)
=

φn(t)
dH
dt
φm(t) (7.11)
= ∆κ
r′(t/τd)
τd
⟨φn(t)|W |φm(t)⟩. (7.12)
Hence Eq. (7.9) and the initial condition imply an(t) = δn0+O(∆κ), and thus, for n ̸= 0,
an(t) = ∆κ
 t
0
dt′
τd
r′

t
τd
⟨φn(t′)|W |φ0(t′)⟩
ϵn0(t′)
ei
 t′
0
dt′′ϵn0(t′′) +O(∆κ2) . (7.13)
This expression was already used in Ref. [187] as a starting point to discuss the excitation
energy for ramps across quantum critical points. Here we proceed differently and study
ramps which do not cross any critical point. The instantaneous eigenenergies ϵn0(t) and
eigenfunctions |φn(t)⟩ depend on t only through the parameter κ, and we assume that
an expansion around κ = 0 is valid. This assumption breaks down at a critical point,
but we consider only ramps within a given phase. Since an(t) is already of order O(∆κ),
we can thus replace ϵn0(t) and |φn(t)⟩ by ϵn0 ≡ ϵn0(0) and |φn⟩ ≡ |φn(0)⟩, respectively.
Eq. (7.13) is then inserted into the excitation energy ∆E(∆κ, τd) =

n̸=0 ϵn0(t) |an(t)|2,
which yields the final result
∆E(τd,∆κ) = ∆κ
2
 ∞
0
dω
ω
R(ω)F (ωτd) +O(∆κ3) (7.14)
R(ω) =

n̸=0
|⟨φn|W |φ0⟩|2δ(ω − ϵn) (7.15)
F (ωτd) =
  1
0
ds r′(s)eiωτds
2. (7.16)
Here the correlation function R(ω) is independent of the ramp and can be interpreted
as the density of possible excitations. Conversely, the “ramp spectrum” F (x) does not
depend on the Hamiltonian. Provided that the ramp is continuous, we have F (x)→ 0 for
|x| → ±∞, such that F (ωτd) becomes increasingly peaked around ω = 0 for τd → 0. In
fact, replacing F (ωτd) ∝ τdδ(ω) is equivalent to Fermi’s golden rule for |an(t)|2. In turn,
the non-adiabatic excitation (7.14) is due to deviations of F (ωτd) from δ(ω).
To quantify the main contributions to the integral (7.14), we split the integral at
ω = C1/τd, where C1 is some constant. The contributions to (7.14) for ω < C1/τd and
ω > C1/τd will be referred to as ∆Ecenter(τd) and ∆Etail(τd), respectively. Furthermore,
we make some rather general assumptions on the spectrum R(ω): (i) Either R(ω) has a
gap at ω = 0, or it can be expanded as a power series R(ω) = R1ω
ν +O(ων+1) such that
it vanishes at least linearly for ω → 0. (ii) R(ω)/ω has a finite upper band edge Ω and
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is bounded from above, R(ω) ≤ R2. The center contribution ∆Ecenter(τd) can then be
calculated by a simple change of variables in the integral,
∆Ecenter(τd) ≡ ∆κ2
 C1/τd
0
dω
ω
R(ω)F (ωτd) (7.17)
=

0 R(ω) gapped at ω = 0
∆κ2C2τ
−ν
d +O(1/τν+1d ) R(ω) = R1ων +O(ων+1)
, (7.18)
where the constant C2 is given by
C2 = R1
 C1
0
dx xν−1F (x). (7.19)
To estimate the tail contribution ∆Etail(τd) we use the upper bound R2 for R(ω),
∆Etail(τd) ≤ ∆κ2R2
 Ω
C1/τd
dωF (ωτd) = ∆κ
2R2
τd
 Ωτd
C1
dxF (x). (7.20)
For τd → ∞, the integral in Eq. (7.20) is determined only by the asymptotic behavior
of F (x) at large frequencies x. When F (x) vanishes exponentially for x → ∞, then the
excitation energy is also exponentially small. From the definition (7.16) it follows that
this is only the case if all derivatives of r(x) vanish at x = 0 and x = 1. On the other
hand, when F (x) has an asymptotic expansion
F (x) =
f1(x)
xν
+O(1/xν+1), (7.21)
with some bounded function f1(x) > 0, then
 Ωτd
C1
dxF (x) ≤ C3τ1−νd and ∆Etail(τd) ≤
∆κ2C4τ
−ν
d with constants C3 and C4. A similar bound from below is obtained, because
R(ω) can always be estimated from below in some finite interval unless the bandwidth of
R(ω) vanishes. Hence we have the general result
∆Etail(τd) ∝ ∆κ2τ−νd +O(1/τν+1d ) (7.22)
for a ramp spectrum which satisfies Eq. (7.21).
Eqs. (7.22) and (7.17) provide a direct expression for the large-τd asymptotic of the
integral (7.14), ∆E(τd) = ∆Ecenter(τd)+∆Etail(τd). Interestingly, the asymptotic behavior
of the tail contribution (7.22) depends only on the ramp shape, while the asymptotic
behavior of the center contribution (7.18) is an intrinsic property of the system. Note
that the exponent ν in Eq. (7.21) is always larger or equal than two, provided that the
ramp is smooth enough such that the derivative r′(x) in Eq. (7.16) does not diverge. Thus
the asumptotic form of the excitation energy (7.14) for τd →∞ is independent of the the
ramp shape whenever the exponent ν in (7.18) is smaller than two. This already suggests
that the relatively strong excitation for ramps in the metallic phase of the Falicov-Kimball
model [η = 1 in Eq. (7.5)] does not depend on the ramp shape but is due the contribution
intrinsic ∆Ecenter(τd). In the following two subsections this will be further substaintiated.
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Figure 7.3: Right: The ramps shapes (7.23), and the corresponding ramp spectra (7.24).
The Fresnel oscillations in F1(ω) are due to the discontinuity in the first derivative of
r1(x) at x = 0 and x = 1.
Furthermore, Eq. (7.14) is not restricted to the asymptotic behavior. It could be used
to get a lowest-order approximation for an optimal ramp with least excitation energy, in
terms of the spectrum R(ω). In addition, one can directly read off the crossover scale
τquench form Eq. (7.14): Eq. (7.14) becomes independent of τd when τd ≪ 1/Ω [band
width of R(ω)], such that F (ωτd) = F (0)+O(ω2τ2d ) is approximately constant for ω < Ω.
7.3.2 Insulating phase
In the gapped phase, the center component (7.18) to the excitation energy vanishes, and
the excitation energy is completely determined by the asymptotic behavior of F (x) in
Eq. (7.20). This suggests that the excitation energy strongly depends of the ramp shape
for ramps in the insulating phase of the Falicov-Kimball model. To show this we perform
DMFT calculations for ramps in the insulating phase with various ramp shapes,
r1(x) = x (7.23a)
r2(x) =
1− cos(πx)
2
(7.23b)
r3(x) =
πx− cos(πx) sin(πx)
π
, (7.23c)
which are defined by r′n(x) ∝ sinn(πx), such that the n first derivatives of rn(x) vanish
at x = 0 and x = 1 (Fig. 7.3). The latter ensures Fn ∼ x−2n for x→∞,
F1(ω) = 2
1− cos(ω)
ω2
(7.24a)
F2(x) =
π4
2
1 + cos(ω)2
(π2 − ω2)2 (7.24b)
F3(x) = 32π
4 1− cos(ω)
ω2(4π2 − ω2)2 . (7.24c)
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Figure 7.4: Same as Fig. 7.2, for ramps within the insulating phase. r(x) = rn(x)
[Eq.7.23], U = 3, Vf = 0.5. The black linear lines correspond to power law behavior (7.1)
with η = 2 (n = 1) and η = 4 (n = 2), and η = 6 (n = 3).
Because the intrinsic contribution (7.17) to the excitation vanishes for gapped phases, one
obtains from Eqs. (7.22) and (7.24) the excitation after ramps rn(x) is given by ∆E(τd)
∼ ∆V 2τ−2nd to lowest order in the ramp amplitude. The excitation energy after ramps
(7.23) in the insulating phase of the Falicov-Kimball model is plotted in Fig. 7.4. In fact,
the curves can be fitted with power laws (7.4) for large τd, and the exponents are given
by η = 2 for the linear ramp (7.23a) and η = 4 for the ramp (7.23b), respectively. For
the ramp (7.23c), the results are consistent with η = 6, but the excitation energy is too
small for a power law fit in the accessible range.
Because no explicit form for R(ω) is known for the Falicov-Kimball model in the
insulating phase, we cannot directly compare Eq. (7.14) with DMFT results for τd <∞.
However, in the atomic limit (V = 0) at half-filling, R(ω) consists of a single delta-function
peak at ω = U .3 When R(ω) ∝ δ(ω − U) is inserted into Eq. (7.14), one obtains
∆E(τd) ∝ F (Uτd). (7.25)
In fact, from Fig. 7.5 one can see that the Fresnel oscillations of F1(x) [Fig. 7.3] are indeed
apparent in the excitation energy for ramps between states with V ≪ U . In the limit τd
→∞, oscillations become washed out because R(ω) has a finite bandwidth Ω for V > 0,
such that the integral (7.14) averages over many oscillations for τd ≫ 1/Ω.
3 In the atomic limit one should rather consider a ramp of the interaction strength U , such that the
operator W in Eq. (7.6) is given by the double occupancy, and R can be evaluated directly from the
definition (7.15). For finite V , an interaction ramp and a ramp of the hopping amplitude can be mapped
onto each other, as explained in footnote 2 on page 102.
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Figure 7.5: Excitation energy 7.4 after the linear ramp (7.23a) of the hopping within the
insulating phase [U = 10, Vf = 0.5], compared to Eq. (7.25) for small ramp amplitudes
[F1 given by Eq. (7.24a)].
In conclusion, the perturbative expression (7.14) can explain the general features of
the DMFT results for ramps within the insulating phase of the Falicov-Kimball model.
Although there is a gap in the spectrum, the excitation energy is not exponentially small,
but instead both the asymptotic behavior for τd → ∞ and also some intermediate time
features are not universal for the Falicov-Kimball model, but depend on the ramp shape
r(x) in detail.
7.3.3 Metallic phase
For a ramp of the interaction strength in the Hubbard model and Falicov-Kimball model,
the operator in Eq. (7.6) is given by the double occupancy4
W =

i
ni↓ni↑ =

k,k′,q
c†k+q↓ck↓c
†
k′−q↑ck′↑. (7.26)
The excitation density R(ω) can be evaluated at U = 0. This can be used to compute
the excitation ∆E(τd) for ramps of the interaction parameter U from U = 0 to U = ∆U
up to order O(∆U2) from Eq. (7.14), and compare to the DMFT results.
For this purpose we introduce the the imaginary-time ordered correlation function
R˜(τ − τ ′) = ⟨TτW (τ)W (τ ′)]⟩0, (7.27)
4In this section we use a unified notion for the Hubbard model and the Falicov Kimball model: For
the Falicov-Kimball model, spin ↑ is immobile.
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R˜(iηn) =
Figure 7.6: (a) Diagrammatic representation of Eq. (7.29). Lines represent the non-
interacting momentum-resolved Green function g0qσ(iωm) = 1/(iωm− ϵqσ) for σ =↑ (solid
lines) and σ =↓ (dashed lines). Momentum is conserved at the vertices, frequency iηn
enters at the left vertex. (b) Transformation of the Matsubara sum (7.31) to the real fre-
quency intergal (7.32), using the usual expression

iωm
w(iωm) = (iβ/2π)

C1
dzf(z)w(z),
where f(z) is the Fermi function and w(z) is some analytic integrand. The integrand in
Eq. (7.31) has a branch cut at z = −iηn due to the branch cut of Σ(z) along the real
axis, and a pole at ϵq↑. Then the contour C1 is transformed into C2, which yields (7.31),
using that the Fermi function is periodic under shift with bosonic Matsubara frequencies,
f(ω − iηn) = f(ω).
where the expectation value ⟨·⟩0 = Tr[e−βH0·]/Tr[e−βH0 ] is taken in the noninteracting
state at temperature T = 1/β (the limit T → 0 is taken at the end), and W is given by
(7.26). (Tτ is the imaginary time ordering operator). The interaction operator contains an
even number of Fermi operators, and hence R˜(τ) satisfies periodic boundary conditions
on the imaginary time contour τ ∈ [0, β] and can be expanded in bosonic Matsubara
frequencies ηn = 2πn/T , R˜(iηn) =
 β
0
dτR˜(τ)e−iηnτ . Using the Lehmann representation
one can show that R˜(iηn) is related to R(ω),
R(ω) = − 1
π
Im R˜(ω + i0), (7.28)
where R˜(ω+ i0) is the unique analytical continuation of R˜(iηn) from ηn > 0 to the upper
half of the complex frequency plane.
To calculate R˜, the expectation value (7.27) is factorized usingWicks theorem [Eq. 2.34],
and transformed to Matsubara frequencies. It turns out that the only nonvanishing con-
tractions for ηn ̸= 0 is given by
R˜(iηn)
n̸=0
=

k1,k2,q

r,s,m
g0k2↑(iωs)g
0
k1↑(iωr)g
0
q↓(iωm)g
0
k2−q−k1,↓(iωm+iωs−iωr+iηn), (7.29)
where g0qσ(iωm) = 1/(iωm − ϵqσ) is the noninteracting Green function at momentum q,
and iωm are fermionic Matsubara frequencies. The integral has a simple diagrammatic
representation (Fig. 7.6a). The diagram is split into one Green function line g0q↓(iωm) and
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the remainder, which we identify as the second-order self-energy contribution Σ
(2)
q↓ ,
R˜(iηn) =

q

iωm
g0q↓(iωm)Σ
(2)
q↓ (iηn + iωm). (7.30)
One can now transform the Matsubara summation into a frequency integral, where it
must be taken into account that the self-energy Σ(z) has a branch cut along the real axis
with Σ(ω + i0) = Σ(ω − i0)∗ (Fig. 7.6b). The result is
R˜(iηn) =

q

f(ϵq↑)Σ
(2)
q↑ (iηn + ϵq↑)−
1
π

dω f(ω)
ImΣ
(2)
q↑ (ω + i0)
ω − iηn − ϵq↑

, (7.31)
where f(ϵ) is the Fermi function. Eq. (7.31) is continued to the real frequencies by
replacing iηn → ω + i0, and the spectrum (7.28) is obtained as
R(ω) =
1
π

q
[f(ω + ϵq↓)− f(ϵq↓)]ImΣ(2)q↓ (ω + ϵq↓). (7.32)
To compare the results with DMFT we go to the limit of infinite dimensions where the
self-energy is independent of q. (The following considerations can be generalized to a
q-dependent Σ, and the final conclusions are the same.) The q-summation is replaced by
an integral over the density of states. Furthermore we can take the limit of T → 0, which
yields the final result
R(ω) =
1
π
 ω
0
dϵ ρ↓(ϵ) ImΣ
(2)
↓ (ϵ+ ω) (7.33)
for the spectrum (7.15) in the Hubbard or Falicov-Kimball model in the limit of infinite
dimensions at U = 0.
The 2nd order self-energy for the Falicov-Kimball model can be obtained from Eq. (5.25)
and (5.26),
1
π
ImΣ
(2)
FKM(ω) = (1− nf )nfρ(ω)
ω→0∼ (nf − 1)nfρ(0). (7.34)
For the Hubbard model, it is given by [56]
1
π
ImΣ
(2)
Hubbard(ω) =
 ω
0
dµρ(µ− ω)
 µ
0
dνρ(ν)ρ(µ− ν) ω→0∼ ρ(0)
3
2
ω2, (7.35)
according to the rules of Sec. 2.4. The different behavior of the self-energy at small ω is
due to the fact that the metallic state of the Hubbard model is a Fermi liquid, but not
for the Falicov-Kimball model, where the scattering rate is always finite even for electrons
at the Fermi energy. Eqs. (7.35) and (7.34) can then be inserted in Eq. (7.33), which in
turn can be used to calculate the asymptotic behavior (7.18) of the intrinsic contribution
∆Ecenter(τd) to Eq. (7.14),
Hubbard: R(ω)
ω→0∼ ρ(0)
4
6
ω3 ⇒∆Ecenter(τd) ∝ τ−3d (7.36)
Falicov-Kimball: R(ω)
ω→0∼ (1− nf )nfρ(0)2 ω ⇒∆Ecenter(τd) ∝ τ−1d . (7.37)
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Figure 7.7: Excitation ∆E(τd) in the Falicov-Kimball model, after gaussian ramps
[Eq. (7.38), c2 = 36] from interaction U = 0 to ∆U . The curve ∆U = 0 is obtained
from Eq. (7.14), where R(ω) is obtained from Eqs. (7.33) and (7.34), and F (ω) is given
by Eq. (7.38). The excitation spectrum R(ω) is plotted in the inset.
On the other hand, the tail contribution ∆Etail(τd) is at most ∆Etail(τd) ∼ τ−2d for
τd →∞ (see above). Consequently, the total excitation energy (7.14) is governed by the
intrinsic contribution for the Falicov-Kimball model, whereas for the Hubbard model tail
contribution is larger than the intrinsic contribution for linear ramps. Eq. (7.37) is in
agreement with the numerical finding (7.5) for ramps in the metallic phase, which we can
therefore understand as a consequence of the fact that the metallic state is not a Fermi
liquid.
Since R(ω) is exactly known for the Falicov-Kimball model at U = 0 from Eqs. (7.33)
and (7.34), one can evaluate ∆E1(τd) [Eq. (7.14)] for arbitrary interaction ramps U(t) =
∆Ur(x), and compare to the corresponding DMFT result ∆E(τd). In Fig. 7.7 this is done
for a “Gaussian ramp”, defined by
r′(x) = c1 exp
− c2(x− 1/2)2, F (x) = πc21
c2
exp

− x
2
4c2

, (7.38)
where c1 is a normalization constant to satisfy
 1
0
dxr′(x) = r(1) − r(0) = 1, and c2 is
chosen such that r′(x) is sufficiently small for x /∈ [0, 1], i.e., the expression for F holds
up to terms which are exponentially small in c2. The agreement is very good for ∆U ≤ 1
and τd ranging from the quench regime (τd → 0) to the asymptotic regime (τd → ∞),
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where ∆E(τd) ∼ 1/τd. Similar as for the insulating phase, this corroborates the simple
perturbative expression which (7.14) can explain the non-adiabatic excitation.
Part III
Time-resolved spectroscopy on
solid-state systems
Chapter 8
Time-resolved spectroscopy on
correlated systems
8.1 Pump-probe experiments
In pump-probe experiments a sample is excited by a short and intense laser pulse (the
pump-pulse), and a second pulse (the probe-pulse) is used to characterize the excited
state after a controlled time delay. The pump-probe setup has been used for more than
two decades to investigate the dynamics of chemical reactions [196] and of excited states
in semiconductors [197] and metals [198]. The accessible time resolution is of the order
of few femtoseconds, and both optical and photoemission spectroscopy can be used as a
probe technique. In 1999, the Nobel prize for chemistry was awarded to Ahmed H. Ze-
wail for “for his studies of the transition states of chemical reactions using femtosecond
spectroscopy“. More recently, such time-resolved experiments have been used to record
various nonequilibrium processes in strongly correlated materials, including those induced
by the Coulomb interaction between electrons, or the scattering of electrons on defects
and phonons [199, 200, 201, 202, 203, 204, 205, 206, 207, 208]. Those results are particu-
lary interesting for systems which are close to a phase transition, where many degrees of
freedom contribute to the dynamics on very different time scales.
Since the time delay between pump and probe is usually under good control, the
bottleneck for a good time-resolution consists in the generation of short and intense laser
pulses. Recent advances in femtosecond laser techniques [209, 210] have enabled the
generation of sub 10 fspulses in the visible and infrared, which are sufficiently short to
resolve the real-time dynamics of correlated electrons in solids. Some solid-state systems
have been investigated even on the attosecond time scale [211], although these experiments
have not yet been performed in the pump-probe setup as described above. In addition,
free-electron lasers such as the FLASH facility in Hamburg [212] can generate pulses in the
extreme ultraviolet to soft x-ray regime with a duration of only few femtoseconds, and thus
enable the investigation of the combined electron-lattice dynamics with unprecedented
resolution.
Quite often it is the goal of those nonequilibrium solid-state experiments to distin-
guish the electronic dynamics from that of other degrees of freedom. Several pump-probe
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experiments on correlated systems directly address the interplay between electronic and
lattice degrees of freedom, e.g., at the metal-insulator transition in VO2 [213, 214], dur-
ing the nonthermal melting of crystals after a pump excitation of the electron gas [215],
or through pump excitation of coherent phonon modes [202, 216]. When the coupling
between electrons ans phonons is weak, the relaxation of the electron-lattice system can
be described within the two-temperature model [217]. In this picture the electron gas
reaches thermal equilibrium after a short relaxation time, but electronic and lattice tem-
perature are then still different from each other. The temperature deviations level out
through a slow heat exchange between the two subsystems. In correlated systems, a state
in which the electronic temperature Te is higher than the lattice temperature Tl can be
quite distinct from the equilibrium state of the system at temperature Te, i.e., regions af
the electronic phase diagram become accessible which can never be reached in equilibrium
experiments [204, 205, 218].
Nevertheless, the two-temperature model is still a quasiequilibrium description. The
true dynamics of the electronic system has so far been observed mainly for simple metals
and semiconductors, because thermalization is apparently much faster in strongly corre-
lated systems. For example, the thermalization of pump-excited electron distributions
due to electron-electron scattering has been investigated with time-resolved photoemis-
sion [219], and the buildup of screening in the electron-hole plasma in GaAs was studies
with terahertz time-resolved optical spectroscopy [220, 221]. On the other hand, reso-
lution of the electronic dynamics would be particulary interesting in correlated systems,
such as materials close to the Mott metal-insulator transition which is driven by the
Coulomb interaction between electrons moving in a crystal lattice. A new perspective
on this phenomenon would be obtained if one could, e.g., monitor the formation of well-
defined quasiparticles in a metallic state after a pump excitation of the insulator, and
thus observe how the Mott transition happens in time. Up to now several Mott and
charge-transfer insulators have been driven to an intermediate metallic state by a laser
pump pulse [199, 200, 203, 204, 205]. These experiments have focused on the reformation
of the insulating state, which presumably happens due to a coupling of the valence band
electrons to slower degrees of freedom. However, also the much faster buildup of the
metallic state, which is most likely a purely electronic process, has been resolved recently
through the reflectivity change during the pump-induced transition from the insulator
to a metal in an organic charge-transfer component. It happens on the timescale of the
inverse hopping amplitude, on which the response of the lattice can be neglected.1
Theoretical description within DMFT
For the theoretical description of these pump-probe experiments we must understand both
the effect of the pump pulse on the sample, and the probe of the nonequilibrium state.
Nonequilibrium DMFT can serve this purpose [72, 73]. The main purpose of this Chapter
is a detailed description of the probe process for time-resolved optical and photoemission
spectroscopy in terms of the linear response of the pump-induced nonequilibrium state to
1Unpublished results were presented by A. Cavalleri during the Korrelationstage workshop in Dresden,
March 2009.
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a weak time-dependent electromagnetic field. Before doing this, we will briefly comment
on the theoretical description of the pump process.
Throughout the chapter we restrict ourselves to situations for which the nuclear mo-
tion can be neglected to first approximation, which holds on sufficiently short timescales
because electrons usually response much faster than the lattice. In future, it may be
possible to incorporate also the lattice dynamics into a nonequilibrium DMFT setup in
principle. In fact, DMFT for equilibrium it has already been demonstrated that elec-
tronic correlations can have a profound influence on the crystal structure [222]. The
combined analysis of electron and lattice dynamics would be very interesting in view of
the experimental advances mentioned above, but this topic is beyond the scope of this
thesis.
Modelling of the pump pulse
When the overlap of pump and probe pulse in the sample is not the main focus of the
experiment, one may describe the excited state right after the pump pulse by a density
matrix which is taken to be the initial state for the subsequent relaxation. A simple way to
construct such a density matrix is to take the equilibrium state of a different Hamiltonian.
Note that the latter is thereby only a way to parameterize the density matrix. In effect,
this approach replaces the complicated pump-induced dynamics by a quantum quench,
and we will use this concept in Sec. 8.4 to illustrate the general results for the probe
process.
In many cases, such a description of the pump pulse can give a first understanding
of the excited state which is more intuitive than an explicit calculation of the pump-
excitation. This idea can be illustrated by two of the experiments mentioned above: (i)
In the photoinduced metal-insulator transition, the Mott insulating state is excited via
“photodoping electrons from the lower to the upper Hubbard band”. This process is
nothing but the injection of pairs of doubly occupied and empty sites in the strongly-
repulsive insulator. The simplest way to model this state is through a metallic state (the
equilibrium state of the Hubbard model at small U), while the relaxation dynamics is
governed by a Hubbard model in the strongly repulsive regime. (ii) In the experiment on
GaAs [220, 221], the pump pulse excites electrons from the valence band into the conduc-
tion band, and the subsequent relaxation of the electron-hole plasma due to the Coulomb
interaction is observed by reflection measurements. The recombination of electrons and
holes takes much longer and is not studied in the experiment. Directly after the pump
pulse, the particles can be considered to be uncorrelated because the pump is too short
to allow the build-up of Coulomb correlations. Consequently, the results of this experi-
ment have been compared to the time evolution the Coulomb gas after a quench from the
noninteracting state to weak interactions [223, 224].
Clearly the reduction of the of the pump-process to a idealized initial state can only
lead to qualitative results. Although many aspects of the dynamics after a quench, such as
the formation of long-lived quasistaionary states or the occurance of dynamical transitions
(Ch. 6) are probably be rather independent of the specific form of the initial state, a
microscopic modelling of the pump pulse will be desirable at some point. In principle such
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a description of the excitation process is accessible within DMFT through the introduction
of Peierls factors [Eq. (1.2)] in the hopping amplitudes [43, 68, 70].
8.2 Optical spectroscopy
8.2.1 Time-resolved optical spectroscopy
To describe the experimental signals of time-resolved optical spectroscopy one has to know
how electromagnetic pulses of finite length propagate through a material which is driven
out of equilibrium by means of the pump pulse [225, 226, 227]. When the probe field is
weak, its effect can be calculated as a linear response δj of the current j to the external
electrical field δEβ(r, t),
δjα(r, t) =
t
−∞
dt′ σαβ(t, t′) δEβ(r, t′). (8.1)
Here and in the following α and β denote cartesian components of the vectors, and
repeated indices are summed over. Eq. (8.1) defines the optical conductivity σαβ(t, t
′) for
samples that are not in equilibrium. Of course σ(t, t′) must be causal, i.e., it vanishes for
t < t′.
It is important to note that only the response (8.1) is linear in the probe field δEβ(r, t
′),
whereas the electric pump fields that act on the sample can be arbitrarily strong. Further-
more, we have assumed that the linear response relation (8.1) is essentially local in space.
This assumtion is valid when the wavelength is much larger than the lattice spacing of
the sample, which is fulfilled for optical spectroscopy. On the other hand, Eq. (8.1) is
not local in time. Unless there is a clear separation between the time scales that govern
the electromagnetic response and the nonequilibrium dynamics of the electronic system,
σ(t, t′) is no longer time-translationally invariant as it is when the sample is in equilibrium.
Provided that σ(t, t′) is known, one can calculate the reflected and transmitted pulses
from Maxwell’s equations, taking the induced current inside the sample from Eq. (8.1)
[225, 226, 227]. However, the solution of those equations, and the coprresponding deriva-
tion of generalized reflection and transmission coefficients is more complicated than for
samples that are in equilibrium. In fact, even to define those coefficients in a nonequilib-
rium sitation is more involved than in the equilibrium case. For this purpose consider a
typical time-resolved reflection experiment, performed at normal incidence, on a sample
that is infinite in the y-z plane (cf. Fig. 8.1). Outside the sample light propagates with
constant velocity c, and incident and reflected pulses at x → −∞ are given by E0(t, x)
= zˆE0(t− td − x/c) and Erefl(t, x) = zˆErefl(t− td + x/c), respectively. Here we have in-
troduced the wave packets E0(τ) and Erefl(τ), which are centered around τ = 0, and td is
the probe delay. For simplicity, it was assumed that the polarization direction zˆ for both
pulses is the same, which holds, e.g., when the sample has cubic symmetry and pump and
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Figure 8.1: (Reprinted from Ref. [72]) Time-resolved reflection experiment. For t →
−∞ a probe pulse E0(t, x) = zˆE0(t − td − x/c) propagates in +x direction without
dispersion (upper panel). The sample is hit at times near t = td, and emits the reflected
pulse Erefl(t, x) = zˆErefl(t− td + x/c), which propagates in −x direction after leaving the
sample (lower panel).
probe are collinear. We can then define a generalized reflection coefficient r(t, t′) [225],
Erefl(τ) =
∞
0
ds r(td + τ, td + τ − s)E0(τ − s), (8.2)
which gives a linear relation between the two pulses. Provided that the full time dependent
electrical field can be measured (as in time-resolved terahertz spectroscopy [220, 221]),
the two-time reflection coefficient r(t, t′) can be deduced from experiment by suitably
choosing the probe pulse and measuring at all possible pump-probe delays td. The math-
ematical structure of Eq. (8.2) has several important consequences. Most importantly,
Eq. (8.2) clearly shows that a sample which is not in equilibrium can modulate the pulse
frequency, because for a nonequilibrium state σ(t, t′) and r(t, t′) depends on t and t′ sepa-
rately. Furthermore, light which is reflected or transmitted from a sample which is not in
equilibrium can in principle be stronger than the incident light, corresponding to a gain
out of the nonequilibrium state [70].
If the optical conductivity σ(t, t′) depends on t and t′ separately, the relation between
r(t, t′) and σ(t, t′) can be quite involved [227]. An approximate form for r(t, t′), which is
valid for reflection from a very thin slab with thickness L → 0, such that the phase lag
between the borders is negligible, is given by [72]
r(t, t′) =
L
c
σ(t, t′). (8.3)
A more realistic description must takes the finite thickness of the sample and its inhomo-
geneous excited state into account, and it usuyally requires the numerical simulation of
the wave propagation in the medium[226, 227].
8.2 Optical spectroscopy 121
8.2.2 Optical Conductivity in DMFT
The current operator for the Hubbard Hamiltonian (1.1) with Peierls phase factors (1.2)
is defined [17, 18] by the relation j(r) = −cδH/δA(r).2 Using Eq. (1.2), we obtain the
current in the long wave-length limit as
⟨j(t)⟩ =

1
V

ddrj(r)eiqr

q→0
, (8.4a)
=
ie
V

kσ
vkσ(t)G
<
kσ(t, t) , (8.4b)
where the current vertex is given by
vkσ(t) = ~−1∂kϵkσ(t) = ~−1∂kϵ˜k+ e~cA(t),σ . (8.4c)
and V is the volume of the sample. Since we are only interested in the linear current
response to a weak probe field, we define the susceptibility
χαβ(t, t
′) = δ⟨jα(t)⟩/Aβ(t′). (8.5)
In the chosen gauge with E(t) = −∂tA(t)/c, the susceptibility χαβ(t, t′) is related to the
optical conductivity σαβ(t, t
′) [Eq. (8.1)] by
σαβ(t, t
′) = −c
∞
t′
dt¯ χαβ(t, t¯). (8.6)
The susceptibility (8.5) is related to the current-current correlation function, which can be
evaluated in analogy to the equilibrium case [228]. Here we prefer to take the derivative
of (8.4b) directly, where the vector potential enters both in the vertex vkσ(t) and in the
Green function G<kσ(t, t). This yields the diamagnetic and paramagnetic contributions to
the susceptibility,
χαβ(t, t
′) = χdiaαβ (t, t
′) + χpmαβ (t, t
′) , (8.7a)
χdiaαβ (t, t
′) =
ie
V

kσ
δvαkσ(t)
δAβ(t′)
G<kσ(t, t) , (8.7b)
χpmαβ (t, t
′) =
ie
V

kσ
vαkσ(t)
δG<kσ(t, t)
δAβ(t′)
. (8.7c)
The paramagnetic contribution can be found from a variation of the lattice Dyson equa-
tion (3.14),
δGkσ = −Gkσ ∗ [δG−1kσ − δΣσ] ∗Gkσ. (8.8)
2The current is gauge-invariant and satisfies the continuity equation for the density ρ(r) =

iσ δ(r−
Ri)c
†
iσciσ, as under a gauge transformation the Hamiltonian transforms as H{A+∇Λ} = e−igH{A}eig,
where g = e~c

ddrΛ(r)ρ(r).
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Some simplifications occur in the absence of anisotropies. We note that the second
term in (8.8), containing the k-independent self-energy, does not contribute to the k-
sum in Eq. (8.7c) if (i) Gkσ is symmetric under inversion of k and (ii) the vertex vkσ is
antisymmetric. These conditions are met by an isotropic system without external fields,
and are therefore generally valid for systems with inversion symmetry in equilibrium
[229]. However, the isotropy may be lost when an initially isotropic system is driven out
of equilibrium, e.g., when a current is induced by the electrical pump field. Furthermore,
the vertex (8.4c) is no longer antisymmetric when an electrical field is present in addition
to the probe field, i.e., when the paramagnetic susceptibility (8.7c) is evaluated at A
̸= 0. Experimentally these anisotropic effects in otherwise isotropic systems show up
as a dependence of the signal on the relative polarization of pump and probe pulses.
In order to study such anisotropic effects, vertex corrections contained in δΣσ must be
taken into account (even for cubic lattices), by solving a Bethe-Salpeter equation on the
Keldysh contour, with the irreducible vertex function δΣσ/δGσ from the auxiliary single-
site problem as input. Recently, these vertex corrections were shown to cause important
corrections in a setup where pump and probe are continuous waves, i.e., they overlap [70].
In the following we only consider the completely isotropic relaxation between homoge-
neous phases, such that the vertex corrections δΣσ can be disregarded. Eq. (8.7c) is eval-
uated at zero field, so that only the first term δFkσ(t1, t2) = −[Gkσ ∗ δ(G−1kσ ) ∗Gkσ](t1, t2)
contributes to δGkσ in Eq. (8.8). This corresponds to keeping only the elementary bub-
ble diagram for the current-current correlation function [228]. The two convolutions in
δFkσ(t1, t2) collapse to a single one because [δG−1kσ ](t, t′) ∝ δC(t, t′). In order to obtain
δG<kσ(t, t) we take t1 = t and t2 = t on the upper and lower branch of the contour, re-
spectively [cf. Table 2.2]. The contour integral is then transformed into an integral along
the real axis,
δFkσ(t+, t−) =
e
~c
∞
−∞
dt¯vkσ(t¯)δA(t¯) [G
++
kσ (t, t¯)G
+−
kσ (t¯, t) − G+−kσ (t, t¯)G−−kσ (t¯, t)], (8.9)
from which the optical conductivity σαβ(t, t
′) can be read off. From the relations given
in table 2.2 and the general symmetry (2.15), we finally obtain the paramagnetic suscep-
tibility
χpmαβ (t, t
′) =−2χ0

kσ
v˜αkσv˜
β
kσIm[G
r
kσ(t, t
′)G<kσ(t
′, t)], (8.10a)
where χ0 = e
2/(V ~c) and v˜kσ = ∂kϵ˜k,σ/~. The diamagnetic contribution follows directly
from Eqs. (8.4c) and (8.7b):
χdiaαβ (t, t
′) =
iχ0
~ δ(t− t
′)

kσ
(∂kα∂kβ ϵ˜kσ)G
<
kσ(t, t) . (8.10b)
Eqs. (8.6) and (8.10) constitute our final DMFT expressions for the optical conductivity
(provided that anisotropic effects are disregarded, as discussed above).
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The optical conductivity (8.6) can be written as
σαβ(t, t
′) = [σregαβ (t, t
′) +Dαβ(t)]Θ(t− t′) , (8.11)
i.e., it splits into its regular part
σregαβ (t, t
′) = c
t′
−∞
dt¯ χpmαβ (t, t¯) , (8.12)
which vanishes in the limit t′ → −∞, and the Drude contribution
Dαβ(t) ≡ lim
t′→−∞
σαβ(t, t
′) (8.13a)
= σdiaαβ (t)− c
t
−∞
dt¯ χpmαβ (t, t¯), (8.13b)
which does not depend on the time difference at all. In the latter expression, σdiaαβ (t) =
−c ∞−∞ dt′ χdiaαβ (t, t′) is the weight of the delta function in Eq. (8.10b). A finite Drude
contribution Dαβ(t) ̸= 0 indicates perfectly metallic behavior, because it gives rise to a
delta function at zero frequency in the partially Fourier-transformed optical conductivity
σ˜αβ(t, ω) =
∞
0
ds ei(ω+i0)sσαβ(t, t− s) (8.14a)
= σ˜regαβ (t, ω) +
iDαβ(t)
ω + i0
. (8.14b)
Note that Eqs. (8.10) and (8.12) can be checked by inserting equilibrium Green functions
[Eq. (2.18c)]
Grkσ(t, t
′) = −iΘ(t− t′)

dω Akσ(ω)e
iω(t′−t) , (8.15a)
G<kσ(t, t
′) = i

dω Akσ(ω)f(ω)e
iω(t′−t) , (8.15b)
into Eq. (8.14), with the spectral function Akσ(ω) = −Im[Grkσ(ω + i0)]/π and the Fermi
function f(ω) = 1/(1 + eβω). Then the well-known expression for the regular part of the
optical conductivity in equilibrium [228],
Reσregαβ (ω) = πcχ0

kσ
v˜αkσv˜
β
kσ
∞
−∞
dω′
Akσ(ω
′)Akσ(ω + ω′)[f(ω′)− f(ω + ω′)]
ω
, (8.16)
is recovered.
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8.2.3 The sum rule for the two-time optical conductivity
In equilibrium physics, the sum-rule for the optical conductivity is an important concept.
The discussion above allows to derive a sum-rule for the two-time optical conductivity.
Because σ(t, t′) is real, the partial Fourier transform (8.14a) satisfies the sum rule ∞
0
dωRe σ˜αβ(t, ω) = σαβ(t, t). (8.17)
The equal-time conductivity σαβ(t, t) on the right-hand side of this expression can now
be obtained directly from Eq. (8.6) in the following way: At t = t′, only the diamagnetic
component χdiaαβ (t, t
′) corresponds to the integral (8.6) under two rather general assump-
tions. These assumptions are (i), that the paramagnetic response is causal, such that
χpmαβ (t, t
′) = 0 for t < t′, and (ii), that there is no instantaneous singular respone of the
Green function to an external vector potential, i.e., χpmαβ (t, t
′) is finite at t = t′. For the
case that vertex corrections do not contribute to χpmαβ (t, t
′), both assumptions follow from
Eq. (8.10a) because Grkσ(t, t) and G
<
kσ(t, t) are purely imaginary. More generally, assump-
tion (ii) implies that the Fourier transform of χpmαβ (t, t− s) vanishes in the high frequency
limit. Under the assumptions (i) and (ii) we obtain
lim
s↓0
σαβ(t, t− s) = −c
∞
t−s
dt¯ χdiaαβ (t, t¯), (8.18)
which together with Eqs. (8.10b) and (8.17) yields the general sum rule for the nonequi-
librium optical conductivity, ∞
0
dωRe σ˜αβ(t, ω) =
e2
~2V

kσ
(∂kα∂kβϵkσ)nkσ(t). (8.19)
Here we have also used that −iG<kσ(t, t) = nkσ(t).
8.3 Photoemission spectroscopy in the sudden approxi-
mation
8.3.1 Introduction
A theoretical decsription of time-resolved photoemission spectroscopy (TRPES) should
both take into account that the electrons are not in equilibrium, and that the signal can
depend on the pulse shape of the probe pulse, in particular the pulse duration. Recently,
Freericks, Krishnamurthy, and Pruschke [230] extened existing theories of conventional
photoemission spectroscopy to the case where the sample is not in equilibrium and mea-
surement pulses have a finite time duration. Their approach relates the photoemission
intensity as a function of the probe pulse delay time to electronic one-particle real-time
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Green functions of the sample, which fully incorporate the excitation through the pump
pulse. In contrast, earlier Green function approaches have treated both pump and probe
process on the same perturbative level [231].
The relation to real-time Green functions allows us to make direct contact to nonequi-
librium DMFT, and study how details of the electronic thermalization process after the
pump excitation become manifest in time-resolved photoemission experiments. In this
context it is crucial to take into account that a probe pulse of finite duration ∆t has
a finite width ∆ω in frequency space, such that ∆t and ∆ω satisfy the frequency-time
uncertainty ∆t∆ω ≥ 2π. As we will see below, the relaxation of the electronic system
can be so fast that pulses which can resolve the time evolution of the quantum state
have a very poor energy resolution, such that not much more than the total weight of
the electronic spectrum is recorded. As a consequence, it can be practically impossible to
obtain the nonequilibrium electronic Green functions from the photoemission spectrum in
some cases [73], although the converse procedure is straightforward within the theoretical
description of TRPES given in Ref. [230].
8.3.2 General derivation
Photoemission experiments with both temporal and angular resolution probe the sample
with a pulse of finite duration. Although a short pulse has necessarily finite extent in
space, its spread in wavenumber can nevertheless be neglected due to the steep dispersion
of light, and we can thus assume that the pulse has a definite wave number q. In fact,
even when the frequency width ∆ω of the pulse is on the order of a typical bandwidth
(~δω = 1 eV ), the spread in wavenumber, δq = |δω/c| ≈ 0.0005/A˚, is small compared to
the typical extent of the Brillouin zone. The detector is sensitive to the kinetic energy E
= ~2k2e/2m of the photoelectrons and to the direction kˆe in which they are emitted, but
not to their arrival time (ke = kˆeke is the photoelectron momentum).
As in Ref. [230] we define the time-resolved photoemission signal by the total number
of electrons that are emitted per solid angle dΩkˆe and energy interval dE
I(kˆe, E; q, tp) =
dN(kˆe, E; q, tp)
dΩkˆedE
(8.20)
in response of a probe pulse at time tp [230], and do not include direct photoemission due
to the pump pulse. Freericks et al. have derived an expression for the photoemission signal
(8.20) under certain approximations [230], which we shall describe in the following. For
this purpose one needs to include both the electronic states in the solid and the outgoing
electron states in the Hamiltonian, which thus takes the following form
H = Hsolid(t) +Hfree +Hcoupling(t) (8.21a)
Hfree =

keσ
(E + Φ)a†keσakeσ (8.21b)
Hcoup(t) = S(t− tp)

kkeσ
M(k, q;ke)e
icqta†keσckσ + h.c. (8.21c)
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In this expression, the system Hamiltonian Hsolid(t) contains only the degrees of free-
dom c
(†)
ke
in the solid, e.g., the valence electrons. Below Hsolid(t) will be a simple model
Hamiltonian, such as the Hubbard model or the Falicov-Kimball model, which may be
time-dependent due to external pump fields. The second part Hfree describes electrons
in the outgoing states, which are scattering states with asymptotic momentum ke. The
energy of those vacuum states is shifted with respect to the solid by the work function
Φ. The third term Hcoup(t) describes the coupling between Bloch states with quasi-
momentum k in the solid and one-electron scattering states with asymptotic momentum
ke via absorption of a photon with momentum q. The transition is characterized by the
matrix element M(k, q;ke), which are derived from the usual A · p coupling of electro-
magnetic fields in the Hamiltonian. The light field has frequency eicqt and its amplitude
is proportional to the (real) pulse envelope function S(τ). The latter is defined in a way
that it is centered at τ = 0, such that the coupling in (8.21) occurs around time t = tp.
In writing down the Hamiltonian (8.21) i has been assumed that there are no in-
teraction terms between the outgoing electrons and the electrons in the solid, which is
equivalent to the so-called sudden approximation [232]. Without this assumption the
photocurrent is related to complicated three-current correlation functions [233]. Similar
to the derivation of the optical response in Sec 8.2 ome can now assume that the probe
field is weak, and compute the total number of electrons emitted during one probe pulse
in convential time-dependent perturbattion theory. The photoemission signal (8.20) is
then only related to matrix elements M(k, q;ke) and the real-time one-particle Green
function [230]
G<k,k′(t, t
′) = iTr[ρ0cˆ†k′σ(t
′)cˆkσ(t)], (8.22)
which incorporates the full nonequilibrium dynamics of the sample, including all external
fields except for the probe.
The presence of the surface and the dependence of photoemission spectra on matrix
elements can substantially complicate the comparison of theoretical and experimental
data for specific materials. In order to reveal general aspects of TRPES one often has to
resort to further approximations. in the following we assume that photoemission measures
the bulk properties of the sample which are contained in the momentum-diagonal Green
function G<k (t, t
′) ≡ G<kk(t, t′) of the infinite and translationally invariant system, and
(ii), we take matrix elements to be constant, apart from the constraint that momentum
must be conserved in the plane of the surface, i.e., M(q,k;ke) ≡ Mδk||+q||,ke|| . The time-
resolved photoemission spectrum (8.20) is then given by [230]
I(kˆe, E; q, tp) ∝

kσ
δk||+q||,ke||Ikσ(E − cq − Φ; tp), (8.23)
Ikσ(ω; tp) = −i

dt

dt′S(t)S(t′)eiω(t
′−t)G<kσ(t+ tp, t
′ + tp). (8.24)
In the following we will simply refer to Eq. (8.24) as the photoemission intensity. The
rather general aspects of the momentum- and frequency-dependent expression (8.24) that
are discussed below presumably persist after summation over some part of the Brillouin
zone [Eq. (8.23)].
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When the system is in equilibrium, Eq. (8.24) can be reduced to a form that is directly
related to the well-known expression
Ieq.kσ (ω) ∝ Akσ(ω)f(ω) (8.25)
for the intrinsic photocurrent in continuous beam experiments [234, 235]. in terms of
the equilibrium spectral function Akσ(ω) and the Fermi function f(ω). In equilibrium
situations, Green functions depend on the time difference only, and one can use the
Fourier transform [cf. Eq. 2.18c]
dt eiωtG<kσ(t, 0) = 2πiAkσ(ω)f(ω) (8.26)
to simpify Eq. (8.24). The photoemission intensity then reduces to
Ikσ(ω) =

dω′|S˜(ω + ω′)|2Akσ(ω′)f(ω′), (8.27)
which is a convolution of the continuous beam expression with the Fourier-transform S˜(ω)
=

dt S(t)eiωt of the pulse envelope.
8.3.3 Role of the energy-time uncertainty relation
The continuous beam photoemission intensity (8.25) has a simple interpretation in terms
of the occupied states in the solid. By contrast, an analogous interpretation of the pump-
probe intensity (8.24) is not always possible due to the frequency-time uncertainty of the
probe pulse: The energy ϵ of occupied states in the solid from which photoelectrons are
released is determined from the kinetic energy of the photoelectrons, the work function of
the solid, and the photon energy Eγ = ~ω. Using measurement pulses of finite duration
∆t, the latter can be determined only up to an uncertainty δEγ & ~/∆t. In a strongly
correlated electron system we expect that typical relaxation times are directly related to
the energy scales that appear in the spectrum, such that all information on the initial
energy ϵ is lost for pulses which are short enough to resolve the electronic dynamics.
The frequency-time uncertainty is already evident in the signal (8.27) for the mea-
surement of equilibrium states with pulses of finite duration. In Eq. (8.27) the frequency-
dependent spectrum is broadened with a positive function |S˜(ω)|2 that has a width of the
order of ∆ω > 1/∆t. This broadening of equilibrium spectra has been called the “win-
dowing effect” by the authors of Ref. [230]. It can be important for experiments, which
can be discussed within some kind of quasiequilibrium approximation, i.e, electrons can
be assumed to be in equilibrium at any time, but their state changes due to parameters
such as an electronic temperature (see, e.g., Ref. [204]).
By contrast, in this section we consider systems with a purely Hamiltonian time evolu-
tion involving only electronic degrees of freedom, and investigate TRPES with ultrashort
pulses that do resolve the thermalization of the electrons after the pump pulse. The elec-
tronic state is then characterized by a real-time Green functions G<kσ(t+ s, t) depending
on two time variables, which contains important information both as a function of the
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absolute time t and of the time difference s between addition and removal of an electron
(see below). We will demostrate from Eq. (8.24) that in this case the full time depen-
dence on both time variables cannot be recovered from the time-dependent photoemission
intensity, no matter how the pulse length of the probe pulse is chosen [73].
To make this explicit it is helpful to express the Green function in Eq. (8.24) through
a partial Fourier transform,
G(ω, t) =  ds eiωsG(t+ s, t), (8.28)
which yields
Ikσ(ω; tp) = −i

dt

dω′S(t)S(ω′)e−iω′t G<kσ(ω + ω′, t+ tp). (8.29)
This expression shows that the photoemission signal corresponds to a simultaneous con-
volution of the partially Fourier transformed Green function with the pulse shapes S(t)
in time and its Fourier transform S(ω), such that the accuracies ∆ω and ∆t in frequency
and time with which G<(ω, t) is measured cannot be independently small due to the
uncertainty relation ∆ω∆t ≥ 2π.
The energy-time uncertainty can also be accessed by the real-time Green function
G<kσ(t, t + s) directly. When the probe pulse extends only over a finite duration ∆t, the
product S(t)S(t′) in Eq. (8.24) vanishes for all t − t′ > ∆t, and hence Eq. (8.24) is
independent of the values of G<kσ(t, t+ s) at s > ∆t. In other words, G
<
kσ(t, t+ s) at fixed
s cannot be measured with a time resolution (in t) which is better that s. This is also
true for pulses which do not have a strictly finite duration in time, e.g., Gaussian pulses
S(t) = exp

− t
2
2∆t2

. (8.30)
When we attempt to invert the convolution of G<kσ(t, t
′) in Eq. (8.24) via a Fourier trans-
form
Ikσ(s; tp) =  dωeiωs Ikσ(ω; tp) , (8.31)
we obtain
Ikσ(s; tp) ∝ exp− s2
4∆t2

dtG<kσ

tp +
s
2
+ t, tp − s
2
+ t

exp

− t
2
∆t2

. (8.32)
While the integral in (8.32) apparently measures G<kσ(tp + s/2, tp − s/2) with a time
resolution of ∆t, it is practically impossible to choose ∆t ≪ s because then the result
vanishes compared to any noise added to Ikσ(s; tp), due to the Gaussian prefactor. The
form of this prefactor is due to the specific pulse shape (8.30), but the suppression of the
signal for ∆t ≪ s is independent of the pulse shape.
We conclude that at least sophisticated deconvolution techniques are needed to com-
pute the nonequilibrium two-time Green function from the time-resolved photoemission
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result. This will be illustrated in the following section for nonequilibrium situations in
the Falicov-Kimball model and the Hubbard model. On the other hand, the converse
procedure of calculating the spectrum from the Green function is straightforward. For
example, we will show in Sec. 8.4.2 that characteristic signatures of the dynamics of the
excited Mott insulator can be revealed from a variation of the pulse length.
8.4 Evaluation within DMFT
In the following section we illustrate the general results for time-resolved spectroscopy of
the previous two sections within idealized experiments in which the system is suddenly
driven out of a metallic or insulating equilibrium state, and subsequently relaxes to a new
phase. The Hamiltonian is either given by the Falicov-Kimball model or by the Hubbard
model. The nonequilibrium Green functions that enter Eq. (8.10) for the time-resolved
optical conductivity, and Eq. (8.24) for TRPES, are obtained with nonequilibrium DMFT
as explained in Ch. 5 and Ch. 6 for the Falicov-Kimball model and the Hubbard model,
respectively.3
We focus on two different physical situations, namely the buildup of a correlated metal
from an uncorrelated state, where quasiparticles form due to the interaction (Sec. 8.4.1),
and the relaxation of an excited Mott insulator, where characteristic collapse-and-revival
become visible both in the photoemission spectrum and in time-resolved optical spec-
troscopy (Sec. 8.4.2).
3 In Ch. 5 and 6 we have assumed a semielliptic density of states with quarter bandwidth V , which
is obtained for nearest-neighbor hopping on the Bethe lattice, but also for a particular choice of longer
range hopping amplitudes on the hypercubic lattice in infinite dimensions [180]. In contrast to the results
of Ch. 5 and 6, which depend only on the density of states, the optical conductivity depends explicitely on
the dispersion ϵkσ through the current vertices and their k-derivatives in Eq. (8.10). In the following we
present results that correspond to hopping on a hypercubic lattice with a semielliptic density of states. In
this case one must replace the momentum summations in Eq. (8.10) by integrations over the band-energy
ϵ,
1
N

k
v˜αkσ v˜
β
kσ g(ϵ˜kσ) =
∞
−∞
dϵDσαβ(ϵ) g(ϵ) (8.33)
1
~2N

k
(∂kα∂kβ ϵ˜kσ) g(ϵ˜kσ) =
∞
−∞
dϵ [∂ϵD
σ
αβ(ϵ)] g(ϵ), (8.34)
where N is the number of k-points, g(ϵ) is an arbitrary function of the band-energy ϵ, and the dispersion-
related function D(ϵ) is given by [180]
Dσαβ(ϵ) = δαβ
2V a2
4~2

1− (ϵ/2V )2 exp
−2 erf−1ϵ1− (ϵ/2V )2 +W sin−1(ϵ/2V )
πV
2 , (8.35)
and a is the lattice constant. For the Falicov-Kimball model, one has D↑αβ = 0 for the immobile species.
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Figure 8.2: Local retarded Green function Gr(t + s, t) and spectrum (8.36) (inset) after
a quench from the noninteracting state to the metallic parameter regime in the Falicov-
Kimball model [(a), U = 1.5] and the Hubbard model [(b), U = 3].
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8.4.1 Buildup of correlations in the metallic phase
Following the discussion at the end of Sec. 8.1, the formation of a correlated metallic
state from an uncorrelated electron gas can be modelled by an interaction quench from
the noninteracting state to finite interaction U . Below we compare results for the Hubbard
model and the Falicov-Kimball model, that were obtained from nonequilibrium DMFT,
using a semielliptic density of states with quarter bandwidth V (Ch. 5 and 6). The energy
scale is set by V = 1, and time is measured in terms of the inverse hopping ~/V .
The formation of quasiparticles with time can be seen most directly from the mo-
mentum resolved real-time Green function Gk(t + s, t) = −i⟨TC cˆk(t + s)cˆ†k(t)⟩0, which
shows how single-particle excitations that are created in the system at time t decay until
later time t+ s. Important differences between the Falicov-Kimball model and the Hub-
bard model are already evident from the retarded component of this Green function after
integration over momenta [the local Green function Gr(t+ s, t)], and the spectrum
A(ω, t) = − 1
π
Im
∞
0
ds eiωsGr(t+ s, t), (8.36)
which is plotted in Fig. 8.2. Note that for this definition the spectrum differs from
the noninteracting spectrum of the initial equilibrium state [semielliptic density of states,
Eq. (3.18)] at t = 0 because the Fourier transformation in Eq. (8.36) is only over the inter-
val s > 0 by definition. For both Hubbard model and Falicov-Kimball model, Eq. (8.36)
is given by the interacting equilibrium spectrum for large times after the quench. For the
Hubbard model (Fig. 8.2b) there is an indication of the well-known three peak structure
with a quasiparticle peak and Hubbard bands [11], while for the Falicov-Kimball model
the quasiparticle peak is missing because the metallic state is not a Fermi liquid [171].
The most profound difference between the two cases exists in the dynamics, i.e., the de-
pendence on time t: While in the Hubbard model the final spectrum is reached only after
a finite relaxation time (t & 0.6),4 the retarded function of the Falicov-Kimball model
is completely independent on time for all times t > 0. The reason for this is that the
decay of Gr(t + s, t) with time-difference s is due to scattering on fixed particles in the
Falicov-Kimball model, while in the Hubbard model the scattering particles itself have a
nontrivial time-dependence.
Can TRPES distinguish the rapid relaxation of the spectrum (8.36) in the Hubbard
model from an instantaneous change such as for the Falicov-Kimball model? To dis-
criminate between those two different physical situations, one has to measure the Green
function Gr(t + s, t) with a time-resolution better than the relaxation time. However,
from Fig. 8.2b one can see that the t-dependence of Gr(t + s, t) for the Hubbard model
is most pronounced around s ≈ 1.5, and the final value is almost reached at time t =
0.3. In view of the discussion below Eq. (8.32), however, it is not possible to measure
Gr(t + s, t) from TRPES with time resolution considerable better than ∆t = s, due to
4We have chosen U = 3 for the Hubbard model, which is in the regime of rapid thermalization discussed
in Ch. 6.
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Figure 8.3: Difference A(ω, t) − A(ω, t = 2) between the spectrum (8.36) at time t
and after relaxation, for a quench in the Hubbard model from the noninteracting ground
state to interaction U = 3 (see also Fig. 8.2). The rectangles have an area ∆ω∆t = 2π,
corresponding to the minimal simultaneous uncertainty of freqency and time whith which
the Green function G˜<(ω, t) can be obtained from TRPES.
the energy-time uncertainty.5
The implication of the energy-time uncertainty can be visualized in yet another way.
In a plot of the difference of the spectrum (8.36) to its value after relaxation (Fig. 8.3),
it becomes clear that the transfer of spectral weight from the central peak to the side-
bands occurs in a time and frequency range that is below the uncertainty resolution
limit, i.e., one has to know the spectrum A(ω, t) with a simultaneous accuracy which is
better than ∆ω∆t = 2π to resolve this process in detail. We thus conclude that the very
rapid relaxation in the Hubbard model can hardly be distinguished from an instantaneous
formation of the scattering background as in the Falicov-Kimball model within TRPES,
unless sophisticated deconvolution schemes are used. Further discussion of this topic can
be found in Ref. [73].
On the other hand, the time-resolved optical conductivity σ(t, t′) can be measured
without uncertainty limitation. As an illustration, this is discussed for the Hubbard
model in Figs. 8.4 and 8.3, for the same physical situation as in Fig. 8.2. Although the
relation to the Green functions is not as direct as for TRPES, σ(t, t − s) contains a lot
5 Eq. 8.32 contains the lesser Green function, while the the retarded Green function is plotted in Fig.
8.2. However, the retarded function Gr is a linear combination of G< (photoemission) and G> (inverse
photoemission) (table 2.2). The discussion would be very similar for lesser Green function [73], but the
spectrum of the retarded Green function is more familiar from equilibrium many-body theory, and it is
not cut off by the Fermi function.
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Figure 8.4: Optical conductivity σ(t, t−s) for the quench from the noninteraction ground
state in the Hubbard model (initial temperature T = 0) to U = 3. The unit of the
conductivity is σ0 = 2Na
2e2V/(2~2V ), where a is the lattice constant. The dashed line
is at t− s < 0.
of information on the state of the system at time t after the excitation. For t < 0 and
t → ∞, σ(t, t − s) depends only on the time-difference s, indicating that the system is
in a stationary state. For t < 0 this is the initial equilibrium state, and for t → ∞ it
corresponds to the final steady state. In the initial state, σ(t, t − s) ≡ σ(s) is constant
as expected for the perfectly conducting noninteracting metal, while in the final state
σ(t, t− s) vanishes for s → ∞. The latter implies that the Drude weight (8.13) vanishes
in the final state, which is expected for the Hubbard model at finite interaction and
temperature T > 0. (The system is excited by the quench, and relaxes to a thermal
state at finite temperature.) In the region t− s < 0 (bounded by the dotted line in Fig.
8.4) σ(t, t− s) determines the current after the pumping at t = 0 caused by an electrical
field applied to the sample before the pumping. It thus measures a combination of the
electromagnetic response of the initial state and the subsequent decay of the induced
current for t > 0. The optical conductivity is constant as a function of s in this regime
because the initial state is a perfect conductor. By contrast, for t − s > 0, σ(t, t − s)
describes the response of the nonequilibrium state alone, and hence gives direct insight
into the relaxation after the perturbation. This relaxation turns out to be more or less
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monotonous, similar to the thermalization of the double occupancy and the momentum
distribution in this parameter range (cf. Figs. 6.2 and 6.4). The relaxation becomes
essentially complete already on timescales of a few times of the inverse bandwidth, after
which the response is stationary and σ(t, t−s) depends on s only. Therefore the relaxation
time and the time scales of the electromagnetic response, which is set by the decline of
σ(t, t− s) for s → ∞, apparently have the same order of magnitude.
8.4.2 Coherent electronic oscillations in time-resolved spectra
Photoemission spectra
We now compute spectroscopic signals of an excited Mott insulator, by means of the
interaction quench from the metallic state to the strongly interacting regime (U ≫ V )
in the Hubbard model and the Falicov-Kimball model. The metallic state at t = 0 may
thereby be viewed as an idealized way to describe a photodoped Mott insulator (Sec. 8.1).
As in the previous section, Green functions are obtained from nonequilibrium DMFT,
using a semielliptic density of states with quarter bandwidth V (Ch. 5 and 6). It was
discussed already in Ch. 6 (for the Hubbard model) and Sec. 5.3.4 (for the Falicov-Kimball
model) that in the strong-coupling regime the relaxation is dominated by 2π/U -periodic
collapse and revival oscillations. We will now demonstrate that these oscillations show
up in a characteristic way in time-resolved photoemission and optical spectroscopy on an
excited Mott insulator.
In Fig. 8.5 the angular-resolved photoemission spectrum Ik(ω; tp) is plotted at fixed
momentum [ϵk = 1] after a quench in the Falicov-Kimball model from U = 1 to U = 10,
using Gaussian pulses (8.30). Due to the energy uncertainty, all features of the spectrum
except for its total weight, which is proportional to nk(t), are washed out for short pulses
(∆t = 0.2, Fig. 8.5c). On the other hand, long pulses show only an average of the final
and initial stationary state spectrum (∆t = 0.66, Fig. 8.5a). Only for intermediate pulses
both the 2π/U -periodicity and the gap become visible (∆t = 0.33, Fig. 8.5b).
Interestingly, the coherent oscillations are most pronounced in the center of the gap
(Fig. 8.5b). This observation can be understood from the atomic limit of the Hamilto-
nian (1.1), i.e., for V = 0. For the interaction term alone, HU = U

i ni↑ni↓ −

iσ µσniσ
the time evolution of annihilation operators is given by eiHU tcjσe
−iHU t = eiµσt[cjσ +
(e−itU − 1)cjσniσ¯]. For t,t′ > 0, the Green function then follows as
G<kσ(t, t
′) = ieiµσ(t−t
′)[Akσ +Bkσe
it′U +B∗kσe
−itU + CkσeiU(t
′−t)], (8.37a)
with
Akσ =

ij
eik(Ri−Rj)⟨(1− njσ¯)c†jσciσ(1− niσ¯)⟩0, (8.37b)
Bkσ =

ij
eik(Ri−Rj)⟨njσ¯c†jσciσ⟩0, (8.37c)
Ckσ =

ij
eik(Ri−Rj)⟨njσ¯c†jσciσniσ¯⟩0, (8.37d)
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Figure 8.5: (Reprinted from Ref. [73]) Quench from U = 1 to U = 10: Photoemission
signal (a.u.) [Eq. (8.24)] for ϵk = 1, and Gaussian probe envelopes (8.30) with ∆t = 0.66
(top), ∆t = 0.33 (middle), and ∆t = 0.2 (bottom). Pulse lengths ∆t are in units of ~/V
= 1.
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Figure 8.6: (Reprinted from Ref. [72]) Left: Optical conductivity σ(t, t−s) for the quench
from the noninteraction ground state in the Hubbard model (initial temperature T = 0)
to U = 5. The unit of the conductivity is σ0 = 2Na
2e2V/(2~2V ), where a is the lattice
constant. In the region above the upper dashed line, t− s < 0. Right: Fourier transform
(8.14a) of the optical conductivity at the largest time t = 3. Since numerical state reach
only up to s = 3, we introduce a factor exp(−0.2s2) in the integral (8.14a) to weaken the
hard cutoff at s = 3, which corresponds to a convolution σ(t, ω) with the kernel indicated
by the this line.
and ⟨·⟩0 is the expectation value in the (arbitrary) state at t = 0 immediately after the
pump. Inserting this expression into Eq. (8.24) we find, for tp ≫ ∆t,
Ikσ(ω; tp) ∝ Akσ|S˜(ω + µσ)|2 + Ckσ|S˜(ω + µσ − U)|2
+ 2Re[S˜(ω)S˜(ω + µσ − U)BkσeitpU ]. (8.38)
The first two terms are centered in the upper and lower Hubbard bands at ω = −µσ and
ω = U − µσ and do not change with time. The third term, which oscillates with period
2π/U , has its maximum where S˜(ω+µσ) and S˜(ω+µσ−U) overlap. For Gaussian pulses,
this is precisely the center of the gap because S˜(ω)S˜(ω − U) ∝ e−(ω−U/2)2/2∆t2e−U2/∆t2 .
However, the central peak is suppressed by an exponentially factor e−U
2/∆t2 , such that
oscillations become invisible for pulses with duration ∆t≫ 1/U .
This discussion shows that on short time scales the observed time-dependent spectrum
in the Falicov-Kimball model for large interactions resembles that of the atomic limit. The
initial state at t = 0 determines only the weight of the three components, but not the
frequency of the oscillations. The oscillating midgap weight is thus not specific for one
particular excitation process, but it is a universal property of the Mott insulator. Via
this universal feature it may eventually become possible to observe collapse-and-revival
oscillations in TRPES experiments on correlated materials. A more detailed analysis,
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Figure 8.7: (a) Optical conductivity σ(t, t − s) for the quench from the ground state at
U = 1 (initial temperature T = 0) to U = 6 (nf = nc = 1/2, half-bandwidth W = 2) in
the Falicov-Kimball model. The unit of the conductivity is σ0 = Na
2e2W/(2~2V ), where
a is the lattice constant. In the region above the upper dashed line, t− s < 0. Below the
lower dashed line the relaxation is essentially complete. (b) Fourier transform (8.14a) of
the optical conductivity in the initial and final stationary state, and for an equilibrium
state at U = 6, with the same excitation energy relative as the final state (T = 2.070).
including also the damping of the oscillations, could be done within the strong-coupling
approach of Sec. 4.4. As apparent from the general derivation, similar results as in Fig. 8.5
should hold also for the Hubbard model, but the times that can be accessed with CTQMC
times in the strong-coupling regime (Ch. 6) are currently not sufficient to corroborate this
proposition.
Optical conductivity
In the following we present the time-resolved optical conductivity σ(t, t− s) as a function
of t and s for the Hubbard model (Fig. 8.6), for a quench from the noninteracting state to
U = 5. From Ch. 6 it follows that collapse and revival oscillations in the double occupancy
and the momentum occupation are visible for U & 3.3. For U = 5, the oscillations are
already strongly damped, and the first maximum is slightly shifted from 2π/U ≈ 1.257
to a larger value t1 ≈ 1.4 (Fig. 6.4). The interpretation of the results in Fig. 8.6 very
much resembles the discussion of Fig. 8.4 in the previous section: For t < 0 and t →
∞, σ(t, t − s) depends only on the time-difference s and describes the electromagnetic
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response of the initial and final steady state, respectively. The Fourier transformation
(8.14a) of the conductivity at the largest time t = 3 exhibits a peak at ω = 0 and a
weak maximum at ω ≈ U (Fig. 8.6b). Although relaxation processes have not come to
an end at the largest time, this indicates that the final state is indeed a correlated metal
at very high temperature, with a broadened Drude peak and a charge excitation peak in
the optical response. The electromagnetic response for both t > 0 and t− s > 0 is clearly
dominated by oscillations, which are visible, e.g. along the line s = 0 in Fig. 8.6a, where
the first maximum occurs at approximately same time t1 as for the double occupancy and
the momentum distribution.
Corresponding results for the Falicov-Kimball model are qualitatively, because the
atomic limit is the same in both models (Fig. 8.7). The differences are that (i) the
metallic state of the Falicov-Kimball model is never a perfect conductor because there
is finite scattering of the electrons even at the Fermi surface, and (ii) the final state is
not a thermal state. Due to (i), the Drude weight vanishes, and thus σ(t, t− s) → 0 for
s → ∞ [cf. Eq. (8.13)], and (ii) implies that the electromangentic response in the final
state [which could be obtained directly by replacing the Fermi function in Eq. (8.16) with
the effective Fermi function F (ω), Eq. 5.45] is between that of the initial metallic state
and the thermally excited insulator (Fig. 8.7b)
Chapter 9
Conclusion and outlook
In this thesis, nonequilibrium DMFT is further developed and applied to the time evo-
lution of the Hubbard model and the Falicov-Kimball model after a quantum quench.
The interaction quench in the Falicov-Kimball model is solved analytically (Ch. 5), thus
providing an important benchmark for the application of DMFT to nonequilibrium situ-
ations. For the solution of the interaction quench in the Hubbard model, continuous-time
quantum Monte Carlo is used as an impurity solver (Ch. 6). The solution of the two
models in nonequilibrium reveals several interesting effects, such as the occurrence of
nonthermal steady states after an interaction quench in the Falicov-Kimball model, and
the very sensitive dependence of the relaxation behavior in the Hubbard model on the
final interaction. The latter indicates the existence of a dynamical transition, which co-
incides with a regime of rapid thermalization. A general discussion of the dynamics of
simple quantum mechanical systems is provided in Ch. 4, including the derivation of some
criteria for the validity of gerealized Gibbs ensembles for the description of nonthermal
steady states. The understanding of the dynamics in idealized models is a prerequisite
for the understanding of more complicated many-particle systems, such as correlated ma-
terials after excitation with a laser pump-pulse. The description of such pump-probe
experiments on correlated systems with nonequilibrium DMFT is explained in the last
part of this thesis (Ch. 8).
What is the current status of nonequilibrium DMFT, and where is it going to develop
in the future? Many technical issues have been resolved so far, and preliminary results
such as the solution of the mapping problem in Sec. 3.4.4 show that further progress is
within reach. In addition, some predictions for experiment can hopefully be tested soon
using cold atomic gases (Ch. 6), and the framework is set up to apply DMFT within a
realistic description of pump-probe experiments in correlated materials. Nonequilibrium
DMFT is therefore most probably still in a rapidly developing state, and exciting advances
can be expected in the near future. We thus conclude this thesis with a brief summary
of open problems that may provide definite starting points for further investigations.
Two possible developments of nonequilibrium DMFT were already indicated in Ch. 3:
(i) Using the closed form self-consistency equations derived in Sec. 3.2 one can attempt
to simplify the self-consistency for general density of states, as indicated at the end of
Sec. 3.2. (ii) The solution of the mapping problem in Sec. 3.4.4 should be brought into
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a form such that time-dependent DMRG becomes available as an impurity solver for
nonequilibrium DMFT. This would most probably allow to study the Hubbard model at
much larger times than those which are currently accessible within QMC, at least in the
single-band case. However, also within QMC there is room for further improvements.
Different implementations of the algorithm used in this thesis will allow to study inter-
acting initial states instead of the noninteracting initial state that is assumed in Ch. 6,
and different QMC algorithms may yield larger times. For example, a generalization of
the hybridization expansion solver to the Keldysh contour is likely to be more efficient at
strong-coupling that the weak-coupling method used at present.
The fundamental questions raised in Ch. 4 are rather difficult to answer in general,
in particular the transition from ergodic to nonergodic behavior (Sec. 4.5). However, a
good starting point is given by the investigation of prethermalization in almost integrable
Hamiltonians, e.g., hard-core bosons with small hopping between next-nearest neighbors.
In this context it would also be intersting to study the effect of a small but finite hopping
amplitude of the f -particles in the Falicov-Kimball model, using unitary perturbation
theory. Furthermore, it is still to be clarified whether the intermediate state in prether-
malization is related the generalized Gibbs ensembles of the effective Hamiltonian.
The relaxation behavior in the Hubbard model leaves many questions to be answered.
As already mentioned at the end of Ch. 6, the current analysis should be extended to more
general initial states, to check whether a “dynamical critical point” is a general feature of
the relaxation, and whether it is continuously related to the equilibrium phase transition.
Using DMRG as an impurity solver, one might also be able to see whether a change in
the long-time relaxation behavior occurs at the same critical interaction.
The excitation during slow ramps (Ch. 7) is closely related to the question of the
optimal ramp between two parameters of the Hamiltonian, in which a system is least
excited. Using CTQMC as impurity solver, this question can now be studied for the
Hubbard model without major extensions of the method. For intermediate interactions,
one can simulate the system up to two or three times the thermalization timescale in
the quench, e.g., during a ramp-on of the hopping. The results can be compared to the
perturbative analysis presented in Ch. 7, and the combination of both approaches may
then give a robust description how to improve the experimental ramp procedures which
are useed at present. This question is already accessible within the currently available
methods and of immediate experimental interest. It should therefore be investigated in
the near future.
Finally, the application of time-resolved spectroscopy in the field of strongly correlated
systems leaves room for many investigations. The biggest challenges for theory are (i),
the more realistic description of the pump-excitation system, and (ii), the interplay of
the electronic system with slower degrees of freedom, such as localized spins or lattice
vibrations. One system that is of experimental interest and could be investigated already
with the currently available techniques is a charge transfer system, consisting of one
correlated (d)-band and one uncorrelated (p)-band. If the pump-pulse excites electrons
from the p into the into the d-band, the subsequent relaxation will occur in two steps:
On a very short timescale the electrons in the d-band will thermalize and form a doped
141
Mott insulator or correlated metallic state. This process is followed by a much slower
recombination, which has already been resolved in experiment in some systems. Shorter
pulses might also be capable to resolve the formation of the doped Mott insulator in the
near future.
The interplay of degrees of freedom on very different timescales could be studied in a
setup where the slow degrees of freedom are treated classically, leading to classical equa-
tions of motion which are coupled to the electronic nonequilibrium correlation functions.
When the slow degrees of freedom are given by coherent phonon modes, two questions
are of possible interest: (i) How does the pump-excited electron system excite the lattice
vibrations during its short relaxation? For this analysis one could possibly restrict the
true electronic nonequilibrium calculation to very short times after the pump pulse, and
use of the Born Oppenheimer approximation after this initial relaxation. (ii) In some
cases, however the timescales of “slow” and “fast” degrees of freedom might mix up such
that it is not possible to the Born-Oppenheimer approximation, e.g., when the electronic
relaxation is delayed due to prethermalization. Then the problem becomes more difficult,
because the electronic nonequilibrium motion must then be resolved on the timescale of
the slow degrees of freedom. As a starting point, this could be investigated within the
Falicov-Kimball model, where times of the order of 1000 in units of the inverse electronic
bandwidth are numerically accessible (Ch. 7), or when the electronic problem is treated
perturbatively (Sec. 3.4.3). However, when electronic interactions have to be treated in a
nonperturbative way, new concepts are needed, such as a systematic expansion around a
quantum kinetic equation.
Appendix A
Combination of CTQMC and DMFT
DMFT iteration
In this Appendix we explain the computational scheme for the solution of the nonequi-
librium DMFT equations for an interaction quench in the Hubbard model. The system is
initially in the noninteracting state at temperature T and half-filling, and the interaction
is suddenly increased to a finite value U at time t = 0 [cf. Eq. (6.1)]. We assume a
semielliptic density of states of the hopping matrix elements [Eq. (3.18)], such that the
self-consistency equation is given by Eq. (3.19).
The DMFT iteration scheme is represented in Fig. A.1. Green functions Gσ, G0,σ, and
Λσ satisfy the symmetry (2.15), such that they can be represented by their Matsubara,
retarded, mixed “ ¬”, and lesser component. The Matsubara Green functions are given
by the equilibrium Green functions and represented by their Fourier transform
gM0,σ(iωn) =

dϵ
ρ(ϵ)
iωn + µ− ϵ = g
M
σ (iωn) = V
−2λMσ (iωn), (A.1)
where ρ(ϵ) is given by Eq. (3.18). In this expression, the first equality holds because
the initial state is noninteracting, and the last equality holds due to the self-consistency
(3.19). At half-filling, one has µ = 0. The mixed components G ¬σ , G ¬0,σ, and Λ ¬σ are
represented by their value along the branch cut after the partial Fourier transform (2.20)
and analytical continuation to complex frequencies, i.e., for each Green function Y we
keep two functions Y ¬(ω±, t) on a fixed frequency mesh. The latter is adapted to van
Hove singularities at the band-edges.
The DMFT iteration is started from an initial guess for the local Green function
Gσ(t, t
′), for which we usually take the noninteracting equilibrium Green function,
Geqσ (t, t
′) = i

dϵ ρ(ϵ)eiϵ(t
′−t)[f(ϵ)−ΘC(t, t′)], (A.2)
where ΘC(t, t
′) = 1 if t is the contour theta function (Table 2.1). In step (i) [cf. Fig.
A.1], the Weiss field Λ(t, t′) is computed from the closed self-consistency equation (3.19).
This is then used to determine the noninteracting bath Green function G0,σ from its
inverse (3.7b), as explained for Eq. 2.36 [step (ii) in Fig. A.1]. The function G0,σ is
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Figure A.1: Computational scheme for the DMFT self-consistency iteration for the semiel-
liptic density of states, using CTQMC (see text).
the input for the calculation of the interacting bath Green function (3.6) using CTQMC
[step (iii) in Fig. A.1]. Because the initial state is noninteracting, the Monte Carlo
sampling can be restricted to the real-time branch of the contour. Then only the real-
time components Grσ and G
<
σ are obtained, but the mixed component G
¬
σ (ω
±, t) can be
reconstructed from these functions and the previous Weiss field Λ [step (iv)]: For this
purpose consider the Dyson equation (3.7), which has the form of Eq. (2.36) after the
replacement Λ = Λσ + Σσ, G = Gσ, and h(t) = µ. Hence G
¬
σ (z, t) can be obtained from
the integral (2.48), making the same replacements. The self-energy Σ ¬σ , which enters
this expression, is yet undetermined. However, Σσ(t, t
′) is proportional to the interaction
strenghts U(t) and U(t′). Thus we have Σ ¬σ (τ, t) = 0 for a noninteracting initial state
with U(−iτ) = U(0) = 0, and G ¬(ω±, t) is given by
G ¬σ (ω±, t) = gMσ (ω±)

Gaσ(0, t) +
 t
0
dt¯Λ ¬σ (ω±, t¯)Gaσ(t¯, t)

, (A.3)
where gMσ (ω
±) = ∓πiρ(ω) [Eq. (A.1)]. Steps (i) through (iv) are repeated until conver-
gence, which is reached after not more that 15 iterations for the results presented in this
thesis.
Determination of the self-energy
After convergence of the DMFT equations, the self-energy Σσ has to be calculated in
order to obtain expectation values of various observables (Sec. 3.3). A straingtforward
way to do this would be to compute the difference Σσ(t, t
′) = G−1σ (t, t′)−G−10,σ(t, t′) after
time-discretization. However, this approach requires a subtle cancellation of (singular)
derivative terms in G−1σ (t, t′) and G0,σ(t, t′) at t = t′ [cf. Eq.(3.7b)], and is thus not
suitable in praxis.
A second possibility to obtain Σσ is the solution of the linear equation
Γσ = Σσ ∗Gσ, (A.4)
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where Γσ is the two-particle correlation function (3.9). The latter can in principle be
measured using QMC. Eq. (A.4) has the form of Eq. (2.54), with m = 0 and the re-
placement Q = Γσ, G = Σσ, and Λ = Gσ. Its solution therefore requires the solution of
Volterra equations of the first kind, which can become numerically unstable in some cases
(Sec. 2.5.2).
We therefore propose a third way to compute the self-energy. It is based on the
a correlation function Xσ, which is defined by the Dyson-like equation Gσ = G0,σ +
G0,σ ∗Xσ ∗G0,σ, and can be directly measured in the CTQMC algorithm.1 By comparison
of the the Dyson equation (3.7) in integral form, Gσ = G0,σ + G0,σ ∗ Σσ ∗ Gσ, with the
definition of Xσ, Gσ = G0,σ + G0,σ ∗Xσ ∗G0,σ, we find
Σσ ∗ (1 +G0,σ ∗Xσ) = Xσ. (A.5)
This equation now has the form of Eq. (2.54), with m = 1, and it thus corresponds
Volterra equations of the second kind, whose solution is generally better conditioned than
the solution of Volerra equations of the first kind. The solution has been explained in
Sec. 2.5.2.
1 In fact, Xσ, and not Gσ, is the basic quantity that is sampled in the CTQMC algorithm. This
modification of the original algortithm of Ref. [104] was introduced by Ph. Werner to reduce the sign-
problem at half-filling, where only even orders of the expansion contribute to Xσ (to be published).
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