Abstract. We investigate some of the properties of the mapping from wave-functions to single particle densities, partially answering an open question posed by E. H. Lieb in 1983.
Introduction
Consider a system of N charged particles, interacting with each other due to the Coulomb force. The coordinates to describe the system will be N space-spin variables z 1 , . . . , z N , where z j = (x j , s j ), with x j ∈ R d , s j ∈ {0, . . . , q}. Here x j represents the position of the j-th particle, s j its spin. Most of the time one can consider d = 3, the physical case, but we do not want to limit ourselves to this specific value, so we keep a generic dimension of the space. We will often group the space variables as X = (x 1 , . . . , x N ) ∈ (R d ) N .
The description of the system will be given by a complex-valued wave-function ψ(z 1 , . . . , z N ), belonging to H 1 ((R d × Z q ) N ; C) and always normalized with is the probability density that the particles are in the positions x j with spin s j . If the system is composed of bosons, Bose-Einstein statistics apply, and hence the wavefunction ψ must be symmetric, in the sense that ψ(z 1 , . . . , z N ) = ψ(z σ(1) , . . . , z σ(N ) ) for every permutation σ ∈ S N . Thus we have a class of bosonic wave-functions given by
On the other hand, one can consider a system of fermions, obeying Fermi-Dirac statistics, i.e., ψ(z 1 , . . . , z N ) = sign(σ)ψ(z σ(1) , . . . , z σ(N ) ) for every permutation σ ∈ S N . Thus we have the class of fermionic wave-functions given by
If ψ is a wave-function, we introduce the single particle density where, by symmetry, the integral might be done with respect to any choice of N − 1 space variables. To consider the single particle density, rather than the whole wave-function, Date: July 4, 2019.
1 is quite natural from the physical point of view, since charge density is a fundamental quantum-mechanical observable, directly obtainable from experiment. We can then consider the maps
where P(R d ) denotes the space of probability measures over R d . The properties of these maps have been studied in primis by Lieb [13] . In particular we have • the range of Φ S and Φ A is exactly the set
• Φ S and Φ A are continuous with respect to the
It is quite clear that the maps Φ S and Φ A are not invertible, even restricting the codomain to R -in fact, different ψ's may have the same single particle density. However, suppose that (
In other words, are Φ A and Φ S open? This problem, to our knowledge first stated in [13, Question 2] , is still open.
In this paper we will give a partial positive answer, proving the following results when q = 1 (i.e., without taking into account the spin variables).
there exist (ψ n ) n≥1 symmetric and complex-valued such that ρ n = ρ[ψ n ] and ψ n → ψ in
Notice that the first result is already of physical interest, since in many cases the ground state of a system of N -particles is non-negative.
Outline of the paper. The main tools will be the smoothing of transport plans as introduced and studied in [2, 3] and an application of the weighted Sobolev spaces. In Section 2 we will start by constructing explicitly an L 2 approximation of |ψ| which respects the marginal constraint. Then in Section 3 we regularize it in order to obtain a Sobolev regular sequence which converges in H 1 ((R d ) N ) to |ψ| and still maintains the marginal constraint. This will complete the proof of Theorem 1.1. In the final Section 4, making use of a suitable weighted Sobolev space, we show how to deal with the sign of the wavefunction, finally proving the main result in its completeness.
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Construction of L 2 wavefunctions
In this section we start the construction by proving the following
For fixed n ∈ N, let σ 0 n = ρ and ϕ 0 n = ϕ and define inductively for
Notice that, for every k, n, the function ϕ k n is symmetric. The sequence (ϕ k n ) k≥0 is monotone decreasing, as proved in the following
Proof. Since 0 ≤ S k n (X) ≤ 1, the factor 1 − S k n (X) is less or equal than 1, and the inequalities in (i) are obvious; (ii) and (iii) follow.
In order to estimate some L 2 norms which will appear later, the following lemma will also prove useful.
Proof. By induction on k. For k = 0 the inequality is in fact an equality. Suppose now the thesis is true for k, and fix E ⊆ E k+1 n . Using the fact that E k+1
Notice that
because the (first) marginal of ϕ k n is σ k n , and E ⊆ E k n . Hence, using the inductive hypothesis,
as wanted.
The following proposition specifies that the sequence (ϕ k n ) k≥0 is not too far away from the target function ϕ with respect to the L 2 topology.
Proof. We denote for simplicity the L 2 -norm as · both on (R d ) N and on R d , since there cannot be any confusion. By the definition of the ϕ j n 's we may compute for every j ≥ 0
Hence, using Lemma 2.3,
Now the Hölder inequality and the elementary estimate (
We are ready to define the functions ϕ n . Let
They are well defined due to Lemma 2.2, and ϕ ∞ n is symmetric, since it is the pointwise limit of symmetric functions; let moreover
where the second term is set to zero if q n = 0. Observe that the function ϕ n is symmetric, because α n is symmetric by construction. The definition is well-posed since α n is nonnegative, as proved in the following
Proof. Using that
on the other hand, if x ∈ (E k n ) c , then ρ n (x) − σ k n (x) ≥ 0, and hence
So that for every
and letting k → ∞,
Finally, ϕ n → ϕ in L 2 as n goes to ∞, as is proved in the following
Proof. By the monotonicity described in Lemma 2.2, ϕ ≥ ϕ ∞ n and then
Letting k → ∞ in Proposition 2.4 and using the monotone convergence theorem, one has ϕ
On the other hand, recalling the final step of the proof of Proposition 2.4 and using again the monotone convergence theorem,
This concludes the proof of Theorem 2.1.
Sobolev regularity operators
Let ρ n , ρ, ϕ n and ϕ as in Section 2 and assume, additionally, that ϕ ∈ H 1 and
We will now improve the regularity and the convergence of (ϕ n ) at least up to H 1 ( (R d ) N ) . In order to do so, we introduce the Gaussian mollifiers
, first we regularize the measure |u| 2 dX by convolution
and consider the marginal of this regularization
Then using the kernels
we define
. This construction, in a more general setting, has been presented and studied in detail in [2] , where it is also proved that u ε ∈ H 1 ((R d ) N ) for every ε > 0.
Remark 3.1. The operator √ • Θ ε is builded out of four passages. We start from u, we consider the measure |u| 2 dX, we regularize this last measure and, since the regularization process perturbs the marginals, we bring the marginals back to the originals. Finally we take the square root. The construction to bring back the marginals makes use of the idea of composition of transport plans introduced in [1] If u is a symmetric function, i.e., u(x 1 , . . . , x N ) = u(x σ(1) , . . . , x σ(N ) ) for every permutation σ ∈ S N , the construction defined above gives a symmetric function u ε . Moreover, it "reallocates" the marginals as described in the following Lemma: Lemma 3.2 (Marginal properties). For every ε > 0 the following hold.
Proof. (i) By the Fubini's theorem,
(ii) Using (i), from the definition of Θ ε and the Fubini's theorem we get
Moreover, the following convergence properties are enjoied by the operator Θ ε and are studied and proved, in a more general setting, in [2] 
We are now able to prove the following
symmetric and non-negative be such that
Proof. Let ϕ n , ϕ defined in Section 2: the idea is to take a suitable diagonal sequence
The sequence (N k ) k≥0 is well defined due to Theorem 3.3 and increasing. Given n ≥ 1, let k be such that N k ≤ n < N k+1 , and set ε(n) = 2 −k . When N k ≤ n < N k+1 , by construction we have
As n → ∞, also k → ∞ and the right-hand side goes to zero due to Theorem 3.4.
To avoid any confusion, in the following we shall denote by (ϕ n ) a sequence such that
Remark 3.6. If the original wave-function was symmetric and non-negative, then by Theorem 3.5 we already get the desired approximating wave-functions which are also symmetric and non-negative, thus proving Theorem 1.1.
Approximation with signs
Let ρ n , ρ, ϕ n and ϕ like in the previous sections, and assume now that ϕ = |ψ|, where ψ ∈ H 1 ( (R d ) N ; R) . In this section, starting from ϕ n , we will construct ψ n ∈ H 1 ( (R d ) N ; C) such that ψ n → ρ n and ψ n H 1 → ψ. Some weighted Sobolev spaces will be the main tool of the construction.
To every measurable λ : (R d ) N → R n (scalar or vectorial) we may associate some spaces related to the measure |λ| 2 (X)dX. In particular this will be used for λ equal to the wave function ψ or equal to the gradient of the wave function ∇ψ. The most natural space is
we may define also the Sobolev spaces relative to the measure |λ| 2 dX = λ 2 dX. First we need a definition of the gradient:
, the gradient ∇ λ f is defined by the identity
It is then natural to define the Sobolev space
The next construction relates these ideas to the objects we know from the previous sections. Let ψ ∈ H 1 ((R d ) N ) so that also |ψ| ∈ H 1 ((R d ) N ); then there exists a measurable function e : (R d ) N → {−1, 1} such that ψ = e|ψ|. The function e coincides almost everywhere with ψ/|ψ| in the set where ψ = 0. From now on, let λ = |ψ|.
Lemma 4.4. It holds that e ∈ H 1 (|ψ| 2 dX) and ∇ λ e = 0 |ψ| 2 dX − a.e. Moreover, since |e| ≤ 1, e ∈ L 2 (|∇ψ| 2 dX).
Proof. Since |e| = 1 |ψ| 2 dX − a.e., e ∈ L 2 (|ψ| 2 dX). Let ϕ ∈ C ∞ c ,
We are interested in smooth approximations in these Sobolev spaces. This question is well studied in the literature. The following is a consequence of [6, Theorem 2.7] ; we invite the reader to see also the references in that paper for a more complete picture.
Theorem 4.5. There exists a sequence {e n } ∈ C ∞ ∩ H 1 (|ψ| 2 dX) such that i) |e n | ≤ 1, ii) e n → e in H 1 (|ψ| 2 dX), iii) e n → e in L 2 (|∇ψ| 2 dX).
Proof. Choose a sequence of smooth cut-off functions (c n ) n≥1 such that:
• Lip(c n ) ≤ 2. First we consider e · c n and we prove that it satisfies the properties i)-iii) above. The property i) is obvious. Also the L 2 -convergence is easy:
converge to zero since λ, ∇λ ∈ L 2 (R N d ). Combining Remark 4.2 and Remark 4.3 we have ∇ λ (ec n ) = c n ∇ λ e + e∇ λ c n = e∇ λ c n = e∇c n , and we must prove that it converge to 0 in L 2 (λ 2 dX). Indeed we have
Now the second step is to regularize by convolution with a standard mollifier of compact support J ε defined by J ε (X) = 1/ε N d J(X/ε), where J is non-negative and supported in the unit ball, with J = 1. It is shown in [6, Theorem 2.7] that J ε * (ec n ) converge to ec n for fixed n as ε → 0. Thus it suffices to take ε n small enough so that J εn * (ec n ) − ec n H 1 (λ 2 dX) converges to zero to conclude. Remark 4.6. If the function e is symmetric, it is possible to make e n to be symmetric as well. It suffices to choose c n (the cut-off functions) to be symmetric. Then the process of convolution maintains symmetry if the kernel is symmetric (as for instance the one defined by (3.1)).
In order to have a good behaviour of the approximating sequence (e n ) n≥1 for the estimates that will be needed in the proof of Theorem 4.10, we must also control the Lipschitz constant of e n . This may be done as a consequence of the following Lemma 4.7. Given sequences of non-negative real numbers (M n ) and (a k ) such that a k → 0, there exists a choice (n k ) of indexes such that
Proof. Given n, let K(n) such that M n a k < 2 −n for all k ≥ K(n), and choose also K(n + 1) > K(n). Now we define the sequence (n k ) as follows:
By construction we have M n k a k < 2 −n for all k ≥ K(n), thus proving (ii). On the other hand, given L ∈ N, if k ≥ K(L) we have n k ≥ L, which proves (i).
Corollary 4.8. Given (a n ) such that a n → 0, the sequence in Theorem 4.5 may be chosen such that Lip(e n )a n → 0.
Proof. Apply Lemma 4.7 with M n = Lip(e n ) to select a suitable sequence (e n k ) with the desired property.
The function ω is such that |ω| = 1, ω(−1) = −1 and ω(1) = 1 so that ω(e(x)) = e(x) a.e. in the set ψ = 0. Moreover, observe that |ω ′ | = Theorem 4.10. Let ω be the function defined above. Let e n ∈ C ∞ c with values in [−1, 1] be such that e n → e in H 1 (|ψ| 2 dX) and L 2 (|∇ψ| 2 dX). Then ψ n := ω(e n )ϕ n → ψ in H 1 .
Proof. First the L 2 convergence which is easier.
The last term converges to 0 by Theorem 4.5 above.
For the L 2 convergence of gradients, let us first compute ∇ψ n = ω ′ (e n )∇e n ϕ n + ω(e n )∇ϕ n , ∇ψ = ∇(e|ψ|) = e∇|ψ|, and in the second computation we used that ∇e = 0 a.e. where |ψ| = 0.
∇ψ n − ∇ψ L 2 = ω ′ (e n )∇e n ϕ n + ω(e n )∇ϕ n − e∇|ψ ≤ ω ′ (e n )∇e n ϕ n − ω ′ (e n )∇e n |ψ| + ω ′ (e n )∇e n |ψ| + ω(e n )∇ϕ n − e∇|ψ| .
The three terms on the right-hand-side above may be studied separately, the most difficult one being the first. We have ω ′ (e n )∇e n ϕ n −ω ′ (e n )∇e n |ψ| 2 ≤ π 2 |∇e n | 2 |ϕ n −|ψ|| 2 dX ≤ π 2 Lip(e n ) 2 |ϕ n −|ψ|| 2 dX.
The last term of the inequality converges to 0 if we choose a n = ϕ n − |ψ| L 2 in Corollary 4.8. The second term ω ′ (e n )∇e n |ψ| 2 ≤ π 2 |∇e n | 2 |ψ| 2 dX and this goes to 0 by Theorem 4.5 ii) and Lemma 4.4. Finally we control the third term by breaking it down again.
ω(e n )∇ϕ n − e∇|ψ| L 2 ≤ ω(e n )∇ϕ n − ω(e n )∇|ψ| L 2 + ω(e n )∇|ψ| − e∇|ψ| L 2 ≤ ∇ϕ n − ∇|ψ| L 2 + ω(e n )∇|ψ| − ω(e)∇|ψ| L 2 ≤ |∇ϕ n − ∇|ψ| L 2 + π 2 e n − e L 2 (|∇ψ| 2 dX) .
The last term converges to 0 by the convergence of ϕ n to |ψ| and by Theorem 4.5 iii).
In conclusion, notice that the approximating sequence built in this way maintains the symmetry property. Indeed, ϕ n is symmetric for every n, and so is the sign function e. By Remark 4.6 we may choose e n to be symmetric. Finally, if e n is symmetric, so is ω(e n ), and hence ω(e n )ϕ n is symmetric, finally proving Theorem 1.2.
