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RESUMEN 
La optimización de estructuras ha sido objeto de un intenso estudio durante los últimos 
cincuenta años. Aunque la Programación Matemática fue inicialmente la técnica más 
empleada, ha sido reemplazada por un conjunto de técnicas meta heurísticas. Entre 
ellas los Algoritmos Genéticos es la técnica más importante. Este trabajo realiza una 
pequeña descripción de cada una de estas así como sus principales trabajos e 
inconvenientes. Finalmente, se analiza la estructura más empleada como banco de 
pruebas para posteriormente mostrar y comentar los mejores resultados obtenidos 
hasta la fecha. 
ABSTRACT 
Structural Optimization has been widely studied issue during the last 50 years. Although 
Mathematical Programming initially the most-used technique, it has been replaced by 
other metaheuristic techniques. Among them, Genetic Algorithms is the most 
remarkable. This paper will cover a little description of each technique as well as the 
main reports and drawbacks. Finally, the most-used structure for benchmarking will be 
depicted, and the best reported results shown and commented. 
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INTRODUCCIÓN 
La optimización de estructuras ha sido objeto de estudio desde los tiempos antiguos. El 
primer trabajo del que se tiene noticia fue llevado a cabo por Galileo Galilei en su libro 
titulado “Discorsi e dimonstrazioni matematiche, intorno, a due nuove scienze attenenti 
alla mecanica et i movimenti local” [1]. Posteriormente, Maxwell [2] y Michell [3] 
establecieron los principios principales para el diseño óptimo de estructuras articuladas.  
Durante los tres primeros cuartos del siglo XX, solo existen unos pocos trabajos 
remarcables sobre el tema [4-9], y la mayoría de ellos son meras variaciones de los 
trabajos de Michell. En el último cuarto, el desarrollo de la programación matemática y 
los ordenadores provocaron un avance profundo en la optimización de estructuras. 
La mayoría de los trabajos realizados hasta la fecha pueden clasificarse en tres grupos: 
 Optimización del tamaño (Figura  1): donde la reducción de peso se logra 
mediante la modificación de las secciones rectas, manteniendo fijas las 
coordenadas nodales y la conectividad entre elementos. 
 Optimización de la geometría (Figura 2): donde la reducción de peso se logra 
cambiando la conectividad entre nodos, manteniendo fijas las coordenadas 
nodales y las secciones rectas. 
 Optimización topológica (Figura 3): donde la reducción de peso se logra 
cambiando las coordenadas y conectividad nodales, manteniendo fijas las 
secciones rectas. 
Estos métodos de optimización se pueden combinar de dos modos: 
 Análisis y diseño anidados (Nested Analysis And DesigN  o NAND): donde el 
tamaño o la topología son optimizados mediante bucles anidados, de forma que 
mientras se optimiza el tamaño, las variables topológicas permanecen fijas y 
viceversa. 
 Análisis y diseño simultáneo (Simultaneous Analysis and Design o SAND): donde 
el tamaño y la topología se optimizan de forma simultánea. 
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Figura 2. Optimización de la geometría. Fuente: Elaboración propia. 
 
Figura 3. Optimización topológica. Fuente: Elaboración propia. 
Aunque en un principio la Programación Lineal fue la técnica más extendida, ha sido 
relegada debido a sus inconvenientes: 
 No puede manejar variables de diseño discretas y continuas simultáneamente. 
 No puede manejar restricciones no lineales.  
Es por esto que otro conjunto de algoritmos meta heurísticos, basados 
fundamentalmente en Computación Evolutiva, se ha desarrollado durante los últimos 
veinte años. 
La Figura 4 muestra que las dos técnicas más importantes en producción científica son la 
programación matemática y los algoritmos genéticos. Sin embargo, la tendencia 
mostrada en la Figura 5 muestra claramente que los Algoritmos Genéticos son la técnica 
más empleada durante los últimos veinte años. Actualmente, el resto de técnicas meta 
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Figura 4. Producción científica relacionada con la optimización de estructuras a lo largo del 
tiempo. Fuente: Elaboración propia. 
 
 
Figura 5. Número de artículos científicos durante los últimos 13 años relacionados con la 
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TÉCNICAS METAHEURÍSTICAS 
A diferencia de las técnicas tradicionales, las técnicas meta heurísticas no siguen 
métodos predefinidos o reglas de búsqueda. A pesar de no utilizar un método directo 
deductivo, son capaces de encontrar soluciones buenas en un periodo de tiempo 
razonable.  
Su principal inconveniente es que no garantizan la obtención del óptimo absoluto, por lo 
que para asegurarlo, se requieren varias ejecuciones. Es por esto que se utilizan cuando 
no existe un algoritmo específico para tal fin. 
Durante las últimas décadas han aparecido un gran número de técnicas. Entre ellas 
destacan las siguientes: 
LOS ALGORITMOS GENETICOS (GA) 
Esta técnica fue desarrollada por John Henry Holland and sus colaboradores [20-22] a 
finales de los 60. Entre estos destacaron De Jong [23] y Goldberg, quién popularize los 
Algoritmos Genéticos con su trabajo: Algoritmos Genéticos (aplicados) en la búsqueda, 
optimización y aprendizaje de máquinas [24] . 
Los Algoritmos Genéticos se basan en los siguientes principios de la Teoría de Selección 
Natural: 
 Supervivencia del más apto. 
 La evolución se genera durante la reproducción 
 Los hijos son generados mediante el cruce de los cromosomas de los padres. 
 La mutación permite generar hijos diferentes de sus padres. 
Según Goldberg, los Algoritmos Genéticos son diferentes a otras técnicas porque: 
 Utilizan funciones de aptitud en lugar de derivadas. 
 Trabajan con variables codificadas. 
 Trabajan con un conjunto de puntos de diseño en lugar de uno solo. 
 Trabajan con reglas estocásticas. 
 Sin restricción temporal, es matemáticamente posible obtener el máximo global. 
La Figura 6 muestra el diagrama de flujo de un Algoritmo Genético Simple. Primero los 
individuos de la población inicial son inicializados por el operador de inicialización, que 
usualmente rellena los genotipos con valores aleatorios. A continuación los nuevos 
individuos generados son evaluados. Después se comprueba si se cumple algún criterio 
de convergencia. Si es así el algoritmo se detiene, en caso contrario algunos individuos 
son seleccionados para la reproducción. El operador de selección determina quienes o 
como son seleccionados estos individuos. Posteriormente se cruzan los genes de los 
padres seleccionados para formar nuevos individuos. El operador de cruce controla que 
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mutados por el operador de mutación. Finalmente los nuevos individuos mutados son 
evaluados, repitiendo el bucle hasta alcanzar la convergencia. 
Los Algoritmos Genéticos es la técnica de optimización de estructuras más empleada 
hoy en día  [15, 25-55]. 
Los principales inconvenientes de esta técnica son: la dificultad de ajuste en los 
parámetros de los operadores y una fuerte dependencia entre el tipo de problema y el 
ajuste de los citados parámetros. 
 
Figura 6. Diagrama de flujo de un Algoritmo Genético Simple. Fuente: John Henry Holland and 
sus colaboradores. 
ESTRATEGIAS EVOLUTIVAS (ES) 
Es una variante de los Algoritmos Genéticos desarrollada por Ingo Rechenberg y Hans-
Paul Schwefel donde el operador de cruce no actúa y la tasa de mutación es muy alta. El 
proceso de búsqueda es llevado a cabo por el operador de mutación exclusivamente. 
Aunque no ha sido tan extensivamente estudiado como los Algoritmos Genéticos, ha 
producido varios trabajos remarcables [56-58]. 
Presenta los mismos inconvenientes que los Algoritmos Genéticos pero requiere de 
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OPTIMIZACIÓN DE ENJAMBRE DE PARTÍCULAS (PSO) 
Fue desarrollada en 1995 por Kennedy [59], Eberhart y Shi [60]. Actualmente es una de 
las técnicas más prometedoras en la optimización de estructuras. 
Se basan en el comportamiento social de los animales como los rebaños, colonias o 
enjambres de insectos y bandadas de pájaros. Este comportamiento  está relacionado 
con los grupos y sus fuerzas sociales, que dependen de los individuos y la memoria e 
inteligencia social. 
La población está formada por un conjunto de partículas que forman el enjambre. Esas 
son inicializadas aleatoriamente dentro del espacio de diseño. Cada partícula representa 
una solución factible. Las partículas se mueven dentro del espacio de búsqueda atraídas 
por la posición de la partícula más apta en el tiempo (óptimo local), así como la más apta 
en ese momento, de forma similar a un enjambre.  
Esta técnica ha sido ampliamente estudiada durante los últimos diez años. Entre los 
trabajos publicados destacan los referenciados en [46, 61-69]. 
Comparada con los Algoritmos Genéticos, esta técnica es muy simple y no requiere de 
demasiado ajuste. Por el contrario, tiene tendencia a caer en mínimos locales. 
OPTIMIZACIÓN POR COLONIA DE HORMIGAS (ACO) 
Esta técnica fue desarrollada por Marco Dorigo en su tesis doctoral [70]. Trata de imitar 
el comportamiento natura de las colonias de hormigas o abejas. Estas están constituidas 
por individuos que desarrollan diferentes tareas como la búsqueda y transporte de la 
comida, construcción de nidos y la defensa. Cada miembro de la colonia realiza su 
propia tarea interactuando con otros individuos. Aunque un individuo no sea capaz de 
realizar su tarea, la colonia en su conjunto si lo hace.  
El primer ACO se inspiró en el modo en que las hormigas rodean un obstáculo mientras 
transportan la comida. Si una hormiga encuentra el camino, lo transmite rápidamente al 
resto de miembros mediante feromonas marcadoras. 
Debido a su simplicidad ha sido ampliamente estudiado como método de optimización 
estructural durante los últimos años [71-74]. 
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COMPARACIÓN DE LAS DIVERSAS TÉCNICAS 
Desde la aparición de los Algoritmos Genéticos, numerosos investigadores han 
intentado establecer un conjunto de funciones para realizar la verificación de sus 
algoritmos. Sin embargo, el teorema de no hay café para todos establece que ningún 
algoritmo es mejor que una búsqueda aleatoria en todos los casos. Es por esto que en la 
optimización estructural se han empleado un conjunto de estructuras de prueba. La 
Figura 7 muestra la estructura de prueba más popular, la estructura de diez barras y seis 
nodos, sometida a restricciones y desplazamientos propuesta por  Venkayya et al. [75]. 
 
Figura 7. Estructura de prueba de seis nodos y diez barras.Fuente: VenKayya. 
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CONCLUSIONES 
Como se ha visto, la investigación en optimización de estructuras se encuentra centrada 
en un conjunto de técnicas meta heurísticas, de entre las que destacan los Algoritmos 
Genéticos significativamente.  
De acuerdo a los resultados publicados para la estructura de prueba más empleada, los 
Algoritmos Genéticos son la técnica más apropiada en las primeras siete posiciones. 
La Optimización por Enjambre de Partículas es la segunda mejor técnica, no demasiado 
lejos en cuanto a resultados de la Optimización por Colonia de Hormigas. 
El mejor resultado obtenido empleando la Programación Matemática se encuentra en la 
posición decimoctava.  










Ebenau et al. [56] 2005 12,04 50,800 131,5 ES 
Balling et al. [28] 2006 12,17 50,800 131,9 GA 
Tang et al. [52] 2005 12,52 50,795 127,1 GA 
Rajan [48] 1995 14,27 50,546 107,2 GA 
Ai and Wang [76] 2011 14,31 - - GA 
Groenwold et al. [36] 1999 18,66 - - GA 
Kaveh and Shahrouzi [77] 2006 19,27 - - GA 
Schutte et al. [69] 2003 20,50 - - PSO 
Lee and Geem [78] 2005 20,80 - - HS 
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Wu and Tseng [79] 2010 21,05 50,800 128,5 DE 
Kaveh and Shahrouzi [80] 2008 22,06 - - GA+ACO 
Deb and Gulati [33] 2001 21,06 50,800 131,6 GA 
Nanakorn et al. [81] 2001 22,08 - - GA 
Isaacs et al. [58] 2008 22,10 - - ES 
Ruy et al. [82] 2001 21,10 - - MOGA 
Memari and Fuladgar [83] 1994 22,17 52,068 - MP 
Galante [84] 1992 22,19 51,511 - GA 
Camp and Bichon [71] 2004 22,22 - - ACO 
El-Sayed and Jang [85] 1994 22,31 51,133 - MP 
Camp [86] 2007 22,36 - - BBBC 
Perez and Behdinan [68] 2007 22,36 - - PSO 
Adeli and Kamal [87] 1991 22,48 51,295 - GA 
Sonmez [74] 2011 22,50 50,800 - ACO 
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