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Abe [1] presented two counterexamples of instability
of the Renyi entropyand showed that the Tsallis entropy
is stable for these counterexamples. From the time of its
publication this work is often referred (see e.g. [2, 3]) as a
mortal verdict for the Renyi entropy. On the other hand,
the Renyi entropy is widely used now. Because of this,
the main points of Ref. [1]are to be revised carefully.
Abe calculated responses
∣∣∆S(R)∣∣ and ∣∣∆S(Ts)∣∣ to
small variation of initial model distributions over W
states of a system and then passed to the limit W →∞
treating an amplitude δ of the variation as a finite con-
stant. As a result, he found a loss of continuity of a re-
sponse of the Renyi entropy to the small perturbations.
On my point of view, such a conclusion can be dismissed
on two counts. First, Abe considered normalized val-
ues of
∣∣∆S(R)∣∣ and ∣∣∆S(Ts)∣∣ with different W -dependent
normalization factors, S
(R)
max and S
(Ts)
max , correspondingly.
Such the normalization influenced on their limiting prop-
erties and, consequently, on conclusions about their sta-
bilities. Second, continuity is to be checked with the use
of the opposite iterated limiting process: firstly, δ → 0
and then W →∞. Such an order corresponds to a tradi-
tional approach in statistical physics where all properties
are calculated firstly for finite systems and the thermo-
dynamic limit is performed after all calculations (see, e.
g. [4]). Below are modifications of Abe’s results for such
order of the limiting procedures.
For brevity sake, the first of Abe’s counterexamples
alone will be discussed here. It is especially important,
because of it refers to the range 0 < q < 1 of the most if
not all of applications [5] of the Renyi entropy. The sec-
ond counterexample may be discussed in the same man-
ner.
The examined small (δ ≪ 1) deformation of distribu-
tion {p} over W states (W ≫ 1) for 0 < q < 1 are
pi = δi1, p
′
i =
(
1−
δ
2
W
W − 1
)
pi +
δ
2
1
W − 1
. (1)
Using the well-known definitions of the Tsallis and
Renyi entropies (for kB = 1), we get
∣∣∣∆S(Ts)∣∣∣ = 1
1− q
[(
1−
δ
2
)q
+
(
δ
2
)q
(W − 1)1−q − 1
]
(2)
∣∣∣∆S(R)
∣∣∣ = 1
1− q
ln
[(
1−
δ
2
)q
+
(
δ
2
)q
(W − 1)1−q
]
<
∣∣∣∆S(Ts)∣∣∣ , (3)
where the last inequality is resulted from the fact that
the logarithm as a concave function is always less than
its linearized approximation. Thus, stability of the Renyi
entropy for the counterexample (1) is at least not lower
stability of the Tsallis entropy.
I may suppose that Abe paid no attention to this evi-
dent inequality because of he considered their normalized
values with differentW -dependent normalization factors.
Such the normalization influenced on their limiting prop-
erties and, consequently, on conclusions about their sta-
bilities. It seems more reasonable to normalize the gains
with the number of states W . In this case, |∆S| /W is
the entropy gain per a state and the limit W →∞ corre-
sponds to the thermodynamic limit in statistical physics.
It is evident from the above equations that the gain per
a state for each of the discussed entropies tends to zero
when W →∞.
As for stability of the Tsallis entropy, there is no double
limit (δ → 0, W → ∞) of
∣∣∆S(Ts)∣∣ as a function of δ
and W but there is a repeated limit (δ → 0 and then
W → ∞) and it is equal to zero. Indeed, this function
becomes infinitesimal for any finite W when
δ/2≪ (W − 1)−
|1−q|
q . (4)
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