We propose an efficient algorithm to sample the volume in Monte Carlo simulations in the isobaric-isothermal ensemble. The method is designed to be applied in the simulation of hardcore models at high density. The algorithm is based in the generation of clusters of particles. At the volume change step, the distances between pairs of particles belonging to the same cluster do not change. This is done by rescaling the positions of the center of mass of each cluster instead of the position of each individual particle. We have tested the performance of the algorithm by simulating fluid and solid phases of hard spheres, finding that in both cases the algorithm is much more efficient than the standard procedure. Moreover, the efficiency of the method measured in terms of correlation "time" does not depend on the system size in contrast with the standard method, in which the sampling becomes rapidly inefficient as the system size increases. We have used the procedure to compute with high precision the equation of state of the face-centered cubic phase of the hard sphere system for different system sizes. Using these results we have estimated the equation of state at the thermodynamic limit. The results are compared with different equations of state proposed in the literature.
I. INTRODUCTION
Monte Carlo (MC) simulations in the Isobaric-Isothermal (NPT) and Grand Canonical (GC) ensembles are nowadays essential tools in the calculation of phase transitions of model systems.
1-3 In systems with hard-core interactions the standard techniques 1,2 of sampling the volume in the NPT simulation become inefficient for large systems at moderate or high densities. The simple scaling of the particle positions with the simulation box length(s)
implies, for simple models, that the acceptance of a compression trial is limited by the minimum pair distance. As a consequence a proper sampling of the density fluctuations using NPT MC could require long simulation runs.
In some cases one can make use of simulation in Canonical or GC ensembles to avoid the problems, but there are situations like one-component phase transitions at high density or fluid phase equilibria of mixtures where the natural choice is to work with a fixed total number of particles and sampling the fluctuations of the volume, and eventually the shape, of the simulation box. 4, 5 It is therefore desirable to develop general algorithms to make NPT simulations of hard core systems as efficient as, for instance, those of the Lennard-Jones model.
The development of cluster flipping methods 3,6-10 has made possible the study of the critical behavior of a number of simple systems considering very large system sizes. This kind of methods were firstly applied to lattice spin systems 6, 7, 11, 12 . Further generalizations allowed their application to spin fluids, 13 and fluid mixtures with symmetric interactions 14, 15 . The construction of efficient cluster algorithms for more complicated systems is not straightforward, but some efficient methods have been developed; for instance, the so-called Geometrical Cluster algorithms [16] [17] [18] [19] have been applied to the simulation of fluid mixtures; cluster algorithms have also been used for the simulation of systems which present aggregation of particles at different length scales 20, 21 ; and finally an efficient cluster algorithm has been recently proposed to perform Monte Carlo simulations of dense systems using multiple particle moves 22 .
In this paper we will present an efficient cluster MC algorithm to sample the volume in MC simulation of systems with hard-core interactions. The algorithm follows some rules to generate clusters of particles. Then, each of the clusters is treated like a rigid molecule in the volume sampling moves. The performance of the algorithm will be tested by simulating fluid and solid hard sphere (HS) systems.
The paper is organized as follows, after this introduction, in Section II we review the standard procedure of performing the volume sampling in Monte Carlo simulations, and analyze the scaling of its performance with the system size in the case of HS. In section III we present the cluster algorithm, the acceptance criteria, and some important details to consider when simulating systems with periodic boundary conditions (PBC). Section IV is devoted to the calculations carried out to test the method, including simulations of fluid and solid phases of HS at the melting pressure, and the computation of the equation of state (EOS) of a HS solid phase. Finally in section V we include some final remarks and the main conclusions of the paper.
II. SIMULATIONS ON THE ISOBARIC-ISOTHERMAL ENSEMBLE
For the sake of simplicity we will consider simple systems simulated using PBC on cubic boxes. However, a number of generalizations to confined systems, non-cubic boxes or anisotropic models are straightforward. Considering a given configuration of a simple system with volume V , one can reduce the position coordinates of the particles as:
where L = V 1/3 . According to the usual formulation of the classical statistical mechanics applied to the simulation of systems with PBC 1-3 , the probability of a such a configuration in the NPT ensemble can be written as:
where α 3N represent the reduced coordinates of the N particles, p is the external pressure to which the system is exposed, β = 1/k B T , with T being the temperature and k B is the Boltzmann's constant, and U is the potential energy. In the simulations reported in this work we have made use of the probability given by Eq. (2). Nevertheless, notice that in spite of the wide use of Eq. (2) in computer simulation, recent derivations of the statistical mechanics of the constant pressure ensembles [23] [24] [25] [26] [27] [28] [29] have been proposed. For the particular case of homogeneous systems with PBC, these formulations suggest that the proper probability in the NPT ensemble should be slightly modified [26] [27] [28] from that given in Eq. (2), by taking N − 1 (instead of N) as the exponent of V . Nevertheless, at the thermodynamic conditions considered in this work, the influence of such a possible modification of P (α 3N |V ) on the simulation results is expected to be very small for most of the simulated system sizes used in the simulations.
26,28
In the standard NPT MC sampling 1 , a trial volume V ′ is generated, for instance, by using
where ξ is a random number uniformly distributed in the range (0, 1), and ∆ max V is a fixed parameter. Given the prescription (3) and the probability in the NPT ensemble -eq. 2-the trial volume V ′ is accepted as the new volume of the system with probability A(V ′ |V ) given by 1,2 :
In order to consider the ability of a certain algorithm to sample the volume fluctuations it is useful to consider the average of the absolute values of the volume change in the corresponding sampling steps, < |∆V | > (notice that rejected attempts also contribute to the average with ∆V = 0). Then, one can consider, in principle, that the better algorithm will produce the larger values of < |∆V | >. Of course, the ability of the MC calculation to sample the volume fluctuations depends not only on the volume sampling algorithm, but also in the efficiency of the other types of motions included in the simulation procedure.
Nevertheless, in this contribution we will analyze how to improve the volume sampling, which can help to build up more efficient algorithms for systems where the difficulty of obtaining appropriate values of < |∆V | > is the bottleneck of the simulation. As an example we have chosen HS systems.
A. Hard spheres
In the case of HS one can make a theoretical analysis of the efficiency of standard NPT codes by using approximate EOSs and some basic statistical mechanics. The pressure of the system in the Canonical ensemble can be computed as
where A(V − ∆V |V ) is the fraction of the acceptable configurations α N for the volume V that are also acceptable for the volume V ′ = V − ∆V . Defining βp ex = βp − ρ, with ρ ≡ N/V , we can write for ∆V << V ;
Using Eq. (7) it is possible to estimate the fraction of accepted volume change trials and the value of < |∆V | > for a HS simulation in the NPT ensemble. The basic result for our purposes is that the results for < |∆V | >, for a given value of ∆ max V
, will depend on the pressure but will be practically independent of N. Considering that the fluctuations of the volume for an homogeneous system scale as:
the expected number of cycles required to sample the density fluctuations of the system in a MC simulation using the standard algorithm will scale as N cycles ∝ N.
III. A CLUSTER ALGORITHM TO SAMPLE THE VOLUME
The basic problem of the volume sampling in hard-core systems is that the value of < |∆V | > is strongly conditioned by the presence of some pairs of particles at distances very close to the HS diameter, σ. In order to avoid (to some extent) the overlap of close pairs of particles we can define bonds between them. Considering these bonds one can build up clusters that will behave as rigid pseudo-molecules when reducing the volume, i.e., the absolute distances between particles belonging to the same cluster will stay fixed in the volume sampling step. We expect that this strategy will allow us to increase the parameter
and subsequently the value of < |∆V | >. This kind of procedures has been applied in the simulation of surfactant assemblies 20 and ionic fluids 21 . In these two cases the clusters were built using deterministic topological criteria.
A. Cluster construction and trial configuration
In order to generate clusters we firstly generate bonds between pairs of particles. The probability of generating a bond between two particles depends on their distance. We have taken a bonding probability, b(r), given by:
With this prescription, pairs of particles separated by a short distance r, with σ < r < σ+δσ, have some probability of being bonded (larger as r approaches σ). Notice that other choices for b(r) are possible. The basic reason to choose a functional form like that given in Eq. (9) is that it ensures a high probability of bonding pairs of particles at distances very close to the HS diameter. In addition we think that this prescription is convenient due to its simplicity and its short range. Nevertheless, no systematic analysis of the numerical efficiency of different equations for b(r) has been performed. The bonds are implemented using Eq. (9) and a pseudo-random number generator. This is carried out as follows, for each pair of particles lying at a distance r ij < (1 + δ)σ, we generate a random number, ξ, uniformly distributed in the range (0, 1); a bond between the particles is then created if ξ < b(r ij ).
These bonds will allow us to define clusters of particles.
The volume sampling step is carried out generating a test volume V ′ using the usual procedures -for instance Eq.(3)-, and the particle positions in the trial configuration are built up by conserving the reduced coordinates of the center of mass of each cluster, and the absolute distances between pairs of particles belonging to the same cluster. Notice that, in the particular case of absence of bonds each particle forms an independent cluster, and the resulting configuration is equivalent to that generated by the standard procedure.
B. Acceptance rules
Once the trial configuration has been generated, one has to apply the adequate acceptance criteria that ensure that the sampling of the system configurations corresponds to the selected weighting function. Obviously, for the particular case of particles with hard core interactions, the existence of overlaps in the trial configuration leads to a direct rejection.
In order to explain the acceptance rules in the NPT ensemble we can consider the clusters as rigid molecules, then we have to take into account the probabilities of building up the particular cluster realization in both the original and the trial configuration. According to the detailed balance condition 1,2 , we can write:
where ω c (X c |X) is the probability of generating a particular cluster realization X c (represented by the internal coordinates and reduced position coordinates of the centers of mass of the clusters) from a given set of reduced coordinates of the particles and volume (represented
is the probability of choosing V a as trial volume when the system has a volume V b . Considering the system as composed of rigid molecules, we get:
where N c is the number of clusters 31 . Notice that N c does not depend on the individual configurations X, and X ′ considered independently; in fact N c is actually a property of the cluster structure that makes possible the transformation between the two configurations.
Given the method of choosing the trial volume -Eq (3)-we have
Therefore the acceptance criteria will fulfill:
This acceptance ratio is similar to that of the standard procedures except for two details; the number of clusters N c enters in the formula (instead of N); and the presence in Eq. (12) of the ratio of the probabilities of generating the cluster structure. The computation of this ratio can be done following the same strategies well known in many clusters algorithms, and can be found elsewhere 6, 7, 10, 22 . The final result is:
Where [ij] represents pairs of particles belonging to different clusters. In practice, the number of pairs to be considered, can be reduced by taking into account only pairs with r ij (or) r ′ ij < σ + σδ.
C. Effect of the periodic boundary conditions
There are two main issues that have to be considered when applying the algorithm described above to the simulation of systems using PBC. The first one is the possibility that, at least, one cluster percolates through the system. This means that every particle in such a cluster is linked via a line of bonds to some of its periodic images, if this happens the cluster becomes of infinite length (via replication through the PBC) and obviously it is not possible to modify the size of the simulation box while keeping constant the intra-cluster distances. Therefore, if cluster percolation occurs, the change of volume is not possible and we can consider the corresponding MC step as rejected.
On the other hand, even if no percolation occurs, we can find the case in which two particles belonging to the same cluster, that are far apart considering the intra-cluster distance, can be very close if their distance is computed via minimum image convention, and eventually being at a distance less than (1 + δ)σ. Such distances are actually defined over two particles belonging to different images of the same cluster; and are expected to change when rescaling the system size, and therefore have to be included in the computation of (13).
IV. CALCULATIONS
We have tested the the performance of the proposed cluster algorithm using HS systems as benchmark. We have run simulations using both the standard (δ = 0) and the cluster method. Firstly we run a number of test simulations to find optimal values of the sampling parameters for the cluster algorithm (∆ max V and δ). The optimal parameters were chosen as those that maximize the average values of |∆v| ≡ |∆V |/N, obtained in the volume change attempts. As expected, such parameters also provide the smallest error bars for the mean values of the volume per particle and the density for a fixed simulation length. Notice, however that for the standard procedure, alternative criteria to define optimal parameters in terms of CPU time instead of simulation length could be considered due to the lower computational cost of rejected MC moves. 2 In the case of the cluster algorithm we find that the best values for δ seem to be independent of the system size, whereas the optimum value
The translational attempts were performed using the standard procedure by generating the new position with uniform probability in a cube of length l = 2∆ max x centered at the current position.
The analysis of the efficiency of the simulation was performed as in previous work 22 using the mean density as the target property. In this way we can estimate the correlation length of each simulation by comparing the statistics of the block averages with the fluctuations of the corresponding quantity. The analysis has been carried out for fluid and solid phases of HS at the melting pressure.
A. Simulations at the melting transition pressure
We have simulated fluid and crystal phases of HS at reduced pressure βpσ 3 = 11.54, which corresponds to a recent and precise estimation of the fluid-solid transition of HS 32 .
For the fluid phase we took ∆ max x = 0.10σ, which produces about a 22% of acceptance in the translational attempts, whereas for the solid phase ∆ max x /σ = 0.0866 was chosen with about 27% of accepted attempts. The parameters to sample the volume were taken as follows. For the standard method we used:
where the compressibility factor, Z ≡ pv/k B T , was taken from approximate EOSs; in particular we used the Carnahan-Starling EOS 33 for the fluid, and a simple EOS for the solid that will be detailed later in the paper. The results given in Eq. (14) that the cluster algorithm is much more efficient than the standard one for all the system sizes considered. Moreover, as the system size increases the standard procedure suffers of a dramatic increase of the correlation time, growing as L corr (N) ∼ N, whereas the same measure of the efficiency is not system size dependent for the cluster algorithm. As can be seen in the tables for systems of about 864 particles the cluster algorithm is already a hundred times faster than the standard one.
Of course, the cluster algorithm is a bit more expensive in terms of CPU per simulation cycle (with a cycle consists of N translational trial moves and one volume change attempt).
Nevertheless this difference (the cluster algorithm required less than double the time of the standard algorithm for the same number of cycles) becomes negligible considering the dramatic increasing of sampling efficiency.
B. Equation of state of the solid phase
Given the good precision of the results we have used the cluster algorithm to compute the EOS of the face-centered cubic solid of HS. In order to attain this goal we have carried out MC simulations for several pressures using different numbers of particles, N = 4i 3 , with i = 3, 4, 5, · · · , 12. According to theoretical 36 and simulation 35, [37] [38] [39] results the EOS of the solid phase can be written using expansions as:
where v * is the reduced volume per particle v N) for a given system size, using the parameter selection described above, and equal simulation lengths hardly depend on y. In tables III and IV we present the simulation results.
We have fitted the simulation results for each system size as:
We found that using n = 5 allows a good fitting of the results for all the system sizes considered. In addition, for each value of y we have estimated the value a(y) = lim N →∞ a(y, N).
For fixed pressure, we found that the results as a function of N can be represented as:
where, for each value of y, m is chosen to be either m = 1 or m = 2 using a chi-square test 40 .
The values a(y) can then be used to extract an EOS for the system in the thermodynamic The EOS given in Eq. (19) produces results very close to those coming from Speedy's EOS 35 for the range of studied pressures (0 < y ≤ 0.09), or βpσ 3 > 11.11. The largest deviations, either in terms of a(y) or in the compressibility factor, Z = βpv, occur precisely close to the lower bound of the pressure. Speedy's EOS can be written as:
Using our extrapolated data a(y), we have estimated the values of the parameters c i to be The results for a(v) or Z from both sets of parameters are quite similar, with the maximum difference in the range v * 0 ≤ v ≤ 0.975 being less than 8 × 10 −4 , which corresponds to differences in the density for a given pressure of less than 10 −4 . The differences are within the error bars of Speedy's results We have estimated the error bar of our extrapolated a(y)
to be ∆a(y) < 2 × 10 −4 .
The differences between our results and other EOSs found in the literature [37] [38] [39] are larger, which is not surprising since the simulation data used in their fittings have much larger uncertainties than both Speedy's and our results, and some of the data come from simulation of relatively small system sizes.
C. The fluid phase
In addition to the simulations for the fluid phase presented in Table I we carried out additional cluster MC simulations at βpσ 3 = 1.0, and 2.0. In both cases we found consistently that a good choice of the volume change parameters can be found by switching δ to produce 
V. FINAL REMARKS AND CONCLUSIONS
Some small caution has to be taken when using the cluster algorithm presented in this paper. Firstly one has to take some care in the way of managing the products of the non-bonding probabilities appearing in Eq. (13) . For large systems, these products can eventually exhaust the capability of the computer to store small numbers, therefore it is advisable to bypass this possible problem by working in terms of the logarithms of the different quantities. The second caution is related with the possibility of bond percolation.
In principle this should not be a problem if one has performed a number of short tests before choosing adequate parameters to run the simulations. Nevertheless, if by chance one uses as starting configuration of the simulation at a given pressure, a configuration with an inappropriate high density, it can happen that all the bond realizations built to perform the volume sampling percolate and do not allow any volume change.
To conclude, in this paper we have presented an algorithm to perform NPT simulation of hard core models. We have simulated HS systems to check the performance of the algorithm, and it has been shown that the efficiency can be increased in orders of magnitude with respect to the standard methods, specially for large systems. We have obtained very precise results that allowed us to check, first the correctness of the procedure, and second the quality of some of the most precise EOSs for HS found in the literature. In particular we have confirmed the extreme precision of the results provided by the EOS proposed by Kolafa et al. 34 for the HS fluid phase. In addition, for the face-centered cubic solid phase our results indicate that the EOS by Speedy 35 is very precise, but can be improved further by an slight refinement of the adjustable parameters.
The cluster algorithms presented in this paper are expected to enhance spectacularly the efficiency of NPT simulations of many systems containing hard core interactions, in particular, we have made some preliminary checks that confirm that this is the case for systems as hard-core Yukawa, hard sphere + square well models, and athermal models which form liquid crystals.
A simple adaptation of the ideas behind the cluster algorithm can also be useful to build up more efficient algorithms to simulate systems that can form aggregates like micelles.
Acknowledgments
The author gratefully acknowledges the support from the Dirección General de Inves- 
