Abstract-The fifth generation of mobile networks (5G) is expected to introduce new services with strict end-to-end delay requirements. For this reason, service providers and network operators are increasingly relying on geographically distributed metro data centers (DCs) to bring services closer to end-users and reduce delivery time. The metro DCs frequently exchange data for different purposes, such as backup and load balancing. Some of these data transfers require guaranteed low delays. Meanwhile, efficient use of network resources is necessary to limit the cost of the network infrastructure. To address these issues, in this paper, we propose a converged intra-and inter-DC network architecture and a dynamic provisioning strategy that are able to (i) efficiently support different classes of service, (ii) offer fast data transfers among metro DCs, and (iii) enable efficient utilization of network resources. Simulation results show that the proposed network architecture and provisioning strategy achieve at least two times faster average data transfer between DCs and better network resource utilization compared with conventional solutions. We also present a prototype and an extensive set of experimental results, thus proving the implementation feasibility and effectiveness of the proposed approach.
I. INTRODUCTION
T he upcoming fifth generation of mobile networks (5G) is expected to offer new services and create an ecosystem for technical and business innovation [1] . Some of the new 5G services, such as the remote control of industrial systems [2, 3] , will introduce strict end-to-end delay requirements. To meet these requirements, service providers and network operators are migrating from conventional network architecture, which is based on a few large cloud data centers (DCs), to a new architecture based on geographically distributed metro DCs [4] . The metro DCs usually rely on virtualization techniques to provide different types of services (including network services) using general purpose hardware. In this way, 5G services can be provisioned locally closer to the end-users, thus reducing the end-to-end delay.
However, the efficient management of network and cloud resources in geographically distributed metro DCs is a complex problem. Ideally, metro DCs should be able to operate as a single large cloud DC. This requires the ability to dynamically transfer data among servers in different metro DCs for different purposes, such as load balancing, data replication, and disaster/fault recovery. It can be expected that these frequent data transfers among metro DCs will significantly increase the dynamicity requirements and the amount of the traffic in current optical metro networks. In addition, the metro data centers will run different types of applications with different requirements on the network, e.g., in terms of latency and capacity. Some of these data transfers among metro DCs might require guaranteed low delays. Examples are the migration of virtual machines (VMs) and the transfer of virtualized 5G network services. It is expected that 5G mobile networks will rely on network function virtualization (NFV) to reduce the amount of expensive dedicated hardware that is required in current mobile networks. One of the mobile network functions that is expected to be virtualized in 5G is the evolved packet core (EPC). Several prototypes of virtualized EPC (vEPC) have been demonstrated in recent years [5] . The vEPC is expected to run over general purpose hardware and in metro data centers with the objective of bringing the core network services closer to the end-users and reduce the service delivery time. The vEPC will need to be replicated and transferred across metro data centers for different purposes, e.g., to follow the mobile users and ensure that services are not interrupted during mobility. The vEPC transfers will require short migration times and impose strict latency requirements on the metro network. Conventional metro and DC networks are not able to always guarantee short transfer times among metro DCs. Another critical aspect is that the frequent exchange of data among metro DCs will significantly increase traffic in the metro network [6] . This might in turn lead to a large increase in the cost of the metro network infrastructure, if a solution for increasing the efficiency in the use of network resources would not be considered. We can then conclude that flexible network architectures that can guarantee low data transfer times and efficient network resource utilization are needed for interconnecting geographically distributed metro DCs.
Novel optical network architectures able to provide efficient interconnection of metro DCs have been recently proposed [7] [8] [9] [10] [11] [12] . These works mainly propose converged intra-and inter-DC network architectures that allow us to set up direct lightpaths between racks in different metro DCs, which enables us to reduce the time required to transfer data between servers in different metro DCs with respect to conventional solutions. The converged intra-and inter-DC network architectures also provide potentially better resource usage, due to the fact that the lightpaths utilized for data transfer between racks are always fully utilized (i.e., no bandwidth is wasted). The authors in [7] present a flexible optical metro node architecture and discuss how it can be used to provide dynamic service provisioning among metro DCs. However, they do not provide a performance assessment of the proposed solution. Consequently, it is not possible to evaluate the advantages with respect to conventional metro and DC networks. The architectures proposed in [8, 9] rely on optical burst switching (OBS) and require expensive network components (e.g., semiconductor optical amplifiers and tunable wavelength converters) that might not be suitable for metro networks in the short term. The architecture proposed in [10] instead relies on a combination of wavelength, time, and spatial division multiplexing (TDM/WDM/SDM) technologies, which might also result in high network costs using currently available network devices.
In order to address cost, implementation feasibility, and flexible scalability of metro DCs, we recently proposed in [11, 12] a converged intra-and inter-DC network architecture that relies only on commercially available and relatively inexpensive components. The architecture supports on-demand establishing of rack-to-rack lightpaths between DCs. We presented efficient VM migration and bulk data transfer on an emulated intra/inter DC testbed [11, 12] . We further modified the architecture to support two classes of service and presented the preliminary results in [13] . Supporting quality of service (QoS) is necessary to guarantee low transfer times for critical services, such as 5G network services (e.g., vEPC).
In this paper, we present (i) an extension of our proposed converged network architecture to support various classes of service, (ii) a network provisioning strategy to optimize the resource usage, (iii) thorough simulation study to prove the benefits of the proposed solution in realistic network scenarios, and (iv) a converged network prototype and an extensive set of experimental results. Simulation and experimental results show that the proposed architecture and provisioning strategy provide at least two times shorter data transfer times between metro DCs and better resource usage with respect to a conventional metro and DC network.
The rest of this paper is organized as follows. Section II introduces the network architecture and provisioning strategy. In Section III, the simulation model and numerical results are presented. Section IV shows the implemented prototype and the experimental results. The paper's conclusions are presented in Section V. Figure 1 illustrates our proposed converged architecture for the intra-and inter-DC networks. The electrical packet switching (EPS) network provides the intra-DC connectivity among the racks. The optical gateway (OG) [14] aggregates both the EPS and the top-of-rack (ToR) switches and provides the inter-DC connection over a mesh metro network. The OG is a high port count colorless, directionless, contentionless reconfigurable optical add-drop multiplexer (CDC-ROADM) with software defined networking (SDN) interoperability [14] . It provides on-demand add-drop of WDM channels between the metro DCs. The ToR switches are connected to the OG using WDM transceivers, which are expensive components. On the other hand, it should be noted that using WDM transceivers at the ToR switches reduces the need for the WDM transceivers in the interfaces between the metro DCs and the optical metro network. Consequently, we can expect that the cost of our converged network architecture will not be significantly different with respect to the cost of conventional metro and data center networks. In the data plane, our converged architecture presents some similarities with respect to other hybrid optical circuit switching (OCS) and EPS intra-DC networks that have been recently proposed in the literature, such as Helios [15] and c-Through [16] . The control plane is based on two SDN modules, referred to as a metro network controller and a DC controller, respectively. The metro network controller manages the establishment of on-demand connections between metro DCs by (i) finding the optimal route and wavelength between the DCs, and (ii) sending connection information to the DC controllers. The DC controllers send/receive connection requests to the metro network controller and also set up the OGs to establish the connections. The metro network control plane has an out-of-band connection with the DC controllers. The details of the control plane workflow can be found in [12] .
II. CONVERGED NETWORK ARCHITECTURE AND PROVISIONING STRATEGY
Algorithm 1: Network optimization algorithm New connection request R from DC S to DC D; Run RWA on topology database DB (k-SP FF); if ∃ lightpath between S and R then Serve request R; EXIT; else if R has priority 0 then Reschedule request R; EXIT; els if R has priority P > 0 then Create a list L w. active connections w. priority <P; Sort L in ascending order of priority; Search L for the first connection R 0 between S and R; if ∃ R 0 ∈ L then Move R 0 to Background; Serve request R; EXIT; else for i 0 to jLj do The proposed network architecture supports two types of optical connections between DCs. The first type of connections, referred to as Background, interconnect the EPSs in different DCs (red dashed lines in Fig. 1 ). Background connections can be shared by several traffic flows originating from different ToR switches. The EPS in the source DC aggregates the traffic from several ToR switches and transmits toward the destination DC. The EPS in the destination DC receives and distributes the traffic to the intended target ToR switches. DCs that are not directly connected by a Background connection can communicate using multihop paths. For example, in Fig. 1 , DC 1 and DC 3 can communicate via DC 2 utilizing the EPS in DC 2 as a traffic relay. To establish a multi-hop connection, the metro controller with the global view of the network resources will calculate the end-to-end path and command the DC controllers to set up the proper flow rules in the EPS network. The exact procedure will depend on the specific EPS network topology and configuration. Due to the fact that several traffic flows can share the capacity of the Background connection, the actual throughput perceived by each flow can be relatively small. For this reason, Background connections are utilized for carrying shortlived and low data-rate traffic flows, such as control information among servers or update of backup data. A set of Background connections is always active to provide basic connectivity among all the racks in the distributed DC network. An additional Background connection between DCs can be established on-demand when the traffic between these DCs is higher than a predefined threshold for a given period of time. This Background connection can then be released when the traffic between the DCs becomes lower than a predefined threshold. The additional Background connections can be set up and torn down automatically using the DC controllers to monitor the traffic exchanged among the distributed DCs.
The second type of optical connections enabled by our architecture is referred to as Dynamic and provides direct lightpath connectivity between ToR switches in different DCs (green dotted line in Fig. 1 ). Dynamic connections are not shared among different traffic flows, but they are dedicated to perform large data transfers between ToR switches. In this way, the data transfer can be performed efficiently and completed in a short time. This in turn leads to potentially lower transfer times and better utilization of network resources. On the other hand, at high network loads, it might happen that requests for Dynamic connections between ToR switches are blocked due to the lack of wavelength resources. When a request for a Dynamic connection is blocked, it is rescheduled at a later time, which increases the total time required to complete the data transfer. This might cause problems for certain types of DC transfers that are highly sensitive to delays, such as the vEPC transfer. Meanwhile, for other DC transfers, an increase in the transfer time might not be critical, e.g., bulk transfer. To take this fact into consideration, we introduce different priority levels for Dynamic connections. The procedure for establishing the Dynamic connections and managing the different levels of priority is described in the following.
In our architecture the Dynamic connections are established on demand by the SDN control plane. Specifically, when a DC controller receives a request for a large data transfer between ToR switches, it sends a request for a Dynamic connection to the metro network controller. The DC controller associates a priority P ∈ 0; 1; …; N with the request, which depends on the application that triggered the data transfer (e.g., vEPC migration, VM migration, bulk transfer). The metro network controller runs the network optimization algorithm to select the required network resources for serving the Dynamic connection. The proposed network optimization algorithm is shown in Algorithm 1. Whenever the metro network controller receives a new connection request R between a ToR switch in source DC S and a ToR switch in destination DC D, it runs a routing and wavelength assignment (RWA) algorithm (in our work we use k-shortest path (SP) routing with first-fit (FF) wavelength assignment). If the RWA identifies an available lightpath between the ToR switches in S and D, then R is served using that lightpath. If the RWA does not find an available lightpath and R has priority P 0, then R is rescheduled at a later time. If the RWA does not find an available lightpath and R has priority P > 0, then the algorithm tries to move the traffic from an active Dynamic connection with lower priority R 0 to a Background connection. In this way, the network resources occupied by R 0 can be released, and they can be used to serve the new connection request R with higher priority. On the other hand, R 0 will experience a higher transfer time due to the fact that, in using a Background connection, it will share the channel capacity with other traffic. The resources occupied by a Dynamic connection are released automatically as soon as the data transfer is completed.
III. SIMULATION MODEL AND NUMERICAL RESULTS
To analyze the performance of the proposed flexible network architecture and provisioning strategy in realistic scenarios we implemented an event-driven C++ simulator. The reference metro network topology is shown in Fig. 2(a) , and it is composed of 38 nodes and 59 links [13, 17] . Each node represents a metro DC equipped with 100 racks of blade servers. Each rack is equipped with a ToR switch that has two optical interfaces: one tunable 10G transceiver connected to the OG and one gray 10G transceiver connected to the EPS. The EPS is also connected to the OG with 25 tunable 10G transceivers. Each link in the metro network is equipped with 80 wavelengths. At the beginning of each simulation, we establish a fixed number of Background connections between the metro DCs. This is done to make sure that each DC can reach any other DC in the network, either directly with a Background connection or with a multihop path consisting of a maximum of three hops. Afterward, the ToR switches start generating traffic flows with a lognormal inter-arrival distribution [18] . We assume that the size of the traffic flows is uniformly distributed between 1 and 500 GB (i.e., the average size of the traffic flows is 250 GB). Half of these traffic flows can be carried over Background connections, while the other half require the establishment of Dynamic connections (i.e., the percentage of Background traffic is 50%).
For the Dynamic connections we assume three levels of priority, i.e., each Dynamic connection is associated with a priority P ∈ 0; 1; 2. The Dynamic connections with P 0 have the lowest priority and are utilized for Bulk data transfers. They are associated with applications that have no strict requirement in terms of transfer times, such as a bulk DC transfer. The Dynamic connections with P 1 are utilized for Critical data transfers and are associated with applications that might be negatively affected by a long transfer time, such as VM migration. Finally, the Dynamic connections with P 2 are utilized for Highly Critical data transfers and are associated with applications for which a long transfer time might disrupt the service and affect the end-users, such as a vEPC migration. In order to benchmark the performance of our architecture, referred to as Converged, we also simulate a Conventional network in which the same traffic is carried only over Background connections (i.e., Dynamic connections are not used). To achieve a fair comparison, in each simulation run we generate exactly the same traffic at the ToR switches for both the Converged and Conventional architectures. We perform simulations with different traffic levels at the ToR switches to evaluate the performance of the two architectures under different traffic load values. To manage different levels of priority in the Conventional network, we employ a traffic engineering technique at the EPSs, which guarantees that the Critical connections are reserved at least at 3 Gbps capacity over a Background connection, while Highly Critical connections are reserved at least at 5 Gbps capacity. In the simulated scenario, assuming that the cost of a tunable WDM 10G transceiver is 10 times higher than the cost of a gray transceiver [19, 20] , we estimated that the total cost of the transceivers in the Converged architecture is only 3.4% higher than in the Conventional architecture. 1) and setting up the connection between source and destination ToR switches. In our simulations we set T S 0.883 ms based on testbed measurements (see Section IV). T T is the time required to perform the data transfer from the source ToR switch to the destination ToR switch. It is the dominant component and depends on (i) the size of the data transfer and (ii) the average throughput of the connection. Finally, T R is the delay that is introduced when a request for a Dynamic connection cannot be served, due to the lack of wavelength resources, and needs to be rescheduled at a later time (see Algorithm 1). In our simulations, we set T R 20 s and we assume that a request for a Dynamic connection can be rescheduled at maximum three times. Afterward, the request is served using a Background connection. It can be observed from Fig. 2(b) that the proposed Converged architecture achieves large improvements in the average transfer times with respect to the Conventional architecture. Specifically, at the network load of 1092 Gbps per DC, using the Converged architecture, a Bulk transfer is 53% faster, a Critical transfer is 50% faster and a Highly Critical transfer is 48% faster, with respect to the Conventional architecture. These improvements are due to the fact that, using Dynamic connections, it is possible to provide higher throughput and thus lower transmission time (T T ) for the data transfers. It can also be observed from Fig. 2(b) that in the Converged architecture the transfer time for Highly Critical traffic is independent of the load, which means that it is possible to guarantee low deterministic delays even in high traffic conditions. Figure 2(c) shows the average number of wavelengths required to support a given traffic load in the Converged and Conventional network architectures. It can be observed that the Converged architecture requires between 5% and 10% fewer wavelengths with respect to the Conventional, i.e., it offers better resource usage. The main reasons are that (i) in the Converged architecture the data transfers are faster and thus occupy network resources for shorter times, and (ii) the Dynamic connections are always fully utilized and no bandwidth is wasted. Figure 2(d) shows the reschedule probability for the Dynamic connections in the Converged architecture for Bulk, Critical, and Highly Critical data transfers. The reschedule probability is shown as a function of the traffic load per DC. It can be observed that the reschedule probability depends on the priority of the connection. Dynamic connections with P 0 that are used for Bulk data transfers show the highest reschedule probability. Dynamic connections with P 2 that are used for Highly Critical data transfers show the lowest reschedule probability, due to the procedure described in Algorithm 1 that allows Dynamic connections with lower priority to be moved to Background. Analyzing Figs. 2(b) and 2(d) it can be observed that in the Converged architecture there is a relationship between the average transfer time and the reschedule probability. In particular, the average transfer time for a given type of data transfer (i.e., bulk, critical, or highly critical) starts increasing when the corresponding reschedule probability becomes higher than 10 −1 .
There are several parameters that might affect the average transfer times in the Converged architecture. For this reason we performed an extensive sensitivity analysis on the curves presented in Fig. 2(b) . The most interesting results are discussed in the following. First, we set the load to 1092 Gbps per DC and varied the reschedule time (T R ) in the range between 10 and 50 s. The obtained results are depicted in Fig. 2(e) , which shows that, while increasing T R from 10 to 20 s, the average transfer times remain almost constant. On the other hand, increasing T R over 20 s leads to an increase in the time required for the data transfers. We can conclude that, when T R > 20 s, the waiting time before trying to reschedule a blocked Dynamic connection is too long and leads to a degradation in the network performance.
Second, we set the load to 1092 Gbps per DC and varied the percentage of Background traffic in the range between 20% and 80%. The results are shown in Fig. 2(f) . It can be observed that the higher the percentage of Background traffic the higher the average time for bulk and critical transfers. This is due to the fact that the higher the Background traffic the lower the capacity available for bulk and critical transfers that are moved from a Dynamic connection to a Background connection (i.e., according to the procedure described in Algorithm 1). On the other hand, the average time for highly critical transfers is almost constant with respect to the percentage of Background traffic.
Afterward, we changed the inter-arrival distribution of the traffic flows generated at the ToR switches from lognormal to Weibull [19] and Poisson [21] . In both cases, we obtained similar results as the ones depicted in Fig. 2(b) . We can conclude that the inter-arrival distribution of the traffic flows does not have a significant impact on the average transfer times. Finally, we varied the average size of the traffic flows between 50 and 450 GB. We observed that the average time for bulk, critical, and highly critical transfers increases almost linearly with the average size of the traffic flows. Consequently, similar conclusions as in Fig. 2(b) can be drawn.
IV. PROTOTYPE AND EXPERIMENTAL RESULTS
The prototype consists of three emulated DC nodes, distanced 5-25 km from each other [see Figs. 3(a) and 3(b) ]. DC 1 and DC 2 have four racks, each connected to one server. The ToR switches are two Pica-8 P-3922 10G OpenFlow Ethernet switches that are logically divided to four bridges (four racks). The servers are equipped with a dual-port 10G Network Interface Card (NIC), an Intel Xeon E5-2430 sixcore processor and 24 GB of RAM. The OG is built using Polatis and Calient optical switches, Nistica wavelength selective switches (WSSs), and WDM mux/demuxes. Electrical to optical (E/O) conversion is performed by 10G SFP+ DWDM transceivers with a 24 dB link power budget. DC 3 is implemented only with an optical space switch (OSS) on the data plane layer.
The control plane is implemented on a separate server. We used OpenFlow to update the flows on the ToR switches. For OSS and WSS, an in-house application programming interface (API) using Python and C++ was implemented. The physical layer connections are TL1 for the former and serial for the latter. To perform live switching from Dynamic to Background connections, a script updates the ToR switches using OpenVSwitch and simultaneously also updates the OGs (i.e., WSS and OSS).
In the first set of experiments, we demonstrate a Background connection between DC 1 and DC 2 . The results are shown in Fig. 3 . In Fig. 4(a) the Background connection is shared between two rack-to-rack traffic flows. The Background connection has a nominal capacity of 10 Gbps, and each traffic flow receives almost half of the link capacity (i.e., 4.5 Gbps). In Fig. 4(b) the Background connection is shared among three rack-to-rack traffic flows, and there is less balance in the link bandwidth sharing among the three flows. Finally, in Fig. 4(c) the Background connection is shared among four rack-to-rack traffic flows, and all the flows have around 2-3 Gbps throughput. We can conclude that in reality there is an uncertainty on the QoS that is received by each traffic flow sharing a Background connection.
In order to better understand the effect of sharing the bandwidth on the Background connections, we randomly establish traffic flows among the four racks of DC 1 and DC 2 . Figure 5(a) shows the results. The experiment starts with only one rack-to-rack flow, which consumes the full Background connection bandwidth. After 10 s, three more flows are also established and the Background connection is shared among four flows. Between 40 and 50 s, the connection is shared between two connections and, between 55 and 65 s, among three.
Dynamic connections provide dedicated bandwidth between the racks. Figure 5(b) demonstrates the throughput of four Dynamic connections between Racks 1 and 4 of DC 1 and DC 2 . The connections have nominal capacity of 10 Gbps and are at C26, C28, C30, and C32 of the ITU grid DWDM channels. It can be seen that all four Dynamic connections reach close to the full link capacity simultaneously. In many cases, the need for a higher capacity connection is not known in advance, i.e., when a Background connection suddenly becomes saturated due to simultaneous start of several applications. Thus, it might be necessary to be able to switch the traffic from a Background to a Dynamic connection on demand. In Fig. 5(c) , Racks 1-3 are transmitting data on a Background connection, and at T 12 s Rack 1 traffic is switched to a Dynamic connection. After the switch, Rack 1 has 10 Gbps throughput, and the 10 Gbps capacity of the Background connection is shared between Racks 2 and 3. Figure 5(d) shows the live switch at T 13 s for Rack 1 when four racks share a Background connection.
In order to investigate the advantage of Dynamic connections over Background connections from the application side, we performed bulk data transfer between DC 1 and DC 2 for 5-40 s and measured the overall transmitted data volume. Figure 5 (e) shows the results that are averaged over 10 runs. As expected, a dedicated Dynamic connection transmits on average 2×, 2.5×, and 3.9× more data compared with a Background connection that is, respectively, shared by 2, 3, and 4 traffic flows. 
V. CONCLUSIONS
In this paper, we proposed a converged intra-and inter-DC network architecture, which is able to efficiently support different classes of service, by establishing Background and Dynamic optical connections. We also proposed a provisioning strategy for optimizing the resource usage in the metro network. We developed a simulation model to analyze the performance of the proposed architecture and provisioning strategy in realistic network scenarios. Furthermore, we implemented a prototype to demonstrate the feasibility and effectiveness of the proposed solutions.
Extensive simulation and experimental results prove that the proposed converged architecture achieves at least two times shorter average data transfer time between geographically distributed metro DCs and more efficient network resource utilization, when compared with a Conventional metro and DC network. In our future work we plan to study and develop a control plane that employs machine learning techniques to provide autonomous and dynamic traffic steering over the proposed converged network architecture. In addition, we plan to study more in detail the cost and energy consumption of the proposed architecture and compare it with conventional data center and metro networks.
