This paper takes the so-called probabilistic approach to the Strong Renewal Theorem (SRT) on R d for distributions in the domain of attraction without centering of a nondegenerate stable law of exponent α ∈ (0, 2] ∩ (0, d). We obtain a version of the SRT that allows for distributions with various lattice or nonlattice components, and derive a general device to ensure the convergence which is essential to the SRT. Examples of application of the device are given, including some that provide a unified treatment to known results but with substantially weaker assumptions.
Introduction
Let F be a probability distribution on R d . The Strong Renewal Theorem (SRT) for F concerns the nontrivial asymptotic behavior of U (x + E) = ∞ n=1 F * n (x + E) as |x| → ∞, where F * n is the n-fold convolution of F with itself, E is a fixed set, and x+E = {x+y : y ∈ E}. Comparing to the approach based on Fourier analysis of the renewal measure U (dx) [6, 9, 11, 21, 23] , the so-called probabilistic approach is able to tackle a wilder range of cases [3, 4, 7, 18, 22, 23] . Generally speaking, the latter deals with n≥A(δ|x|) F * n (x + E) and n<A(δ|x|) F * n (x + E) separately, where A is a certain function and δ > 0 a fixed arbitrarily small number. These two sums will be referred to as the "big-n" and "smalln" contributions, respectively. The big-n contribution can be tackled using Local Limit Theorems (LLTs), essentially yielding the limit of |x| d U (x + E)/A(|x|) provided it exists [4, 9, 11, 18, 23] . In contrast, without additional conditions, the small-n contribution may fail to converge as |x| → ∞, hence ruling out the existence of limit [11, 22, 23] . Recently, to control the small-n contribution when d = 1, integral criteria were proposed [3, 4] . This paper extends the approach in [3, 4] to d > 1. The resultant criterion is easily applicable to a rather wide range of cases and also gives a unified treatment to many known results, sometimes with substantially weaker assumptions.
Henceforth, unless stated otherwise, assume that F is in the domain of attraction without centering of a nondegenerate stable law of exponent α ∈ (0, 2]. By definition, a distribution or random variable is nondegenerate if it is not concentrated in any linear manifold of dimension d − 1 [17, Definition 24.16] . Each such stable law has an infinitely differentiable density with all derivatives vanishing at ∞ [17, Example 28.2] . Under the assumption, which we shall denote by F ∈ D ′ 0 (α), letting a n = A −1 (n) guarantees the weak convergence of F * n (a n dx) to the stable law, where A is the aforementioned function. For now it suffices to note that A is regularly varying with exponent α at ∞; see more detail in Section 1.1.
To continue, we need some notation. For random variable X ∈ R d , denote its characteristic function by ϕ X (t) = E[e i t,X ], t ∈ R d . For x 1 , x 2 , . . . ∈ R d , denote S 0 (x) = 0 and S n (x) = S n−1 (x) + x n , n ≥ 1. Denote B d = {x ∈ R d : |x| ≤ 1}, S d−1 = {x ∈ R d : |x| = 1}, and I d = [0, 1) d . For c ∈ R, x ∈ R d , Λ ⊂ R, and D, E ⊂ R d , denote cD = {cy : y ∈ D}, Λx = {λx : λ ∈ Λ}, x + D = {x + y : y ∈ D}, and D + E = {y + z : y ∈ D, z ∈ E}. Denote M ∈ Λ m×d if M is an m × d matrix of elements in Λ, and M D = {M y : y ∈ D}. Denote by diag(a 1 , . . . , a n ) the diagonal matrix with the i th diagonal element being a i , and Id n the n × n identity matrix. For a linear subspace V of R d , denote by π V the projection onto V . Recall that two integers are said to be coprime if their greatest common divisor is 1, and a 1 , . . . , a n ∈ R are said to be rationally independent if for m 1 , . . . , m n ∈ Z, m i a i ∈ Z ⇐⇒ all m i = 0 [14, p. 51] . Finally, a distribution or random variable is said to be lattice if it is concentrated on a + Γ for some a ∈ R d and lattice Γ ⊂ R d [1, p. 350] . By definition, Γ is an additive subgroup of R d which has no cluster points [20, p. 114] .
It is well understood that the big-n contribution has to be handled differently for lattice distributions and nonlattice ones [1, 12, 16, 19] . A random variable in R d with d > 1 may have both lattice and nonlattice components. For a nondegenerate random variable, the lattice-nonlattice makeup can be described as follows. Proposition 1.1. Let F be a nondegenerate distribution on R d . Then there exist a linear subspace V ⊂ R d , a nonsingular T ∈ R d×d , integers 0 ≤ ν ≤ r ≤ d, and q ∈ N with q = 1 if ν = 0, such that the following are true. For X ∼ F , π V (X) is lattice, |ϕ X (2πv)| < 1 for v ∈ R d \ V , |ϕ T X (2πu)| = 1 ⇐⇒ u = (u 1 , . . . , u r , 0, . . . , 0) ∈ Z d with u i ∈ Z, and writing T X = (Y, Z) with Y ∈ R r and Z ∈ R d−r , P{Y ∈ β + Z r } = 1 with β = (0, . . . , 0, β ν , β ν+1 , . . . , β r ), where 0 ≤ ν ≤ r, β ν+1 , . . . , β r ∈ (0, 1) \ Q are rationally independent, and if ν > 0, β ν = p/q ∈ Q with 0 ≤ p < q being coprime. Furthermore, V , r, ν, and q are unique, and r = dim(V ).
From the result, to get the SRT for X, one in principle can first transform X into (Y, Z), get the SRT for the latter, and then turn this SRT into the one for X. While this backand-forth procedure is not entirely trivial, the technical issues it involves are of secondary importance. For simplicity, we will suppose X = (Y, Z). Denote where we identify ∆ h with hI d if ν = 0. As seen later, when ν > 0, it is useful to consider K = Id d . In the following, we use asymptotic notations such as ≫ δ , whose meaning is specified in Section 1.1.
Theorem 1.2 (Big-n contribution)
. Let d > α. Let X ∼ F ∈ D ′ 0 (α) and ψ be the density of the limiting stable law of S n (X)/a n . Suppose X = (L, W, Z) as above. Given δ > 0 and h > 0, for s > 0 and ω ∈ S d−1 , define Remark 1.1. By 2) of Proposition 1.3 below, when d = ν, i.e., X = L, Theorem 1.2 is implied by [23] , Eq. (3.6) for aperiodic random walks. A random variable ξ ∈ Z d is said to be aperiodic if for t ∈ R d , t, ξ ∈ Z ⇐⇒ t ∈ Z d , and strongly aperiodic if t, ξ ∈ c + Z for some c ∈ R ⇐⇒ t ∈ Z d [cf. 18, T7.1, P7.8]. Conversely, using Theorem 1.2 and 1) of Proposition 1.3, one can treat the aperiodic case by a different argument from [18] , P26.1 and [23] . See the discussion at the end of Section 6. Proposition 1.3. 1) For nondegenerate ξ ∈ Z ν , it is aperiodic ⇐⇒ there are K ∈ Z ν×ν with det K = ±1 and coprime integers 0 ≤ p < q, such that ξ = K −1 (ζ 1 , . . . , ζ ν−1 , p + qζ ν ) with ζ = (ζ 1 , . . . , ζ ν ) being strongly aperiodic.
2) For D and L as Proposition 1.1, DL is aperiodic. 
and lim
), we will say that the SRT holds for F if (1.5) holds. In Example 5-B of [23] , it is remarked that to establish the SRT, one needs to have ̺ 0 (ω) < ∞ as well as (1.4). However, by Corollary 1.4, this is unnecessary.
2) Corollary 1.4 is weaker than Proposition A of [4] which essentially states that for d = 1, F * n (x + [0, h)) converges as x → ±∞ ⇐⇒ (1.4) holds, and if either happens the limit must be h̺ 0 . However, the argument for that result does not apply to d > 1.
3) If α = 2, then normality of the stable density ensures (1.6). If α ∈ (0, 2) and d > 1, the uniform convergence in (1.6) becomes a subtle issue; see Example 5-B in [23] and Example 2.1. A sufficient condition (1.6) will be given in Proposition 2.7.
Proof. Since ψ is bounded and d > α, sup ̺ s < ∞ for s > 0 and
sup ω r 0,h (sω) < ∞. Therefore, the differences in (1.5) and (1.6) are well-defined. Suppose (1.4) holds for one h > 0. Then it holds for any c > 0 if hI d is replaced with cJ d , where 
is not hard to show (1.5). Conversely, together with Theorem 1.2, (1.5) and (1.6) imply that given ǫ > 0, there is δ > 0 such that lim s→∞ sup ω |r 0,h (sω) − r δ,h (sω)| < ǫ, so (1.4) holds if hI d therein is replaced with ∆ h . Since hI d can be covered by a finite number of z + ∆ h , then (1.4) follows.
To control the small-n contribution, detail of the lattice-nonlattice makeup of F is irrelevant. Given F ∈ D ′ 0 (α), for t ∈ R d , a > 0, r > 0, and h > 0, define
Also, define
There is a constant χ > 0 that only depends on {F, A}, such that given 0 < θ < 1/κ, η > 0, and ǫ > 0, for 0 < δ ≪ θ,η,ǫ 1, s ≫ θ,η,ǫ,δ 1, and n ≤ A(δs),
In particular,
In Section 2 applications of the above theorems, in particular, Theorem 1.5 are given. Starting Section 3, we prove the theorems. Section 3 considers the multivariate Lévy concentration function following [15] , §1.5. Section 4 establishes certain local large deviation bounds using the Lévy concentration function, following the treatment for d = 1 [5] . The result in this section will be used for both Theorems 1.2 and 1.5. Section 5 proves Proposition 1.1 and generalizes the well-known LLTs for distributions concentrated on Z d and nonlattice distributions on R d [16, 19] , allowing for distributions that have both lattice and nonlattice components. In Sections 6 and 7, Theorems 1.2 and 1.5 are proved, respectively.
Preliminaries
For x = (x 1 , . . . , x d ), besides the Euclidean norm |x|, we will use the sup-norm
By definition, F ∈ D ′ (α) if there are real numbers a n → ∞ and b n , such that for X 1 , X 2 , . . . i.i.d. ∼ F , S n (X)/a n − b n weakly converges to a nondegenerate stable law with exponent α ∈ (0, 2]; see [16] , Theorems 4.1-4.2, for necessary and sufficient conditions for
, where for θ ∈ R, R θ denotes the class of functions that are regularly varying at ∞ with exponent θ, and if α = 2, there is a symmetric positive definite matrix Σ, such that m
Let A(s) be a strictly increasing and smooth function on [0, ∞) with
Then q X (s) = O(1/A(s)) for s ≫ 1 and letting a n = A −1 (n) ensures the weak convergence of S n (X)/a n − b n to the aforementioned stable law [16 
Henceforth, F and A are fixed. Given functions f and g, "f (
Applications
In this section, we shall always assume that F ∈ D ′ 0 (α) satisfies the conditions in Theorem 1.2. The following formulas will be repeatedly used. Given β, for s ≫ 1, by change of variable and
Example 2.1. Consider the following modified version of Example 5-A in [23] . 
We only need to show that if ln k = o(b k ), then the SRT (1.5) holds. By [23] 
we can define A(s) = s d/2 / ln s for s > 2. To apply Theorem 1.5, fix 0 < θ < 1/κ = 1/2, and 0 < η < θ/(10d). For s ≫ 1 and t = (t 1 , . . . , t d ) with |t| > θs, there is at least one
Without loss of generality, let i = 1. Let χ > 0 be the constant described in Theorem 1.5. Then
It can be seen that the set of z 1 ∈ (−ηd|t 1 |, ηd|t 1 |) with t 1 − z 1 + I 1 containing one k ∈ {±2 n : n ≥ 1} is a single interval of length at most 1. Then
. Since δ is arbitrary, then by Theorem 1.5, (1.4) holds. Thus by Corollary 1.4, the SRT (1.5) holds.
and for t = (t 1 , . . . , t 4 ),
Then by Theorem 4.1 of [16] , X ∼ −X ∈ D ′ 0 (2) and we can set A(s) = s 2 /(ln s) 2 for s > 2. The bound just before (2.3) still holds. Then 
where we can set a n = n 1/α and A(t) = t α . As a result,
Then by Theorem 1.5 and Corollary 1.4, the SRT holds for X.
The next result is a multivariate version of a result in [3, 4] . Define
The condition sup ω < ∞ for d = 1 played a critical role in several works [7, 22, 23] .
. Suppose there are T ≥ 0 and η > 0 such that
and consequently the SRT (1.5) as well as (1.6) holds for F .
Proof. Fix 0 < θ < 1/κ. For s ≫ 1, n ≥ 1, and t, z ∈ R d with |t| ≥ θs and |z| ≤ η|t|,
. Let χ > 0 be the constant described in Theorem 1.5. Then
which combined with (2.1) yields (2.6). Then by Theorem 1.5 and Corollary 1.4, both (1.5) and (1.6) hold.
The next result is established in [23] for F aperiodic on Z d . We shall give an alternative proof for the general case.
Proof. Let X ∼ F . For |t| ≫ h 1, any a > 0, and any η ∈ (0, 1/3],
Then, letting χ > 0 be the constant described in Theorem 1.5, For F ∈ D ′ 0 (2), the next result provides weaker conditions than [18] , P 26.1, and [21] . 
Proof. The inequality in (2.7) still holds but now q X (s) = o(1/A(s)) as s → ∞. All we need to check is that
Example 2.6. Let d = 4. If σ 2 = E|X| 2 < ∞, then A(s) → s 2 /σ 2 and the condition in 2) of Proposition 2.5 becomes q X (s) = o(1/(s 2 ln s)), which is weaker than E|X| 2 (ln |X|) + < ∞ required in [21] . Moreover, σ 2 < ∞ is not a necessary condition for the SRT. For example, suppose q X (s) ≍ 1/(s 2 ln s). Then E|X| 2 = ∞. Since 2 , and hence the condition in 2) is still satisfied and the SRT holds.
For
is not a necessary condition for the SRT either. Indeed, by Proposition 2.
In Remark 1.2, it is pointed out that for a strictly stable distribution G on R d with exponent α ∈ (0, 2), the uniform convergence of ̺ δ to ̺ 0 may fail to hold if d > 1, where ̺ δ is defined in (1.2). We next give a sufficient condition for the uniform convergence. Let ψ be the density of G. By Theorem 14.10 in [17] ,
where C > 0 and τ ∈ R d are constants, ξ ∈ S d−1 with Eξ = 0 if α = 1, and for θ ∈ R,
, and ξ on S d−1 , provided Eξ = 0 if α = 1, the RHS is the characteristic function of a nonconstant strictly stable distribution.
Proposition 2.7. If ξ has a bounded density with respect to the spherical measure on
Proof. Let Y ∈ R be independent of ξ with ϕ Y (θ) = e −Cfα(θ) . As mentioned just now, such Y exists and is strictly stable.
Then X is in the domain of attraction of a stable law with the same Lévy measure as G, with a n ∝ n 1/α being norming constant [16, Theorem 4.2] . By Y ∈ D ′ 0 (α) and (1.9), (n/a n )c X (a n ) = (n/a n )c Y (a n )E(ξ) converges, so by (1.9) again, S n (X)/a n weakly converges to a strictly stable law. Since G is strictly stable, if α = 1, then the limiting law is G. However, if α = 1, then the limiting law is G(x − x 0 ), where x 0 need not be 0. Let g be the density of Y . Since g is unimodal [24] , g(x) ≪ |x| −α−1 [1, Theorem 1.7.2]. Let λ be the density of ξ with respect to the spherical measure σ on
3 is bounded and hence (1.6) holds for the limiting law of S n (X)/a n . For α = 1, this completes the proof. If α = 1, one can only conclude that (1.6) holds for G(x − x 0 ). However, consider X + x 0 , whose corresponding limiting law is G. Since
is bounded, a repeat of argument shows that (1.6) holds for G.
The last application is on the SRT for an infinitely divisible (ID) distribution. There has been a tradition in probability theory to infer properties of an ID distribution from its Lévy measure [1, 8.2.7; 10, XVII. 4; 8] . The next result is along the lines of the tradition.
is satisfied with ω and A being replaced with ω ν and A ν , then the SRT holds for F .
Proof. It suffices to show that X ∼ F satisfies (1.4). Part of the argument is similar to that in [3] , so only parts that are different will be shown in detail. First, the support of ν is unbounded, otherwise Ee |tX| < ∞ for all t and
, ID with Lévy measure λ and mean 0, and
where
for some constants η > 0 and 0 < c < 1/6. By Cramér's large deviation [15, Theorem 5.23] ,
Since N n /n D → µ and S n (V )/a n D → 0, by S n (X)/a n ∼ S Nn (Y )/a n + S n (V )/a n , it can be seen that µ 1/α Y is in the domain of attraction without centering of the same stable law as X. By the assumption on ω ν (x), Theorem 1.5 and Proposition 2.3,
By following almost line by line the argument in [10] , p. 572-573, q X (s) ∼ 1/A ν (s). Then A(s) ∼ A ν (s) and the proof is complete.
Lévy concentration function
For any random variable X ∈ R d , define
The function is a special case of Lévy concentration function of multivariate random variables, which has been studied before [13, 25] . However, for our purpose, we need
Proof. We follow the argument in [15] , p. 22-26. Let f be a probability density on R d such that f (x) = f (−x) and f ∈ L 1 . For y ∈ R d and a > 0, by applying Fourier inversion formula to the density of X + a −1 Y , where Y has density f and is independent of X,
On the other hand,
As a result,
See p. 25 [15] .
On the other hand, for a ≥ 1/h
where the second inequality follows from the previous display. Combining the two displays then finishes the proof.
4 Local large deviation bound
In particular, letting
The result is a multivariate generalization of the local large deviation bounds in [3, 5, 7] . We will also use the following consequence of Proposition 4.1.
Corollary 4.2.
Under the same assumption as in Proposition 4.1, there are χ > 0, C > 0 both only depending on {F, A}, such that for x ∈ R d , s ≥ 1, h > 0, and n ≥ 0,
Proof. Let s 0 and C be as in Proposition 4.1 and χ = (1/s 0 ) ∧ 1. Then the proof follows by noting that for 1 ≤ s < s 0 ,
The case n = 0 is included in Proposition 4.1 only for convenience, which follows by
Let n ≥ 1 henceforth. We need several lemmas which will be shown later. We start with Lemma 4.3. There is s 0 > 0 such that
Fix s 0 > 0 as in the lemma. Then for ω ∈ S d−1 and s ≥ s 0 ,
Define the following probability measure concentrated in sB d ,
Let x = rv, where r = |x| and v
We now need It follows that there is a constant C = C(F, A) > 0 such that ln Z(s, ω) ≤ C/A(s) for s ≥ s 0 and ω ∈ S d−1 . This combined with last two displays leads to
Since X 1 and X 2 are i.i.d. ∼ X,
, by Lemma 4.3, the infimum of the LHS over ω
This combined with last two displays yields that, for 1/s < |t| ≤ √ d/s 0 , 1 − E cos t, W ≫ 1/A(1/|t|), and so for some c > 0 that only depends on {F, A}, ϕ W (t) ≤ exp{−2c/A(1/|t|)}. Then
By Potter's Theorem [1, Th. 1.5.6], A(a n )/A(1/y) ≫ (a n y) α/2 ∧ (a n y) 3α/2 for n ≥ 1 and y ≤ √ d/s 0 . Combining with the above display and e −(x∧y) ≤ e −x + e −y , there is C = C(F, A) > 0 such that
On the other hand, for any b > 0 and q > 0,
The above three displays combined with (4.1) and (4.2) then prove Proposition 4.1. 
Then, by the compactness of S d−1 , it suffices to show that given ω ∈ S d−1 , for s ≥ s 0 , m X (s, ω) ≫ s 2 /A(s). As mentioned earlier, when α = 2, the inequality follows from Theorem 4.1 of [16] . Let α ∈ (0, 2). Then
Let s → ∞. By Theorem 4.2 of [16] and Theorem 14.10 of [17] , there is a finite nonzero measure H on S d−1 , such that for any measurable
. Then standard argument based on Riemann sum approximation to the integral over v ∈ S d−1 yields
where c = c(F, A) > 0 is a constant. Since the limiting stable law of S n (X)/a n is nondegenerate, by Lemma 3.1 of [16] , ω, v 2 H(dv) > 0. Then the proof is complete.
Local limit theorem
We shall first prove Proposition 1.1. For a set E in a Euclidean space, denote by span(E) the linear subspace spanned by elements of E. If M is a matrix, denote by csp(M ) its column space, i.e., the linear subspace spanned by the column vectors of M . If the rank of M is equal to its number of columns, then M is said to be of full column rank.
Proof of Proposition 1.1. The first step is to show that the set
is a lattice. The first line in the display implies that Γ is an additive subgroup of R d . Therefore it suffices to show that 0 is not a cluster point of Γ. Let u n ∈ Γ such that
. ∼ X and ξ = X − X * . Then almost surely, u n , ξ ∈ Z for all n. Since u n , ξ → 0, this implies that for n large enough, in particular, n ≥ k, we have u n , ξ = 0, i.e., ξ ⊥ u n . But then ξ ∈ V ⊥ n = V ⊥ k . By assumption, ξ is not concentrated in any linear subspace of dimension d − 1. As a result, V k = {0}, giving u k = u k+1 = · · · = 0. This shows 0 is not a cluster point of Γ.
Let V = span(Γ) and r = dim(V ). Suppose r ≥ 1. By a fundamental theorem of lattices [20, Lemma 3.4] , there is M ∈ R d×r of full column rank, such that Γ = M Z r . Then V = csp(M ). Denote by v 1 , . . . , v r the column vectors of M . Fix a = (a 1 , . . . , a r ), such that v i , X ∈ a i + Z, 1 ≤ i ≤ r. Then
As a result, π V (X) ∈ π V (Λ) = H(a + Z r ) ⊂ V , so π V (X) is lattice. If v ∈ R d \ V , then by Γ ⊂ V , v ∈ Γ and so |ϕ X (2πv)| < 1. Thus V has the property stated in the proposition. Let S ∈ R d×d such that SHf i = e i , i = 1, . . . , r and SV ⊥ = span(e r+1 , . . . , e d ), where f i are the standard base vectors of R r , and e j those of R d . In matrix form,
where Q ∈ R d×(d−r) is of full column rank. Let SX = (ζ, Z) ∈ R r × R d−r . Then ζ is concentrated on SH(a + Z r ) = y + Z r , where y = SHa. We need the following lemma.
Lemma 5.1. For any y ∈ R r , there is K ∈ Z r×r with det K = ±1, such that Ky = (0, . . . , 0, z ν , z ν+1 , . . . , z r ), where z ν ∈ [0, ∞) ∩ Q and z ν+1 , . . . , z r ∈ (0, ∞) \ Q are rationally independent.
and β = (0, . . . , 0, β ν , β ν+1 , . . . , β r ). Then T X = (Y, Z), where Y = Kζ, β ν ∈ Q ∈ [0, 1), and β ν+1 , . . . , β r ∈ (0, 1)\Q are rationally independent. Since KZ r = Z r , Y is concentrated on Kγ + KZ r = β + Z r . To show T has the property stated in the proposition, first, if u = (k, 0) ∈ Z r ×{0}, then by u, T X = k, Y ∈ k, β + Z, |ϕ T X (2πu)| = 1. Conversely, if |ϕ T X (2πu)| = 1, then |ϕ X (2πT ′ u)| = 1, giving T ′ u = M k ∈ Γ for some k ∈ Z r . Write u = (w, v) with w ∈ R r . By (5.1), To show that V is unique, let W be a linear subspace such that π W (X) is lattice and
is lattice. It follows that there is 0 = u ∈ W ∩ V ⊥ , such that u, X = u, π W ∩V ⊥ (X) ∈ a + Z for some a. But then u ∈ Γ ⊂ V . The contradiction shows V = W and hence the uniqueness of V .
To show that ν, r, and q are unique, let 0 ≤ µ ≤ s ≤ d, q * ∈ N, and S ∈ R d×d be nonsingular, such that
and writing SX = (Y * , Z * ) with Y * ∈ R s and Z * ∈ R d−s , P{Y * ∈ γ + Z s } = 1 for γ = (0, . . . , 0, γ µ , γ µ+1 , . . . , γ s ), where γ µ = p * /q * with 0 ≤ p * < q * being coprime, and γ ν+1 , . . . , γ s ∈ (0, 1) \ Q are rationally independent. Since S ′ u ∈ Γ ⇐⇒ |ϕ SX (2πu)| = 1, by (5.2), Γ = S ′ (Z s × {0}). Since S is nonsingular, by comparing the dimensions of the spanned linear spaces, s = dim(V ) = r. Let r > 0, otherwise the uniqueness of ν = 0 and q = 1 is immediate. Now that
where T 1 , S 1 ∈ R r×d consist of the first r rows of T and S, respectively. Then there are J, J * ∈ Z r×r , such that T 1 = JS 1 and J * T 1 = S 1 , giving J * JS 1 = J * T 1 = S 1 . Since the rows of S 1 are linearly independent, J * J = Id r . Thus J −1 = J * . On the other hand,
Since β i , i > ν, are rationally independent, this leads to µ ≤ ν. Likewise, ν ≤ µ. Thus µ = ν. If ν = 0, then by definition, q * = q = 1, proving the uniqueness of q. Let ν > 0. Then for i ≤ ν, g i,ν+1 γ ν+1 + · · · + g ir γ r = β i − c i ∈ Z. By rational independence of γ ν+1 , . . . , γ r , β i = c i . In particular, β ν = kγ ν − l with k = g νν and l = −b ν . Likewise, γ ν = k * β ν − l * with k * , l * ∈ Z. As a result (kk * − 1)β ν = k(γ ν + l * ) − β ν = l + kl * ∈ Z. Since β ν = p/q with 0 ≤ p < q being coprime, q | kk * − 1, so k * and q are coprime. Then γ ν = p * /q with p * = k * p − l * q being coprime with q. Thus q * = q, completing the proof.
Proof of Lemma 5.1. The result is well known in elementary number theory. A proof is given here for convenience. For k 1 , . . . , k n ∈ Z, if at least one k i is nonzero, then denote their greatest common divisor by gcd(k 1 , . . . , k n ) ∈ N, and if all k i = 0, then denote their least common multiple by lcm(k 1 , . . . , k n ) ∈ N.
Let y = (y 1 , . . . , y r ) ∈ R r and, without loss of generality, let y 1 , . . . , y s ∈ Q and y s+1 , . . . , y r ∈ Q, where 0 ≤ s ≤ r. First, assume s = r. If there is at most one nonzero y i , then by permuting and changing the signs of y i , the claim follows. If, say y i = p i /q i = 0, i = 1, 2, then let p * i = p i /gcd(p 1 , p 2 ) and q * i = q i /gcd(q 1 , q 2 ). Since p * 1 q * 2 and p * 2 q * 1 are coprime, there are a, b ∈ Z such that ap
, and all other G ij = 1{i = j}. Then det G = 1 and Gy =ỹ withỹ 1 = gcd(p 1 , p 2 )/lcm(q 1 , q 2 ) > 0,ỹ 2 = 0, andỹ i = y i for i ≥ 3. Nowỹ has one fewer nonzero coordinates than y. By induction, it is easy to see that there is K ∈ Z r×r with det K = 1, such that Ky only has one nonzero coordinate, which is equal to gcd(p 1 , . . . , p ν )/lcm(q 1 , . . . , q ν ) > 0. If necessary, permute the coordinates of Ky so that the last coordinate is nonzero. Then the claim follows.
Next, assume s < r. Denote z = (z 1 , . . . , z t ) with t = r − s and z i = y s+i . We show that there is G ∈ Z t×t with det G = ±1, such that all the irrational coordinates of Gz are rationally independent. If all z i are rationally independent, then G = I suffices. Suppose, without loss of generality, z t = c 0 + c 1 z 1 + · · · + c t−1 z t−1 , where c i ∈ Q. Write x = (z 1 , . . . , z t−1 ). Then z = c 0 e r + M x, where M ∈ Q t×(t−1) with M ij = 1{i = j} for i, j < t, and M tj = c j for j = 1, . . . , t − 1. From the case where s = r, there is A ∈ Z 2×2 with det A = 1, such that Av = u, where v = (1, c 1 ) ∈ Q 2 and u = (
, and L ij = 1{i = j} for all other i, j. Then det L = det A = 1 and
withM ij = 1{i = j} for i, j < t − 1. Apply the argument for M toM ∈ Q (t−1)×(t−2) . By induction, there is H ∈ Z t×t with det H = 1, such that
with J ∈ Q (r−1)×(r−1) being upper triangular. Then by Hz = Hc 0 e t + HM x, the t th coordinate of Hz belongs to Q, and the other coordinates have at most t − 1 irrational ones. Apply the argument for z to the vector of irrational coordinates of Hz. Then by induction, we get the desired G. Furthermore, by permuting and changing the signs of the coordinates if necessary, we can assume Gz = (z 1 , . . . , z l , z l+1 , . . . , z t ) such that z i ∈ Q for i ≤ l and z l+1 , . . . , z r are positive and rationally independent. Let K ∈ Z r×r with K ij = 1{i = j} for i, j ≤ s, and K s+i,s+j = G ij for i, j ≤ r − s. It follows that the first s + l coordinates of Ky are in Q, and the rest are positive and rationally independent. Finally, applying the argument for the case where s = r to the first s + l coordinates of Ky, the proof is complete.
The following statement on inverse Fourier transform will be used.
Define for s ∈ R r and t ∈ R d−r ,
Proof. Define g(y, t) = f (y, z)e i t,z dz. For each t, y |g(y, t)| < ∞ and f (·, t) is the discrete Fourier transform of g(·, t). Then by inverse discrete Fourier transform
. Meanwhile, by definition, g(y, ·) is the Fourier transform of f (y, ·). Then by inverse Fourier transform,
Combining the two displays and Fubini's theorem, the proof is complete.
We now have the following generalization of the local limit theorems in [16] and [19] . 
Let a n → ∞ and d n = (b n , c n ) ∈ R r × R d−r , such that S n (ξ)/a n − d n weakly converges to a stable law with density ψ(y, z).
Proof. The proof is a rather straightforward combination of the proofs in [16, 19] . So only a sketch will be given. Let ζ ∈ R d−r with ϕ ζ (t) = f (t) : 19] . Let η be uniformly distributed on I d−r , so that ϕ η (−t) = g(t) = d−r j=1 g 0 (t j ) with g 0 (y) = (1 − e −iy )/(iy) for y ∈ R \ {0} and g 0 (0) = 1. Furthermore, let ζ, η, and ξ i , i ≥ 1, be independent. Given n, h > 0, and ǫ > 0, define
is the density of (S n (Y ), S n (Z) + ǫζ − hη) at (y, z) with respect to the product measure of the counting measure on nβ + Z r and the Lebesgue measure on R d−r . As a result,
Then by Lemma 5.2 and by
Letting θ = (a n s, a n t) and u = (y/a n − b n , z/a n − c n ),
where k n,h,ǫ (θ) = [ϕ n (θ)] n f (ǫt/a n )g(ht/a n ) with ϕ n (θ) = e −i θ,dn/n ϕ ξ (θ/a n ). Meanwhile,
. For any δ > 0, sup θ∈anJ, θ >δan |ϕ n (θ)| < 1. From [16] , by setting M large enough and δ small enough, the integral of |ϕ n (θ)| n over {θ : M ≤ θ ≤ δa n } is arbitrarily small. Then, following the proofs of Theorem 6.1 of [16] and Lemma 1 of [19] ,
The rest of the proof follows the one for Lemma 2 of [19] .
Big-n contribution
Proof of Theorem 1.2. We shall use x and sω interchangeably with s ≥ 0 and ω ∈ S d−1 . Writing x = (u, z) with u ∈ R ν , for any k ∈ N, F * n (x + ∆ h ) is equal to the sum of F * n (x a + ∆ h/k ) over a ∈ {0, 1, . . . , k} d−ν , where x a = (u, z + ha/k). Thus, if (1.3) holds for h ∈ (0, 1), then it holds for all h > 0. So without loss of generality, let h ∈ (0, 1).
By change of variable t = A(su) and
arbitrarily small as well. Therefore, to show (1.3), it only remains to show
In the rest of the proof, we assume ν > 0. The proof for the case where ν = 0 can follow the same argument and is actually simpler. Let
There is a unique such n in 0, . . . , q − 1. Denote it by κ(u). It follows that
Then by Proposition 5.3, as s → ∞, for n ≥ A(δs),
where #(·) stands for cardinality of set and the second line is due to the fact that as h < 1, w + hI r−ν contains at most one point in nw 0 + Z r−ν . Let m 0 and m 1 be the first and last integers in [A(δs),
and by the continuity of ψ and s/a n = O δ (1),
Combining the above three displays, by ψ being bounded,
where Γ is the arc {e 2πiz : 0 ≤ z < h} of the unit circle S 1 . Let
1{θ j e 2πikτ j ∈ Γ}, (6.6) where θ j = e 2πi((κ(u)+b i q)β ν+j −w j ) and τ j = qβ ν+j . Let θ = (θ 1 , . . . , θ r−ν ). Then θ ∈ K := (S 1 ) r−ν . Define
Under the Euclidean norm, T is an isometry and T K = K. Since τ 1 , . . . , τ r−ν are rationally independent, for any θ ∈ K, {T n θ} n≥0 is dense in K [14, p. 158]. Then the pair (K, T ) is strictly ergodic [14, Proposition 4.2.15], and the normalized Lebesgue measure on K is the unique probability measure invariant under T . By Proposition 4.2.8 of [14] followed by dominated convergence, as n → ∞, uniformly for θ ∈ K
Then by (6.6), as s → ∞, for 1 ≤ i ≤ s,
which together with (6.5) and another application of (6.3) and (6.4) yields
As s → ∞, by change of variable t = A(s/u), the integral on the RHS is
Then (6.1) follows by noting that
The following corollary of Theorem 1.2 will be useful 
Proof. From the proof of Theorem 1.2, it suffices to show that given M > δ, as s → ∞,
and by
n and the argument at the end of the proof of Theorem 1.2, for s ≫ δ 1,
It follows that (6.8) can be reduced to sup
, where E is a finite set in [δ, M ] with its adjacent elements being arbitrarily close. Then Theorem 1.2 can be invoked to finish the proof.
Proof of Proposition 1.3. 1) Let Kξ = (ζ 1 , . . . , ζ ν−1 , p + qζ ν ), where K ∈ Z ν×ν is nonsingular, 0 ≤ p < q are coprime and ζ = (ζ 1 , . . . , ζ ν ) ∈ Z ν is strongly aperiodic. By
The strong aperiodicity of ζ implies s 1 , . . . , s ν−1 , qs ν ∈ Z, which in turn gives ps ν ∈ Z. Since p and q are coprime, then s ν ∈ Z. Thus s ∈ Z ν and t = K ′ s ∈ Z ν . This shows ξ is aperiodic. Conversely, let ξ be aperiodic. Let Γ = {t : t, ξ ∈ a + Z for some a}. From the proof of Proposition 1.1, Γ is a lattice. Since Z ν ⊂ Γ, by Smith normal form [20, Theorem 3.7] , there are linearly independent u 1 , . . . , u ν ∈ Γ and integers 1 ≤ n 1 ≤ · · · ≤ n ν with n i | n i+1 , such that, letting M = (u 1 , . . . , u ν ) and D = diag(n 1 , . . . , n ν ),
By u i ∈ Γ, u i , ξ ∈ s i + Z for some s i . In matrix form, this means M ′ ξ ∈ s + Z ν , where s = (s 1 , . . . , s ν ). Define K = DM ′ , Z = Kξ, and b = Ds. From the second identity in (6.9),
By aperiodicity of Z, for every standard base vector e i of R ν , there are m and n such that P{S m (Z) − S n (Z ′ ) = e i } > 0 [18, p. 20] . This yields e i ∈ bZ + DZ ν . As a result, Zb + DZ ν = Z ν . Let s i ∈ Z and v i = (v i1 , . . . , v iν ) ∈ Z ν , such that bs i + Dv i = e i . Write b = (b 1 , . . . , b ν ). By comparing the coordinates,
The first set of equations imply that each pair of b i and n i are coprime. Since n j = 0, the second set of equations imply that for i = j, n j | b j s i , so n j | s i . But then by b i (s i /n j )n j + n i v ii = 1, n j and n i are coprime. For i < j, by n i | n j , this implies n i = 1. As a result, n 1 = · · · = n ν−1 = 1 and b ν and n ν are coprime. Put q = n ν and let 0 ≤ p < q such that q | (b ν − p). Let ζ = D −1 (Z − pe ν ). By Z ∈ b + Z ν and b − pe ν ∈ DZ ν , ζ ∈ Z ν . If t, ζ ∈ s + Z for some s, then simple calculation gives M t, ξ ∈ c + Z with c = s + p t, D −1 e ν . Consequently, M t ∈ Γ = M Z ν , and so t ∈ Z ν . Thus ζ is strongly aperiodic. By Kξ = Z = pe ν + Dζ, the proof is complete.
2
so ζ is strongly aperiodic. Then by 1), DL = (ζ 1 , . . . , ζ ν−1 , p + qζ ν ) ∈ Z ν is aperiodic.
Let X ∼ F be aperiodic on Z ν . In [18] , P26.1 and [23] , it is shown that as |x| → ∞,
where ψ is the density of the limiting law of S n (X)/a n . The technique used there is to approximate the aperiodic case by a strongly aperiodic one, by adding an arbitrarily small mass at 0 ∈ Z ν . We next give an alternative proof. By Proposition 1.3,
. . , 1, q) with 0 ≤ p < q being coprime, and ζ ∈ Z ν is strongly aperiodic. Let l 0 = (p/q)e ν and L = l 0 + ζ. By L = (KD) −1 X and | det(KD)| = q,ψ(x) = qψ(KDx) is the density of the limiting law of S n (L)/a n . Write (KD) −1 x = sω, with s > 0 and ω ∈ S d−1 . Then the LHS of (6.10) equals
Since KD is nonsingular, inf ω |KDω| > 0. Then by Corollary 6.1, the above quantity is
Sinceψ(uω) = qψ(uKDω) = qψ(u|KDω|x/|x|), by change of variable v = |KDω|u, it is seen that (6.10) follows.
Small-n contribution
This section proves Theorem 1.5. First some notation. For n ≥ k ≥ 1, denote by x n:1 , . . . , x n:n a permutation of x 1 , . . . , x n such that |x n:i | are sorted in decreasing order and S n:k (x) = x n:1 + · · · + x n:k . Define |x n:0 | = ∞, S n:0 (x) = 0, and x n:k = 0 for k > n. The proof follows from four lemmas. For the first two, fix γ ∈ (dα −1 (κ + 1) −1 , 1), which is nonempty as κ + 1 > d/α. Define
Lemma 7.2. Fix k ≥ 0 and ǫ, δ ∈ (0, 1). For n ≥ 1 and x ∈ R d , denote
For s ≫ ǫ,δ 1,
In particular, if k ≥ 1,
For the next two lemmas, define
, where Y (n) = X1{|X| > a n }.
Lemma 7.4. Fix 0 < θ < ν < 1 and 0 < η < ǫ < ν − θ. Let χ > 0 be the constant described in Corollary 4.2. For s ≫ θ,ν,η,ǫ,h 1,
Proof of Theorem 1.5. Since K(t, a n /χ, η, h) is increasing in η, we can assume η > 0 to be as small as desired. Since θκ < 1 we can let η < 1/(θκ)
The sum of C n,1 over n ≤ A(δs) can be bounded using Lemma 7.1 and Lemma 7.2 (for the case k = 0), the sum of C n,2 can be bounded using Lemma 7.2, the sum of C n,3 can be bounded using Lemma 7.3, and the sum of C n,4 can be bounded using Lemma 7.4.
Proof of Lemma 7.1. For x ∈ R d and n ≥ 1, define
Clearly, if n < k, then f n (sω) = 0. For n ≥ k, s > 0 and ω ∈ S d−1 ,
Then by Proposition 4.1, the above display yields
where the last line is due to change of variable t = A(u).
By A(δs) ≍ δ α A(s) for s ≫ δ 1, the above two displays together imply
This combined with (7.1) finishes the proof.
Proof of Lemma 7.2. With k ≥ 0 and ǫ, δ ∈ (0, 1) being fixed, define
By conditioning on
By Proposition 4.1, there is C > 0 that only depends on {F, A}, such that
−ǫs/ζn,s+Cn/A(ζn,s)
for s ≫ ǫ 1 and n ≥ k. For n ≤ A(δs), as ζ n,s = a
where the last bound is due to nq X (ζ n,s ) ≪ A(a n )/A(ζ n,s ) ≤ 1. Take sum over n ≤ A(δs).
Since for n ≥ 1 and t ∈ [n, n + 1], a n ≤ A −1 (t) ≪ a n , then for s ≫ δ 1,
By change of variable t = A(s/u), or u = s/A −1 (t), and use A ′ (x) ≍ A(x)/x for x > 0, the last integral is no greater than
Combining the above two displays then finishes the proof.
To prove Lemmas 7.3 and 7.4, define
1{|X i | > a n }, Then P{τ n = m} = n m q X (a n ) m [1 − q X (a n )] n−m and by q X (a n ) ≪ 1/A(a n ) = 1/n, ∈ dx} = P{X ∈ dx | |X| ≤ a n } if q X (a n ) < 1 δ 0 (dx) else,
P{u
(n) i ∈ dx} = P{X ∈ dx | |X| > a n } if q X (a n ) > 0 δ 0 (dx) else, where δ 0 is the unit measure concentrated at 0.
Proof of Lemma 7.3. For x ∈ R d and n ≥ 1, denote f n (x) = P{S n (X) ∈ x + hI d , |S n (X) − S ′ n (X)| ≥ ǫ|x|}. For each m ≤ n,
For n with q X (a n ) < 1, P{S n−m (b (n) ) ∈ x + hI d } = P{S n−m (X) ∈ x + hI d , |X n−m:1 | ≤ a n } P{|X n−m:1 | ≤ a n } .
By P{|X n−m:1 | ≤ a n } ≥ [1 − q X (a n )] n ≫ 1 and Corollary 4.2, if |x| ≥ ǫs, then The rest of the proof is similar to the argument that starts with (7.2) for Lemma 7.2.
Proof of Lemma 7.4. Denote the LHS by f n (sω). For s ≫ η,h 1, if S n (X) ∈ sω + hI d and |S n (X) − S ′ n (X)| < ηs, then S ′ n (X) = 0, yielding τ n ≥ 1 and |X n:1 | > a n . Therefore, if q X (a n ) = 0, then f n (sω) = 0 and the bound trivially holds. In the rest of the proof, let q X (a n ) > 0. Then
P m (sω)P{τ n = m}, (7.6) where, with n being fixed, for each m = 1, . . . , n, P m (sω) = P{S n−m (b (n) ) + S m (u (n) ) ∈ sω + hI d , |u 1 , with the latter following the distribution of X conditioning on |X| > a n ,
1 | > νs} = P{X ∈ T − y + hI d , |X| > νs | |X| > a n } ≤ P{X ∈ T − y + hI d , |X| > νs} q X (a n ) . Then by Fubini's theorem, the last inequality yields P m (sω) ≤ m q X (a n ) |t|>θs G n,m (t, s)P{T ∈ dt} ≤ m q X (a n ) sup |t|>θs G n,m (t, s). 
Since q(a n ) ≪ 1/n, for all n ≥ 1 with q(a n ) < 1 and 1 ≤ m ≤ n, P{|X n−m:1 | ≤ a n } ≥ [1 − q X (a n )] n ≫ 1. Then for each z, P{S n−m (b (n) ) ∈ z + hI d } = P{S n−m (X) ∈ z + hI d , |X n−m:1 | ≤ a n } P{|X n−m:1 | ≤ a n } ≪ P{S n−m (X) ∈ z + hI d , |X n−m:1 | ≤ a n }.
Applying Corollary 4.2 to the RHS
n−m e −χ|z|/an .
On the other hand, if q(a n ) = 1, then the LHS is 1{0 ∈ z + hI d } ≤ 1{|z| ≤ h √ d}. Since there is only a finite number of such n, the above inequality still holds. Then by (7.8), Now for s ≫ η,ǫ,h 1, if |t| > θs and z ∈ (ηs + 4h √ d)B d , then |z| < (ǫ/θ)|t| and so the last integral is no greater than K(t, a n /χ, ǫ/θ, h). Combining the bound with (7.7) and then with (7.6), f n (sω) ≤ 1 q X (a n ) sup |t|>θs K(t, a n /χ, ǫ/θ, h) n!q X (a n ) m (m − 1)!(n − m)! .
≪ a
−d
n nq X (a n ) + nq X (a n )
n/2<m≤n
O(1) m−1 (m − 1)! ≪ nq X (a n ) a Combining the above two displays, the proof is complete.
