This paper considers online convex optimization over a complicated constraint set, which typically consists of multiple functional constraints and a set constraint. The conventional Zinkevich's projection based online algorithm (Zinkevich 2013) can be difficult to implement due to the potentially high computation complexity of the projection operation. In this paper, we relax the functional constraints by allowing them to be violated at each round but still requiring them to be satisfied in the long term. This type of relaxed online convex optimization (with long term constraints) was first considered in Mehrdad et. al. (2012). That prior work proposes an algorithm to achieve O( √ T ) regret and O(T 3/4 ) constraint violations for general problems and another algorithm to achieve an O(T 2/3 ) bound for both regret and constraint violations when the constraint set can be described by a finite number of linear constraints. The current paper proposes a new algorithm that is simple and yields improved performance in comparison to the prior work. The new algorithm achieves an O( √ T ) bound for both regret and constraint violations.
I. INTRODUCTION
Online optimization and learning is a multi-round process of making decisions in the presence of uncertainty. Generally, a decision strategy should adapt decisions based on results of previous rounds. Online convex optimization is an important subclass of these problems, where the received loss function is convex with respect to the decision. At each round of online convex optimization, the decision maker is required to choose x(t) from a known convex set X . After that, the convex loss function f t (x(t)) is disclosed to the decision maker. Note that the loss function can change arbitrarily every round t, with no probabilistic model imposed on the changes.
The goal of an online convex optimization algorithm is to select a good sequence x(t) such that the accumulated loss T t=1 f t (x(t)) is competitive with the loss of any fixed x ∈ X . To capture this, the T -round regret with respect to the best fixed decision is defined as follows:
The best fixed decision x * = argmin x∈X T t=1 f t (x) typically cannot be implemented. That is because it would need to be determined before the start of the first round, and this would require knowledge of the future f t (·) functions for all t ∈ {1, 2, . . . , T }. However, to avoid of being embarrassed by the situation where our performance is significantly exceeded by a stubborn decision maker guessing x * correctly by luck, a desired learning algorithm should have a small regret. More specifically, we desire a learning algorithm of which Regret T grows sub-linearly with respect to T , i.e., the difference of average loss tends to zero as T goes to infinity when comparing the dynamic learning algorithm and a lucky stubborn decision maker.
For online convex optimization with loss functions that are convex and have bounded gradients 1 , the best known regret is O( √ T ) and is attained by a simple online gradient descent algorithm [1] . At the end of each round t, 1 In fact, Zinkevich's algorithm in [1] can be extended to online convex optimization with non-differentiable convex loss functions by replacing the gradient with the subgradient. The same O( √ T ) regret can be obtained as long as the convex loss functions have bounded subgradients. This paper also has the bounded gradient assumption in Assumption 1. This is solely for the simplicity of the presentation. In fact, all the results in this paper do not require the differentiability of loss functions. If any loss function is non-differentiable, we could replace the gradient with the subgraident and obtain the same regret and constraint violations for both algorithms by replacing the bounded gradient assumption with the bounded subgradient assumption. 2 Zinkevich's algorithm updates the decision for the next round t + 1 by
where P X [·] represents the projection onto convex set X and γ is the step size. Work [2] shows that better regret is possible under a more restrictive strong convexity assumption, however, it also shows that Ω( √ T ) regret is unavoidable with no additional assumption. In the case when X is a simple set, e.g., a box constraint, the projection P X [·] is simple to compute and often has a closed form solution. However, if set X is complicated, e.g., set X is described via a number of functional constraints as X = {x ∈ X 0 : g k (x) ≤ 0, i ∈ {1, 2, . . . , m}}, then equation (2) requires to solve the following convex program:
such that:
which can yield heavy computation and/or storage burden at each round. For instance, the interior point method (or other Newton-type methods) is an iterative algorithm and takes a number of iterations to approach the solution to the above convex program. The computation and memory space complexity at each iteration is between O(n 2 ) and O(n 3 ), where n is the dimension of x. This paper considers a variation of the standard online convex optimization where some of the functional constraints g k (x) ≤ 0 are soft long term constraints. That is, we do not require x(t) ∈ X 0 to satisfy g k (x(t)) ≤ 0 at each round. We only requires that T t=1 g k (x(t)), called constraint violations, grows sub-linearly. For instance, many problems have soft long term constraints rather than rather than hard instantaneous constraints. For example, problems with energy or profit constraints often define these in terms of long term time averages. In general, we assume that instantaneous constraints are incorporated into the set X 0 ; and long term constraints are represented via functional constraints g k (x). A closely related work is [3] , which considers the same scenario as this paper. Work [3] proposes two algorithms such that one achieves O( √ T ) regret and O(T 3/4 ) constraint violations; and the other achieves O(T 2/3 ) for both regret and constraint violations when set X can be represented by linear constraints. The algorithm proposed in this paper can achieve O( √ T ) for both regret and constraint violations and hence have improved performance in comparison to the prior work [3] . The proposed algorithm is closely related to a recent technique developed for deterministic convex programming (with a fixed objective function) in [4] .
II. ONLINE CONVEX OPTIMIZATION WITH LONG TERM CONSTRAINTS

A. Online Convex Optimization with Long Term Constraints
Let X 0 be a compact convex set and g k (x), k ∈ {1, 2, . . . , m} be continuous convex functions. Denote the stacked vector of multiple functions
be a sequence of continuous convex loss functions which are determined by nature or by adversary such that f t (x) is unknown to the decision maker until the end of round t. For any sequence x(t) yielded by an online algorithm, define
as the regret and T t=1 g k (x(t)), k ∈ {1, 2, . . . , m} as the constraint violations. The goal of online convex optimization with long term constraints is to choose x(t) ∈ X 0 for each round t such that both the regret and the constraint violations grow sub-linearly with respect to T . Throughout this paper, we have the following assumptions: Assumption 1 (Basic Assumptions).
• The loss functions have bounded gradients on X 0 . That is, there exists D > 0 such that ∇f t (x) ≤ D for all x ∈ X 0 and all t.
• There exists a constant β such that g(x) − g(y) ≤ β x − y for all x, y ∈ X 0 , i.e., g(x) is Lipschitz continuous with modulus β.
• There exists a constant G such that g(x) ≤ G for all x ∈ X 0 .
• There exists a constant R such that x − y ≤ R for all x, y ∈ X 0 .
Note that the existence of G follows directly from the compactness of set X 0 and the continuity of g(x). The existence of R follows directly from the compactness of set X 0 .
Assumption 2 (Interior Point Assumption/Slater's Condition). There exists ǫ > 0 andx ∈ X 0 such that g k (x) ≤ −ǫ for all k ∈ {1, 2, . . . , m}.
B. New Algorithm
Consider the following algorithm described in Algorithm 1. This algorithm chooses x(t + 1) as the decision for round t + 1 based on f t (·) without knowing the cost function f t+1 (·). This algorithms introduces a virtual queue vector for the constraint function and the update equation of this virtual queue vector is similar to that in the algorithm proposed for deterministic convex programs in [4] . The remaining of this paper shows that, whenever the parameter α is chosen to satisfy α ≥
Algorithm 1
Let α > 0 be a constant parameter. Choose any x(0) ∈ X 0 . Initialize Q k (0) = 0, ∀k ∈ {1, 2, . . . , m}. At the end of each round t ∈ {0, 1, 2, 3, . . .}, observe f t (·) and do the following:
the decision for the next round t + 1, where ∇f t (x(t)) is the gradient of f t (x) at point x = x(t).
If the functions g(x) are separable with respect to components or blocks of x, e.g.,
= Ax − b is linear, then the primal updates for x(t + 1) can be decomposed into several smaller independent subproblems, each of which only involves a component or block of x(t + 1). The next lemma shows that the update of x(t + 1) follows a gradient update in the case when g(x) is linear.
Lemma 1. If g(x) is linear, then the update of x(t + 1) at each round in Algorithm 1 is given by
is a constant vector in the update of x(t + 1). The projection operator can be interpreted as an optimization problem as follows:
where (a) follows from the definition of the projection onto a convex set; (b) follows from the fact the minimizing solution does not change when we remove constant term 
the objective function; (c) follows from the definition of d(t); and (d) follows from the identity [Q(t + 1) + g(x(t))]
for any x ∈ R n , which further follows from the linearity of g(x).
III. PRELIMINARIES AND BASIC ANALYSIS
This section presents useful preliminaries in convex analysis and important facts of Algorithm 1.
A. Preliminaries
Definition 1 (Lipschitz Continuity). Let X ⊆ R n be a convex set. Function h : X → R m is said to be Lipschitz continuous on X with modulus L if there exists L > 0 such that h(y) − h(x) ≤ L y − x for all x, y ∈ X . ) . Let X ⊆ R n be a convex set. Function h is said to be strongly convex on X with modulus α if there exists a constant α > 0 such that h(x) − 1 2 α x 2 is convex on X . By the definition of strongly convex functions, it is easy to show that if h(x) is convex and α > 0, then h(x) + α x − x 0 2 is strongly convex with modulus 2α for any constant x 0 .
Definition 2 (Strongly Convex Functions
Lemma 2 (Theorem 6.1.2 in [5] ). Let h(x) be strongly convex on X with modulus α. Let ∂h(x) be the set of all subgradients of h at point
for all x, y ∈ X and all d ∈ ∂f (x). Lemma 3 (Proposition B.24 (f) in [6] ). Let X ⊆ R n be a convex set. Let function h be convex on X and x opt be the global minimum of h on X . Let ∂h(x) be the set of all subgradients of h at point x. Then, there exists
Corollary 1. Let X ⊆ R n be a convex set. Let function h be strongly convex on X with modulus α and x opt be the global minimum of
where (a) follows from the fact that d T (x − x opt ) ≥ 0.
B. Properties of the Virtual Queues
Lemma 4. In Algorithm 1, we have
Proof: The proof of this lemma is similar to the proof of Lemma 3 in [4] . 1) Fix k ∈ {1, 2, . . . , m}. Note that Q k (0) = 0 by initialization. Assume that Q k (t) ≥ 0 and consider
This part follows by induction. 2) Fix k ∈ {1, 2, . . . , m} and t ∈ {0, 1, . . .}. By the virtual update equation, we have
. . , m}. Note that g = g(x(t)) . For any k ∈ {1, 2, . . . , m}, by the virtual update equation, we have t) )| where the last equality further follows from part 1; and (b) also follows from part 1. Squaring both sides and summing over k ∈ {1, 2, . . . , m} yields Q(t + 1) 2 ≤ Q(t) +g 2 , which is equivalent to Q(t + 1) ≤ Q(t) +g . Finally, by the triangular inequality Q(t) +g ≤ Q(t) + g and recalling that g = g(x(t)) , we have Q(t + 1) ≤ Q(t) + g(x(t)) .
Lemma 5.
Let Q(t), t ∈ {0, 1, . . .} be the sequence generated by Algorithm 1. For any T ≥ 1, we have
Proof: Fix k ∈ {1, 2, . . . , m} and T ≥ 1. For any t ∈ {1, . . . , T } the update rule of 1 gives:
Hence,
Using Q k (1) ≥ 0, i.e., part 1 in Lemma 4, gives the result.
C. Properties of the Drift
Let Q(t) = Q 1 (t), . . . , Q m (t) T be the vector of virtual queue backlogs. Define
The function L(t) shall be called a Lyapunov function. Define the Lyapunov drift as
Lemma 6. At each round t ∈ {0, 1, 2, . . .} in Algorithm 1, an upper bound of the Lyapunov drift is given by
Proof: The virtual queue update equations Q k (t+1) = max{−g k (x(t)), Q k (t)+g k (x(t))}, ∀k ∈ {1, 2, . . . , m} can be rewritten as
Fix k ∈ {1, 2, . . . , m}. Squaring both sides of (8) and dividing by 2 yield:
where (a) follows from the fact that
Rearranging the terms yields the desired result.
IV. REGRET AND CONSTRAINT VIOLATION ANALYSIS OF ALGORITHM 1
This section analyzes the regret and constraint violations of Algorithm 1 for online convex optimization with linear long term constraints, i.e., under Assumptions 1-2.
A. An Upper Bound of the Drift-Plus-Penalty Expression
Lemma 7. Consider an online convex optimization with long term constraints under Assumptions 1-2. Let x * ∈ X 0 be any fixed solution that satisfies g(x * ) ≤ 0, e.g., x * = argmin x∈X Proof: Fix t ≥ 1. Note that Lemma 4 implies that Q(t + 1) + g(x(t)) is component-wise nonnegative. Hence, [∇f t (x(t))] T [x − x(t)] + [Q(t + 1) + g(x(t))] T g(x) is a convex function with respect to x. Since α x − x(t) 2 is strongly convex with respect to x with modulus 2α, it follows that
is strongly convex with respect to x with modulus 2α. Since x(t + 1) is chosen to minimize the above strongly convex function. By Corollary 1, we have
[∇f t (x(t))]
T [x(t + 1) − x(t)] + [Q(t + 1) + g(x(t))] T g(x(t + 1)) + α x(t + 1) − x(t) 2
≤[∇f t (x(t))]
T [x * − x(t)] + [Q(t + 1) + g(x(t))] T g(x * ) + α x * − x(t) 2 − α x * − x(t + 1) 2 .
