The homotopy analysis method (HAM) is applied to solve a nonlinear ordinary differential equation describing certain phase transition problem in solids. Both bifurcation conditions and analytical solutions are obtained simultaneously for the Euler-Lagrange equation of the martensitic transformation. HAM is capable of providing an analytical expression for the bifurcation condition to judge the occurrence of the phase transition, while other numerical techniques have difficulties in bifurcation analysis. The convergence of the analytical solutions on the one hand can be adjusted by the auxiliary parameter and on the other hand is always obtainable for all relevant physical parameters satisfying the bifurcation condition.
Introduction
Many scholars [1 -5] considered a classical onedimensional problem of equilibrium for a bar like shape memory alloys undergoing stress-induced martensitic transformation in a hard device, which reduces to the minimization of the energy functional
with the boundary condition
u(x) denotes the displacement field, u H = (u(L) − u(0))x/L + u(0) the field of classical homogeneous displacement of the bar, and d the overall imposed strain. The potential energy density is a double-well nonconvex function permitting phase transition and stress instability to occur. The parameters E, α, and β are positive constants. γ = 0 or 1 corresponds to the rigid or elastic foundation models, respectively. γ = 1 will be considered in this paper.
The minimizers of the energy functional must satisfy the following Euler-Lagrange (EL) equation:
One major difficulty in solving (3) is the strong nonlinearity due to the nonconvex quartic potential energy, the other the indeterminate positions of the multiple phase interfaces. Analytic forms were obtained in [2] for the solutions with piecewise parabolic W (u x ). Local bifurcation analysis based on linearization of inhomogeneous strain was performed in [3] for a quartic W (u x ), and numerical solutions were obtained by the finite difference method. A dynamical solution is worked out for the strain field by adding a nonlocal term which is quadratic in strains and has a negative definite interaction kernel [4] . All of these successful studies of the martensitic transformation have great contributions on this field of research and have meanwhile left some topics for future research [2 -4] . As analytical solutions are beneficial in many aspects, we try to analytically solve the EL equation (3) with a quartic double-well potential W (u x ) = E(u 2 x −1) 2 /4 ( Fig. 1 ) in this paper. We adopt the homotopy analysis method (HAM) to give series solutions for the displacement and strain field during the martensitic transformation. HAM [6 -8] is an analytic technique for nonlinear problems [9 -18] . However, the HAM hasn't been applied to problems studying phase transitions. As for the application in phase transition to be presented here, the HAM serves as a good tool to implement bifurcation analysis. Furthermore, the multiple solutions are obtainable for all possible interface numbers permitting a phase transition.
The remaining sections of the paper are organized as follows. In Section 2, we implement the basic homotopy analysis method to get the series solution of the Euler-Lagrange equation (3) . In Section 3, we present a way of finding a valid auxiliary parameter required to ensure the convergence of the series solutions. The HAM based bifurcation analysis is attained to enclose the confines of parameters that permit phase transition to occur. For different values of overall imposed strain, multiple solutions of strain fields with different interface numbers are presented. Also, we mention the assumption of global energy minima to be one of the ways of finding unique physical solutions. Conclusions are displayed in Section 4.
Application of HAM on Solving the One-Dimensional Model of the Martensitic Transformation
To nondimensionalize and homogenize the boundary condition of (3), we implement the following transformation:
For any α, β , d, (3) has the trivial solution u(x) = u H (x) or v(ξ ) = 0 corresponding to the classical homogeneous solution. But for certain values of α, β , d, there exist nontrivial solutions. Following the basic ideas of HAM [6] dealing with the bifurcation problem, we define
where the nonzero A, the wave amplitude, permits bifurcation to occur. Then (3) reduces to
where
Hereᾱ = α/EL 2 andβ = β L 2 /E are the dimensionless interfacial and inhomogeneous energy coefficient, respectively, and primes denote the derivative with respect to ξ . Studies like numerics based dynamical model [4] and mathematical proof dealing with minimizers of functionals like (1) [19] imply that the strain is nearly periodic when equilibrium is attained. So according to the boundary condition in (2), we express z(ξ ) as
where k is used to quantify the number of phase interfaces. The initial guess is
Define a linear operator according to the solution expression (8)
with the property
where C 1 and C 2 are arbitrary constants.
According to the basic ideas of HAM [6 -8] , we construct a so-called 0th-order deformation equation
subject to the boundary condition
Here, q ∈ [0, 1] is an embedding parameter, Φ(ξ ; q) an unknown function depending on ξ and q, α(q) an unknown function of q,h = 0 an auxiliary parameter used to control the convergence and to adjust the rate of it, and H(ξ ) = 0 is an auxiliary function. N denotes a nonlinear operator of the same form of (6)
Apparently, when q = 0 and q = 1, it holds
Thus as q increases from 0 to 1, the solution Φ(ξ ; q), α(q) varies from the initial guess z 0 (ξ ), A 0 to the accurate solution z(ξ ), A, respectively. The following is something noticeable. As for 0 < q < 1, we do not mean that allh and H are suitable for the solution of the homotopy equation (12) . Nor can we ensure or prove rigorously that for any H, we can find a correspondingh to give a convergent solution to (12) . Generally, the HAM provides a method to solve a nonlinear partial differential equation (PDE) admissible for certain types of H. If there exist some forms (no matter what) of H except zero to make (12) solvable and give convergent solutions, we are successful in applying the HAM to solve our own nonlinear problems. For detail references see [6 -13] .
By Taylor's expansion, it holds
Differentiating m times the 0th-order deformation equation (12) and (13) with respect to q and then dividing them by m! and finally setting q = 0, the mth-order deformation equations are obtained:
subject to the boundary conditions
The function
. . , A m−1 }, and its expression is given by
The solution based on (19) and (20) (19) , which will violate the basic form of the solution expression (8) . To avoid this, we must have
An alternative to get this extra algebraic equation is to operate L −1 at both sides of (19) , and with the property (11) it holds
is the inverse operator of L, satisfying m = k and m ≥ 1. Apparently, sin(kξ ) is supposed to vanish at the right hand side of (19) , thus requiring (23). According to the rule of solution expression [6] , we force C 2 = 0. As (8) leads to z(π/2k) = 1, we have
Then the solution of (19) and (20) is given by
where C 1 is determined by (26).
Assuming thath and H(ξ ) are so properly selected that series (16) and (17) are convergent at q = 1, the Mth-order approximation is given by
The series solutions (28) and (29) are easily obtainable by symbol calculation software like Mathematica or Maple.
Results and Discussions

Examination of the Convergence of the HAM-Based Solutions
Generally from the experience in applying the HAM [6 -8] , we may start by choosing a constant auxiliary function as
to test whether we can find some convergent solutions by using a proper nonzero auxiliary parameterh. If this is the case, we can use this pair of auxiliary function and parameter to work out the HAM solutions. Otherwise, we may need to test some other auxiliary functions and parameters until some convergent solutions are obtained.
Note that the solution series (28) and (29) for given values of α, β , d, k contain the parameterh that enables us to adjust and control the convergence by means of the so-calledh curve method. As pointed out by [6] , the valid region ofh should be a nearly horizontal line segment as in Figure 2a . In Figure 2a , the region h ∈ [1 · 10 −4 , 3 · 10 −4 ] can be regarded as such a valid region in which the series A remains almost unchanged with the increasing HAM order and thus is supposed to converge. So if we choose any value ofh from this region, the series A is convergent. See also how the sum of the convergent series A of increasing order of approximation increases at an ever-decreasing rate listed in Table 1 for two sets of parameters. Moreover, it has been observed thath has a closer relationship with α than with β or as ifh ∼ α satisfies as a rough guess in many cases. Granted, thish curve-method is a straightforward way to show clearly a valid region of the auxiliary parameter for a convergent solution, but it's always a good thing if there's an alternative to convince us. Another approach [20] in 2009 is to substitute the solutions given by HAM into the governing equation (6) and to integrate the residual error
which we call residual integral, where b and operator N are defined in (7) and (14), respectively. ∆ (h) for α = 0.00015,β = 15, k = 5, d = 0 is plotted in Figure 2b , whereh ∈ [1 · 10 −4 , 2 · 10 −4 ] can be regarded as the optimum region to minimize the residual error. In this region, likewise, the residual error almost remains unchanged with the increasing HAM order and is thought to converge. Combining these two criteriā 
into practice, we should chooseh ∈ [1 · 10 −4 , 2 · 10 −4 ] to get a more accurate series solution A.
There's some important experience offering us a shortcut to find a convergent solution for series z(ξ ). So long as series A in (29) is convergent, series z(ξ ) in (28) given by the same auxiliary parameterh should be convergent as well for ∀ ξ ∈ [0, π] [6] . These two series are bound to be a solution of the governing equation (6) as proved in [6] . In this case, we need only to find an appropriate auxiliary parameterh to ensure the convergence of A. One can get a solution of the displacement u(x) or the strain u (x) under the transformations of (4) and (5), once a validh is found like in Figure 2a and Figure 2b 
Bifurcation Analysis and Inhomogeneous Strain Solutions
Next, bifurcation analysis will be done. From (14) and (22), one is able to get
To satisfy (23), the coefficient of sin kξ in the above formula should vanish. That leads to
A 0 = 0 is the bifurcation condition [6] . With (7), we obtain It should be emphasized that the above bifurcation condition is the same as that derived by a local bifurcation analysis in [3] . Thus, in addition to providing explicit series solutions, HAM proves to be a powerful tool for bifurcation analysis in solving phase transition problems as well.
The bifurcation condition (35) reveals a relationship between the overall strain d and the number of interfaces k. In Figure 3 , the dashed curve represents the critical curve for k satisfying the inequality (35)
The sawtooth segments represent the exact confine of k and d permitting bifurcation or phase transition. The critical load d c for phase transition satisfies
Here 
Such inhomogeneous solutions represent the martensitic transformation in certain alloys and the k value corresponds to the number of phase interfaces. Apparently from (35) for ∀ α, β , |d c | < 1/ √ 3 is a necessity. To get a full appreciation of this point, one has only to turn to that double-well potential W (u x ) = E(u 2 x − 1) 2 /4, in that the second derivative is negative for u 2
x < 1/3 where the energy is unstable hence phase transition may take place. As far as the effects of α and β upon the k-d bifurcation diagram are concerned, one can refer to [3] for details. After all, this bifurcation analysis by means of the HAM is physically reasonable.
Without loss of generality, we firstly choose the parameter set A:ᾱ = 0.001 andβ = 50 used in Fig is capable of giving convergent analytical solutions for any admissible interface number. It should be pointed out that, although few cases of parameters are illustrated in this paper due to the limitation of length, our analytic solutions and conclusions are valid for most parameters. With all of these factors considered, HAM is no doubt applicable in the onedimensional model of the martensitic transformation.
We are able to obtain quite a few series solutions of the Euler-Lagrange equation (3) only when the interface number k is prescribed to be known. One of the possible ways to pick up from all mathematically possible solutions a unique physically real one with a definite k is the assumption of the real physical solution as the global energy minimizer [2, 4] . With this assumption, one can obtain such results as the evolution of strain or pattern formations during the whole process of martensitic transformation. Limited by the capacity of this paper, the results and analysis obtained from the solutions of the Euler-Lagrange equation are reserved for future papers.
Conclusions
In this paper, we implement the HAM to solve the Euler-Lagrange equation describing the onedimensional model of the martensitic transformation. The convergence of the analytical solutions can be ensured by an auxiliary parameter by means of theh curve method and the residual integral method, and the rate of convergence can also be adjusted by it. On the one hand, HAM is able to obtain nonlinear solutions for bifurcation while the perturbation method is only valid for linear or infinitesimal nontrivial solutions; on the other hand, HAM can provide an analytical expression for the bifurcation condition while other numerical techniques have difficulties in bifurcation analysis. Also the displacement and strain field converges fast and is obtainable for all parameters allowed for bifurcation. With all of the above considered, it's reasonable to say that HAM is applicable in the one-dimensional model of the martensitic phase transformation.
