Abstract Yatnashita et. al.[1] 
Introduction
At ICCAD'96, an interesting paper by Yarrtashitaet. d. [1] was presented which develops anew way to.exp;ess flex~bility when implementing a node in a multi-level clrcult. Classlcdly, don't cares or incompletely specified functions (ISFS) are used to derive the flexibility at a node. These don't cares have been shown to express fully the flexibility of a node due to the noncontrollability or non-observability of a node. Satisfiability don't cares (SDCS) express that certain input patterns to a node cannot appear. Observability don't cares (ODCS) express that for certain primary input patterns, the output of a gate is not observable at any of the primary outputs. ODCSplus SDCS are equivalent to ATPG testing techniques used for redundancy removal. Since ODCS are expensive to compute, various subsets have been proposed such w CSPFS (or CODCS) introduced by hfuroga. CODCS combined with image computations are implemented in S1S in the command fullsimplify. CODCS can be computed relatively simply by propagating CODCS backwards through the network. At a multiple fanout point, wire CODCSon the fanouts are intersected to obtain thenodeCODC. Besides being computationally efficient, CODCS are independen~a CODC at one node can be used without affecting the CODC at another node. ODCS do not have this property. SPFDS area generalization of CODCS.
To categorize different kinds of flexibility for combinational networks, Sentovich [3, 4] used three categories, ISFS,Boolean relations, and sets of Boolean relations and showed various situations where each occur. SPFDS provide a new useful category. They are essentially sets of ISFS. They can be Peti~sion to mke di#taf or hard copiti of~or pti of this~t.orkfor peraonaf or &~sroam w~ek~nted~itifiout fee pro~tidedthat copies me not made or distib utti for profit or comercial ad~,antageand that copi= bear this notice and the fuff dtation on the fit Fage. To copy othm$ke, to repubkh, to post on semers or to rediitibute to fish, reqti= prior S-C petision andlor a f-. ICC~9S, Sm Jest. CA USA (O19S A~i 1-S8113~S-Z9S/Wl 1.S5.W computed efficiently and are independent, like CODCS, but express more flexibility. They are not a subset of any Boolean relation.
In this paper we define SPFDS in Section 2 and in Section 3, we give an overview on computing SPFDS and introduce some notation. In Section 4, we discuss how to compute them efficiently using BDDs. In Section 5, we provide two different methods for using them to optimize a network. Section 6 gives some experimented results and Section 7 concludes the paper and discusses future developments.
SPFDS Definition1 A function f is said to distinguisha pair offunctions gl and gif either one of the following two conditions is satis$ed: g~< f<y2
(1] g2 < f<y~ (2) Note that this definition is synunetncd between gl and g2. We can think ofgl as the onset and g2 as the offset in condition 1 or vice-versa for condition 2.
Having to satisfy only one of the two conditions provides the freedom to implement a function or its complement. This is one source of additional flexibility provided by SPFDS. [ ((910 < f <~lb 
An SPFD represents flexibility that can be used to implement a node in a network -the only condition required is that the function implemented at the node satisfy its node SPFD.
A trivial case is where the set is a single pair. In this case the SPFD represents two incompletely specified functions (IS~where one is the complement of the other. If each of the {(91a,916),(92a,.)>.-., (., 9n~)} me p~~ise disjointythen the SPFD represents 2" ISFS1.
It is instructive to consider how to represent a given ISF. Think of each minterm w in its onset as a function and each rninterm rnj in its offset as a function. Then each (mi, rnj) is a pair of functions to be distinguished, i.e. we have to find a function~such that~(mi) #~(mj). Whh ISFS it is necessary 'Note hat an SP~snot represent a single function, it always reprwnts at Iat a pair.~usit mnot repr=nt the function 1.
that for all m~in the onset, we have~(mi) = 1 and for rdl rnj in the offset, we have j(mj ) = O. Whh SPFDS this is not imposed, just that~distinguish all the pairs in the list.
This leads to the representation that we use in this paper, of an SPFD as a symmetric bipartite graph i.e. a symmetric relation R(z, z') (which can be represented compactly as a BDD) where R(z~, x$) = 1 = E(zj, z:) = 1. The variable z is in some space~X. If a pair of minterms (m~, mj) E R (i.e. is an edge in the bipartite graph), then we seek a function $ such that~(mi) # $(mj ). Figure 1 illustrates the bipartite graph representation of an SPFD. This shows that 000 has to be distinguished from 010 and 011 and 001 has to be distinguished from 100, but no requirements are imposed on the remaining pairs of rninterms. Hence flexibility in optimizing~is provided. If the bipartite graph R has a single strongly connected component (SCC) it is a pair of ISFS. If it has k SCCS, it is a set of 2~ISFS. In the above example, for instance, there are two SCCS which represents 4 ISFS.
Classicrdly, in computing the flexibility at a node in a Boolean network, don't cares are computed which represent a single ISF. These computations can be generdizd so that SPFDS are obtained, which provide much more freedom in optimizing the node.
Overview 3.1 Notation
We consider a Boolean network with prim 7 inputs z = (x, ,. ... Zn), internal variables y = (vi, ..., y~and internal nodes (ql, . . . . q~). Each intemrd node, qi, is associated with a function,~i, a Boolean function of the variables z, y. The relation yi = fi is imposed. Since the Boolean network is acychc, each~~can be expressed as.a global func:ion, gi (z), of the primary inputs only, by recursively substituting Vj = $j until only primary inputs remain. In the sequel, we use gi (z) to denote f~expressed as a function of x.
The space of local input variables for f~is denoted Yi which may consist of both x and y variables. The fanout space of node Vi,denoted Z~, is the union of the input spaces of the fanouts of i, i.e.
'~= 'jE fanout(i)yF rom now on, in Wlspaper, we think of an SPFD as a symmetric bipartite graph where the vertices are rninterms in some space~n the above, this is the space Y). This is represented by a relation, R, which is just the set of edges of the graph. In the implementation of our algorithms, each R is represented by the BDD of its characteristic function.
Computing SP~s
SPFDS can be computed for an entire network by starting at the primary outputs. The computation is a two-step process done in reverse topological order.
1. At each node, the edges of its SPFD are distributed to its input wires, creating wire SPFDs.
2. Once all the fanout wire SPFDS of a node are available, the node SPFD is computed as the union of the wire SPFDS.
To start, one can assume that at each primary output, a compatible don't care set is given. 
The next step is to translate this into& (Yi, Y;) using the mappings, Gj(~),~E fanout(i) and Gi(x) Repeating this procedure in reverse topological order from outputs to inputs we obtain SPFDS for all nodes in the network.
Re-encoWng the fanins of a function
Consider a node qi and an associated SPFD, Ri(lt,~'). Then, fi can be any function which distinguishes rdl (f,~) Ẽ . Each minterrn~c X represents a function of the prim~input variables z, i.e. qu~(
We note that Gi represents the current implementation of the transitive fanin of Vi. But we will be interested in changing Gi (using the computed SPFDS) to i~prove the circuit. Any new implementation whose mapping Gi satisfies
Gi(Xk) # Gi(X1),V(Zk, Zt)E &(X, X')
'Usually m output don't me is given in tem of he primq inputs.
is allowed. If the change from Gi to~i is made,~i must change to reflect this re-encoding. Figure 2 illustrates the change needed in~i where conceptually an encoding function Yi = E(t) is inserted in front of~~. The new function fi(~) = i(E(X)) then replaces~i.
Figure 2: Function f is the original finction f under the nm encoding of the inputs E(?)
We also note that in order for a function at qi to distinguish from y~it is only necessary that one of itsinputshas different values on these two minterrns. Thus, as done in the previous section, different pairs of minterms can be assigned to different wires each of which is given the task of distinguishing the pairs assigned to it. The set of edges assigned to the input wires then constitutes anew SPFD for that wire. This may require that the function at~i be changed. Thus more flexibility is achieved, by allowing both the function and its inputs to be changed. Note also that the SPFDS generated on the wires are independenẽ ach wire has an assigned task, and it does not matter what any other wire does as long as each satisfies its own task.
Controlling change
Note that in using the flexibility provided by SPFDS both the function fi as well as its transitive fanin may be changed, creating new functions~i and a new fanin mapping,~i(x). However, since it would probably be too expensive to change the entire transitive fanin of~i, we restrict the change to only the immediate fanin of fi as follows.
We assign a minterrn pair (y", y~) C Ri(fi, Y;) to a fanin q] only if
In other words, gj must already have the power to distinguish the two minterms. This insures that only the immediate fanin may need to change to get the new encoding in the Yi space.
Anotherconcem is that if a node qi is changed then it may be necessary to propagate this change through all of its transitive fanouts. In using SPFDS with LUT FPGAs, this is not redly a concern, since in all the tables in the transitive fanout of an LUT, even though the function may change, the fanins to each LUT remains the same. For general Boolean networks, in the implementation that we have done so far, we have confined the propagated changes to just two nodes, qi and one of its fanins. This is done for each qi. This can be done using the CODC of i computed in the normal way instead of its SPFD. This is translated into an SPFD at that node, which is distributed to its inputs. One input, say q~, is chosen to be changed which may imply that the function at~i must be changd, but because the CODC at the output of qi was used, no other node in its transitive fanout needs to be changed. In addition, if qk is changed, this may require other functions in the transitive fanout of qk to change. We again block this by requiring that the new function at qk satisfy the CODCS on the fanout wires of qk (other than the wire to~i). Thus in effect, we select a region to be changed3 and surround it with a frontier of CODCs to block propagation of any changes beyond this region. Of course these restrictions limits the optimization that can be done, and in the future, we may experiment with allowing the propagated changes to include a larger region.
Computing the SPFDS of a net;vork
In the following, we give the resulting computations without proofs, although the reader may be persuaded of their correctness by the fact that for the benchmark circuits of Section 6, we verified the equivalence between the original and the optimized circuits.
Computing the SPFDS at the fanin \vires
To calculate the SPFD at the fanins of a node, we assume that the SPFD, Rj (Yj, Y;), has been computed4. Suppose we have selected an ordering on the input connections of~j. We assign an edge of Rj (a pair to be distinguished) to the first input in the ordering which distinguishes the pair. The result is that the SPFD of each fanin wire (i, j) is the set of minterms that are distinguished by fanin~i but not by any of the fanin wires earlier in the ordering. Thus, the SPFD of fanin wire (i, j) is given as{ (00, 01), (00, 10), 00,11 ). Then, the SPFDS of the wires (a, Z) and (b, Z) are { 00, 10, (00, ll)}and {(00,01)} , respectively. Note that the edge (00, 01) was not assigned to a because a = Oon both minterrns. Figure 3 below shows the SPFDS of the wires (a, Z) and (b, Z) due to the SPFD at Z.
Forming the SPFD at a node
The SPFD at a node is obtained by the union of rdl the SPFDS of the fanout wires of the node. For a node~j with multiple fanout wires, the SPFD can be obtained as follows. Let Zj = 'i~f~OUt(j)3 1ntie cumentimplemenhrion, his is just tie t~vonod= q, md Ok. 4A11 SP~s we repr~nted using BDDs. Let the SPFD associated with the ith fanout wire be Rj~(l\,~'). Then, the SPFD associated with qj can be obtained by taking the union of the SPFDS of the fanout wires and then taking its image in the Yj space. Let
Then the SPFD of qj is given m
Rj(l~, 1;) =~X,XIGj(~',~f)Rj(zj(x), z;(x'))~j(x, V)
where Rj (Zj (X), Z; (X')) is obtained from Rj (Zj, Zj) by composing each Zk E Zj by gk(z).~Is technique of computing the SPFD at the output of a node in a single step may be expensive since during this computation, the entire space {~U II U X U X'} has to be considered. Moreover, the intermediate BDD Rj (Zj (X), Z; (X')) may be big. An rdtemative approach is to map the SPFD on each fanout wire into the input space, Yj, and then do the merging. Given the SPFD of the ith fanout wire, Rji (M, Y;) , its image in the local input space, Yj, can be obtained as follows:
1.
2.
3. ote that while merging the SPFDS in the local input space, Yj, the largest space that has be considered at any time is (~U~' U X), which is definitely smrdler than the largest space encountered by the first method. However, note that each Rji is handled separately.
Computing the function at a node
As mentioned previously, if the fanin mapping of a node is changed, then the function at the node may have to be changed to reflect this re-encoding. We compute the SPFDS for all the nodes in the network in a reverse topological order from outputs to inputs. Then, we obtain the implementations of the finctions at the nodes in topological order from inputs to outputs. So, at any step, when the function at a node is being derived, the new globrd functions at the input wires are rdready known i.e. the fanin mapping is known. To compute a set of functions that can be implemented at qj, the modified SPFD of the node under the new encoding at the inputs is obtained. The new encoding j is related to the old encoding Yj =: ch strongly connected component of Rj (~j, l;) encodes the pairs of minterms that have to be distinguished. However, the minterrns in one SCC do not have to be distinguished from those in another.~Is is similar to the graph coloring problem where any two vertices that are connected by an edge cannot be assigned the same color. In the case when Rj (~j, l;) isb ipartite, we can color all the vertices of the graph using only two colors. So, for each SCC, this corresponds to placing ones et of minterrns in the onset of the function and the other set in the offset. In this way, a new ISF is obtained at qj. Thus, ift here are k strongly connected components in Rj (~j, f;), then there are2k functionally different ISFSthat can be implemented at qj. The new implementation at a node is chosen to be the , minimum of the minimum covers of all the 2k ISFS.
Non-bipatiition:
1 ,
There could be situations where Rj (~j, f;) is not bipartite, , even though Rj (Yj, Y;) is. Figure 5 . illustrates one such \ example. In such a situation, the result is a general graph. If , we can color the graph using k colors, we can encode the new function using log k bits. Thus, the original node is replaced by log k nodes, all of whose fanouts are the same as the original node. This situation is undesirable since the number of fanins of the fanout nodes may increase. We are looking at ways to constrain the SPFD propagation through the network so that under any encoding, the graph Rj (~j, f;) remains bipartite. It should be emphasized that in both cases rdl the rninterrns in any SCC of the original SPFD are still distinguished. But the new encoding can cause two SCCS of the original SPFD to become incompatible and hence destroy the bipartite structure.
is situation can only arise if the SPFD at a node has more than one strongly connected component. Our intid experience is that non-bipartite structures occur rarely. In the experiments described in Section 5, this cannot happen since there is only one SCC at each node.
Finding the SCCS:
Given an SPFD, R(z, z'), the individurd SCCS can be obtained as follows. Initially, the two step graph R2(z, z') = 39R(z, y)R(y, z') and the set of left-side nodes N(z) = 3YR(z, y) in the bipartite graph are obtained. men the following steps are performed.
1.

2.
3.
Pick zo e N(z).
Compute the fixpoint, El (z), which is rdl the nodes that can be reached from Z. using R2. Compute Eo(z) = 3YR(y, Z)E1 (y), the set of nodes that are connected by an-edge to a node in El(z). Store (El, Eo) as an SCC ptir.
Let N(z) = N(z) E1(z) + Eo(z) .
If N #0, go to 1.
5 Circuit Optimization using SPFDS 5.1 Mnimum fanin computation me objective here is given anode qj determine if any of the fanin wires can be removed, or if not can any of the fanins be simplified enough to obtain an improved cost function. In order to simplify a fanin, qk, as much as possible, we compute the minterms that are distinguished uniquely by that fanin. me minimum SPFD of the wire (k, j), R~fl gives the minterms that need to be distinguished at the output of qj and can be done only by the wire (k, j). Given the SPFD, Rj (I;> Y;), of qj,
R~-"(Yj,~') = Ri(~,~'){~(vi = v;)](vk # Vj) y. EYj,i#k
If Rfin is nil, we could remove the wire, but we do not do this until it is determined that the new function at qj is small enough. If Rfi.n #~, then a new function is obtained at qk that satisfies Rfi"n. We then test if the result dso satisfies the CODCS of all the other fanouts of qk. If so, a new encoding at the inputs of qj due to the new function at q~is computed.
s is related to the old encoding Yj as:
Note that if R~.n =~, wire (k, j) can be removed.~is is equivrdent to setting the term~~= g~(z) to 1 in the computation Of~j(X, Yj). me modified SPFD of qj under the new encoding, E(Yj, fj), is Rj(~.,~) = qYj,Y~Rj(Y>~')~(~,~.)E(~'!~) which is minimized as discussed in the previous section. me gain of these changes is computed as gain~j = l;r~+ l;ld -{J:ew + Jy'w} +a * {w;~d+ W;ld-{W;'w + W;'w}} where 1 stands for the Iiterd count in the factord form, w the number of fanins of the node, the superscripts, old and new, refer to the original and new implementations respectively and the subscripts, n and~, refer to the node and fanin respectively. me parameter a above relates the vrdue of a wire relative to a Iiterrd.
Since it is not practical to do this computation for each fanin wire of~j, in our current experiments, only a subset of the fanins are considered; only those fanins whose own fanins are a subset of the fanins of qj are selected.~is procedure is repeated for each candidate fanin and the one giving the largest non-negative gain, gainkj, is chosen. men the original function at qj and the corresponding fanin function are replaced by the new ones.~is procedure of trying to simplify the fanin of a node as much as possible is called fanin~implify. 5.2 Alternative \vire computation me objwtive here is to replace wire (k, j) to node qj with a wire from another node q~, originally not a fanin of node qj, A such that anew function~j can be found which depends on qb ut not on q~. me function J must still satisfy the SPFD at qj ad some g~n should be obt~ned by t~s replacement.
A wire (s, j) can replace the wire (k, j) if rdl the rninterrns in rni E X umquely distinguished by the wire (k, j) are dso distinguished by q,. me procedure for replacing one wire by another is explained below.
Suppose Rj (Yj, Y;) has been computed. fie minimum SPFD of the wire, (k, j), is computed. Now we seek candidate nodes {q~} in the network that can distinguish dl the minterms in RP~(Yj, Y;) . A necessary and sufficient condition for this is that H(ys) =~, where H(y$) is derived by the following steps.
2.
3. H(u, ) has the property that if H(y,). # 0, then there exists at least one pair of minterrns in R~n (Yj, Y/) that are not distinguished by q, and hence q, cannot be a candidate.
Since it is not practical to consider all the nodes in the network, only a subset is considered; only the fanins of qk and the nodes in their transitive fanout are considered. Of course, nodes inthetransitive fanoutofqj cannot reconsidered.
After the set of candidate nodes is obtained, the following procedure is repeated to obtain the node q, from which a wire can be added that can replace wire (k, j). First, the modified SP~of qj is obtained in the new spacẽ ={yi E);, i#k}u {y,]
A new minimized finction at node qj is then obtained from this modified SP~as previously described. If the number of literals in the factored form of the new function is less than the number in the factored form of~j, the replacement is done5.
In case of a tie in the number of Iiterds, the replacement is also done if the level of q. is less than the level of q~. Otherwise, the next node in the candidate set is selected and the same procedure repeated. We call this procedure of replacing wires by other wires, wire-replace.
To illustrate the power of wiremplace, consider z = gb+gg =~b+a;
Running full~implify on this example results in no simplification. Now consider wire=place. Wires (u, g) and (b, g) have no alternative wires and hence g remains unchanged. For wire (g, z) , the minimum SP~is A = {(00, 10), (01, 11)}. (In the set A, each minterm is of the form gb). Now, if we express the minterms of A in terms of the primary inputs, a and b, we get A' = {(00, 10), (11,01)}. (The rninterms in A' are of the form ah). The primary input, a, can distinguish both pairs in A'. Hence, Qis a candidate node and can be used to replace (g, z) . Simplif ing z we obtain z = a. It is also interesting to ( note that in g, 00, 11} are in the offset and {01, 10} are in the onset. However for Q, {00,01} are in the offset and {11, 10} are in the onset. Yet, a can be used to replace g. This ability to mix onset and offset minterms is another source of additional flexibility provided by SP~s.
Restih
The results for fanin simplification are shown in Table 1 .
The initial circuits were obtained from the various benchmwks by running scripLmgged in S1S on them. fie result served as our point of comparison. We then took this output and subj~cted it to an iteration of fanin~implify until no gain was obtmned or the cost function (which was qud to the gain in the number of literrds plus twice the gain in the number of wires) became non-positive for the fist time. In some circuits, the cost function kept oscillating and for these circuits we took the point at which the cost function fist started to oscillate. We recorded, under the heading, (faninsimplify)*, both the number of connections in the circuit "wires" and the number of Table 2 : Results for wire-replace literals in the factored forms of the Boolean network. me ratio of these results to the output of scriptirugged is dso shown. At the bottom of the table we compute the average ratios for both the wires and the Iiterals. We see, on average, a 11% reduction in the number of wires as well as a 370 reduction in literals. But since we assigned greater weights to wires (a = 2), there is a greater reduction in wire count.
The results for wire replacement are shown in the Table 2 . The initial circuits were obtained as in the previous case. We took the output of scriptirugged and subjected it to an iteration of wire-replace until no gain was obtained. The number of wires, the number of Iiterals in the factored form of the network and the ratio of these results to the output of scriptirugged were stored under the heading (wire-replace)*. For iS, the program ran out of memory before the iterations could converge, so we took the values of the previous iteration. The third set of columns was obtained by taking the result of (wire-replace)* and repeating script.mgged followed by (wire-replace)* until no gain was recorded. For k2 and toodarge, the program ran out of memory even before the fist iteration was over. At the bottom of the table we compute the average ratios for both experiments and for both wires and for literals. We see on average a 11Yoreduction in wires and 6% in Iiterals after (wiremplace)*, and still better results for the repetition of script.rugged and (wire=pIace)*, a 19% reduction in wires and 1270in literals.
The experiments were made with automation in mind. We wanted to devise an automatic script that could be run on any module without having to interact with it. The results are the "scripts", (scripLrugged(faninsimpIify)*) and (scripLrugged(wire-replace)*)*.
In (script.rugged (fanin~implify)*), it is possible to trade off wires for Iiterals or vice-versa by setting different costs to the Iiterals and wires. In (scripLrngged (wire_replace)*)*, we could set conditions for choosing an dtemative wire for a given wire. In addition to minimizing literals, we could use this to optimize different criteria like delay, ma~imum wire length, etc.
Since the computation at a node can take an arbitrarily long time, we have introduced timeouts to prevent the computation from hanging up. So, with every node in the network we associate a timeout interval and if the time of computation exceeds the interval, we just quit that node and move onto the next. Right now, we set a timeout interval of 20 sec., more for ruggedizing the algorithms than a concern for the run time. We are looking at a number of techniques to improve the run times.
In the future, we see this technology as important for improving delay and wireability for DSM designs.
Conclmions
We have implemented the computation of SPFDS using BDDs and have shown that their use is quite feasible in circuits of medium size. Roughly, any circuits where scripLrugged can be used, SPFDS can also be used.~timately, both fanin~implify and wire-replace can be made more rugged following suggestions by Savoj [5] , by filtering out known problems and by better controlling time-outs on some of the BDD calculations. The initial experiments with faninsimplify and wire-replace are very encouraging. In these experiments, we have strongly restricted the SPFDS computed, in order to control the change in the network. We want to experiment with relaxing these conditions while still controlling the gains made in a predictable way.~t imately, we plan to use SPFDS in DSM synthesis where the ability to assign costs to the wires during circuit optimization or to replace one wire by another should be very useful to alleviate wiring problems or to improve wire delay and noise problems.
