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Abstract. The sleep stages determination is important for the identification and diagnosis of different diseases. 
An efficient algorithm of wavelet decomposition is used for feature extraction of single channel EEG. The Chi-
Square method is applied for the selection of the best attributes from the extracted features. The classification of 
different staged techniques is applied with the help AdaBoost.M1 algorithm. The accuracy of 89.82% achieved 
in the six stage classification. The weighted sensitivity of all stages is 89.8% and kappa coefficient of 77.93% is 
obtained in the six stage classification. 
Keywords. EEG; Sleep stages; Machine learning; Accuracy. 
INTRODUCTION 
The sleep process plays an important role in the life of the human being. It helps in the maintenance of the 
different body function. The sleep stages helps to analyse the sleeping process of the any person which can be 
used to detect and diagnose the person with the sleep disorders. There are two criteria for the manual 
determination of the sleep stages. These are Rechtschaffen and Kales (R & K) criteria and American academy of 
sleep medicine (AASM) criteria. [1] In R & K criteria sleep stages are divided into six stages: stage 1 (S1), stage 
2 (S2), stage 3 (S3), stage 4 (S4), wake (W) and rapid eye movement (R). [2] The AASM criterion is based on 
five stages: wake (W), NREM 1 (N1), NREM 2 (N2), NREM (N3) and REM (R). 
The sleep stages can be determined with many biosignals like electroencephalogram (EEG), electromyogram 
(EMG), electrooculogram (EOG) and electrocardiogram (ECG). The authors used multichannel signals for the 
determination of the sleep stages. Anderer et. al. [3] used two EEG, two EOG and one EMG for the 
classification of six stages classification. The bands extracted from bandpass filter of the EEG are for selecting 
different features. The accuracy of 80% is obtained for the six stages classification. Chatpot et. al. [4] used the 
different spectral and statistical based features of the single channel EEG and single channel EMG. The six 
stages classification was done with the help of the multi-layer perceptron classifier and got the accuracy of 78%. 
Many authors also used the single channel data for the classification of sleep. The ambulatory environment of 
sleep recording often creates problem during the movement time. The single channel EEG is mostly used for 
sleep stage classification purpose. Hassan et. al. [5] used various spectral and statistical features of the EEG and 
applied the bagging algorithm for the classification of six stages of sleep. The accuracy of 85.57% is obtained. 
Fraiwen et. al. [6] used the wavelet based features for the extraction of the features. Random forest algorithm 
used for the classification and the accuracy of 85% in five stages classification. 
The proposed method of sleep stages classification is the novel method based on the Stationary wavelet 
transform (SWT) based decomposition. The decomposed signals are used for the extraction of different features 
based on the spectral moments. The best features are selected on the basis of the Chi square method. The 
classifier used for the classification of data is AdaBoost.M1. 
METHODOLOGY 
DATASETS 
The sleep-EDF dataset is used for the experiment is the available online at Physionet[7],[8]. The dataset have 
two EEG channel (Pz-Oz and Fpz-Cz) and one EOG channel. The sampling rate of each signal is 100Hz. The 
Fpz-Cz is used for the feature extraction due to the higher accuracy rates [5]. The subjects data used for the 
experiment are ST4001e0, ST4002e0, ST4022e0 and ST4112e0. The database need to be converted into ASCII 
format with the help of tool as it is available in the EDF format [9]. According to R & K criteria the each 30 sec 
epoch is selected which are 3000 samples length data. 
The whole datasets are divided into the different staged method. The details of the stages in each method are 
represented in the table 1. 
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Table 1. Stages in different classification method 
Staging 
method 
Stages 
Six stages S1, S2, S3, S4, R, W 
Five stages S1, S2, SWS, R, W 
Four stages PS, SWS, R, W 
Three stages NREM, REM, W 
Two stages S, W 
The SWS stage is formed with the combination of S3 and S4 of six stages. The formation of PS is done with the 
combination of the S1 and S2 of six stages. The NREM is combined form of S1-S4 sleep stages. In two stages 
the classification can be done in respect of sleep wake phase of the person. 
FEATURE EXTRACTION 
The feature extraction is done with the help of the wavelet decomposition. The discrete wavelet transform 
method had the problem of translational invariance. The Stationary wavelet transform removes the up-samplers 
and down-samplers present in the DWT and increase the coefficient of up-sampler. 
Figure 1 show the EEG input with the corresponding decomposed signal form the SWT method. The 
decomposed signals are further used to calculate the spectral moments of the signal. Let us consider the n 
decomposed component of EEG signals is ).  
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Figure 1. EEG signal and corresponding decomposed signals. 
The different spectral moments of decomposed signals can be calculated as: 
Mean: The value of each decomposed signal mean (m) is calculated as given in equation 1. 
                                                                              (1) 
Variance: The variance (v) of each decomposed signal is calculated as given in equation 2. 
                                                                    (2) 
Skewness: Skewness of each decomposed signal is calculated with the help of equation 3. 
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                                                                         (3) 
Kurtosis: Kurtosis of each decomposed signal is calculated with the help of the equation 4. 
                                                                       (4) 
FEATURES SELECTION 
After the features are extracted from the EEG signals with the help of the SWT, the best feature are selected 
based on the Chi-Square method. The best valued chi square values are selected based on their ranking. 
CLASSIFICATION 
The process of classification is done with the help of the AdaBoost or Adaptive Boosting classifier [10]. The 
boosting of learner is done for the improvement of the weighted value of the features used for the classification. 
The number of iteration used for the classification is 100 with REP tree as the base learner. The Algorithm for 
the classification process is give algorithm 1. 
Algorithm 1: AdaBoost M1 work flow 
 Input: Generate the sequence of training set  
        Here , k=1, 2, 3… K are the instance 
        And, , k=1, 2, 3, ….. K are the labels 
 Take D=1/k 
 Do it for T iteration 
 Call REP tree learning algorithm with distribution D 
 Get back to hypothesis 
 Calculate the error 
 Update distribution for next iteration 
Output of the final hypothesis is the weighted sum of all voted majority hypothesis. 
RESULT AND DISCUSSION 
After the process of the feature extraction, we have the different epochs of each stage. The epoch details are 
given in table 2. After the process of feature extraction and the features selection the ten cross fold classification 
is done with the AdaBoost.M1. 
Table 2. Number of epochs in each stage 
Stages A S1 S2 S3 S4 REM 
No. of epochs 7886 227 1559 360 369 654 
The six stage confusion matrix of the classification is given in table 3. The confusion matrix shows that the 
maximum sensitivity is obtained in the W stage followed by the S2, S4 and R stage. The lowest sensitivity is 
obtained in the S1 and S3. Most of the S1 is misclassified in the S2, R and W stage of the sleep. The stage S3 
data is misclassified in the stages S2 and S4. The classification between S1 and R is a tedious job in real world 
scenario. 
The accuracy of 97.83%, 94.83%, 92.34%, 91.57% and 89.82% is obtained in the two stages, three stages, four 
stages, five stages and six stages of classification respectively. The accuracy is compared with the Fraiwen et. al. 
[6] and Hassan et. al. [5]. The five stage accuracy is better than Fraiwen et. al. [6] of 85 % and Hassan et. al.[5] 
of 86.53%. Also in six stages, four stages, three stages and two stages, the accuracy is much better as compared 
to the 85.57%, 87.49%, 89.77% and 95.05% respectively previous author [5]. The kappa statistics of the six 
stages classification is 77.93% which shows a better agreement to the expert scoring. 
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Table 2. Number of epochs in each stage 
Proposed methodology→ Expert scoring 
↓  S1 S2 S3 S4 R W 
S1 20 40 1 0 87 79 227 
S2 10 1280 112 16 125 16 1559 
S3 0 136 145 175 5 3 360 
S4 0 36 83 246 1 3 369 
R 9 145 2 2 460 36 654 
W 12 31 5 4 45 7789 7886 
CONCLUSION 
The proposed method shows the better result as compared to the previous authors. The features have given the 
better result. There is improvement of the overall accuracy in all method of staging.  Better sensitivity and good 
Kappa score show it a better method. The present method can be implemented in the real world scenario. 
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