We consider a nonlinear elliptic equation driven by the p-Laplacian with a nonsmooth potential hemivariational inequality and Dirichlet boundary condition. Using a variational approach based on nonsmooth critical point theory together with the method of upper and lower solutions, we prove the existence of at least three nontrivial smooth solutions: one positive, the second negative, and the third sign changing nodal solution . Our hypotheses on the nonsmooth potential incorporate in our framework of analysis the so-called asymptotically p-linear problems.
Introduction
The aim of this work is to prove the existence of multiple solutions of constant sign and of nodal solutions sign changing solutions for nonlinear elliptic equations driven by the pLaplacian and having a nonsmooth potential hemivariational inequalities . So let Z ⊆ R N be a bounded domain with a C 2 -boundary ∂Z. The problem under consideration is the following:
−div Dx z p−2 Dx z ∈ ∂j z, x z a.e. on Z, x| ∂Z 0 1 < p < ∞. 1.1
Mathematical Background
In our analysis of problem 1.1 , we use the nonsmooth critical point theory which is based on the subdifferential theory for locally Lipschitz functions and some basic facts about the spectrum of the negative p-Laplacian with Dirichlet boundary conditions. For easy reference, we recall some definitions and results from these areas, which will be used in the sequel. We start with the subdifferential theory for locally Lipschitz functions and the corresponding nonsmooth critical point theory. Details can be found in the books of Gasiński -Papageorgiou 19 and Motreanu-Panagiotopoulos 20 . So let X be a Banach space and let X * be its topological dual. By ·, · we denote the duality brackets for the pair X, X * . Given a locally Lipschitz function ϕ : X → R, the generalized directional derivative ϕ 0 x; h of ϕ at x ∈ X in the direction h ∈ X is defined as follows:
ϕ x λh − ϕ x λ .
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The function h → ϕ 0 x; h is sublinear continuous and so it is the support function of a nonempty, convex, and w * -compact set ∂ϕ x ⊆ X * defined by ∂ϕ x x * ∈ X * : x * , h ≤ ϕ 0 x; h ∀h ∈ X .
2.2
The multifunction x → ∂ϕ x is called the "generalized gradient" or generalized subdifferential of ϕ. If ϕ : X → R is also convex, then ∂ϕ x coincides with the subdifferential in the sense of convex analysis ∂ c ϕ x , defined by ∂ c ϕ x x * ∈ X * : x * , y − x ≤ ϕ y − ϕ x ∀y ∈ X .
2.3
Moreover if ϕ ∈ C 1 X , then ϕ is locally Lipschitz and ∂ϕ x {ϕ x }. We say that x ∈ X is a critical point of the locally Lipschitz function ϕ : X → R, if 0 ∈ ∂ϕ x . It is easy to see that if x ∈ X is a local extremum of ϕ i.e., a local minimum or a local maximum of ϕ , then x ∈ X is a critical point of ϕ.
A locally Lipschitz function ϕ : X → R satisfies the Palais-Smale condition at level c ∈ R PS c -condition for short , if every sequence {x n } n≥1 ⊆ X such that ϕ x n → c and m x n inf{ x * : x * ∈ ∂ϕ x n } → 0 as n → ∞ has a strongly convergent subsequence. We say that ϕ satisfies the PS-condition, if it satisfies the PS c -condition for every c ∈ R.
The following topological notion is crucial in the minimax characterization of the critical values of a locally Lipschitz functional ϕ : X → R. 
Using this notion, we have the following general minimax principle for the critical values of a locally Lipschitz function ϕ : X → R. 
2.4
The next theorem is a partial extension to a nonsmooth setting of the so-called "second deformation theorem" see, e.g., Gasiński -Papageorgiou 21, page 628 and it is due to Corvellec 17 . In fact the result of Corvellec is formulated in the more general context of metric spaces, for continuous functions using the so-called weak slope. For our purposes, it suffices to use a particular form of the result which we state next. Theorem 2.5. If X is a Banach space, ϕ : X → R is locally Lipschitz and satisfies the PS-condition, a ∈ R, b ∈ R ∪ { ∞}, ϕ has no critical points in ϕ −1 a, b , and K a is discrete nonempty, then there
In particular the set 0 ϕ a ∪K a is a weak deformation retract of 0 ϕ b . Next let us recall some basic facts about the spectrum of the negative p-Laplacian with Dirichlet boundary conditions. So let Z ⊆ R N be a bounded domain with a C 2 -boundary ∂Z and m ∈ L ∞ Z , m / 0. We consider the following nonlinear weighted with weight m eigenvalue problem:
The least number λ ∈ R for which problem 2.5 has a nontrivial solution is the first eigenvalue of −Δ p , W 1,p 0 Z , m and it is denoted by λ 1 m . The first eigenvalue λ 1 m is strictly positive i.e., λ 1 m > 0 ; it is isolated and it is simple i.e., the associated eigenspace is one dimensional . Moreover, using the Rayleigh quotient we have a variational characterization of λ 1 m , namely, Z we denote the normalized eigenfunction. Note that |u 1 | also realizes the minimum in 2.6 . Hence we may assume that u 1 z ≥ 0 a.e. on Z. Moreover, from nonlinear regularity theory see, e.g., Gasiński -Papageorgiou 21, page 738 , we have
Z is an ordered Banach space with order cone given by
We know that intC Z , ψ z ≥ 0 a.e. on Z and for some u ∈ L η Z , u z ∈ ∂j z, x z a.e. on Z for some 1 < η < p * .
Solutions of Constant Sign
In this section, we produce two nontrivial solutions of 1.1 which have constant sign. The first is positive and the second is negative. To do this, we will need the following hypotheses on the nonsmooth potential j z, x .
a.e. on Z, and i for every x ∈ R, z → j z, x is measurable; ii for almost all z ∈ Z, x → j z, x is locally Lipschitz; iii for almost all z ∈ Z, all x ∈ R, and all u ∈ ∂j z, x , we have
e. on Z with strict inequality on a set of positive measure, such that lim sup
uniformly for almost all z ∈ Z and all u ∈ ∂j z, x ; v there exist η, η ∈ L ∞ Z satisfying λ 1 ≤ η z ≤ η z a.e. on Z, where the first inequality is strict on a set of positive measure, such that η z ≤ lim inf
uniformly for almost all z ∈ Z and all u ∈ ∂j z, x ; vi for almost all z ∈ Z, all x ∈ R, and all u ∈ ∂j z, x , we have ux ≥ 0 sign condition .
Remark 3.1. Hypotheses H j 1 iv and v are nonuniform nonresonance conditions at zero and at ±∞, respectively. Moreover, as we move from 0 to ±∞, the "slopes" u/|x| p−2 x. u ∈ ∂j z, x cross the first eigenvalue λ 1 > 0. So our framework incorporates the so-called asymptotically p-linear equations. For p 2, since the appearance of the pioneering work of Amann-Zehnder 26 , these problems have attracted a lot of interest.
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The next lemma is an easy consequence of the strict positivity of u 1 ∈ C 1 0 Z and of the hypotheses on θ ∈ L ∞ Z see H j iv . We omit the proof.
e. on Z with strict inequality on a set of positive measure, then there exists ξ 0 > 0 such that
Given ε > 0 and γ ε ∈ L ∞ Z , γ ε / 0, we consider the following nonlinear Dirichlet problem:
In the next proposition, we establish the solvability of 3.5 . Proof. In what follows by ·, · we denote the duality brackets for the pair
It is straightforward to check that A is strictly monotone and demicontinuous, hence maximal monotone too. Also let N ε : L p Z → L p Z be the nonlinear, bounded, continuous map defined by
Because of the compact embedding of W 
Z is a solution of 3.5 . We take duality brackets of 3.9 with the test
see Lemma 3.2 and 2.6 .
3.11
But recall that ε < λ 1 ξ 0 . So it follows that Dx 
3.12
In fact the solution x ∈ intC 1 0 Z of 3.5 is an upper solution for problem 1.1 . Proof. Because of hypotheses H j 1 iv , given ε > 0, we can find M 1 M 1 ε > 0 such that for almost all z ∈ Z, all x ≥ M 1 , and all u ∈ ∂j z, x , we have
Also due to hypothesis H j 1 iii , we can find γ ε ∈ L ∞ Z , γ ε / 0 such that for almost all z ∈ Z, all x ∈ 0, M 1 , and all u ∈ ∂j z, x , we have u < γ ε z .
3.14 Therefore it follows that for almost all z ∈ Z, all x ≥ 0, and all u ∈ ∂j z, x , we have 
3.16
Since ∂j z, 0 {0} a.e. on Z, x ≡ 0 is a lower solution for problem 1.1 . We introduce the set
and the truncation function τ : R → R defined by
Then we set j ·, x j z, τ x and we consider the locally Lipschitz functional ϕ :
We will show that we can find a nontrivial solution of 1.1 in C, which is a local minimizer of ϕ and of ϕ. To do this we will need the following simple result about ordered Banach spaces. Lemma 3.5. If X is an ordered Banach space, K is the order cone of X, intK / ∅, and x 0 ∈ intK, then for every y ∈ X, we can find t t y > 0 such that tx 0 − y ∈ intK.
Proof. Since x 0 ∈ intK, we can find δ > 0 such that
Let y ∈ X, y / 0 if y 0, then clearly the lemma holds for all t > 0 . We have the following:
3.21
So, if t y /δ, then tx 0 − y ∈ intK.
Using this lemma, we can prove the following result. Because of hypotheses H j 1 i , ii , for almost all z ∈ Z, x → j z, x is almost everywhere differentiable on R Rademacher's theorem and at every point of differentiability we have
3.23
Integrating this inequality and since j z, x | R − 0 for almost all z ∈ Z, we obtain
Then for every x ∈ W 1,p 0 Z , we have
3.25
Choosing ε < λ 1 ξ 0 , because p > 1, from 3.25 and Poincare's inequality, we infer that ϕ is coercive. Also it is easy to see that ϕ is weakly lower semicontinuous on W 1,p 0 Z . Hence by virtue of the theorem of Weierstrass, we can find x 0 ∈ C such that
First we show that x 0 / 0. To this end, note that hypothesis H j 1 v implies that given ε > 0, we can find δ δ ε > 0 such that u ≥ η z − ε x p−1 for a.a. z ∈ Z, all x ∈ 0, δ and all u ∈ ∂j z, x ∂j z, x .
3.27
As before, integrating 3.27 , we obtain
We know that x ∈ intC 1 0 Z see Proposition 3.3 . So using Lemma 3.5, we can find μ > 0 small such that
3.29
Then, because of 3.28 , we have
3.30
Let σ Note that for μ > 0 small, μu 1 ∈ C. Hence
3.32
Given any y ∈ C, we define k 0 t ϕ ty 1 − t x 0 , t ∈ 0, 1 . Then k is Lipschitz continuous, hence differentiable almost everywhere and k 0 0 ≤ k 0 t for all t ∈ 0, 1 . From Chang 27, page 106 , we know that we can find u ∈ L p Z , u z ∈ ∂j z, x 0 z ∂j z, x 0 z a.e. on Z, such that
3.33
For any v ∈ W 1,p 0 Z and ε > 0, we define
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Clearly y ∈ C. We use this y ∈ C in 3. 
3.35
Using
Z as a test function, from the definition of an upper solution for problem 1.1 , we have
Also from the strict monotonicity of the operator A, we have
From hypothesis H j 1 vi , it follows that
3.39
Returning to 3.35 and using 3.36 → 3.39 , we obtain
3.40
We denote by | · | N the Lebesgue measure on R N . Then
Moreover, from Stampacchia's theorem, we know that
If we divide 3.40 by ε > 0 and then we pass to the limit as ε ↓ 0, because of 3.41 and 3.42 , we obtain
Recall that v ∈ W 1,p 0 Z was arbitrary. So from 3.43 , it follows that
Z is a solution of problem 1.1 .
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The nonlinear regularity theory implies that x 0 ∈ C 3.45
Then Proposition 2.2 of Guedda-Véron 28 implies that
3.46
Recall also that x 0 ∈ intC 1 0 Z . Thus we can find δ > 0 such that
3.47
These inclusions imply that
The solution x 0 was obtained as a minimizer of ϕ on C. Then 3.48 implies that x 0 is also a local minimizer of ϕ and of ϕ on C 
We set j − z, x j z, τ − x and then introduce the locally Lipschitz functional ϕ − :
We consider the minimization problem
Arguing as in Proposition 3.3, we obtain the following.
Proposition 3.7. If hypotheses H j 1 hold, then there exists v 0 ∈ D which is a local minimizer of ϕ − and of ϕ.
Now combining Propositions 3.6 and 3.7, we obtain a multiplicity result for problem 1.1 with solutions of constant sign. Remark 3.9. From Propositions 3.6 and 3.7, we know that both x 0 and v 0 are local minimizers of ϕ. So we must have a third critical point of ϕ, distinct from x 0 , v 0 . However, at this point we cannot guarantee that it is nontrivial. In the next section by strengthening our hypothesis on j z, · near the origin see H j 1 v , we will be able to show that this third critical point is nontrivial and in fact is a nodal solution.
Existence of Nodal Solution
Recall that every eigenfunction of 2.5 corresponding to an eigenvalue λ / λ 1 must change sign. So we expect that in general the sign changing solutions of 1.1 must be more than the solutions of constant sign. Nevertheless to produce a sign-changing solution also known as nodal solution for 1.1 is a rather involved process.
Here we follow an approach first employed by Dancer-Du 6 for semilinear problems i.e., p 2 and recently extended to problems with the p-Laplacian and a smooth potential by Carl-Perera 8 . Roughly speaking, the strategy is as follows. Continuing with the argument used in Section 3, we produce the smallest positive solution y and the largest negative solution y − . Then we form order interval y − , y . Using variational techniques in particular Theorem 2.2 we produce a solution y 0 of 1.1 in y − , y different from y − and y . Evidently if y 0 / 0, then y 0 must be sign changing. To show that y 0 is nontrivial, we employ Theorem 2.5 and 2.10 . In addition to the works of Dancer-Du 6 and Carl-Perera 8 , variants of this method can also be found in the works of Ambrosetti-Garcia Azorero-Peral Alonso 3 and Jin 30 . A different approach based on the construction of a pseudogradient vector field with appropriate invariance properties can be found in Zhang-Li 7, 9 , Zhang et al. 10 see also Li-Wang 31 .
We start executing the solution strategy outlined above by proving first a lemma which establishes that the set of upper solutions for problem 1.1 is downward directed. Proof. Given ε > 0, we consider the truncation function ξ ε : R → R defined by
4.1
Clearly ξ ε is Lipschitz continuous. So from Marcus-Mizel 32 , we have
Consider a test function ψ ∈ C 1 c Z with ψ ≥ 0. Then
Because y 1 , y 2 ∈ W 1,p Z are upper solutions for problem 1.1 , we have
for some u k ∈ L p Z with u k z ∈ ∂j z, y k z a.e. on Z, k 1, 2. Adding these inequalities, we obtain
4.6
Adding 4.6 and recalling that ψ ≥ 0, we obtain
4.7
Returning to 4.5 , using 4.7 , and dividing by ε > 0, we get Now that we have established that the sets of upper solutions and of lower solutions are directed, we will show that problem 1.1 admits the smallest positive solution and the largest negative solution. To this end, we need to strengthen the hypotheses on j z, x . H j 2 : j : Z × R → R is a function such that j z, 0 0 a.e. on Z, ∂j z, 0 {0} a.e. on Z; it satisfies hypotheses H j 1 i → iv and vi and v there exists η ∈ L ∞ Z such that
uniformly for almost all z ∈ Z and all u ∈ ∂j z, x . 
4.15
Note that since t > 1, x z ∈ 0, δ for all z ∈ Z. Hence
for every u ∈ L p Z with u z ∈ ∂j z, x z a.e. on Z see 4.14 . Hence for all ψ ∈ W 1,p Z , we have
0 Z is a strict lower solution for problem 1.1 .
4.17
Note that from the definition of x, we have x − x ∈ intC 1 0 Z . A similar reasoning applied on the negative semiaxis produces an upper solution v μ/t −u 1 for some 0 ≤ μ < 1 < t. Then v ∈ −intC Using {x, x} and {v, v}, we introduce the following order intervals in W 1,p 0 Z : Proof. We will show that the existence of the smallest solution in x, x and the proof of the greatest solution in v, v is similar.
Let S be the set of solutions of 1.1 belonging in the order interval E x, x . We will show that S is downward directed. So let x 1 , x 2 ∈ S . In particular both x 1 , x 2 are upper solutions for problem 1.1 . Then Lemma 4.1 implies that x min{x 1 , x 2 } ∈ W 1,p 0 Z is also an upper solution for problem 1.1 . We set
Using standard truncation and penalization techniques, we can obtain x 0 ∈ E a solution of 1.1 see Carl-Heikkilä 33 and Gasiński -Papageorgiou 19 . Nonlinear regularity theory implies that x 0 ∈ C 1 0 Z and we have
Consider a chain Γ ⊆ S i.e., a totally ordered subset of S . By virtue of 34, Corollary 7, page 336 by Dunford-Schwartz, we can find {x n } n≥1 ⊆ Γ such that inf n≥1 x n inf Γ.
4.21
Because of 4.20 , we may assume that {x n } n≥1 is decreasing. Also since the x n 's are solutions of 1.1 in E , we see that there exists c 3 > 0 such that Dx n p ≤ c 3 ∀n ≥ 1.
4.22
Therefore {x n } n≥1 ⊆ W
1,p 0
Z is bounded and so we may assume that
4.23
We can find u n ∈ L p Z with u n z ∈ ∂j z, x n z a.e. on Z such that A x n u n ∀n ≥ 1.
4.24
Because of hypothesis H j 2 iii , {u n } n≥1 ⊆ L p Z is bounded. So we may assume that with u ∈ L p Z , u z ∈ ∂j z, y z a.e. on Z. Therefore y ∈ S and y inf Γ. Because Γ was an arbitrary chain, invoking Zorn's lemma, we obtain x * ∈ S a minimal element. Then from 4.20 , we conclude that x * is the smallest solution of 1.1 in E .
We will use this proposition to produce the smallest positive and the greatest negative solutions for problem 1.1 . 
