












































インターネットや仮想専用線や無線網などの広域通信網(Wide Area Network: WAN)の通信回







外部の攻撃から守るために用いる。まず、IDS (Intrusion Detection System)、IPS (Intrusion 
Prevention System)、DPI (Deep Packet Inspection)、ファイアウォールなどのネットワークアプ
ラアインスを用いることで、通信の監視を行い異常な通信を検出して排除する。更に、NAT 
(Network Address Translation) / NAPT (Network Address Port Translation)等のネットワークアプ
ラアインスを用いて、クラウド内の端末に割り当てたプライベート IP (Internet Protocol)アド
レスとパブリック IP アドレスの間で変換を行い、クラウド内の端末と外部端末との直接的



















HTML (HyperText Markup Language) / XML (Extensible Markup Language)テキスト解析・変換
を高速化するアプライアンスを用いて、遠隔地の端末が発行する SQL (Structured Query 




のデータ要求に素早く応える。更に、SSL (Secure Sockets Layer) - VPN (Virtual Private 
Network)、IPSec (Internet Protocol Security)などの暗号通信を高速化するネットワークアプラ
イアンスを用いて、クラウドとセンサデバイスの間でやり取りする個人・業務データの機
密を守る暗号通信を高速化する。 




  ①セキュリティ系のネットワークアプライアンス 
  ②通信高速化系のネットワークアプライアンス 





















  ①高スループットを実現しつつ、日々進化する多様な攻撃手法に対応 
  ②多様なアプリケーションと端末に対応する汎用性の高い通信高速化 




















セキュリティ系のネットワークアプライアンスのなかで、IDS (Intrusion Detecion 
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インターネットや仮想専用線や無線網などの広域通信網(Wide Area Network: WAN)の通信回






外部の攻撃から守るために用いる。まず、IDS (Intrusion Detection System)、IPS (Intrusion 
Prevention System)、DPI (Deep Packet Inspection)、ファイアウォールなどのネットワークアプ
ライアンスを用いることで、通信の監視を行い異常な通信を検出して排除する。更に、NAT 
(Network Address Translation) / NAPT (Network Address Port Translation)等のネットワークアプ
 12 
ラアインスを用いて、クラウド内の端末に割り当てたプライベート IP (Internet Protocol)アド
レスとパブリック IP アドレスの間で変換を行い、クラウド内の端末と外部端末との直接的




















(HyperText Markup Language) / XML (Extensible Markup Language)テキスト解析・変換を高速
化するアプライアンスを用いて、遠隔地の端末が発行する SQL (Structured Query Language)













































































































































































































































































1.2 節や 2.1 節において述べたように、セキュリティ系、通信高速化系、クラウドサービス
高速化系の機能を提供する。ネットワークアプライアンスの系統分類と、系統毎の課題と、
本研究における提案方式①～③(1.2節)との対応関係をまとめると、図 5 に示す通りとなる。 
 セキュリティ系の機能としては、クラウドが管理するデータやネットワークのノードを
守るために用いる IDS (Intrusion Detection System) / IPS (Intrusion Prevention System)などの対







クエリトランザクション、HTTP / XMLテキスト解釈・変換、キャッシュ、SSL / IPSec 暗号、
VOD、ロードバランサなどが主要な機能である。 












2.3.1 IDSや IPSなどの対異常通信防御 
 対異常通信防御は、 IDS (Intrusion Detection System) [6][7][8][9][10]と IPS (Intrusion 













































































 Firewall は、文献[32]に報告があるように、2 つのネットワークの境界に設置して、予め
許可したポート番号・プロトコル以外の通信を遮断するゲートウェイとして、インターネ
ット黎明期から存在する。本概念に加えて、あらかじめ許可したポート番号・プロトコル



















2.3.4 NAT / NAPT 
 NAT / NAPT機能を搭載したネットワークアプライアンスは、クラウドデータセンタ内部




で、データセンタ内部の ICT機器の IP アドレスを隠蔽し、セキュリティを確保する。クラ
ウドデータセンタ内部において IPv6 アドレス、クラウドデータセンタ外部においてパブリ
ックな IPv4アドレスを用いることで、アドレスを拡張する手法[38]についての報告もある。 






 セキュリティ系のネットワークアプライアンスの機能には、IDS / IPS などの対異常通信
防御、DPI、Firewallや、NAT / NAPT などがある(図 6)。 
 IDS / IPSなどの対異常通信防御は、日々進化する多様な攻撃手法を検出・判別する必要
がある。DPI は、用途毎に取得すべき情報が変化する。Firewall は、正規通信の手続きの変










































































ワークでは、スループットが低下しやすい。Linux 標準搭載の CUBIC-TCP [42]では、輻輳発
生時のスループットの低下率を 5割未満にしてスループットの減少を抑制している。また、
Windows搭載の Compound TCP [43]は、RTT が大きい環境において、輻輳未発生時の帯域増
加率を増加させ、スループットを向上させやすくしている。その一方で、CUBIC-TCP も













 通信データの圧縮には、データ圧縮ツールの LHA，GZIP，ZIP などが利用する可逆デー
タ圧縮アルゴリズムを用いる。Lempel-Zivアルゴリズム(LZ77)とハフマン符号化を組み合わ
せた方式[47]や、LZ77 の改良アルゴリズムである LZSS にハフマン符号化を組み合わせて改























































































用範囲が広い TCP 高速化を対象とする。具体的には、TCP 通信のパケットフォーマットに
準拠しつつ、パケット廃棄率の変化率に基づく独自の輻輳制御を行うことで回線帯域の利
































2.5.2 HTML / XMLテキスト解析・変換 
 HTML / XMLテキスト解析・変換機能を搭載したネットワークアプライアンスは、HTML
形式やXML形式のテキストデータ，センサや設備監視装置などが取得するバイナリデータ，









 また、一般的な RDB は、SQL を介してデータを入出力する仕様である。RDB のデータ
を XML アプリケーションが直接理解することを可能とするために、SQL を介さず、RDB
のデータを XMLへ直接変換する手法[62]の報告がある。逆に、RDB のデータを XMLアプ
リケーションが直接操作することを可能とするために、XMLを SQLへ変換する手法[63]の
報告もある。 































や、レイヤ 3の暗号通信プロトコルである IPSecの高速化[72]の報告がある。 
 暗号化機能を搭載したネットワークアプライアンスは、暗号通信開始時に RSA 等の公開
鍵暗号アルゴリズムを用いて鍵交換を行う。その後、交換した鍵をベースにして AESや RC4
等の共通鍵暗号アルゴリズムを用いて、送信側で平文データの暗号化を行い、受信側で暗





























































































ーケンシャルに実行する。HTML / XMLテキスト解析・変換は、HTMLや XML形式のコマ
ンド発行とレスポンス返信の往復を複数回、並列に実行する。キャッシュは、大きなファ




















































































































































































①)に、IDS (Intrusion Detect System[6][7][8][9][10])や IPS (Intrusion Prevention System[11])など
の対異常通信防御の機能を持つネットワークアプライアンスを設置して、内部の情報資源
の防御を行うのが一般的になっている。 
 加えて、DDoS(Denial of Service)攻撃のような異常通信が、クライアントとサーバの間に





因となる P2P (Peer to Peer) などの過大通信や、DoS (Denial of Service)、DDoS (Distributed 
Denial of Serive) などのルータやサーバの攻撃を目的とした不正通信など各種の異常通信を
確実に探知、排除したいとの要求が高まりつつある。 
 対異常通信防御の機能を持つネットワークアプライアンスは、ネットワークを流れるパ













 汎用プロセッサや ASIC (Aplication Specific Integrated Circuit)等の従来のプロセッサは、高
速演算性能と柔軟性のいずれか一方が不足しているという点で問題である。一方で、動的
 36 
再構成 LSI[112][113][114][115]は、実行エレメント(Execution Element: EXE)、 遅延エレメン
ト(Delay Element: DE)、メモリエレメント(Memory Element)等の多くの演算エレメント
(Processin Element: PE)から成る演算領域を備える。これらのエレメントは、セレクタを経由
して相互に接続しており、パイプライン演算によって ASIC 並みの高速演算性能を実現する。

































図 10 ネットワークエッジにおける対異常通信防御機能 
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いるため、毎秒 15Mパケット(pps) (10 Gbps相当)を転送する広帯域回線から高速応答で異常
通信を探知する IDS の機能を必要とする。加えて、正規通信を保護しつつ、探知した異常
通信のパケットを廃棄したり帯域を制限したりする IPSの機能を必要とする(図 11)。 
 
3.2.1 IDS部の概要 


































 本アルゴリズムは、a)と b)を用いることで、DDoS やワームを探知する。更に、パケット
























 ケース１ ケース２ 
データパケットの返信先数 1 1 
接続要求パケットの送信元数 1 11 
判定結果 正常 異常 




















































 ケース１ ケース２ ケース３ 
判定対象の端末が使うポート番号の数 4 1 4 
対向端末の使うポート番号の数 1 4 6 
判定結果 クライアント サーバ P2P 

























パケット廃棄、P2P 通信の帯域制限、DDoS 攻撃のパケット排除、正規通信の保護を行う。 
 一例として、IPS 部が DDoS 攻撃を受けた時に、正規通信を保護する方法を図 14に示す。
クライアントから TCP の接続要求を行う SYN パケットを受け取ると、まず、ランダムな値
B を送信シーケンス番号(SEQ 番号)に付与した SYN-ACK パケットを返信する(図 14 ①)。
SYN-ACKパケット返信後に、受信シーケンス番号(ACK番号)が B+1である ACKパケット
を受信すると図 14 ②)、正規通信と判定して TCP コネクションを確立する[117]。クライア
ントとの間で TCP コネクションが確立したら、次にサーバとの間で TCP コネクションの確
立を開始する。サーバから受け取った SYN-ACKパケットが記載する SEQ番号の値 C(図 14 
③)を用いて、データパケットの SEQ番号や ACK番号の変換を行う(図 14 ④⑤)。 
 上記のように、対異常通信防御装置の IPS部は、往路と復路のパケットのシーケンス番号
の整合性に基づいて、正常か異常かを判定して、TCP コネクションを継続するか否かを決





 本研究において提案する対異常通信防御機能は、図 15 および表 1 に示すように、パケ
ットデータ抽出/転送部，対異常通信防御部，アルゴリズム更新部の 3つの部分から成る。 







































図 14 正規通信の保護 
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図 15 対異常通信防御機能の構成要素 
表 1 対異常通信防御機能の構成部 














































































































TCPコネクションの特定 3-Way-Handshake TCPオプション シーケンス番号 時間  
図 17 専用テーブルの例（SYNフラッド DDoS攻撃用） 
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末の IP アドレス及びポート番号と、シーケンス番号と、TCP の 3-way-handshake [121]の手
続きに関する SYN や SYNACK パケットの有無と、通信開始時刻・最終時刻と、クライア







 図 18 には、本研究で試作した対異常通信防御アルゴリズム(詳細は 3.4.2)を、対 DdoS / 
Worm / P2P 用に特化した 3つのアルゴリズムに分割して搭載する方法を示す。各アルゴリ

































図 18 従来の異常通信毎に特化した防御 
 
表 2 対異常通信防御アルゴリズムの構成要素 
# 構成要素名 構成要素の役割 
1 探知演算部 各通信に対して異常/正常を判定 
2 通信統計テーブル 異常/正常判定に用いる通信統計情報を記録 
3 防止演算部 異常と判定した端末がやり取りするパケットデータを詳細に解
析して、遮断/通過を判定 
4 セッション統計テーブル 遮断/通過判定に用いるセッショ統計情報を記録 
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全数解析は、プロセッサ内部のキャッシュメモリやプロセッサ外部の SRAM (Static Random 




表 3 従来方式と提案方式の比較 
 パケットデータ抽出/転送部 対異常通信防御部 アルゴリズム更新部 






































 対異常通信防御アルゴリズムを実行する動的再構成 LSI の実行エレメントの数には、チ
ップ面積に依存して上限がある。そのため、対異常通信防御アルゴリズムを実行する動的
再構成 LSIの実行エレメントの数は、防御すべき異常通信の種類が増加(目標 DDoS / Worm / 
P2P の 3種類)したとしても、一定数(目標エレメント数 672)以下に抑える必要がある。 
















 図 22 を用いて提案方式の例を示す。本例では、3.2.3 節記載のパケットデータ抽出/転送








































































図 22 アルゴリズムの無瞬断更新を実現する構成 
 
表 4 無瞬断更新を実現する構成 
# 構成部の名前 構成部の役割 
1 機能更新判定部 演算に不必要なデータ入力が一定時間継続するか否かの判定 
2 データ分配回路 1 受信パケットをペイロード、ヘッダの一部などに分割して出力 
3 データ分配回路 2 再構成回路 1やデータ分配回路 1からの出力データを、前段バッファを
使用してタイミングを揃えて結合して出力 
4 データ結合回路 再構成回路 2やデータ分配回路 2からの出力データを、前段バッファを
使用してタイミングを揃えて結合して出力 
5 リタイミングバッファ 1 データ分配回路 1 と再構成回路 1からのデータを出力する時間を調整 
6 リタイミングバッファ 2 データ分配回路 1 と再構成回路 2からのデータを出力する時間を調整 
7 再構成回路 1 異常探知部のアルゴリズム搭載 



























ワーム、P2P)を探知して制御する対異常通信防御機能を、168 個の 32 ビットの実行エレメ





元 IP アドレスと宛先 IP アドレスを持つ背景通信パケットと、DDoS、ワーム、P2P 等の異
常通信パケットをパケットデータ抽出部へ最大 83Mpps(最小フレーム長である 64 バイト長
















 また、一括防御する提案方式を用いて、実行エレメント(3 個の動的再構成 LSI に相当)の
使用数を 432 個に増やすと、図 25 に示すように、抽出データの入力ビット幅を 32 ビット















 セッションテーブルは、32 ビット×4K エントリの 16KB のメモリエレメント 6 個を用い
て、2 つの IP アドレスおよび 2 つのポート番号の間で行われている通信毎に、シーケンス








プログラミング 設計ツール  
図 24 シミュレーション環境 
 











一括防御 332 2 オンチップ No 20Mpps  
特化防御 435 3 オンチップ No 20Mpps  
一括防御 432 3 オンチップ No 83Mpps  
一括防御 600 4 チップ外付 Yes 83Mpps  
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32 ビット×6の単位で 1回ずつ読み書きを行う。 



















































































図 26 対異常通信防御部の構成図 
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あたり 3から 18パケットにセットした。異常通信(DDoS)の帯域 Bと対異常通信防御時間 T
の関係を図 27に示す。 
 異常通信の最初の 3～18 個のパケットの解析が完了すると、異常通信の排除が始まるた
め、対異常通信防御時間 T は、3～18/B 秒となった。異常通信(DDoS)の帯域 B が 83kpps 以
上であれば、36μ秒以下の短時間での対異常通信防御が実現できた。これにより、動的再構







FCS (Frame Check Sequence)を含めた到着間隔は 1230 nsとなる。設計した対異常通信防御部
をデータが通過する時間は 852 ns (142クロックサイクル相当)であり、アルゴリズムを変更
するために必要な時間は、102 ns (17クロックサイクル相当)であった。 
 10Gbps × 4 回線における帯域利用率とアルゴリズム無瞬断更新が可能な時間帯の割合の
関係を図 29に示す。 
 アルゴリズムを無瞬断で更新可能な時間帯は、帯域利用率が増加するに従い減少するが、
帯域利用率が 100％のときでも、全時間帯の 1500分の 1 (1時間に 24M回のアップデートが
可能)を占めることを確認した。これは、データ通過時間とアルゴリズム更新時間を合わせ

































ト 332個(表 5)から成る対異常通信防御機能を動作させた。実験評価で使用した構成を図 30
に示す。 
 トラフィック生成装置は、背景通信としてランダムな送信 IP アドレスと宛先 IP アドレス
を持つパケットを最大 6Mpps(最小フレーム長 64 バイト換算で 4Gbps 相当)にて送信した。




(図 30)。50msの RTT を生成することで無線網などのアクセス回線を模擬し、200msの RTT
を生成することでWANなどの広帯域回線を模擬した。 
 動的再構成 LSI と汎用プロセッサのパケット解析演算性能の比較結果を表 6 に示す。動
的再構成 LSIの演算性能は、汎用プロセッサよりも 300倍高速であることが分かった。 
 次に、動的再構成 LSI を使用したパケット全数解析と、汎用プロセッサを使用したパケ
ット標本解析(サンプリングレート：1/2048)を用いて、対異常通信防御時間(異常通信の開始
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図 29 アルゴリズムアップデートが可能な時間帯の割合と帯域利用率の関係 
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けている時に、提案する対異常通信防御機能を有効にした場合の PC3 のスループットを図 
31 ①に示した。対異常通信防御機能を有効にすることで、DDoS 攻撃のパケットが直ちに
排除され、PC1 は PC3 への接続が可能となる。更に、PC2 が P2P アプリケーションを動作
させて PC3-6 と P2P パケットをやり取りしている時に、提案する対異常通信防御機能を有
効にした場合の PC2 のスループットを図 31 ②に示した。対異常通信防御機能は、P2P 通
信のパケットが使用する帯域を、有効後直ちに 1Mbpsに制限することを確認した。 
 続けて、異常通信(DDoS 攻撃)のスループットを 512ppsとして、背景通信のスループット
を 0 から 6Mpps にした際の、対異常通信防御時間を評価した。異常通信の帯域占有率と対




御の評価では、異常通信探知用の閾値を 20 秒あたり 1000 パケットとすることで、異常通
信の探知に最低 10個のサンプルパケットの受信が必要となるように設定した。 






















図 30 実験で使用した評価構成 
 
表 6 パケット解析演算性能の比較 
プロセッサ プロセッサ数 パケット解析スピード 
シングルコア汎用プロセッサ 1.5 GHz [127] 1 0.01Mpps  
動的再構成 LSI 166 MHz [112][114][115] 2 3Mpps  
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 以上により、動的再構成 LSI を用いたパケット全数解析は、汎用プロセッサを用いたパ
ケット標本解析(サンプリングレート：1/2048)と比較して、異常通信の帯域占有率が 10-3の
ケースで、対異常通信防御時間を平均 30 秒から 0.01 秒へと 3000 倍高速化することを確認
した。 





を図 33 に示す。一般ユーザのインターネット回線における実効速度が 1～数十 Mbps であ






















































 本研究では、以下の 3 つの手法①～③を用いることで、様々な異常通信の高速探知と、
高スループットを維持しつつ無瞬断でのアルゴリズム更新を可能とする対異常通信防御機
能を提案した。 






① 83Mppsのスループットにおける 1秒以内の対異常通信防御 
② 従来の特化防御方式と比較して回路量を 24％削減 







10-1 110-3 10-210-5 10-410-6









図 33 異常通信端末の帯域占有率と見逃し率の関係 
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り少ない 432個の実行エレメント(動的再構成 LSIの 3個分に相当)を使用することで実現す
る見通しを得た。更に、10Gbps × 4 回線からパケットが対異常通信防御装置に到着する環境
において、アルゴリズムを無瞬断で更新可能な時間帯は、帯域利用率が増加するに従い減
少するが、帯域利用率が 100％のときでも、全時間帯の 1500分の 1(1時間に 24M回のアッ
プデートが可能)を占めることを確認した。設計した対異常通信防御部をデータが通過する
時間は 852 ns (142クロックサイクル相当)、アルゴリズムの変更を指示してから実際に更新
が完了するまでに必要な時間は 102 ns (17 クロックサイクル相当)であり、データ通過時間
とアルゴリズム更新時間を合わせた時間が 954nsとなる。一方、フルサイズ(MACアドレス






② 標本解析による従来方式よりも 3000 倍高速(0.01秒)に異常通信を防止 
③ 異常通信の帯域占有率が 10-3の時の見逃し率は、従来の標本解析と同等 
 
 具体的には、DDoS 攻撃や P2P トラフィックが流れる環境において、DDoS攻撃の排除と
正規通信の保護、および、P2P トラフィックの帯域制限を実現することを確認した。更に、
異常通信(DDoS 攻撃)のスループットを 512pps として、背景通信のスループットを 0 から
6Mpps に増加させていった際の、対異常通信防御時間を評価したところ、動的再構成 LSI
を用いたパケット全数解析による提案方式が、汎用プロセッサを用いたパケット標本解析




































 まず、プライベートクラウドを利用する際の、データセンタと拠点との間の TCP 通信を高
速化するために、ラウンドトリップタイム(RTT)とパケット廃棄(Discard/Drop)に非依存
(Independent)な輻輳制御 (Congestion Control)を行う TCP 高速化技術 RADIC-TCP [129] 










が容易な NACK (Negative Acknowledge)による再送制御方式を用いる。 
 次に、パブリッククラウドを利用する際の、クラウド利用ユーザの端末向けの TCP 通信を
高速化するために、RADIC-TCPと SACK (Selective ACKnowledgement)[130]を併用すること
で、データセンタ側に設置するだけで、モバイル端末をはじめとする多様な端末向けの通信
を高速化可能な汎用的な TCP 高速化技術である非対向設置による SACK 併用 RADIC-TCP
を提案する。本 TCP 高速化技術は、RADIC-TCP と同じ輻輳制御アルゴリズムを用いつつ、

































































































































































































4.3 従来の TCP 









 従来の TCP 通信は、ネットワークで輻輳が発生しているか否かを判断するために、パケ
ット廃棄の発生，パケット廃棄率や往復通信遅延増減に基づいて輻輳を検出する。パケッ
ト廃棄の発生に基づく輻輳検出を用いる TCP として、TCP Reno [40]，TCP New Reno [41]，
High-Speed TCP [44]，Scalable TCP [133]，BIC TCP [134]，CUBIC TCP [42]がある。パケット
廃棄率に基づく輻輳検出を用いる通信方式として、SABUL [135]がある。往復通信遅延増減















 IETF標準の TCP Reno[40]を始め、High-Speed TCP[44], Scalable TCP[133], BIC TCP [134], 












 一時的なパケット廃棄は、TCP 通信と背景トラフィックの合流地点(図 37)における短期
的(1ms以内)な競合や、無線網のビットエラーにより発生する。一時的なパケット廃棄の発




 背景トラフィックの帯域利用率は 1ms 間隔で見ると 0～100%で変動しており、ネットワ




















図 37  TCP通信と背景トラフィックの合流地点における競合 
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に転じるまで最短でも RTT の時間がかかるので、RTT に 1 回のパケット廃棄が起こる帯域
に達すると、それ以上は送信帯域が増加していかないからである。 
 パケット廃棄発生に基づき輻輳を検出する TCP の送信帯域を B，最大セグメントサイズ
を MSS (Maximum Segment Size)，パケット廃棄率を pとすると、RTT あたりのパケット廃
棄数 B*RTT/(MSS*8)*p が 1以下となる条件から、送信帯域 Bの上限を表す式 4-1が導かれ
る。送信帯域 B の上限はパケット廃棄率 pの増加に反比例して減少する。 
B*RTT/(8*MSS)*p≦1 ⇒ B≦MSS*8/(RTT*p)  (4-1) 
 例えば、TCP Star[139]は、パケット廃棄発生時の送信帯域の過剰減少を防ぐために、帯域
減少幅を ACK受信間隔に基づき必要最小限に最適化しているが、式 4-1 の上限を超えるス




-5のシミュレーション環境における TCP Starのスループット 4.0, 0.4Mbpsは、BER と
































図 39 パケット廃棄発生時に一定割合でスループット減少させる輻輳制御アルゴリズム 
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 通信遅延増加に基づいて輻輳を検出する TCP として、TCP Vegas [136], Fast TCP [45]があ
る。これらの TCP は、往復通信遅延 RTTが増加したときに輻輳発生と判断して、送信帯域
を減少させる。TCP Vegas は、RTTが予め定めた閾値を超えた時に、RTT毎にMSS*8/RTT
の割合で送信帯域を線形減少させる。Fast TCP は、送信帯域 b (式 4-2)を、2RTT 毎に RTT
に反比例するように制御する。αは定数、RTTminは最小 RTT である。 


















































タ量を制限している。送信端末は、CWND と RWIN のいずれか小さい方のサイズのデータ
を、回線帯域を最大値としてバースト送信する。ACK が戻り新たなデータが送信可能にな





























抑制するツール(HTB [143], PSPacer [144])を用いた送信帯域の平滑化は、残存帯域が既知の
ときのみ使用可能であり、残存帯域が未知であるWAN やインターネットでの利用は困難で
ある。 
 従来 TCP のスループットをミクロで見ると、ウィンドウサイズを用いた送信量制御の影
響によりバーストトラフィックの繰り返しとなる。バーストトラフィックは、トラフィッ




 図 44には、回線帯域が 1Gbpsから 100Mbpsに小さくなるボトルネックを持つ RTT 100ms
のネットワークにおける TCP Reno [40]のスループットを、マクロ(100ms 平均)とミクロ
(10ms平均)で示す。 








































図 44 マクロとミクロで見たスループット 
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4.3.3 SACKを用いた再送制御 




















 受信端末は、ネットワークで断続的に発生した 5つのパケット廃棄(図 45の B, D, F, H, J)
により、5つの不連続なデータ(図 45の C, E, G, I, K-L)を受け取ると、最初の 3つの不連続




号に基づいて廃棄したパケットのデータ(図 45 の B, D, F, H)を推定して再送を行う。廃棄し
たパケットのデータ(図 45の B, D, F, H)が再送により受信端末に到着すると、受信端末が記
録していた不連続な受信データ(図 45の C, E, G)の位置は消滅する。更に、受信端末は、末
























































































































































① 端末へのインストール不要で全ての端末の TCP 通信を高速化 
② TCP 通信を用いるアプリケーションを一律に高速化 







 提案する TCP 高速化技術 RADIC-TCP はカーネルに入れて動作させることが理想だが、
本研究ではネットワークアプライアンスに搭載してプロトコルコンバータとして動作させ







や XCP[147]などと異なり、TCP パケットに準拠したまま、IP アドレスやポート番号を変更















 特徴①～⑤は、TCP 通信を維持したまま TCP 通信高速化を行うネットワークアプライア




 提案する RADIC-TCP は、パケット廃棄率の変化率に基づいてネットワークの輻輳を検出
して輻輳制御を行う。送信端末は、SACK や NACK から推定した廃棄パケットのデータサ
イズ積算値を、パケット送信時刻と ACK 到着時刻の差から得た RTT で除算することで、


















のため、RADIC-TCP の利用帯域は、図 46に示すように回線最大帯域付近で安定する。 





































































ぎの大きさに応じて変化するが、パケット廃棄率 pの変化率 Δpは小さい(図 48左側 2列)。
一方、他のトラフィックとの競合により継続的なパケット廃棄が発生した場合、パケット
廃棄率 pは競合トラフィックの大きさに依存するが、パケット廃棄率 pの変化率 Δp は大き
い(図 48右側 2列)。 

















Δ p Δ p Δ p時間 時間 時間 時間
スループット スループット
時間 時間 時間 時間RTT


















図 48 一時的廃棄と継続的廃棄の識別 
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 図 49 には輻輳制御の概念図を示す。計測間隔と比較して十分短い RTT 未満のミクロな
背景トラフィックの帯域変動との競合により一時的なパケット廃棄が発生する時など、パ
ケット廃棄率 pの変化率 Δpが小さく閾値 k未満のケースでは、送信帯域を増加させる(ステ
ート 1)。一方、RTT 以上のマクロな背景トラフィックの帯域変動との競合により継続的な
パケット廃棄が発生する時など、パケット廃棄率 pの変化率 Δpが大きく閾値 kを超過する
ケースでは、RTT 前の送信帯域が残存帯域を超過してネットワークに輻輳が発生したと判
断し、輻輳の原因となった RTT 前の送信帯域から、輻輳発生時の直近の廃棄帯域を減算し
た値を、新たな送信帯域とする(ステート 2)。ステート 2 において、パケット廃棄率の変化
率が閾値未満となれば、送信帯域の増加を開始する(ステート 1)。 
 なお、廃棄帯域は、SACKや NACKから推定した廃棄パケットのデータサイズ積算値を、
パケット送信時刻と ACK 到着時刻の差から得た RTT で除算することで得る。パケット廃
棄率は、直近の廃棄帯域を RTT前の送信帯域で除算することで得る。 
 提案 TCP と従来 TCP の輻輳制御についての比較を、輻輳検出方式，輻輳検出後の帯域
減少方式，輻輳未検出時の帯域増加方式のそれぞれについて表 7に示す。 




































 提案する RADIC-TCP は、ウィンドウサイズ(RTT あたり送信量)の代わりに、4.4.1節で推
定した残存帯域に基づくトークンサイズ(1 ミリ秒あたりの送信量)を制限することで送信量













 提案する RADIC-TCP は、廃棄が発生すると、SACK の代わりに NACK (Negative 
表 7 輻輳制御まとめ 















パケット廃棄発生時に定率(50%)減少 線形増加(RTTあたり MSS*8/RTT) 
High Speed TCP[44] パケット廃棄発生時に定率(<50%)減少 線形増加(TCP Renoよりも大) 
Scalable TCP[133] パケット廃棄発生時に定率(12.5%)減少 指数増加 
BIC TCP[134] パケット廃棄発生時に定率(12.5%)減少 
バイナリ探索に基づく増加と 
指数増加 
CUBIC TCP[42] パケット廃棄発生時に定率(10%)減少 3次関数 


































Fast TCP[45] 通信遅延増加に反比例して減少 通信遅延減少に反比例して増加 
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図 51 全廃棄箇所の高速再送 
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ARP, ICMP, UDP, etc
提案するRADIC TCPを適用するプロトコルコンバータ
 


























FTP/CIFS送受信端末(提案TCP適用)： CPU:2.0GHz, memory:1Gbytes, OS: most popular OS since 2001 
FTP/CIFS送受信端末(通常TCP適用)： CPU:2.8GHz, memory:8Gbytes, OS: Linux 2.6.18
プロトコルコンバータ ： CPU:2.8GHz, memory:8Gbytes
/ I ( )： :2.0 z, e ry:1 bytes, : st p pular  since 2001 
/ I ( )： :2.8 z, e ry:8 bytes, : inux 2.6.18
： :2.8 z, e ry:8 bytes
 
図 55 実験評価で使用した基本構成 
 
表 9 実験評価の項目 

























































(9) 提案TCPと標準TCPの間の公平性 提案TCPと標準TCPの併用 TCP Reno 
IETF標準のTCPであり、 
公平性の基準となるため 
(10) 異なるRTTを持つ通信間の公平性 複数の遠隔拠点との通信 ― ― 





























 送受信バッファが 128KB のとき、CUBIC-TCP のスループットは、送受信バッファサイズ





バーストトラフィックが発生しやすくなり(図 44参照)、回線帯域が 1Gbpsから 100Mbpsへ
と狭くなるボトルネック箇所において高頻度でパケット廃棄を引き起こす。その一方で、
RADIC-TCP は、送受信バッファが 4～16MB のときに、CUBIC-TCP よりも大きいスループ
ットを実現した。送受信バッファが 4MB で RTT が 500ms のとき、RADIC-TCP は理論値
 85 
64Mbpsの 77％に相当する 49Mbpsのスループットを実現した。 
 次に、100Mbps回線を 1Gbps回線に変更して、代表的な汎用アプリ FTP と CIFS (Common 
Internet File System)のスループットの RTTへの依存性を評価した。図 55に示す評価構成に
おいて、エミュレータの帯域制御を OFFとし、WAN 環境でのパケット廃棄を模擬するため
平均 0.01％のパケット廃棄を発生させた。RTTを 1～500msに変化させて、Linuxの FTPや、
Windows 7 の CIFS を用いて 1Gbytes のファイルを転送したときの RADIC-TCP と
CUBIC-TCP と Compound TCP (CTCP)のスループットを測定した。TCP のウィンドウサイズ
(送受信バッファ)最大値を FTP では 16Mbytes、CIFS では 8Mbytesとしたときの結果を図 57




近づいた。RADIC-TCP を用いた FTP は、RTT 50ms 以上で CUBIC-TCP の 10 倍以上、




 提案する RADIC-TCP の一時的なパケット廃棄率への依存性を評価するために、実験環境
を用いてパケット廃棄率とスループットの関係を評価した。 
 日本と北米東海岸の間のインターネットの RTTは平均で約 200msであり、パケット廃棄
率は 0.1～1％程度であった。これらの測定値に基づいて、エミュレータにおいて、200ms
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図 59 100Mbps回線におけるパケット廃棄率とスループットの関係 
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 送受信バッファが 128KBのとき、CUBIC-TCPのスループットは、パケット廃棄率が 0.01％
以上の領域で、パケット廃棄率が 10倍になる毎に 3分の 1に減少した。送受信バッファが
4～16MB のときも、CUBIC-TCP のスループットは、パケット廃棄率が 0.001％以上の領域
でパケット廃棄の増加に応じて減少した。パケット廃棄率が 0.1％のときは、送受信バッフ
ァを 128KB の 32, 128 倍に増加させても、スループットの改善効果は 2倍未満となった。一
方、提案する RADIC-TCP のスループットは、送受信バッファが 4～16MB のとき、パケッ
ト廃棄率がインターネットの平均に相当する 0.1～1％のときで、CUBIC-TCP より 10倍以上
大きかった。送受信バッファが 32, 64, 146MBへと増加するに従い、パケット廃棄率 1％以
上の領域でスループットが増加した。 
 次に、100Mbps 回線を 1Gbps 回線に変更して、スループットの一時的なパケット廃棄へ
の依存性を評価した。図 55 の評価構成において、エミュレータの帯域制御を OFF とし、
日本－北米東海岸に相当する 200msの RTTを発生させた。パケット廃棄率を 0.001～10%に
変化させて、FTP を用いて 1Gbytesのファイルを転送したときの RADIC-TCPと CUBIC-TCP
のスループットを測定した。TCP のウィンドウサイズ(送受信バッファ)最大値を 16Mbytes
としたときの結果を図 60に示す。 
 CUBIC-TCP はパケット廃棄率の増加に伴いスループットが 0.1Mbpsまで低下する一方で、
提案する RADIC-TCP はパケット廃棄率の増加に伴うスループット低下が緩やかで、ウィン
ドウサイズと RTT で定まる限界に近づいた。パケット廃棄率 0.01%以上で、CUBIC-TCP の
10 倍以上のスループットを実現した。 
 また、SACKによる再送(4.3.3節記載)を用いた RADIC-TCP と、NACKによる再送(4.5節
の図 52 記載)を用いた RADIC-TCP を比較すると、パケット廃棄率が 0.1％を越えたときに



































 最後に、パケット廃棄発生に基づいて輻輳を検出する従来 TCP のスループットと 4.3.1節
に記載の理論上限値を表す式(4-1)との一致性や、パケット廃棄率の変化率に基づいて輻輳
を検出する提案 TCP の優位性を示すため、図 61 に示す構成を用いて実験評価を行った。
全リンクを 1Gbps とし、エミュレータにて日米間 WAN に相当する往復 200ms の通信遅延
を発生させた。標準 TCP を RADIC-TCP に変換するプロトコルコンバータは端末とエミュ
レータの間に挿入した。 
 従来 TCP として、文献[42][139][135]記載の CUBIC-TCP，TCP-Star，SABUL の制御方式
を実装して評価に用いた。CUBIC-TCP は、パケット廃棄発生時に送信帯域を定率減少させ
る代表例であり、減少率が 10%と最も小さい。TCP-Star は、パケット廃棄発生時に送信帯
域の減少幅を ACK 受信速度に応じて最適化する代表例である。SABUL は、パケット廃棄
率に基づき輻輳を検出する代表例である。 
 TCP のウィンドウサイズ(送受信バッファ)最大値を 256MB として、往路と復路のそれぞ
れで廃棄を 0.01, 0.1, 1%でランダム発生させた時のスループットを図 62 に示す。MSS 
(Maximum Segment Size)は 1460 bytesとした。 
 TCP Starのスループットは、パケット廃棄発生に基づく輻輳検出方式の式(4-1)の上限値と



















































図 62 RADIC-TCPと従来 TCPのスループット比較 
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 一方、一時的なパケット廃棄を輻輳発生と見なさない RADIC-TCP のスループットは、712
～860Mbps となり、4.3.1 節の式(4-1)の上限値の 1.4～116 倍となった。日米間 WAN に相当






き輻輳検出する従来 TCP よりも優位なことを示す。 
 通信遅延増加に基づき輻輳検出する従来 TCP として、文献[45]記載の Fast TCP の方式を
用いた。TCP Vegas[136]よりも帯域増減幅が大きく、残存帯域への追従能力が優れているた
めである。送信帯域を決定するための式(4-2) (4.3.1節)の変数 αは 0.05とした。 
 図 63に示す構成でシミュレーション評価を行った。競合によるパケット廃棄を模擬する
合流箇所としてスイッチを備え、全回線を 100Mbps でリンクアップさせ、エミュレータに
て、日米間WANに相当する往復 200msの通信遅延を発生させた。標準 TCPを RADIC-TCP
に変換するプロトコルコンバータを端末とスイッチの間に挿入した。 
 合流箇所のスイッチのキュー長を 1MB として、20Mbpsの背景トラフィックと 1.6秒毎に
0.4秒間競合する環境をケース 1とする。一方、合流箇所のスイッチのキュー長を 128KB と
して、50Mbps の背景トラフィックと 1.6 秒毎に 0.4 秒間競合する環境をケース 2 とする。
ケース 1 は通信遅延が大きくてもパケット廃棄が少ないケースを模擬し、ケース 2 は通信
遅延が小さくてもパケット廃棄が多いケースを模擬する。これら 2つのケースについて TCP
の送信帯域を評価した。ケース 1, 2における RADIC-TCP と Fast TCP の送信帯域の時間推
移を図 64と図 65に示す。 
 ケース 1では、Fast TCP と背景トラフィックの競合により、RTTは最大で約 260msとな
るがパケット廃棄は発生しない。パケット廃棄が発生しないにも関わらず、Fast TCP は輻輳
発生と判断して、送信帯域を最小 73Mbpsにまで低下させる。一方、ケース 2では、Fast TCP



























 上記のように、Fast TCP は、キュー長が大きいときの背景トラフィックとの一時的な競合
による送信帯域の過剰減少や、キュー長が小さいときの背景トラフィックとの競合による
パケット廃棄の大量発生を引き起こす場合がある。 
 一方、RADIC-TCP は、ケース 1の 1, 3回目の競合ではスイッチのキューが溢れず、パケ
ット廃棄が発生しないので、パケット廃棄発生ベースの TCP 同様に、送信帯域を減少させ
ない。ケース 1 の 2 回目の競合では、スイッチのキューが溢れて、パケット廃棄の発生に
よりパケット廃棄率が増加するので、廃棄帯域の大きさに応じて送信帯域を減少させる。















































 提案する RADIC-TCP が、残存帯域が急激に変化する環境において、残存帯域を使い切る
能力を評価した。評価構成を図 66に示す。エミュレータで往復 200msの通信遅延を発生さ
せ、UDP トラフィックと TCP トラフィックが合流するスイッチのキュー長を 128KB、フロ
ーコントロールを OFF とした。UDP トラフィックの 50Mbps での送信と停止を 1 秒毎に交
互に行うことで、残存帯域が 50Mbps と 100Mbps の間で 1 秒毎に交互に変化する環境を作
成した。RADIC-TCP によるプロトコルコンバータは端末とスイッチの間に挿入した。 
 FTP を用いて 146Mbytes のファイルを転送したときの RADIC-TCP と CUBIC-TCP のスル
ープットの時間変化を測定した。TCP のウィンドウサイズ(送受信バッファ)最大値を
16Mbytes としたときの結果を図 67 に示す。図 68 には、RADIC-TCP のスループット詳細
を示した。 
 従来 TCP の CUBIC-TCP は、廃棄発生に基づく輻輳制御を用いるため、UDP トラフィッ
クとの競合で発生する一時的なパケット廃棄により、送信帯域を過剰に減少させやすく、
































































パケット廃棄に依存せず、UDP トラフィックの使い残した残存帯域の 50～100Mbpsの 1秒
毎の変化に応じて、送信帯域を変化させ、平均 75Mbps ある残存帯域のうち 68Mbps(90％)






 提案する RADIC-TCP のスループットのボトルネックのキュー長への依存性を評価した。
評価構成を図 69に示す。送受信端末とエミュレータを 1Gbpsでリンクアップさせ、エミュ

























図 69 ボトルネックの存在する評価環境 
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ー長を 64～1024Kbytes に変化させて、FTP を用いて 100Mbytes のファイルを転送した時の
RADIC-TCP と CUBIC-TCP のスループットを測定した。TCP のウィンドウサイズ(送受信バ









レータの帯域制御を OFF とし、200ms の RTT と 1％のパケット廃棄率を発生させた。FTP
を用いて 1Gbytes のファイルを転送したときの RADIC-TCP と CUBIC-TCP のスループット
を測定した。TCP のウィンドウサイズ(送受信バッファ)最大値を 16～256Mbytesに変化させ
たときの結果を図 71 に示す。 
 ウィンドウサイズを大きくすれば、TCPのスループットを増加可能と考えられがちだが、
WAN やインターネットのように他のトラフィックとの競合によるパケット廃棄が発生す
る環境では、図 71 に示すように、ウィンドウサイズ最大値を大きくしても CUBIC-TCP の
スループットは 0.6Mbpsのまま大きくならない。一方、RADIC-TCP のスループットは、ウ






























図 70 キュー長とスループットの関係 
 
 94 
(9)提案 TCPと標準 TCPの間の公平性 
 提案する RADIC-TCP は、WANやインターネットを他の TCP と共に利用する場合、帯域
を使い切りつつ標準的な TCP の帯域を保護することが重要である。RADIC-TCP と標準 TCP
の間の公平性を評価するため、本研究では、図 55の構成を用いて、RADIC-TCP と標準 TCP
が 100Mbps回線を共有する試験を行った。RTT を 2, 20, 200msとして、RADIC-TCP と標準
TCP のスループット推移を計測する評価を行った。標準 TCP として IETF標準の TCP Reno
を SACKと共に用いた。TCP Renoの送受信バッファサイズは、非力なモバイル端末やタブ
レット PC などを想定した 128Kバイトとした。一方、RADIC-TCP の送受信バッファサイズ
は 16 Mバイトとした。RADIC-TCP が、非輻輳発生時に送信帯域を線形増加させる時間は、
帯域遅延積を 40*MSS で除算した値とした。 
 TCP Reno が FTP 上で 146MB のファイル転送を開始してから、RADIC-TCP が FTP 上で
146MB のファイル転送を開始したときのスループットを、RTT 2, 20, 200msのそれぞれのケ
ースについて図 72，図 73，図 74に示した。 
 RTT が 2msのときは、TCP Renoと RADIC-TCP の間でスループットを 55Mbps、45Mbps
に分け合い、TCP Renoの最大帯域の方が大きかった。RTTが 20msのときは、TCP Renoと
RADIC-TCP の間でスループットを 52Mbps、48Mbpsに分け合い、TCP Renoの最大帯域の方
が大きかった。以上、RTT 20ms以下では、RADIC-TCP が帯域を使い切りつつ標準的な TCP
の帯域を保護できることを確認した。RTT が 200msのときは、TCP Renoの最大帯域は、競
合が発生していない時でも 12Mbps となり、回線帯域を使い切ることができなかった。
RADIC-TCP が通信を開始して競合が発生し始めると、TCP Reno の最大帯域の減少は
12Mbpsから 10Mbpsへの 17％に留まり、十分な帯域を確保して通信すること可能であった。
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を持つ 2つの RADIC-TCP の通信コネクションが、100Mbpsの回線帯域を共有する際の帯域
分配を、図 75の実験構成を用いて評価した。 




ネクション#2の RTT を 200 msに固定して、通信コネクション#1の RTT を変化させた。 
 各通信コネクションにおいて、146 MB のファイルを FTP 転送した際の各コネクションの
通信帯域を図 76 に示す。通信コネクション#1 の RTT が変化しても、各通信コネクション


























図 75 異なる RTTを持つ TCPセッション間の帯域分割の評価構成 
 




































コルコンバータで設定する上限帯域を 10Mbps として、エミュレータで 200ms の RTT を発
生させて、RADIC-TCP を用いる端末間で 10本、または 50本の FTP コネクションを生成し
て、それぞれの FTP コネクションでファイルを転送する試験を行った。 
 10 本の FTP コネクションを生成して、各コネクションで 146MB のファイルを同時に転
送した際の帯域分割の時間推移を図 77 に、50 本の FTP コネクションを生成して、各コネ
クションで 10MBのファイルを同時に転送した際の帯域分割の時間推移を図 78に示した。 
























































































































































施した。本試験により、非対向設置による SACK併用 RADIC-TCP の実際のネットワーク環








表 10 実験緒元 
機材 詳細 
Webサーバ CPU：動作周波数 2.7-3.4GHz, キャッシュ 4MB [158] 
メモリ：DDR3-1333MHz 8Gバイト(デュアルチャネル) 




CPU：動作周波数 2.7-3.4GHz, キャッシュ 4MB [158] 
メモリ：DDR3-1333MHz 8Gバイト(デュアルチャネル) 
OS：オープンソースの OS [160] 
スマートフォン CPU：汎用プロセッサ 



















図 79  LTE網または 3G網を用いた評価構成 
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 実験室内に、データ送信用の汎用プロセッサ[158]と商用 OS[159]を搭載した Web サーバ
と、非対向設置による SACK 併用 RADIC-TCP を用いた TCP 通信高速化ネットワークアプ
ライアンスを設置し、1Gbps でリンクアップさせた。RADIC-TCP が、非輻輳発生時に送信
帯域を線形増加させる時間は、帯域遅延積を 40*MSS で除算した値とした。TCP 通信高速
化ネットワークアプライアンスの先は 100Mbps の商用光回線(N 社[163])を利用して商用
ISP(P 社[164])ネットワークに繋がり、インターネットに接続する。実験室内において、G
社製 OS[161]を搭載したスマートフォンからWebサーバの 10MBデータに HTTPSを用いて
アクセスを行い、データ転送が完了するまでの平均スループットを測定した。Web サーバ
は、TCP 通信高速化機能が OFFの場合、Compound TCP[43]を用いて通信する。 
 通信キャリア D 社の 3G 回線および LTE 回線を使用して、TCP 通信高速化機能を ON・
OFF しながら、スマートフォン向けデータ転送を実施した時のスループットの推移を、3G
回線および LTE 回線のそれぞれについて図 80 と図 81に示した。 
 TCP 通信高速化を ON することにより、3G 回線ではスループットが 1.44Mbps から
 












図 80 3G回線における TCP通信高速化効果 
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図 81  LTE回線における TCP通信高速化効果 
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3.35Mbps へと 2.3 倍に高速化、LTE 回線ではスループットが 1.82Mbps から 2.53Mbps へと
1.4倍に高速化することを確認した。回線種別に依存せず、高速化効果が得られた。 
 新規格 LTE の RTT は 50msと、旧規格 3Gの 80msと比較して短かったが、新規格 LTE の





 無線回線の通信キャリアを D社[157]から K社[165]に、スマートフォンを G 社製 OS[161]
搭載端末から A社製 OS[162]搭載端末に変更して、(1)と同様の方法を用いて RADIC-TCP の
高速化効果の評価を実施した。評価構成を図 82に示す。 
 通信キャリア K社[165]の LTE 回線を使用して、TCP 通信高速化の機能を交互に ON・OFF
しながら、スマートフォン向けデータ転送を 2 回繰り返した時のスループットの推移を図 
83 に示す。RADIC-TCP が、非輻輳発生時に送信帯域を線形増加させる時間は、帯域遅延積
を 40*MSSで除算した値とした。 
 通信キャリア K 社[165]の LTE 回線、および G 社製 OS 搭載スマートフォンを用いても、
TCP 通信高速化を入れることにより、スループットが 10.4～10.9Mbps から 13.5～15.0Mbps
へ 1.3～1.4倍に高速化することを確認した。非対向設置方式によるTCP通信高速化機能は、











































 Web サーバや、TCP 通信高速化を行うネットワークアプライアンスの設置場所と、スマ
ートフォンからサーバにアクセスする場所を、横浜市の実験室から、文京区の実験室に移
して、同様の評価を実施した。評価構成を図 84に示す。 
 文京区の実験室に、データ送信用のWebサーバと、非対向設置方式の TCP 通信高速化を
行うネットワークアプライアンスを設置し、1Gbpsでリンクアップさせた。ネットワークア
プライアンスの先は 1Gbps の VPN 回線を経由して、つくば市の筑波大学キャンパス LAN
を通り、10Gpbs 回線で学術情報ネットワークである Science Information Network (SINET) 
[166]に接続している。その先は、SINET 経由でインターネットに接続する。文京区の実験
室において、G 社製 OS[161]搭載スマートフォン端末から Web サーバの 10MB データに
HTTPS を用いてアクセスを行い、データ転送が完了するまでの平均スループットを測定し
た。 




















TCP高速化OFF： 4.9Mbps (廃棄率 0.164%)
































図 84 経由するネットワークを SINETへ変更した評価構成 
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 Web サーバや、TCP 通信高速化を行うネットワークアプライアンスの設置場所や、スマ
ートフォンからサーバにアクセスする場所を、横浜市の実験室内から文京区の実験室内に
移して、経由するネットワークを商用 ISP から SINET に変更しても、TCP 通信高速化の機






は 51kbps 程度であり、最大スループット 32Mbps の 0.16％を占めるに過ぎず、無線ネット
ワークに過度の輻輳を引き起こしていないと考えられる。 
 同一条件の実験環境における高速化効果は、TCP 通信高速化 OFF，RTT 40ms，loss 0.16%








 東京駅，品川駅，渋谷駅，新宿駅の山手線ホームにおいて、キャリア K社の LTE 回線[165]
を使用して、TCP 通信高速化機能を交互に ON・OFFしながら、スマートフォン向けデータ
転送を複数回繰り返した時のスループットの推移を図 87、図 88、図 89、図 90 に示す。
東京駅と渋谷駅では 2回に分けて評価を実施し、新宿駅では 3回に分けて評価を実施した。 
 スマートフォンからサーバにアクセスする場所を、無線回線の混雑した場所に変更して
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図 88 品川駅からアクセスした時の TCP通信高速化効果 
 
 



















図 90 新宿駅からアクセスした時の TCP通信高速化効果 
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きな LTE 回線から、基地局エリアの小さい WiFi 回線に変更して、同様の評価を実施した。
評価構成を図 91に示す。WiFi回線として、物理的な最大帯域が 54Mbpsである 802.11gを
用いた。 




更しても、TCP 通信高速化の機能を ON することにより、スループットが 1.56 倍に高速化
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のスループットが劣化する問題を解決するために、以下 3 つの特徴を持つ TCP 通信高速化












 更に、パブリッククラウドを利用する際の、クラウド利用ユーザの端末向けの TCP 通信
を高速化するために、RADIC-TCP と SACK (Selective ACKnowledgement)[130]を併用するこ
とで、データセンタ側に設置するだけで、モバイル端末をはじめとする多様な端末向けの
通信を高速化可能な非対向設置による SACK併用 RADIC-TCP を提案した。 
 非対向設置による SACK 併用 RADIC-TCP は、NACK を用いた再送制御の代わりに、通
常の SACKを用いた再送制御を用いることで、提案した RADIC-TCP と同様の輻輳制御アル
ゴリズム[39][129] [151]をサポートしつつ、送信側に設置するだけで、受信側拠点への装置
設置や、受信端末へのソフトウェアのインストールを必要とせずに、不特定多数の端末へ
の送信方向の TCP 通信を高速化可能である。不特定多数のユーザに様々な ICT サービスを
提供するクラウド事業者は、非対向設置方式による TCP 通信高速化を用いることで、より
快適なサービスを提供することが可能となる。 
 実験評価では、標準 TCP を RADIC-TCP へ変換するプロトコルコンバータを用いて、
RADIC-TCP のスループットを評価した。残存帯域が 1 秒毎に変化する環境において、
RADIC-TCP が残存帯域を使い切ることを示した。更に、ボトルネックのキュー長に依存し
ないスループットを実現し、RTT やパケット廃棄率が大きな環境(RTT 200ms, パケット廃棄
率 0.01%以上)でも、従来 TCP 比 10 倍のスループットを実現した。パケット廃棄が発生す
る環境でウィンドウサイズを増加させても、従来 TCP のスループットは向上しないのに対






よる SACK 併用 RADIC-TCP を用いた TCP 通信高速化ネットワークアプライアンスの試作
機を用いて、実際の無線ネットワークを経由して、性能に制約があるスマートフォン向け



















































- オフロード系：SSL / IPSec，HTML / XMLテキスト解析・変換 
- 負荷分散系 ：ロードバランサ 
(2)セキュリティ系の機能 
- 統計情報系：対異常通信防御(IDS, IPS)、DPI 







汎用プロセッサや ASIC (Application Specific Integrated Circuits)はいずれか一方を欠くという
問題があった。その一方で、ネットワークプロセッサ(Network Processor: NP)、FPGA (Field 





















- 統計情報系: 対異常防御 (IDS, IPS), DPI









































を変更しようとすると、動的再構成 LSI の変更時間(1 クロックサイクル)よりも長い時間
を必要とする。再構成用のサポートツールも不十分との報告がある[171]。 
 















 そこで本章では、下記 3 方式を用いたアーキテクチャを持つ動的再構成 LSI 搭載ネット
ワークアプライアンス装置を提案する。 
 








いた DB 向けクエリトランザクションの一部と、クラウド DC のデータのキャッシュの一部




















5.3 節では、従来のアーキテクチャの 3 つの要素において用いる方式について説明する。

















































































 従来の動的再構成 LSI 搭載ネットワークアプライアンス装置は、プロセッサ外部からの
コマンドをトリガとして、搭載論理の再構成を行う。マニュアル再構成[36][172] (ケース 1)
と、汎用プロセッサを用いた外部コマンドに基づく自動再構成[72] (ケース 2: 図 97)の 2種
類がある。 
 ケース 1 のマニュアル再構成方式は、数日おきに進化する攻撃手法に対応せねばならな
い対異常通信防御用のネットワークアプライアンス装置において、数日おきに機能をアッ


















































パケットはメモリのパケットバッファエリアへ蓄積した後、汎用 CPU と動的再構成 LSIの
両方がパケットの読み出しと書き込みを行う。そのため、図 97に示すように、パケット入

































小データ群は、バッファ 2 に蓄積してから、隣の動的再構成 LSI が出力する新規データと
結合、あるいは新規生成パケットと合流して、スイッチや前段の動的再構成 LSI へと出力









































































 提案する通信情報に基づく機能の自己再構成方式では、動的再構成 LSI は、端末間の通
信状態に基づいて自律的に回路を再構成する。 
 パケット I/O は、端末間の通信状態を蓄積した通信状態テーブルと、通信状態テーブルの
通信状態を読み込んだり書き込んだり更新したりする通信状態書込/読込/更新器と、分類器
とバッファ 1, 2 (5.4.2節記載)を備える(図 100)。 



























































最大 1024 構成データ （プロトタイプ）










































 更新した通信状態は、自律再構成向け割込みを生成する PE (Prosessing Element)群と、プ
ログラム再構成向け割込みを生成する PE群へと出力される。演算マトリックスの再構成が
完了するまで、更新した通信状態と、バッファ 1 が出力したパケットは、一時的にバッフ

















 再構成が完了すると、一時的にバッファ 3 とバッファ 4 で待機していたパケットと通信
状態は、演算(PE)マトリックス上のクラウドサービス高速化系やセキュリティ系のネットワ
ークアプライアンス機能(1)(2)(5.1 節)を実行する PE 群に移動する。ネットワークアプライ
アンス機能(1)(2)を実行する PE 群での演算処理が終了すると、演算処理の結果として新た
に生成したパケットを、TCP/IP チェックサム計算後にパケットを送出する PE群を経由して
パケット I/O に送信する。 













通信、および、クラウド DC 端末との通信の 2 種類の通信を取り扱う(図 93 参照)。2 種類
の通信状態を管理するため、通信状態テーブルは、アクセス側端末とクラウド DC端末の IP
アドレス(a/c-ip)と TCPポート番号(a/c-ip)毎に 2つの通信状態(a/c-state)を蓄積する(図 101)。 
 通信状態のフォーマットの一例を図 101 に示す。この例は、HTTP に載せて SQL コマン
ドを用いた DB 操作を行う時の構成例である。2 つの通信状態を、a/c(access/cloud)-state で
示す。1 つのエントリは、20 個のアイテムから成る。a/c-ip，a/c-port の 4 個のアイテムは、
通信を特定するためのアイテムである。通信状態読込器(図 100)は、パケットヘッダに記載





 通信状態(a/c -state)は、バッファ 1から読み出したパケット記載の情報や、処理の進捗状
況に基づき遷移する(図 102)。更新済み通信状態と、バッファ 1からのパケットは、演算マ




































































































 この例では、アクセス側の端末との通信状態 a-state は、パケットデータと、通信状態テ
ーブル記載の通信状態 a-stateに応じて変化する(図 102)。 
 最初の段階では、通信状態 a-stateは TCP コネクション状態における”CLOSED” [121]を意
味する’0x0000’である。SYN パケットを受信すると(図 102 における rcv SYN)、通信状態
a-stateは、”SYN RCVD” [121]を意味する’0x0001’に変化する。更に、ACKパケットを受信
すると(図 102における rcv ACK)、通信状態 a-stateは、コネクション確立”ESTAB” [121]を
意味する’0x0003’に変化する。 
 通信状態 a-stateは、コネクション確立を表す’0x0003’に遷移した後、到着パケットのペイ
ロード内の HTTP (HyperText Transfer Protocol)の GET/POSTコマンドに応じて変化する。パ
ケットのペイロードが HTTP の GET コマンドを含み他のクエリを含まない場合、通信状態
a-state は、クライアントが要求するファイルの送信を要求する”HTTP GET”を意味す
る’0x0007’に変化する。パケットのペイロードが HTTP の POST コマンドを含み、引数とし
て”/insert”、 ”/select”、 “/check”、 “/update”、 “/delete”クエリを持つ POSTコマンドを含む
場合、通信状態 a-state は、ネットワークアプライアンスの SQLデータベースに対して、ク
ライアントが送ってきたアイテムデータの挿入/選択/確認/更新/削除を要求する” HTTP 
POST INSERT/SELECT/CHECK/UPDATE/DELETE”を意味する他の番号 0x000F、0x001F、 
0x000B. DOWNLOAD
c-state
0x0000. CLOSED 0x0001. SYN SENT (SYN送信)





0x0000. CLOSED 0x0001. SYN RCVD (SYN-ACK送信)
0x0003. ESTAB 0x0007. HTTP GET
0x04**. * DUP
0x000F. HTTP POST INSERT












0x003F. HTTP POST CHECK
POST /check HTTP受信
0x007F. HTTP POST UPDATE
0x00FF. HTTP POST DELETE
POST /update HTTP受信
POST /delete HTTP受信










図 102 通信状態(a/c-state)の遷移 
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 更に、重複 ACK[173]を持つパケットが来ると、TCP 輻輳制御の高速再送と高速回復[173]








プライアンスのメモリが蓄積していない場合、通信状態 c-stateは”SYN SENT” [121]を意味
する’0x0001’に変化する。アクセス側のクライアント端末から、キャッシュに蓄積したデー
タベースの内容をサーバにアップロードする要求を受けて通信状態 a-state が’0x0107’に変
化した時も、通信状態 c-stateは”SYN SENT” [121]を意味する’0x0001’に変化する。通信状態











LSI は、14 個の構成データを使用して、HTTP に載せた SQL コマンドにより DB を操作す
るクエリトランザクションを行うクラウドサービス高速化系(1)の機能(5.1 節)と、対異常通
信防御を行うセキュリティ系(2)の機能(5.1節)を実現する。14個の構成データのうち、構成
データキャッシュに蓄積可能な構成データは 3 つであり、残りの 11個は外部メモリの構成








































































1000クロックサイクルでのプログラム再構成 20000クロックサイクルでのプログラム再構成  








































 ネットワークアプライアンスの試作機は、図 106 に示した再構成サイクルを用いて、通






















































■TCP コネクション制御を行う構成(図 106) 
 アクセス側端末との通信状態 a-stateが、TCP セッションを確立したり廃棄パケットを
再送したりするための状態’0x0000’，’0x0001’，’0x0003’，’0x04**’である場合に、動的再






■HTTP GETコマンド受信時のファイル送信トランザクションを実行する構成(図 106) 





がMSS (Maximum Segment Size)を超える場合は、複数のパケットに分割して生成する。
クライアント要求ファイルをキャッシュ領域に蓄積していない場合は、通信状態 c-state
を’0x0001’にしてクラウド DC 側のサーバ端末と新規 TCP コネクションを張るための
SYN パケットを生成する。その後、クラウド DC のサーバ端末から SYNACK パケット









■HTTP POSTコマンド内の SQL選択(select)コマンドを実行する構成(図 106) 






■HTTP POSTコマンド内の SQL挿入(insert)コマンドを実行する構成①～③(図 106) 
アクセス側端末との通信状態 a-state が、SQL の挿入コマンドを実行するための状
態’0x000F’である場合、動的再構成 LSI は 1 枚目の構成①を使用する。本構成①は、ネ
ットワークアプライアンスの外部メモリ内の DB が、クライアントが挿入しようとする
データを既に登録しているかを判定する。判定結果に基づき、クライアントが挿入しよ






■HTTP POSTコマンド内の SQL照合(check)コマンドを実行する構成(図 106) 




■HTTP POSTコマンド内の SQL削除(delete)コマンドを実行する構成(図 106) 





■HTTP POSTコマンド内の SQL更新(update)コマンドを実行する構成①②(図 106) 
アクセス側端末との通信状態 a-state が、SQL の更新コマンドを実行するための状
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■HTTP GETコマンド内の SQLアップロードコマンドを実行する構成(図 106) 
アクセス側端末との通信状態 a-stateが、SQLのアップロードコマンドを実行するため
の状態’0x0107’である場合、動的再構成 LSI は、本構成を使用する。本構成は、クラウ
ド DC 側端末との通信状態 c-state を’0x010B’に設定して、クラウド DC 側のサーバ端末
向けに SYN パケットを生成し、更に、アクセス側のクライアント端末向けにアップロ
ードを開始したことを通知するパケットを生成する。 
■ネットワークアプライアンスの DB のデータをアップロードする構成(図 106) 























 メインプロセッサ向け動的再構成 LSI(図 107 の 1)は、376個の演算エレメント PE(168個
の実行エレメント EXE と、136 の遅延エレメント DEL と、608KByte のメモリエレメント
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RAMと、8個のダイレクト I/O と 8個のメモリ I/O を含む)から成る PEマトリックスを備え
る[114][115]。動作周波数 166MHzで稼動し、21Gbps(64-bit 166-MHz DDR)のメモリ帯域を
持つ。OS、アプリケーション、構成データは、プログラムを記憶するための EEPROM(図 107
の 8)に書き込み、シリアルポート(図 107の 9)や PCIバス(図 107の 10)経由でアップデート
する。外部メモリ(図 107の 2)は 256MByte あり、OS、アプリケーション、構成データ、デ
ータベース向けのデータを一時的に蓄積する。 
 パケットが 2本の 1-Gbps回線(図 107の 7)から到着すると、スイッチ(図 107の 5)を経由
して、L1-2 制御部(図 107 の 6)からパケット I/O の制御プロセッサ(図 107 の 3)へとルーテ
ィングされる。パケット I/O の制御プロセッサには、メインプロセッサと同一の動的再構成

















W = 15 cm
























































7) 回線 (1-Gbps full duplex LAN)











装した。実装したクエリトランザクションは、SQL over HTTP を用いた一部の SQLコマン
ドのみに対応する。また、SQLコマンドは 1パケットに収まるサイズを想定する。 
 
① 対異常通信防御の一部である IPS 機能(セキュリティ機能) 
② クライアント要求ファイルの返信とキャッシュ(クラウド DCのデータのキャッシュ) 
③ データベースに対するデータ選択/登録/削除/更新(DB 向けクエリトランザクション) 






 ネットワークアプライアンスの試作機は、図 108 に示すように、接続要求パケットであ
る SYN パケット[121]を受信すると、ランダムな値 Y を送信シーケンス番号 S.SEQ に付与
した SYN-ACKパケット[121]を返信する。その後、受信シーケンス番号 S.ACKが Y+1であ
る ACKパケット[121]を受信した時点で、正常な通信と判定する(図 108)。 










ACK (S.SEQ=X+1, S.ACK=Z+1) S.ACKがY+1とならないACKパケット
受信時には異常と判定








図 108 対異常通信防御の一部である IPS機能 
 
 127 
(図 108)。その他、同一送信元 IP および同一送信元ポート番号から連続して短期間に大量
の SYN パケットを受信した場合は、DoS 攻撃と判定してパケットを廃棄する(図 108)。 
 
クライアント要求ファイルの返信とキャッシュ 





端末に対してファイル Nのダウンロードを要求する HTTP GETコマンドを持つパケットを
受信すると、ファイル名 N を用いてファイルポインタテーブルを検索し、ファイルデータ
テーブルがGETコマンドの要求ファイル(ファイルN)をキャッシュしているかを判定する。 
GET file N HTTP
file data
ﾌｧｲﾙﾎﾟｲﾝﾀﾃｰﾌﾞﾙ ﾌｧｲﾙﾃﾞｰﾀﾃｰﾌﾞﾙ















file name cache pointer




















図 109 クライアント要求ファイルの返信と自動キャッシュ 
 128




名前と、ファイル N をキャッシュしているアドレスポインタを記録し、蓄積完了とする(図 
109)。 







ムへのアドレスポインタを記録するポインタテーブル(図 110)を、外付けメモリ(図 107 の
POST /insert HTTP Item1=A 


















POST /delete HTTP 
Item1=A from table=1










































容を、クラウド DC 側サーバ端末へアップロードするよう要求する HTTP GET コマンド付













 最初に、セキュリティ機能の試験を実施した。クライアント 2-4からサーバに向けて 100k




向けて、最大 8 つの TCP コネクションを確立して、データベースに対してアイテムデータ
の登録，削除，更新，選択のトランザクション(5.5.2節③記載)をこの順番で、各コネクショ
























































により用いられ、1つは TCP コネクションの確立時以外は用いられず、2 つは常にミスヒッ
トとなりプログラム再構成する必要がある。ヒットする構成データ 1 つと、ミスヒットす
る構成データ 2 つを繰り返し利用するため、キャッシュヒット率は 33%と低くなる。トラ
 
L4-7 層の機能を実行 (5.2節の8つの機能)




(汎用プロセッサ 2.0 GHz 21W, 1-Gbps LAN)
クライアント1-4
HTTPD とDBを実行



























のうち 1 つはパケット受信時に常にヒットして自律再構成により用いられ、1 つは TCP コ
ネクション生成時以外は用いられず、6つは常にミスヒットとなりプログラム再構成する必
要がある。ヒットする構成データ 1つと、ミスヒットする構成データ 1～2つを繰り返し利
用するため、キャッシュヒット率は 40%と低くなる。1 秒間に 5682 回、自律再構成の場合




 各トランザクションの理論性能を、以下の式 5-1に示す。式 5-1を用いて計算した理論性
能と、実際の実験評価で得られた実験性能の比較を行った。比較結果を図 113に示す。 
 





選択 削除 挿入 更新 
選択/削除 
挿入/更新 
サーバ(21 W) 機能停止 310 TPS 74 TPS 117 TPS 72 TPS 128 TPS 
ﾈｯﾄﾜｰｸｱﾌﾟﾗｲｱﾝｽ 
の試作機追加(7 W) 
防御 22500 TPS 24600 TPS 1556 TPS 1559 TPS 2273 TPS 
改善率 +防御 X73 X332 X13 X22 X18 
改善率/ 1 W +防御 X219 X996 X39 X66 X54 
 





選択 削除 挿入 更新 
選択/削除 
挿入/更新 
自律再構成 200000 22500 24600 1556 1559 2273 
プログラム再構成 
キャッシュヒット有 
0 22500 24600 0 0 284 
プログラム再構成 
キャッシュヒット無 
0 0 0 3112 3118 3125 
全再構成回数 200000 45000 49200 4668 4677 5682 
キャッシュヒット率 100% 100% 100% 33% 33% 40% 
 
 133 
P=(F-I)/(E+(1000*H(C)+20000*(1-H(C)))*R+A)   (5-1) 
P: 理論性能 
F: プロセッサの毎秒のクロックサイクル 






































E=2K(選択), 2.1K(削除), 3K(挿入), 4K(更新)
C=3
R=1(選択), 1(削除), 2(挿入), 2(更新)
A=1
 





















て切替える柔軟性の両方を備える動的再構成 LSI を用いた。更に、以下 3 つの提案方式を
用いてクラウドサービス高速化ネットワークアプライアンスを試作した。 
 






ワークアプライアンスをアクセス側端末の近いところに設定して、4 種類の SQL を用いた
DB 向けクエリトランザクションを順に継続的に実行する実験評価を実施した。提案するネ
ットワークアプライアンスを追加利用することで、消費電力の増加をサーバ消費電力の 3






















































① 83Mppsのスループットにおける 1秒以内の対異常通信防御 
② 従来の特化防御方式と比較して回路量を 24％削減 
③ 10Gbps×4本の帯域利用率 100％でも 1時間に 24M回のアップデート可能 
 
 対異常通信防御部をデータが通過する時間とアルゴリズム更新時間を合わせた時間が






② 標本解析による従来方式よりも 3000倍高速(0.01秒)に異常通信を防止 










TCP のスループットが劣化する問題を解決するために、以下 3つの特徴を持つ TCP 通信高










 更に、パブリッククラウドを利用する際の、クラウド利用ユーザの端末向けの TCP 通信
を高速化するために、RADIC-TCP と SACK (Selective ACKnowledgement)[130]を併用するこ
とで、データセンタ側に設置するだけで、モバイル端末をはじめとする多様な端末向けの
通信を高速化可能な非対向設置による SACK併用 RADIC-TCP を提案した。 
 非対向設置による SACK併用 RADIC-TCP は、送信側に設置するだけで、受信側拠点への
装置設置や、受信端末へのソフトウェアのインストールを必要とせずに、不特定多数の端
末への送信方向の TCP 通信を高速化可能である。 





・RTT 200ms, パケット廃棄率 0.1%以上で、従来 TCP 比 10倍のスループットを実現 
・パケット廃棄発生環境でウィンドウサイズに応じて RADIC-TCP のスループット向上 









・RTT 40msの LTE 回線にて、実験環境同様の約 3倍の高速化 























て切替える柔軟性の両方を備える動的再構成 LSI を用いた。更に、以下の 3 つの提案方式
を用いてクラウドサービス高速化用のネットワークアプライアンスを試作した。 
 






ワークアプライアンスをアクセス側端末の近いところに設定して、4 種類の SQL を用いた
DB 向けクエリトランザクションを順に継続的に実行する実験評価を実施した。提案するネ
ットワークアプライアンスを追加利用することで、消費電力の増加をサーバ消費電力の 3
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