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ABSTRACT
Electrical impedance tomography (EIT) is an imaging modality which is used in medicine
and industry to obtain information from inside the target. This thesis is focused on the
industrial applications.
In EIT, currents are applied through an array of electrodes attached on the surface
of the object and the resulting voltages are measured using the same electrodes. Based
on these measurements an estimate for the internal admittivity distribution is computed.
The image reconstruction in EIT is an ill-posed inverse problem.
The reconstruction in the tomographic imaging is usually made in a fixed pixel grid.
However, if it is known that the object consists of a few separate subregions of different
materials with constant admittivity values, one can employ so-called shape estimation
methods. The use of shape estimation methods makes the inverse problem less ill-posed
by using a small number of unknown parameters to describe the target.
In this thesis, novel shape estimation methods for EIT are proposed. The motivation
for the methods stems from the industrial process tomography applications of EIT. More
specifically, three different applications are considered. The first of these is the estimation
of a free-surface between air and conductive liquid in industrial process pipeline. The
second application is the estimation of the free-surface between oil and water in industrial
process pipeline. The third application is sedimentation monitoring in a separation tank.
The free-surface is an open interface between two phases. In this thesis, the free-
surface estimation methods are formulated as regularized output least squares problems.
Two different computational methods are proposed for the estimation of the free-surface
between air and liquid. One method is proposed for the estimation of the oil-water
interface.
In sedimentation monitoring, a novel shape estimation method is proposed in which
locations of two surfaces are estimated simultaneously. The proposed computational
method is based on shape estimation and state estimation formulation of the EIT prob-
lem. Sedimentation is parameterized by the locations of the phase interfaces and con-
ductivities of the phase layers.
The performance of the methods proposed in this thesis is evaluated using simulated
data. Furthermore, one air-liquid interface estimation method and the three-dimensional
sedimentation monitoring model are evaluated using experimental data. The results
indicate that the methods developed in this thesis have a promising performance.
AMS (MOS) Classification: 35R30, 35R35, 74S05
PACS Classification: 42.30.Wb
Universal Decimal Classification: 519.632
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Chapter I
Introduction
Tomographic imaging modalities have traditionally been used in medical applica-
tions. Nowadays they are utilized also in the monitoring of industrial processes.
The tomographic imaging is often referred to process tomography when it is used
in industrial context. The earliest meetings in process tomography were arranged
in the early 90’s [1, 2, 3, 4]. Furthermore, there has been four world congresses
in industrial process tomography since 1999 [5, 6, 7, 8]. Process tomography is a
growing field of research and it has become a potential measurement tool when
optimizing and controlling industrial processes.
This thesis concentrates on electrical impedance tomography (EIT). EIT is a
diffuse imaging modality in which weak alternating currents are injected into the
object via an array of electrodes at the surface of the object and the resulting
voltages are measured using the same electrodes. The objective is to estimate the
admittivity distribution inside the object based on these voltage measurements.
In many cases, the admittivity distribution carries valuable information about
the structural and functional properties of the monitored target. For example, in
process imaging different concentrations of process chemicals posses contrast in
admittivities.
The admittivity distribution inside the object is usually estimated in a local
element basis that is obtained, for example, from pixel or finite element (FE)
discretization. However, in many applications, the object is known to consist of a
few separate subregions with constant but unknown admittivities, see for example
Figure 1.1. In these situations, shape estimation techniques are a well suited
framework for the reconstruction. In shape estimation methods, the aim is to
estimate the shapes, locations and admittivities of the subregions.
In this thesis, novel shape estimation methods for electrical impedance tomog-
raphy are presented. The motivation for the methods stems from the industrial
applications of EIT. Shape estimation approaches are potential image reconstruc-
tion methods for EIT because they enable a significant reduction in the number of
unknown parameters compared to the traditional (e.g. pixelbased) reconstruction
methods.
Three different applications are considered:
1. Estimation of the shape of a free-surface between air and liquid. The free-
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surface is an open interface between two phases in an industrial process
pipeline. Two different methods for the estimation of the air-liquid interface
are proposed.
2. Estimation of the shape of a free-surface between oil and water in an indus-
trial process pipeline.
3. Sedimentation monitoring. The sedimentation process is modelled by a
three-layer model. The unknowns in the shape estimation problem are the
locations of two phase interfaces and the conductivities of three phases.
All the methods presented in this thesis are verified with simulated data and two
of them with experimental data.
One design criteria for the estimation methods of this thesis is the robustness
of the methods in situations where the number of measurements is small. The
small number of available measurements may be a consequence of some electrodes
being in contact with air or some other very insulating material. The proposed
shape parameterizations of the object can be used in the image reconstruction
with a small number of data.
Unknown
free-surface C
Homogeneous
admittivity
Electrodes
Figure 1.1: A schematic representation of a two-phase flow in an industrial pipe.
Free-surface is denoted by C. The free-surface is an open interface between two
phases in an industrial process pipeline.
Contents of the thesis
This thesis is organized as follows. Chapter 2 presents a brief review on electri-
cal impedance tomography and shape estimation methods in the context of EIT.
Furthermore, a brief review on two-phase flow applications and sedimentation
monitoring is given. In Chapter 3, the mathematical model of EIT is presented.
Furthermore, a numerical solution for the mathematical model of EIT using the
finite element method is presented and the data acquisition in EIT is briefly dis-
cussed. Chapter 4 discusses the inverse problem of EIT. The inverse problem is
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defined and the commonly used reconstruction methods are reviewed. Further-
more, the shape estimation methods developed in this thesis are reviewed. In
Chapter 5, the work is summarized. Conclusions and suggestions for the future
extensions are given.
Chapter II
Background
2.1 Electrical impedance tomography
The history of electrical impedance tomography dates back to 1978 when Hender-
son and Webster described an “impedance camera” [55] for imaging the internal
impedance of thorax. In 1980, Caldero´n formulated the problem of determining
the internal conductivity distribution based on the electrical measurements made
on the boundary [32]. This conjecture addressed by Caldero´n induced the start of
research in both theoretical and practical aspects of EIT. In 1987, Sylvester and
Uhlmann [112] solved Caldero´n’s problem for conductivities with two derivatives
in Rn, n ≥ 3. An important result in theoretical field of EIT was published by
Nachman [92]. He proved global uniqueness in R2 for conductivities with two
derivatives. In 2003, Astala and Pa¨iva¨rinta [17] proved Caldero´n’s original con-
jecture which stated that a bounded measurable conductivity can be determined
from boundary measurements in R2. Nowadays EIT has a variety of applications in
medical [123, 28, 90, 88], industrial [127, 126] and geophysical [22, 74, 108, 67, 66]
field.
In electrical impedance tomography, the aim is to reconstruct the admittivity
distribution inside the object based on the electrical measurements made on the
boundary of the object. In an EIT experiment, low amplitude alternating currents
Il are injected to the object Ω through the electrodes el attached on the boundary
∂Ω of the object and the resulting (complex valued) voltages Ul are measured using
the same electrodes. Based on these voltage data, an estimate for the internal
admittivity distribution η is computed.
In order to reconstruct the admittivity distribution inside the object Ω, that
is, solve the inverse problem of EIT, a mathematical model that describes the
observations is needed. Many different mathematical models for EIT exists but
the most successful of these has been the complete electrode model (CEM) that is
reviewed in Section 3.1.
The image reconstruction in electrical impedance tomography is an ill-posed1
inverse problem. Moreover, the solution is very sensitive to the modelling errors.
1Ill-posed means that even arbitrary small changes in the data can cause large changes into
the solution of the problem, i.e., the problem is unstable or has no unique solution.
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Due to this nature, the solution of the EIT problem necessitates that the model
for the measurements is accurate. Furthermore, due to the ill-posedness of the
problem the problem has to be regularized. In regularization, the ill-posed inverse
problem is replaced with a well-posed approximation of the inverse problem. A few
examples of traditional regularization methods are the use of truncated singular
value decomposition and truncated iterations. In this thesis, Tikhonov regular-
ization is used. It is a versatile class of regularization methods which allows one
to include knowledge of properties of the object into the inverse problem. An
extensive review of regularization methods can be found in [71].
2.2 Shape estimation
2.2.1 Shape estimation in inverse problems
Shape estimation has been widely used for example in designing optimal wings
for aeroplanes. In these situations, shape estimation is often referred to shape
optimization. The optimization is done based on certain criteria and constraints.
For example, the shapes of the wings and ship hulls have been optimized for
minimum drag etc. For references of shape optimization, see [48, 86, 13, 12, 49].
This thesis is discusses shape estimation approaches in the context of the in-
verse problem of EIT. In shape estimation techniques, the reconstruction is defined
in terms of the shapes of the subregion boundaries. Usually the boundaries are
represented by parameterized curves and the reconstruction is stated as a problem
of estimating the shape parameters given the data. With a shape parameteri-
zation, one typically has less unknown parameters compared to the traditional
pixelwise parameterization. This leads potentially to a less ill-posed estimation
problem. Different shape estimation methods for inverse problems have been pre-
viously examined, for example, in [33, 31, 14, 23, 10, 72, 80, 81].
In this thesis, the estimation methods for recovery of the shapes and locations
of open surfaces are considered. More specifically, the practical applications are
free-surface estimation and sedimentation monitoring. It is noted that the shape
estimation methods in [80, 81, 75, 18], as well as the other traditional shape
estimation methods have been developed for the recovery of closed boundaries
of subregions that are embedded in the object domain. Therefore, they are not
directly applicable for the shape estimation problems considered in this thesis.
2.2.2 Free-surface problem
The free-surface problem is related to the monitoring of two-phase flows. The
free-surface is defined as an open interface between two phases, see Figure 1.1. In
the literature, these phases are often referred to as flow regimes. Two-phase flow
monitoring is important in many areas of industry. For example, in the oil industry
one wants to determine which portion of the pipe is filled with gas or water and
which portion is filled with oil. Based on the information obtained from the flow
monitoring, the oil feed into the trunks can be optimized [45, 44]. Furthermore,
this reduces the need of oil/gas/water separation. Another example of the free-
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surface imaging can be found from the pneumatic water conveying systems. In
these systems, the pipe may be only partially filled with water and above the water
there is a void region (air). Then the aim is to find the shape of the void region,
also referred to as air slug [42, 41].
Different methods have been developed for identifying the flow regimes. In
direct measurement techniques, the flow regimes are recovered directly from the
measurements, for example photographs. The use of high-speed photography in
the flow regime identification has been examined in [37, 100]. The flow regimes are
determined from photographs by interpreting them, for example, visually and/or
statistically. Another way to identify the flow regimes is to use indirect techniques.
For example, capacitance and impedance sensors are attached on the surface of
the pipes and they are used to measure fraction of air in the pipe, see for example
[9, 113, 21]. Furthermore, X-ray techniques to determine flow regimes have been
used in [65].
Attractive techniques to identify two-phase flow regimes are the methods based
on electrical tomographic imaging. For example, electrical capacitance tomogra-
phy (ECT) has been used to monitor two-phase flows in [93, 63, 61]. ECT is closely
related to EIT and electrical resistance tomography (ERT). In ERT, the capacitive
effects are not taken into account, whereas in ECT, the aim is to reconstruct only
the permittivity (capacitivity) distribution. The use of ERT in flow monitoring
has been investigated for example in [41, 42, 95].
In this thesis, the identification of the flow regimes is done by estimating the
location and shape of the free-surface between two flow regimes in an industrial
pipeline using electrical impedance tomography. A simple application in which the
justification of the shape estimation methods can be seen is presented in Figure 2.1.
Figure 2.1 represents a very simple image reconstruction problem. The target (left
subfigure) is a homogeneous conductivity distribution. The voltage measurements
and the current injections are made from the right and left side of the object.
However, the upper boundary of the object is curved and this fact is not taken
into account in traditional pixelbased image reconstruction. As can be seen, the
reconstructed pixelbased image (right subfigure) is severely erroneous. In shape
estimation methods, the shape of the upper boundary and the conductivity of the
target can be estimated simultaneously. There has also been studies in which the
anisotropy is used to tackle the mismodelling of the geometry of the object in
tomographic imaging, see [54, 82].
In this thesis, two different situations for the free-surface estimation are con-
sidered:
1. recovery of the shape of air-liquid interface and
2. recovery of the shape of oil-water interface.
It is noted that the problem of monitoring a pipeline filled only partially with
liquid is especially challenging one. This due to the fact that there is no current
passing into the non-conducting air slug. In computational terms this means that
the mathematical models of EIT are not even valid in the air slug, and thus the
2.2 Shape estimation 19
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Figure 2.1: Effects of the boundary shape on the reconstructed resistivity (in-
verse of conductivity) distribution. Homogeneous resistivity distribution with
deformed boundary shape (left) and reconstructed image when the boundary
shape is wrong (right).
unknown free-surface should be treated as part of the exterior boundary of the
computational domain. The methods developed in Publications I and II consider
the free-surface problems in aforementioned situations.
2.2.3 Sedimentation monitoring
In sedimentation, a solid-fluid suspension is separated into its solid and fluid com-
ponents under the influence of gravity [29]. It is an important process which is
widely used in mining, waste water treatment, pulp and paper and in many other
industrial processes. Information obtained from the monitoring of sedimentation
can be utilized to control and optimize the sedimentation processes [129, 87].
In this thesis, a typical three-layer model for the sedimentation is used. In
three-layer model, it is assumed that the fluids settle to three horizontal phase
layers having sharp interfaces between the layers, see Figure 2.2. The top phase S3
is clear liquid, the middle phase S2 is a dilute slurry where the actual sedimentation
takes place and the bottom phase S1 is a compact layer where hindered settling
occurs [124, 30].
Sedimentation is usually characterized using the so-called settling curves γq(t),
q = 1, 2. In the settling curves, the time evolutions of the solid-liquid interfaces
are presented. Another interesting quantity is the settling velocity γ˙q(t) which is
the velocity of the interface during the sedimentation process.
Different types of measurement techniques have been developed for determi-
nation of the settling curves and velocities. One example are light-based methods
which are based on the optical properties of suspensions [97]. These methods typ-
ically use a laser source and photo-diodes as receivers. The optical measurements
carry information about the solid concentration along the line between the laser
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source and the receiver. Another example are automated methods based on image
processing techniques such as edge detection, see [129, 130]. In these approaches, a
large number of photographs of the tank are taken and image processing techniques
are used to obtain the settling curves and velocities.
In electrical methods, the sedimentation is considered as three layers with
different electric properties and non-invasive electromagnetic measurements that
are made at the surface of the sedimentation tank are used for the estimation of
the settling curves and velocities [39, 24, 121, 114, 101]. Instead of permanently
attached metal electrodes, the use of linear sensor arrays in monitoring separation
processes have been investigated in [26, 64, 91]. A common benefit of the electrical
methods is that no transparent sedimentation tanks or settling columns are needed.
In addition, unlike the light based methods, electrical methods require no extra
models for the recovery of material parameters such as conductivity.
In this thesis, the monitoring of sedimentation processes using a electrical
impedance tomography system is considered. A schematic illustration of the mea-
surement setup and sedimentation model is shown in Figure 2.2. The proposed
method utilizes shape estimation parameterization of the EIT problem and the
state estimation paradigm. The details of the methods and employed measure-
ment paradigms are presented in Publications III and IV.
γ1
γ2
S3, σ3
S2, σ2
S1, σ1
Figure 2.2: A schematic representation of sedimentation monitoring using the
EIT system. The measurement electrodes are denoted by black surface patches on
the sides of the sedimentation tank. Sk denotes the kth phase layer (subregion) in
the sedimentation and σk denotes the conductivity of the kth phase. γq denotes
the location of the qth phase interface.
Chapter III
Forward problem
In this chapter, the mathematical model of EIT and its numerical solution are
reviewed. Furthermore, the data acquisition in EIT is briefly discussed.
3.1 The complete electrode model
In this thesis, the so-called complete electrode model is used as mathematical
model for the EIT measurements. The model was originally proposed in [35]. The
discussion in this section is mainly based on the references [111, 115, 50].
The complete electrode model is derived using complex valued admittivity η
because some applications of this thesis use complex valued formulation of the
model. Admittivity η can be expressed in terms of the conductivity σ and the
permittivity ǫ as
η = σ + jωǫ ,
where ω is the angular frequency of the injected current, j is the imaginary unit
and the permittivity ǫ is
ǫ = ǫrǫ0 ,
where ǫr is the relative permittivity and ǫ0 is the permittivity of empty space. Let
Ω ⊂ R3 denote the object domain. The behaviour of the electromagnetic fields in
Ω is described with Maxwell’s equations [40]. The equations can be written in the
form
∇× E = −∂B
∂t
, (3.1)
∇×H = J + ∂D
∂t
, (3.2)
where E is the electric field, H is the magnetic field, B is the magnetic induction,
D is the electric displacement and J is the electric current density.
If the injected currents are time-harmonic with frequency ω, the electric and
magnetic fields can be written in the form
E = E0 exp(jωt) , B = B0 exp(jωt) .
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In addition, if the domain Ω consists of linear and isotropic medium, the following
relations are valid
D = ǫE , (3.3)
B = µH , (3.4)
J = σE , (3.5)
where µ is the permeability of the medium.
Using the relations (3.3–3.5) and by assuming that the injected currents are
time-harmonic and cancelling out the oscillatory exponential, equations (3.1–3.2)
can be written in the form
∇× E = −jωµH , (3.6)
∇×H = J + jωǫE . (3.7)
Furthermore, the current density is divided into two components J = Jo + Js
where Jo = σE is the so-called Ohmic current and Js is the current source. Thus,
equations (3.6–3.7) can be expressed in the form
∇× E = −jωµH , (3.8)
∇×H = (σ + jωǫ)E + Js . (3.9)
These two equations are time-harmonic Maxwell’s equations. In this case the fre-
quency ω is fixed. Furthermore, in EIT some simplifications for these equations
are made. In the frequency range used in EIT, the term ωµ is small and, there-
fore, the term −jωµH is negligible. Using this assumption, equation (3.8) can be
approximated as
∇× E = 0 .
Since the curl of E is zero, there exists a gradient of the scalar potential ∇u such
that
E = −∇u , (3.10)
where u is the electric scalar potential. Furthermore, taking the divergence on
both sides of equation (3.9) and substituting (3.10) into (3.9) yields
∇ · (η∇u) = 0 in Ω . (3.11)
This approximation of the field equation is known as the quasi-static approxima-
tion. In equation (3.11), it has been set that Js = 0 inside the domain. This
is considered to be true in the frequency range used in EIT. Furthermore, the
relation ∇ · ∇ ×H = 0 was used.
If the capacitive effects are considered to be negligible, i.e., ǫ ≈ 0, the admit-
tivity η can be approximated by the real valued conductivity σ.
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Boundary conditions
There are a variety of boundary conditions that have been used for EIT. The most
successful of these has been the complete electrode model, in which the boundary
conditions take into account both the shunting effect of the electrodes and the
contact impedances between the electrodes and the medium [35]. The boundary
conditions for this model can be written as
u+ zlη
∂u
∂ν
= Ul on el, l = 1, 2, . . . , L , (3.12)∫
el
η
∂u
∂ν
dS = Il on el, l = 1, 2, . . . , L , (3.13)
η
∂u
∂ν
= 0 on ∂Ω \
L⋃
l=1
el , (3.14)
where el is the lth electrode, zl is effective contact impedance between the lth
electrode and medium, Ul are the voltages on the electrodes, Il are the injected
currents, ν is the outward unit normal and L denotes the number of electrodes.
In addition, to ensure the existence and uniqueness of the solution u the following
two conditions for the injected currents and measured voltages are needed. The
vector I = (I1, . . . , IL)
T has to satisfy the charge conservation law
L∑
l=1
Il = 0 . (3.15)
The vector I is called a current pattern. The ground voltage is chosen such that
L∑
l=1
Ul = 0 . (3.16)
The vector U = (U1, . . . , UL)
T is called a voltage pattern.
The solution of CEM consists of the electric potential distribution u inside Ω
and the voltages Ul on the electrodes el.
3.2 Finite element solution of the complete electrode model
In this thesis, the numerical solution of the complete electrode model (3.11–3.16)
is based on the finite element method. The following FEM approximation for the
model has been derived in [118].
The construction of the FEM approximation begins with the variational for-
mulation of the problem. It has been shown in [111] that the complete electrode
model (3.11–3.16) has a (weak) solution (u, U), u ∈ H1(Ω), U ∈ CL, such that
Bη((u, U), (v,V)) =
L∑
l=1
IlV̂l , ∀v ∈ H1(Ω),V ∈ CL,
24 3. Forward problem
where V̂ is the complex conjugate of V and Bη is of the form
Bη((u, U), (v,V)) =
∫
Ω
(σ+jωǫ)∇u ·∇v̂ dr+
L∑
l=1
1
zl
∫
el
(u−Ul)(v̂−V̂l) dS (3.17)
and H1(Ω) is the Sobolev space. In the FEM discretization, the domain Ω is
divided into a mesh of disjoint elements and the solution of (3.17) is approximated
by a finite dimensional approximation uh of the form
uh =
N∑
i=1
βiϕi , (3.18)
where N is the number of nodes in the FE mesh, ϕi are the (piecewise linear)
nodal basis functions of the mesh and β = (β1, . . . , βN )
T ∈ CN . The coefficients
βi give the finite element solution uh in the nodes.
For the voltages U on the electrodes, the approximation
Uh =
L−1∑
j=1
ξjnj = Dξ (3.19)
is used, where n1 = (1,−1, 0, . . . , 0)T, n2 = (1, 0,−1, 0, . . . , 0)T ∈ RL, etc. and
ξ = (ξ1, . . . , ξL−1)
T ∈ CL−1. The matrix D contains the vectors n1, . . . , nL−1 as
columns and the coefficients ξi give the referenced voltages on the electrodes. By
substituting the approximations (3.18–3.19) into equation (3.17) and using the
basis functions {ϕi} and {nj} as the test functions, the matrix equation
Ab = F (3.20)
is obtained, where
b =
(
β
ξ
)
.
The data vector F is of the form
F =
(
0∑L
l=1 Il(nj)l
)
=
(
0
I˜
)
,
where 0 = (0, . . . , 0)T ∈ RN , I˜ = (I1 − I2, I1 − I3, . . . , I1 − IL)T ∈ CL−1 and the
notation (nj)l refers to the lth component of vector nj . The system matrix A is a
complex valued (N + L− 1)× (N + L− 1) matrix of the form
A =
(
B C
CT D
)
, (3.21)
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where
B(i, j) =
∫
Ω
η∇ϕi · ∇ϕj dr +
L∑
l=1
1
zl
∫
el
ϕiϕj dS, i, j = 1, 2, . . . , N (3.22)
C(i, j) =−
(
1
z1
∫
e1
ϕi dS − 1
zj+1
∫
ej+1
ϕi dS
)
,
i = 1, 2, . . . , N , j = 1, 2, . . . , L− 1
D(i, j) =
L∑
l=1
1
zl
∫
el
(ni)l(nj)l dS
=
{
|e1|
z1
, i 6= j
|e1|
z1
+
|ej+1|
zj+1
, i = j
, i, j = 1, 2, . . . , L− 1 ,
where |ej | is the measure (length in 2D, area in 3D) of the jth electrode. From
(3.20) b can be solved formally as
b = A−1F . (3.23)
In equation (3.23), the relation between the injected currents and the electrode
voltages is of the form [119]
U
(k)
h = R(η)I
(k) , (3.24)
where U
(k)
h ∈ CL, R(η) = DR˜(η)DT and R˜(η) is an (L− 1)× (L− 1) block of the
inverse matrix A−1 and I(k) = (I1, I2, . . . , IL)
T is the vector of injected currents.
The vector I(k) is called the kth current pattern.
Solution with multiple current patterns; A measurement frame
The reconstruction of the admittivity distribution requires measurements corre-
sponding to multiple current injection patterns. The voltage data set that is
obtained when several currents are injected consecutively is called a frame. The
complex valued equation (3.20) can be solved in real valued form using the follow-
ing relations. Since A, b and F are complex valued, equation (3.20) can be written
in form
(Fre + jFim) = (Are + jAim)(bre + jbim)
= Arebre + jArebim + jAimbre + j
2Aimbim
= Arebre −Aimbim + j(Arebim + Aimbre) .
This can be further written as a matrix–vector product as follows(
Are −Aim
Aim Are
)(
bre
bim
)
=
(Fre
Fim
)
. (3.25)
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From (3.25), it can be formally solved that(
Are −Aim
Aim Are
)−1(Fre
Fim
)
=
(
bre
bim
)
. (3.26)
In theory, it is possible to perform complex valued current injections. However, in
this thesis the current injections are considered real valued. Thus, the imaginary
parts of injected currents are zero. This corresponds to the assumption that the
phase angle of the injected current is zero.
For the reconstruction, voltages U that would correspond the actual measure-
ments are needed. Let P denote the matrix of measurement patterns. The matrix
P maps the electrode potentials to voltage measurements made between differ-
ent pairs of electrodes. The actual measurements with respect to the kth current
pattern are obtained by multiplying U
(k)
h from the left with P such that
U (k) = PU (k)h = PD˜b(k) =Mb(k) ,
where
D˜ =
(
0 D 0 0
0 0 0 D
)
and
PD˜ =M . (3.27)
In (3.27), M is a measurement operator that maps the solution of the FE system
to the electrode measurements. The FE solution of the complete electrode model
with known current injections and admittivity distribution is called the solution
of the forward problem of EIT.
From equation (3.24) it can be seen that the dependence between the injected
currents and the measured voltages is linear. However, the dependence between
the voltages and the admittivity is nonlinear. This leads to a nonlinear inverse
problem when solving the unknown admittivity. The inverse problem of EIT and
the discretization of η are discussed in Chapter 4.
To complete the discussion of the numerical solution of CEM, the following
notations are introduced. Let
U (k)(η) =Mb(k) (3.28)
denote the vector of computed voltages for the kth current pattern I(k). Assuming
that K current patterns are used in the EIT experiment, the measured voltage
patterns {V (k)}Kk=1 and the set of computed voltages {U (k)(η)}Kk=1 are stacked to
the vectors
V =
V
(1)
...
V (K)
 , U(η) =
U
(1)(η)
...
U (K)(η)
 , (3.29)
respectively. The total number of measurements is denoted by M , that is V and
U(η) ∈ RM .
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3.3 Data acquisition in EIT
In this section, a brief review on the current injection and voltage measurement
schemes is given. Furthermore, EIT hardware that is needed for current injections
and voltage measurements is discussed. The section is mainly based on reference
[115].
3.3.1 Electrical impedance tomography hardware
A typical EIT system consists of one or more current generators, electrodes which
are attached on the surface of the object, voltmeters, a control circuit and a com-
puter in which the reconstruction algorithm processes the measured data. Fur-
thermore, the visualization unit displays the reconstructed image. A schematic
diagram of EIT hardware is presented in Figure 3.1.
The first reported electrical impedance tomography system was introduced in
1984 [20]. Later electrical impedance tomography systems have been designed
by many research groups, see for example [110, 38]. Furthermore, a commercial
EIT system was constructed in [62, 99]. The measurement systems which have
been used in this thesis are called modular adaptive EIT systems and they have
been built in the Department of Physics, University of Kuopio, Finland [104,
84]. The modularity means that the system is assembled from small modules.
Thus, construction of the system can be altered between different measurement
situations. The advantage of adaptability is that there is a minimal number of fixed
parameters in the measurement system. For example, frequency, waveform and
amplitude of injected currents can be easily changed by software. The EIT system
presented in [104] consists of a main EIT unit and an additional multiplexer unit.
The main EIT unit includes voltage waveform units, voltage-to-current converters,
voltage measurement units, digital signal processing part and PC computer. With
the use of multiplexer unit the number of the measurement and injection channels
can be increased from the 16 channels of main unit up to 96 channels. The use of
multiplexer unit reduces the cost of the system but as a drawback the measurement
times become longer compared to 96 parallel measurement and injection channels.
The novel KIT4 (Kuopio Impedance Tomography) system [84] has a total number
of 16 injection channels and up to 80 parallel measurement channels.
3.3.2 Measurement strategies
In the EIT experiment, the measurements have to contain as much information on
the admittivity distribution as possible. Hence, the selection of the measurement
strategy is a crucial part of the EIT measurement system.
Current injections
The sensitivity of EIT depends on the current density within the object. There
are two main strategies for the current injection and data collection in EIT. These
are called pair-drive and multiple-drive methods.
In the pair-drive methods the current is applied between two electrodes and
the voltages are measured using all the electrodes. This is the more commonly
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Figure 3.1: A schematic diagram of electrical impedance tomography measure-
ment system [115].
used method because it provides simplicity in the injection system. The pair-drive
methods include such protocols as adjacent method and opposite method, see for
example [50].
In the multiple-drive methods all electrodes can be used simultaneously to
inject currents. These methods produce the most uniform current density into
the object [36]. As a drawback, they require as many current generators for one
current injection as there are electrodes. This increases the complexity of the
measurement system.
As an advantage, the multiple-drive methods can be used to maximize the
information content of the measurements, i.e., distinguishability of two conductiv-
ity distributions. Distinguishability has been originally defined in [60] as follows.
Two conductivity distributions σ1 and σ2 are distinguishable with measurement
precision κ if there exists a current pattern ‖I‖ = 1 such that
‖R(σ1)I −R(σ2)I‖ > κ . (3.30)
Based on the definition (3.30), in articles [60, 47, 34] the authors defined the
optimal current pattern to distinguish σ1 from σ2 as the current vector I which
maximizes the distinguishability as follows
max
I
‖R(σ1)I −R(σ2)I‖
‖I‖ .
For example in [60, 34] it was shown that in case of a centered rotation invariant
annulus, the best distinguishability is obtained when a so-called trigonometric
current pattern is used. For more information on optimal current patterns, see
[69, 73].
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Voltage measurements
The electrode voltages are measured with respect to some reference electrode.
There are two possibilities to choose this electrode. The first possibility is to
collect the data in such way that the voltages are measured differentially between
the adjacent electrodes. This means that the reference electrode is changed for
each measurement. The second way is to choose a fixed reference electrode for all
the measurements.
Contact impedance
The EIT systems are mainly designed such that they inject currents and mea-
sure voltages instead of applying voltages and measuring currents [123]. This is
due to the fact that there always exists a contact impedance between the elec-
trode and object. Contact impedance has almost a negligible effect on the voltage
measurements if there is no current passing through the electrodes during volt-
age measurement. When a largest possible number of measurements per current
injection is preferred one has to measure voltages also from the current carrying
(injecting) electrodes. It has been shown that the contact impedance value has
its biggest effect on the reconstruction when measurements from current carrying
electrodes are used [36]. Naturally, these measurements can be neglected in the
case of pair-drive injections. However, in [36] it was also concluded that the mea-
surements from the current carrying electrodes have the best information content
about the conductivity distribution. Moreover, when using multiple-drive methods
all the voltages are measured from current carrying electrodes.
In practise, the contact impedance values are determined from the EIT mea-
surements. This can be done for example in the case of pair-drive method as
follows. When the current injection protocol has been chosen, a reference volt-
age set is measured from the object having homogeneous conductivity. From
these measurements, the following parameters are estimated: individual contact
impedances for all current carrying electrodes, a common contact impedance value
for the passive measurement electrodes, and a global homogeneous conductivity
value. This reduces estimation errors in the image. For more information on the
contact impedance estimation, see [122, 50].
Chapter IV
Inverse problem
In this chapter, the inverse problem in EIT is discussed. The chapter is based on
the references [71, 79] and Publications I–IV.
In EIT, the inverse problem is to estimate the admittivity distribution given the
voltage measurements on the boundary. Let θ denote the vector of the unknown
admittivity parameters, i.e., the coefficients of the finite dimensional representation
of η. In this thesis, the inverse problem of EIT is considered as a least squares
(LS) problem
min
θ
‖V − U(θ)‖2 ,
where U(θ) and V are the nonlinear forward operator and measured voltages in
terms of Chapter 3, respectively. As mentioned in Section 3.3.2 the electrode
contact impedances zl could also be included to the parameter vector θ. However,
in the following discussion it is assumed that the contact impedances are either
known or estimated separately based on a reference voltage set.
The reconstruction of the admittivity distribution based on the boundary volt-
ages is a nonlinear ill-posed inverse problem. Since the inverse problem suffers
from ill-posedness, the LS solution is either non-unique or unstable. Due to this
fact, the original ill-posed inverse problem has to be replaced with a well-posed
approximation. A commonly used way to make the problem more well-posed is to
use regularization techniques.
Traditionally inverse problems have been regularized using truncated singular
value decompositions or truncated conjugate gradient iterations when solving the
LS problem. A more versatile technique is to use Tikhonov regularization which
is considered in the estimation methods of Publications I and II. In Tikhonov
regularization, a penalizing (regularization) functional is used to modify the LS
problem such that a stable solution exists. This functional is used to penalize
unwanted properties of the solution. These properties can be, for example, large
jumps. In other words, if large jumps are penalized it can be viewed as making
a smoothness assumption of the solution. Another example of the regularization
functional is the so-called total variation functional. The use of total variation reg-
ularization and anisotropic regularization functionals in the EIT inverse problem
have been discussed in [79].
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A novel approach for solving inverse problems is statistical inversion. The key
idea in statistical inversion is to formulate the inverse problem in a well-posed
statistical form which uses a priori information about the unknowns to compen-
sate for the incomplete information in the data. Separate probability distribution
models are constructed for the prior information and the measurement data. The
complete solution of the inverse problem is obtained as the posterior probability
distribution based on these models and the Bayes’ formula. The prior can be
spatial or temporal. In this thesis, temporal prior information is embedded in the
estimation methods presented in Publications III and IV. The practical solution of
the inverse problem can be obtained by computing point estimates and confidence
estimates from the posterior distribution.
In addition to the regularization, the shape estimation approaches presented in
this thesis provide also another way of reducing the ill-posedness of the problem.
Namely, with the shape parameterization utilized in Publications I–IV the number
of the unknown parameters can be reduced significantly compared to traditional
pixel based images. The shape parameterization can be selected based on the
properties of the target. For example, in many cases the number of phase interfaces
in the target can be assumed to be known beforehand.
There has been a variety of different methods which have been proposed for
solving the EIT image reconstruction problem. In this chapter, these methods
are roughly divided into three categories, which are: difference methods, static
reconstruction methods and time-dependent methods. In Sections 4.1–4.3, a brief
review of these three image reconstruction categories in EIT is given. The shape
estimation methods presented in Publications I and II are static reconstruction
methods. In Publications III and IV, the time-dependent formulation is employed.
The computation of the Jacobian matrix is presented in Section 4.4. Finally, the
shape estimation approaches developed in this thesis are reviewed in Section 4.5.
4.1 Difference methods
In difference methods, it is assumed that the unknown admittivity distribution
does not differ much from a known background distribution: The aim of these
methods is to reconstruct a small anomaly δθ = θ − θbg from the background
(reference) parameters θbg based on a linear perturbation model of the form
δV = Kδθ , (4.1)
where δV = V −Vbg is the difference between two data vectors which are measured
at θ and θbg. The matrix K may be, for example, the Jacobian of the forward map
U(θ) evaluated at θbg.
The first attempts to reconstruct EIT images were made using a backprojection
method [20, 103], which falls under the formalism of equation (4.1). The idea of
backprojection method stems from CT and emission tomography, where it is widely
used. However, in EIT the backprojection method does not use a straight line
strategy in which the observations are backprojected along straight lines. Instead,
in EIT the backprojection is done using isopotential curves. In CT and emission
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tomography only the elements on that are on the straight line between the source
and detector cause changes in the measured beam. In EIT the changes in all the
elements of the object affect all the measurements.
The difference methods are often used to monitor functional properties of the
target, see for example [51]. The goal is to image temporal and spatial changes
in the admittivity distribution. The advantages of the difference methods are the
following:
• The speed of the reconstruction. More specifically, the matrix K is computed
beforehand and only once. When a new set of measurements is available,
the reconstruction is obtained by a simple matrix vector product. Thus, in
practise, the difference methods can produce as many images per second as
the EIT device is able to acquire measurement frames.
• Another advantage is that the method is robust despite modelling errors
(e.g. in electrode locations). Mismodelling causes systematic errors in the
data and these artifacts are well removed when the difference data are used.
One drawback of the difference methods is that they cannot reconstruct absolute
admittivity distributions.
4.2 Static reconstruction methods
In this section, static image reconstruction methods in EIT are discussed. At first,
the regularized output least squares (ROLS) approach is reviewed in Section 4.2.1.
The ROLS approach is used in Publications I and II. The ROLS approach has
also a statistical interpretation under certain assumptions about the unknowns
and measurement noise. This interpretation is discussed in Section 4.2.2.
4.2.1 Regularized output least squares approach
Most of the current attempts to obtain static reconstructions in EIT are based on
the nonlinear LS formulation of the problem, see for example [118, 56, 125, 59,
128, 43, 98, 25, 96, 58]. A common feature to these approaches is that they are
referred to as iterative methods for the reason that the formulation leads to the
solution of the problem using iterative algorithms. There has also been studies in
which direct methods for producing absolute images in EIT have been considered.
For more information on the direct methods in EIT, [89] and [109] are referred to.
The following discussion is mainly based on [71, 79, 119].
In the following it is assumed that the voltage observations V are corrupted
by additive observation noise ε. The observation model for EIT is of the form
V = U(θ) + ε . (4.2)
The aim is to minimize the observation error norm in the LS sense. With the
notations of equations (3.29) and (4.2) the least squares functional for the EIT
inverse problem can be stated as
Ξ(θ) = ‖Lε(V − U(θ))‖2 , (4.3)
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where Lε is a weighting matrix. Due to the ill-posedness of the inverse problem,
the functional has to be regularized. A classical way to regularize the EIT inverse
problem is to use Tikhonov regularization. Thus, the ROLS functional
Ξα(θ) = ‖Lε(V − U(θ))‖2 + α‖Lθ(θ − θ∗)‖2 (4.4)
is introduced where α is the so-called regularization parameter, Lθ is the regular-
ization matrix and θ∗ is our prior guess of the unknown parameters. A typical
choice for the regularization matrix Lθ in the EIT literature is either the identity
matrix, scaled diagonal or an approximation for the first or second-order differen-
tial operator, see for example [59, 58, 27, 125]. When the differential operators are
used, it is often referred to as making smoothness assumptions of the parameters
θ. An extensive review on choosing regularization matrix and novel choices for the
regularization functional in EIT are given in [79].
The ROLS functional in equation (4.4) is commonly minimized using gradient
based iterative methods. In this thesis, Gauss–Newton method is used. The
algorithm is derived in the following.
In this case U(θ) = (U (1)(θ), . . . , U (K)(θ))T is nonlinear with respect to the
parameters θ. Assume that U is Fre´chet differentiable. Hence, U(θ) can be written
such that
U(θ) = U(θ(0)) + J(θ(0))(θ − θ(0)) +O(‖θ − θ(0)‖2) ,
where the term O(‖θ− θ(0)‖2) includes all the higher-order terms. Neglecting the
higher-order terms, U(θ) can be approximated in the neighbourhood of some θ(0)
as
U(θ) ≈ U(θ(0)) + J(θ(0))(θ − θ(0)) ,
where
J(θ(0)) =
∂U
∂θ
(θ(0))
=

∂U(1)
∂θ1
(θ(0)) · · · ∂U(1)
∂θP
(θ(0))
...
. . .
...
∂U(K)
∂θ1
(θ(0)) · · · ∂U(K)
∂θP
(θ(0))
 , (4.5)
where P is the number of parameters. The aim is to estimate parameters θ recur-
sively, such that the sequence of iterations is of the form
θ(i+1) = θ(i) + δθ(i) ,
where the update δθ(i) has to be solved such that θ(i+1) is the solution of the
linearized problem in θ(i). Using the linearization of U(θ), the ROLS functional
(4.4) can be approximated as
Ξα(θ) = ‖Lε(V − (U(θ(0)) + J(θ(0))(θ − θ(0)))‖2 + α‖Lθ(θ − θ∗)‖2 .
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For the recursion the following substitutions are made
θ(0) ← θ(i) and
θ ← θ(i+1) ,
and thus
Ξα(θ
(i+1)) = ‖Lε(V − U(θ(i))− J(θ(i))(θ(i+1) − θ(i)))‖2 + α‖Lθ(θ(i+1) − θ∗)‖2
is obtained. Furthermore, the following substitution is made
δθ(i) ← θ(i+1) − θ(i)
and thus, the linearized ROLS functional can be written as
Ξα(θ
(i+1)) = ‖Lε(V −U(θ(i))−J(θ(i))δθ(i))‖2+α‖Lθ(δθ(i)−(θ∗−θ(i)))‖2 . (4.6)
The solution of the above problem is the requested update δθ(i). In order to solve
the problem (4.6), it is stacked into the equivalent form
Ξα(θ
(i+1)) =
∥∥∥∥( LεJ(θ(i))√αLθ
)
δθ(i) −
(
Lε(V − U(θ(i)))√
αLθ(θ
∗ − θ(i))
)∥∥∥∥2
= ‖J˜(i)δθ(i) − U˜(i)‖2 , (4.7)
where
U˜(i) =
(
Lε(V − U(θ(i)))√
αLθ(θ
∗ − θ(i))
)
and J˜(i) =
(
LεJ(θ
(i))√
αLθ
)
. (4.8)
The LS estimate for δθ(i) is obtained as follows
δθ
(i)
LS = (J˜
T
(i)J˜(i))
−1J˜T(i)U˜(i)
= (JT(i)L
T
ε LεJ(i) + αL
T
θ Lθ)
−1(JT(i)L
T
ε Lε(V − U(θ(i))) + αLTθ Lθ(θ∗ − θ(i))) ,
(4.9)
where J(i) := J(θ
(i)). Thus, for the iteration it can be written that
θ(i+1) = θ(i) + λ(i)(J
T
(i)L
T
ε LεJ(i) + αL
T
θ Lθ)
−1
× (JT(i)LTε Lε(V − U(θ(i))) + αLTθ Lθ(θ∗ − θ(i))) ,
where λ(i) is a step size parameter which is used to control the convergence of the
iteration. The step size parameter can be estimated for example using inexact line
search type algorithms [94].
Usually, the inverse matrix
(J˜T(i)J˜(i))
−1 ,
in equation (4.9) is not computed but instead the update δθ
(i)
LS is solved directly
from (4.7) using, for example, QR decomposition and the stacked matrices J˜(i) and
U˜(i) in (4.8). However, in large dimensional problems the G–N iteration is very
memory consuming, see for example [119]. These problems can be overcome by
using GMRES or conjugate gradient iterations when solving the normal equations
in G–N, see for example [105].
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4.2.2 Statistical interpretation
In this section, the concept of statistical inversion is briefly addressed. The text
of this section is mainly based on references [71, 53].
In statistical interpretation, all the parameters are modelled as random vari-
ables which depend on each other through models. The information on the param-
eter values is expressed by probability distributions. In the statistical framework,
the solution of the inverse problem is the posterior probability distribution.
In the following, some basic ideas of the statistical approach in inverse problems
are given. Let V denote the vector of measurements, and θ the parameter vector.
The conditional probability density of the measurement V given θ is of form
π(V |θ) = π(θ, V )
π(θ)
, where π(θ) 6= 0 , (4.10)
where π(θ, V ) denotes the joint probability density of θ and V . The conditional
probability of V is called the likelihood function because it expresses the likelihood
of different measurement outcomes with θ given.
The conditional probability density of θ given the measurement data V is of
form
π(θ|V ) = π(θ, V )
π(V )
, where π(V ) 6= 0 , (4.11)
where π(V ) =
∫
π(θ, V ) dθ is the probability density of the measurement V .
Combining equations (4.10) and (4.11), the conditional probability density of θ
can be written as
π(θ|V ) = π(V |θ)π(θ)
π(V )
. (4.12)
The previous formula is known as the Bayes’ theorem for inverse problems and
π(θ|V ) is called the posterior density of θ. The posterior density π(θ|V ) is propor-
tional to π(V |θ)π(θ), that is,
π(θ|V ) ∝ π(V |θ)π(θ) ,
where, the probability density π(θ) is called the prior density. This term expresses
the knowledge about the unknown prior to the measurement.
The posterior density contains more information on the solution than just a
single point estimate. However, for the purpose of practical inference the posterior
is often visualized and inferred by computing single point estimates, and spread
or interval estimates for the point estimates from the posterior.
A popular point estimate is the conditional mean (CM) of the unknown θ given
the data V , defined as
θCM = E{θ|V } =
∫
θπ(θ|V ) dθ ,
provided that the integral exists. In nonlinear cases (e.g. EIT), the CM estimate
is computed typically using Markov chain Monte Carlo methods, see for example
[71, 79].
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Perhaps the most popular statistical estimate is the maximum a posteriori
(MAP) estimate. It is defined by
θMAP = argmax
θ
π(θ|V ) . (4.13)
The computation of the MAP estimate requires solution of an optimization
problem. Typically, the search for the maximizer is done using iterative, gradient
based methods. Later it is seen that in some cases the computational problem
is the same as with the ROLS methods. Finally, the maximum likelihood (ML)
estimate is defined as
θML = argmax
θ
π(V |θ) .
The ML estimate answers the question “Which value of the unknown is most likely
to produce the measured data V ?”.
Additive noise and Gaussian assumptions
Often the noise is assumed to be additive and mutually independent of the un-
known θ. Hence, the observation model can be written as
V = U(θ) + ε .
Assume further that θ and ε are Gaussian variables with probability densities
π(θ) ∝ exp
(
−1
2
(θ − θ∗)TΓ−1θ (θ − θ∗)
)
and
π(ε) ∝ exp
(
−1
2
(ε− ε∗)TΓ−1ε (ε− ε∗)
)
.
Based on the assumption that θ and ε are mutually independent, it can be shown
[71] that the likelihood density π(V |θ) can be written as
π(V |θ) ∝ exp
(
−1
2
(V − U(θ)− ε∗)TΓ−1ε (V − U(θ)− ε∗)
)
.
By using this information and the Bayes’ formula the posterior density π(θ|V )
becomes
π(θ|V ) ∝ exp
(
−1
2
Q(θ)
)
,
where Q is a quadratic functional such that
Q(θ) = (θ − θ∗)TΓ−1θ (θ − θ∗) + (V − U(θ)− ε∗)TΓ−1ε (V − U(θ)− ε∗) .
Based on the definition (4.13), the MAP estimate is obtained as follows
θMAP = argmin
θ
Q(θ) . (4.14)
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An interesting feature of the MAP estimate can be seen by letting Lε and Lθ
be the Cholesky factors of matrices Γ−1ε and Γ
−1
θ , that is, L
T
θ Lθ = Γ
−1
θ and for Lε,
respectively. Namely, equation (4.14) can be written as
θMAP = argmin
θ
{
(Lε(U(θ)− V − ε∗))T(Lε(U(θ)− V − ε∗))
+(Lθ(θ − θ∗))T(Lθ(θ − θ∗))
}
= argmin
θ
{‖Lε(U(θ) − V − ε∗)‖2 + ‖Lθ(θ − θ∗)‖2} . (4.15)
The criterion (4.15) is clearly of the same form as the Tikhonov regularized func-
tional (4.4). Therefore, the ROLS estimation corresponds to the MAP estimation
when Gaussian assumptions about parameters θ and observation noise ε are made.
For example, in (4.4) it has been implicitly assumed that ε∗ = 0.
Correspondingly, the maximum likelihood estimate with the Gaussian noise
model can be written as a general LS estimate
θML = argmaxπ(V |θ) = min
θ
‖Lε(V − U(θ)− ε∗)‖2 .
The covariance structure of the observation noise ε is usually unknown. How-
ever, when experimental data are used, one can estimate the covariance structure
Γε for the corresponding measurement setup as is done in Publication IV. For
another reference see [52]. Furthermore, a detailed discussion on prior densities
and models can be found in reference [71].
4.3 Time-dependent methods
In this thesis, time-dependent methods refer to the time dependent formulation
of the EIT problem. The general reference for this formulation is [71]. For more
references of the time-dependent EIT problem, see [107, 115, 116, 83, 70, 68, 120,
106]. In these references, the EIT problem is stated as a state estimation problem.
Time-dependent methods are important because the applications in industry
require the monitoring of temporal evolution of the admittivity distributions that
may exhibit significant changes even within the time needed to measure one frame.
In the time-dependent methods, the unknown parameters θ are considered as a
time-dependent quantities.
Let vector θ denote the vector of the unknown state parameters. In the sequel,
if θ has a Gaussian distribution it is expressed as θ ∼ N (θ∗,Γθ), and similarly for
ε etc. The explicit form of the vector θ depends on the chosen parameterization of
the problem. Within the discrete time state estimation framework, the parameters
θ are considered as a multi-variate real-valued stochastic process which has an
evolution equation of the Markov type
θt+1 = Ftθt +Dtwt, wt ∼ N (0,Γwt) , (4.16)
where Ft is the state transition matrix, wt is the evolution noise process (assumed
zero mean Gaussian with covariance Γwt), Dt is the transition matrix of the noise
process wt and the subindices t ∈ I = {1, 2, . . . , n} denote the discrete time indices.
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Equation (4.16) can be used to embed a priori information or assumptions
about the temporal behaviour of the state parameters into the estimation problem.
It can be also viewed as temporal regularization of the estimation problem [106].
The explicit forms of the matrices Ft and Dt for the evolution models used in this
study are presented in Section 4.5.3 and can be found from Publication III.
For the EIT measurements, the observation equation is of the form
Vt = Ut(θt) + εt, εt ∼ N (ε∗t ,Γεt) , (4.17)
where Vt is the vector of voltages measured at time index t, εt is the measurement
noise process and Ut denotes the FEM based forward model.
The evolution equation (4.16) and the observation equation (4.17) constitute
the state-space representation of the imaging problem. In the usual formulation of
the state estimation problem, the objective is to compute the conditional expec-
tations
θt|J = E{θt|{Vk, k ∈ J }} ,
where J ⊆ I is a subset of all measurements. Below, the usual notation θt|k for
the estimate θt|J with J = {1, 2, . . . , k} is used. If k < t or k = t the problem
of determining the estimate is called prediction and filtering, respectively. In the
case of linear evolution and observation equations and Gaussian noise processes,
the recursive Kalman filter algorithm can be used for determining the estimates
for the conditional expectation θt|t and covariance Γt|t.
Extended Kalman filter
The Kalman filtering is effective because Gaussian densities remain Gaussian in
linear transformations. Hence, the density updating is achieved by updating only
the expectation and the covariance. However, in non-linear problems the Kalman
filter is not applicable and the computation of the exact conditional expectations
θt|t with sampling based Bayes filtering methods would be computationally very
demanding. Suboptimal estimates in nonlinear cases can be obtained by writing
linear approximations for non-linear evolution and/or observation equations and
apply the Kalman filter algorithm to the linearized problem. This commonly used
approach is called the extended Kalman filter (EKF) [11, 71].
The linearized approximation for the observation equation (4.17) is written as
Vt = Ut(θ∗) + Jt(θt − θ∗) + εt , εt ∼ N (ε∗t ,Γεt) , (4.18)
where θ∗ is the linearization point in the state space and the Jacobian of the
forward problem is defined as
Jt =
∂Ut
∂θt
(θ∗) .
Assuming that the linearization of the forward model is performed at the current
predictor estimate θ∗ = θt|t−1, the EKF estimates θt|t can be obtained recursively
by using the following equations (with initializations θ0|0 and Γ0|0):
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• Time update (prediction)
θt|t−1 = Ft−1θt−1|t−1 (4.19)
Γt|t−1 = Ft−1Γt−1|t−1Ft−1 +Dt−1Γwt−1Dt−1 , (4.20)
• measurement update (filtering)
Kt = Γt|t−1J
T
t (JtΓt|t−1J
T
t + Γεt)
−1 (4.21)
θt|t = θt|t−1 +Kt(Vt − Ut(θt|t−1)− ε∗t ) (4.22)
Γt|t = (I −KtJt)Γt|t−1 . (4.23)
In the EKF equations, the matrix Kt is the so-called Kalman gain matrix and,
here, I denotes the identity matrix.
For the statistical interpretation of the extended Kalman filter, see [71].
4.4 Computation of the Jacobian matrix
Since the dependence between unknown admittivity and measured voltages is non-
linear, the solution of the inverse problem often requires the computation of the
Jacobian matrix J with respect to the unknown parameters. The Jacobian matrix
consists of the first-derivatives of the calculated electrode voltages U(θ) with re-
spect to the ith unknown parameter which is denoted by θi. The use of the general
notation for the unknown parameter is justified because each of the Publications
I–IV uses a different combination of unknown parameters. Hence, the derivation
of the Jacobian is kept as general as it is possible.
In this thesis, the adjoint differentiation method is used [15]. At first, consider
equation (3.26). The electrode voltages with respect to the kth current pattern
can be extracted from (3.26) by applying a measurement operator M such that
U (k)(θ) =Mb(k) . (4.24)
For the Jacobian in (4.5), the derivatives
∂U (k)
∂θi
=
∂(Mb(k))
∂θi
=M∂b
(k)
∂θi
(4.25)
need to be computed.
The procedure continues by differentiating equation (3.25) with respect to the
parameter θi as follows
∂(Ab(k))
∂θi
=
∂F (k)
∂θi
= 0 . (4.26)
The derivative ∂F (k)/∂θi equals to zero because the vectorF (k) of injected currents
does not depend on parameter θi. Therefore, equation (4.26) can be written as
∂A
∂θi
b(k) +A
∂b(k)
∂θi
= 0 . (4.27)
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From equation (4.27), ∂b(k)/∂θi is solved formally such that
∂b(k)
∂θi
= −A−1 ∂A
∂θi
b(k) . (4.28)
Furthermore, by applying the measurement operator M, equation (4.28) can be
expressed as
M∂b
(k)
∂θi
= −MA−1 ∂A
∂θi
b(k) = − (A−1MT)T ∂A
∂θi
b(k) .
Let b∗ denote the solution of the adjoint problem such that
b∗ = A
−1MT .
Hence, the derivative of the electrode voltages U (k) with respect to the θi is of the
form
∂U (k)
∂θi
= −bT∗
∂A
∂θi
b(k) . (4.29)
To obtain the final derivative, the system matrix A in equation (3.25) is differ-
entiated with respect to the problem specific parameter θi. The ith column of
the Jacobian in (4.5) is obtained by applying equation (4.29) for all voltages b(k),
k = 1, . . . ,K. The computation of ∂A/∂θi for the methods in Publications I–IV
is explained in the next section.
4.5 Review on the computational methods in I–IV
In this section, the shape estimation methods that are proposed in Publications
I–IV are summarized. Each of the subsections consists of review on the shape pa-
rameterization and the formulation of the inverse problem. Application examples
of the estimation methods with simulated and experimental data can be found in
Publications I–IV.
4.5.1 Estimation of free-surfaces using nodal parameters I
The objective of the proposed method is to estimate the shape and location of
the free-surface between non-conducting void region and liquid. The free-surface
is a part of the computational domain boundary, see Figure 4.1. The void region
is not modelled using finite elements because there is no current passing trough
the free-surface. The motivation for this method stems from the monitoring of
air-liquid interface in industrial process pipeline.
The inverse problem is solved by minimizing the ROLS functional
‖V − U(θ)‖2 + α‖Lθ(θ − θ∗)‖2 ,
where α controls the magnitude of the regularization functional and Lθ is the
regularization matrix. Two different shape parameterizations were tested.
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Figure 4.1: Example of the free-surface C between air and conductive liquid
in a pipeline. The FE mesh describes the geometry of the conductive liquid.
The nodes N on the upper boundary of the finite element mesh describe the
free-surface C. The coloured patches denote the locations of the electrodes.
Nodal coordinates as parameters
The unknown parameters are y-coordinates of the boundary nodes in the finite
element mesh that define the free-surface, see Figure 4.1. In the reconstructions,
the number of unknown nodal coordinates varied between 29 and 13 depending
on the geometry. Furthermore, the global homogeneous conductivity value σ¯ was
estimated in experimental data reconstructions. Thus, the parameter vector was
θ = (N, σ¯)T ,
where N is the vector of the nodal y-coordinates. The regularization matrix Lθ
was the second-order difference operator. The choice was based on the assumption
that the free-surface is smooth.
The Jacobian matrix
J =
∂U
∂N
for the G–N iteration was computed using adjoint differentiation, equation (4.29).
The derivative of the system matrix A with respect to the kth nodal coordinate
Nk becomes
∂A
∂Nk
=
(
∂B
∂Nk
0
0 0
)
. (4.30)
The elements of ∂B/∂Nk in (4.30) are obtained as
∂B(i, j)
∂Nk
=
∂
∂Nk
∫
Ω
σ∇ϕi · ∇ϕj dr , i, j = 1, 2, . . . , N . (4.31)
For more details about the evaluation of the derivative in (4.31), see Publication
I.
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The derivative of the system matrix A with respect to the conductivity is
obtained as follows. At first, consider the conductivity in the element basis. The
derivative with respect to conductivity of the eth element σe is obtained by noting
that equation (3.22) can be written as [79]
B(i, j) =
E∑
e=1
σeK
(e)(i, j) +
L∑
l=1
1
zl
∫
el
ϕiϕj dS , i, j = 1, 2, . . . , N ,
where
K(e)(i, j) =
∫
Ω
χe∇ϕi · ∇ϕj dr ,
where χe is the characteristic function of eth element. By using these notations,
the derivative ∂A/∂σe becomes
∂A
∂σe
=
(
K(e) 0
0 0
)
. (4.32)
The eth column for the Jacobian matrix is obtained by using equations (4.29) and
(4.32). In order to compute the derivative with respect to the global conductivity
σ¯, that is,
∂U (k)
∂σ¯
,
the columns of the Jacobian matrix in (4.5) are summed. Note that in Publication
I one simulated test case is presented in which the heterogeneous conductivity
distribution σ is estimated simultaneously with the free-surface.
The performance of the nodal parameter approach was tested in various sim-
ulated test cases and with experimental data.
Control points of Be´zier curve as parameters
In order to reduce the number of estimated parameters in contrast to nodal pa-
rameter approach, the unknown parameters are selected to be control points of a
Be´zier curve [102]
C(s) =
(
x(s)
y(s)
)
=
NΘ∑
n=1
(
γxnΘ
x
n(s)
γynΘ
y
n(s)
)
, s ∈ [0, 1] , (4.33)
where NΘ is the number of control points γ
x
n, γ
y
n, and Θ
x
n and Θ
y
n are Bernstein
basis functions, that is,
Θxn(s) = Θ
y
n(s) =
(
NΘ − 1
n− 1
)
sn−1(1 − s)NΘ−n
with (
NΘ − 1
n− 1
)
=
(NΘ − 1)!
(n− 1)!(NΘ − n)! .
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The Be´zier curve defines the shape and location of the free-surface. Via the Be´zier
curve, the nodal y-coordinates N representing the free-surface are controlled. In
experimental data reconstructions the global homogeneous conductivity value σ¯
was estimated with the locations of the control points. The parameter vector was
θ = (γ(N), σ¯)T ,
where γ contains the control points such that
γ = (γx1 , . . . , γ
x
NΘ
, γy1 , . . . , γ
y
NΘ
)T .
The regularization matrix Lθ was the first-order difference operator. The choice
was based on the assumption that the consecutive control points are not far from
each other. This resulted a relatively flat Be´zier curve. The Jacobian matrix for
the G–N iteration was computed using the chain rule of differentiation as follows
J =
∂U
∂γk
=
∑
p
∂U
∂Np
∂Np
∂γk
,
where the sum is calculated over all nodal parameters.
The performance of the Be´zier curve approach was tested with the same sim-
ulated test cases and experimental data cases as the nodal parameter approach.
Discussion
Based on the results from simulations and tank experiments, the method seems
promising. It is suggested that the proposed approach could be used in monitoring
of air-liquid fraction inside the industrial pipeline.
The advantage of the proposed approach is that it is possible to estimate both
the heterogeneous conductivity distribution and the shape of the unknown surface
simultaneously. This was tested with a simulated test case. Furthermore, the
Be´zier curve approach reduced the number of unknown parameters more compared
even to the nodal parameter approach.
One drawback of the proposed approach is that the nodes of the finite ele-
ment mesh cannot be moved very far from their initial positions. Otherwise, the
topology of the mesh will be broken and remeshing is required. To maintain the
mesh quality, Laplacian smoothing [46] was applied to the mesh after each G–N
iteration step. This increased computation times.
4.5.2 Free-surface and admittivity estimation II
The objective of this method is to estimate the shape and location of the free-
surface C
• between air and conductive liquid, and
• between oil and water.
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S0, η0
S1, η1
C(s)
∂Ω
Figure 4.2: An example of a domain Ω = ∪kSk with constant admittivities
{ηk}, k = 0, 1. The free-surface between subdomains S0 and S1 is denoted by
C(s).
The motivation for this method stems from the monitoring of industrial pipelines
in which two-phase flows are present.
In this method, the whole cross section of the pipe is modelled using finite
element mesh. This leads to a situation in which mathematical model of EIT is
not valid in the domain filled with air. However, in the proposed approach, this
fact can be taken into account. The validity is ensured such that the material
parameters which are numerically zero are approximated with a small positive
constant. Hence, the validity of mathematical model in the whole object domain is
guaranteed. It is shown in Publication II using simulation that this approximation
is valid.
The shape estimation problem is formulated as follows. Let domain Ω be
divided into two disjoint, simply connected subdomains Sk
Ω =
1⋃
k=0
Sk ,
which are separated by a smooth, open curve C(s) that has both ends at the
boundary ∂Ω. Let s ∈ [0, 1] denote the curve parameter. For an illustration, see
Figure 4.2. Further, assume that the subdomains {Sk, k = 0, 1} have constant,
but unknown, admittivities {ηk}. The key point in the FEM implementation
of this approach can be seen from the following. If χk denotes the characteristic
function of subregion Sk, the following can be written
η =
1∑
k=0
ηkχk . (4.34)
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Figure 4.3: Left: A schematic representation of one FEM element Ωm inter-
cepted by the free-surface C(s). The value ηl corresponds to the value of the
admittivity inside the region Sl , and ηr is the value of the admittivity in the
neighboring region Sr, respectively. C(s1) and C(s2) are the intersection points of
the boundary C(s) and the element edges. Nj and Ni are the nodal coordinates.
Right: The division of the element Ωm to three subtriangles.
By substituting equation (4.34) into (3.22) the elements of the block B in the FEM
system matrix (3.21) are obtained as
B(i, j) =
1∑
k=0
∫
supp(ϕiϕj)∩Sk
ηk∇ϕi · ∇ϕj dr +
L∑
l=1
1
zl
∫
el
ϕiϕj dS , (4.35)
where supp(ϕiϕj) expresses the part of the domain Ω where both of the basis
functions ϕi and ϕj are non-zero.
The free-surface C is parameterized using a Be´zier curve. Since the free-surface
lies inside the object domain, the FEM implementation of the forward model U(θ)
is more challenging than in Publication I. The FEM implementation of U(θ) is
based on the idea presented originally in reference [80]. The method employs
subdivision of the triangle elements into the different regions when computing the
integrals in equation (4.35). The elements are classified into two categories:
• If the free-surface intersects an element, the element is divided into two parts.
Example is shown in Figure 4.3. Upper part belongs to the region Sl, lower
belongs to Sr. In the computations, the part that belongs to Sr is divided
into two subtriangles.
• If the element is not intersected, the integral over element can be computed
directly using conventional FE techniques, see for example [57].
The inverse problem is stated as the ROLS problem augmented with the La-
grangian constraints. The constraints are used to prevent the first and last control
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points of the Be´zier curve from moving off from the domain boundary ∂Ω. Thus,
the minimized functional is written as
1
2
‖U(θ)− V ‖2 + α
2
‖Lθ(θ − θ∗)‖2 + λTΦ(θ) ,
where λ ∈ R2 is the vector containing the Lagrangian multipliers. Thus, the
number of constraints is two. The optimization procedure was carried out using
the traditional Lagrange-multiplier-method and solving the Karush-Kuhn-Tucker-
system (KKT-system) [94]. The first-order difference matrix was used for the
regularization of the control points γ. The choice was based on the assumption that
the consecutive control points are not far from each other. For the admittivities
identity matrix was used as the regularization matrix.
The Jacobian matrix is computed using the adjoint differentiation (4.29). To
obtain the derivative of the matrix A, the derivative of B with respect to the shape
parameters needs to be computed. In reference [80], it was shown that using the
notation of (4.33) the derivatives can be written as
∂B(i, j)
∂γxn
=
∑
m|Ωm∈B(C)∩supp(ϕiϕj)
(η1 − η0)
∫ s2
s1
∇ϕi · ∇ϕj y˙(s)Θxn(s) ds ,
i, j = 1, 2, . . . , N ,
and
∂B(i, j)
∂γyn
=
∑
m|Ωm∈B(C)∩supp(ϕiϕj)
(η0 − η1)
∫ s2
s1
∇ϕi · ∇ϕj x˙(s)Θyn(s) ds ,
i, j = 1, 2, . . . , N , (4.36)
where x˙(s) and y˙(s) are the derivatives of the x(s) and y(s) with respect to s,
respectively. The limits of integration s1 and s2 are the values of the curve pa-
rameter in the intersection points of the element edges and the curve C in each of
the elements Ωm. The element set B refers to the set of intersected elements.
By inspecting equation (3.22), it can be seen that the elements of the matrices
∂B/∂σk and ∂B/∂ǫk are obtained as
∂B(i, j)
∂σk
=
∫
supp(ϕiϕj)∩Sk
∇ϕi · ∇ϕj dr , i, j = 1, 2, . . . , N , (4.37)
and
∂B(i, j)
∂ǫk
= j
∫
supp(ϕiϕj)∩Sk
∇ϕi · ∇ϕj dr i, j = 1, 2, . . . , N .
Air-liquid interface
In the reconstruction of air-liquid interface, the capacitive effects were not taken
into account. For the G–N iteration, the initial level for the free-surface was
chosen in the following way. The initial shape of the free-surface was assumed to
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be flat. Furthermore, the y-coordinate of the surface was set into the middle of
the topmost electrode that was in contact with liquid. Based on this initial guess
for the free-surface location, the electrodes that remained in contact with air were
neglected.
The parameter vector consisted of control points γ and conductivity of liquid
σ1 such that
θ = (γ, σ1)
T .
The conductivity of air was approximated with a fixed small positive constant.
The number of control points was four, that is γ ∈ R8. The air-liquid interface
recovery was tested with two simulations.
Oil-water interface
In the oil-water interface reconstruction, the capacitive effects were taken into
account. In this situation all electrodes could be used to inject and measure. The
parameter vector consisted of control points γ, water conductivity σ1 and the
scaled permittivity coefficient of oil ǫ˜0 = ωǫrǫ0 such that
θ = (γ, σ1, ǫ˜0)
T .
The number of control points was four, that is, γ ∈ R8. The oil-water interface
recovery was tested with two simulations.
Discussion
The results obtained from simulations are promising. It is suggested that the
proposed approach could be used in the monitoring of industrial pipelines, for
example, when the air-liquid or oil-water fraction inside the pipeline is of interest.
The method recovered the admittivities and shapes of free-surfaces accurately.
In this method, the end points of the open surface were constrained to move
along the domain boundary during iteration. This was carried out using La-
grangian constraints which prevented end points from moving off the domain
boundary. Furthermore, proposed method avoided remeshing issues because the
topology of the mesh was kept fixed during the iterations. If there are more than
two flow regimes in the pipe, this method is extendable for monitoring those si-
multaneously.
One drawback of this method is that the reconstructions are presumably erro-
neous if there is a large inhomogeneity in the object domain and it is not taken
into account. In practise, the simultaneous estimation of the shapes of inclusions
with closed boundaries can be embedded to the proposed free-surface estimation
method.
4.5.3 Sedimentation monitoring III–IV
The objective of this method is to recover the locations and velocities of phase in-
terfaces in sedimentation processes. The motivation for the method stems from the
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monitoring of sedimentation and other type of separation processes in industrial
tanks.
The method uses the sedimentation model shown in Figure 2.2 and it is based
on shape estimation techniques: Instead of using usual pixel based parameteriza-
tion of EIT problem and post processing of the reconstructed pixel images, the
EIT problem is parameterized directly with respect the locations (y-coordinates)
of the phase interfaces (γ1 and γ2 in Figure 2.2) and the conductivities (σ1, σ2, σ3)
of the phase layers.
The problem of estimating the locations of the phase interfaces and phase con-
ductivities is treated as a nonlinear state estimation problem within the framework
of Section 4.3. By choosing the state estimation formulation, temporal evolution
models for the heights of the phase interfaces and phase conductivities during the
sedimentation can be embedded into the solution of the EIT problem.
Two-dimensional case III
In Publication III, a 2D model for the sedimentation monitoring is considered.
The phase interfaces Cq(γq), q = 1, 2 are modelled as horizontal lines at the height
γq (measured from the bottom of the tank).
The FEM implementation of the forward model U(θ) is similar to the method
presented in Section 4.5.2. The main difference is that in the sedimentation moni-
toring two open interfaces have to be considered. Thus, the element classification
procedure has to be done for three subregions instead of two. The evaluation
of the integrals in equation (3.22) for the first-order basis functions is done with
the aid of equations (4.34) and (4.35). In this case, there are three conductivity
coefficients σk instead of two admittivity coefficients.
In Publication III, three different evolution models for the state parameters
are considered. These models are random-walk, the first-order kinematic, and the
second order-kinematic model. The advantage of the kinematic models is that the
velocities of the phase interfaces are embedded as auxiliary parameters in the state.
Thus, the velocity estimates are obtained directly as part of the state estimation
process. The chosen kinematic models have been widely used in motion tracking
problems [19, 85]. They are suitable models for parameters that change with nearly
constant speed and acceleration between the measurement instants, respectively.
In EIT, the kinematic models have been used, for example, in references [76, 77].
The computation of the Jacobian is carried out using equations (4.36) and
(4.29).
The state estimation problem was solved using EKF equations (4.19–4.23).
The performance of the proposed method and evolution models was tested with
numerical simulations.
In the following, the employed evolution models are reviewed.
Random-walk
The simplest model for the evolution of the interfaces and the conductivities is
the random-walk. In this model the locations of the interfaces (γ1, γ2) and the
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values of the conductivities are assumed to be obtained from the previous state by
adding white noise with the covariance Γwt . In the component form the random
walk model can be written as
γt+1,i = γt,i + wt,i ,
σt+1,j = σt,j + wt,j .
With the random walk model, the state parameter vector becomes
θt = (γt,1, γt,2, σt,1, σt,2, σt,3)
T , (4.38)
and the state transition matrices Ft andDt in equation (4.16) become Ft = Dt = I,
the identity matrix. In (4.38), γt,1 and γt,2 are the locations of the phase interfaces
at time index t and σt,1,σt,2 and σt,3 are the conductivity values of the phase layers
at time index t, respectively.
The first-order kinematic model
In the first-order kinematic model, the phase interfaces are assumed to move with
nearly constant velocities between the consecutive measurement times (indices t
and t + 1). The componentwise evolution models for the location parameters
γt,i, i = 1, 2 become:
γt+1,i = γt,i + γ˙t,i∆T +
1
2
∆T 2wt,i , (4.39)
γ˙t+1,i = γ˙t,i +∆Twt,i , (4.40)
where γ˙t,i denotes the time derivative of the location of the interface (i.e., the
settling velocity at time index t) and ∆T denotes the actual time difference between
the time indices t+1 and t. In equations (4.39–4.40) the acceleration of the location
of the interface is embedded into the state noise term, and the magnitude of the
state noise covariance can be used to tune how much the dynamics are allowed
to deviate from the constant speed movement. In the overall evolution model,
similar first-order kinematic model, as in equations (4.39–4.40), is employed for
the conductivity parameters (σt,1, σt,2, σt,3). With these choices, the parameter
vector in (4.16) becomes
θt =
(
γt,1, γ˙t,1, γt,2, γ˙t,2, σt,1, σ˙t,1, σt,2, σ˙t,2, σt,3, σ˙t,3
)T
,
the state and noise transition matrices Ft and Dt become
Ft = blockdiag
(
1 ∆T
0 1
)
, Dt =

1
2∆T
2 0 0 · · ·
∆T 0 0 · · ·
0 12∆T
2 0 · · ·
0 ∆T 0 · · ·
... 0
. . .
. . .
...
. . .
. . .

.
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The second-order kinematic model
In the second-order kinematic model, the phase interfaces are assumed to move
with nearly constant acceleration between the consecutive measurement times.
The evolution model for the location parameters γt,i, i = 1, 2 becomes
γt+1,i = γt,i + γ˙t,i∆T +
1
2
γ¨t,i∆T
2 +
1
6
∆T 3wt,i , (4.41)
γ˙t+1,i = γ˙t,i + γ¨t,i∆T +
1
2
∆T 2wt,i , (4.42)
γ¨t+1,i = γ¨t,i +∆Twt,i , (4.43)
where γ¨t,i denotes the second time derivative of the location of the interface (i.e.,
acceleration at time index t). In the overall evolution model, similar second-order
kinematic model, as in equations (4.41–4.43), is employed for the conductivity
parameters (σt,1, σt,2, σt,3). With these choices, the parameter vector in (4.16)
becomes
θt = (γt,1, γ˙t,1, γ¨t,1, γt,2, γ˙t,2, γ¨t,2, σt,1, σ˙t,1, σ¨t,1,
σt,2, σ˙t,2, σ¨t,2, σt,3, σ˙t,3, σ¨t,3)
T ,
and the state and noise transition matrices become
Ft = blockdiag
1 ∆T 12∆T 20 1 ∆T
0 0 1
 , Dt =

1
6∆T
3 0 0 · · ·
1
2∆T
2 0 0 · · ·
∆T 0 0 · · ·
0 16∆T
3 0 · · ·
0 12∆T
2 0 · · ·
0 ∆T 0 · · ·
... 0
. . .
. . .
...
. . .
. . .

.
It is worth noting that the forward solution Ut(θt) does not depend explicitly on
the first derivatives γ˙t,i, σ˙t,i or the second derivatives γ¨t,i, σ¨t,i. When implementing
the extended Kalman filter for the first and second order kinematic models, this
is taken into account by simply adding zero columns to the Jacobian matrix Jt in
equation (4.18) at the locations corresponding to the parameters γ˙t,i,σ˙t,i,γ¨t,i and
σ¨t,i.
Three-dimensional case IV
In Publication IV, the 2D approach for sedimentation monitoring is extended into
3D geometry. A new computational implementation of the forward model Ut(θt)
is developed. The phase interfaces are assumed to be planes oriented along the
xy -plane and the estimated parameters are the z-coordinates γq of these planes.
Hence, the plane is of the form
Cq(γq) = {w ∈ R3|(w− rq)Tn = 0} ,
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where the normal vector of the plane is n = (0, 0, 1)T and the position vector is
rq = (0, 0, γq)
T. The phase interfaces (planes) are allowed to split the elements
of the finite element mesh and thus no remeshing is needed. A three dimensional
example of the element-interface splitting is illustrated in the Figure 4.4.
S˘u, σu
S˘l, σl
Cq
Figure 4.4: An example of a situation where the phase interface splits an element
of the finite element mesh. In this situation one node of the element is on the
upper side of the phase interface Cq and three nodes are on the lower side. S˘u
and S˘l refer to the parts of the tetrahedrons which are on the upper and lower
side of the phase interface Cq, respectively.
The evaluation of the integrals in equation (3.22) is done with the aid of equa-
tions (4.34) and (4.35). In this case there are three conductivity coefficients σk
instead of two admittivity coefficients. For the integration, the elements are di-
vided into two classes:
• In the elements that are intercepted, the volume integrals of ∇ϕi ·∇ϕj have
to be computed over parts of the FEM elements that belong to different
phase layers, see Figure 4.4. In the case of the first-order (linear) basis the
volume integral in (4.35) can alternatively be computed as a volume weighted
average of the phase conductivities: Let Ωm be an element divided into two
parts by a phase interface as in Figure 4.4. By noting that the gradient of
the first order basis functions ϕi, ϕj are constant over the whole element Ωm,
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the volume integration in (4.35) can be carried out as
σu|S˘u|+ σl|S˘l|
|S˘u|+ |S˘l|
∫
Ωm
∇ϕi · ∇ϕj dr , (4.44)
where S˘u = Su ∩Ωm, S˘l = Sl ∩ Ωm and S˘l ∪ S˘u = Ωm. |S˘u| and |S˘l| denote
the volumes of the upper and lower parts of the split element. Here the
subscripts u and l refer to the upper and lower side of the element Ωm with
respect to the intercepting phase interface, respectively. In the case of the
first-order basis functions, the evaluation of integral in (4.44) is carried out
as follows. It is noted that, the term ∇ϕi · ∇ϕj is constant and thus the
integral can be written as∫
Ωm
∇ϕi · ∇ϕj dr = c
∫
Ωm
dr = c|Ωm| , (4.45)
where c is constant.
• If the phase interface does not intersect the element, the volume-weighted av-
erage corresponds to the conductivity of the element. Furthermore, equation
(4.45) can be used when computing the integrals.
The procedure is explained in detail in Publication IV.
In the computation of the Jacobian, the elements of the derivatives of the
matrix A with respect to the interface locations are obtained as follows. Since the
parameterization affects only to the B-block of the matrix A, only the term
∂B(i, j)
∂γq
=
∂
∂γq
(
3∑
k=1
∫
supp(ϕiϕj)∩Sk
σk∇ϕi · ∇ϕj dr
)
=
∑
m|Ωm∈B(Cq)∩supp(ϕiϕj)
[
∂
∂γq
(
σu|S˘u|+ σl|S˘l|
|S˘u|+ |S˘l|
)∫
Ωm
∇ϕi · ∇ϕj dr
]
needs to be computed. The element set B refers to the intersected elements. In
Publication IV it is shown that the derivative in (4.44) can be written in the form
∂B(i, j)
∂γq
=
(σu − σl)
|Ωm|
∂|S˘u|
∂γq
∫
Ωm
∇ϕi · ∇ϕj dr . (4.46)
Hence, the only derivative which needs to be computed for the evaluation of (4.46)
is
∂|S˘u|
∂γq
,
i.e., how the change in the interface location changes the volume of the upper
subtetrahedron of the element Ωm. The evaluation of the derivative ∂|S˘u|/∂γq is
explained more specifically in Publication IV. The derivative with respect to the
conductivities σk is computed as in (4.37).
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The state estimation problem was solved using EKF equations (4.19–4.23).
The performance of the proposed method and evolution models was tested with
numerical simulations. The performance of the method proposed in Publication
IV was tested with both simulated and experimental data. For the evolution of
the phase interfaces the first-order kinematic model was used. The conductivities
were assumed to be nearly constant and thus random-walk was employed for them.
Discussion
The results presented in Publications III and IV show that the developed sedimen-
tation monitoring model performs well. The settling curves and velocity estimates
obtained with kinematic models are accurate. The kinematic models are advan-
tageous because the velocity estimates are obtained directly as a part of the state
estimates. Thus, no post differentiation of the location estimates is needed.
The accuracy of the method is, however, presumably reduced if there are large
local inhomogeneities in the phase layers. Based on the results, it is suggested that
the proposed computational method can be used in the monitoring of sedimenta-
tion processes when knowledge of the locations and velocities of settling interfaces
are of interest.
Chapter V
Summary and conclusions
In this thesis, shape estimation methods for electrical impedance tomography were
developed. The motivation for the methods presented in this thesis stems from
the industrial applications of EIT.
In Chapter 2, background of the thesis and motivation for the methods were
discussed. The applications considered in this thesis were presented.
In Chapter 3, EIT was reviewed. More specifically, the mathematical model
and its numerical solution using finite element method were discussed. Further-
more, electrical impedance tomography hardware used in this thesis was shortly
reviewed.
In Chapter 4, the inverse problem of EIT was discussed. A brief review on the
methods that have been applied to EIT inverse problem was given. Furthermore,
the construction of the Jacobian matrix was discussed. The rest of Chapter 4
presented reviews of the shape estimation methods developed in the publications
of this thesis.
The principal objectives in the shape estimation approaches were: to present
a shape parameterization that is suitable for the considered practical application,
and through the shape parameterization reduce the ill-posedness of the corre-
sponding inverse problem. The different selections of parameterizations affected
the FEM implementation of the forward problem. The corresponding inverse prob-
lem was stated as finding the shape parameters. Due to the nonlinearity of the
inverse problem, the solution necessitated the computation of the Jacobian matrix.
This was presented corresponding to the different FEM implementations.
Publication I
In this publication, a method for estimating the shape of the free-surface between
air and conducting liquid in an industrial pipe was presented. The conducting
liquid region was modelled using finite element mesh. The upper boundary of the
object was assumed to represent the free-surface. The inverse problem was stated
as a ROLS problem. The method was tested with simulated and experimental
data. Based on the results it is concluded that the method is promising.
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Publication II
The method in this publication was based on the assumption that the interior
of the industrial pipe under investigation consists of two disjoint regions with
different admittivities and these regions are separated with a smooth free-surface.
The aim was then to estimate the shape of the free-surface and the corresponding
permittivity coefficients of the regions. The inverse problem was stated as a ROLS
problem augmented with two Lagrangian constraints. The constraints prevented
the begin and end points of the free-surface from moving off the domain boundary.
The performance of the method was tested with four numerical examples. From
the results it can be seen that the method yields good estimates for the shape of
the free-surface and admittivity coefficients.
Publication III
In this publication, a state estimation method for the monitoring of sedimentation
processes using EIT was introduced. The aim of the method was to recover the
time evolutions of the locations and velocities of the phase interfaces. The method
assumed a piecewise constant three layer sedimentation model. Three different
evolution models for the state estimation method were considered. The method
was tested in numerical examples and evolution models were compared. From the
results it is seen that the method performs well. Furthermore, the use of kinematic
models can be seen to improve the estimates of the locations and velocities of the
phase interfaces compared to the random-walk model.
Publication IV
The sedimentation monitoring method presented in Publication III was extended
to three-dimensional geometry. The performance of the method was tested with
the numerical simulation and experimental data. Based on the results it is seen
that the method yields good estimates for the locations and velocities of the phase
interfaces. Furthermore, the method exhibited a promising performance when
experimental data were used.
Conclusions
The methods presented in this thesis are suggested to be used in industrial process
monitoring. Furthermore, they provide a good computational framework for the
further development of the shape estimation methods for industrial use. The
methods have shown promising performance when tested with experimental and
simulated data.
The free-surface estimation methods in Publications I and II were presented
in 2D form. These free-surface estimation methods are extendable to 3D. Fur-
thermore, when considering real industrial employment of the methods presented
in this thesis, they should be improved such that they are less computationally
demanding and adaptable to different industrial processes. One of the challenging
tasks, especially, in the air-liquid interface estimation is the automatic detection
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of the electrodes that are not in contact with conducting medium. One possible
detection technique has been discussed for example in [16].
The methods developed in Publications I and II were developed using static as-
sumptions. However, there are situations in which the target changes significantly
faster compared to the time required to collect a full EIT data set. In these situa-
tions, the free-surface estimation problem can be formulated in the time-dependent
state estimation form. This kind of implementation has been presented for two
immiscible liquids in [78].
The sedimentation monitoring model developed in this thesis would be a po-
tential method in industry when it is extended to monitor different types of sep-
aration processes. Furthermore, the issues regarding computational burden in 3D
and accuracy of the models can be resolved by using the recently developed ap-
proximation error theory [71]. In the approximation error theory, for example, the
errors due to the coarse discretization of models can be taken into account in the
reconstruction. The use of optimal current patterns in sedimentation monitoring
is also a future topic. The aim is to optimize the measurement paradigm based on
a priori model of the target conductivity, see [69, 60].
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