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Abstract. We report results from a multiple linear regres-
sion analysis of long-term total ozone observations (1979 to
2000, by TOMS/SBUV), of temperature reanalyses (1958
to 2000, NCEP), and of two chemistry-climate model sim-
ulations (1960 to 1999, by ECHAM4.L39(DLR)/CHEM
(=E39/C), and MAECHAM4-CHEM). The model runs are
transient experiments, where observed sea surface temper-
atures, increasing source gas concentrations (CO2, CFCs,
CH4, N2O, NOx), 11-year solar cycle, volcanic aerosols
and the quasi-biennial oscillation (QBO) are all accounted
for. MAECHAM4-CHEM covers the atmosphere from the
surface up to 0.01 hPa (≈80 km). For a proper represen-
tation of middle atmosphere (MA) dynamics, it includes
a parametrization for momentum deposition by dissipating
gravity wave spectra. E39/C, on the other hand, has its top
layer centered at 10 hPa (≈30 km). It is targeted on pro-
cesses near the tropopause, and has more levels in this re-
gion. Despite some problems, both models generally repro-
duce the observed amplitudes and much of the observed low-
latitude patterns of the various modes of interannual variabil-
ity in total ozone and lower stratospheric temperature. In
most aspects MAECHAM4-CHEM performs slightly better
than E39/C. MAECHAM4-CHEM overestimates the long-
term decline of total ozone, whereas E39/C underestimates
the decline over Antarctica and at northern mid-latitudes.
The true long-term decline in winter and spring above the
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Arctic may be underestimated by a lack of TOMS/SBUV
observations in winter, particularly in the cold 1990s. Main
contributions to the observed interannual variations of total
ozone and lower stratospheric temperature at 50 hPa come
from a linear trend (up to −10 DU/decade at high northern
latitudes, up to −40 DU/decade at high southern latitudes,
and around −0.7 K/decade over much of the globe), from
the intensity of the polar vortices (more than 40 DU, or 8 K
peak to peak), the QBO (up to 20 DU, or 2 K peak to peak),
and from tropospheric weather (up to 20 DU, or 2 K peak
to peak). Smaller variations are related to the 11-year solar
cycle (generally less than 15 DU, or 1 K), or to ENSO (up
to 10 DU, or 1 K). These observed variations are replicated
well in the simulations. Volcanic eruptions have resulted in
sporadic changes (up to −30 DU, or +3 K). At low latitudes,
patterns are zonally symmetric. At higher latitudes, how-
ever, strong, zonally non-symmetric signals are found close
to the Aleutian Islands or south of Australia. Such asym-
metric features appear in the model runs as well, but often
at different longitudes than in the observations. The results
point to a key role of the zonally asymmetric Aleutian (or
Australian) stratospheric anti-cyclones for interannual varia-
tions at high-latitudes, and for coupling between polar vortex
strength, QBO, 11-year solar cycle and ENSO.
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1 Introduction
For many years, general circulation models (GCMs) have
been major tools for atmospheric prediction. For weather
forecasting, their time scales range from hours to days, for
climate studies from years to decades (IPCC, 2001). On
these longer time scales, decadal changes in radiatively ac-
tive trace gases like H2O, CO2, O3, CFCs, N2O, and NOx
are important, particularly in the stratosphere (IPCC, 2001;
WMO, 2003; Shine et al., 2003). For the investigation
of stratospheric ozone depletion and its connection to cli-
mate change (WMO, 2003), many recent “chemistry-climate
models” include a representation of atmospheric trace gases,
their sources, sinks, and chemical reactions relevant for the
stratosphere (Austin et al., 2003). Trace gases are trans-
ported throughout the model atmosphere. Their distribu-
tions change in space and time due to transport processes
and photo-chemical reactions. Trace gas abundances are fed
back into the radiation code of the model. Thus, changes
in trace gases interactively couple back into dynamics and
transport. This is essential for investigating connections be-
tween stratospheric ozone changes and climate change.
Climatologies and trends from stratospheric “chemistry-
climate models” are realistic and have been validated (Hein
et al., 2001; Austin et al., 2003; Manzini et al., 2003;
Shine et al., 2003; Steil et al., 2003). The purpose of
this study is to extend this climatological validation to
the comparison of interannual variation patterns. In this
sense, we “validate” two recent 40 year transient simula-
tions by ECHAM4.L39(DLR)/CHEM, called E39/C here-
after (Dameris et al., 2005), and MAECHAM4-CHEM (Steil
et al., 2003; Manzini et al., 2003). These simulations try to
account for nearly all important sources of variance in the
real atmosphere between 1960 and 2000. We compare typi-
cal modes and patterns of the interannual variations of total
ozone and temperature from these two model simulations,
with those actually observed.
We follow the approach of Steinbrecht et al. (2003), which
was based on a multiple linear regression analysis of near
global long-term total ozone observations from satellite-
based Total Ozone Monitoring Spectrometer (TOMS) and
Solar Backscatter Ultra Violet (SBUV) instruments (Sto-
larski and Hollandsworth, 2003), and of temperature ﬁelds
from NCEP reanalyses (Kistler et al., 2001). This pro-
vides global maps of interannual variation patterns of total
ozone and lower stratospheric temperature (e.g. 50 hPa, or
≈22 km), correlated with the quasi-biennial oscillation of
Equatorial zonal wind (QBO), with the 11-year cycle of so-
lar activity, or with other inﬂuences. For observations and
reanalyses, the results are the same as in Steinbrecht et al.
(2003). The same methodology is now applied to simulated
total ozone and temperature ﬁelds from the two 40-year long
model runs, and observed and modelled interannual variation
patterns can be compared.
2 Data and method
2.1 Simulations and observations
The simulations were performed with two models derived
from the European Center HAMburg version 4 (Roeckner
et al., 1996), and the MA-ECHAM4 (Manzini et al., 1997)
general circulation models: ECHAM4.L39(DLR)/CHEM,
called E39/C hereafter, and MAECHAM4-CHEM. Both are
based on full coupling of the general circulation (GCM)
model with the chemistry model CHEM (Steil et al., 1998).
While the general circulation (GCM) part accounts for the
meteorological processes, CHEM simulates the photochem-
istryrelevanttostratosphericozone, includingheterogeneous
chemistry. Trace gas concentrations from CHEM are fed
back into the radiative scheme of the GCMs (Steil et al.,
2003). For both simulations, the horizontal resolution used
in the GCMs was the T30 truncation, and the mesh size for
CHEM was 3.75◦×3.75◦. In E39/C, 39 vertical model lev-
els reach from the surface up to 10 hPa (30 km) (Dameris
et al., 2005), whereas in MAECHAM4-CHEM 39 model
levels reach from the surface up to 0.01 hPa (80 km) (Steil
et al., 2003; Manzini et al., 2003). With more levels near the
tropopause, E39/C is targeted more on processes around the
tropopause (Grewe et al., 2001; Schnadt et al., 2002; Schnadt
and Dameris, 2003). MAECHAM4-CHEM, on the other
hand, is a full troposphere-stratosphere-mesosphere model
(Manzini et al., 1997; Manzini et al., 2003). It includes bet-
ter radiation and dissipation processes, especially momen-
tum deposition by dissipating gravity wave spectra, which
is parameterized in MAECHAM4-CHEM (Manzini and Mc-
Farlane, 1998), but not in E39/C. The two models also dif-
fer in their trace gas transport scheme: E39/C uses a semi-
Lagrange method following Williamson and Rasch (1989),
whereas MAECHAM4-CHEM uses the less diffusive SPIT-
FIRE scheme (Rasch and Lawrence, 1998).
With both models, a simulation covering the 1960 to
1999 time period was carried out, with the same “transient”
boundary conditions, i.e. realistically increasing chlorine and
greenhouse gas concentrations (CFCs, CO2, N2O, CH4, and
NOx; WMO, 2003), and observed variations in sea surface
temperatures and ice-coverage (Rayner et al., 2003). Both
simulations also included a nudged QBO (Giorgetta and
Bengtsson, 1999), volcanic aerosol effects from the major
eruptions in 1963, 1982, and 1991 (Timmreck et al., 2004),
and spectral solar irradiation changes following the 11-year
solar cycle. For the latter, 10.7 cm solar radio ﬂux was con-
verted to UV changes, as described in Lean et al. (1997).
See also Tourpali et al. (2003). Details for the E39/C tran-
sient simulation, and the boundary conditions, are given in
Dameris et al. (2005). The same boundary conditions were
used for the MAECHAM4-CHEM run.
The subsequent analysis is based on gridded monthly
mean data. For TOMS/SBUV we used the gridded version 7
datasetona5◦×10◦ latitudebylongitudegridfromStolarski
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and Hollandsworth (2003), over the period from November
1978 to December 2000. Since TOMS and SBUV need sun-
light for their measurements, no data are available in the
polar regions in winter. NCEP reanalysis data are avail-
able throughout the year, on a 2.5◦×2.5◦ grid (Kistler et
al., 2001). Here we use NCEP data from January 1958 to
December 2000, regridded to the TOMS/SBUV grid. The
E39/C and MAECHAM4-CHEM monthly means are on a
3.75◦×3.75◦ grid, and cover the period from January 1960 to
December 1999. For the analysis we use total ozone anoma-
lies 1O3, and temperature anomalies 1T at 50 and 400 hPa.
Anomalies were derived by subtracting the climatological
long-term monthly mean for the appropriate month of the
year and for each grid-cell from the actual monthly mean at
each grid-cell.
2.2 Zonal mean anomalies
The long-term evolution of zonal mean anomalies for ob-
servations and model simulations, for total column ozone,
and for lower stratospheric temperature at 50 hPa (≈22 km)
is given in Fig. 1. The largest interannual variations in the
stratosphere are found at high northern, and high southern
latitudes. They are seasonally synchronized, and occur in
winter and spring. Variations in the tropical and subtropical
stratosphere are smaller, more regular, and less synchronized
with season. Both model simulations give a similar picture
to the observations and reanalyses.
However, the substantially lower 50 hPa temperatures be-
fore 1979 in the area south of 30◦ S in the NCEP reanalyses
(blue colours in the left panels of Fig. 1) are not seen in the
simulations. Before the introduction of global satellite ob-
servations in 1979, the observational basis was quite sparse
in the Southern Hemisphere, particularly in the stratosphere.
After 1979, this situation changed dramatically Kistler et al.
(2001). This step is quite apparent in the NCEP reanaly-
ses in Fig. 1. Other, minor changes may have occured at
other times. We have to be very careful, therefore, espe-
cially when using NCEP reanalysis data from the Southern
Hemisphere before 1979. However, with the exception of
trends, most of our results from the NCEP reanalysis were
very similar, whether obtained for the 1979 to 2000 period,
or for the 1958 to 2000 period. Also the results for 50 hPa
temperature are usually supported by similar results for total
ozone, which are derived from the homogenized and more
consistent TOMS/SBUV data set. Agreement with the per-
se consistent model simulations can also give support for our
50 hPa temperature results. Nevertheless, potential problems
with NCEP data consistency have to be kept in mind.
A long term decline of total column ozone can be seen
in the top panels of Fig. 1, by the change from red to blue
colours. This decline is most pronounced at high southern
latitudes, where the “Antarctic ozone hole” has been occur-
ing since 1984. It is also large at northern latitudes, par-
ticularly in the 1990s. Compared to TOMS or the E39/C
simulation, the ozone decline is much more pronounced in
the MAECHAM4-CHEM simulation. It is important to note,
however, that no TOMS/SBUV observations are available in
polar winters, especially in many of the Arctic winters with
large ozone depletion in the 1990s. It is, therefore, quite
likely that the true total ozone trend above the Arctic is larger
than observed by the combined TOMS/SBUV data-set.
Along with the ozone decline, the stratosphere, e.g. at
50 hPa, has been getting colder. This cooling is most visible
by the blue colours in the tropics after 1993. At high lati-
tudes, interannual variations are very large, and Fig. 1 gives
no clear indication for a cooling trend. As mentioned, the
step in NCEP temperatures around 1979 has to be treated
with suspicion and makes this data set problematic for the
derivation of trends starting before 1979. Trends are dis-
cussed in Sect. 3.3.
The QBO, indicated by the black line near the Equator,
shows a very clear inﬂuence on total ozone and 50 hPa tem-
perature in tropics and sub-tropics. This is seen in obser-
vations/reanalysis and in both simulations. Phase changes of
the QBO signal appear around 15◦ latitude, and possibly also
around 50◦ to 60◦ latitude for 50 hPa temperature. The QBO
signal is discussed in Sect. 3.4. While the QBO signal is, in
general, quite visible, effects of the 11-year solar cycle (in-
dicated by the black line near 90◦ N) are much less obvious,
at least for the altitude levels shown in Fig. 1. One might
see a tendency for higher total ozone and higher 50 hPa tem-
peratures during solar maxima. See Sect. 3.5 for solar cycle
effects.
Very pronounced warmings appear in 50 hPa temperature
after the 3 major volcanic eruptions of 1963, 1982 and 1991.
These warmings are generally too large in the simulations
compared to the reanalysis. This is discussed in Sect. 3.6.
2.3 Multiple linear regression
Figure 1 gives qualitative indication of different factors con-
tributing to interannual and long-term variations of total
ozone and temperature. In the following, we try to quantify
these. From general knowledge about main inﬂuences on
total ozone or lower stratospheric temperature (e.g. WMO,
2003), we assume a priori that only certain main variations
are important. Each is represented by a “predictor” time se-
ries, e.g. the QBO by Equatorial zonal wind anomalies, the
11-year solar cycle by solar radio ﬂux at 10.7 cm, the El
Ni˜ no/Southern Oscillation by the Southern Oscillation In-
dex, and so on. An attribution to a few statistically signif-
icant main factors can be done by multiple linear regression.
For each individual latitude longitude grid-cell, total ozone
column anomalies 1O3, or temperature anomalies 1T, are
described as a sum of predictor terms:
1Y = cT R T R + cFS FS + cA A + cT(400) T(400)
+cQBO(10) QBO(10) + cQBO(30) QBO(30)
+cu(60N) u(60N) + cu(60S) u(60S)
+cENSO ENSO + residual
(1)
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Fig. 1. Zonal anomaly time series for latitudes from 90◦ S to 90◦ N (y-axes), and for the period 1960 to 2000 (x-axes). Anomalies are colour-
coded with yellow and red colours corresponding to positive anomalies, and cyan and blue colours corresponding to negative anomalies.
Top row shows total column ozone anomalies, bottom row shows temperature anomalies at 50 hPa (≈22 km). The left column gives results
for TOMS/SBUV observations, not available before 1979, and for NCEP reanalysis, the middle column for the transient simulation with
MAECHAM4-CHEM, and the right column for the transient simulation with ECHAM4.L39(DLR)/CHEM (=E39/C). The black line near
the top of each plot gives 10.7 cm solar-ﬂux as an indicator for the 11-year solar cycle. The black line near the Equator gives equatorial
zonal wind anomalies at 40 hPa as a proxy for the QBO. At the very bottom, these two index time series are repeated again, along with the
Southern Oscillation Index, which is negative during El Ni˜ no warm events and positive during La Ni˜ na cold events.
From a given time series 1Y at an individual grid cell,
and from given inﬂuences, or “predictor” time series X, the
coefﬁcients cX can be determined by a multiple linear least
squares ﬁt. The residual is, in general, an auto-correlated
noise time series. Here we neglect the noise autocorrelation,
which is usually smaller than 0.5 in the tropics, and smaller
than 0.3 outside of the tropics. The statistical signiﬁcance
level of our results might, therefore, be overestimated, espe-
cially in the tropics. For our purposes we use the predictor
time series T R for a linear trend, 10.7 cm solar radio ﬂux
FS for the 11-year solar cycle, stratospheric aerosol optical
depth A for stratospheric aerosol loading, T(400) for tropo-
spheric temperature (anomalies) at 400 hPa, Equatorial zonal
wind anomalies at 10 and 30 hPa, QBO(10) and QBO(30),
for the quasi-biennial oscillation, zonal wind anomalies at
60◦ latitude, 50hPa, u(60N)andu(60S), asproxiesforPolar
Vortex strength, and the Southern Oscillation Index for the
El Ni˜ no/Southern Oscillation (ENSO) variation. See Stein-
brecht et al. (2003) for details.
The regression according to Eq. (1) is carried out sep-
arately for each grid cell, and separately for the four sea-
sons, northern winter (December, January, February), north-
ern spring (March, April, May), northern summer (June,
July, August), and northern fall (September, October, De-
cember). For each grid cell, and for the four seasons, the dif-
ferent terms cX X then describe ozone, or temperature vari-
ations correlated with predictor X. As in Steinbrecht et al.
(2003), a stepwise regression approach is used. The most
important predictor is added ﬁrst. Other predictors are tested
and added later, if they are statistically signiﬁcant at the, pos-
sibly overestimated, 90% conﬁdence level of a partial F test.
At each step, insigniﬁcant predictors are dropped. In the end,
only the most signiﬁcant predictors remain in the Equation.
With the notable exception of T(400) and ENSO in the
tropics, the predictor time series are sufﬁciently orthogonal
(Steinbrecht et al., 2003). For nearly all other predictors,
the correlation with other predictors is less than ±0.2. The
exclusion of the less signiﬁcant predictors further reduces
problems by allowing only one of two more correlated pre-
dictors. In several tests, reducing the set of predictors gave
very similar results for the remaining predictors. For exam-
ple, there was little difference in the results for solar cycle
and QBO, whether polar vortex strength was added as pre-
dictor or not. Also, for various combinations of including or
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Fig. 2. Top panels: Total ozone anomalies at 10◦ N, 220◦ E for TOMS/SBUV observations (green, left column), MAECHAM4-CHEM
simulation (blue, middle column), and E39/C simulation (red, right column). The corresponding regression results are given by the black
lines. The top part of each panel shows observed or simulated anomalies, along with the regression results from Eq. (1). The lower parts
show the individual terms cX X in the regression. They are plotted to the same scale as the anomalies, but have been shifted by arbitrary
amounts. The two QBO terms have been combined into one. The thick lines indicate predictors that were signiﬁcant in at least one season.
Bottom panels: Same, but for 50 hPa temperature.
excluding T(400) and ENSO as predictors, the results for
the other predictors changed very little. Finally, we found
that regression results change very little, whether data from
the entire 1958 to 2000 period, or 1960 to 1999 for the simu-
lations, or the much shorter 1979 to 2000 period where used.
To summarize, in our experience the regression gives gener-
ally very stable and consistent results (see also Steinbrecht
et al. (2003)).
3 Results
3.1 Examples for time series
Examples for total ozone and 50 hPa temperature anoma-
lies for a few selected grid-points, in tropics, northern mid-
latitudes and near the poles, are plotted in Figs. 2 to 5, along
with the corresponding regression results. The grid points
were selected to provide a examples where the regression
works very well (Fig. 2), or very poorly (Fig. 3). The top
of each panel shows observed or simulated anomalies from
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Fig. 3. Same as Fig. 2, but for the grid point nearest to 55◦ N, 40◦ E.
MAECHAM4-CHEM and E39/C (all in colour), along with
the anomaly time series resulting from regression according
to Eq. (1). In the lower part of each panel the individual
predictor terms cX X from Eq. (1) are plotted. Note that the
two QBO terms have been combined into one. These terms
represent ozone and temperature variations attributed to the
various inﬂuences by the regression procedure. The strik-
ing sawtooth patterns, e.g. in trend term, or solar cycle term
are a consequence of the annual cycle allowed for by carry-
ing out the regression separately for the four seasons. The
regression usually retrieves different coefﬁcients cX for the
four seasons, although the difference between seasons may
not always be signiﬁcant. Note that for Figs. 2 to 5, we have
forced all predictors into the regression, whereas throughout
most of the paper only the signiﬁcant predictors are used.
The signiﬁcant predictors are indicated by the thicker black
lines in Figs. 2 to 5.
In general, regression results reproduce the observed or
simulated anomaly time series. However, some of the larger
and many of the smaller anomalies are not reproduced well.
This is particularly true at mid-latitudes (Fig. 3). To some de-
gree it has to be expected since the linear regression is only
a simple approximation. It minimizes the mean square devi-
ation between observed/simulated anomalies and regression
result. The shape of each term cX X is prescribed completely
by the shape of the predictor X in Eq. (1). In nature or in the
simulations, however, non-linear interactions occur. The re-
sponse, e.g. to the QBO or ENSO, may be different between
one cycle and another. The regression, however, assumes
that the response always linearly follows the prescribed pre-
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Fig. 4. Same as Fig. 2, but for the grid point nearest to 80◦ N, 140◦ E. For clarity, the insigniﬁcant terms for aerosol and u(60◦ S) have been
omitted here.
dictor. Thus, the regression retrieves an “average” (mean
square) response. This tends to give a correct average ef-
fect for individual inﬂuences/predictors, but anomalies can
be underrepresented for a given single event. For example,
results are quite uncertain for volcanic aerosol, where only
two or three large events have occured. During these events
the regression tends to attribute all variations to the volcanic
aerosol predictor, that cannot be explained by the other pre-
dictors. To a lesser degree, the same applies to the ENSO
predictor. Also, while the current set of predictors accounts
for the most important global inﬂuences, predictors for more
local inﬂuences may very well be missing.
At the the grid point near 10◦ N, 220◦ E, a typical trop-
ical grid point, the regression reproduces the observed and
simulated anomalies fairly well (Fig. 2). Tropical anomalies
are generally much smaller, and substantially less noisy than
anomalies at higher latitudes (note the change of scale be-
tween Figs. 2 to 5). The noisy temperature signal at higher
latitudes, e.g. in Fig. 3, is not reproduced well by the re-
gression. Trend, QBO, solar-cycle and stratospheric aerosol
usually give fairly regular variations. The other predictors,
however, are noisy and chaotic. They give much less regular
variations. Polar anomalies (Figs. 4 and 5) are dominated by
winter extremes, which are associated with changes between
a cold polar vortex and stratospheric winter warmings. In the
regression this is accounted for by the zonal wind speed pre-
dictors at 60◦ latitude, 50 hPa. Along with the total ozone
trend, it is the dominating predictor for the polar regions. As
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Fig. 5. Same as Fig. 2, but for the grid point nearest to 80◦ S, 20◦ E. For clarity, the insigniﬁcant terms for aerosol and u(60◦ N) have been
omitted here.
mentioned before, the TOMS/SBUV data do not completely
sample the polar regions in winter, especially the Arctic in
the cold 1990s. This has to be accounted for when comparing
observed and model trends. Trends are discussed in Sect. 3.3.
In general, both simulations show variability and long-term
changes that are comparable to the observations/reanalysis.
Rather than discussing the time series plots in detail, we will
now focus on describing the general performance of the re-
gression, and the global patterns of the magnitude of ozone
and 50 hPa variations attributed to the various predictors.
3.2 Variance described by regression
An important measure for the performance of a regression
is R2, the ratio of the variance described by the regression,
i.e. the variance of all terms on the right side of Eq. (1), ex-
cept for the residual, to the total variance, i.e. to the variance
of the left side of Eq. (1). A perfect regression has R2=1 and
fully explains the total variance. Small R2≈0 indicates that
the regression explains only a small part of the total variance.
This can happen when random noise, atmospheric, or from a
measurement, accounts for a large fraction of the total vari-
ance, or when important explanatory variables are missing.
Examples for the global distribution of R2 from the re-
gression according to Eq. (1), carried out independently
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Fig. 6. Global maps of R2 for northern winter (December/January/February). Top row gives results for total ozone anomalies, bottom row
results for temperature anomalies at 50 hPa (≈22 km). R2 for TOMS/SBUV observations and NCEP reanalyses results is given in the left
column, R2 for the MAECHAM4-CHEM transient simulation in the middle column, and R2 for the ECHAM4.L39(DLR)/CHEM (=E39/C)
transient simulation in the right column. TOMS/SBUV observations are not available before 1979 and are not available in polar regions in
winter (grey area).
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Fig. 7. Latitude dependence of annual mean zonal mean R2 from the regression. Results were obtained by averaging the R2 from the
regression at each grid cell (Fig. 6) over all longitudes and over the four seasons. Error bars are 1 standard deviation over longitude,
averaged over the four seasons, and give the typical 1σ uncertainty for R2. Left panel gives results for total ozone anomalies, right panel
for temperature anomalies at 50 hPa (≈22 km). The considered time period is 1979 to 2000 for TOMS/SBUV total ozone, 1958 to 2000 for
NCEP temperature, and 1960 to 1999 for the model simulations.
for each season and each grid point, are given for Decem-
ber/January/February in Fig. 6. For Fig. 6 and the follow-
ing ﬁgures, we have chosen to select only one season, which
presents a clear but typical example. If they appear impor-
tant, differences in other seasons are mentioned. This ap-
proach is easier to digest and less confusing than to show
many ﬁgures with results for all four seasons. Values of R2
larger than about 0.6 indicate that the regression describes a
major part of the variance. R2 smaller than 0.4, however, in-
dicates that the regression is not giving a good description.
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R2 values are generally highest in winter and spring in the
respective hemispheres, when variance is high, and are lower
in summer and fall, when variance is low.
A zonal mean summary of R2 achieved by the regressions
is plotted in Fig. 7. This Figure shows zonal mean results
obtained by averging the grid cell results from Fig. 6 over all
longitudes and over the four seasons. The error bars give the
standard deviation along one latitude, averaged over the four
seasons. This standard deviation has contributions both from
true longitudinal variations, and from noise remaining after
the regression process. The error bars give a good represen-
tation of longitudinal variation and noise around the zonal
mean result. Fig. 7 does not carry longitudinal information,
but allows for a more direct comparison between the results
for observations/reanalyses, and the model simulations.
Generally, the regression works better for total ozone (top
panels of Fig. 6, left panel of Fig. 7) than for 50 hPa tem-
perature (bottom panels of Fig. 6, right panel of Fig. 7). Ge-
ographically, it works best in the tropics, subtropics, and in
polar regions. Around 60◦ latitude, there are substantial belts
where R2 can go below 0.4 and the regression often does a
poor job (compare Fig. 3). These belts are less pronounced in
total ozone, more pronounced in 50 hPa temperature. They
correspond to the storm track and jet-stream regions, also to
the region of breaking planetary waves and to the edge of
the polar vortex. Obviously, no simple predictor is included
in Eq. (1) to account for such more complex phenomena.
Also, by using monthly mean data, non-linear phenomena
like shorter life-time storms or jet-streams, breaking waves
and shorter term variations of the polar vortex edge might be
averaged out inappropriately. Examples of the time series at
typical grid-points for the different regions have been shown
and discussed with Figs. 2 to 5.
As mentioned, the regression can account for more than
60% of the total ozone variance, and for mor than 50% of the
50 hPa temperature variance over a large part of the globe.
For 50 hPa temperature, there is little difference between the
R2 obtained for the NCEP reanalyses, or for the two model
simulations. For total ozone, there is less difference between
latitude bands than for 50 hPa temperature. The highest to-
tal ozone R2, almost 0.8, is obtained for the MAECHAM4-
CHEM simulation. About 10% less of the variance are ex-
plained for the TOMS/SBUV observations. The lowest total
ozone R2 is found for E39/C total ozone. While the gen-
eral patterns for observations and both simulations are com-
parable, E39/C seems to have additional variance that is not
captured by the present set of predictors. At present it is
not clear whether this is a result of the additional levels near
the tropopause, the somewhat more diffusive transport, or
the very low uppermost layer at 10 hPa. Over large areas
of the globe, and for observations and simulations, however,
the very simple multiple linear regression with just a handful
of predictors accounts for a substantial fraction of observed
and simulated total ozone and 50 hPa temperature variance.
3.3 Linear trend
Linear trends cofﬁcients cT R from Eq. (1), obtained for
the 1979 to 2000 period for the observations, and for the
1978 to 1999 period for the simulations, are plotted in
Fig. 8, for northern spring (March/April/May). The cor-
responding zonal mean trends are shown in Fig. 9 for
northern spring (March/April/May) and southern (Septem-
ber/October/November)spring, intherespectivehemisphere.
Similar to Fig. 7, the zonal means were obtained by averging
the grid cell results (Fig. 8) over all longitudes. The error
bars give the standard deviation along one latitude. Note that
in Fig. 8, and the following false colour ﬁgures, white areas
indicate that the trend term (or the respective terms in the fol-
lowing ﬁgures) was not statistically signiﬁcant at these grid
points, at the 90% conﬁdence level.
The largest total ozone trends are found at high latitudes in
spring of the respective hemisphere. Winter trends are some-
what smaller than spring trends. Note, however, that the true
long-term decline in winter and spring above the Arctic may
be underestimated by a lack of TOMS/SBUV observations
in winter, particularly in the cold 1990s. The smallest trends
are found in fall and summer for the respective hemisphere.
Trends for southern spring at high southern latitudes are sub-
stantially larger than at high northern latitudes for northern
spring (Fig. 9). Ozone decline is lowest in the tropics.
The simulations reproduce this main latitudinal structure
of the observed ozone trend, with small trends in the tropics
and high trends at high latitudes. The seasonal variation with
highest trends in spring, and lowest trends in the fall is also
captured by the simulations. However, the MAECHAM4-
CHEM simulated trend is generally too large everywhere, by
about −6 DU/decade, especially too large at northern high
latitudes. This shift towards larger total ozone decline is
largely due to two factors: A.) MAECHAM4-CHEM has too
high ClO in the upper stratosphere, which results in too large
ozone decline in the upper stratosphere. Since upper strato-
spheric ozone is transported to lower levels, some of this too
large upper stratospheric decline shows up in total ozone. B.)
MAECHAM4-CHEM does not include a complete chemical
scheme for tropospheric ozone and does not include com-
plete tropospheric precursor emission. Thus MAECHAM4-
CHEM does not reproduce the observed increase of tropo-
spheric ozone. This also contributes to a more negative trend
in total ozone.
The polar cold bias in the model (Austin et al., 2003) may
tend to contribute to the large simulated decline at north-
ern high latitudes. It is important to note, however, that no
TOMS/SBUV observations are available in many of the win-
ters with large ozone depletion in the 1990s (Fig. 1. It is,
therefore, quitelikelythatthetruetotalozonetrendabovethe
ArcticislargerthanobservedbythecombinedTOMS/SBUV
data-set.
The E39/C simulated total ozone trend shows slightly
smaller than observed trends at northern mid-latitudes, and
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Fig. 8. Same as Fig. 6, but showing the linear trend coefﬁcient for northern spring (March/April/May). Top panels give the total ozone trend
coefﬁcient in DU per decade, bottom panels give the temperature trend coefﬁcient in K per decade for 50 hPa (≈22 km). The time period is
1979 to 2000 for observations/reanalysis in the left column and is 1978 to 1999 for the model runs in the middle and right column. In the
white regions the linear trend term is not statistically signiﬁcant at the 90% conﬁdence level.
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Fig. 9. Latitude dependence of zonal mean linear trends in spring. Note that March/ April/ May data are used for the Northern Hemisphere,
and September/ October/ November are used in the Southern Hemisphere. Results were obtained by averaging the linear trend coefﬁcients
from the regression at each grid cell (Fig. 8) over all longitudes. Error bars are 1 standard deviation over longitude, and give the typical
1σ uncertainty for the trend coefﬁcient. Left panel gives results for total ozone anomalies, right panel for temperature anomalies at 50 hPa
(≈22 km). The considered time period is 1979 to 2000 for TOMS/SBUV total ozone and NCEP temperature, and 1979 to 1999 for the model
simulations.
substantially smaller trends at southern high-latitudes. The
smaller E39/C trends at northern mid-latitudes are at least
partiallyduetothecoldpolebiasinthismodel.Thepolarvor-
texisgenerallytostable, laststoolong, anddoesnotbreakup
early enough (Hein et al., 2001; Austin et al., 2003). There-
fore not enough ozone depleted air is exported from the Arc-
tic vortex to mid-latitudes. Underestimation of the true total
ozone trend due to the TOMS/SBUV sampling may also play
a role. The reason for the too small Antarctic spring trend,
however, is not clear at this point. Quite likely, the low top
www.atmos-chem-phys.org/acp/6/349/ Atmos. Chem. Phys., 6, 349–374, 2006360 W. Steinbrecht et al.: Interannual variations of total ozone and temperature
layer at only 10 hPa in this model fails to correctly simu-
late the strong diabatic downward transport of various trace
gases, e.g. ozone and ClOx, in the Antarctic winter vortex
(Hein et al., 2001; Dameris et al., 2005). Figure 8 might
also indicate that zonal asymetries have some inﬂuence on
the smaller trends simulated by E39/C. The Figure shows, for
example, a difference in the longitudinally varying structures
at high latitudes. Observations and MAECHAM4-CHEM
simulation indicate the largest March/April/May total ozone
trends above Sibiria, whereas the E39/C simulation places
them over the North Atlantic.
Before looking at temperature trends, a word of caution
has to be said about using NCEP, or other reanalyses, to re-
trieve long-term trends. Although the analysis system is kept
constant in the NCEP reanalysis, availability and quality of
the input observational data does change over time. These
changes are nearly inevitable and can affect the long-term
consistency of reanalysis data. The most major change in the
NCEP reanalysis was the introduction of global satellite ob-
servations in 1978/1979 (Kistler et al., 2001). Effects of this
change have been shown in Fig. 1. They are most obvious in
the Southern Hemisphere, where radiosonde data are sparse.
After 1979 changes in the observation system kept occuring,
e.g. due to satellite changes. It has been shown that these
changes can lead to important problems with tropospheric
temperaturetrendsintheNCEPreanalysis(HurrellandTren-
berth, 1998; Santer et al., 2004). For the lower stratosphere,
and after 1979, however, the problem seems to be much less
severe (Ramaswamy et al., 2001). Nevertheless, the 50 hPa
NCEP temperature trends here have to be taken with some
caution, particularly in the Southern Hemisphere.
Given this caveat, 50 hPa temperatures from NCEP re-
analysis and from both simulations agree on substantial long-
term cooling, by 0.5 up to 1 K/decade in a broad band from
roughly 40◦ S to 40◦ N (Figs. 8 and 9). Around 40◦ in
both hemispheres, the simulations report a minimum that is
not seen at these latitudes in the NCEP reanalysis (Fig. 9).
At higher latitudes the error bars increase. Cooling and
differences are often not signiﬁcant. As with total ozone,
the E39/C simulation shows a latitudinally varying cool-
ing/warming pattern above the North Atlantic/Asia that is not
seen in NCEP reanalyis or the MAECHAM4-CHEM simula-
tion (Fig. 8). Except for the polar caps, very similar cooling
is found in other seasons (not shown), both in simulations
and NCEP reanalysis.
In southern spring both simulations report very large and
signiﬁcant cooling by 2 to 3 K/decade south of 60◦ to 80◦ N
(Fig. 9). This cooling is due to the simulated ozone de-
pletion, but it is not seen in the NCEP reanalysis. At this
point, it is unclear whether this difference is caused by the
discussed data consistency problem in the Southern Hemi-
sphere NCEP reanalysis (see Fig. 1 before 1979), or whether
it is related to the general polar vortex cold bias of the model
simulations (Austin et al., 2003). In general, however, and at
many latitudes the MAECHAM4-CHEM simulations repro-
duce the magnitude of the long-term cooling derived from
the NCEP reanalysis, whereas E39/C tends to show smaller
cooling trends.
The observed temperature and ozone trends from Fig. 8
agree with results from other studies (Ramaswamy et al.,
2001; Fioletov et al., 2002; WMO, 2003). The major part
of the declining trend in total ozone must be attributed to in-
creasing anthropogenic chlorine and bromine (WMO, 2003).
Lowerstratosphericcooling, ontheotherhandisattributedto
decreasing lower stratospheric ozone levels, and to increas-
ing CO2 and water vapour (IPCC, 2001; WMO, 2003; Shine
et al., 2003).
Recently, chlorine levels seem to have begun decreasing
in the stratosphere (WMO, 2003; Rinsland et al., 2003). It
is now being discussed whether ozone also might show signs
of a beginning recovery (Newchurch et al., 2003; Steinbrecht
et al., 2004; Reinsel et al., 2005). Unfortunately, the simula-
tions have not yet been extended past 1999. This is planned
for the near future and would help to address questions about
a beginning ozone recovery. Especially for studies using the
newer data after 2000, where ozone levels appear to have
levelled off (Reinsel et al., 2005), it will be important to not
assume a linear trend throughout the entire time series any-
more. For the present study using the 1979 to 1999/2000
time period only, however, this levelling off is a minor effect
and a simple linear trend is still acceptable.
3.4 Quasi-Biennial Oscillation
Figure 10 shows the typical amplitude (valley to peak) of to-
tal ozone and temperature variations that are correlated with
the QBO. Figure 11 shows the corresponding annual mean
zonal mean magnitudes, obtained by averaging over longi-
tudes and over the four seasons. Plotted is twice the temporal
standard deviation (i.e. 2σ) of the combined QBO time series
term cQBO(10) QBO(10)+cQBO(30) QBO(30) in Eq. (1).
Examples for these time series have been given in Figs. 2
to 5. Two standard deviations essentially give the average
minimum to maximum swing of the variations attributed to
given inﬂuence, and are a good measure of the magnitude of
ozone and temperature variations correlated, e.g. with the
QBO. It should not be confused with the uncertainty of co-
efﬁcients cX derived by the regression according to Eq. (1),
or with the longitudinal error bars plotted in Fig. 11. Rather
than showing the coefﬁcients cX directly, we have chosen
to plot this measure of the temporal variation of the associ-
ated time series terms cX X in Eq. (1), because it allows for
a direct comparison with the magnitudes of the other terms,
measured in DU or K, respectively. This comparison is not
possible for the coefﬁcients, which have units of DU/(m/s)
for the QBO, but e.g. units of DU/(W/m2/Hz) for the solar
cycle. Note that the second scales in Figs. 10 and 11 give the
approximate size of the coefﬁcents from Eq. (1).
Since QBO winds at 10 and 30 hPa are nearly 90◦ out of
phase, the use of the two QBO levels in Eq. (1) allows for
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Fig. 10. Similar to Fig. 8, but showing two standard deviations (2σ) of the combined QBO term
2σ
 
cQBO(10)QBO(10)+cQBO(30)QBO(30)

in the regression, for northern winter (December/January/February). The second
scales, on the right, give the approximate size of the QBO regression coefﬁcient
q
c2
QBO(10)+c2
QBO(30). Blue colours indicate inverse
(negative) correlation with westerly zonal wind at 30 hPa at the Equator, whereas yellow and red colours indicate positive correlation. For
total ozone in the top panels a shorter time period is considered. White regions have no statistically signiﬁcant QBO-related variation, at the
90% conﬁdence level.
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Fig. 11. Similar to Fig. 9, but showing the latitude dependence of the annual mean size of QBO-related total ozone and 50 hPa temperature
variations. Results were obtained by averaging the grid cell results from Fig. 10 over all longitudes and over the four seasons. Error bars are
1 standard deviation over longitude, averaged over the four seasons. This gives the typical 1σ uncertainty for the magnitude of QBO-related
variations. Left panel gives results for total ozone anomalies, right panel for temperature anomalies at 50 hPa (≈22 km). The considered time
period is 1979 to 1999/2000 for total ozone, and 1958 to 1999/2000 50 hPa temperature. The second scale, at the top, gives the approximate
size of the QBO regression coefﬁcients.
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an automatic adjustment of the QBO ozone or temperature
signal to the proper phase. In Fig. 10, yellow and red colours
indicate positive correlation between ozone or temperature
anomalies and Equatorial wind anomalies at 30 hPa (i.e. high
during westerly winds), whereas cyan and blue colours indi-
cate inverse correlation (low during westerly winds).
The ﬁrst thing to note in Figs. 10 and 11 is the remarkable
similarity between the QBO variation patterns of total ozone
and lower stratospheric temperature at 50 hPa. For each indi-
vidual data set, i.e. for observations, MAECHAM4-CHEM,
and E39/C simulation respectively, the two sub-panels look
quite similar. 10 to 20 Dobson Units QBO-related ozone
change roughly correspond to a 1 to 2 K QBO-related tem-
perature change. During the QBO westerly phase (at 30 hPa)
total ozone and 50 hPa temperature are above normal in the
tropics, within 15◦ to 20◦ of the equator, and are below nor-
mal in the sub-tropics. This is due to a QBO-induced sec-
ondary circulation (Baldwin et al., 2001). At the time of
westerlywindsat30 hPathissecondarycirculationdecreases
upwelling and adiabatic cooling of ozone poor air in the trop-
ics, thereby increasing total ozone and warming the lower
stratosphere (red belt at the Equator in Fig. 10, high ozone
and temperatures in Fig. 11). In the extratropics the same
secondary circulation decreases downwelling and adiabatic
warming of ozone-rich air. This results in the blue regions
of low total ozone and low 50 hPa temperature in the sub-
tropics in Fig. 10, or in below average total ozone and tem-
peratures polewards of 20◦ in Fig. 11. Note that QBO effects
are largest in the winter and spring hemisphere.
At latitudes equatorwards of 30◦ to 40◦, both model simu-
lations reproduce the observed QBO-related variations quite
well. This has to be expected, since in both simulations
the QBO in zonal wind is enforced by a nudging procedure
(Giorgetta and Bengtsson, 1999). After nudging, the sec-
ondary meridional circulation of the QBO and the related ef-
fects in temperature and ozone column result from the simu-
lated dynamics of the model (Giorgetta et al., 2002). In the
tropics and the Northern Hemisphere E39/C shows a more
pronounced QBO signal in 50 hPa temperature, and a less
pronounced signal in total ozone. Probably, the higher tem-
peratures result in increased chemical ozone destruction, and
thus reduce the E39/C total ozone QBO signal.
Polewards of about 40◦ latitude, the zonal symmetry of the
QBO-related patterns breaks down (Fig. 10). There, regions
with large amplitudes and with positive correlation of total
ozone or temperature to 30 hPa QBO winds appear over the
Labrador sea, or in a band reaching from the Mediterranean
Sea to the Aleutians. This apparent phase change around 40◦
has been described, e.g. by Yang and Tung (1995). In the an-
nual mean zonal mean results of Fig. 11 it has been smeared
out and is hardly visible. Despite obvious differences, the
MAECHAM4-CHEM simulation reproduces these observed
zonally non-symmetric patterns better than the E39/C sim-
ulation. Similarly, in Fig. 11, the zonal mean results from
MAECHAM4-CHEM tend to agree better with the obser-
vational results. Since QBO effects reach up to 1 hPa and
above, it is not surprising that MAECHAM4-CHEM reacts
in a more realistic way than E39/C, where the highest model
level is around 10 hPa. Overall, our results indicate that both
models propagate the nudged QBO wind variations in a real-
istic way to the simulated total ozone and 50 hPa temperature
ﬁelds.
3.5 11-year solar cycle
Figure 12 shows the amplitude of variations correlated with
the 11-year solar cycle, for northern winter. The correspond-
ing zonal mean, annual mean picture is given in Fig. 13.
Again, total ozone and 50 hPa temperature show similar pat-
terns. Generally, both models slightly underestimate the ob-
served amplitudes (Fig. 13), but reproduce the general pat-
terns quite well, especially in the equatorial region and sum-
mer (southern) hemisphere (Fig. 12). Total ozone and 50 hPa
temperature are higher during solar maxima and lower dur-
ing solar minima. At low and mid-latitudes, the amplitudes
typically reach 5 to 10 DU or 0.5 to 1 K between solar mini-
mum and maximum, and the patterns are zonally symmetric.
Up to 30◦ to 50◦ latitude, the amplitudes increase with dis-
tance from the Equator. The ozone signal is similar in obser-
vations and MAECHAM4-CHEM simulation, but smaller in
the E39/C simulation. The temperature signal is about 0.5 K
in the NCEP reanalysis, but less than 0.5 K in the simula-
tions, where it seems to be missing near the Equator. There
is little seasonal variation in the solar cycle signal at latitudes
lower than about 40◦.
Interestingly, solar cycle variations are largest, up to
30 DU or 3 K at high latitudes. These patterns are not zon-
ally symmetric, and are found primarily near the polar vor-
tices, and in winter and spring of the respective hemisphere,
e.g. in December/January/February in the Northern Hemi-
sphere (Fig. 12) and in September/October/November in the
Southern Hemisphere (not shown). The simulations repro-
duce the large amplitudes of these zonally asymmetric high
latitude patterns, but not their position. The simulated pat-
terns are shifted to different longitudes.
Especially for total ozone, the MAECHAM4-CHEM sim-
ulation reproduces the observed latitudinal variation better
than the E39/C simulation (Fig. 13). This is not surprising,
since it has to be expected that processes above 10 hPa play
a substantial role in the solar cycle signal in total ozone. For
example, the meridional Brewer/Dobson circulation should
be represented better in MAECHAM4-CHEM . It transports
the fairly large (5%) solar signal observed in low and mid-
latitude upper stratospheric ozone (e.g. Newchurch et al.,
2003; Steinbrecht et al., 2004) to certain regions near the
winter poles (Tourpali et al., 2003, 2005). For 50 hPa tem-
perature at latitudes lower than about 30◦, both models show
a weaker solar cycle signal than the NCEP reanalysis.
As discussed in the context of temperature trends, incon-
sistencies in the underlying observation systems may affect
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Fig. 12. Same as Fig. 10, but for the size (2σ) of total ozone and temperature anomalies associated with the 11-year solar cycle. The scales
on the false colour bars give 2 standard deviations (2σ) of the solar cycle term cFS FS in Eq. (1). The second scales give the size of the solar
cycle regression coefﬁcient cFS. Yellow and red colours indicate positive correlation between total ozone and solar ﬂux.
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Fig. 13. Similar to Fig. 11, but showing the latitude dependence of the annual mean size of solar cycle related total ozone and 50 hPa
temperature variations. The second scale, at the top, gives the size of the solar cycle regression coefﬁcients.
the reanalysis and the 50 hPa temperature solar cycle signal
derived from it. However, we think that this is a minor effect:
Despite the large and obvious change by introducing satel-
lite observations in 1978/79, we ﬁnd nearly the same magni-
tude and patterns for the solar effect, whether using the entire
1958 to 2000 data set, or only 1979 to 2000. Secondly, the
generally similar patterns between the solar cycle effect for
total ozone and for 50 hPa temperature both in simulations
and observations also indicate that the solar cycle effect in
the NCEP reanalysis is realistic.
These results for total ozone and 50 hPa temperature are
broadly consistent with previous results for stratospheric
temperatures or total ozone (Zerefos et al., 1997; Hood,
1997; Labitzke et al., 2002). As pointed out by Lee and
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Smith (2003), regression on data spanning only a few solar
cycles probably cannot separate QBO and solar cycle effects
completely. Conceptual models indicate that QBO and solar
cycle can interact with atmospheric noise to change the prob-
ability for warm or cold stratospheric winters (Ruzmaikin
and Feynman, 2002). This has not been considered here.
According to Hood (1997), observed changes in lower strato-
spheric dynamics can explain the total ozone ﬂuctuations and
their similarity to the temperature ﬂuctuations. However,
general circulation models even including a representation
of atmospheric chemistry, largely have not been able to re-
produce the full size of the variations observed in the lower
stratosphere (Labitzke et al., 2002; Tourpali et al., 2003), par-
ticularly at higher latitudes. Progress has been made, e.g.
by including the equatorial QBO Matthes et al. (2004). The
MAECHAM4-CHEM simulation, and to a lesser degree the
E39/C simulation are also a step towards a fairly good repre-
sentation of the 11-year solar cycle, at least as seem here in
the lower stratosphere. For a better understanding, however,
it will be necessary to consider the vertical structure, and the
processes in the models, to achieve a deeper understanding
of the underlying physical mechanisms behind the observed
solar cycle effects.
3.6 Volcanic aerosol
The magnitude of total ozone and temperature changes at-
tributed to stratospheric aerosol from volcanic eruptions is
given in Figs. 14 and 15. Different from the other ﬁgures,
we have not plotted two temporal standard deviations of the
aerosol term cA A, which consists of three short spikes, but
rather the minimum or maximum value of this term. This
minimum or maximum is usually reached in 1992 or 1993,
after the 1991 eruption of Mt. Pinatubo. Thus, Figs. 14 and
15 usually give the aerosol effect occuring after the Pinatubo
eruption. Following the procedure for the other parameters,
Fig. 15 gives the zonally and annualy averaged results from
Fig. 14.
A major effect of the Pinatubo eruption was the large
warming of the stratosphere due to enhanced aerosol scat-
tering (Robock, 2000). In a broad band around the Equator,
the warming exceeded 1 to 2 K for temperatures at 50 hPa
(left panel, bottom row of Fig. 14; right panel of Fig. 15).
In the model simulations the tropical warming is prescribed.
The regression retrieves a very large tropical warming, about
4 K, from the simulations. This is almost twice as large com-
pared to the warming found for the NCEP reanalyses. It in-
dicates that the volcanic warming in the tropics is prescribed
too strong in the simulations (see also Fig. 1). The latitudinal
variation of the warming, however, is quite similar in NCEP
reanalysis and simulations.
The volcanic response of the simulations at higher lati-
tudes is not prescribed, but generated by the model. Here
the observed and simulated temperature changes are quite
comparable (Fig. 15). Again, zonal symmetry is broken for
the response to volcanic aerosol at high latitudes (Fig. 14).
The NCEP reanalyses extend the large tropical warming over
North-America, i.e. east of the Aleutian stratospheric anti-
cyclone, whereas the simulations extend it above Sibiria,
west of the Aleutian stratospheric anti-cyclone.
In the E39/C simulation, the warming covers nearly the
entire polar cap. An important aspect is that the E39/C sim-
ulation produces a mid-winter stratospheric warming in the
winter 1992/93. This mid-winter warming does not occur in
the observations/reanalyses, or in the MAECHAM4-CHEM
simulation (compare Fig. 1). To a substantial degree, strato-
spheric winter warmings occur at random, both in reality and
in simulations. Even for constant boundary conditions, it has
to be expected that some model winters will have warmings,
while other years will have no warmings. Therefore, the
polar warming in the E39/C simulation in Fig. 14 could be
a random effect and should not be interpreted as a system-
atic error of the E39/C simulation. See e.g. Timmreck et al.
(2004) for more information about various ECHAM-based
simulations of the Pinatubo aerosol cloud.
Different from 50 hPa temperature, the total ozone
changes ascribed to volcanic aerosol look rather differ-
ent between TOMS/SBUV and the simulations. In the
Northern Hemisphere, there is good agreement between
TOMS/SBUV and MAECHAM4-CHEM , both in the zonal
means (Fig. 15), and in the geographic pattern (Fig. 14).
Differences north of 60◦ N in Fig. 15 are probably not sig-
niﬁcant. Large ozone losses are found at high latitudes
around 60◦ N, exceeding 15 DU in the zonal mean and
30 DU at some longitudes. At low latitudes ozone losses are
much smaller. In the Southern Hemisphere MAECHAM4-
CHEM simulates large ozone depletion, whereas no signiﬁ-
cant ozone depletion is found in the observations. The reason
for this is unclear.
In the Northern Hemisphere, results from E39/C be-
have very different from TOMS/SBUV and MAECHAM4-
CHEM. Instead of ozone depletion, the E39/C simulation
shows an ozone increase at mid to high latitudes, both in
Figs. 14 and 15 (and in all seasons). This rather differ-
ent result is connected to the 1992/93 mid-winter warm-
ing in the E39/C simulation. This warming also produced
a positive total ozone anomaly at high latitudes in these
years. Southern Hemisphere results from the E39/C simu-
lation are in between the very large depletion simulated by
MAECHAM4-CHEM, and the lack of signiﬁcant depletion
in the TOMS/SBUV data.
A substantial fraction of the large ozone losses at high lat-
itudes comes from chemical destruction by chlorine, which
is activated particularly at high latitudes in winter and spring
on the greatly enhanced aerosol surface at low temperatures
(Solomonetal.,1996;Robock,2000;Timmrecketal.,2004).
The ozone decrease at low latitudes in the models, comes
from lifting of the ozone proﬁle. Lifting is caused by the
net-heating due to Pinatubo aerosol, which increased vertical
ascent rates in the tropics (Stenke and Grewe, 2005). Note
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Fig. 14. Similar to Fig. 12, but for anomalies attributed to stratospheric aerosol from volcanic eruptions, mostly the Mt. Pinatubo eruption.
Here the maximum positive or negative anomalies due to the aerosol term (cA A) are shown, not two standard deviations as in the other plots.
Red and yellow colours denote positive anomalies, cyan and blue colours negative anomalies. Note that the scale for cA on the right is only
approximate, because aerosol optical density A varies with latitude.
-40 -20 0 20
max [DU]
-90
-60
-30
0
30
60
90
l
a
t
i
t
u
d
e
-20 -10 0 10
≈caerosol [DU/(0.1/sr)]
0 2 4 6
max [K]
-90
-60
-30
0
30
60
90
0 1 2 3 4
≈caerosol [K/(0.1/sr)]
TOMS
MAECHAM
E39/C
NCEP
MAECHAM
E39/C
PD[LPXP￿DHURVRO￿HIIHFW
     total ozone                      50 hPa temperature
annual
mean
annual
mean
Fig. 15. Similar to Fig. 13, but showing the latitude dependence of the maximum total ozone and 50 hPa temperature variations attributed to
volcanic aerosol, mostly after the Mt. Pinatubo eruption. Maximum responses from the regression were averaged over latitude and over the
four seasons. The second scale, at the top, gives the approximate size of the aerosol optical density regression coefﬁcients.
that ozone formation from high SO2 immediately after the
eruption is not considered in the simulations. It might offset
the ozone decrease due to lifting and might explain the very
small response seen near the Equator in the TOMS data. In
general, the aerosol effects from the simulations do not agree
well with the observed effects.
3.7 Polar vortex strength
The intensity of the meridional residual Brewer-Dobson cir-
culation in the winter stratosphere is highly correlated with
the strength of the polar winter vortex (Salby and Callaghan,
2002). A strong polar winter vortex is established by high
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wind speeds in the stratospheric polar night jet. Vortex air is
then isolated and the meridional circulation is weak. Strato-
spheric warmings have not disturbed the vortex. Little ozone
and heat are transported polewards. Under these strong vor-
tex conditions, total ozone and temperatures are low at high
latitudes, but above normal at low latitudes (Labitzke and
van Loon, 1999). This seesaw pattern between high and low
latitudes is well known. In the Northern Hemisphere, it is
also termed Arctic Oscillation or Northern Annular Mode
(Thompson and Wallace, 2000). Arguably, it is the major cir-
culation mode and extends vertically throughout the strato-
sphere. It is also connected to the troposphere (Baldwin and
Dunkerton, 1999). In addition to weak meridional transport,
a strong and cold vortex also favours the widespread for-
mation of Polar Stratospheric Clouds, which lead to rapid
chemical ozone destruction in spring – the so called “ozone
hole” (Solomon, 1999). This chemical destruction further
favours low total ozone and, through less ozone radiative
heating, lower stratospheric temperatures. Chemical ozone
destruction, thus, enhances the effect of reduced meridional
transport. In order to account for this very major source of
month-to-month and interannual variability in winter, zonal
wind anomalies at 60◦ latitude, 50 hPa level, a good and eas-
ily available proxy for vortex strength, have been introduced
as predictors in the regression in Eq. (1).
The size and geographical patterns of total ozone and
50 hPa temperature ﬂuctuations correlated with the zonal
wind anomalies at 60◦ latitude are shown in Figs. 16 and
18 for northern and southern spring, respectively. The corre-
sponding zonal means, obtained by averaging over longitude,
are shown in Figs. 17 and 19. As expected, total ozone and
50 hPa temperatures in the polar region are inversely corre-
lated with 60◦ zonal wind or vortex strength. Polar ozone and
temperature are much lower, when zonal wind speed is high
and the vortex is strong. The polar variations are very large
and exceed 50 DU or 8 K. At low to mid latitudes, however,
totalozoneor50hPatemperatureareslightlyhigher, byupto
10 DU or 2 K, when the vortex is strong and 60◦ zonal wind
is high. In general, the low latitude response is more pro-
nounced for 50 hPa temperature than for total ozone. Also,
the Southern Hemisphere variations are slightly weaker than
those in the Northern Hemisphere. This is related to the fact
variability is lower in the Southern Hemisphere.
Whereas stratospheric warmings occur throughout win-
ter and spring in the Northern Hemisphere, they are con-
centrated in a short period during vortex breakup in spring
in the Southern Hemisphere. Thus, in our analysis, re-
sults for northern vortex strength in fall and winter (Septem-
ber/October/November, and December/January/February, all
not shown) are very similar to northern spring, but varia-
tions attributed to southern vortex strength in southern fall
and winter (March/April/May, and June/July/August, all not
shown), are much weaker than in southern spring.
In the E39/C simulation, the southern polar vortex remains
too stable for too long, and the ﬁnal warming occurs too
late in the year, often not before December (Dameris et al.,
2005). During September and October, the E39/C simulated
southern vortex does not vary enough, and does not gener-
ate enough ozone and temperature variations for a signiﬁ-
cant signal. This late breakup is related to the large cold
pole bias of the southern vortex in the E39/C simulation
(Austin et al., 2003). To account for this later breakup, we
haveplottedDecember/January/February, insteadofSeptem-
ber/October/November, in Figs. 18 and 19, for the E39/C
model.
Apart from this temporal shift for E39/C, both model sim-
ulations and the observations show similar patterns for the
large negative polar response, and for the small positive re-
sponse at low latitudes. The zonally asymmetric structure at
high latitudes in Fig. 16 is matched well by MAECHAM4-
CHEM, slightly less well by E39/C. In the Northern Hemi-
sphere, however, the magnitude of the polar response is sub-
stantially too large in both simulations (Fig. 17). We attribute
this to the cold pole bias of both simulations (Austin et al.,
2003), which for periods with a stable vortex results in too
low temperature and too low total ozone. Since warm period
temperatures are matched well by the simulations, the swing
between warm weak and cold strong vortex episodes comes
out too large in the simulations. In contrast, in the Southern
Hemisphere, the modelled polar response is slightly smaller
than observed. Likely this is related to the cold bias of the
models as well, which in the Southern Hemisphere results in
smaller variability and a very short time period during which
the vortex breaks up. This reduces the width of the probabil-
ity distribution between warm and cold episodes and results
in a smaller average swing between the two. Apart from the
mentioned problems, which appear to be related to cold pole
bias, both models quite reasonably simulate the very large
total ozone and 50 hPa temperature ﬂuctuations associated
with variations of the intensity of the polar winter vortices.
An interesting aspect in Fig. 18 is the (blue) low
50 hPa temperature pattern above Northern Canada that
is correlated with a strong southern vortex in Septem-
ber/October/November. It is found both in NCEP reanalyses
and MAECHAM4-CHEM simulation. It might point to an
interhemispheric connection, by which the ending southern
polar vortex is connected with the beginning northern polar
vortex.
3.8 Tropospheric temperature
Dobson et al. (1929) already realized that total column ozone
is changing during the passage of tropospheric weather sys-
tems. This connection is relevant for interannual and longer
time-scales as well (Steinbrecht et al., 1998). To account
for it, tropospheric temperature (at 400 hPa), highly cor-
related with other parameters of tropospheric weather such
as tropopause height, or temperature at other tropospheric
levels, was included in the predictors of Eq. (1). The size
of the corresponding total ozone and 50 hPa (lower strato-
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Fig. 16. Same as Fig. 12, but showing the size (2σ) of anomalies related to Arctic polar vortex strength, for northern spring
(March/April/May). Polar vortex strength is represented by zonal wind anomalies at 60◦ N, 50 hPa. The second scales on the right give
the size of the regression coefﬁcient cu(60◦ N).
-80 -40 0
2σ [DU]
-90
-60
-30
0
30
60
90
l
a
t
i
t
u
d
e
-6 -4 -2 0
cu(50°N) [DU/(m/s)]
-16 -12 -8 -4 0
2σ [K]
-90
-60
-30
0
30
60
90
-8 -4 0
cu(50°N) [K/(m/s)]
YDULDWLRQV￿DVVRFLDWHG￿ZLWK￿X￿￿￿ƒ1￿￿￿K3D￿￿
     total ozone                      50 hPa temperature
TOMS
MAECHAM
E39/C
NCEP
MAECHAM
E39/C
MAM MAM
Fig. 17. Similar to Fig. 13, but showing the latitude dependence of the size of total ozone and 50 hPa temperature variations associated with
variations in zonal wind at 60◦ N, 50 hPa. Results are for March/April/May only. The second scale, at the top, gives the approximate size of
the regression coefﬁcient cu(60◦ N).
spheric) temperature variations is given in Figs. 20 and 21.
Nearly over the entire globe, high tropospheric temperature
goes hand in hand with low total ozone and low tempera-
ture in the lower stratosphere. The corresponding variations
are quite large and exceed 10 DU or 1 K at latitudes pole-
wards of 30◦ to 40◦. In general, the seasonal dependence of
these pattern is weak (not shown), although the largest am-
plitudes are found in spring, in the respective hemisphere.
The extratropical variation is generally larger in the North-
ern Hemisphere than in the Southern Hemisphere. In the
tropics, total ozone and lower stratospheric temperature vari-
ations correlated with 400 hPa temperature are smaller than
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Fig. 18. Same as Fig. 16, but for Antarctic polar vortex strength, and southern spring. For observations and MAECHAM4-CHEM sim-
ulation September/October/November are plotted. Because of the late breakup of the Antarctic vortex in the E39/C simulation, Decem-
ber/January/February is plotted for the E39/C model. Antarctic polar vortex strength is represented by zonal wind anomalies at 60◦ S,
50 hPa. The second scales on the right give the size of the regression coefﬁcient cu(60◦ S).
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Fig. 19. Same as Fig. 17, but for zonal wind at 60◦ S, 50 hPa. For TOMS/SBUV, NCEP, and MAECHAM4-CHEM Septem-
ber/October/November results were plotted. Due to the prolonged vortex life-time in E39/C we plotted December/January/February results
for this model.
at higher latitudes. They typically amount to less than 10 DU
or 1 K. The geographical patterns look similar for total ozone
and temperature. Although MAECHAM4-CHEM shows a
larger total ozone response, observations and model simula-
tions generally present a very similar picture.
This strong negative correlation between tropospheric
temperature and lower stratospheric ozone and temperature
can be explained by up- and downward motions in the lower
stratosphere, which compensate opposite vertical motions in
the troposphere (Steinbrecht et al., 1998; Labitzke and van
Loon, 1999). In a tropospheric high pressure system, sink-
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Fig. 20. Similar to Fig. 18, but showing the size (2σ) of stratospheric ozone and 50 hPa temperature anomalies attributed to tropospheric
temperature anomalies at 400 hPa (term cT(400) T(400)). The second scales, on the right, only give the approximate size of the regression
coefﬁcient cT(400).
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Fig. 21. Similar to Fig. 13, but showing the latitude dependence of the size of total ozone and 50 hPa temperature variations associated with
anomalies of tropospheric temperature at 400 hPa. Annual mean results are shown. The second scale, at the top, gives the approximate size
of the regression coefﬁcient cT(400).
ing air in the troposphere leads to adiabatic warming there.
Thetropopauseandairinthelowerstratosphererise. Thisre-
sults in adiabatic cooling in the lower stratosphere and moves
ozone poor air up. Total ozone decreases. A tropospheric
low pressure system has vertical motions in the opposite di-
rection, and consequently a cold troposphere and a warm,
ozone rich lower stratosphere with high total ozone. These
vertical motions go hand in hand with horizontal advection,
e.g. of ozone poor air from low latitudes, or of ozone rich
air from high latitudes in the lower stratosphere (Salby and
Callaghan, 1993; Koch et al., 2002). A typical low pressure
system advects ozone poor low-latitude air above its tropo-
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spheric warm sector, where the tropopause is high, and ad-
vects ozone rich high-latitude air above its tropospheric cold
sector, where the tropopause is low. Salby and Callaghan
(1993) estimate that vertical motions account for about two
thirds, and horizontal advection for about one third of the to-
tal ozone ﬂuctuations. Note that increased/decreased radia-
tive heating by more/less ozone also tends to give a positive
correlation between total ozone and lower stratospheric tem-
perature on longer time-scales (Ramaswamy et al., 2001).
3.9 El Ni˜ no – Southern Oscillation
The El Ni˜ no – Southern Oscillation (ENSO) phenomenon of
the tropical Paciﬁc is one of the major modes of variance
for sea-surface temperature and tropospheric temperature in
the tropics. The corresponding Southern Oscillation Index
is plotted at the very bottom of Fig. 1. This index is posi-
tive during La Ni˜ na cold phases and negative during El Ni˜ no
warm phases.
To estimate the ENSO effect, the regression was done
without including 400 hPa temperature as a predictor in
Eq. (1). Note, however, that outside of the tropics, results
would be very similar even if T(400) would be included (see
Steinbrecht et al., 2003). Figure 22 shows the typical size of
total ozone and temperature changes between La Ni˜ nas and
El Ni˜ nos for northern winter (December/January/February).
The zonal mean annual mean response in shown in Fig. 23.
Throughoutmuchofthetropics, especiallyabovetheEast-
ern Paciﬁc, total ozone and lower stratospheric temperature
at 50 hPa are higher during La Ni˜ na event, when sea surface
and tropospheric temperature are colder. Over the Paciﬁc and
innorthernwinter, thedifferencecanreach5to15DU,or0.5
to 2 K, for total ozone and 50 hPa temperature respectively
(Fig. 22). The zonal mean signal is smaller and typically less
than 5 DU or 0.5 K in the tropics (Fig. 23). These strato-
spheric changes have the opposite sign to the tropospheric
variation, which can exceed 3 K in the tropical eastern Pa-
ciﬁc, the region of the largest effect. Northern fall and spring
(September/October/November, and March/April/May, both
not shown) exhibit similar, but slightly weaker and less sig-
niﬁcant variations.
In the extratropics, the ENSO response has the opposite
sign compared to the tropics. Total ozone and 50 hPa tem-
perature are generally lower during La Ni˜ na, and higher dur-
ing El Ni˜ no. In the zonal mean annual mean, the largest
and most signiﬁcant response is seen around 40◦ N, where
it reaches up to −5 DU or −0.5 K. A slightly smaller signal
is seen around 30◦ S in the Southern Hemisphere. In tropics
and mid-latitudes observations and simulations give a similar
picture.
Polewards of 60◦ longitudinal variations become impor-
tant. The zonal mean annual mean results in Fig. 23 differ
between models and observations. Response and differences
may not always be signiﬁcant. However, a signiﬁcant zonally
asymmetric feature, present in observations and simulations
in Fig. 22, are the substantially lower 50 hPa temperatures
duringLaNi˜ naoverEasternAsiaorovertheAleutians/North
America (−3 K, blue region in Fig. 22). They are accom-
panied, in NCEP reanalysis and MAECHAM4-CHEM sim-
ulation, by warmer 50 hPa temperatures and higher total
ozone above Europe (up to +3 K, or +10 DU, red and yel-
low region). Compared to the observations, the negative tem-
perature anomaly over Eastern Asia is shifted east, towards
the Aleutians or North America, in the models. A corre-
sponding negative (blue) total ozone anomaly does appear
in both simulations, but not in the TOMS/SBUV data (or is
not signiﬁcant there). The stratospheric feature is related to a
tropospheric dipole feature of positive 400 hPa temperature
anomalies above the Aleutians and negative anomalies above
North America (not shown), which is found both in observa-
tions and simulations in the troposphere.
These ENSO anomaly patterns near the Aleutians indi-
cate changes in the Aleutian tropospheric cyclone and strato-
spheric anti-cyclone that are correlated with ENSO. A gen-
erally stronger and more stable Arctic polar vortex during
La Ni˜ na has been reported, e.g. in Labitzke and van Loon
(1999). This is consistent with our ﬁndings.
4 Conclusions
Multiple linear regression can be used to quantify ma-
jor modes of the interannual variation of total ozone and
lower stratospheric temperature, both from long-term obser-
vations/reanalysis, and from new 1960 to 1999 simulations
with the MAECHAM4-CHEM and E39/C chemistry climate
models and realistic forcings. Comparison of the derived
interannual variation patterns extends the model validation
from a simple validation of climatological means and vari-
ances towards are comparison of several important modes of
interannual variations.
For a large part of the globe, 60% or more of the vari-
ance can be explained by assuming that anomalies of total
ozone, or temperature at 50 hPa, can be described as a sim-
ple linear superposition of predictors accounting for trend,
QBO, solar cycle, polar vortex strength, stratospheric aerosol
loading, tropospheric temperature and ENSO. In large bands
above the mid-latitude jet-streams, however, only 20 to 40%
of the variance can be accounted for in this way.
For the different explanatory variables, total ozone and
50 hPa temperature ﬂuctuations range from less than 5 DU
or 0.5 K (two standard deviations of the corresponding time
series term in Eq. (1)) to almost 100 DU or 15 K, re-
spectively. Substantial changes come from the linear trend
term, up to −10 DU/decade at high northern latitudes, up
to −40 DU/decade at high southern latitudes, and around
−0.7 K/decade over much of the globe. Ozone trends are
generally overestimated by the MAECHAM4-CHEM simu-
lation, but slightly underestimated by the E39/C simulation.
The true long-term decline in winter and spring above the
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Fig. 22. Same as Fig. 20, but showing the size (2σ) of anomalies correlated with the El Ni˜ no Southern-Oscillation Index. These results
where obtained without using 400 hPa temperature as an explanatory variable in Eq. (1).
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Fig. 23. Similar to Fig. 21, but showing the latitude dependence of the size of total ozone and 50 hPa temperature variations correlated
with the El Ni˜ no Southern-Oscillation Index Annual mean results are shown. The second scale, at the top, gives the approximate size of the
regression coefﬁcient cENSO. These results where obtained without using 400 hPa temperature as an explanatory variable in Eq. (1).
Arctic may be underestimated by a lack of TOMS/SBUV
observations in winter, particularly in the cold 1990s. Large
variations come from terms related to polar vortex strength,
more than 40 DU or 8 K, from tropospheric meteorology, up
to 20 DU or 2 K, or from the QBO, up to 10 DU or 1.5 K.
The 11-year solar cycle, generally less than 10 DU or 0.5 K,
or ENSO, up to 10 DU or 1 K, are somewhat smaller contrib-
utors.
Magnitude and geographical patterns of the changes cor-
related with most predictors are similar for observations
and simulations. Despite its restriction to altitudes below
30 km, E39/C reproduces many aspects the observed vari-
ations. Due to the polar cold bias of the model, however,
the polar vortex breakup is delayed and northern mid-latitude
ozone trends are underestimated. As expected from its ex-
tended altitude range up to 80 km, and its better representa-
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tion of upper stratospheric and mesospheric processes like
gravity waves, the MAECHAM4-CHEM simulation usu-
ally gives better agreement with the observations, especially
for those variability patterns which include upper strato-
spheric/mesospheric processes. Examples are the link be-
tween SH polar vortex strength and total ozone variability,
or the QBO. On the other hand, both models represent vor-
tex strength, solar cycle, or tropospheric inﬂuence patterns
almost equally well.
A large but sporadic effect results from stratospheric
aerosol, which has lead to warming up to 3 K at low lat-
itudes and to ozone depletion up to −30 DU at high lati-
tudes after the 1991 Pinatubo eruption. The aerosol effect
is more difﬁcult to isolate. The model simulations prescribe
too much warming, by up to 4 K, in the tropics, and give
different aerosol effects on total ozone in the extratropics.
MAECHAM4-CHEM simulates ozone depletion at southern
mid-latitudes that is not seen in the observations, whereas
E39/C produces a stratospheric winter warming that is not
seen in observations or MAECHAM4-CHEM simulation.
Note however, that both observations and the single simula-
tionsarejustonerealisationofmanypossibleevolution. This
makes the comparison of single events like volcanic erup-
tions problematic.
At low latitudes, patterns are mostly zonally symmetric.
At high latitudes, however, zonal symmetry is often bro-
ken. High latitude patterns seem to be wave-like with a
change in intensity and/or location of the Aleutian strato-
spheric anti-cyclone in the Northern Hemisphere, or the Aus-
tralian anti-cyclone in the Southern Hemisphere. While the
simulations often reproduce the magnitude of these zonally
non-symmetric patterns, they usually shift their location to
different longitudes.
For the present study we are not adressing connections be-
tween polar vortex strength, 11-year solar cycle, phase of the
QBO,andpossiblyElNi˜ no(Labitzkeetal.,2002;Ruzmaikin
andFeynman,2002;LeeandSmith,2003). Wespeculatethat
the zonally non-symmetric nature of the high-latitude atmo-
sphere is essential for these connections, and that they might
work through the Aleutian and Australian stratospheric anti-
cyclones, and, possibly, their corresponding tropospheric cy-
clones. In the regression according to Eq. (1), the zonal wind
anomalies u(60N) and u(60S) to a large degree account for
thenetvariationscorrelatedwithpolarvortexstrength, dueto
whatever factor may be contributing to polar vortex strength.
Still, very similar results are found, when only solar cycle,
QBO and linear trend are allowed as explanatory variables
in Eq. (1), and the other explanatory variables are not used.
Steinbrecht et al. (2003) showed results for the solar cycle
effect during QBO westerly and QBO easterly phases, but
the differences were not major. Similar results are also found
in the model simulations, but are not shown here. Neverthe-
less, the whole issue is more complex, and merits a separate
investigation in the future.
Apart from the mentioned differences, both model sim-
ulations give a generally good representation of the varia-
tion of the stratosphere over the last 40 years. Unfortunately
they both end in 1999. It will be very worthwile to extend
these simulations to the present and into the future. Addi-
tional simulations, e.g. with individual inﬂuences switched
on or off, should also bring valuable contributions to ques-
tions regarding the expected recovery of the stratospheric
ozone layer, effects of climate change on stratosphere and
troposphere, and to our understanding of the connections be-
tween these issues and between these different parts of our
atmosphere.
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