Abstract. Compression of floating-point data will play an important role in high-performance computing as data bandwidth and storage become dominant costs. Lossy compression of floating-point data is powerful, but theoretical results are needed to bound its errors when used to store look-up tables, simulation results, or even the solution state during the computation. In this paper, we analyze the round-off error introduced by ZFP, a state-of-the-art lossy compression algorithm. The stopping criteria for ZFP depends on the compression mode specified by the user; either fixed rate, fixed accuracy, or fixed precision [13] . While most of our discussion is focused on the fixed precision mode of ZFP, we establish a bound on the error introduced by all three compression modes. In order to tightly capture the error, we first introduce a vector space that allows us to work with binary representations of components. Under this vector space, we define operators that implement each step of the ZFP compression and decompression to establish a bound on the error caused by ZFP. To conclude, numerical tests are provided to demonstrate the accuracy of the established bounds.
1. Introduction. For several reasons, the trade-offs to obtain high performance in computing have shifted. Traditionally, the emphasis on algorithmic complexity in numerical computation has focused on operation counts, which was justifiable when processor clock rates were increasing and memory was cheap and plentiful. With the end of Dennard scaling [5] , clock speeds have frozen (or even reduced), so more capability, in terms of FLOPs, is now being obtained by adding more processing units [2] . Simultaneously, the ubiquity of hand-held devices and the power requirements of extreme-scale supercomputers is encouraging a shift to lower-power processors and co-processors.
Unfortunately, advances in memory and memory bandwidth are not increasing apace with the advances in processors. Thus, the memory per core and the bandwidth per core are decreasing as the number of processing units increases [3, 1] . The on-node cost of data motion (cache and main memory accesses), both in time and power, is increasingly the limiting factor in many calculations [3, 18] . Since off-node and I/O data motion have historically been orders of magnitude slower than on-node data motion, the movement of data anywhere on a computer system must now be seriously considered as the leading-order cost.
An obvious approach to address this challenge would be to consider data compression techniques. Indeed, lossless data compression is routinely used in network communications. However, for floatingpoint data typical of the scientific calculations done on high performance computers, standard lossless compression techniques such as Lempel-Ziv [19, 20] , DEFLATE [6, 9] , Lempel-Ziv-Welch [17] , fpzip [14] and other variants, which reproduce the original data with no degradation, struggle to produce significant compression rates [16, 14] . Lossy compression algorithms for floating-point data, e.g., SZ [7] and ZFP [12] , allow an inexact approximation of the original data to be reconstructed from the compressed data. Lossy data compression typically produces a much higher rate of data reduction than lossless compression at the cost of introducing additional approximation error into the data. Lossy floating-point compression may be a useful tool in reducing data motion costs, particularly if there is a schema that allows for progressive (cf. global) decompression of data on demand. Certainly, for storage (e.g., tabular data) and I/O operations (data and restart files), there may be much to gain by using lossy compression provided that the data retain sufficient accuracy for the intended purposes. We propose that, in addition, solution state data in a simulation could be stored in a compressed state and be decompressed, operated on, and recompressed in a lossy way inline during each time step or iteration of a numerical algorithm. Numerical simulation is fundamentally about approximation, and the solution state already contains truncation, iteration, and other roundoff errors. However, the repeated application of compression and decompression does generate an additional error, and it must be shown that these lossy compression errors can be bounded to prove that such a process is stable.
As a first step towards this goal, we consider the ZFP lossy compression algorithm and develop an approach to analyze and bound the error resulting from lossy compression and decompression. ZFP is the state-of-the-art in floating-point compression, so it is a natural algorithm to analyze. However, it is expected that our approach can be generalized to other algorithms involving the manipulation of components represented using bits. ZFP, which operates on blocks of 4 d values, can encode and truncate data using one of three modes: fixed rate, fixed accuracy, or fixed precision. The fixed rate mode compresses a block to a fixed number of bits, the fixed precision compresses to a variable number of bits while retaining a fixed number of bit planes, and fixed accuracy mode compresses a block with relation to the tolerated maximum error. The goal of this paper is to provide an error analysis for the fixed precision mode, as it is the simplest to represent algebraically. However, as a result of the analysis of the fixed precision mode we are able to develop bounds on the error introduced by the fixed accuracy and fixed rate compression modes.
The remainder of this paper is structured as follows. In the next section, we describe the ZFP compression algorithm. In Section 3, we introduce the notation, definitions, and lemmas that we will use in Section 4 to prove bounds on the error introduced at each stage of the ZFP compression algorithm. In Section 5, we derive the error bounds for the fixed precision mode for the composite compression and decompression action, as well as an error bound for both fixed accuracy and fixed rate modes. Finally, we demonstrate the validity of these results numerically in Section 6.
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row-major order sequency order Fig. 3 : Total sequency ordering for a 2-dimensional array, which groups the diagonal elements together.
Step 2: The floating-point values in each block are converted to a block-floating-point representation using a common exponent for each block [15] and integers in two's complement format. The block-floating point representation is then shifted and rounded to 4 d signed integers as seen in Figure 2 .
Step 3: The integers are decorrelated using a custom, high-speed, near orthogonal transform that is similar to the discrete cosine transform; see Section 4.3 for details.
Step 4: The signed integer coefficients are reordered by total sequency (See [13] for details). A 2-d example can be seen in Figure 3 .
Step 5: The two's complement signed integers (the standard integer representation) are converted to their negabinary representation [10] .
Step 6: The bits that represent the list of 4 d integers are transposed so that they are ordered by bit plane, from most to least significant bit, instead of by coefficient.
Step 7: Each bit plane is compressed losslessly using embedded coding, which exploits the property that the transform coefficients tend to have many leading zeros. As this step is lossless, the This manuscript is for review purposes only.
encoding details are omitted.
Step 8: The embedded coder emits one bit at a time until stopping criteria are satisfied. The exact stopping criteria is dependent on the mode of ZFP compression: either fixed rate, fixed precision, or fixed accuracy.
Most of our discussion and error analysis in Section 4 will focus on Steps 2, 3, and 8 as these steps are likely to introduce additional round-off error during compression and, in some cases, during decompression. Our approach for bounding the round off error introduced by ZFP compression and decomporession is to define an operator for each step of the algorithm, compose these operators to form a ZFP compression and a ZFP decompression operator, compute the value returned after compressing and decompressing an arbitrary input, and finally compare this value to the value of the original input. The next section will focus on introducing notation and definitions that will be useful in defining mathematical operators for each step of the ZFP compression algorithm. 
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3. Preliminary Notations, Definitions, and Lemmas. As noted in the outline of the ZFP compression algorithm in Section 2, many of the steps of ZFP are defined by direct manipulation of the bits used to represent each component of the input. While we could attempt to define operators that imitate the steps of ZFP over the real vector space, it would be more straightforward to work with the bitwise representation that is manipulated at each step of the ZFP compression algorithm. Hence, in order to define operators for each step of ZFP as actions on the bitwise representation of each component, we construct vector spaces under which the components correspond to binary or negabinary representations of the real numbers. Accordingly, let B = {0, 1} and define
For an element c ∈ C, we define the active bit set of c by I(c) := {i ∈ Z : c i = 1}. Additionally, we define the following operators on C that will be used as building blocks for defining each step of ZFP. Definition 3.1. Let S ⊆ Z. The truncation operator, t S : C → C, is defined by
, for all c ∈ C and all i ∈ Z.
Let ∈ Z. The shift operator, s : C → C, is defined by s (c) i = c i+ , for all c ∈ C and all i ∈ Z.
From these definitions, it follows that t S is a nonlinear operator and that s is a linear operator. These operators can be extended to operators on C n . Accordingly, T S : C n → C n is defined by
and we define S :
For clarity, note that the components c 1 , . . . , c n of c = [c 1 , · · · , c n ] t ∈ C n are each binary sequences as c i ∈ C for 1 ≤ i ≤ n. Additionally, note that S is invertible with S −1 : C n → C n given by S −1 = S − .
3.1. Defining Signed Binary and Negabinary Bit-Vector Spaces. Let x ∈ R be given. Then there exist elements c, d ∈ C and p ∈ B such that x can be represented in in signed binary and negabinary as Signed Binary:
and Negabinary:
As such, there exist subsets A and N of C such that, for each x ∈ R, there exist unique elements c ∈ A, p ∈ B, and d ∈ N such that x can be represented in the binary and negabinary form in (3.2) using c, p, and d, respectively. In particular, we choose A and N such that I(c) and I(d) are finite whenever possible. This choice is made so that elements, such as the integers, can be represented using finitely many nonzero bits. Now define 0 C , 1 C ∈ C to be the elements satisfying I (0 C ) = ∅ and I (1 C ) = {0}. It follows from our choice of A and N that {0 C , 1 C } ⊂ A ∩ N .
and f N : N → R by 
for all α, β ∈ B, where + and · represent standard addition and multiplication in R. Similarly, we can define ⊕ N : N × N → N and N : N × N → N by replacing all B with N in (3.5) and (3.6) . With these definitions in place, we now have the following result. For the remainder of the discussion, the sign bit will be omitted from elements of B by letting a represent the element (0, a) ∈ B and −a represent (1, a) ∈ B. Additionally, we will write + instead of ⊕ B or ⊕ N where the operation should be clear from the context in which it is used. These choices are made to simplify the notation in the following sections.
Next, we note that f B and f N can be generalized to vector-valued functions by defining
Note that F B and F N are invertible with inverses F componentwise, respectively. We will let 0 B denote the additive identity in B n and 0 N denote the the additive identity in N n . Similarly, we let I B : B n → B n and I N : N n → N n denote the identity map on B n and N n , respectively.
To imitate floating-point or fixed-point representations used in a computer, we define the following subsets of B and N . Given k ∈ N, we define
Here, k represents the maximum number of nonzero bits allotted for each representation. For example, in B k , k represents the number of bits allotted for the mantissa in IEEE and i indicates the exponent in IEEE. It should be noted that, for any k ∈ N, B k and N k are subsets but not subspaces of B and N , respectively, as they do not satisfy the property of closure under ⊕ and . As such, the analysis will take place in either B, N , or R with the use of the truncation operator T S to imitate working with finite precision elements.
Meaningful Norms on B
n and N n . From Lemma 3.2, it follows that B n is a vector space under +. As such, we now wish to determine norms · B,p : B n → [0, ∞) under which F B : B n → R n is an isometry, that is, norms that satisfy F B (a) p = a B,p , for all a ∈ B n , where · p is the standard p-norm on R n . Accordingly, we define · B,p :
The following result is an immediate consequence from this definition of · B,p .
n , x ∈ R n , and 1 ≤ p ≤ ∞, · B,p is a norm satisfying
For any 1 ≤ p ≤ ∞, we now have that B n is a normed vector space with norm · B,p . Additionally, we can define a norm for operators defined on B n .
Definition 3.4. Suppose that Φ :
As an immediate consequence of this definition, we have that Φ(a) B,p ≤ Φ B,p a B,p holds for all a ∈ B n \ 0 B .
In a similar manner, given 1 ≤ p ≤ ∞, we can define the norm · N ,p over N satisfying a result analogous to Lemma 3.3 by replacing every B by N in (3.9), (3.10), and Definition 3.4.
Two's Complement. From the end of
Step 2 through the beginning of Step 5, the implementation of ZFP stores the integer components of each block using a normalized fixed-point, two's complement binary integer representation. Given z ∈ Z, the two's complement representation is of the form
for some N ∈ N and some t ∈ C. Typically, the value of N is chosen beforehand to be the number of bits allotted for storing each integer. Unfortunately, this aspect of the two's complement representation does not lend itself to a construction of a vector space, unlike the vector spaces B n and N n that we constructed in Section 3.1. Thus, instead of working explicitly in two's complement, we will take care when defining the operators for Steps 2 through 5 of ZFP in B n to ensure they mimic the behavior of the two's complement representation in the implementation of ZFP.
Truncation Operator on B
n and N n . In this section, we consider some properties of the trucation operator, T S (·), over the normed vector spaces B n and N n . The usefulness of these definitions and results will be evident during the analysis of the ZFP compression algorithm in Section 5.
The maximum exponent of x with respect to B is
and minimum exponent of x with respect to B is
provided that the minimum exists. Similarly, we define the maximum and minimum exponent of x with respect to N by replacing B with N in (3.11) and (3.12).
When it is clear from context which vector x is being used and which function f
N is used, we will simply write e max and e min . The following result provides a relation between elements of B and N and e max .
Lemma 3.6. Suppose a ∈ B n and d ∈ N n . Then
Proof. (i) follows immediately from the definition of e max,B (x). Next, for z ∈ Z even we define J (z) = {2j ∈ Z : 2j ≤ z} and for z ∈ Z odd we define J (z) = {2j + 1 ∈ Z : 2j + 1 ≤ z}. Letting e = e max,N (x), (ii) follows from observing
We now provide a result establishing the relationship between a and T S (a) given a ∈ B n or a ∈ N n . First note that, for certain choices of m ∈ Z, the constant term 2 1−m will regularly occur in error bounds established throughout this paper. Hence, we will let m := 2 1−m for any m ∈ Z. For example, machine epsilon [8] is defined as k = 2 1−k for precision k.
Lemma 3.7. Suppose p, q ∈ Z. If a ∈ B n and S = {i ∈ Z : i > p − q} then
concludes the proof of (i). Next, for z ∈ Z even we define J (z) = {2j ∈ Z : 2j ≤ z} and for z ∈ Z odd we define J (z) = {2j + 1 ∈ Z : 2j + 1 ≤ z}. Then (ii) follows by observing that
Hence, if S = {i ∈ Z : i > e max (F B (a)) − q} then the additional round-off error incurred by the truncation operator is dependent on q and the magnitude of the input. Using Lemma 3.7, we now observe that the component-wise relative error introduced by the truncation operator is bounded by
for a ∈ B n with F B (a) = 0. So the component-wise error relative to the input is dependent on q and the exponent range, i.e., ρ = e max (F B (a)) − e min (F B (a)). In [12] , it was noted that in many real-world examples, the exponent range was reasonable (ρ ≤ 8). Thus, depending on ρ, q could be chosen to ensure the component-wise error relative to the input remains less than machine epsilon.
Shift Operator on B
n . We now wish to determine what can be said about the norm of the shift operator. For a ∈ B and ∈ Z, observe that
This observation, together with the definition of · B,p , yields the following result pertaining to the norm of the shift operator on the normed vector space B n .
To summarize, we have now constructed the normed vector spaces B n and N n and bijective maps between B n and R n and N n and R n . We can easily represent floating-point or fixed-point representations by applying the truncation operator T S (·) on elements of B n or N n , and multiplication by powers of two in R n is equivalent to applying shift operator, S , to elements in B n and N n . The added benefit of these spaces and operators is that they allow us to easily define operators for each step of the ZFP compression algorithm as described is Section 2.
Error Analysis of Individual
Steps of the ZFP Compression Algorithm. The goals of this section are to define operators for each step of the ZFP compression algorithm and to determine the error resulting from each step. For each step of ZFP, we define an operator that carries out the implemented version of ZFP compression and decompression as well as a lossless version. The lossless version of each operator will be useful in determining the error introduced at each step of the algorithm. Decompression for steps corresponding to invertible compression steps are merely the inverse operators of the compression step. Since ZFP compression is lossy in nature, some of the steps implemented in the compression phase are not invertible. For such steps, the corresponding decompression step is defined by an injective map that restores only the information that has not been lost to the correct format for the next step of decompression. For the sake of brevity, any step of the algorithm that does not affect the error analysis will not be considered in much depth.
Partition d-dimensional array into blocks of 4
d values. In Step 1, the d-dimensional array is partitioned into blocks of size 4 d . Since Steps 2 through 8 are then applied to each 4 d block individually, it is not necessary to consider Step 1 in the error analysis. Accordingly, we do not define any operators for this step.
k for some precision k (i.e., every element in x can be represented with at most k-consecutive bits). For frequently used IEEE floating-point types, k ∈ {24, 53}. This assumption on x implies that we are working with a floating point representation of a real number. To perform Step 2, we first convert each component in x to its corresponding representation in B. Each element is then shifted to the left by a deterministic number of bits and truncated. As a by-product of type-casting to an integer, in the implementation of ZFP, each value is rounded down to zero. Applying the shift operator followed by the truncation operator, as outlined above, results in the same outcome.
The operator in Step 2 is dependent on the fixed set S := {i ∈ Z : i ≥ 0} and the user provided value q ∈ N. Here q denotes the maximum number of nonzero consecutive bits that can be used for the representation of each component of the input. ZFP requires each value to have one bit as a safe-guard against overflow, which occurs when the calculation produces a result that exceeds the capacity of the finite bit representation. In the current ZFP implementation, q ∈ {30, 62} in B, since one bit will represent the sign bit and another bit will represent the overflow guard bit. Step 2 is defined by the mapC 2 :
B (x)) − q. We define the lossless operator, C 2 , by removing all noninvertible maps fromC 2 . Hence,
The decompression operator for Step 2 converts the block-floating point back to its original floatingpoint representation that is representable in B k for k ∈ N. In IEEE, the q ∈ {30, 62} consecutive bits must be converted back to k ∈ {24, 53} with its respective exponent information. This conversion can be seen as a typical floating-point round off error. The lossy decompression operator for Step 2 is then defined by undoing the shift performed inC 2 and converting each component back to a floating point representation. Hence,D 2 :
where R := {i ∈ Z : i > q − k}. The lossless decompression operator is then defined as
d . We conclude our discussion of this step by presenting a result that will be useful during the error analysis in Section 5.
Proof. For (i), observe that
where the inequality in (4.1) follows from Lemma 3.7 (i) and Lemma 3.6 (i). From Lemma 3.8, we have that S B,∞ = 2 − , and from Lemma 3.3, we have F
These together yield the inequality in (4.2). Next, (ii) follows from an argument similar to the proof of (i) by observing
4.3. Decorrelating Linear Transform. In Step 3, the output from Step 2 is acted on by a linear transformation, L. In d-dimensions, the transform operator can be applied to each dimension separately, and the operator can be represented as a Kronecker product. For A ∈ R n1,m1 and B ∈ R n2,m2 , the Kronecker product is defined as
Then, the total forward transform operator used in of ZFP is defined as
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In order to define the lossy operator used in the implementation, it is necessary to account for the finite bit constraint on a machine. Based on Step 2 of ZFP compression, the components provided as the input for Step 3 represent integers. Hence, for some q ∈ N, it follows that the input for Step 3 is an element of B 4 d q . Here, q represents the number of bits available for storing each component. As B q is not closed under addition and multiplication, given a, b ∈ B q , addition or multiplication of a and b may not result in an element of B q and must be rounded. This circumstance is referred to as round-off; error that occurs when the calculation produces a result that exceeds the capacity of the finite bit representation. Since the transformation could result in round-off, the operator used in the implementation of the algorithm will be defined as
whereL d is an operator such thatL d F B (a) ∈ B n q , for all a ∈ B may result in round-off, the operator used in the implementation is defined asD (3.12) ), the forward error bound of the floating-point representation of a matrix-vector product,
Note thatL Table  2 . This implementation is straightforward and efficient as it only requires bit addition/subtraction and division/multiplication by two. In ZFP, the bit vectors are padded so that any overflow that may occur is represented (i.e., for each component in the block one extra bit is allotted to ensure that, if a calculation results is a value greater than what can be represented in q bits, then the value is not approximated). Thus, for the following analysis, it suffices to calculate the error due to round-off. Additionally, as the components of the input for Step 3 represent signed integers, round-off can only occur during division by two (i.e., one bit shift to the right using s 1 (·)).
As noted in Section 3.3, care must be taken in Step 3, since the implementation of ZFP uses a two's complement representation of each integer. For our error analysis, the main concern is that rounding to an integer in two's complement after a right bit shift always results in rounding towards negative infinity. However, under the representation defined in B, this same sequence of operations results in rounding towards zero. So, in order to mimic the implementation, we define the operator r : B → B by
for all a ∈ B. Since s 1 (·) performs a single right bit shift and t S (·), where S = {i ∈ Z : i ≥ 0}, rounds the value towards zero, r(·) will always round the right bit shift toward negative infinity. The following lemma considers the error of r(·) when compared to s 1 (·).
On the other hand, suppose p < 0. If p is even, then p = 2k for some k ∈ Z, and f B (r(a)) =
Thus, by replacing s 1 (·) by r(·) in Table 2 , we obtain the analogous lossy operators, denotedL and L −1 , outlined in Table 3 .
From Table 3 we observe that the last two steps for the forward transform is exactly reversed by
This manuscript is for review purposes only. the first two steps of the backwards transform. From our notation we have
Thus, the final two steps of the compression and the first two steps of the decompression operators exactly reversible and can be ignored for the error analysis. For the remainder of the section we will defineL and L as the forward linear transform operator without the final two steps in Table 3 . The following lemma establishes a forward error bound forL.
Lemma 4.3. Suppose x ∈ Z 4 such that e max (x) = q and x = 0. Given the bit arithmetic implementation in Table 2 and Table 3 for ZFP's forward linear transforms, we have
to be the representation of x in B 4 . From Table 2 , the lossless operator for the first two steps can be written as
and
where we write L B,i to represent the action at the ith step of the operator L on an element of B 4 . The composite operator for the first two steps can now be expressed as
Now let L B denote the action of L in the vector space B 4 . Continuing in the same manner as above, we have
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Next, from Table 3 , we obtain the analogous lossy operator, denotedL B . By replacing s 1 (·) by r(·) we obtainL B a. Now
In particular, we found that the maximum in (4.10) is attained for i = 2. Using Lemma 4.2 and using s 1 (c) = f −1 B (f B (c)/2) = 1 2 c for all c ∈ B, we derive the following bound. Letting y = L B a andỹ =L B a, we find that
where (4.11) follows from the triangle inequality and Lemma 4.2. Similarly,
Proof. Let ∆L represent a perturbation of the action of L such thatL = L + ∆L. From Lemma 4.3, we have ∆Ly ∞ ≤ 1 2 q y ∞ , for all y ∈ {z ∈ Z 4 : e max (z) = q}. Hence,
Using the inequalities ∆L ∞ ≤ 1 and L ∞ = 1, we have
At this point, it remains to consider ZFP's backward linear transform with respect to Table 2 . For the particular implementation of ZFP, if the forward transform is performed before the backwards transform, no additional error occurs. This fact follows because each step of the backward transform, in bit arithmetic, undoes the associated step of the forward transform (i.e., the last step of the forward transform, a 2 ← a 2 − r(a 4 ), is undone by the first step of the backwards transform, a 2 ← a 2 + r(a 4 )). Thus, no additional error is incurred in this step as the bits were already lost during the forward transform. The decompression operator for the particular implementation of ZFP is defined as the corresponding lossless operator
4.4.
Reorder coefficients by total sequency. The fourth step performs a deterministic permutation on the components of the input. As such, it is an invertible operation. We define C 4 : B to be the map that takes the components of a block in row-major order and permutes them so that the resulting block is in total sequency order [13] . The decompression operator performs the inverse permutation such that D 4 C 4 (a) = a, for all a ∈ B 4 d . We summarize the key details for these operators below.
4.5. Convert signed two's complement to negabinary. At Step 5 of the algorithm, each component is converted from its two's complement representation to a negabinary representation. As we are representing values using a signed binary representation instead of a two's complement representation for our analysis, we will need to convert each signed binary representation to a negabinary representation. Using the operators defined in Section 3, we define the operator C 5 : B A valid concern for this step is that the range of representable integers for an N -bit two's complement representation is not the same as the range of representable integers for an N -bit negabinary representation, for any integer N ≥ 2. To account for this difference, ZFP uses an (N − 1)-bit two's complement representation with one bit left unused, called a guard bit. In Step 3, the guard bit was required for the decorrelating transform but is unnecessary for the remaining steps. Thus, when the two's complement representation is converted to a negabinary representation in ZFP the guard bit is freed and used instead for an N -bit negabinary representation to ensure that the integer can be represented. Additionally, since the magnitude of each component is not increased in the following steps, the components can be converted back to two's complement without introducing any error due to round off. Hence, Step 5 is lossless. Lastly, it follows that the decompression operator is defined as
The following result summarizes the key result from this step used in the analysis in Section 5.
4.6. Boolean matrix transposition. Next, the bit vectors are reordered by their bit index instead of their associated binary representation. Under the bit vector representation, this corresponds to transposing the entire block. Since this operation is lossless and does not result in altering the representation of any element in the block, we do not define an operator here. For simplicity, we will work under the assumption that the transposition did not take place.
Embedded block coding. In Step 7, each bit plane of 4
d bits is individually coded with a variable-length code that is one to one and reversible (see [13] for details). For purposes of the analysis, since Step 7 is lossless, we chose not to consider the encoding in Step 7 since the error analysis can be considered in any format. Hence, for the purposes of simplifying the analysis, we take C 7 = D 7 = I N .
Finite-precision: Bit stream truncation.
Step 8 is dependent on one user specified parameter, denoted β ≥ 0, and an index set dependent on β and the input, denoted as P. Here, β represents the number of bit planes to keep during Step 8 and any discarded bit plane is replaced with all-zero bits. The operator for Step 8 is given byC 8 : N 
where P = {i ∈ Z : i > q + 2 − β}, q ∈ N is the user provided value from Step 2, and T P is the truncation operator with respect to set P. The lossless compression and decompression operators are then defined by C 8 := I N and D 8 := I N , respectively. We conclude this step with a proposition that follows immediately from Lemma 3.7.
From the assumption e max,B (F B (a)) = q it now follows that a ∞ ≥ 2 q and
To conclude this section, it should be noted that the inputs at Step 5 of ZFP satisfy the hypotheses of Proposition 4.7 as each component is encoded as an integer up to precision q.
Defining the ZFP Compression Operator.
To conclude this section, we define the ZFP fixed precision compression and decompression operators by composing the operators defined for each step of the algorithm. In order to simplify the definition of each operator, we omit C 7 , D 7 , C 8 , and D 8 from the composition, as they were defined to be the identity operator I N . 
where • denotes the usual composition of operators. The lossless fixed precision compression operator,
Lastly, the lossy fixed precision decompression operator,D : 
Error Bounds for ZFP Compression and
Decompression. Now that the ZFP fixed precision compression and decompression operators have been defined, we can establish a bound on the forward error for an arbitrary input that is compressed and decompressed. We begin by analyzing the error introduced during compression. Recall that β is the fixed precision parameter, i.e., β bits for each of the ZFP transform coefficients will be kept during compression. 
where q ∈ N is the precision for the block-floating point representation in
Step 2, = e max,B (x) − q, and
Proof. Define c(x) := C x − Cx N ,∞ . First, we find that
By the definition of C 4 and C 5 , we have
∞ follows by applying Proposition 4.7 and the definition of C 4 . Hence,
where the final inequality follows from the linearity of C 3 and C 3 B,∞ ≤ 1. By the definition ofC 2 , we have that e max,B (C 2 x) = q. Hence, Lemma 4.4 yields that
Lastly, using Proposition 4.1, we have that C 2 x − C 2 x B,∞ ≤ 2 − q x ∞ , which yields the inequality C 2 x B,∞ ≤ 2 − (1 + q ) x ∞ . Combining these observations provides the desired result.
The following result provides bound on the error resulting from compressing then decompressing a 4 d block using ZFP.
k , for some precision k. Let β ≥ 0 be the fixed precision parameter. Then
where q ∈ N is the precision for the block-floating point representation in Step 2, Note that Theorem 5.2 yields the following bound on the maximum of the component-wise relative error:
So far, the discussion and error analysis has focused on the fixed precision mode. However, as mentioned during the introduction, ZFP also has a fixed accuracy and fixed rate mode. While we will not spend much time providing details for the fixed accuracy and fixed rate modes, it should be noted that the error bound in Theorem 5.2 allows us to develop error bounds for the fixed accuracy and fixed rate modes.
In the fixed accuracy mode, the transform coefficients in each 4 d block are encoded up to a minimum bit plane number. The index of the minimum bit plane will be dependent on the largest absolute magnitude and the constant K β found in Theorem 5.2. The following theorem is an extension of Theorem 5.2 for fixed accuracy mode of ZFP.
Theorem 5.3. Assume x ∈ R n with x = 0 such that F B (x) ∈ B n k , for some precision k and let x represent the compressed and decompressed values from using the fixed accuracy mode of ZFP. To guarantee b ∈ N bits of accuracy, i.e., x − x ∞ ≤ 2 −b , β must satisfy:
where c = q (k L (1 + q ) + 1) and e max := e max (x).
Proof. Let x
i denote the i-th 4 d block of the d-dimensional data x ∈ R n . Then we have that e max := e max (x) = max i e max (x i ). From the hypothesis it follows that K β ≤ 2 −b−emax . From Theorem 5.2 and the fact that x i ∞ ≥ 2 emax for all i, we conclude that
If we assume k = q = −∞, i.e., infinite precision, then Equation (5.7) simplifies to
Similarly, an upper bound for the fixed rate mode of ZFP can be obtained using Theorem 5.2. For the purposes of understanding the following result, it suffices to know that for the fixed rate mode of ZFP the user provides a maximum rate, denoted r, or number of bits per value to be stored.
k , for some precision k. Let b e be the number of bits to encode the exponent and letx represent the compressed and decompressed values in the fixed rate mode with rate, r ∈ N. For some β ∈ N, if
Proof. In the worst case scenario, the first bit plane is all-ones, which would imply 4 d − 1 positive group tests (see [13] for details) and thus, 4
d − 1 bits to encode the the group tests. Each bit plane would then take 4 d bits to encode. Note that, ZFP uses one bit to indicate if the block is all zeros. Thus, if given rate r, there is a total of 4 d r bits that can be used to encode the block, b e of those bits must be used to encode the block floating-point exponent in Step 2, one bit is used for the leading all-zeros bit and 4 d − 1 bits for the group testing, leaving (
) bits to encode the bit planes. Implying
Now that we have established bounds on the error introduced by ZFP compression and decompression, we consider several numerical experiments in order to observe the tightness of these bounds.
6. Numerical Experiments. In the following numerical tests, we consider two types of error, which we will refer to as block relative error and componentwise relative error, and their respective bounds:
As observed in Section 4, Steps 2, 3, and 8 of ZFP are the sources of round-off error. So, in constructing our numerical tests, we considered what conditions will vary the round-off error at these steps. Information is only lost in Step 2, if, when the block is converted from floating-point to block-floating-point, the exponent range of components in the block is above some threshold, as can be seen in equation (3.13) . At
Step 3, a linear transform is applied to the block, and information is lost whenever round-off occurs. At
Step 8, if the number of compressed bit-planes does not coincide with the negabinary precision, we will again lose information. Since varying the exponent range of the input is an easy parameter to control, the value e max − e min is used as a parameter in many of the numerical tests. Additionally, we chose to vary the number of bit planes kept in Step 8, denoted β, in the following numerical experiments.
The first numerical experiment is designed to test how well the bound established in Section 5 captures the round-off error introduced by ZFP as the range of exponents and the number of bitplanes varies within a single block with dimension d. While the first test works on data generated to demonstrate the worst-case behavior, the second experiment shows the behavior for a data set taken from an actual physical simulation. ] with subinterval h ∈ {1, . . . , 16} and uniform randomly assigned sign. The block was then randomly permuted, using the C++ standard library function random shuffle, to remove any bias in the total sequency order and then compressed and decompressed with precision, β. This specific construction of data is designed to mimic the worst possible input for ZFP for a chosen exponent range. For a given exponent range, ρ = e max − e min , we expect the componentwise relative error and block relative error to increase as the precision decreases. However, as the bound is only dependent on β, the block relative error bound will remain constant as the exponent range varies. The componentwise relative error should increase as the exponent range increases as the representable numbers in a block-floating-point representation are dependent on the largest exponent of the block and the value of q.
For Figures 4-5 , the data is represented and compressed in single-precision (32-bit IEEE standard) with e min = 0, while e max varies with respect to the required exponent range. Similar results can be produced for any value of e min . Figure 4 shows how the componentwise relative error (top) and block relative error (bottom) vary with respect to the fixed precision parameter, β, for a fixed exponent range. For a single β, one million blocks generated using the above routine were compressed and decompressed. The blue band represents the sampled maximum and minimum of the true componentwise relative error or block relative error, i.e.,
respectively, of all 1 million runs. The red line depicts the theoretical bound and the dashed green line represents the asymptotic behavior of the bound, i.e., the smallest predictive value of the theoretical bound. For e max − e min = 0, meaning that the magnitude of the absolute values of the 4 by 4 block are similar, the componentwise relative error increases as β decreases. As the exponent range increases, fewer bits will be used to represent the smaller values in each block during Step 2 of ZFP, which will result in a larger relative error. As anticipated, in Figure 4 the entire plot shifts toward the upper right corner as the exponent range increases, indicating that the componentwise relative error increases with respect to the range of compressed values. With respect to the block relative error, the block relative error remains the same for all β as the exponent range varies.
Similar trends can also be seen in Figure 5 , where the exponent range varies for a single β. In Figure 5 , for each β, the componentwise relative error (top) increases as the exponent range increases while the block relative error remains constant, as expected. As β increases, both the componentwise relative error and the block relative error plots are shifted upwards, indicating an increase in error. For β = 32, there is a gap between the bound and the observed error, which corresponds to the gap in the far right of the plots in Figure 4 , i.e., the theoretical error bound is limited to precision of the IEEE representation. It can be concluded, in Figures 4 and 5 , that the theoretical bound (red) completely bounds the maximum sampled error (blue).
Next, we repeated this same experiment using a different machine precision. Note that Figures 6 and 7 represent the same two-dimensional test outlined above, but the values in the block are represented using double-precision (64-bit IEEE standard). The same relationships can be concluded for the double precision case.
Finally, since the dimensionality of the block plays an important part in ZFP, Figures 8 and 9 and Figures 10 and 11 represent results in double precision for one-dimensional and three-dimensional blocks, respectively. Again, similar relationships can be seen as those outlined in the two-dimensional, single-precision experiment.
6.2. Real-World Example. For this example, we compress data from a real-world three-dimensional viscosity and density field from a Rayleigh-Taylor instability simulation produced by Miranda [4] . For the viscosity field, the average exponent range over all blocks is approximately 7.32. This data set is a highly variable example, as the viscosity values are signed and have a high dynamic range. field has a much smaller dynamic range than the viscosity field. That means the density field is a more compressible data set for ZFP. For both fields, the same value of β was used across all blocks during compression to simplify the visualization of the results. In Figure 12 and 13, the block relative error is plotted after the data has been compressed and decompressed (blue) as a function of β. The theoretical bound is plotted in red. Again, we conclude that the theoretical bound completely bounds the true error for both examples. As for the compression ratio, since the density field has a smaller dynamic range, there is a substantial increase in the compression ratio for every bit plane removed, especially compared to the viscosity field. It can be concluded, that for some error tolerance, ZFP compresses at a higher ratio for data that is "smooth," i.e., the exponent range for each block is small.
Conclusion.
In this paper, we addressed the error introduced in the use of lossy compression of floating-point data. An important contribution of this paper is the formulation of problem in a way that simplifies analysis. The vector space, B n , introduced in Section 3.1, proved to be useful in developing operators that accurately represent each step of the ZFP compression algorithm. Section 5 presented the error analysis of the current implementation of the fixed precision mode of ZFP and the numerical tests presented in Section 6 provided a demonstration that the theoretical bounds established in this paper capture the error introduced by ZFP. The techniques presented in Section 3 and methodology from Sections 4 and 5 could be applied to any compression algorithm or numerical method involving direct manipulation of bits.
In the majority of mesh-based PDE simulations, it is reasonable to assume that most of the blocks provided as an input to the ZFP compression algorithm will be "smooth" in the sense that the exponent range, e max − e min , will be small and there will be some natural ordering occurring between the values within the block. As Theorem 5.2 represents the worst possible error achieved, the tests presented in Section 6.1 were constructed to provide an exposition of the worst case scenario (i.e., not "smooth") of the error introduced by ZFP compression and decompression. Even so, the error bound established in Theorem 5.2 accurately, and narrowly, bounded the error in each example.
We limited our detailed analysis to the fixed precision implementation of ZFP, which is one of three possible compression modes implemented by ZFP. Using the bound in Theorem 5.2, we were able to provide a similar bound for the fixed accuracy and fixed rate modes. Further research is needed to determine tighter error bound for the fixed rate mode for real-world data as most real-world problems will produce "smooth" values and the bound in Theorem 5.4 is for the worst case scenario.
Additionally, given the trends in computing hardware, methods are needed to reduce the memory capacity and bandwidth demands in simulation codes. One technique with promise, particularly for grid-based PDE methods, is the use of lossy floating-point compression. A extension of our work would include an error analysis of the propagation of the errors of storing the solution state in compressed format for an iterative method, i.e., repeatedly decompressing and recompressing the solution data at each time step or iteration of the numerical algorithm.
Lastly, it should be noted that this paper has analyzed the error of converting an IEEE representation to ZFP. However, ZFP can be seen as a number representation itself, just like IEEE. Another interesting direction for future work would be to consider the behavior round-off error of floating-point arithmetic conducted directly on the ZFP format.
