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ON UNIFORM APPROXIMATIONS OF NORMAL
DISTRIBUTIONS BY JACOBI THETA FUNCTIONS
RUIMING ZHANG
Abstract. In this short note we study uniform approximations to the nor-
mal distributions by Jacobi theta functions. We shall show that scaled theta
functions approach to a normal distribution exponentially fast.
1. Introduction
In probability theory, under mild conditions such as the existence of second mo-
ment of the distribution, the central limit theorem (CLT) establishes when the nor-
malized sum of independent random variables tends toward a normal distribution
even if the original variables themselves are not normally distributed. The theorem
is a key concept in probability theory because it implies that probabilistic and sta-
tistical methods that work for normal distributions can be applicable to many prob-
lems involving other types of distributions, [3, 4]. Therefore, given an nonnegative
integrable special function on the real line, it is interesting to know under what scal-
ing it approximates a normal distribution, and how fast the approximation is. The
Jacobi theta functions are fundamental special functions in both mathematics and
physics, for example, please seeWikipedia(https://en.wikipedia.org/wiki/Theta_function)
and DLMF(https://dlmf.nist.gov/20). In probability theory many important prob-
ability density functions are also weight functions for q-orthogonal polynomials,
[5, 6], and some of them are expressible in terms of Jacobi theta functions. For
example, in [6] the q-Gaussian density is expressed as a product of θ3 and θ2. In
this short note we shall prove that scaled Jacobi theta functions tend to a normal
distribution exponentially fast.
For all m ∈ N and a, a1, . . . am, q ∈ C with |q| < 1, let [1, 2]
(1.1) (a; q)∞ =
∞∏
k=0
(
1− aqk) , (a1, . . . , am; q)∞ = m∏
k=1
(ak; q)∞.
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Let q = eπiτ , ℑ(τ) > 0, the four Jacobi theta functions are defined by [1, 7]
θ1(v|τ) =2q 14 sinπv
(
q2, zq2, q2/z; q2
)
∞ = −i
∞∑
n=−∞
(−1)nq(n+1/2)2e(2n+1)πiv,
(1.2)
θ2(v|τ) =2q 14 cosπv
(
q2,−zq2,−q2/z; q2)∞ =
∞∑
n=−∞
q(n+1/2)
2
e(2n+1)πiv,
(1.3)
θ3(v|τ) =
(
q2,−zq,−q/z; q2)∞ =
∞∑
n=−∞
qn
2
e2πinv,
(1.4)
θ4(v|τ) =
(
q2, zq, q/z; q2
)
∞ =
∞∑
n=−∞
(−1)nqn2e2πinv.
(1.5)
Then,
θ1(v|τ) = i
√
i
τ
exp
(
−πiv
2
τ
)
θ1
(
v
τ
∣∣− 1
τ
)
,(1.6)
θ2(v|τ) = i
√
i
τ
exp
(
−πiv
2
τ
)
θ4
(
v
τ
∣∣− 1
τ
)
,(1.7)
θ3(v|τ) =
√
i
τ
exp
(
−πiv
2
τ
)
θ3
(
v
τ
∣∣− 1
τ
)
(1.8)
θ4(v|τ) =
√
i
τ
exp
(
−πiv
2
τ
)
θ2
(
v
τ
∣∣− 1
τ
)
.(1.9)
2. Main Results and Proofs
For each x ∈ R, we let [x] be integer part of x and {x} be the fractional part of
x, i.e.
(2.1) x = [x] + {x}, [x] ∈ Z, 0 ≤ {x} < 1.
Furthermore, for each x ∈ R we let
(2.2) ((x)) = {x} − 1
2
,
then it is clear that
(2.3) − 1
2
≤ ((x)) < 1
2
.
Additionally, for each x ∈ R we let
(2.4) x = mx + JxK , mx ∈ Z, −1
2
≤ |JxK| < 1
2
.
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Lemma 1. For each fixed v ∈ R and ℑ(τ) > 0 we have
θ1(v|τ) = (−1)[v]
√
i
τ
exp
(
−πi((v))
2
τ
)
θ4
(
((v))
τ
∣∣ − 1
τ
)
(2.5)
θ2(v|τ) = i (−1)mv
√
i
τ
exp
(
−πi JvK2
τ
)
θ4
(JvK
τ
∣∣− 1
τ
)
(2.6)
θ3(v|τ) =
√
i
τ
exp
(
−πi JvK2
τ
)
θ3
(JvK
τ
∣∣− 1
τ
)
(2.7)
θ4(v|τ) =
√
i
τ
exp
(
−πi((v))
2
τ
)
θ3
(
((v))
τ
∣∣− 1
τ
)
.(2.8)
Proof. By (1.2) and (1.6) and shift the summation index on the second line by [v]
we have
θ1(v|τ) =
√
i
τ
∞∑
n=−∞
(−1)n exp
(
−πi
τ
((
n+
1
2
)2
− 2
(
n+
1
2
)
v + v2
))
=
√
i
τ
∞∑
n=−∞
(−1)n exp
(
−πi
τ
(
n+
1
2
− [v]− {v}
)2)
= (−1)[v]
√
i
τ
∞∑
n=−∞
(−1)n exp
(
−πi
τ
(n− ((v)))2
)
= (−1)[v]
√
i
τ
exp
(
−πi((v))
2
τ
) ∞∑
n=−∞
(−1)n exp
(
−n
2πi
τ
+ 2nπi
((v))
τ
)
= (−1)[v]
√
i
τ
exp
(
−πi((v))
2
τ
)
θ4
(
((v))
τ
∣∣− 1
τ
)
,
which gives (2.5). (2.6) can be proved by applying (1.3) and (1.7),
θ2(v|τ) = i
√
i
τ
∞∑
n=−∞
(−1)n exp
(
−n
2πi
τ
+
2nvπi
τ
− πiv
2
τ
)
= i
√
i
τ
∞∑
n=−∞
(−1)n exp
(
−πi
τ
(n− v)2
)
= i
√
i
τ
∞∑
n=−∞
(−1)n exp
(
−πi
τ
(n−mv − JvK)2
)
= i (−1)mv
√
i
τ
∞∑
n=−∞
(−1)n exp
(
−πi
τ
(n− JvK)2
)
= i (−1)mv
√
i
τ
exp
(
−πi
τ
JvK2
) ∞∑
n=−∞
(−1)n exp
(
−n
2πi
τ
+
2nπi JvK
τ
)
= i (−1)mv
√
i
τ
exp
(
−πi
τ
JvK2
)
θ4
(JvK
τ
∣∣− 1
τ
)
.
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Let v ∈ R and v = mv + JvK , by(1.4) and (1.8) we get
θ3(v|τ) =
√
i
τ
∞∑
n=−∞
exp
(
−πi
τ
(
n2 − 2nv + v2))
=
√
i
τ
∞∑
n=−∞
exp
(
−πi
τ
(n− v)2
)
=
√
i
τ
∞∑
n=−∞
exp
(
−πi
τ
(n− JvK)2
)
=
√
i
τ
exp
(
−πi
τ
JvK2
) ∞∑
n=−∞
exp
(
−πin
2
τ
+
2πin JvK
τ
)
,
which gives (2.7). By (1.3) and (1.9) we get
θ4(v|τ) =
√
i
τ
∞∑
n=−∞
exp
(
−πi
τ
(
n+
1
2
− v
)2)
=
√
i
τ
∞∑
n=−∞
exp
(
−πi
τ
(n− ((v)))2
)
=
√
i
τ
exp
(
−πi
τ
((v))2
) ∞∑
n=−∞
exp
(
−πin
2
τ
+
2πin((v))
τ
)
,
which is (2.8). 
Theorem 2. For any positive number a, let a > t > 0. Then we have
(−1)[v] t 12 eπ((v))2/tθ1(v|it) = 1− 2e−π/t cosh 2π((v))
t
+R11(v, t),(2.9)
(−1)mv t 12 eπJvK2/tθ2(v|it) = 1− 2e−π/t cosh 2π JvK
t
+R12(v, t),(2.10)
t
1
2 eπJvK
2/tθ3(v|it) = 1 + 2e−π/t cosh 2π JvK
t
+R13(v, t),(2.11)
t
1
2 eπ((v))
2/tθ4(v|it) = 1 + 2e−π/t cosh 2π((v))
t
+R14(v, t),(2.12)
where
(2.13) |R1j(v, t)| ≤ 2e
−2π/t
1− e−π/a , j = 1, 2, 3, 4.
Proof. Take τ = it, t > 0 in (2.7) to obtain
t
1
2 eπJvK
2/tθ3(v|it) =
∞∑
n=−∞
exp
(
−n
2π
t
+
2πn JvK
t
)
= 1+ e−π/t+2πJvK/t + e−π/t+2πJvK/t +R11(v, t)
= 1 + 2e−π/t cosh
2π JvK
t
+R11(v, t),
where
R11(v, t) =
∞∑
n=2
{
exp
(
−π
t
(
n2 + 2n JvK))+ exp(−π
t
(
n2 − 2n JvK))} .
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Then by (2.3) and n2 ≥ 2n for n ≥ 2 we have
|R11(v, t)| ≤ 2
∞∑
n=2
exp
(
−π
t
(
n2 − n)) ≤ 2 ∞∑
n=2
exp
(
−nπ
t
)
≤ 2e−2π/t
∞∑
n=2
exp
(
−nπ
a
)
=
2e−2π/t
1− e−π/a ,
which proves (2.11). (2.9),(2.10) and (2.12) can be proved similarly. 
Corollary 3. For any positive number C, let x ∈ R and |x| ≤ C. Then for any
positive number ǫ with 0 < ǫ < min {1, 2C} and 0 < t < ǫ24π2C2 < 1 we have
t
1
2 θ1
(
1
2
+
√
tx|it
)
= e−πx
2
(1 +R21(x, t)) ,(2.14)
t
1
2 θ2
(√
tx|it
)
= e−πx
2
(1 +R22(x, t)) ,(2.15)
t
1
2 θ3
(√
tx|it
)
= e−πx
2
(1 +R23(x, t)) ,(2.16)
t
1
2 θ4
(
1
2
+
√
tx|it
)
= e−πx
2
(1 +R24(x, t)) ,(2.17)
where
(2.18) |R2j(x, t)| ≤ 4− 2e
−π
1− e−π e
−(π−ǫ)/t, j = 1, 2, 3, 4.
Proof. First we observe that∣∣∣x√t∣∣∣ < ǫ
2
<
1
2
, 1 >
1
2
± x
√
t > 0, 0 < t < 1.
Then by (2.2) we have[
1
2
± x
√
t
]
= 0, m±x√t = 0,
r
±x
√
t
z
= ±x
√
t
and ((
1
2
± x
√
t
))
=
{
1
2
± x
√
t
}
− 1
2
= ±x
√
t.
Then,
t
1
2 eπx
2
θ1
(
1
2
+ x
√
t|it
)
= 1 +R21(x, t)
and
t
1
2 eπx
2
θ4
(
1
2
+ x
√
t|it
)
= 1 +R24(x, t),
where
R21(x, t) = −2e−π/t cosh 2πx√
t
+R11
(
1
2
+ x
√
t, t
)
and
R24(x, t) = 2e
−π/t cosh
2πx√
t
+R14
(
1
2
+ x
√
t, t
)
.
Since
cosh
2πx√
t
≤ e2π|x|/
√
t ≤ e2πC/
√
t
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and
|R2j(x, t)| ≤ 2e−π/t+2πC/
√
t +
2e−2π/t
1− e−π , j = 1, 4.
Since for t < ǫ
2
4π2C2 we have 2πC/
√
t ≤ ǫt , thus for j = 1, 4 we have
|R2j(x, t)| ≤ 2e−π/t+ǫ/t + 2e
−2π/t
1− e−π ≤
4− 2e−π
1− e−π e
−(π−ǫ)/t.
which proves (2.14) and (2.17). (2.15) and (2.16) can be proved similarly. 
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