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Summary
Nomogram is a method of visualizing the quantified contribution of a feature based on cer-
tain classifier. However, for many real data, dependencies among the features are usually
the norm rather than an exception, the original nomograms (based on logistic regression,
SVM and the naive Bayesian classifier) do not explicitly consider the joint eects of the
dependent feature pairs. This thesis introduces the augmented nomogram with dependent
feature pairs. An entropy-based method is firstly employed to discover the dependent
feature pairs, using these dependent feature pairs, a Bayesian Network is constructed to
approximate the probability given the dependencies information. Then this approxima-
tion is visualized using an augmented nomogram thereby enabling people to obtain the
probability taking into account the eects of dependent features. This thesis also proposes
a feature selection method that utilizes the dependent feature pairs nomogram whereby
features are selected according to the range of quantified contribution of each feature or
dependent feature pairs in the nomogram.
Experiments are performed on some publicly available datasets from the UCI machine
learning repository, as well as two large scale population studies on diabetic retinopathy
and stroke diseases. Experiment results show that the augmented nomogram generally
outperforms existing non-augmented nomogram. The improvement is especially signifi-
cant in datasets with highly dependent features. In terms of feature selection, we observe
that the features selected by the augmented nomograms with dependent features outper-
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The need for accurate prediction of disease risks and outcomes has led to many clini-
cians seeking advanced computer-based solutions utilizing machine learning algorithms
for better predictive accuracy such as support vector machines [1], probabilistic classi-
fication [1, 36], and decision trees [30]. While these techniques generally give good
predictive performance, they often do not reveal how a given input feature aects the risk
of a disease, that is, how the change in the value of an input feature would aect the risk
of a disease. Knowing the eect of input features to disease risks is important to formu-
lating a good disease prevention strategy. One recent development is to utilize nomogram
[25, 27, 20] to visualize the quantified contribution of the risk factors (features) to the
risks of diseases [38, 10, 8].
Table 1.1 shows an example dataset consisting of five features: Age 2 f’young’,’middle-
age’,’old’g denotes the age of the patients; Hypertension 2 f’yes’, ’no’g indicates whether
the patient has been diagnosed with hypertension; CRAE 2 f’low’, ’medium’, ’high’g
indicates the average diameters of the six largest arteries in the patient’s retinal image;
CRVE 2 f’low’,’medium’,’high’g indicates the average diameters of the six largest veins
in the patient’s retinal image; and finally Stroke 2 f’yes’, ’no’g indicates whether the
patient has suered stroke.
The corresponding nomogram constructed for this small example dataset is shown in
Figure 1.1. The topmost line displays the log odds ratio scale. The subsequent few lines
maps the risk of each feature to the corresponding log odds ratio scale. The length of each
line indicates the amount of contribution by each feature toward the risk of having stroke.
With this nomogram, a doctor can easily assess the risk of stroke of a patient. For example,
suppose we have a old patient with no history of hypertension, high CRAE, and medium
9
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Table 1.1: An example dataset.
Patient ID Age Hypertension CRAE CRVE Stroke
1 old yes high high no
2 middle-age no low high yes
3 old no medium high no
4 middle-age yes medium high yes
5 old no medium medium no
6 old yes medium high yes
7 old no medium medium yes
8 old yes medium high yes
9 old no medium high yes
10 old yes high high yes
11 middle-age yes medium high no
12 middle-age no low high yes
13 old no medium high no
14 old yes high high yes
15 middle-age yes high high yes
16 middle-age yes medium high yes
17 old no high high no
18 old no high high yes
19 middle-age yes high high yes
20 middle-age yes medium high no
21 old no medium high no
22 middle-age yes low medium no
23 old yes medium high yes
24 middle-age no medium high yes
25 old yes high high no
26 old no high high no
27 middle-age no medium high yes
CRVE , we map these features to the log odds ratio scale and obtain the following values
f 0:1542; 0:1335; 0:4055; 0:9808g respectively. The sum of these values is reflected
in the line Log OR SUM. In this case the Log OR SUM is  0:863. This value is then
mapped back to the probability of having stroke by finding the corresponding point on the
line P.
While nomogram is helpful in assisting clinicians to better understand and manage dis-
eases, it assumes that the features are independent. Unfortunately, this assumption is gen-
erally not true in medical domains where dependencies among the features are the norm
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Figure 1.1: An example of Nomogram.
rather than an exception. A careful examination of Table1.1 shows that Age = Old leads to
8 instances of S troke = No and 8 instances of S troke = Yes, however, when we combine
with Hypertension = Yes to form the feature pair (Age = Old;Hypertension = Yes), we
have 2 instance of S troke = No and 5 instances of S troke = Yes. Clearly, the influence
of feature Age on the class S troke depends on the value of Hypertension to some extent.
Identifying such dependent feature pairs is important as they can lead to more accurate
risk prediction. In practice, clinician may also want to know which of and how much the
feature pairs influence the disease risk. This is the motivation of this work.
In this work, we propose an entropy-based method to discover dependent feature pairs
given a class variable. Using these dependent feature pairs, we construct a Bayesian
Network [12, 2, 5] and use it to approximate the probability of disease risk given the de-
pendencies information. We then visualize this approximation using a nomogram thereby
enabling the clinicians to assess the disease risk taking into account the eects of depen-
dent features.
In addition, we also propose a feature selection method that utilizes this dependent-
feature-pairs nomogramwhereby features are selected according to the range of quantified
contribution of each feature or dependent feature pairs in the nomogram.
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In summary, the contributions of this work can be summarized into several points:
 Quantify and visualize the eect of dependent feature pairs by a nomogram. With
the help of this nomogram, a doctor can easily assess the risk of disease and view
the eect of dierent features or feature pairs.
 Use Bayesian Network to approximate the probability of the prediction. Bayesian
Network is a probabilistic graphical model that represents a set of random variables
and their conditional dependencies. The eect of the dependent feature pairs can
be easily quantified and interpreted by mutual information.
 Generate new features that the new features could do the feature selection with
original features to improve the classification accuracy.
Experiments are performed on some publicly available datasets from the UCI machine
learning repository [11], as well as two large scale population studies on diabetic retinopa-
thy and stroke diseases, namely the SIMES and the Stroke datasets. Experiment re-
sults show that the augmented nomogram generally outperforms existing non-augmented
nomogram. The improvement is especially significant in datasets with highly dependent
features such as the Corral dataset. In terms of feature selection, we observe that the
features selected by the augmented nomograms outperform features selected using state-




Statistical theory has been widely used in the state-of-art machine learning investigation.
Nomogram as a visualization system could be used to visualize the quantified contribution
of the risk factors (features) to the statistics based classifiers. In this chapter, we introduce
some basic background knowledge of statistics and concepts related to nomogram.
2.1 Information Theory
The information theory based methods have been widely used in machine learning (e.g.
Decision Tree[30] and Maximum Entropy Markov Models[26]). The important use of
information theory is the quantification of information.
Conditional probability Given two random variables, X and Y , the conditional proba-
bility of X = x given Y = y is defined as
P(X = xjY = y) = P(X = x; Y = y)
P(Y = y)
(2.1.1)
In short, P(X; Y) = P(XjY)P(Y).
This can be easily generalize to n discrete random variables X1; X2;    ; Xn where
P(X1; X2;    ; Xn) = P(X1)P(X2jX1)P(X3jX2; X1)    P(XnjXn 1    X1) (2.1.2)
This property is also known as the Chain Rule of probability.
13
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Mutual Independence The random variables X1, X2,    , Xn are mutually independent
if
P(X1; X2;    ; Xn) = P(X1)P(X2)    P(Xn) (2.1.3)
Bayes Rule Given two random variables X and Y , Bayes’ rule states that
P(XjY) = P(Y jX)P(X)
P(Y)
(2.1.4)
Here, P(X) is known as the prior probability while P(XjY) is the posterior probability.
Entropy In information theory, entropy is a measure of the uncertainty associated with
a random variable. It usually refers to the Shannon Entropy, which quantifies the expected
value of the information contained in a message, normally in units of bits. A ’message’
means a specific realization of the random variable.




P(X = x)log2P(X = x) (2.1.5)
Joint Entropy The joint entropy H(X,Y) of a pair of discrete random variables S and




P(X = xi;Y = y j)log2P(X = xi;Y = y j) (2.1.6)
Conditional Entropy Given two discrete value attributes X and Y . The conditional
entropy of X given Y , denoted as H(XjY), quantifies the remaining uncertainty in X after
knowing Y .
H(XjY) = H(X;Y)   H(Y) (2.1.7)
Mutual Information The mutual information of two random variables X and Y is a
quantity that measures the mutual dependence of the two random variables and we denote
it as:





P(X = xi;Y = y j)log2
P(X = xi;Y = y j)
P(X = xi)P(Y = y j)
(2.1.8)
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Conditional Mutual Information The conditional mutual information of three random
variables X Y and Z is a quantity of how Z aects the dependence between X and Y
[39, 33]:
I(X; Y jZ) =
X
xiX;y jY;zkZ
P(xi; y j; zk)log2
P(xi; y jjzk)
P(xijzk)P(y jjzk)
= H(XjZ) + H(Y jZ)   H(X;Y jZ) = H(XjZ)   H(XjY;Z)
= H(X;Z) + H(Y;Z)   H(Z)   H(X;Y;Z)
Conditional mutual information is always positive or zero. If the conditional mutual infor-
mation is zero, then X and Y are unrelated given the knowledge of Z, or that Z completely
explains the correlation between X and Y . In this case, we say X and Y are conditionally
independent and Naive Bayesian classifier is used to predict Z on the basis of X and Y .
Three-way Interaction Information Given three random variables X Y and Z, the
three-way interaction information among X Y and Z measures the amount of information
that is common to all, but not present in any subset [39, 33]. Like mutual information, in-
teraction information is symmetric and we often refer to the absolute value of interaction
information as the interaction magnitude. Mathematically, we have:
I(X; Y; Z) = I(X; Y jZ)   I(X; Y)
= I(X;Y;Z)   I(X; Z)   I(Y; Z)
= H(X;Y) + H(Y;Z) + H(X;Z)   H(X)   H(Y)   H(Z)   H(X;Y;Z)
The concept of total correlation [18, 19] describes the total amount of dependence among
the attributes:
Z(X;Y;Z) = H(X) + H(Y) + H(Z)   H(X; Y;Z)
= I(X;Y) + I(Y;Z) + I(X;Z) + I(X;Y; Z)
It is always positive, or zero if and only if all the attributes are independent, that is,
P(X;Y;Z) = P(X)P(Y)P(Z).
Odds ratio Odds is the ratio of the probability that an event will occur versus the prob-
ability that the event will not occur. Odds ratio compares the odds of an event occurring
in one group to the odds of it occurring in another group by taking their ratio. In other
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words, if the probability of the event occurring in the first group is p1 while the probability
of the same event occurring in the second group is p2, then we have:
OddsRatio =
p1
(1   p1) :
p2
(1   p2) (2.1.9)




1   x ) = logx   log(1   x) (2.1.10)
Note that logit function is highly related to the log of odds ratio. Suppose we take log on
the odds ratio equation 2.1.9, we have:
log
p1=(1   p1)
p2=(1   p2) = logit(p1)   logit(p2) (2.1.11)
Logit function plays an important role in the construction of nomograms.
Chapter 3
Related Work
In this chapter, we give a survey of existing works on the construction of nomograms for
various classification models. We also survey the major approaches for feature selection,
in particular, the use of nomograms for feature selection.
3.1 Nomogram
Nomogram is a method of visualizing the quantified contribution of a feature to the class
label. Given the class label Y , and the set of attributes fXi; X2;    ; Xng. The formulated
nomogram is defined as:
P(Y = yjX1 = x1; X2 = x2;    ; Xn = xn) = F(0 +
nX
j=1
f j(X j = x j)) (3.1.1)
Here 0 is a constant, typically zero, delineating the prior probability in the absence of
any feature, f j is an eect function that maps the value x j of feature X j into a point score,
and F is the inverse link function that maps the response of an instance into the outcome
probability. In a nomogram, each line corresponds to a single feature and a single eect
function. The scores from all features are summed up and mapped by the inverse link
function to obtain the final probability.
At first glance, nomograms seem similar to the Tornado diagram which is a graphical tool
for displaying the result of single-factor sensitivity analysis. The Tornado diagram has
a central vertical axis from which bars extend left and right, their length corresponding
to the influence of the factors they represent on risk. The bars are ordered so that they
17
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decrease in influence as they go down. However, Tornado diagram only considers the
eect of a feature to a prediction result. It cannot directly provide a prediction given the
feature values. On the other hand, Bayesian Network (BN) with sensitivity analysis [7] is
an ecient computational method that computes the exact upper and lower bounds for the
probabilities including conditional probabilities of Bayesian Network. Similar to Tornado
Diagram sensitivity analysis, BN sensitivity analysis considers only the eects of a feature
or feature parent-child pair to a prediction result, then feature and feature pairs could be
ranked accordingly. It cannot directly provide a prediction given the feature values.
Nomograms have been used to visualize various classification models to assist in the
interpretation of the eect of each feature to the class label and provide a prediction given
the feature values. This visualization requires the translation of the classification models
to nomograms by defining the eect function and the reverse link function. The first
classification model visualized using nomogram is the logistic regression model [25].
The translation process is straightforward. In logistic regression mode, the probability of







Comparing this with Equation 3.1.1, a direct mapping can be found by defining the eect
function as ixi and the revise function as F(x) = 11+e x .
3.1.1 Nomogram for Naive Bayesian Classifier
For Naive Bayesian classification model, the mapping of eect function and reverse link
function is not as straightforward as the logistic regression model.
Naive Bayesian classification model estimates the probability of class c given an instance
of a set of features’ values X = fx1; x2;    ; xng:








We call class c the target class. The probability of the alternate class c¯ is P(c¯jX). With
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Taking log on both side, we have:



























Substituting Equation 3.1.5 into Equation 3.1.5, we have










Hence the probability P(cjX) (inverse link function) is:
P(cjX) = [1 + e logitP(c) Pi logOR(xi)] 1 (3.1.6)
And the eect function F(c; xi) for each feature xi given label c is naturally defined as:
F(c; xi) = logOR(xi) (3.1.7)
3.1.2 Nomogram for Support Vector Machine
The task of translating an SVM to a nomogram is even more complicated because there is
no probability definition in SVM. Instead, we model the probability of the distance from
a data sample X = fx1; x2;    ; xmg to the separating hyperplane [20, 29].
So the inverse logit link function is taken to model the probability from the distance from
a data sample X to the separating hyperplane[20, 29]. Given n support vectors z j with
labels c j, j = 1; 2;    ;N, the resulting support vector model can be described with a
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weight vector  and the bias b,the response (X) for an instance, given a kernel function
K(X; z j) can be described as:
(X) = b +
nX
j=1
c ja jK(X; z j) (3.1.8)
If the kernel is linearly decomposable and assumes m features, then:




Let [X]k and [z j]k denote the kth dimension values of X and z j (in fact, [X]k=xk), so the




c ja jK(xk; [z j]k) (3.1.10)
Let c denote the class label of the data sample X, mapping the distance (x) into proba-
bility P(cjX) using inverse logit link function:
logit(p(cjX)) = log( p(cjX)
1   p(cjX)) = B(X) + A




Here the parameters A and B can be estimated by Cross-Calibration from the training







0 = A + Bb and []k = B[w]k (3.1.13)
Hence the eect function for the kth feature xk of and input instance X is:
F(c; xk) = []k = B[w]k = B
nX
j=1
c ja jK(xk; [z j]k) (3.1.14)
SVM based on the linear kernel does not consider the eect of interactions among features
and label. On the other hand, if non-linear kernel is used, the interaction is dicult to
interpret. The work in [9] defines a Localized Radial Basis Function (LRBF) non-leaner
kernel and shows that this LRBF based SVM can be translated into a nomogram.
In summary, there are mainly four types of nomograms, Logistic Regression (LR) based
nomogram, Naive Bayesian Classifier (NBC) based nomogram, SVM based nomogram
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with linear kernel and LRBF kernel. First three nomograms, based on LR, NBC and
SVM with linear kernel do not consider the eect of interactions among features and
label. SVM with LRBF kernel is mostly approaching to our method that considers the
interaction between features, however, the interactions are not explicitly defined and very
dicult to interpret. Compared with the existing nomograms, by this augmented nomo-
gram the interaction among features and label is explicitly defined and applied in predic-
tion of the risk.
3.2 Feature Selection Approaches
Feature selection is the process of identifying a subset of features such that it contains the
least number of dimensions with the most contribution to the performance of a learning
algorithm. There are three main approaches to feature selection, namely filter, wrapper,
and embedded. The earliest approach is the filter approach. Filter approach uses an evalu-
ation function that relies on properties of the data to rank the features. The highly ranked
features are then selected. Wrapper approach uses the learning algorithm as the evalua-
tion function to estimate the value of a given subset. The embedded approach interacts
directly with the learning algorithm in building a classification model. The wrapper and
filter approaches are usually more computationally ecient than the embedded approach,
as their feature selection process is independent of the classification method. However,
embedded methods produce more accurate results in general because they take advantage
of the properties of the classification method to maximize the accuracy of feature selection
[34, 13, 24].
3.2.1 Filter Approach
The earliest feature selection method utilizes the filter approach. Filter methods are gener-
ally faster than wrapper methods and more practical for use on data of high dimensional-
ity. Well-known filter-based feature selection algorithms include ReliefF and correlation-
based feature selection.
ReliefF The key idea in the ReliefF method is to evaluate the goodness of each feature
in maximizing the inter-class dierence and the intra-class similarity [21, 23, 31]. The
algorithm randomly selects a sample and looks for the k nearest ’hits’ (i.e., samples from
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the same class) and ’misses’ (i.e., samples from dierent classes) that are closest to the
sample in the feature space. Then, it updates the weight for each feature f as follows:
Wx = P(dierent value of xjnearest instance of dierent class))
 P(dierent value of xjnearest instance of same class)
After several iterations, the features with high weights are selected as they have the great-
est impact on maximizing the inter-class dierence and intra-class similarity.
Correlation-based feature selection (CFS) Dierent from ReliefF, CFS does not as-
sume that the features are independent [16, 17]. Instead it selects features based on the
assumption that a good feature subset is one that correlates highly with the class, yet
uncorrelated with each other. CFS method chooses subset of features according to the
Pearson’s correlation coecient of each subset:
rzc =
kr¯zip
k + k(k   1)r¯ii
(3.2.1)
where rzc is the feature correlation coecient of the selected feature set, k is the number
of components, r¯zi is the average of the feature correlations between the chosen features
and the class label, and r¯ii is the average inter-correlation of the chosen features.
The CFS method uses full correlation value to measure the feature correlation coecient
of two features then calculates the average of the coecients, i.e. r¯zi and r¯ii. According to
the assumption, the higher the rzc is, the better subset of features is found.
Given two features (or one of them is label), a symmetric uncertainty method could be
applied to measure the correlation of two features:
C(X;Y) =   (H(Y)   H(Y jX)
H(X) + H(Y)
) =   (H(X)   H(XjY)
H(X) + H(Y)
) (3.2.2)
where  is a normalization constant in [0; 1]:
3.2.2 Wrapper Approach
Wrapper strategies for feature selection use an induction algorithm to estimate the proper
feature subsets. Wrapper methods often achieve better results than filters due to the fact
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that they are tuned by the induction algorithm and its training data. However, they tend
to be much slower than feature filters because they must repeatedly invoke the induction
algorithm and must be re-run when a dierent induction algorithm is used. Since the
wrapper is a well defined process, most of the variation is due to the method used to
estimate the accuracy of a target induction algorithm.
Sensitivity analysis Sensitivity analysis[35, 32] is a feature wrapper method to rank
input features in terms of their contribution to the deviation of the output. As it varies the
value of a feature over a reasonable range with the other features fixed, it observes the
relative changes in the outputs of the classifier. Features that produce a larger deviation in
the output are considered important. Based on the ranked importance, proper features are
to be selected.
SFS or SBE based Wrapper The sequential forward selection initializes the set of
features to be used by some certain classifier to an empty set. And at each step a feature
that estimates the highest correct classification rate together with the features already
included is added to the set. The sequential backward elimination initializes the set of
features to be used by some certain classifier to a feature set includes all of the original
features. And at each step a feature that estimates the lowest correct classification rate
along with the features already included is eliminated from the set. The drawback of SFS
and SBE is that once a feature is selected or deleted, it cannot be deleted or re-selected at
the next stage, and there is also risk of over fitting to the given classifier[6, 22].
3.2.3 Embedded Approach
Embedded methods in feature selection take advantage of properties of certain classifica-
tion method to maximize the accuracy of feature selection so they produce more accurate
results in general but almost of the worst eciency.
SVM-RFE SVM-RFE builds (or trains) an SVM classifier[14, 28], from which it com-
putes the weight of each feature, and then it removes features of low weights, as such
features aect the classifier the least. As one iterates this process of training and fea-
ture elimination, SVM-RFE finds a small subset of features that also provides an accurate
SVM classifier. However, this algorithm is practically limited to the linear kernel, be-
cause it is hard to compute the weight vector from non-linear kernels due to the kernel
characteristics of the implicit mapping.
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Random forest (RF) Random forest(RF) is an ensemble of decision trees classifier
where each tree is grown on a set of bootstrap instances of the training set using a random
subset of the features and predicts new data by aggregating the predictions of all trees by
getting the majority vote for classification[3, 4]. In random forests, some of the instances
in the bootstrap sample are not used in growing the tree. So, the prediction performance of
the RF can be evaluated by the prediction error rate estimated using the instances have not
been used before. The RF estimates the importance of a feature by looking at the increase
in the prediction error rate when the test data for that feature is randomly permuted while
all others are left unchanged. Finally, the feature selection is based on the estimated
importance for each feature.
3.2.4 Nomogram Approach
The nomogram approach for feature selection is based on the quantified contribution of
each feature as determined by the length of the corresponding line in the nomogram.
Nomograms can be constructed based on logistic regression, Naive Bayesian classifier, or
support vector machine models. Nomogram approach ranks the features by their lengths
of their quantified contribution. For example, given the nomogram constructed for the
running example in Figure 3.1, the ranking of features is (from high importance to low):
CRVE, Age Hypertension and CRAE.
As mentioned in Section 3.1.2, the work in [20] introduced the Localized Radial Basis
Function (LRBF) kernel and showed that the LRBF based support vector machine can be
translated into a nomogram. A feature selection method based on this nomogram, called
VRIFA [37], is proposed and experiment results showed that the nomogram-based feature
selection outperforms existing filter and wrapper algorithms.
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Figure 3.1: Naive Bayesian based Nomogram of the running dataset.
Chapter 4
Nomogram with Dependent Feature
Pairs
Many learning algorithms assume that the features are independent. While this assump-
tion holds in some domains, in the medical domain, the dependence among features is the
norm rather than the exceptions. Visualizing the eect of dependent features can assist
clinicians to better understand and manage the disease. In this chapter, we describe a novel
approach to enhance nomogram with dependent feature pairs so that the combined eect
of these dependent feature pairs can be visualized. We first construct a Bayesian network
based on the minimal description length principle. From the constructed network, we ob-
tain the dependent feature pairs based on their conditional mutual information measure.
For each dependent feature pairs, we augment existing nomogram with a new line rep-
resenting the combined eect of the dependent feature pair. In addition, we design an
algorithm to perform feature selection based on the augmented nomogram.
4.1 Construction of Bayesian Network
A Bayesian network is a pair B =< G; >. G is an annotated directed acyclic graph
whose vertices correspond to the set of random variables (features) and the edges repre-
sent direct dependencies between features.In this network, each variable is independent
of its non-descendants given its parents variable.  is the set of conditional probability
tables of each node in G given its parents’ state.
26
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Let Parent(X) be a function that returns the set of parent variables of X. Given a dataset,
we utilize the work in [12] to construct a Bayesian network B where the probability of a
class label c given the set of features fX1; X2;    ; Xng (assuming X1 is the root among the
features) is given by:





P(X1; X2;    ; Xn)
The construction of the Bayesian network follows the minimal description length prin-
ciple strategy which aims to find a model that facilitates the shortest description of the
original data. The length of such description takes into account both the description of the
model itself and the description of the data using the model. Given a Bayesian Network
B generated from dataset D, the minimal description length of B given D is:
MDL(BjD) = log2N
2
jBj   LL(BjD) (4.1.1)
where jBj is the number of parameters in the network, N is the number of the instances in
D, and LL(BjD) measures how many bits are needed to describe D based on the probabil-
















2;    ; Xin))
The first termmeasures howwell B estimates the probability of the class given the features
while the second term measures how well B estimates the joint distribution probability.




I(X j; Parent(X j)jc) + constant term (4.1.2)
where N is the number of the instances, fX1; X2;    ; Xng are the features and c is class
label.
Clearly, maximizing the log likelihood is equivalent to maximizing the term:
nX
j=1
I(X j; Parent(X j)jc)
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With the definition of LL(BjD), we describe the procedure for constructing the Bayesian
network and from the network, we find the set of dependent feature pairs (see Algorithm
1). Line 3-5 computes and stores I(Xi; X jjc) of each pair of features Xi and X j given
class label c, Line 7-10 initializes the variables for this algorithm, Line 11-24 builds a
maximum weighted spanning tree Tree given the values of I(Xi; X jjc) as the weights,
Line 25-28 finds the dependent feature pairs DFP according to the edge of Tree and
returns it.
Algorithm 1 FindDependentFeatureParis(Data[][])
1: Input: set of training tuples D = fc; X1; X2;    ; Xng
2: Output: set of dependent feature pairs DFP
3: for each pair of features Xi and X j do
4: Calculate I(Xi; X jjc);
5: Set Weight[i][ j] = I(Xi; X jjc);
6: end for
7: Initialize Ni to be the set of neighbours of feature i;
8: Initialize Tree f f1g;
9: Initialize Node f f2;    ; fng;
10: Initialize TotalWeight = 0;
11: while Node is not empty do
12: Max =  1;
13: Candidate =  1;
14: for each i in Tree do
15: for each j in Node and j in Ni do
16: if TotalWeight +Weight[i][ j] > Max then
17: Max = TotalWeight +Weight[i][ j];




22: Tree = Tree [ fCandidateg;
23: Node = Node   fCandidateg;
24: end while
25: for each edge (u,v) in Tree do
26: DFP = DFP [ fu; vg;
27: end for
28: Return DFP;
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Back to our running example in Table 1.1, we first calculate the conditional mutual infor-







= P(Age = old;Hypertension = yes; S troke = yes)
log2
P(Age = old;Hypertension = yesjS troke = yes)
P(Age = oldjS troke = yes)P(Hypertension = yesjS troke = yes) +   
= 0:1852  log2 0:31250:5  0:5625 +   
= 0:0195 +   
= 0:2054
The results of all the conditional mutual information are shown in Table 4.1.
Table 4.1: Conditional Mutual Information of the sample dataset.
Features Age Hypertension CRAE CRVE
Age 0.2054 0.1975 0.049
Hypertension 0.2054 0.1691 0.0475
CRAE 0.1975 0.1691 0.1495
CRVE 0.049 0.0475 0.1495
Next, we generate a maximum weight spanning tree where each node represent a feature
Xi and the weight of the edge (Xi; X j) is I(Xi; X jjc). So conditional mutual information
I(Xi; X jjc) that maximizes the MDL score 4.1.1 is applied as the measurement of our
approach. The resultant tree of the given dataset is shown in Figure 4.1.
Note that each edge in the maximum spanning tree represents a dependent feature pair.
Hence, with n features, we have n   1 such dependent feature pairs. In the next sec-
tion, we describe how to augment the nomogram with dependent feature pairs for better
visualization.
4.2 Augmenting Nomogramwith Dependent Feature Pairs




f j(x j)) (4.2.1)
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Figure 4.1: The TAN based Bayesian Network of the sample dataset.
where F is the inverse link function mapping the final summed score to the final proba-
bility, f j is the eect function mapping each value of feature to a score (normally odds
ratio).
To augment nomogram with the dependent feature pairs, we need to separate the contri-
bution of single feature and that of the feature pairs.
Recall, the probability of class c given an instance fX1; X2;    ; Xng:





P(X1; X1;    ; Xn)
We call class c a target class.












In terms of the log odds (logitP = log(P=(1   P))), this equation translates to:
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By Bayesian rule, we know
P(Xi; Parent(Xi); c) = P(Xi; Parent(Xi)jc)P(c)
= P(XijParent(Xi); c)P(Parent(Xi); c)
= P(XijParent(Xi); c)P(Parent(Xi)jc)P(c)
In other words,
P(XijParent(Xi); c) = P(Xi; Parent(Xi)jc)P(Parent(Xi)jc)
Hence for the term P(XijParent(Xi); c), we can rewrite it as
P(XijParent(Xi); c) = P(Xijc) P(Xi; Parent(Xi)jc)P(Xijc)P(Parent(Xi)jc) (4.2.3)

































We note that the second term in the logit function is the contribution of feature Xi to the
classifier, while the third term measures the extra contribution of the dependency between
Xi and Parent(Xi) given the class label. We denote the second term as F(cjX) and the third
term as G(cjX). Then we have:
logitP(cjX) = log P(cjX)
1   P(cjX) = log
P(c)
1   P(c) + F(cjX) +G(cjX) (4.2.6)
From this, the inverse link function P(cjX) is:
P(cjX) = [1 + e log P(c)1 P(c) F(cjX) G(cjX)] 1 (4.2.7)
F(cjX) and G(cjX) are, in fact, the summation of the eect of the single feature and the
feature pairs respectively. Hence, the eect functions for the augmented nomogram de-
noted as:
E f f ect1(Xi) = log
P(Xijc)
P(Xijc¯) (4.2.8)
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Back to our running example of Table 1.1, the Bayesian network constructed has three
edges as shown in Figure 4.1. From the network, we extract three feature pairs corre-
sponding to the three edges. They are: (Age, Hypertension), (Age, CRAE) and (CRAE,
CRVE).
Next, for each feature value Xi and feature value pair (Xi; X j), we calculate the nomogram
score as:
E f f ect1(Xi) = log
P(Xijc)
P(Xijc¯)





Finally, we construct the nomogram by mapping the values of Xi and (Xi; X j) pair to the
corresponding scores of E f f ect1(Xi) and E f f ect2(Xi; X j) respectively and displaying the
extent of the eects as horizontal lines as shown in Figure 4.2.
Similar to single feature nomogram, the augmented nomogram can be used to predict risk
of disease as follows. Suppose we have a old patient with no history of hypertension, high
CRAE, and mediumCRVE. From the nomogram, we found that the log odds ratio for (old,
no hypertension) is -0.6931, (old, high CRAE) is 0, and (high CRAE, medium CRVE) is
-0.2764; while the log odds ratio for single feature of old is -0.1542, no hypertension
is -0.1335, high CRAE is 0.4055 and medium CRVE is -0.9808. Summing all the odds
ratios, we obtain -1.8325 which corresponds to the probability of 19%. In other words,
the risk of this person having the disease is only 19%.
4.3 Feature Selection based on Augmented Nomogram
Besides the benefit of visualization, nomograms have also been used in feature selection
to reduce the dimensionality of feature space and improve the classification performance
[27, 37, 8]. The idea is to select features that have great influences on the class label. In
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Figure 4.2: The augmented Nomogram with dependent feature pairs for sample dataset.
the case of nomograms, the features with large influences correspond to those with long
lines. Extending this idea to the augmented nomogram, if a dependent feature pair’s line
is long, we will select the pair as a feature to be included for classification.
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Intuitively, selecting the dependent feature pair as a feature for classification implies we
need to form a new feature with values that are the cartesian product of the two original
features. For example, if Xi has three values f1; 2; 3g and Parent(Xi) has two values f4; 5g,
then the values of the dependent feature pair (Xi; Parent(Xi)) are f< 1; 4 >; < 1; 5 >; <
2; 4 >; < 2; 5 >; < 3; 4 >; < 3; 5 >g. However, this method of encoding the new feature
results in information loss.
For example, consider our running example, we observe that for the dependent fea-
ture pair (Age;Hypertension), the possible values for this feature pair are f(Young; Yes),
(Young;No), (Middle   age;Yes), (Middle   age;No), (Old;Yes), (Old;No)g. Yet, if we
take (Old;Yes) as a new value, the quantified contribution of (Old;Yes) to the classifier
is:
log
P(Age = Old;Hypertension = YesjS troke = Yes)
P(Age = Old;Hypertension = YesjS troke = No) = 2:5
Yet, if we simply treat each cartesian product value of the dependent feature pairs as a
unique value, we have
log
P(Age = Old;Hypertension = YesjS troke = Yes)
P(Age = OldjS troke = Yes)P(Hypertension = YesjS troke = Yes)
P(Age = Old;Hypertension = YesjS troke = No)
P(Age = OldjS troke = No)P(Hypertension = YesjS troke = No)
= 2:0202
In other words, simply using cartesian product as the encoded value results in loss of
information.
To preserve as much information as possible while encoding the dependent feature pair
values, we formulate the problem as an optimization problem. Let Z = (Xi; Parent(Xi))
denote the new feature with values fz1;    ; zmg. We want to find the values of Z such that
the influence of Z, E f f ect1(Z), is as close to the influence of the dependent feature pair,
E f f ect2(Xi; Parent(Xi)). In other words, we wish to minimize the error function:





P(Xi = xi; Parent(Xi) = aijc)
P(Xi = xijc)P(Parent(Xi) = aijc)
P(Xi = xi; Parent(Xi) = aijc¯)
P(Xi = xijc¯)P(Parent(Xi) = aijc¯)
  logP(Z = zijc)
P(Z = zijc¯) j
2
Algorithm 2 gives the details of how the values of the new feature Z is generated. The
algorithm utilizes a 2D array, Item[][], to denote the mapping of dependent feature pairs to
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Algorithm 2 GreedyValueSearchAlgorithm(Items[m][n])
1: Assign all the items the same value v=1;
2: while New item could be assigned new value v do
3: v = v + 1;
4: Min=INF;
5: for each Item[i][j] do
6: nv=Items[i][j];
7: for k from 1 to v do
8: Items[i][j]=k;
9: Calculate MSE;








the new feature values. Initially, all the cartesian product values form a set (Line 1). The
algorithm iteratively partitions the set such that the resultant partitions decreases the MSE
score (Lines 5-16). The algorithm terminates when further partitioning cannot reduce the
MSE score (Line 17). Finally, we assign dierent values to the dierent subsets.
In our example, Tables 4.2-4.4 show the new values generated for the three dependent
feature pairs. We observe that for the dependent feature pair (Age, Hypertension), the
values (Young, Yes), (Young, No), and (Middle-age, No) are mapped to the same value
suggesting that these value pairs have similar eect on the classification of stroke. This is
in line with the observations by the domain experts.
Table 4.2: New Features for the Dependent Feature Pair (Age;Hypertension).
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Table 4.3: New Features for the Dependent Feature Pair (Age;CRAE).










Table 4.4: New Features for the Dependent Feature Pair (CRAE;CRVE).













We have implemented an online system1 for visualizing the augmented nomogram, named
ANVis. The system is implemented in PHP and HTML. MySQL is chosen as the server
database.
Figure 5.1: Application architecture of generating Nomogram.
Figure 5.1 shows the system architecture. The file resides at the client side. When a user
uploads the file to the system, the Parser will scan the file and extract the attribute name
and type. If the attribute type is numeric, a Discretization module is invoked. Next, the
Nomogram Generator takes in all the discrete attributes and calculates all the information
1http://db64gb.ddns.comp.nus.edu.sg/fq/DiabetesNomogram.php
37
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needed to draw the augmented nomogram. The calculated information, together with all
the attribute values, are stored in the database. Figure 5.2 shows the sequence of actions
for the process.
Figure 5.2: Sequence diagram of generating Nomogram.
Figure 5.3: Sequence diagram of using Nomogram.
Once the nomogram has been constructed, the system allows the user to input specific
attribute values and predict the class probability based on the constructed nomogram.
Figure 5.3 shows the sequence of actions for this process. The user first sends a request
to choose the dataset. The system returns the nomogram constructed for the selected
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dataset. Next, the user inputs the specific attribute values. Based on the input values, the
class probability is computed and the result is returned to the user.
Figure 5.4: Main page of the Nomogram system.
Figure 5.5: Dataset selection and uploading interface of the system.
Figure 5.4 shows the initial screen of ANVis system. The left panel displays the available
actions that a user can select. If the user selects the ’Choose Dataset’ option, a list of
CHAPTER 5. AUGMENTED NOMOGRAM VISUALIZATION SYSTEM 40
Figure 5.6: Nomogram of the chosen dataset.
Figure 5.7: Result of input an instance.
datasets whose nomograms have previously been constructed will be displayed in the
right panel as shown in Figure 5.5). Alternatively, a user may select the ’Upload File’
button to load in a new dataset.
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Once a dataset has been loaded into ANVis, the system automatically computes the infor-
mation needed to construct the nomogram. At this stage, the left panel refreshes to display
the list of features and dependent feature pairs in this dataset (see Figure 5.6). The user
can select any subset of the features/feature pairs by clicking on the box next to it. The
right panel will then display the constructed nomograms of the selected features/feature
pairs. In addition, the user can specify specific value for each feature using the pull down
button. When done, the user selects the ’Submit’ button and the right panel will display
the score of each feature and feature pair with the specific values and the corresponding
class probability as shown in Figure 5.7.
Chapter 6
Experiments
In this chapter we present the experiment results to evaluate the usefulness of the aug-
mented nomograms with dependent feature pairs. The augmented nomogram visualiza-
tion system utilizes the PHP-Apache-MySQL framework. The construction of the aug-
mented nomogram algorithms are implemented in Matlab 7.0. We perform two sets of
experiments. In the first set, we compare the classification accuracy of the augmented
nomogram with the non-augmented nomograms. In the second set of experiments, we
evaluate the eectiveness of the augmented nomogram for feature selection. All the ex-
periments were conducted on an Intel Core2 Quad Q9550 2.83G PC with 4GB RAM
running Window XP operating system.
We used 17 datasets in our experiments. 15 datasets are the publicly available UCI
datasets [11]. The other two datasets namely Stroke and SIMES are obtained from the
local hospitals containing subsets of information on the stroke and diabetic patients re-
spectively. Table 6.1 summarizes the characteristics of all the 17 these datasets.
6.1 Performance of the Augmented Nomograms
We adopt the three widely used measure to evaluate the performance of our augmented
nomograms, namely accuracy, F-measure and AUC. Accuracy measures the degree of
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Table 6.1: Overview of the datasets.
Dataset #Attributes #Instances
1 Breast 10 683
2 Car 7 1594
3 Chess 37 3196
4 Cleve 14 303
5 Corral 7 128
6 Diabetes 9 768
7 Flare 11 1066
8 Heart 14 270
9 Ionosphere 35 351
10 Nursery 9 8305
11 Pima 9 768
12 SIMES 10 2582
13 Stroke 5 910
14 Thyroid 22 2700
15 Titanic 4 2201
16 Transfusion 5 748
17 Vote 17 435
F-measure, on the other hands, measures the harmonic mean of precision and recall:
FMeasure
=




2  #TruePositive + #FalsePositive + #FalseNegative
The Receiver Operating Characteristic (ROC) curve is a graphical plot of the true positive
rate against the false positive rate. The area under the ROC curve is closely related to
the Wilcoxon-Mann-Witney Test, which tests whether a positive instance is likely to be
ranked higher than a negative instance by the classifier. Assume all the instances are
ranked according to the scores output by the classifier. Let R1 be the sum of the ranks of
positive instances. Then the AUC measure is:
AUC =
R1   n1(n1   1)2
n1n2
(6.1.1)
where n1, n2 denote the number of positive and negative instances respectively.
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For this set of experiments, we have implemented 3 existing nomograms for comparison.
They are: logistic regression-based nomogram (LR), Naive Bayesian-based nomogram
(NB), and SVM-based Nomogram (SVM). The kernel for SVM is the Localize Radial
Basis Function (LRBF) kernel [37]. We compare the performance of our augmented
nomograms (AN) with the three types of nomograms.
In nomogram, an instance x belongs to class c = 1 when probability P(c = 1jx) > P(c =
0jx), which means P(c = 1jx) > 0:5, such process can be accomplished byWeka software,
so we used Weka to output the three measurements of these three kinds of nomograms,
5-folds cross-validation is applied for obtaining the measurements and the number of rep-
etition for 5-folds cross-validation is 10. However, for SVM based nomogram, the Local-
ized Radial Basis Function kernel [37] is not included by Weka, so we have implemented
and added this kernel into Weka Software.
We observe that the augmented nomogram outperforms all three existing nomogram
methods on most of the datasets. In particular, for datasets with high dependencies among
the features such as the Corral dataset, because of the consideration of the joint distribu-
tion of dependent feature pairs, the improvement can be as much as 10% higher than the
other methods.
However, this approach could not outperform other methods on datasets with independent
features, given the definition of MDL score 4.1.1 that derives this Bayesian Network,
high MDL score means good compatibility of Bayesian Network with the dataset. For
the Bayesian Network in this approach the MDL score would be low, if the conditional
mutual information is low that indicates less dependencies among the feature.
6.2 Nomogram for Feature Selection
In this set of experiments, we evaluate the eectiveness of augmented nomograms for
feature selection using the SIMES, Car and Thyroid datasets. The Car dataset has four
classes: unacc (70.02%), acc (22.22%), good (3.99%), v-good (3:76%). For this exper-
iment, we only used the instances whose class labels are either unacc or acc. All the
datasets are partitioned into two parts. The first part consists of 30% the whole dataset
used for feature selection process, while the remaining 70% is used to test the performance
of the resultant classifiers built using the subset of features selected. Table 6.5-Table 6.7
list the features and their characteristics in the three datasets respectively.
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Table 6.2: Classification Accuracy (%) of Nomograms.
Dataset LR1 NBC2 SVM3 AN4
1 Breast 96.5 96.9 96.6 97.0
2 Car 85.6 85.3 95.6 93.2
3 Chess 91.7 87.7 91.8 92.6
4 Cleve 82.2 83.1 82.5 83.2
5 Corral 89.8 87.5 85.6 99.2
6 Diabetes 76.2 75.4 75.6 75.1
7 Flare 82.3 81.5 81.8 82.7
8 Heart 82.9 84.1 84.2 83.2
9 Ionosphere 87.7 82.6 91.4 91.7
10 Nursery 88.5 87.7 90.8 91.9
11 Pima 77.5 76.4 74.5 75.0
12 SIMES 67.9 67.8 73.7 74.8
13 Stroke 70.9 70.1 73.1 73.7
14 Thyroid 88.6 91.3 94.6 95.3
15 Titanic 77.8 77.9 77.6 79.1
16 Transfusion 76.6 75.1 75.3 75.7
17 Vote 94.0 90.3 94.5 94.6
1Logistic Regression.
2Naive Bayesian classifier.
3SVM with non-linear kernel.
4Augmented Nomogram with dependent feature pair.
Table 6.3: Classification F-measure (%) of Nomograms.
Dataset LR1 NBC2 SVM3 AN4
1 Breast 96.1 96.5 96.5 97.1
2 Car 85.2 84.2 95.1 94.3
3 Chess 91.5 87.9 91.1 92.2
4 Cleve 82.1 83.1 82.2 83.2
5 Corral 89.9 87.5 87.6 99.2
6 Diabetes 75.5 75.1 75.1 75.4
7 Flare 79.7 81.7 81.1 80.2
8 Heart 78.7 84.4 84.2 83.2
9 Ionosphere 87.5 82.9 91.8 91.6
10 Nursery 81.4 86.4 90.6 91.4
11 Pima 76.7 76.1 71.1 74.7
12 SIMES 69.7 69.4 67.7 70.5
13 Stroke 71 69.6 71.7 72.6
14 Thyroid 87.9 91.6 94.4 95.3
15 Titanic 76.4 76.5 75.2 76.2
16 Transfusion 70.5 71.4 71.6 68.9
17 Vote 94 90.4 94.4 94.6
1Logistic Regression.
2Naive Bayesian classifier.
3SVM with non-linear kernel.
4Augmented Nomogram with dependent feature pair.
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Table 6.4: Classification AUC of ROC curve (%) of Nomograms.
Dataset LR1 NBC2 SVM3 AN4
1 Breast 99.0 98.7 96.2 99.2
2 Car 91.7 94.4 94.3 94.2
3 Chess 93.6 95.2 95.1 98.1
4 Cleve 89.1 90.0 89.3 90.1
5 Corral 95.1 93.2 95.7 99.9
6 Diabetes 82.0 81.2 80.3 81.3
7 Flare 75.2 75.7 75.5 75.9
8 Heart 87.3 87.8 88.4 89.5
9 Ionosphere 83.7 93.3 90.6 97.1
10 Nursery 87.8 95.2 95.3 97.3
11 Pima 83.0 81.8 79.3 81.0
12 SIMES 63.1 64.7 62.9 63.7
13 Stroke 78.3 76.5 77.8 78.5
14 Thyroid 84.5 89.6 95.1 93.3
15 Titanic 74.8 70.9 72.8 75.7
16 Transfusion 74.6 70.7 69.3 70.9
17 Vote 96.4 97.3 95.3 98.5
1Logistic Regression.
2Naive Bayesian classifier.
3SVM with non-linear kernel.
4Augmented Nomogram with dependent feature pair.
Table 6.5: Details of the SIMES dataset.
Values of Feature Description
age discretized into 10 intervals age of a person
gender male,female gender of a person
CRAE discretized into 10 intervals average diameters of 6 largest arteries
CRVE discretized into 5 intervals average diameters of 6 largest veins
fractalDim discretized into 10 intervals fractal dimension of vessels
cTortA discretized into 6 intervals curvature turtosity of arteriole
BAa discretized into 10 intervals branching angle of arteriole
cTortV discretized into 3 intervals curvature turtosity of venule
BAv discretized into 10 intervals branching angle of venule
We compare the augmented nomogram method against state-of-the-art feature selection
algorithms: ReliefF, Principle Component Analysis (PCA), and SVM based Nomogram
(VRIFA)1. All the methods rank the features and the top N features are selected for build-
ing a classification model. We utilize the classification algorithms in Weka2 3.7 [15] to
build Bayesian classifiers and SVM-based classifiers using the set of selected features.
1http://dm.postech.ac.kr/vrifa/
2http://www.cs.waikato.ac.nz/ml/weka/
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Table 6.6: Details of the Car dataset.
Values of Feature Description
buying v-high,high,med,low buying price
maint v-high,high,med,low price of the maintenance
doors 2,3,4,5-more number of doors
persons 2,4,more capacity in terms of persons to carry
lug boot small,med,big the size of luggage boot
safety low,med,high estimated safety of the car
Table 6.7: Details of the Thyroid dataset.
Values of Feature Description
age discretized into 10 intervals age of a person
sex M,F gender of a person
on thyroxine false,true if use thyroxine
query on thyroxine false,true if query on thyroxine
on antithyroid medication false,true if on antithyroid medication
thyroid surgery false,true if thyroid surgery
query hypothyroid false,true if query hypothyroid
query hyperthyroid false,true if query hyperthyroid
pregnant false,true if pregnant
sick false,true if sick
tumor false,true if has tumor
lithium false,true if lithium therapy
goitre false,true if causes goitre
TSH discretized into 4 intervals thyroid stimulating hormone
T3 discretized into 10 intervals total triiodothyronine
TT4 discretized into 7 intervals total thyroxine
T4U discretized into 10 intervals thyroxine utilization rate
FTI discretized into 8 intervals free thyroxine index
TBG discretized into 4 intervals thyroxine binding globulin
For the SVM-based classifiers, we use the radial basis kernel and sets the weight to be
equal to the odds ratio of the class label.
Tables 6.8-6.10 show the ranking results of each feature by the 4 dierent feature selection
methods on the SIMES, Car and Thyroid datasets respectively.
Next, we vary the number of selected features and build dierent classifiers using the
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Table 6.8: Features ranking of SIMES dataset.
Feature Selection Method Rank of Features (from the most important to the least important)
ReliefF age, fractalDim, crae6, bav, gender, baa, ctorta , ctortv, crve6
VRIFA crae6, baa, ctorta, fractalDim, age, gender, bav, ctortv, crve6
Augmented Nomogram fage,fractalDimg, fage, ctortag, fage, bavg, age, ffractalDim,
crae6g, fbaa, ageg, fcrae6,crve6g, crae6, fcrae6, genderg, frac-
talDim, baa, fctorta, ctortvg, ctorta, crve6, ctortv, bav, gender
PCA 9 ranked generated features
Table 6.9: Features ranking of Car dataset.
Feature Selection Method Rank of Features (from the most important to the least important)
ReliefF safety, persons, maint, buying, lug-boot, doors
VRIFA persons, safety, buying, maint, lug-boot, doors
Augmented Nomogram fbuying,maintg, fsafety,lug-bootg, fbuying,safetyg, safety, buying,
maint, fsafety,personsg, persons, lug-boot, fpersons,doorsg, doors
PCA 6 ranked generated features
Table 6.10: Features ranking of Thyroid dataset.












PCA 19 ranked generated features
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selected features. We then perform 5 fold cross validation to evaluate the performances
of the resultant classifiers. Figures 6.1-6.3 shows the accuracy of the resultant classifiers


























































































































Figure 6.3: Compare dierent feature selection methods using Accuracy of Thyroid dataset.
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We observe that the classifiers built using the features selected by the augmented nomo-
gram method outperform that by other features selection methods. This allows us to
conclude that having dependent feature pairs as features are able to improve the accuracy
of the classifiers.
Chapter 7
Conclusion and Future work
There are already a lot of computer-based approaches for disease prediction but they are
not widely adopted as most doctors not only want to know the prediction results but also
how the various features play their parts in the prediction of diseases. In other words,
characterizing the contribution of each feature to the prediction result is needed.
The original nomograms (based on logistic regression, SVM and the naive Bayesian clas-
sifier) do not explicitly consider the joint eects of the dependent feature pairs. However,
in many real-life medical datasets, dependencies among the features are usually the norm
rather than an exception. Hence, we introduce the augmented nomogram with dependent
feature pairs. This augmented nomogram allows the visualization of the contribution of
individual feature as well as the joint contributions of dependent feature pairs. In ad-
dition, we also proposed an entropy-based method to map the dependent feature pairs’
values for feature selection. Experiment results show that the augmented nomograms
outperform original nomograms in classification accuracy and that the features selected
by the augmented nomograms are better for classification as compared to those selected
by state-of-art feature selection methods such as ReliefF, PCA and VRIFA. An online
augmented nomogram visualization system has also been implemented.
In this work, only dependent feature pairs are considered. Furthermore, we limit our dis-
cussion to discrete attribute, two-class problem set. Future work will look into extending
this problem to continuous attribute, multi-class problem set. We also intend to integrate
the online augmented nomogram visualization system with the electronic patient medi-
cal record system to provide constant monitoring and tracking of patient’s health status.
When the predicted risk of some diseases exceeds a certain threshold, the doctor will be
alerted and appropriate measures can be taken to provide personalized care to the patients.
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