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4Kapitel 1
Einleitung
1.1  Uberblick  uber Inhalt und Ergebnisse
Wir werden uns in dieser Arbeit vorwiegend mit einem Modell befassen, das
Y. Peres, C. Kenyon, W. Evans und L.J. Schulman 1998 in ihrem Artikel
\Broadcasting on trees and the Ising-Modell" eingef uhrt haben.
In diesem Modell wird ein Signal, das die Werte +1 oder  1 annehmen kann,
von der Wurzel eines Baumes aus entlang der  Aste eines unendlichgroen Bau-
mes  ubertragen. Die Kanten des Baumes agieren dabei als  Ubertragungskan ale
zwischen den Knoten. Jede Kante kann das Signal korrekt  ubertragen oder es

ippen, das heit, das Vorzeichen des Signals umkehren.
Das  Ubertragungsverhalten der Kanten ist zuf allig. Mit einer festen Wahr-
scheinlichkeit , mit 0 <   1
2, verf alscht eine Kante das Signal. Dies geschieht
an allen Kanten unabh angig mit der gleichen Wahrscheinlichkeit. Es stellt sich
nun die Frage, wie gro diese Fehlerwahrscheinlichkeit h ochstens sein darf, da-
mit das, was in der Krone des Baumes ankommt, noch etwas zu tun hat mit
dem, was in der Wurzel eingespeist wird. Mit anderen Worte: Sind die Signale
auf Knoten, die einen Abstand  n von der Wurzel haben, f ur n ! 1 asym-
ptotisch unabh angig vom Signal in der Wurzel? Eine M oglichkeit, den Grad
der Abh angigkeit zu messen, ist die sogenannte Information, der Kullback-
Leibler-Abstand von gemeinsamer Verteilung zur Produkt-Verteilung, die in
Denition 16 eingef uhrt wird.
Wir werden sehen, da es eine kritische Schwelle c;I f ur Informations ubertra-
gung gibt. Ist die Fehlerwahrscheinlichkeit gr oer als c;I, so ist die Informa-
5tion, die zwischen Wurzel und Krone  ubertragen wird, 0. Ist die Fehlerwahr-
scheinlichkeit kleiner als c;I, so wird Information  ubertragen. Dieser kritische
Wert c;I h angt nur von der Branching-Number, einer Art mittleren Verzwei-
gungszahl, des Baumes (vgl. Denition 1) ab.
Wir werden sehen, da das Broadcasting-Modell eine elegante Formulierung
eines wohlbekannten Modells, des Ising-Modells, mit freien Randbedingungen,
ist.
Im Ising-Modell hat jeder Knoten des Baumes einen \magnetischen" Spin,
der entweder +1 oder  1 sein kann. Spins direkt benachbarter Knoten be-
ein
ussen sich, in dem sie versuchen, den gleichen Wert anzunehmen. Diesem
Eekt wirkt ein thermischer Ein
u entgegen, der mittels eines als Temperatur
bezeichneten Parameters modelliert wird.
Die klassische Frage im Ising-Modell ist, ob Phasen ubergang stattndet. Wir
wollen Phasen ubergang als das Ph anomen verstehen, da die Wurzel des Bau-
mes die Vorgabe von Randbedingungen auf der Krone des Baumes sp urt. Ist
dies der Fall, so sagen wir, da Phasen ubergang stattndet. Auch dies ist eine
Form der gegenseitigen Beein
ussung zwischen Wurzel und Krone des Baumes.
Russel Lyons hat 1989 in seinem Artikel \The Ising-Model on trees and tree-
like Graphs" das Ising-Modell auf B aumen untersucht und gezeigt, da es eine
kritische Temperatur tc f ur Phasen ubergang gibt. Ist die Temperatur h oher
als tc, so sp urt die Wurzel nichts von den Randbedingungen der Krone; ist
die Temperatur geringer als tc, so haben die Randbedingungen Ein
u auf
die Wurzel. Auch hier h angt die kritische Temperatur nur von der Branching-
Number des Baumes ab.
In der Broadcasting-Formulierung des Modells ist der Flu von Information
ein naheliegendes Werkzeug, um die Beein
ussung von Wurzel und Krone zu
messen, in der Ising-Formulierung ist die Existenz von Phasen ubergang ein
ebenso naheliegendes Werkzeug, ebendiesen Ein
u zu messen.
Wir werden die beiden Arten der Beein
ussung miteinander vergleichen und
k onnen zeigen, da f ur die  Ubertragung von Information stets eine st arkere
Interaktion zwischen den Knoten notwendig ist, als f ur den Ein
u der Rand-
bedingungen aus der Krone.
Als letztes Ph anomen werden wir untersuchen, ob es einen Pfad im Baum
gibt, der in der Wurzel startend nur Knoten gleichen Spins besucht und die
unendlich weit entfernte Krone erreicht. Wir bezeichnen dieses Ph anomen als
6Spinperkolation.
Wir werden die Berechnung der kritischen Interaktion f ur Spinperkolation in
einem Bernoulli-Feld auf den Kanten rekapitulieren und dann zeigen, da die
Existenz eines Perkolationspfades nur von der Interaktionsst arke des Modells
und nicht von etwaigen Randbedingungen abh angt. Dabei kombinieren wir
Ergebnisse aus zwei Arbeiten von Lyons und die Erkenntnis, da Broadcasting-
Modell und freies Ising-Modell identisch sind. Wir erhalten so einen neuen,
einfachen Beweis  uber die kritische Interaktion f ur Spinperkolation in der Plus-
Phase des Ising-Modells, die Lyons bereits in [7] berechnet hat.
1.2 Aufbau der Arbeit
In Kapitel 1 beschreiben wir kurz die Strukturen und Begrie, die wir in den
sp ateren Beweisen verwenden werden. Es handelt sich dabei um Anleihen aus
den elektrischen Netzwerken auf B aumen, Perkolationen auf B aumen und den
Gibbs-Maen und Markov-Feldern. Wir zitieren einige Ergebnisse, auf die wir
uns sp ater beziehen werden.
Das zweite Kapitel stellt einige Hilfsmittel aus der Informationstheorie zu-
sammen. Wir f uhren in Denition 16 den zentralen Begri der gegenseitigen
Information von Zufallsvariablen ein, der als ein Abstandsbegri f ur zwei Ver-
teilungen verstanden werden kann. Wir werden die gegenseitige Information
mit einem zweiten Abstandsbegri, einer symmetrisierten Form des 2 Ab-
stands, vergleichen.
In Denition 17 werden wir einen Dominanzbegri f ur Paare von Zufallsvaria-
blen einf uhren, der sich an dem von Peres et al in [11] f ur B aume eingef uhrten
Dominanzbegri orientiert und der es uns erm oglichen wird, die gegenseitige
Information zwischen Zufallsvariablen abzusch atzen.
Der Kern der Arbeit bendet sich in Kapitel 3. Hier wird das Broadcasting-
Modell eingef uhrt und charakterisiert. Wir zeigen in Satz 12, da es eine kriti-
sche Interaktion f ur Information zwischen Spin der Wurzel und den Spins der
Krone gibt. Weiterhin zeigen wir, da Broadcasting-Modell und Ising-Modell
mit freien Randbedingungen gleich sind, wenn man die Modellparameter ge-
eignet ineinander  uberf uhrt. Wir berechnen in Satz 15 die kritische Interaktion
f ur Phasen ubergang und vergleichen diese in Satz 16 mit der kritischen Inter-
aktion f ur Informations
u.
7Schlielich betrachten wir das Ph anomen der Spinperkolation und zeigen,
da es auch hier eine kritische Interaktion gibt. Die Aussagen aus Korollar
8 und Satz 19 zeigen, da Spinperkolation nicht von etwaigen Randbedin-
gungen abh angt. Der Beweis von Satz 19 benutzt einige Eigenschaften des
Broadcasting-Modells und ist einfacher als der in [7], wo die gleiche Aussage
f ur die Ising-Formulierung des Modells gezeigt wird.
Im vierten Kapitel beweisen wir die S atze, die Aussagen  uber die kritischen
Parameter f ur Phasen ubergang und Informations
u machen. Dazu geben wir
in Satz 20 eine untere Absch atzung der Information zwischen Spin der Wurzel
und den Spins der Krone mittels des eektiven Widerstandes eines Netzwerkes
an.
Satz 24 bietet eine obere Absch atzung der Information zwischen Wurzel und
Krone, durch die Information im Broadcasting-Modell auf einer unabh angigen
Version des Baumes.
Der Beweis von Satz 15, der eine Aussage  uber die kritische Interaktion f ur
Phasen ubergang macht, basiert auf der Beobachtung, da wir den Ein
u der
Plus-Randbedingungen auf einen Knoten durch den Ein
u auf seine Nachfol-
ger ausdr ucken k onnen. Dies erm oglicht es uns dann, Fl usse zu konstruieren,
die den Ein
u des Randes auf die Wurzel absch atzen.
Im Anhang stellen wir noch den urspr unglichen Beweis von Lyons  uber ei-
ne kritische Interaktion f ur Spinperkolation in der Plus-Phase dar, der keine
Aussagen  uber das freie Ising-Modell verwendet.
8Kapitel 2
Zuf allige Prozesse auf
B aumen
2.1 Bezeichnungen
Mit T = (KT;ET) wird, sofern nicht ausdr ucklich anders gesagt, stets ein
verwurzelter, lokal endlicher Baum mit Knotenmenge KT und Kantenmenge
ET bezeichnet. Lokal endlich bedeutet hier, da jeder Knoten  2 T nur
endlich viele Nachbarn hat. Es gebe einen ausgezeichneten Knoten in T, die
Wurzel des Baumes, die mit r bezeichnet wird. ;; sind stets Bezeichnungen
f ur Knoten des Baumes, Kanten werden mit e1;e2; usw. benannt. F ur zwei
benachbarte Knoten  und  sei e(;) die Kante zwischen  und .
F ur A  KT denieren wir den Rand @A von A als:
@A := f 2 (KT n A) : 9 2 A mit e(;) 2 ETg
Die Menge der endlichen Teilmengen von KT bezeichnen wir mit C(T). F ur
eine endliche Teilmenge B sei #B die M achtigkeit der Menge.
Eine in r startende maximale Folge benachbarter Knoten, in der kein Kno-
ten mehrfach vorkommt, bezeichnen wir als Ast. Sofern nicht anders gesagt,
werden wir uns stets mit B aumen befassen, die keine endlichen  Aste haben.
Ist T endlich, so bezeichnen wir die Krone von T als @T. Die Krone ist dabei
die Menge aller Knoten in T, die, von der Wurzel aus gesehen, keine Nachfolger
in T haben. Einen Knoten der Krone bezeichnen wir als Blatt.
9Da T zusammenh angend ist, gibt es f ur je zwei Knoten ; 2 KT mindestens
eine Folge benachbarter Knoten 1; ;n mit 1 =  und n = . Die k urzeste
dieser Folgen bezeichnen wir als Pfad von  nach , kurz Pfad(;). Wir
schreiben f ur  2 T auch Pfad() als Kurzform f ur Pfad(r;).
Zu zwei Knoten  und  wird mit ^ der j ungste gemeinsame Vorfahre
von  und  bezeichnet. Dies ist der eindeutig bestimmte Knoten, der in
Pfad() \ Pfad() am weitesten von der Wurzel entfernt ist.
F ur  2 KT; 6= r ist      der eindeutig bestimmte Vorg anger des Knotens
, also der Knoten, der auf dem Pfad von der Wurzel zu  unmittelbar vor 
besucht wird.   !  bezeichnet in ebendiesem Sinne die Menge aller Nachfolger
des Knotens . Die direkten Nachbarn eines Knotens  bezeichnen wir als
N() := f     g [   !  .
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Abbildung 2.1: Ein Baum T mit einigen der benutzten Bezeichnungen
Auf T wird im kanonischen Sinne der Abstand eines Knotens  von der Wurzel
r deniert. F ur  2 T; 6= r ist jj := jPfad()j 1. Den Abstand einer Menge
A  KT von der Wurzel denieren wir auf naheliegende Weise als:
jAj := inf  2 Ajj
10F ur Kanten e 2 ET denieren wir den Abstand von der Wurzel als:
je(     ;)j = j     j
Mit diesem Abstandsbegri l at sich die Menge der Nachbarn von  als
N() := f 2 KT :
 jj   jj
  = 1g (2.1)
schreiben. ^ N() sei N() [ fg.
Eine Menge   KT f ur die gilt, da jeder Ast genau einen Knoten mit 
gemeinsam hat, wird als Cutset bezeichnet.
Eine spezielle Art von Cutsets sind die Sph aren. F ur n 2 N wird die n-Sph are
von T deniert als:
Tn := f 2 Tjjj = ng
Zu jedem Cutset  ist das Innere (< )  KT deniert als die Menge der
Knoten, die zwischen der Wurzel r und den Knoten von  liegen. ( ) wird
auf naheliegende Weise als ( ) := (< ) [  deniert. F ur  2 KT ist
T  T der Teilbaum von T mit Wurzel .
Die wichtigste Kenngr oe eines Baumes T im Rahmen des stochastischen Mo-
dells, das hier betrachtet wird und weit dar uber hinaus ist die Branching-
Number brT . Sie wurde von Russel Lyons in [7] eingef uhrt und kann als
mittlere Kantenzahl pro Knoten verstanden werden. Wir geben hier eine De-
nition unter Verwendung von Cutset-Summen an und beschreiben sp ater
einige wichtige Zusammenh ange zu anderen Prozessen auf B aumen.
Denition 1. Gegeben sei ein lokal endlicher Baum T. Die Branching-
Number brT ist deniert als
brT := sup
(
  1 : inf
KT
X
2
 jj > 0
)
(2.2)
2.2 Elektrische Netzwerke
Ein Modell, aus dem wir einige Anleihen machen werden, ist das der elektri-
schen Netzwerke auf Graphen, wie sie zum Beispiel in [2] und [9] betrachtet
werden. Wir f uhren die sp ater auftretenden Gr oen ein und zitieren die Aus-
sagen, die wir verwenden werden. Da wir uns nicht mit Irrfahrten auf Graphen
11besch aftigen werden, verzichten wir weitgehend auf eine wahrscheinlichkeits-
theoretische Interpretation der Gr oen. Hierf ur sei auf die oben erw ahnten Ar-
beiten, insbesondere auf das vorz ugliche Buch von Doyle und Snell, verwiesen.
Wir beschr anken uns weitgehend auf den Spezialfall, da der zugrundeliegende
Graph ein Baum ist.
Unter einem elektrischen Netzwerk wollen wir einen Baum T mit einer positi-
ven Gewichtung seiner Kanten verstehen. Die Gewichte der Kanten verstehen
wir als elektrische Leitf ahigkeiten der Kanten. Wir denieren also:
Denition 2. Gegeben sei ein lokal endlicher Baum T. Weiterhin sei jeder
Kante e 2 ET eine als Leitf ahigkeit bezeichnete positive, reelle Zahl C(e)
zugeordnet. R(e) := 1=C(e) heit Widerstand der Kante e. Die Menge aller
Leitf ahigkeiten sei C := fC(e) : e 2 ETg. Dann heit (T;C) elektrisches
Netzwerk auf T.
Wir f uhren nun die Begrie Strom i und Spannung v ein und lassen uns dabei
ganz von der physikalischen Anschauung leiten.
Seien A und Z zwei disjunkte Mengen von Knoten aus T. Wir stellen uns nun
vor, da alle Knoten in A mit dem Plus-Pol einer Batterie, alle Knoten in
Z mit dem Minus-Pol einer Batterie verbunden werden. Dies f uhrt dazu, da
sich in den Knoten zwischen A und Z eine Spannung v einstellt und in den
Kanten zwischen A und Z ein Strom i 
iet. Strom und Spannung erf ullen
dabei folgende Gesetze.
Ohmsches Gesetz
Falls die Knoten  und  benachbart sind, gilt:
v()   v() = R(e(;))  i(;)
Kirchhosches Gesetz
F ur alle Knoten  = 2 A [ Z gilt:
i(     ;) +
X
2  ! 
i(;) = 0
Diese beiden Gesetze, zusammen mit den durch den Batterie-Anschlu gege-
benen Randbedingungen, legen die Funktionen Spannung v : KT ! R+;0 und
Strom i : KT KT ! R eindeutig fest. Beide haben, wenn man Irrfahrten auf
12T betrachtet, eine wichtige Interpretation. Wir verweisen wieder die ausfhrli-
che Darstellung in [9] und [2].
Die hier auftauchende Abbildung i ist ein Flu auf T. Fl usse werden in den
sp ater auftauchenden Beweisen eine wichtige Rolle spielen. Wir denieren da-
her ganz allgemein:
Denition 3. Seien A;Z  KT zwei disjunkte Mengen. Wir nennen eine
Abbildung j : KTKT ! R einen Flu von A nach Z, wenn f ur alle ; 2 KT
gilt:
 j(;) =  j(;)
 j(     ;) +
P
2  ! 
j(;) = 0, falls  6= r
 j(;) = 0, falls  = 2 N()
Wir setzen j auf KT fort:
j() :=
X
2  ! 
j(;)
Die Gr oe
Strength(j) :=
X
2A
j() (2.3)
nennen wir die St arke des Flusses j. Ein Flu der St arke 1 heit unit 
ow.
Im weiteren Verlauf betrachten wir meist Fl usse, die von der Wurzel des Bau-
mes zur Krone gehen. Da hierdurch eine Richtung ausgezeichnet ist, schreiben
wir f ur j(     ;) h aug j(e(     ;)) oder j(e). Mit dieser Vereinbarung k onnen
wir k urzer formulieren, welche charakteristische Eigenschaft ein Flu hat:
j : T ! R ist ein Flu auf T, wenn f ur alle  2 KT gilt:
j() =
X
2  ! 
j() (2.4)
Ist j ein Flu von der Wurzel r in die n-Sph are Tn, so gilt f ur alle Cutsets ,
die zwischen r und Tn liegen:
X
2
j() = j(r) = Strength(j) (2.5)
13Wie bereits erw ahnt, erzeugt eine Spannungsverteilung v mit veA = va (dabei
sei hier und im folgenden feA die Einschr ankung von f auf A) und veZ = 0
einen Strom i von A nach Z. i ist ein Flu und erf ullt i das Ohmsche und das
Kirchhosche Gesetz. Wenn wir va nun so w ahlen, da i die St arke 1 hat, so
heit i der unit current 
ow.
Eine wichtige Gr oe in einem elektrischen Netzwerk ist der eektive Wider-
stand. Wir denieren diesen Begri, dem physikalischen Pendant folgend, als:
Denition 4. Sei T;C ein elektrisches Netzwerk und seien A;Z  KT zwei
disjunkte Mengen. v sei eine Spannungsverteilung mit veA = va und veZ = 0.
Weiterhin m ogen v und der von ihr erzeugte Strom i dem Ohmschen und dem
Kirchhoschen Gesetz gen ugen. Dann ist
Ce(A;Z) :=
P
2A
i()
va
(2.6)
die eektive Leitf ahigkeit zwischen A und Z. Ihr Kehrwert Re heit ef-
fektiver Widerstand zwischen A und Z.
Wir werden uns haupts achlich mit Netzwerken befassen, bei denen ein Strom
von der Wurzel r zur unendlich weit entfernten Krone 
iet. Wir denieren
die eektive Leitf ahigkeit als einen Grenzwert:
Denition 5. Sei T ein lokal endlicher Baum ohne endliche  Aste. (T;C)
sei ein elektrisches Netzwerk und n  KT sei eine Folge von Cutsets mit
jnj ! 1. vn sei eine Folge von Spannungsverteilungen, die den Randbedin-
gungen vn(r) = vr;vnen = 0 gen ugen. Dann heit
Ce((T;C)) := Ce(r;@T) := lim
n!1
Ce(r;n) (2.7)
eektive Leitf ahigkeit von (T;C). Ihr Kehrwert Re ist der eektive Wider-
stand von (T;C).
Es besteht ein fundamentaler Zusammenhang zwischen der eektiven Leit-
f ahigkeit eines sehr einfach konstruierten Netzwerkes auf T und der Branching-
Number von T. Wir werden diesen Zusammenhang sp ater wesentlich verwen-
den:
14Satz 1 ([9]). Sei T ein lokal endlicher Baum ohne endliche  Aste und sei
  1 eine reelle Zahl. Jeder Kante e von T werde die Leitf ahigkeit  jej
zugewiesen. Das so entstandene Netzwerk wird kurz mit T bezeichnet. Dann
gilt:
supf  1 : Re(T) < 1g = brT (2.8)
Ein durchaus einleuchtendes Ergebnis im Zusammenhang mit der eektiven
Leitf ahigkeit eines Netzwerkes ist das Rayleigh-Prinzip. Es besagt, da die
Erh ohung der Leitf ahigkeiten von einzelnen Kanten die eektive Leitf ahigkeit
des Netzwerkes h ochstens erh ohen kann.
Satz 2 ([2] Rayleigh-Prinzip). Seien (T;C) und (T; ~ C) zwei elektrische
Netzwerke auf T mit der Eigenschaft C(e)  ~ C(e) f ur alle e 2 ET. Dann
gilt:
Ce((T;C))  Ce((T; ~ C))
() Re((T;C))  Re((T; ~ C))
Als letzten Begri wollen wir die Energie eine Flusses einf uhren. Wir denieren
diese so wie die in einem physikalischen Netzwerk umgesetzte W armedissipa-
tion.
Denition 6. Gegeben sei ein elektrisches Netzwerk (T;C) und ein Flu j
von A nach Z. Dann ist die Energie von j deniert als:
E(j) :=
X
e2ET
j(e)2  R(e) (2.9)
Wir haben den Flu mit St arke 1, der dem Ohmschen und Kirchhoschen
Gesetz gen ugt, als unit current 
ow eingef uhrt. Der folgende Satz zeigt, da
dieser Flu unter allen unit 
ows die geringste Energie hat.
Satz 3 (Thompson-Prinzip,[2]). Sei (T;C) ein elektrisches Netzwerk und
sei i der unit current 
ow von A nach Z. j sei ein anderer unit 
ow von A
nach Z. Dann gilt:
E(i) < E(j) (2.10)
15Eine wichtige Frage ist, ob die Energie eines Flusses endlich ist. Als letztes
Ergebnis geben wir einen Satz an, der hierzu eine Aussage macht.
Satz 4 ([9],Proposition 14). Sei (T;C) ein elektrisches Netzwerk und seien
wn positive reelle Zahlen mit
P
n1 wn < 1. Weiterhin sei j ein Flu auf T
mit der Eigenschaft j(e)  wjej.
Dann hat j endliche Energie:
E(j) =
X
e2ET
j(e)2R(e) < 1
2.3 Perkolationen
Ein elementarer Proze auf einem Baum ist der der Perkolation. Wir wer-
den uns hier ausschlielich mit Bond-Perkolationen befassen. Man versteht
anschaulich unter einer Bond-Perkolation eines Baumes T das Entfernen von
Kanten.
Bei unendlichen B aumen stellt sich im Zusammenhang mit einer Perkolation
die nat urliche Frage, ob es im perkolierten Baum noch unendlich groe Zu-
sammenhangskomponenten gibt, insbesondere, ob es noch einen unendlichen
Pfad von der Wurzel aus gibt. Existiert ein solcher Pfad, so sagt man, da
Perkolation stattndet. Wir denieren also:
Denition 7. Sei T ein Baum. T := f(KT; ^ E) : ^ E  ETg sei die Menge
aller Teilgraphen von T, die alle Knoten aus T haben. P sei ein Wahrschein-
lichkeitsma auf T . Dann heit (T ;P) eine Perkolation von T.
F ur  2 KT sei ^ T die Zusammenhangskomponente von  in ^ T. Weiterhin
sei f ur ; 2 KT das Ereignis ( $ ) deniert als:
( $ ) := f^ T :  2 ^ T; 2 ^ Tg
Wie bereits gesagt, k onnen wir uns ein ^ T 2 T immer so vorstellen, da in T
(zuf allig) Kanten entfernt werden.
Eine der einfachsten Perkolationen ist die Bernoulli-Perkolation, bei der jede
Kante unabh angig mit gleicher Wahrscheinlichkeit entfernt wird.
Denition 8. Wir nennen eine Perkolation (T ;Pps), bei der jede Kante mit
Wahrscheinlichkeit 1 ps unabh angig von allen anderen Kanten entfernt wird,
eine Bernoulli-Perkolation auf T mit  Uberlebenswahrscheinlichkeit
ps.
16Ein elementarer Zusammenhang zwischen einer Bernoulli-Perkolation auf ei-
nem Baum und dessen Branching-Number wurde in [7] hergestellt. Es ist der
folgende
Satz 5 ([7], Theorem 6.2). Sei T ein lokal endlicher Baum ohne endliche
 Aste und seien (T ;Pps);ps 2 R, eine Familie von Bernoulli-Perkolationen auf
T mit den  Uberlebenswahrscheinlichkeiten ps. Weiterhin sei:
pc := pc(T) = supfps : Pps[j ^ Tr j = 1] = 0g
Dann gilt:
pc(T) =
1
brT
(2.11)
2.4 Markov-Felder und Gibbs-Mae
Wir fassen hier einige Begrie und Aussagen  uber Gibbs-Mae und Markov-
Felder zusammen, die aus [10] und [6] entnommen wurden.
Im Rahmen dieser Arbeit werden wir uns im wesentlichen mit zuf alligen Be-
legungen auf den Knoten eines Baumes T besch aftigen. Dabei wird jedem
Knoten  2 T eine als Spin bezeichnete Zufallsvariable u 2 f 1;+1g zuge-
ordnet. F ur A  KT bezeichnen wir die Menge aller m oglichen Belegungen als
UA := f 1;+1g
A.
F ur A  B  KT sei [A;B] deniert als die Menge der Belegungen auf T, die
auf A den Wert +1 annehmen und auf (B n A) den Wert  1 annehmen:
[A;B] := fa 2 UKT : aeA  +1; ae(BnA)   1g
Weiterhin sei [A] die Menge der Kongurationen, die auf A den Wert +1
annehmen:
[A] := fa 2 UKT : aeA  +1g
Ist B 2 C(T), so bezeichnen wir [A;B] als endlichdimensionalen Zylinder. F ur
a 2 UA;b 2 UB schreiben wir kurz (a;b) f ur die Konguration aus UA  UB
mit (a;b)eA = a und (a;b)eB = b
Wir werden nun UKT eine topologische Struktur geben. Dazu versehen wir
17zun achst f 1;+1g mit der diskreten Topologie und UKT = f 1;+1g
KT mit
der Produkttopologie. In der Produkttopologie sind die endlichdimensionalen
Zylinder oen, sie bilden sogar eine Basis oener Mengen. Mit A bezeichnen
wir die von den endlichdimensionalen Zylindern erzeugte -Algebra auf UKT.
Wie  ublich ist C(UKT) die Menge der stetigen Abbildungen von UKT nach R.
P(T), die Menge der Wahrscheinlichkeitsmae auf (UKT;A), ist eine Teilmenge
des Dualraums von C(UKT). Wir geben P(T) eine Topologie, n amlich die
Relativtopolgie des Dualraums, die vage Topologie. F ur Mae Pn;P 2 P(T)
gilt:
Pn  ! P vage () 8A 2 C(T);a 2 UA : Pn[uA = a]  ! P[uA = a]
Wir werden uns nur mit einer Klasse von Wahrscheinlichkeitsmaen auf
(UKT;A) befassen, den Gibbs-Maen und Markov-Feldern. Um die Denition
eines Gibbs-Maes formulieren zu k onnen, m ussen wir zun achst sagen, was wir
unter einem Potential auf UKT verstehen wollen.
Satz und Denition 1. Wir nennen eine Abbildung V , die f ur alle A 2 C(T)
jedem a 2 UA eine reelle Zahl V (a) zuordnet, ein Potential auf UKT.
Zu jedem Potential V gibt es ein ihm zugeh origes Interaktionspotential IV
auf UKT. F ur A  C(T);a 2 UA ist IV (a) deniert als:
IV (a) :=
X
XA
( 1)jAnXjV (aeX)
V (a) kann mit IV dargestellt werden:
V (a) =
X
XA
IV (aeX)
Falls ein Potential V die Eigenschaft erf ullt
IV (a) 6= 0 =) 9 2 KT mit a 2 f 1;+1g
f;     g ,
so heit V (n achstes) Nachbarschaftspotential auf UKT.
Das Potential V modelliert die Interaktion zwischen den Spins der Knoten.
Das ihm zugeordnete Interaktionspotential gibt an, welche Teile eines Bereichs
miteinander interagieren. Tragen nur Paare von benachbarten Spins zum Po-
tential einer Konguration bei, so heit V n achstes Nachbarschaftspotential.
Wir werden uns ausschlielich mit Potentialen dieser Art besch aftigen.
Nun k onnen wir sagen, was wir unter einem Gibbs-Zustand verstehen wollen.
18Denition 9. Sei A  C(T);b 2 U@A und V ein Nachbarschaftspotential auf
KT. Wir nennen Fb
A : UA ! [0;1] mit
Fb
A(a) :=
exp[V ((a;b))]
P
c2UA
exp[V ((c;b))]
; a 2 UA
Gibbs-Zustand auf A mit Randbedingung b und Potential V.
Wir werden diesen Begri verwenden, um zu denieren, was ein Gibbs-Ma
auf T ist:
Denition 10. Sei V ein Nachbarschaftspotential auf T. Ein Wahrschein-
lichkeitsma P 2 P(T) heit Gibbs-Ma mit Potential V, falls gilt:
i) F ur alle A 2 C(T);a 2 UA ist P[uA = a] > 0
ii) F ur alle A; 2 C(T) mit A [ @A   und alle b 2 UnA;a 2 UA ist
P[uA = ajunA = b] = F
be@A
A (a)
F ur ein Potential V bezeichnen wir die Menge aller Gibbs-Mae mit Po-
tential V als GV .
Eine zweite Art von Maen auf (UKT;A) sind die Markov-Felder.
Denition 11. Ein Wahrscheinlichkeitsma P 2 P(T) heit Markov-Feld,
falls gilt
i) F ur alle A 2 C(T) und alle a 2 UA ist P[uA = a] > 0.
ii) F ur alle A; 2 C(T) mit A [ @A   und alle b 2 UnA;a 2 UA gilt:
P[uA = ajunA = b] = P[uA = aju@ = be@]
Markov-Felder zeichnen sich dadurch aus, da die Spinkonguration einer end-
lichen Menge nur durch die Spins direkt benachbarter Knoten beein
ut wird.
Dies legt die Vermutung nahe, da es einen Zusammenhang zu den Gibbs-
Maen gibt, bei denen auch nur direkte Nachbarn zum Potential einer Kon-
guration beitragen. Tats achlich sind Markov-Felder und Gibbs-Mae im we-
sentlichen gleich, wie folgender Satz zeigt.
19Satz 6 ([10],Theorem 4.1). Sei P 2 P(T) ein Wahrscheinlichkeitsma
derart, da f ur alle A 2 C(T);a 2 UA gilt P[uA = a] > 0. Dann sind fol-
gende Aussagen  aquivalent
i) P ist ein Markov-Feld.
ii) Es gibt ein eindeutig bestimmtes Nachbarschaftspotential V , soda P ein
Gibbs-Ma mit Potential V ist.
Ein Gibbs-Ma legt das zu ihm geh orige Potential eindeutig fest. Umgekehrt
kann es aber zu einem Potential mehrere Gibbs-Mae geben. Dieses Ph anomen
wird als Phasen ubergang bezeichnet. Wir denieren diesen Begri:
Denition 12. Sei V ein Potential auf T. Hat GV , die Menge aller Gibbs-
Mae zu V , mehr als ein Element, so sagen wir, da Phasen ubergang f ur
V vorliegt.
Wir geben nun noch ein Korollar an, das uns dabei helfen wird zu  uberpr ufen,
ob ein Markov-Feld f ur ein gegebenes Potential in GV liegt. Das Korollar ist
eine Kombination aus Denition 11 und Satz 6.
Korollar 1. Sei V ein Nachbarschaftspotential auf KT. P 2 P(T) sei ein
Markov-Feld. Dann sind folgende Aussagen  aquivalent
i) P 2 GV
ii) F ur alle A; 2 C(T) mit A [ @A   und alle a 2 UA;b 2 U@A gilt:
P[uA = aju@A = b] =
exp[V ((a;b))]
P
c2U@A
exp[V ((c;b))]
Dieses Korollar sagt, da es gen ugt, die Verteilung auf endlichen Ausschnitten
zu untersuchen. Wir werden dies sp ater benutzen, wenn wir zeigen, da das
Broadcasting-Modell eine Darstellung als Gibbs-Ma hat.
Die  ubliche Art ein Gibbs-Ma zu denieren, verwendet den thermodynami-
schen Grenz ubergang. Damit ist gemeint, da man zu einer Folge endlicher
Ausschnitte von T, die T ausssch opfen, ein Folge von Maen deniert. Das
Gibbs-Ma auf T erh alt man dann als den Grenzwert dieser Folge von Maen.
Da diese Vorgehensweise Erfolg hat, besagt folgendes Lemma:
20Lemma 1 ([10], Lemma 5.1). Gegeben sei ein Nachbarschaftspotential V
auf T und eine T aussch opfende Folge endlicher Teilmengen n 2 C(T), kurz:
n " T.
bn 2 U@n sei eine Folge von Randbedingungen. Wir denieren zur Folge
((n);(bn)) eine Folge n 2 P(T) mit:
n(un = a) :=
exp[V ((a;bn))]
P
c2Un
exp[V ((c;bn))]
, f ur a 2 Un
n(u = +1) = 1 , falls  2 @n;bne = +1
n(u =  1) = 1 , falls  2 @n;bne =  1
n(u =  1) = 1 , falls  = 2 n [ @n
Dann konvergiert die Folge der n gegen ein  2 GV .
Die gleiche Vorgehensweise bringt auch f ur Gibbs-Mae mit freien Randbedin-
gungen Erfolg. Sei eine Folge von Maen  n deniert mit:
 n(un = a) :=
exp[V (a)]
P
c2Un
exp[V (c)]
, falls a 2 Un
 n(u =  1) = 1 , falls  = 2 n
Dann gilt  n !   2 G(V ).
Wir werden nun zwei ausgezeichnete Mae in der Menge aller Gibbs-Mae zu
einem vorgegebenen Potential denieren.
Im folgenden sei V ein fest gew ahltes Nachbarschaftspotential auf T. Wir
f uhren folgende Bezeichnungen ein:
P 2 GV sei ein Gibbs-Ma zum Potential V . Wir denieren die zu P geh orige
Korrellationsfunktion  : C(T) ! [0;1] mit (A) := P[uA  +1].
F ur A   2 C(T) und x 2 UTn sei:
x
(A) := P[uA  +1juTn = x] = P[uA  +1ju@ = xe@]
21und
+
(A) := max
x2UTn x
 = max
x2U@ x

 
(A) := min
x2UTn x
 = min
x2U@ x

Mit diesen Bezeichnungen gilt f ur alle A   2 C(T):
 
(A)  (A)  +
(A) (2.12)
In [10] wird gezeigt, da  
 und +
 monoton in  sind. F ur alle A;;0 2 C(T)
mit A    0 gilt also:
 
(A)   
0(A) und +
(A)  +
0(A) (2.13)
Sei nun n eine Folge endlicher Teilmengen aus KT mit n " KT. Dann
existieren nach (2.13) f ur alle A 2 C(T) folgende Grenzwerte:
 (A) := lim
n"KT
 
n(A)
+(A) := lim
n"KT
+
n(A)
In [10] wird weiterhin gezeigt, da es Mae P+;P  2 GV gibt, soda f ur alle
A 2 C(T) gilt:
P+[uA  +1] = +(A);P [uA   1] =  (A)
Wir nennen P+;P  2 GV die Plus- bzw. Minus-Phase in GV .
Aus dem bisher gesagten, insbesondere aus (2.12) folgt, da Minus- und Plus-
Phase die Mae sind, die dem Ereignis uA die kleinste bzw. gr ote Wahrschein-
lichkeit geben. In diesem Sinne sind sie extrem.
Man kann dar uber hinaus noch zeigen, da GV konvex und P+ und P  Extre-
malpunkte in GV sind. Wir werden dieses Ergebnis allerdings nicht verwenden.
Wir formulieren eine sp ater verwendete Aussage, die eine direkte Konsequenz
der obigen  Uberlegungen ist, als Satz
Satz 7 ([10]). Sei V ein Nachbarschaftspotential auf T. P+ sei die Plus-
Phase in GV , P  sei die Minus-Phase in GV . Dann gilt f ur alle P 2 GV und
alle A 2 C(T):
P [uA  +1]  P[uA  +1]  P+[uA  +1]
22Die Aussage aus Satz 7 l at uns vermuten, da es einen engen Zusammenhang
zwischen dem Auftreten von Phasen ubergang und dem Zusammenfallen von
Minus- und Plus-Phase gibt. Dies wird im n achsten Satz konkretisiert.
Satz 8 ([10], Theorem 5.7). Sei V ein n achstes Nachbarschaftspotential
auf T. P+ und P  seien die Plus- und die Minus-Phase in GV . Dann gilt:
In GV tritt Phasen ubergang auf () P+ 6= P 
Satz 7 besagt, da Plus- und Minus-Phase extreme Wahrscheinlichkeitsmae
in GV sind. Wir werden nun eine Halbordnung auf GV einf uhren, bez uglich der
P+ und P  das maximale bzw. minimale Element in in GV ist.
Um sagen zu k onnen, was wir unter einer monotonen Abbildung von UKT nach
R verstehen wollen, erkl aren wir zun achst eine Halbordnung auf UKT.
Denition 13. Wir wollen f ur a;b 2 UKT sagen a  b, wenn f ur alle Knoten,
die in a den Spin +1 haben, gilt, da sie auch in b den Spin +1 haben. Wir
denieren also:
a  b :() f 2 KT : ae = 1g  f 2 KT : be = 1g (2.14)
Nun k onnen wir sagen, wann eine Abbildung von UKT nach R monoton ist.
Denition 14. Auf UKT sei die Halbordnung aus Denition 13 erkl art. Wir
nennen die Menge M(UKT;R) mit
M(UKT;R) := ff : UKT ! R : 8a;b 2 UKT;a  b ) f(a)  f(b)g (2.15)
die Menge der monotonen Funktionen von UKT nach R.
Mit Hilfe dieser Menge k onnen wir nun eine Halbordnung auf GV erkl aren.
Denition 15. P1 und P2 seien zwei Wahrscheinlichkeitsmae aus GV . Wir
schreiben P1  P2, wenn f ur alle f 2 M(UKT;R) gilt
Z
fdP1 
Z
fdP2 (2.16)
Der folgende Satz besagt, da die Plus- und die Minus-Phase bez uglich dieser
Halbordnung die maximalen und minimalen Elemente in GV sind.
Satz 9 ([6], Korollar 1.30). Seien P+ und P  die Plus- und die Minus-
Phase in GV . Dann gilt mit der Halbordnung aus Denition 15 f ur alle P 2 GV :
P   P  P+ (2.17)
2324Kapitel 3
Dominanz und gegenseitige
Information
Wir f uhren in diesem Kapitel einige Gr oen ein, die wir zur Untersuchung
des Broadcasting-Modells benutzen werden. Alle Begrie k onnen in einem
allgemeineren Rahmen deniert werden, wir beschr anken uns jedoch auf die
Spezialf alle, wie sie uns im Laufe dieser Arbeit begegnen werden. F ur eine
weitergehende Betrachtung der gegenseitigen Information zwischen Zufallsva-
riablen sei auf [1] verwiesen, wo sich auch die hier nicht aufgef uhrten Beweise
benden.
Im Broadcasting-Modell, welches wir im n achsten Kapitel einf uhren, wird der
Spin der Wurzel eines Baumes T gleichverteilt aus f 1;+1g gezogen. Er be-
ein
ut die Spins der anderen Knoten und so stellt sich die Frage, wie stark
die Spinkonguration einer Knotenmenge A 2 C(T) vom Spin der Wurzel
abh angt. Eine M oglichkeit, diesen Ein
u zu messen, bietet der Begri der
gegenseitigen Information zwischen ur und uA. Wir f uhren die gegenseitige
Information in Denition 16 f ur allgemeinere Zufallsvariablen ein.
Sofern nicht anders gesagt, seien in diesem Kapitel X;Y;Z Zufallsvariablen auf
einem gemeinsamen Wahrscheinlichkeitsraum. Das zugrundeliegende Wahr-
scheinlichkeitsma bezeichnen wir mit P. X;Y;Z m ogen nur endlich viele Wer-
te annehmen, ihre Wertebereiche seien X;Y bzw. Z.
25Denition 16. Seien X;Y Zufallsvariablen wie oben beschrieben. Dann ist
die gegenseitige Information zwischen X und Y deniert als:
I[X;Y ] :=
X
x2X
y2Y
P[X = x;Y = y]  log

P[X = x;Y = y]
P[X = x]P[Y = y]

Die gegenseitige Information ist der Kullback-Leibler-Abstand von gemein-
samer Verteilung zur Produktverteilung. Sie ist also ein Abstandsbegri f ur
Verteilungen. Wir werden dies noch weiter ausf uhren und einen weiteren Ab-
standsbegri einf uhren. Zun achst fassen wir jedoch einige elementare Eigen-
schaften der gegenseitigen Information in folgendem Lemma zusammen:
Lemma 2. Seien X;Y;Z und Y1;:::;Yn Zufallsvariablen auf dem gleichen
Wahrscheinlichkeitsraum. Alle Zufallsvariablen m ogen nur endlich viele Werte
annehmen und es gebe alle im folgenden auftretenden gemeinsamen Verteilun-
gen. Mit diesen Voraussetzungen gilt:
(i) I[X;Y ]  0
(ii) I[X;Y ] = 0 () X;Y sind stochastisch unabh angig
(iii) Falls X ! Y ! Z eine Markov-Kette ist, gilt
I[X;Y ]  I[X;Z]
Diese Aussage wird in der Informationstheorie und auch im weiteren
Verlauf dieser Arbeit als Data-processing-Lemma bezeichnet.
(iv) Falls Y1; ;Yn bedingt auf X unabh angig sind, so gilt f ur die Informa-
tion zwischen X und dem Vektor (Y1;::Yn):
I[X;(Y1; ;Yn)] 
n X
i=1
I[X;Yi]
Wir f uhren nun einen Dominanz-Begri f ur Paare von Zufallsvariablen ein,
der eine obere Absch atzung f ur die gegenseitige Information liefert.
Denition 17. Wir sagen, das Paar (X;Y ) dominiert das Paar (X;Z),
wenn es eine  Ubergangsmatrix D = (d(y;z)) y2Y
z2Z
gibt, soda f ur alle x 2 X
und z 2 Z gilt
P[Z = z jX = x] =
X
y2Y
d(y;z)  P[Y = y jX = x] (3.1)
26Dieser Dominanzbegri orientiert sich an dem in [11] eingef uhrten Dominanz-
begri f ur B aume.
Der n achste Satz zeigt, da eine enge Beziehung zwischen der Dominanz eines
Paares und der Existenz einer Markov-Kette besteht. Diese Tatsache werden
wir uns bald zunutze machen, um die Information zwischen X und Y mit der
Information zwischen X und Z zu vergleichen:
Satz 10. Mit den Bezeichnungen von oben gilt:
(X;Y ) dominiert (X;Z)
() Es gibt eine Markov-Kette X ! Y ! ~ Z mit L(X;Z) = L(X; ~ Z)
Beweis.
i) Wenn das Paar (X;Y ) das Paar (X;Z) dominiert, denieren wir die
gemeinsame Verteilung von X;Y; ~ Z als:
P[X = x;Y = y; ~ Z = z] = P[X = x;Y = y]  d(y;z) (3.2)
Damit gilt
P[ ~ Z = z jY = y;X = x] =
P[ ~ Z = z;Y = y;X = x]
P[Y = y;X = x]
=
P[Y = y;X = x]
P[Y = y;X = x]
 d(y;z)
= d(y;z)
= P[ ~ Z = z jY = y]
Demnach ist X ! Y ! ~ Z eine Markov-Kette. Weiterhin stimmen auch
die Verteilungen von (X;Z) und (X; ~ Z)  uberein, denn f ur alle x 2 X,
z 2 Z gilt:
P[X = x;Z = z] =
X
y2Y
d(y;z)  P[Y = y jX = x]  P[X = x]
= P[X = x; ~ Z = z]
27ii) Gibt es andererseits eine Markov-Kette X ! Y ! ~ Z, soda das Paar
(X;Z) so verteilt ist wie das Paar (X; ~ Z), so denieren wir die Eintr age
der  Ubergangsmatrix D = (d(y;z))x2X
z2Z
als:
d(y;z) := P[ ~ Z = z jY = y]
Dann folgt sofort:
P[Z = z jX = x] = P[ ~ Z = z jX = x]
=
X
y2Y
P[ ~ Z = z jY = y;X = x]  P[Y = y jX = x]
=
X
y2Y
P[ ~ Z = z jY = y]  P[Y = y jX = x]
=
X
y2Y
d(y;z)  P[Y = y jX = x]
Also wird (X;Z) von (X;Y ) dominiert.
Als eine einfache Folgerung aus diesem Satz erhalten wir ein Korollar, das die
Dominanz mit der gegenseitigen Information in Verbindung bringt.
Korollar 2. Wenn das Paar (X;Y ) das Paar (X;Z) dominiert, gilt
I[X;Y ]  I[X;Z]
Beweis. Nach Satz 10 folgt aus der Dominanz von (X;Y )  uber (X;Z), da
es eine Markov-Kette X ! Y ! ~ Z gibt mit L(X;Z) = L(X; ~ Z). Damit ist
auch I[X;Z] = I[X; ~ Z]. Das Data-processing-Lemma besagt nun
I[X;Y ]  I[X; ~ Z] = I[X;Z]
Wir beschreiben nun das Szenario, in dem uns die gegenseitige Information
besch aftigen wird, etwas genauer und f uhren einen zweiten Abstandsbegri
ein.
28Sei P ein Wahrscheinlichkeitsma auf (UKT;A), welches die Eigenschaft erf ullt:
P[ur = +1] = P[ur =  1] =
1
2
(3.3)
Wir fragen uns nun, ob wir anhand der Beobachtung einer Gr oe S = S(uA),
die von der Spinkonguration auf A abh angt, auf den Spin der Wurzel schlieen
k onnen. Dies wird nur dann m oglich sein, wenn sich die bedingte Verteilung
von uA gegeben ur =  1 von der bedingten Verteilung gegeben ur = +1
unterscheidet. Um dies zu untersuchen, benutzen wir zwei Abstandsbegrie,
deren Denition einiger Bezeichnungen bedarf.
A 2 C(T) sei eine fest gew ahlte Menge von Knoten. S sei eine Abbildung von
UA in eine endliche Menge X = S(UA), der Menge der Beobachtungen. In
den sp ateren Anwendungen ist S zum einen die Spinkonguration selbst, zum
anderen eine gewichtete Summe der Spins in A. F ur x 2 X sei:
(x) := P[uA 2 S 1(x)] (3.4)
 (x) := P[uA 2 S 1(x)jur =  1] (3.5)
+(x) := P[uA 2 S 1(x)jur = +1] (3.6)
Wegen (3.3) gilt f ur alle x 2 X:
(x) =
1
2
  (x) +
1
2
 +(x)
Weiterhin seien f;g : X  ! [0;2] deniert als:
f(x) := 2  P[ur = +1juA 2 S 1(x)]
=
+(x)
(x)
=
+(x)
1
2+(x) + 1
2 (x)
29g(x) := 2  P[ur =  1juA 2 S 1(x)]
=
 (x)
(x)
=
 (x)
1
2+(x) + 1
2 (x)
Die gegenseitige Information zwischen ur und S(uA) liefert die erste M oglich-
keit, den Abstand zwischen + und   zu messen:
DI(+; ) := I[ur;S(uA)] (3.7)
=
1
2

X
x2X

+(x)
(x)
 log

+(x)
(x)

+
 (x)
(x)
 log

 (x)
(x)

 (x)
=
1
2
X
x2X
[f(x)log[f(x)] + g(x)log[g(x)]]  (x) (3.8)
Dieser Abstand ist eine symmetrisierte Version des Kullback-Leibler-Abstands
von   und +, oder, wie bereits erw ahnt, die relative Entropie der gemeinsa-
men Verteilung von ur und S(uA) zur Produktverteilung.
Eine andere M oglichkeit, den Abstand zwischen + und   zu messen, lie-
fert der 2-Abstand. Wir denieren ebenfalls eine symmetrische Variante des
 ublichen Begris als:
D(+; ) :=
1
2
 
X
x2X
(+(x)    (x))2
(x)
!1
2
(3.9)
=
1
2
 
X
x2X
(f(x)   g(x))2  (x)
!1
2
(3.10)
Wir fassen in folgendem Lemma einige Eigenschaften dieser Abst ande zusam-
men:
30Lemma 3. Mit den Bezeichnungen von oben gilt:
1
2
(D(+; ))
2  DI(+; )  (D(+; ))
2 (3.11)
Ist weiterhin S : UA ! R, so gilt:
 
X
x2X
x  (+(x)    (x))
!2
=
 
X
x2X
x  (f(x)   g(x))  (x)
!2
(3.12)
 4
 
X
x2X
x2(x)
!
 (D(+; ))2 (3.13)
Beweis. Wir werden eine allgemeinere Form der obigen Aussagen beweisen,
da dies aus technischer Sicht einfacher ist. Daher f uhren wir hier kurz eine
allgemeinere Version der oben bereits denierten Gr oen ein. Nach Beendigung
dieses Beweises werden wir uns aber ausschlielich auf die Begrie beziehen,
wie sie oben (in der diskreten Version) eingef uhrt wurden.
Sei nun also X eine nicht mehr notwendigerweise endliche Menge und seien
+ und   zwei Verteilungen einer Zufallsvariable, die Werte in X annimmt.
Weiterhin denieren wir:
 :=
  + +
2
; f :=
d+
d
; g :=
d 
d
Damit ist insbesondere
f + g  2 (3.14)
Wir denieren in diesem allgemeineren Szenario DI(+; ) analog wie oben
als:
DI(+; ) :=
1
2
Z
X
f(x)log[f(x)] + g(x)log[g(x)]d (3.15)
Ebenso D als:
D(+; ) :=
1
2
0
@
Z
X
(f(x)   g(x))2 d
1
A
1
2
(3.16)
31Damit gilt:
(D(+; ))2 =
Z
X

f(x)   g(x)
2
2
d (3.17)
Die Aussage in (3.13) ist nun ein Spezialfall der folgenden Aussage
0
@
Z
X
x(d+   d )
1
A
2
=
0
@
Z
X
x(f(x)   g(x))d
1
A
2
(3.18)
 4 
Z
X
x2 d  (D(+; ))
2
=
Z
X
x2 d 
Z
X
(f(x)   g(x))2 d (3.19)
Die Aussage aus Gleichung (3.18) gilt nach Denition von f und g. Ein Ver-
gleich der rechten Seiten von (3.18) und (3.19) zeigt, da die Richtigkeit dieser
Aussage durch die Cauchy-Schwarz'sche Ungleichung garantiert ist.
Wenden wir uns nun den Ungleichungen aus (3.11) zu. Wir f uhren eine Abbil-
dung   : X 7! ( 1;1) ein mit:
  :=
f   g
2
(3.20)
Damit erhalten wir f ur D2
 aus (3.17) die Darstellung
(D(+; ))2 =
Z
X
 (x)2 d (3.21)
Unter Verwendung von (3.14) und (3.20) l at sich auch DI anders schreiben:
DI(+; ) =
Z
X
1 +  (x)
2
log[1 +  (x)] +
1    (x)
2
log[1    (x)]d (3.22)
Damit nimmt die allgemeine Version von Gleichung (3.11) folgende Gestalt
an:
1
2
Z
X
 2 d 
Z
X
1 +  
2
log[1 +  ] +
1    
2
log[1    ]d 
Z
X
 2 d (3.23)
32Wir werden die Richtigkeit dieser Aussage nachweisen, indem wir zeigen, da
die Integranden die entsprechenden Absch atzung punktweise erf ullen.
F ur y 2 ( 1;1) gilt bekanntlich log[1 + y]  y. Damit erhalten wir f ur alle
x 2 X:
1 +  (x)
2
log[1 +  (x)] +
1    (x)
2
log[1    (x)]

1 +  (x)
2
  (x) +
1    (x)
2
 (  (x))
=  (x)2
Diese Eigenschaft  ubertr agt sich auf die Integrale und die rechte Ungleichung
aus (3.23) ist somit bewiesen.
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Abbildung 3.1: h(z) und i(z) aus dem Beweis der linken Ungleichung aus (3.23)
Um die Richtigkeit der linken Ungleichung zu erkennen, substituieren wir
33z :=  (x) und betrachten die Abbildungen:
h : ( 1;1) ! R; z 7! h(z) :=
z2
2
i : ( 1;1) ! R; z 7! i(z) :=
1 + z
2
log[1 + z] +
1   z
2
log[1   z]
Einerseits ist h(0) = 0 = i(0), andererseits gilt f ur die zweiten Ableitungen im
Intervall ( 1;1):
h00(z) = 1
i00(z) =
1
2
1
1 + x
+
1
2
1
1   x
> 1
Damit ist f ur z 2 ( 1;1) stets: h(z)  i(z), und dies ist nichts anderes als:
 (x)2
2

1 +  (x)
2
log[1 +  (x)] +
1    (x)
2
log[1    (x)]
Diese Eigenschaft gilt punktweise f ur x 2 ( 1;1) und  ubertr agt sich somit auf
die Integrale in der linken Ungleichung aus (3.23).
34Kapitel 4
Das Broadcasting-Modell
Wir f uhren in diesem Kapitel ein Modell ein, das das eigentliche Objekt unserer
Untersuchung ist und nennen mehrere S atze, die sein Verhalten charakterisie-
ren. Einige l angere Beweise haben wir in das n achste Kapitel verbannt.
4.1 Grundlegende Eigenschaften des Modells
Das folgende stochastische Modell wird in [11] eingef uhrt. Es gibt verschiede-
ne anschauliche Interpretationen des Modells, die wir im folgenden erl autern
werden.
Denition 18. T sei ein lokal endlicher Baum, der nur unendliche  Aste
hat, und  sei eine als Fehlerwahrscheinlichkeit bezeichnete reelle Zahl mit
0 <   1
2. Jeder Kante e 2 ET wird eine f+1; 1g-wertige Zufallsvariable e
zugeordnet. Die e seien stochastisch unabh angig und es gelte f ur alle e 2 ET:
P[e =  1] =  , P[e = 1] = 1   
Jedem Knoten  2 KT wird eine als Spin bezeichnete Zufallsvariable u mit
Werten in f 1;+1g zugeordnet. Der Spin der Wurzel sei dabei uniform ver-
teilt. F ur jeden Knoten  2 KT; 6= r gelte weiterhin:
u = ur
Y
e2Pfad(r;)
e (4.1)
A sei die von den endlichdimensionalen Zylindermengen erzeugte -Algebra
auf UKT. (UKT;A;P)heit dann Broadcasting-Modell mit Fehlerwahr-
scheinlichkeit .
35Eine anschauliche Interpretation des Broadcasting-Modells ist die der Signal-
 ubertragung. Dabei wird ein Signal, das +1 oder -1 sein kann, zuf allig in die
Wurzel des Baumes gesetzt und entlang der  Aste des Baumes von Knoten zu
Knoten weitergegeben. Die Kanten agieren als  Ubertragungskan ale zwischen
den Knoten. Jede Kante kann das Signal korrekt  ubermitteln (dann, wenn der
Wert der ihr zugeordneten Zufallsvariable 1 ist), oder sie kann das Signal 
ip-
pen, also das Vorzeichen umkehren. Korrekte  Ubertragung geschieht an allen
Kanten unabh angig mit der gleichen Wahrscheinlichkeit 1   .
Abbildung 4.1 zeigt eine Realisierung des Modells. Dabei steht \?" genau an
den Kanten, an denen die Zufallsvariable der Kante  1 ist.
Wie wir sp ater sehen werden, gibt es noch eine andere M oglichkeit dieses
Modell zu beschreiben, die ebenfalls eine anschauliche Interpretation hat.
Zun achst untersuchen wir jedoch diese Darstellung.
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Abbildung 4.1: Eine Realisierung des Broadcasting-Modells
36Die Verteilung der u ist nat urlich durch die Verteilung der e festgelegt. Aller-
dings ist die Verteilung der Spins nicht so einfach wie die der Zufallsvariablen
an den Kanten, insbesondere sind die Spins nicht unabh angig.
F ur den Spin der Wurzel gilt nach Konstruktion bereits, da die Wahrschein-
lichkeiten f ur +1 und  1 gleich sind. Dies gilt allerdings auch f ur alle anderen
Knoten, wie folgende kurze  Uberlegung zeigt:
Sei  2 KT ein Nachfolgeknoten von der Wurzel r. Dann gilt:
P[u = 1] = (1   )P[ur = 1] + P[ur =  1]
= (1   ) 
1
2
+  
1
2
=
1
2
Ein einfaches Induktionsargument liefert sofort, da f ur alle  2 KT gilt:
P[u = 1] = P[u =  1] =
1
2
(4.2)
Das Broadcasting-Modell ist ein attraktives Modell in dem Sinne, da die
Wahrscheinlichkeit f ur gleichen Spin in benachbarten Knoten gr oer oder gleich
der Wahrscheinlichkeit ist, da die Spins unterschiedlich sind. Gleichen Spin
haben die Knoten genau dann, wenn die Kante zwischen ihnen korrekt  uber-
mittelt, was mit Wahrscheinlichkeit 1  geschieht. Diese ist gr oer oder gleich
der Wahrscheinlichkeit f ur eine fehlerhafte Kante.
Die Fehlerwahrscheinlichkeit  ist ein Ma daf ur, wie stark benachbarte Kno-
ten interagieren. Um dies ein wenig klarer zu machen, betrachten wir die zwei
Extremf alle  = 0 und  = 1
2. Zwar wird der Fall  = 0 in der Denition 18
nicht erfat, aber wir k onnen ihn als Grenzfall von  ! 0 betrachten.
F ur  = 0 gilt f ur alle  2 KT; 6= r:
P[u = 1ju     = 1] = P[u =  1ju     =  1] = P[e;     = 1] = 1
Jeder Knoten hat P-fast-sicher den gleichen Spin wie sein Vorg anger. Der Spin
der Wurzel ist gleichverteilt auf f 1;+1g, also haben im Fall  = 0 nur zwei
Kongurationen auf T positive Wahrscheinlichkeit, n amlich die Konguration,
in der alle Knoten Spin +1 haben und die, in der alle Knoten Spin  1 haben.
37Beide Kongurationen haben unter P die Wahrscheinlichkeit 1
2. Der Fall  = 0
entspricht perfekter oder auch vollst andiger Interaktion. Solchen Interaktionen
werden wir im weiteren Verlauf allerdings nicht mehr begegnen.
Der Fall  = 1
2 entspricht, wie wir bereits erwarten, dem Fall keiner Interak-
tion oder der Entkoppelung. Die Spins benachbarter Knoten sind stochastisch
unabh angig, denn es gilt f ur alle Knoten  2 KT; 6= r:
P[u = 1ju     = 1] = P[u =  1ju     =  1] = P[e(;     ) = 1] =
1
2
P[u =  1ju     = 1] = P[u =  1ju     = 1] = P[e(;     ) =  1] =
1
2
In diesem Fall ist der Zustand eines Knotens stochastisch unabh angig vom
Zustand seines Vorg angers.
Unter Ber ucksichtigung von P[ur = 1] = P[ur =  1] = 1
2 folgt, da hier P die
Verteilung auf UKT ist, die jeder Konguration das gleiche Gewicht gibt.
Nat urlich sind diese beiden Extremf alle nur von geringem Interesse. Daher
wollen wir uns insbesondere mit den F allen 0 <  < 1
2 besch aftigen. Um das
Broadcasting-Modell in einen allgemeineren Rahmen zu setzen und somit auch
allgemeine S atze zu Rate ziehen zu k onnen, zeigen wir zun achst, da es ein
Markov-Feld ist.
Eine erste Einsicht in die Verteilung der u; 2 KT erhalten wir durch die Be-
trachtung des bedingten Ereignisses [u = xjuN() = y], wobei x 2 f 1;+1g
und y 2 UN() ist.
m sei die Gesamtzahl der Nachbarn von , l(x;y) sei die Zahl der Nachbarn
von , die gleichen Spin haben wie  und o(x;y) sei die Anzahl der Nachbarn
mit entgegengesetztem Spin:
l(x;y) := #fijyi = xg (4.3)
o(x;y) := #fijyi 6= xg (4.4)
Weiterhin seien die Nachbarn von  numeriert: N() = f1; ;mg.
38Mit diesen Bezeichnungen gilt:
P[uN() = y ju = x] =
P[u = x;u1 = y1; ;um = ym]
P[u = x]
=
1
2P[e(;1) = xy1; ;e(;m) = xym]
1
2
(4.5)
= P[e(;1) = xy1]P[e(;m) = xym] (4.6)
= (1   )
l(x;y)o(x;y)
Die Umformung von (4.5) nach (4.6) ist wegen der Unabh angigkeit der  Uber-
tragung an den Kanten m oglich. Mit einer analogen Rechnung erhalten wir
sofort:
P[uN() = y ju =  x] = (1   )
o(x;y)l(x;y) (4.7)
Unter Verwendung des Satzes von Bayes erhalten wir nun die gesuchte Wahr-
scheinlichkeit:
P[u = xjuN() = y] =
1
2 P[uN() = y ju = x]
1
2 P[uN() = y ju = x] + 1
2 P[uN() = y ju =  x]
=
(1   )
l(x;y) o(x;y)
(1   )
l(x;y) o(x;y) + (1   )
o(x;y) l(x;y)
(4.8)
Wie wir bald sehen werden, wird das Broadcasting-Modell durch Gleichung
(4.8) charakterisiert.
Der folgende Satz wird das Broadcasting-Modell als ein Markov-Feld enttar-
nen.
Satz und Denition 2. Das Broadcasting-Modell ist ein Markov-Feld. Da-
bei gilt f ur alle Knoten  2 KT, mit x 2 f 1;+1g, a 2 UKTn und y := aeN()
die lokale Charakteristik:
P[u = xjuKTn = a] = P[u = xjuN() = y]
=
(1   )
l(x;y) o(x;y)
(1   )
l(x;y) o(x;y) + (1   )
o(x;y) l(x;y)
(4.9)
39Beweis. Sei  2 KT, x 2 f 1;+1g und a 2 f 1;+1g
KTn. Weiterhin sei
a0 = aeKTnN() und y = aeN().
Eine Belegung von ^ N() schreiben wir als u ^ N() = (x;y), wobei dies so zu
lesen ist, da u = x und uN() = y ist. Mit diesen Bezeichnungen gilt:
P[u = xjuKTn = a] =
=
P[u = x]P[uKTn = aju = x]
P[u =  x]P[uKTn = aju =  x] + P[u = x]P[uKTn = aju = x]
=
P[uKTn = aju = x]
P[uKTn = aju =  x] + P[uKTn = aju = x]
=
P[uKTn ^ N() = a0;uN() = y;u = x)]
P[uKTn ^ N() = a0;uN() = y;u =  x] + P[uKTn ^ N() = a0;uN() = y;u = x)]
=
P[uKTn ^ N() = a0;uN() = y]
P[uKTn ^ N() = a0;uN() = y]

P[u ^ N() = (x;y)]
P[u ^ N() = ( x;y)] + P[u ^ N() = (x;y)]
=
P[uN() = y;u = x]
P[uN() = y;u =  x] + P[uN() = y;u = x]
=
P[u = x]  P[uN() = y ju = x]
P[u = x]  P[uN() = y ju = x] + P[u =  x]  P[uN() = y ju =  x]
= P[u = xjuN() = y]
=
(1   )
l(x;y) o(x;y)
(1   )
l(x;y) o(x;y) + (1   )
o(x;y) l(x;y)
Wir haben in dieser Umformung verwendet, da die Ereignisse
(uKTn ^ N() = a0;uN() = y) und (uN() = y;u = x)
stochastisch unabh angig sind. Im linken Ereignis sind nur Kanten involviert,
die auerhalb von ^ N() liegen, im rechten Ereignis tauchen nur Kanten auf,
die zwischen  und seinen Nachbarn liegen. Da das  Ubertragungsverhalten der
Kanten unabh angig ist, sind es auch diese Ereignisse.
40Die Erkenntnis, da das Broadcasting-Modell die Markov-Feld-Eigenschaft
erf ullt, wird uns bei vielen Rechnungen hilfreich sein. So auch in den Bewei-
sen des n achsten Satzes, der einige Eigenschaften des Broadcasting-Modells
zusammenfat.
Satz 11. Sei (UKT;A;P)das Broadcasting-Modell mit Fehlerwahrscheinlich-
keit .  sei ein beliebiger Knoten, Tn sei die n-Sph are. Dann gilt:
(i) E[ur  u] = (1   2)jj =: jj
(ii) P[uTn   1jur = +1]  P[uTn  +1jur = +1]  (1   )#Tn
(iii) lim
n!1P[uTn  +1] = lim
n!1P[uTn  +1jur = +1] = 0
(iv) Mit der in Denition 16 eingef uhrten gegenseitigen Information gilt:
I[ur;u]  (E[uru])
2 = 2jj (4.10)
Beweis.
(i)
E[ur  u] = E
2
4ur  ur 
Y
e2Pfad(r;)
e
3
5
= E[ur
2]
Y
e2Pfad(r;)
E[e]
= (1   2)jj
(ii) Die Attraktivit at des Broadcasting-Modells liefert die erste Ungleichung.
Die zweite Ungleichung gilt, denn:
P[uTn  +1jur = +1]  P[uTn  +1juTn 1  +1;ur = +1]
= P[uTn  +1juTn 1  +1]
= (1   )#Tn
41(iii) Wir besch aftigen uns nur mit B aumen mit brT > 1. Daher gilt
lim
n!1#Tn = 1
Unter Verwendung der Symmetrie des Broadcasting-Modells folgt mit
der ersten Ungleichung aus (ii):
P[uTn  +1jur =  1]  P[uTn  +1jur = +1]
Mit der zweiten Ungleichung aus (ii) erhalten wir:
lim
n!1P[uTn  +1] =
1
2
 lim
n!1P[uTn  +1jur = +1]
+
1
2
 lim
n!1P[uTn  +1jur =  1]
 lim
n!1
(1   )#Tn
= 0
(iv) Die Aussage folgt unmittelbar aus (3.11), wo die gegenseitige Information
und der D-Abstand miteinander verglichen werden.
Wir setzen A :=  und S : U ! f 1;+1g als die Identit at. Damit sind
; ;+ festgelegt. F ur x 2 f 1;+1g ist:
+(x) = P[u = xjur = +1]
 (x) = P[u = xjur =  1]
(x) = P[u = x]
Mit dieser Wahl ist:
DI(+; ) = I[ur;u]
Andererseits zeigt eine elementare Rechnung:
D(+; ) = E[uru]
Mit der Ungleichung (3.11) folgt:
I[ur;u] = DI(+; )  (D(+; ))2 = E[uru]2 = 2jj
424.2 Der Interaktionsparameter 
Wie wir bereits gesehen haben, beschreibt die Fehlerwahrscheinlichkeit  die
Interaktion in dem Modell. Dabei entsprechen kleine -Werte starker Interak-
tion und groe -Werte geringer Interaktion. Wir f uhren nun einen Interakti-
onsparameter  ein, der eineindeutig mit  zusammenh angt.
Alle S atze, die eine Aussage  uber eine Fehlerwahrscheinlichkeit  machen,
k onnen demnach auch als eine Aussage  uber einen Interaktionsparameter 
formuliert werden. Wir werden meist beide  aquivalenten Aussagen au uhren.
Der Grund f ur diese Ausf uhrlichkeit liegt darin, da die Aussagen  uber die
Fehlerwahrscheinlichkeit  eine leichte Interpretation im Bild der Signal uber-
tragung nden, die Formulierung als eine Aussage  uber die Interaktionsst arke
 jedoch den Vergleich verschiedener kritischer Parameter vereinfacht.
Dieser Vergleich motiviert, wie wir noch sehen werden, auch folgende
Denition 19. Sei 1
2   > 0 die Fehlerwahrscheinlichkeit im Broadcasting-
Modell auf T. Dann ist die durch  eineindeutig festgelegte Interaktions-
st arke  deniert als:
() :=
1   

() () :=
1
1 + 
(4.11)
 wird im folgenden auch als Interaktionsparameter oder schlicht Inter-
aktion bezeichnet.
In Abbildung 4.2 sieht man die grasche Darstellung des Zusammenhangs
(4.11).  f allt streng monoton in  und es gilt:
lim
!0
() = 1
lim
!1
2
() = 1
Es gilt  2 [1;1), wobei  = 1 dem entkoppelten Fall entspricht.
Die lokale Charakteristik l at sich als Funktion der Interaktionsst arke  aus-
dr ucken. Die Kombination von (4.11) und (4.9) liefert:
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Abbildung 4.2:  als Funktion von 
Korollar 3. Im Broadcasting-Modell auf T mit Interaktionsst arke  gilt f ur
alle  2 KT:
P[u = xjuKTn = a] =
l(x;y) o(x;y)
o(x;y) l(x;y) + l(x;y) o(x;y)
=

1 + o(x;y) l(x;y)
 1
(4.12)
Dabei ist x 2 f 1;+1g;a 2 f 1;+1g
KTn und y = aeN().
4.3 Kritischer Parameter f ur Informations
u
Wie wir bereits gesehen haben, ist die Fehlerwahrscheinlichkeit  ein Ma
daf ur, wie stark die Interaktion zwischen benachbarten Knoten ist. In unse-
rem Modell stellt sich die Frage, wie stark die Interaktion mindestens sein
mu, damit weit entfernte Gebiete noch Ein
u aufeinander nehmen. Diese
44vage Formulierung soll im Rahmen dieser Arbeit auf zwei Arten konkretisiert
werden. Wir werden dabei sehen, da es unterschiedlich scharfe Versionen des
Begris Ein
u nehmen gibt, zu denen auch unterschiedliche Mindestinterak-
tionen geh oren.
Wie schon der Titel dieses Abschnitts vermuten l at, werden wir uns hier mit
der gegenseitigen Information als Ma des Ein
usses besch aftigen. Es gilt:
Satz 12. Sei (UKT;A;P)das Broadcasting-Modell auf T mit Interaktionsst ar-
ke . Tn sei die n-Sph are von T. Dann gilt f ur die Information zwischen Spin
der Wurzel und den Spins der n-Sph are:
lim
n!1I[ur;uTn] = 0 , falls  < c;I (4.13)
lim
n!1
I[ur;uTn] > 0 , falls  > c;I (4.14)
wobei
c;I :=
p
brT + 1
p
brT   1
(4.15)
ist.
Es gibt im Broadcasting-Modell eine kritische Interaktionsst arke c;I f ur In-
formations
u zwischen Wurzel und der unendlich weit entfernten Krone des
Baumes. Nach Lemma 2.(ii) ist diese Interaktion auch kritisch f ur die stocha-
stische Unabh angigkeit von Spin der Wurzel und den Spins der n-Sph are.
Der Beweis dieses zentralen Satzes bendet sich im n achsten Kapitel. Es han-
delt sich dabei um den Beweis aus [11], der mit Hilfe einer oberen und einer
unteren Absch atzung f ur I[ur;uTn] zeigt, da c;I kritisch f ur Informations
u
ist.
Durch Einsetzen des Wertes aus Gleichung (4.15) in (4.11) erhalten wir die f ur
Informations
u kritische Fehlerwahrscheinlichkeit, wie sie in [11] berechnet
wird:
Korollar 4. Die kritische Fehlerwahrscheinlichkeit f ur Informations ubertra-
gung zwischen Wurzel und Krone eine Baumes im Sinne von Satz 12 ist.
c;I :=
p
brT   1
2 
p
brT
(4.16)
Man bedenke, da  monoton fallend in  ist.
454.4 Das Ising-Modell
Wie bereits angedeutet gibt es eine g anzlich andere Darstellungsm oglichkeit
des Broadcasting-Modells. Es ist dies das Ising-Modell auf T, wie es zum Bei-
spiel in [7] betrachtet wird.(Die in [7] auftretenden Konstanten J und k, die
f ur die von uns betrachteten Ph anomene keine Bedeutung haben, haben wir
zu 1 normiert).
Gegeben sei ein Baum T und eine als Temperatur bezeichnete positive re-
elle Zahl t. Den Knoten des Baumes sind f 1;+1g-wertige Zufallsvariablen
zugeordnet. Auerdem sei c : KT  KT ! f0;1g deniert als:
mit c(;) =
8
> <
> :
1 falls  und  benachbart sind
0 sonst
Wir denieren zun achst, was die Energie einer Konguration sein soll.
Sei A  C(T) und a 2 UA. Dann ist die Energie von a deniert als:
H(a) :=
1
2t
X
;2A
ae  ae  c(;) (4.17)
H ist ein n achstes Nachbarschaftspotential auf T, denn nur benachbarte Spins
tragen zur Energie einer Konguration bei. H ist demnach geeignet, um ein
Gibbs-Ma zu denieren, was wir auch tun werden. Zun achst wollen wir aber
noch zwei Eigenschaften von H erw ahnen.
Vergleicht man die Energie von zwei Kongurationen, die sich nur dadurch
unterscheiden, da die Vorzeichen der Spins vertauscht sind, sieht man, da H
ihnen die gleiche Energie gibt. H ist damit ein Ising-Potential (vgl. [10] S. 57
oder [3], S. 50). Weiterhin wird H maximal, wenn alle Knoten in A gleichen
Spin haben. Das Potential modelliert in diesem Sinne ein attraktives System.
Dieser Tendenz wirkt der Ein
u der Temperatur entgegen.
Die Baumstruktur erm oglicht es uns, die Energie von Kongurationen auf
 Tn k urzer aufzuschreiben. F ur a 2 UTn
gilt:
H(a) =
1
t
X
r6=2Tn
ae  ae    
Wir werden nun das Ising-Modell mit freien Randbedingungen auf T einf uhren.
Dabei gehen wir vor wie in Lemma 1.
46Zun achst denieren wir zu jeder n-Sph are Tn ein Wahrscheinlichkeitsma Pn
und erhalten dann das Gibbs-Ma auf T als Grenzwert dieser Folge von Wahr-
scheinlichkeitsmaen.
Denition 20. Gegeben sei ein Baum T und eine als Temperatur bezeichnete
reelle Zahl t > 0. Jedem Knoten  2 KT wird eine f 1;+1g-wertige Zufallsva-
riable u zugeordnet. A sei die von den endlichdimensionalen Zylindermengen
erzeugte -Algebra auf UKT. Mit H aus (4.17) denieren wir zu jedem Tn ein
Wahrscheinlichkeitsma Pn wie folgt:
Pn[uTn = a] :=
exp[H(a)]
P
c2UTn
exp[H(c)]
, f ur a 2 UTn
Pn[u =  1] := 1 , f ur jj > n
Nach Lemma 1 ist P0 := lim
n!1Pn ein Gibbs-Ma auf T mit Potential H. Wir
nennen (UKT;A;P0) Ising-Modell auf T mit Temperatur t.
Wir k onnen dem Ising-Modell eine anschauliche Interpretation in einem physi-
kalischen Rahmen geben. Die Zufallsvariablen der Knoten repr asentieren ma-
gnetische Spins, die einen von zwei Zust anden annehmen k onnen. Nur direkt
benachbarte Knoten beein
ussen sich in dem Sinn, da ein Spin umso eher
einen Zustand annimmt, je mehr seiner Nachbarn diesen Zustand haben. Die-
sem Ein
u wirkt die Temperatur entgegen.
Wie schon in Gleichung (4.11) ist es auch hier m oglich, die Temperatur des
Ising-Modells eineindeutig in eine Interaktionsst arke 0 umzurechnen. Dies
wird uns bald hilfreich sein, um Broadcasting-Modell und Ising-Modell mit-
einander zu vergleichen.
Denition 21. Im Ising-Modell auf T denieren wir die durch die Tempera-
tur eineindeutig festgelegte Interaktionsst arke 0 als:
0(t) := exp[2=t] () t(0) :=
2
ln(0)
(4.18)
F ur die im Ising-Modell zul assigen Temperaturen ist 0 2 [1;1). Der funk-
tionale Zusammenhang zwischen 0 und t ist in Bild 4.3 dargestellt. 0 f allt
47streng monoton als Funktion von t, und:
lim
t!0
0(t) = 1 (4.19)
lim
t!1
0(t) = 1 (4.20)
Hohe Temperaturen entsprechen geringer Interaktion zwischen den Spins. Dies
pat zu unserer physikalischen Interpretation. Bei hohen Temperaturen  uber-
lagert die thermische Unordnung den gegenseitigen Ein
u der Spins.
Das Wahrscheinlichkeitsma P0 ist auf Grund seiner Konstruktion ein Gibbs-
Ma. Wegen des elementaren Zusammenhangs aus Satz 6 ist klar, da P0 auch
ein Markov-Feld auf UKT ist. Im folgenden Satz wird dies konkretisiert.
Satz 13. Das in Denition 20 beschriebene Wahrscheinlichkeitsma P0 ist
ein Markov-Feld auf KT mit der lokalen Charakteristik:
P0[u = xjuKTn = a] = P0[u = xjuN() = y] (4.21)
=
exp[1=t]l(x;y) o(x;y)
exp[1=t]l(x;y) o(x;y) + exp[1=t]o(x;y) l(x;y)
=

1 + exp[2=t]o(x;y) l(x;y)
 1
(4.22)
Dabei ist x 2 f 1;+1g;a 2 f 1;+1g
KTn und y = aeN(). l(x;y) und o(x;y)
sind deniert wie in (4.3) und (4.4).
Beweis. Wegen des elementaren Zusammenhangs zwischen Gibbs-Maen und
Markov-Feldern ist klar, da Gleichung (4.21) gilt. Es bleibt zu zeigen, da das
Ising-Modell die angegebene lokale Charakteristik hat.
Sei b = (x;a) 2 UKT die Belegung mit be = x und beKTn = a, analog
 b = ( x;a) 2 UKT. Insbesondere ist also be(KTn) =  be(KTn). Mit diesen Be-
48zeichnungen gilt:
P0[u = xjuKTn = a] =
=
P0[u = x;uKTn = a]
P0[uKTn = a]
=
P0[u = x;uKTn = a]
P0[u = x;uKTn = a] + P0[u =  x;uKTn = a]
=
exp[ H[uT = b]]
exp[ H[uT = b]] + exp

 H

uT =  b

=
exp

1=t
P
2T
bb    

exp

1=t
P
2T
bb    

+ exp

1=t
P
2T
 b b    
 (4.23)
=
exp
"
1=t
 
P
2N()
bb
!#
exp
"
1=t
 
P
2N()
bb
!#
+ exp
"
1=t
 
P
2N()
 b b
!# (4.24)
=
exp[1=t]
l(x;y) o(x;y)
exp[1=t]
l(x;y) o(x;y) + exp[1=t]
o(x;y) l(x;y)
=

1 + exp[2=t]o(x;y) l(x;y)
 1
Die Umformung von (4.23) nach (4.24) benutzt die Funktionalgleichung der
Exponentialfunktion und die Eigenschaft be(KTn) =  be(KTn).
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Abbildung 4.3: Interaktionsst arke 0 als Funktion der Temperatur t
Nat urlich l at sich auch im Ising-Modell die lokale Charakteristik durch die In-
teraktionsst arke 0 ausdr ucken. Einsetzen des Zusammenhangs (4.18) in Glei-
chung (4.22) liefert:
Korollar 5. Im Ising-Modell mit Interaktionsst arke 0 gilt mit den Bezeich-
nungen aus Satz 13 f ur alle  2 KT:
P0[u = xjuKTn = a] =
0l(x;y) o(x;y)
0o(x;y) l(x;y) + 0l(x;y) o(x;y)
=

1 + 02(o(x;y) l(x;y)) 1
(4.25)
Der Vergleich der lokalen Charakteristika in Korollar 3 und Korollar 5 legt die
Vermutung nahe, da das Ising-Modell mit freien Randbedingungen und das
Broadcasting-Modell identisch sind. Dies trit tats achlich zu:
50Satz 14. Broadcasting-Modell und Ising-Modell sind identisch, wenn die Mo-
dellparameter Temperatur t und Fehlerwahrscheinlichkeit  wie folgt umgerech-
net werden.
(t) =
1
1 + exp
2
t
 () t() =
2
ln
1 

 (4.26)
Beweis. Wir zeigen, da die  Uberf uhrung der Parameter gem a (4.26) be-
wirkt, da die Wahrscheinlichkeiten endlicher Kongurationen unter P und
P0 proportional zueinander sind.
Wir betrachten zun achst Kongurationen auf  Tn. Sei dazu n 2 N und
a 2 UTn
fest gew ahlt. N sei die Anzahl der Kanten des Baumes, die zwi-
schen Wurzel und der n-Sph are liegen. Weiter seien
l :=
1
2
 #f; 2 Tn : ae = aeg
o :=
1
2
 #f; 2 Tn : ae 6= aeg
Damit ist N = l + o. Mit diesen Bezeichnungen gilt:
P[uTn = a] =
1
2
 (1   )lo
=
1
2
 1 

l
 1

N
Die Energie von a im Ising-Modell ist:
H(a) =
1
t
(l   o)
Mit dem Wert von  aus (4.26) folgt:
exp[H(a)] = exp[1=t]l  exp[ 1=t]o
=
 1 

l
 1 

N=2
Wenn wir noch die Normierungskonstante Zn als
Zn :=
X
b2UTn
exp[H(b)]
51einf uhren, k onnen wir die Wahrscheinlichkeit der Konguration a im Ising-
Modell wie folgt darstellen:
P0[uTn = a] =
exp[H(a)]
Zn
=
 1 

l
 1 

N=2  Zn
F ur das Verh altnis der Wahrscheinlichkeiten der Konguration a in den beiden
Modellen gilt nun:
P[uTn = a]
P0[uTn = a]
=
1
2
 1 

l
 1

N 
 1 

N=2  Zn
 1 

l
=
1
2
((1   ))N=2  Zn =: cn (4.27)
cn ist nicht von der Konguration abh angig, Kongurationen auf  Tn ha-
ben also unter P und P0 proportionale Wahrscheinlichkeiten. Da P und P0
Wahrscheinlichkeitsmae sind folgt aus 4.27:
1 =
X
a2UTn
P[uTn = a]
= cn 
X
a2UTn
P0[uTn = a]
= cn  1
Dies bedeutet, da cn = 1 die Wahrscheinlichkeiten von Kongurationen auf
 Tn bez uglich P und P0 sogar gleich sind, wenn wir die Parameter gem a
(4.26) ineinander  uberf uhren.
Sei nun A 2 C(T) eine beliebige endliche Menge von Knoten und a 2 UA eine
Konguration auf A. Weiterhin sei m 2 N so gew ahlt, da A  Tm ist. Dann
52gilt:
P[uA = a] =
X
b2UTm;beA=a
P[uTm = b]
=
X
b2UTm;beA=a
P0[uTm = b]
= P0[uA = a]
Die Wahrscheinlichkeiten aller endlichen Kongurationen sind demnach unter
P und P0 gleich, wenn wir die Parameter gem a (4.26) ineinander  uberf uhren.
Nach Korollar 1 werden P und P0 durch die Gewichte solcher Kongurationen
festgelegt, und sind damit gleich.
Es gibt also keine zwei Modelle, sondern lediglich zwei Darstellungen eines Mo-
dells. Das Broadcasting-Modell liefert eine neue Darstellung des Ising-Modells
mit freien Randbedingungen. Wir werden in einigen folgenden Rechnungen se-
hen, da die Beschreibung als Broadcasting-Modell einige Vorteile bietet, die
in der Unabh angigkeit der Zufallsvariablen auf den Kanten begr undet ist. Be-
sonders bei der Untersuchung von Spinperkolation wird uns dies sehr hilfreich
sein.
Von nun ab unterscheiden wir nicht mehr zwischen P und P0 sowie zwischen
 und 0, und wechseln die Darstellung je nach betrachtetem Aspekt.
4.5 Kritischer Parameter f ur Phasen ubergang
Eine wesentliche Frage im Ising-Modell ist, ob Phasen ubergang vorliegt. Ein
sicheres Indiz f ur Phasen ubergang sind nach Satz 8 unterschiedliche Wahr-
scheinlichkeiten des Spins in der Wurzel in der Plus- und in der Minus-Phase.
Das k onnen wir als Ein
u der +1 bzw.  1-Randbedingungen am Rand von
T interpretieren. Dies ist die zweite Version des Begris Ein
u haben.
Wir denieren Minus- und Plus-Phase des Ising-Modells. Dabei gehen wir vor
wie bereits in Denition 20.
53Denition 22. Seien T;A und H deniert wie in Denition 20. F ur jedes
Tn denieren wir:
Pn;+(u<Tn = a) :=
exp[H(a;uTn  +1)]
P
c2U<Tn
exp[H(c;uTn  +1)]
, f ur a 2 U<Tn
Pn;+[u = +1] := 1 , f ur  2 Tn
Pn;+[u =  1] := 1 , f ur  = 2 Tn
Pn; (u<Tn = a) :=
exp[H(a;uTn   1)]
P
c2U<Tn
exp[H(c;uTn  +1)]
, f ur a 2 U<Tn
Pn; [u =  1] := 1 , f ur  2 Tn
Pn; [u =  1] := 1 , f ur  = 2 Tn
Nach Lemma 1 gilt: lim
n!1
Pn;  =: P  2 GH und lim
n!1
Pn;+ =: P+ 2 GH.
Wir nennen (UKT;A;P ) Minus-Phase des Ising-Modells und (UKT;A;P+)
Plus-Phase des Ising-Modells.
Wir k onnen die oben auftauchenden Wahrscheinlichkeitsmae Pn;+ und Pn; 
auch anders darstellen. Mit Pn aus Denition 20 gilt f ur a 2 U<Tn
:
Pn;+[u<Tn = a] = Pn[u<Tn = ajuTn  +1] (4.28)
Pn; [u<Tn = a] = Pn[u<Tn = ajuTn   1] (4.29)
Dies motiviert die Anschauung, da wir die Plus-Phase des Ising-Modells als
das freie Ising-Modell, bedingt darauf, da die Spins der Krone alle +1 sind,
verstehen wollen. Ebenso nat urlich die Minus-Phase als freies Ising-Modell
bedingt auf die  1-Randbedingung.
Die Darstellung aus (4.28) und (4.29) zeigt uns, da wir Minus- und Plus-
Phase richtig deniert haben, denn aus der Attraktivit at des Ising-Modells
folgt f ur alle y 2 UTn
und f ur alle A < Tn:
Pn[uA  +1juTn   1]  Pn[uA  +1juTn = y]  Pn[uA  +1juTn  +1]
54Plus- und Minus-Phase sind damit die in GH ausgezeichneten Mae, die in
Satz 7 erw ahnt werden.
Es stellt sich nun die Frage, ob die Wahrscheinlichkeit f ur den Spin +1 in der
Wurzel dadurch ver andert wird, da wir darauf bedingen, da die Spins am
Rand  +1 sind. Wir fragen also, wann P+[ur = +1] = P[ur = +1] ist. Die
Antwort gibt der folgende
Satz 15. Sei (UKT;A;P)das Ising-Modell mit Interaktionsst arke . Dann gilt:
P[ur = 1] < P+[ur = 1] , falls  > c;P (4.30)
P[ur = 1] = P+[ur = 1] , falls  < c;P (4.31)
Dabei ist
c;P :=
brT + 1
brT   1
(4.32)
Wir beweisen diese Aussage im n achsten Kapitel. Dabei werden wir den Beweis
so f uhren, wie Lyons in [7] die kritische Temperatur f ur Phasen ubergang im
Ising-Modell berechnet hat.
Wir geben hier noch Lyons Aussage als Korollar an:
Korollar 6. Im Ising-Modell mit Temperatur t gilt:
P[ur = 1] < P+[ur = 1] , falls t < tc (4.33)
P[ur = 1] = P+[ur = 1] , falls t > tc (4.34)
Dabei ist
tc =
1
arcoth(brT)
(4.35)
Beweis. Der Beweis besteht wieder nur aus dem Einsetzen des Wertes f ur tc
in (4.18), wobei wir verwenden, da
arcoth(x) =
1
2
log

x + 1
x   1

(4.36)
55ist. Damit gilt:
tc = t(c;P)
=
2
log

brT+1
brT 1

=

1
2
brT + 1
brT   1
 1
=
1
arcoth(brT)
Wir interpretieren Satz 15 so, da f ur Interaktionsst arken  unterhalb von c;P
die Wahrscheinlichkeit eines Spins in der Wurzel in der Plus-Phase gleich der
Wahrscheinlichkeit ohne Vorgabe einer Randbedingung ist. In diesem Sinne
hat der Rand f ur  < c;P keinen Ein
u auf die Wurzel . F ur  > c;P gibt
die Plus-Phase den Spins in der Wurzel eine andere Wahrscheinlichkeit als P.
Wir verstehen dies so, da die Randbedingung \Rand  +1" hier Ein
u auf
den Spin der Wurzel aus ubt.
Laut Satz 8 sind die Aussagen aus Satz 15 oder Korollar 6 eine Aussage  uber
eine kritische Schwelle f ur Phasen ubergang. Dies halten wir in folgendem Ko-
rollar fest:
Korollar 7. Die oben angegebenen kritischen Parameter tc und c;P sind kri-
tisch f ur Phasen ubergang im Ising-Modell auf T.
4.6 Vergleich der kritischen Interaktionsst arken
Nun werden wir die beiden Arten der Ein
unahme des unendlich weit entfern-
ten Randes auf die Wurzel miteinander vergleichen. Dazu stellen wir zun achst
die kritischen Interaktionsparameter gegen uber. Dies wird uns dabei helfen,
die Unterschiede der Ein
unahmen zu erkennen.
56Satz 16. Im Broadcasting-Modell ist die kritische Interaktionsst arke f ur Pha-
sen ubergang stets echt kleiner als die kritische Interaktionsst arke f ur Informa-
tions
u. Es gilt also stets:
c;P < c;I (4.37)
Beweis.
c;P < c;I ()
brT + 1
brT   1
<
p
brT + 1
p
brT   1

p
brT + 1
p
brT + 1
()
brT + 1
brT   1
<
(
p
brT + 1)2
brT   1
() brT + 1 < brT + 1 + 2
p
brT
Wir wollen die Aussage dieses Satzes ein wenig genauer betrachten und inter-
pretieren. Sei dazu im folgenden ein Baum T fest gew ahlt. c;P und c;I seien
die kritischen Interaktionsst arken aus Satz 15 und Satz 12. Wir unterscheiden
drei charakteristische F alle.
Sei zun achst  < c;P. Nach Satz 15 ndet f ur diese Interaktionsst arke kein
Phasen ubergang statt, Plus- und Minus-Phase sind identisch und damit gilt
insbesondere:
P+[ur = +1] = P [ur = +1] =
1
2
Wir haben in Denition 22 P+ und P  als die Mae eingef uhrt, die als
Grenzf alle des thermodynamischen Limes f ur die Randbedingungen uTn  +1
bzw. uTn   1 entstehen. Wir wollen nun Plus- und Minus-Phase in diesem
Sinne als die auf Rand  +1 bzw. Rand   1 bedingten Wahrscheinlichkeits-
mae verstehen.
Nach Satz 7 sind P+ und P  die Wahrscheinlichkeitsmae, die dem Ereig-
nis ur = +1 die gr ote bzw. kleinste Wahrscheinlichkeit zuweisen. Im Fall
 < c;P sp urt der Spin der Wurzel den Ein
u der extremen Randbedin-
gungen von Plus- bzw. Minus-Phase nicht, und damit auch nicht den Ein
u
anderer Randbedingungen.
57Der Spin der Wurzel ist von den Spins der Krone des Baumes entkoppelt und
dies bedeutet insbesondere, da keine Information  ubertragen wird.
Der Fall  > c;I ist ebenso einsichtig. Damit die Information zwischen Spin
der Wurzel und den Spins der Krone positiv ist, d urfen diese nicht unabh angig
sein. Es mu demnach eine Belegung auf der Krone geben, so da sich, gegeben
diese Konguration, die bedingte Wahrscheinlichkeit f ur ur = +1 von der
bedingten Wahrscheinlichkeit f ur ur =  1 unterscheidet. Satz 7 besagt nun,
da sich auch die extremen Randbedingungen der Plus-Phase und der Minus-
Phase bemerkbar machen. Also ist:
P+[ur = +1] 6= P [ur =  1]
Dies ist nach Satz 15 gleichbedeutend zu  > c;P.
Die eigentliche Erkenntnis aus Satz 16 liegt darin, da c;P echt kleiner als c;I
ist. Es gibt Broadcasting-Modelle, in denen Phasen ubergang stattndet, aber
keine Information zwischen Wurzel und Krone  ubertragen wird. Wie k onnen
wir dies verstehen?
Betrachten wir dazu ein Broadcasting-Modell mit Interaktionsst arke , wobei
c;P <  < c;I ist. Nach Satz 15 ndet f ur diese Interaktion Phasen ubergang
statt. Die bedingte Wahrscheinlichkeit f ur ur = +1 gegeben \Rand  +1" ist
ungleich der bedingten Wahrscheinlichkeit f ur ur = +1 gegeben \Rand   1".
Andererseits ist bei dieser Interaktionsst arke nach Satz 12 die Information
zwischen Spin der Wurzel und der Spinkonguration des Randes 0. Der Spin
der Wurzel und die Spins der Krone sind unabh angig.
Wir verstehen dies so, da die extremsten Randbedingungen Rand  +1 bzw.
Rand   1 zwar durchaus die bedingte Verteilung der Spins der Wurzel be-
ein
ussen, aber diese extremsten Randbedingungen im Broadcasting-Modell
nur mit Wahrscheinlichkeit 0 auftreten (wie dies Satz 11 (iii) besagt). Daher
tragen sie nichts zur Information zwischen Spin der Wurzel und den Spins des
Randes von T bei.
Damit die Information zwischen Spin der Wurzel und den Spins der Krone
positiv ist, mu eine Belegung der Krone, die im Broadcasting-Modell mit po-
sitiver Wahrscheinlichkeit auftritt, die bedingte Verteilung von ur beein
ussen.
584.7 Spinperkolation
Wir werden nun das Ph anomen der Spinperkolation im Broadcasting-Modell
untersuchen. Darunter verstehen wir die Existenz eines Pfades, der in der Wur-
zel startet, bis zum Rand reicht und nur Knoten gleichen Spins besucht. Es
stellt sich die Frage, ob die Wahrscheinlichkeit dieses Ereignisses durch die
Vorgabe von Randbedingungen beein
ut wird.
Es ist auf einfache Weise m oglich, einen Zusammenhang zwischen einer Spin-
perkolation im Broadcasting-Modell und einer Perkolation des Baumes T her-
zustellen. Dieser wird dadurch geschaen, da man in T alle die Kanten ent-
fernt, die zwei Knoten unterschiedlichen Spins verbinden.
Denition 23. Sei (UKT;A;P)das Broadcasting-Modell auf T. F ur jede Be-
legung a 2 UKT sei:
^ E(a) := fe(;     ) 2 ET : ae = aeg und ^ T(a) := (KT; ^ E(a))
Weiterhin sei
T := f^ T(a) : a 2 UKTg
Die so erhaltene Perkolation (T ;P) heit freie Spinperkolation des Broad-
casting-Modells auf T. Entsprechend sind (T ;P+) und (T ;P ) mit P+
und P  aus 22 als Spinperkolation in der Plus- bzw. Minus-Phase des
Broadcasting-Modells deniert.
In Bild 4.4 wird eine Realisierung einer Spinperkolation gezeigt. Die Frage,
ob es im Broadcasting-Modell einen Pfad gibt, der in der Wurzel beginnt, un-
endlich lang ist und nur Knoten gleichen Spins besucht, wird mit Denition
23 nun zu der Frage, ob in ^ T die Zusammenhangskomponente der Wurzel, die
wir als ^ Tr bezeichnen, unendlich gro ist. Dies ist die Frage danach, ob in ^ T
Perkolation stattndet. Wir werden im besonderen untersuchen, ob die Vorga-
be von Randbedingungen die Wahrscheinlichkeit eines unendlichen Pfades in
^ Tr ver andert.
Wenn wir im Broadcasting-Modell keine Randbedingungen vorgeben, ist die
Spinperkolation eine Bernoulli-Perkolation, denn es werden genau die Kanten
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Abbildung 4.4: Eine Belegung auf T und die zugeh orige Spinperkolation
entfernt, die fehlerhaft  ubertragen. Dies geschieht unabh angig an allen Kan-
ten mit der Wahrscheinlichkeit . Dank Satz 5 k onnen wir sofort eine kritische
Fehlerwahrscheinlichkeit c;Perk: f ur Spinperkolation im Broadcasting-Modell
ohne Randbedingungen angeben:
Satz 17. Sei (T ;P) die freie Spinperkolation im Broadcasting-Modell mit
Fehlerwahrscheinlichkeit . Wie in Denition 7 bezeichnen wir die Zusam-
menhangskomponente der Wurzel in ^ T als ^ Tr. Dann gilt
P[j^ Trj = 1] = 0 , f ur  > c;Perk:
P[j^ Trj = 1] = 1 , f ur  < c;Perk:
Dabei ist
c;Perk: =
8
> <
> :
brT 1
brT falls brT < 2
1
2 falls brT  2
60Beweis. Die freie Spinperkolation im Broadcasting-Modell ist eine Bernoulli-
Perkolation. Dabei ist die  Uberlebenswahrscheinlichkeit jeder Kante:
ps = P[e 2 ^ E(u)] = P[e = 1] = 1   
Gem a Satz 5, der eine Aussage  uber die kritische  Uberlebenswahrscheinlich-
keit f ur Bernoulli-Perkolationen macht, folgt:
c;Perk: = 1   pc = 1  
1
brT
=
brT   1
brT
(4.38)
c;Perk: ist kritisch f ur Perkolation in ^ T und somit auch kritisch f ur Spinper-
kolation im Broadcasting-Modell auf T.
Da wir im Broadcasting-Modell ausschlielich Fehlerwahrscheinlichkeiten  <
1
2 betrachten, folgt aus Gleichung (4.38) unmittelbar die fast-sichere Existenz
von Spinperkolation f ur B aume, deren Branching-Number 2 oder gr oer ist.
c;Perk: l at sich wieder in eine kritischen Interaktionsparameter c;Perk: um-
rechnen. Es gilt:
Korollar 8. Sei (T ;P) die freie Spinperkolation im Broadcasting-Modell mit
Interaktionsst arke . Dann gilt:
P[j^ Trj = 1] = 0 , falls  < c;Perk:
P[j^ Trj = 1] = 1 , falls  > c;Perk:
Dabei ist
c;Perk: =
8
> <
> :
1
brT 1 falls brT < 2
1 falls brT  2
Bevor wir untersuchen, ob die Randbedingungen der Plus-Phase Ein
u auf
die Existenz von unendlichen Pfaden gleichen Spins aus uben, wollen wir die
kritischen Interaktionen, die wir bisher berechnet haben, miteinander verglei-
chen.
Satz 18. Im Broadcasting-Modell auf T gilt f ur die kritischen Interaktionspa-
rameter:
c;Perk: < c;P < c;I (4.39)
61Beweis. Nach Denition der kritischen Parameter ist Gleichung (4.39) f ur
brT < 2  aquivalent zu:
1
brT   1
<
brT + 1
brT   1
<
p
brT + 1
p
brT   1
Die erste Ungleichung gilt, da brT > 1 ist, die zweite Ungleichung haben wir
bereits in Satz 16 bewiesen.
F ur brT  2 gilt 4.39 ebenfalls, denn hier ist c;Perk: = 1.
Nun betrachten wir die Spinperkolation in der Plus-Phase. Russell Lyons hat
dies in [7] in der Ising-Formulierung des Modells getan und dort eine kritische
Temperatur berechnet.
Wir geben zun achst die kritische Interaktionsst arke f ur Spinperkolation in der
Plus-Phase an, die sich leicht in eine kritische Temperatur umrechnen l at.
Satz 19. Sei (T ;P+) die Spinperkolation in der Plus-Phase des Broadcasting-
Modells mit Interaktionsst arke . Dann gilt:
P+[j^ Trj = 1] = 0 , falls  < c;Perk:
P+[j^ Trj = 1] = 1 , falls  > c;Perk:
Dabei ist c;Perk: die kritische Interaktionsst arke f ur freie Spinperkolation, wie
sie in Korollar 8 angegeben ist.
Bevor wir diesen Satz beweisen, geben wir noch in einem Korollar die kriti-
sche Temperatur f ur Spinperkolation in der Plus-Phase an. Wir erhalten sie
wieder, dank der eineindeutigen Beziehung zwischen Interaktionsst arke und
Temperatur, durch einfaches Einsetzen:
Korollar 9. Im Ising-Modell auf T ist die kritische Temperatur tc;Perk: f ur
Spinperkolation in der Plus-Phase:
tc;Perk: =
8
> <
> :

arcoth

brT
2 brT
 1
falls brT < 2
+1 falls brT  2
62Beweis. Sei zun achst brT < 2. Wir benutzen den Zusammenhang aus Glei-
chung (4.18) und die Darstellung des arcoth aus (4.36).
tc;Perk: = t(c;Perk:)
=
2
ln
h
1
brT 1
i
=

1
2
ln

2
2   brT

2   brT
2brT   2
 1
=

1
2
ln

brT
2   brT
+ 1

=

brT
2   brT
  1
 1
=

arcoth

brT
2   brT
+ 1
 1
Im Fall brT  2 gilt
tc;Perk: = lim
!1
t()
= lim
!1
2
ln[]
= 1
Lyons Beweis dieser Aussage ist deutlich komplexer als unser Beweis von Satz
19. Im Anhang bendet sich eine Variante von Lyons Beweis f ur den Fall
einer kritischen Interaktionsst arke f ur Spinperkolation in der Plus-Phase des
Ising-Modells.
63Wir verwenden nun aber die bisherigen Erkenntnisse  uber das Broadcasting-
Modell um einen einfacheren Beweis zu f uhren:
Beweis von Satz 19. Wir k onnen das Ereignis \Spinperkolation ndet statt"
in die beiden disjunkten Ereignisse \Spinperkolation ndet mit Spin +1 statt"
und \Spinperkolation ndet mit Spin  1 statt" aufteilen. Wir schreiben dies
als:
fj^ Trj = 1g = fj^ Trj = 1;ur = +1g [ fj^ Trj = 1;ur =  1g
=: fj^ T+
r j = 1g [ fj^ T 
r j = 1g
Aus den bereits erw ahnten Eigenschaften des Broadcasting-Modells, insbeson-
dere aus Satz 7, folgt, da unendliche Pfade mit Spin +1 in der Plus-Phase
mindestens ebenso wahrscheinlich sind wie unendliche Pfade mit mit Spin  1.
Also ist:
P+[j^ T+
r j = 1]  P+[j^ T 
r j = 1] (4.40)
Sei nun  > c;Perk:. Die Abbildung
1fj^ T+
r j=1g
ist im Sinne von Denition 14 monoton wachsend. denn ein zus atzlicher +1-
Spin erh oht die Wahrscheinlichkeit des Ereignisses allenfalls.
P+ ist bez uglich der in Denition 15 auf GV erkl arten Halbordnung das ma-
ximale Element, also auch gr oer als das zum freien Modell geh orige Wahr-
scheinlichkeitsma P. Die denierende Eigenschaft der Halbordnung erlaubt
die Absch atzung von (4.41) nach (4.42):
P+[j^ Trj = 1]  P+[j^ T+
r j = 1]
=
Z
1fj^ T+
r j=1g dP+ (4.41)

Z
1fj^ T+
r j=1g dP (4.42)
= P[j^ T+
r j = 1]
64Die letzte Wahrscheinlichkeit ist echt positiv, weil f ur  > c;Perk: in der frei-
en Spinperkolation Perkolation stattndet, und das freie Broadcasting-Modell
keinen Spin in der Wurzel bevorzugt.
Das Ereignis fj^ Trj = 1g liegt im Tail-Field der u. F ur die Plus-Phase enth alt
dieses Tail-Field, nur Ereignisse, die mit Wahrscheinlichkeit 0 oder 1 eintreten
(vgl. [7]). Damit ndet f ur  > c;Perk: Spinperkolation P+-fast sicher statt.
Sei nun  < c;Perk:. Damit ist nach Satz 18 auch  < c;P. Bei solchen Inter-
aktionsst arken ndet kein Phasen ubergang statt, es gibt also nur ein Wahr-
scheinlichkeitsma in GV . Demnach sind P+ und P identisch. Mit Korollar 8
folgt nun
P+[j^ Trj = 1] = P[j^ Trj = 1] = 0 (4.43)
Der Vergleich von Korollar 8 und Satz 19 zeigt, da die Randbedingung der
Plus-Phase keinen Ein
u auf den kritischen Parameter f ur Spinperkolation
aus ubt. Dies ist nicht trivial, denn Spinperkolation in der Plus-Phase unter-
scheidet sich durchaus von der freien Spinperkolation. Dies zeigt folgendes
Beispiel:
Gegeben sei das Broadcasting-Modell mit Fehlerwahrscheinlichkeit  auf einem
bin aren Baum der H ohe n. Die freie Spinperkolation ist hier eine Bernoulli-
Perkolation mit  Uberlebenswahrscheinlichkeit 1   . Jede Kante wird unab-
h angig von den anderen Kanten entfernt.
Die Vorgabe der +1-Randbedingung, also Tn  +1, zerst ort diese Unabh angig-
keit. So m ussen hier die Zufallsvariablen der zwei Kanten, die von den Knoten
unmittelbar vor der n-Sph are zum Rand laufen, die gleiche Belegung haben.
F ur   !  = f1;2g gilt:
Pn;+[(1 = +1) \ (2 = +1)] = 1    6= Pn;+[1 = +1]Pn;+[2 = +1]
Pn;+[(1 =  1) \ (2 =  1)] =  6= Pn;+[1 =  1]Pn;+[2 =  1]
Spinperkolation in der Plus-Phase ist, anders als die freie Spinperkolation,
keine Bernoulli-Perkolation. Trotzdem sind die kritischen Interaktionsst arken
f ur beide Perkolationen gleich.
654.8 Zusammenfassung der Ergebnisse
Wir haben in diesem Kapitel das Broadcasting-Modell auf einem Baum T ein-
gef uhrt und gesehen, da es auch eine Darstellung als Ising-Modell hat.
Wir haben zwei Arten von Ein
unahme der Spins am Rand des Baums
auf die Wurzel charakterisiert. Zum einen haben wir danach gefragt, wann
im Broadcasting-Modell Information zwischen dem Spin der Wurzel und den
Spins am Rand des Baumes  ubertragen wird. Wegen Lemma 2 ist dies auch
die Frage danach, wann die Belegung in der Wurzel des Baumes und die Be-
legungen am Rand des Baumes stochastisch unabh angig sind.
Wir konnten zeigen, da es einen kritischen Interaktionsparameter c;I f ur In-
formations
u im Broadcasting-Modell gibt. F ur Interaktionen, die geringer
als dieser kritische Wert sind, wird keine Information  ubertragen, oberhalb
der kritischen Interaktionsst arke ist die Information zwischen Spin der Wurzel
und den Spins am Rand echt positiv.
Die zweite Art der Ein
unahme ist durch die Darstellung als Ising-Modell
motiviert. Wir haben uns dabei gefragt, ob die Wahrscheinlichkeit eines Spins
in der Wurzel in der Plus-Phase eine andere ist als unter freien Randbedin-
gungen. Wir haben dies als Ein
u der Randbedingung \Rand  +1" auf den
Spin der Wurzel interpretiert.
Auch f ur dieses Ph anomen konnten wir einen kritischen Parameter c;P ange-
ben. F ur Interaktionen, die geringer waren als der kritische Wert, hatten die
Spins in der Wurzel in der Plus-Phase gleiche Wahrscheinlichkeit wie unter
freien Randbedingungen. Oberhalb des kritischen Wertes war die Wahrschein-
lichkeit eines bestimmten Spins der Wurzel in der Plus-Phase 6= 1
2. Wir haben
dies so interpretiert, da die extreme Randbedingung \Rand  +1" Ein
u
auf die Wurzel aus ubt.
Schlielich haben wir die kritischen Parameter c;P und c;I miteinander ver-
glichen und gezeigt, da c;P stets kleiner als c;I ist. Wir haben dies so ge-
deutet, da der Ein
u der extremen Randbedingungen der Plus- und Minus-
Phase auf die Wurzel noch nicht gen ugen, um Information zwischen Wurzel
und Rand zu  ubertragen. Dies wird anschaulich klar, wenn man bedenkt, da
die Plus- und Minus-Phase als Randbedingungen so exotisch sind, da sie
keinerlei Gewicht im freien Modell erhalten. Daher k onnen sie nichts zum In-
formations
u zwischen Wurzel und Rand beitragen.
66Schlielich haben wir das Ph anomen der Spinperkolation im Broadcasting-
Modell untersucht. Wir haben uns gefragt, ob es Pfade gibt, die in der Wurzel
starten, bis zum Rand f uhren und dabei nur Knoten gleichen Spins besuchen.
Wir haben insbesondere untersucht, ob die Wahrscheinlichkeit der Existenz
eines solchen Pfades in der Plus-Phase eine andere ist als im freien Modell.
Wir konnten zeigen, da es sowohl unter freien Randbedingungen als auch in
der Plus-Phase einen kritischen Parameter c;Perk: f ur Spinperkolation gibt.
Unterhalb des kritischen Wertes haben Spinperkolationen die Wahrscheinlich-
keit 0, w ahrend man oberhalb der kritischen Interaktion P-fast-sicher Spin-
perkolation im Broadcasting-Modell ndet. Dies bedeutet, da die Randbe-
dingungen keinen Ein
u auf die Existenz von Spinperkolationen aus uben.
Alle kritischen Parameter h angen lediglich von der Branching-Number des
Baumes ab.
6768Kapitel 5
Weitreichende Ein
 usse
Wir reichen in diesem Kapitel die noch ausstehenden Beweise der S atze 12
und 15 nach. Diese sind zum Teil etwas umfangreicher und ben otigen einige
Lemmata.
5.1 Eine kritische Interaktionsst arke f ur Informati-
ons
u
Wir werden in diesem Abschnitt den noch fehlenden Beweis von Satz 12 f uhren,
der die kritische Interaktionsst arke f ur Informations
u benennt. Dazu bewei-
sen wir zwei S atze, die den Informations
u zwischen Spin der Wurzel und
den Spins am Rand des Baumes nach oben und nach unten absch atzen. Die
Kombination dieser Aussagen impliziert die Aussage  uber die kritische Inter-
aktionsst arke.
5.1.1 Information und eektive Leitf ahigkeit
Der folgende Satz stellt einen Zusammenhang zwischen dem Broadcasting-
Modell und einem elektrischen Netzwerk auf T her. Er zeigt, da die Informa-
tion zwischen Spin der Wurzel und den Spins auf einem Cutset  mit Hilfe des
eektiven Widerstandes, wie er in Denition 4 eingef uhrt wurde, abgesch atzt
werden kann.
69Satz 20. Sei (UKT;A;P)das Broadcasting-Modell mit Interaktionsst arke 
(bzw. mit Fehlerwahrscheinlichkeit ) auf T und sei  :=  1
+1 (bzw.  = 1 2).
Jeder Kante e 2 T werde eine Leitf ahigkeit
C(e) =
2jej
(1   2)
zugewiesen. Dann gilt f ur jeden Cutset :
I[ur;u] 
1
2

1
1 + Reff(r;)
(5.1)
Der Beweis der Aussage basiert auf der Beobachtung, da es m oglich ist,
einen Sch atzer S zu konstruieren, der unter Kenntnis der Spins im Cutset 
mit einer Wahrscheinlichkeit > 1
2 den Spin der Wurzel richtig sch atzt. Wenn
dies m oglich ist, so wird Information zwischen Wurzel und   ubertragen. Der
Sch atzer S wird dabei verm oge eines geeigneten Flusses  deniert, was die
Br ucke zu den elektrischen Netzwerken schl agt.
Wir f uhren zun achst den schon erw ahnten Sch atzer S ein und zeigen einige
seiner Eigenschaften auf.
Lemma 4. Sei (UKT;A;P)das Broadcasting-Modell auf T und (T;C) das in
Satz 20 beschriebene elektrische Netzwerk. Weiterhin sei  ein Cutset in T
und  ein Einheits
u von r nach . Wir denieren:
S :=
X
2
()u
jj (5.2)
Dann gilt
E[S jur] = ur (5.3)
E[S2
] = E[S2
 jur] = 1 +
X
e2T
R(e)(e)2 (5.4)
Es gilt insbesondere
min
 E[S2
] = 1 + Re(r;) (5.5)
Das Minimum wird angenommen, wenn  der unit current 
ow von r nach
 ist.
70Beweis. Wir erinnern noch einmal kurz an die Darstellung der u im Broadcasting-
System. Jeder Kante e wird eine Zufallsvariable e zugeordnet. Dabei gilt:
E[e] = 1       =  (5.6)
Die u sind dann:
u = ur
Y
e2Pfad(r;)
e (5.7)
Wir berechnen zun achst E[u jur], wobei wir die Darstellung aus (5.7) ver-
wenden:
E[u jur] = E
2
4ur
Y
e2Pfad(r;)
e

 
 

ur
3
5
= ur
Y
e2Pfad(r;)
E[e]
= ur jj
Wir benutzen dieses Ergebnis und die Eigenschaft, da  ein Einheits
u, und
damit
P
2
() = 1 ist, und erhalten:
E[S jur] = E
"
X
2
()u
jj

 
 
ur
#
=
X
2
()
jj E[u jur]
= ur
X
2
()
= ur
71Unter Verwendung der Produktdarstellung aus (5.7) erhalten wir:
E[uu] = E
2
4ur
2 
0
@
Y
e2Pfad(r;)
e
1
A 
0
@
Y
e2Pfad(r;)
e
1
A
3
5
= E
2
4ur
2 
0
@
Y
e2Pfad(r;^)
e
2
1
A
0
@
Y
e2Pfad(^;)
e
1
A
0
@
Y
e2Pfad(^;)
e
1
A
3
5
= E
2
4
Y
e2Pfad(;)
e
3
5
=
jjjj
2j^j
In der Umformung von (5.8) nach (5.9) werden wir folgende Darstellung be-
nutzen:
1 +
X
e2Pfad()
R(e) = 1 +
X
e2Pfad()
 2jej    2jej  2
= 1 +
X
e2Pfad()
 2jej    2(jej 1)
= 1 +  2jj   1
=  2jj
72Nun erhalten wir f ur den Erwartungswert von S2
:
E[S2
] = E
2
4
 
X
2
()u
jj
!23
5
= E
2
4
X
;2
()()uu
jjjj
3
5
=
X
;2
()()
jjjj E[uu]
=
X
;2
()()
2j^j (5.8)
=
X
;2
()() 
0
@1 +
X
e2Pfad(^)
R(e)
1
A (5.9)
=
X
;2
()() +
X
;2
e2Pfad(^)
()()R(e)
= 1 +
X
e2T
0
@R(e) 
X
;2
1fe2Pfad(^)g()()
1
A (5.10)
Da Pfad( ^ ) = Pfad() \ Pfad() ist, gilt:
X
;2
1fe2Pfad(^)g()()
=
 
X
2
1fe2Pfad()g()
! 
X
2
1fe2Pfad()g()
!
= (e)(e)
= (e)2
Man erinnere sich daran, da  ein Flu von r nach  ist und damit (e) = 0
73ist, falls e auerhalb von  liegt. Mit der obigen Umformung wird (5.10) zu:
E[S2
] = 1 +
X
e2T
R(e)(e)2 = 1 + E() (5.11)
wobei E() die in Denition 6 denierte Energie von  ist. Das Thompson-
Prinzip aus Satz 3 besagt, da die rechte Seite von(5.11) vom unit current

ow minimiert wird.
Beweis von Satz 20. Wir erwarten, da Information zwischen ur und u
 ubertragen wird, wenn es m oglich ist, einen Sch atzer S zu konstruieren, der
ur anhand der Belegung in u mit einer Wahrscheinlichkeit > 1
2 sch atzt. Die
Verbindung zwischen S und der Information I[ur;u] schat nun Lemma 3,
das die Information mit dem D-Abstand in Verbindung bringt.
Wir setzen X := S(U). Damit werden +;  und  aus (3.4),(3.5) und (3.6)
zu:
+(x) = P[S 1
 (x)jur = +1] ;  (x) = P[S 1
 (x)jur =  1]
(x) =
1
2
+(x) +
1
2
 (x) = P[S 1
 (x)]
Mit diesen Bezeichnungen erhalten wir aus der Kombination von Lemma 4
und Lemma 3:
I[ur;u] = DI(+; ) (5.12)

1
2
 D2
(+; ) (5.13)


P
x2X
x(+(x)    (x))
2
8
P
x2X
x2(x)
(5.14)
=
(E[S jur = +1]   E[S jur =  1])2
8E[S2
]
=
1
2

(1   ( 1))2
4E[S2
]

1
2

1
1 + Re(r;)
74In den Umformungen von (5.12) zu (5.13) und (5.13) zu (5.14) haben wir die
Ungleichungen aus Lemma 3 benutzt, die einerseits DI und D2
 miteinander
vergleichen und andererseits zeigen, da
(D(+; ))2 

P
x2X
x(+(x)    (x))
2
4
P
x2X
x2(x)
ist.
Wir k onnen eine untere Schranke f ur den Informations
u zwischen Wurzel
und einem Cutset angeben. Die untere Schranke wird dabei durch den eek-
tiven Widerstand in einem elektrischen Netzwerk bestimmt, dessen Kanten
geeignete, von  abh angige Widerst ande haben. Man wird erwarten, da der
eektive Widerstand dieses Netzwerkes neben  wesentlich von der Branching-
Number des Baumes abh angt. Wir zeigen dies im Beweis von Satz 12.
5.1.2 Unabh angige Version und Dominanz
Das folgende Lemma liefert eine obere Absch atzung f ur die Information im
Broadcasting-Modell. Wir werden diese Absch atzung verwenden, um die kri-
tische Interaktion f ur Informations
u zu berechnen.
Lemma 5. Sei (UKT;A;P)das Broadcasting-Modell auf T mit Fehlerwahr-
scheinlichkeit  (bzw. Interaktionsst arke ).
Dann gilt f ur jeden Cutset   (< Tn):
I[ur;uTn] 
X
2
I[ur;u] 
X
2
2jj (5.15)
Dabei ist  = 1   2 (bzw.  =  1
+1).
Um diese Aussage zu beweisen, betrachten wir eine verallgemeinerte Version
des Broadcasting-Modells. Bisher hatten die den Kanten zugeordneten Zufalls-
variablen e alle die gleiche Verteilung. In diesem Abschnitt heben wir diese
Einschr ankung auf.
Sei dazu (e);e 2 ET eine Familie unabh angiger, aber nicht notwendigerweise
identisch verteilter Zufallsvariablen mit Werten in f 1;+1g und
P[e =  1] = e
75Wie bisher gilt f ur die Spins der Knoten:
u = ur 
Y
e2Pfad(r;)
e (5.16)
Auerdem setzen wir wie immer:
e := E[e] = 1   2e (5.17)
Wir bezeichnen das auf diesen Zufallsvariablen basierende Modell als verall-
gemeinertes Broadcasting-Modell auf T.
In den n achsten S atzen seien die erw ahnten Broadcasting-Modelle stets sol-
che verallgemeinerten Versionen. Desweiteren meinen wir, wenn wir von einem
Baum sprechen, immer einen Baum mit einer den Kanten zugeordneten Fa-
milie von Zufallsvariablen e;e 2 ET, die durch die Flipwahrscheinlichkeiten
der Kanten festgelegt sind.
Eine Schwierigkeit in der Berechnung von I[ur;uTn] besteht darin, da sich die
Knoten der n-Sph are nicht nur  uber die Wurzel beein
ussen. Bedingt auf den
Zustand der Wurzel, sind die Spins nicht unabh angig, sie k onnen auch  uber
andere Knoten interagieren. Wir werden nun zeigen, da sich diese Informati-
on jedoch durch die Information im Broadcasting-Modell auf einem einfacher
handhabbaren Baum absch atzen l at.
Zun achst sagen wir, was wir unter einer unabh angigen Version eines Baumes
verstehen wollen.
Denition 24. Sei T ein endlicher Baum. Jeder Kante e von T sei eine
f 1;+1g-wertige Zufallsvariable e zugeordnet. Wir sagen dann, ein endlicher
Baum ~ T mit Zufallsvariablen ~ e ist eine unabh angige Version von T, wenn
folgendes gilt:
1. F ur alle ~ ; ~  2 @~ T gilt: ~  ^ ~  = ~ r.
2. F ur jeden Ast in T gibt es genau einen Ast in ~ T, wobei die den Kanten
zugeordneten ~ e so verteilt sind wie die e.
Oensichtlich sind die Spins der Krone von ~ T, bedingt auf den Zustand der
Wurzel, unabh angig. Wir werden auch erwarten, da die Information zwischen
ur und u@T kleiner ist als die Information zwischen u~ r und u@~ T, denn die
76t
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Abbildung 5.1: Ein Baum T und seine unabh angige Version ~ T
zus atzlichen Kanten in ~ T erzeugen eine gr oere Zuf alligkeit in der Verteilung
von u@~ T. Der Schl ussel zum Beweis dieser Vermutung liegt in der Dominanz
des Paares (ur;u@~ T)  uber das Paar (ur;u@T).
Wir werden in Satz 24 nachweisen, da diese Dominanz tats achlich gilt. Um
den Beweis des Satzes kurz zu halten und um das Beweisprinzip deutlicher
zu gestalten, zeigen wir zun achst, da die gesuchte Eigenschaft in einfachen
Spezialf allen gilt.
Im ersten Satz befassen wir uns mit dem einfachsten Fall eines Baumes und
seiner unabh angigen Version.
Satz 21. Seien S und ~ S die B aume mit den den Kanten zugeordneten Fehler-
wahrscheinlichkeiten, wie sie in Abbildung 5.2 gezeigt sind. Dann dominiert
das Paar (ur;u@~ S) das Paar (ur;u@S).
Wir haben in der Denition des Dominanz-Begris gefordert, da alle Zufalls-
variablen auf dem gleichen Wahrscheinlichkeitsraum deniert sind. Im folgen-
den denke man dabei an das Produkt der R aume, die durch die Broadcasting-
Modelle auf den beiden B aumen gegeben sind.
Beweis von Satz 21. Wir m ussen zeigen, da es eine  Ubergangsmatrix von
u@~ S nach u@S gibt, die die Eigenschaften aus Denition 17 erf ullt. Dazu setzten
77wir, wie in Gleichung (5.17) vereinbart:
 := E[e] = 1   2; 1 := E[1] = 1   21; 2 := E[e2] = 1   22
Auerdem denieren wir
q :=
1
2
(1 +
2
1
)
 sei eine geeignet zu w ahlende Wahrscheinlichkeit.
Wenn wir U@S und U@~ S als f(1;1);(1; 1);( 1;1);( 1; 1)g anordnen, dann
garantiert folgende  Ubergangsmatrix die gesuchte Dominanz von (ur;u@~ S)
 uber (ur;u@S):
D :=
0
B B
B B B
B B
@
 + (1   )q (1   )(1   q) 0 0
 + (1   )(1   q) (1   )q 0 0
0 0  + (1   )(1   q) (1   )q
0 0 (1   )(1   q)  + (1   )q
1
C C
C C C
C C
A
Bevor wir nun nachweisen, da eine geeignete Wahl von  sicherstellt, da
diese Matrix die in Denition 17 geforderten Eigenschaften erf ullt, wollen wir
kurz den zuf alligen Mechanismus erkl aren, der durch sie beschrieben wird.
Dazu sei z eine von den Spins unabh angige Zufallsvariable mit Werten in
f 1;+1g und E[z] = 2
1. Damit ist die Verteilung von z festgelegt:
P[z = +1] =
1
2
(1 +
2
1
) = q
P[z =  1] =
1
2
(1  
2
1
) = 1   q
Wenn nun b = (b1;b2) eine Belegung von u@~ S ist, so beschreibt die  Ubergangs-
matrix D, da mit Wahrscheinlichkeit  die Belegung von u@S ebenfalls b ist.
Mit Wahrscheinlichkeit 1    ist die Belegung (b1;z  b2). Wir schreiben dies
als:
(u~ 1;u~ 2) 7! (u1
;u2
) :=
8
> <
> :
(u~ 1;u~ 2) mit W'keit. 
(u~ 1;z  u~ 1) mit W'keit. 1   
(5.18)
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Abbildung 5.2: Die B aume S und ~ S aus Satz 21
Der Spin von ~ 1 wird stets  ubernommen, der Spin von ~ 2 wird mit einer gewis-
sen Wahrscheinlichkeit  ubernommen oder aber durch den Spin in 1 ersetzt,
wobei vorher noch durch ein zus atzliches Experiment entschieden wird, ob er
ge
ippt wird. Die Wahrscheinlichkeit des Flippens h angt dabei davon ab, ob
u~ 1 gleich u~ 2 ist oder nicht.
Die  Ubergangsmatrix gleicht die gr oere Zuf alligkeit in der Verteilung von u@~ S
aus. Sie tut dies so, da die auf den Zustand der Wurzel bedingten Verteilun-
gen von u@S und u@~ S  ubereinstimmen.
Es bleibt noch zu zeigen, da D die in Denition 17 geforderten Eigenschaften
erf ullt. Wir m ussen  uberpr ufen, ob f ur  2 f 1;+1g und b 2 U@S gilt:
P[u@S = bjur = ] =
X
c2U@~ S
r(c;b)  P[u@~ S = cjur = ]
Wir benutzen dazu die Darstellung aus (5.18). Danach m ussen wir zeigen, da
f ur  2 f 1;+1g die auf ur =  bedingten Verteilungen von (u1
;u2
) und
79(u1;u2)  ubereinstimmen. Es gen ugt, die Erwartungswerte entsprechender
Produkte zu betrachten. Wir verwenden die Produktdarstellung aus (5.16)
und erhalten:
E[ur] = 0
E[u1] = 0 = E[u1
]
E[u2] = 0
= E[u2
]
=   E[u~ 2] + (1   )  E[z]  E[u~ 1]
=   E[u~ 2] + (1   ) 
2
1
 E[u~ 1] = E[u2
]
E[uru1u2] = E[ur  uree1  uree2]
= E[ur
3]  E[e
2]  12
= 0  E[2
e]  12
= 0
E[uru1
u2
] =   E[uru~ 1u~ 2] + (1   )  E[uru~ 1  z  u~ 1]
=   E[ur  ur~ e~ e1  ur e~ e2] + (1   )  E[ur  ur~ e~ e1  z  ur~ e~ e1]
= E[ur
3] 
 
  E[~ e e~ e1~ e2] + (1   )  E[~ e
2~ e1
2  z]

= 0
E[uru1] = E[ur  uree1] = E[ur
2]  1 = 1
E[uru1
] = E[uru~ 1] = E[ur  ur~ e~ e1] = E[ur
2]  1 = 1
E[uru2] = 2
80E[uru2
] =   E[uru~ 2] + (1   )  E[ur  z  u~ 1]
=   2 + (1   )   
2
1
 1
= 2
E[u1u2] = E[uree1  uree2]
= E[ur
2]  E[2
e]  12
= 12 (5.19)
E[u1
u2
] =   E[u~ 1u~ 2] + (1   )  E[u~ 1  z  u~ 1]
=   E[ur~ e~ e1  ur e~ e2] + (1   )  E[ur~ e~ e1  z  ur~ e~ e1]
=   212 + (1   ) 
2
1
(5.20)
Damit auch die beiden Ausdr ucke aus Gleichung (5.19) und Gleichung (5.20)
 ubereinstimmen, m ussen wir  geeignet w ahlen:
E[u1u2] = E[u1
u2
]
() 12 =   212 + (1   ) 
2
1
()  =
2
1   1
22
1   1
(5.21)
Die Matrix D erf ullt mit der Wahl von  aus (5.21) die in der Denition der Do-
minanz geforderten Eigenschaften, also dominiert (ur;u@~ S) das Paar (ur;u@S).
Insbesondere k onnen wir f ur jede Wahl von ;1;2 eine solche  Ubergangsma-
trix D = D;1;2 konstruieren, die die Dominanz gew ahrleistet.
F ur den einfachsten Fall einen Baumes und seiner unabh angigen Version haben
wir gezeigt, da das Paar (ur;u@~ S) das Paar (ur;u@S) dominiert. Korollar 2,
das die Dominanz mit der gegenseitigen Information in Bezug setzt, sagt, da
damit I[ur;u@~ S]  I[ur;u@S] ist. Diese Absch atzung m ochten wir f ur beliebige
endliche B aume nachweisen.
81Zun achst wenden wir uns B aumen zu, die S und ~ S sehr  ahnlich sind.
Satz 22. Seien V und V0 die B aume, die man erh alt, wenn man an die Wurzel
jeweils den gleichen endlichen Teilbaum heftet. Dann gilt, (ur;u@V0) dominiert
(ur;u@V).
Beweis. Wir bezeichnen die Kronen der angehefteten B aume als C und C0,
wie dies in Abbildung 5.1.2 geschehen ist.
uC und uC0 sind bedingt auf den Spin der Wurzel unabh angig von den Spins
in den anderen Knoten der Krone. Auerdem sind die Verteilungen von uC
und uC0 gleich, da die Teilb aume, aus denen sie stammen, identisch sind.
Die Eintr age der gesuchten  Ubergangsmatrix h angen also nur den Belegungen
auerhalb von C und C0 ab.
Wenn wir UC = UC0
als fc1;:::;cng anordnen und analog U@V = U@V0
als
f(1;1;c1);(1; 1;c1);( 1;1;c1);( 1; 1;c1);(1;1;c2);:::;( 1; 1;cn)g
anordnen, ist
^ D := ^ D;1;2 :=
0
B B
B B
B B
B B
B
@
D 0 ::: 0
0 D
...
. . .
. . .
... ... 0
0 ::: 0 D
1
C C
C C
C C
C C
C
A
(5.22)
die  Ubergangsmatrix, die die Dominanz von (ur;u@V0)  uber (ur;u@V) garan-
tiert. Dabei ist D die 4  4-Matrix aus dem Beweis von Satz 21.
^ D erf ullt die gesuchten Eigenschaften, denn die Verteilung von uC0 wird nicht
ver andert, und auf den anderen Knoten werden die Gewichte so umverteilt,
wie es die Untermatrix D beschreibt. Von D wissen wir aus Satz 21, da dies
auf die richtige Art geschieht.
Ein  ahnliche  Uberlegung wie diese wird uns auch im n achsten Beweis hilfreich
sein. Wir werden dort zeigen, da die entsprechende Dominanz f ur jeden endli-
chen Baum T und seine um einen Pfad unabh angigere Version gilt. Denieren
wir zun achst, was wir darunter verstehen wollen:
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Abbildung 5.3: Die B aume V und V0 aus Satz 22
Denition 25. Sei T ein endlicher Baum, der nicht gleich seiner unabh angi-
gen Version ist. Sei  2 T der der Wurzel am n achsten gelegene Knoten, der
mehr als einen Nachkommen hat. Gibt es mehrere solcher Knoten, so sei 
ein beliebiger, aber fest gew ahlter. A seien die Bl atter in der Krone von T,
die von einem fest gew ahlten Nachfolger von  stammen. B seien die Bl atter
der Krone, die von den anderen Nachfolgern von  stammen und C seien die
Bl atter, die nicht von  abstammen.
Der Baum T0 habe in Bezug auf Gr oe und Tiefe die gleiche Krone wie T.
Auch der Teilbaum mit Bl attern C0 sei identisch zu dem Teilbaum in T, der
die Krone C hat. Der Pfad von r zu  wird in T0 durch zwei identische Kopien
(in Bezug auf Pfadl ange und Flipwahrscheinlichkeiten der Kanten) von r zu
0 bzw. von r zu   ersetzt. An 0 wird nun der Teilbaum aus T geheftet, dessen
Bl atter A sind, an   wird der Teilbaum mit den Bl attern B geheftet.
Dann nennen wir T0 eine um einen Pfad unabh angigere Version von T.
Abbildung 5.4 zeigt einen Baum und seine um einen Pfad unabh angigere Versi-
on. Ein Beispiel hierf ur haben wir bereits in Satz 22 kennengelernt. Dort haben
wir auch schon die Dominanz nachgewiesen, die wir nun allgemein feststellen:
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Abbildung 5.4: Ein Baum und seine um einen Pfad unabh angigere Version
Satz 23. Sei T ein endlicher Baum, der nicht gleich seiner unabh angigen
Version ist. T0 sei die um einen Pfad unabh angigere Version von T. Dann
wird (ur;u@T) von (ur;u@T0) dominiert.
Beweis: Bevor wir die  Ubergangsmatrix von u@T0 zu u@T angeben, wollen wir
die Verteilung dieser Zufallsvariablen etwas genauer betrachten. Wir denieren
dazu f ur  2 f 1;+1g:
 := P[u 6=  jur = ] = P[u0 6=  jur = ] = P[u  6=  jur = ] (5.23)
 ist die Wahrscheinlichkeit daf ur, da das Signal der Wurzel in  ge
ippt
ankommt. Weiterhin denieren wir f ur a 2 UA;b 2 UB:
p+(a) := P[uA = aju = +1] = P[uA0 = aju0 = +1]
p (a) := P[uA = aju =  1] = P[uA0 = aju0 =  1]
q+(b) := P[uB = bju = +1] = P[uB0 = bju  = +1]
q (b) := P[uB = bju =  1] = P[uB0 = bju  =  1]
84Mit diesen Bezeichnungen erhalten wir
P[uA = a;uB = bjur =  1]
= (1   )  p (a)q (b) +   p+(a)q+(b) (5.24)
6= ((1   )p (a) + p+(a))  ((1   )q (b) + q+(b)) (5.25)
= P[uA0 = a;uB0 = bjur =  1]
Da uC und uC0 bedingt auf den Spin der Wurzel unabh angig von den Spins
der anderen Bl atter sind und ihre Verteilungen  ubereinstimmen, gilt f ur jedes
c 2 UC und  2 f 1;+1g:
P[uA = a;uB = b;uC = cjur = ] 6= P[uA0 = a;uB0 = b;uC0 = cjur = ]
Wie wir nicht anders erwartet haben, sind die auf ur =  bedingten Vertei-
lungen von u@T0 und u@T nicht gleich. Es zeigt sich aber, da die bedingten
Wahrscheinlichkeiten bestimmter Ereignisse gleich sind. Wir benutzen im fol-
genden mit a 2 UA;b 2 UB;c 2 UC die abk urzende Schreibweise:
fa;bg := f(a;b);(a; b);( a;b);( a; b)g
fa;b;cg := f(a;b;c);(a; b;c);( a;b;c);( a; b;c)g
Die auf ur =  bedingten Wahrscheinlichkeiten von u@T 2 fa;b;cg bzw.
u@T0 2 fa;b;cg sind gleich.
Dies zeigt die folgende Rechnung, die die Darstellung aus (5.24) verwendet:
P[(uA;uB) 2 fa;bgjur =  1] (5.26)
= (1   )p (a)q (b) + p+(a)q+(b)
+ (1   )p (a)q ( b) + p+(a)q+( b)
+ (1   )p ( a)q (b) + p+( a)q+(b)
+ (1   )p ( a)q ( b) + p+( a)q+( b)
= p (a)q (b) + p (a)q+(b) + p+(a)q (b) + p+(a)q+(b) (5.27)
85Auf T0 erhalten wir mit der Darstellung aus (5.25) in einer  ahnlichen Rech-
nung:
P[(u0
A;u0
B) 2 fa;bgjur =  1] (5.28)
= [(1   )p (a) + p+(a)]  [(1   )q (b) + q+(b)]
+ [(1   )p (a) + p+(a)]  [(1   )q ( b) + q+( b)]
+ [(1   )p ( a) + p+( a)]  [(1   )q (b) + q+(b)]
+ [(1   )p ( a) + p+( a)]  [(1   )q ( b) + q+( b)]
= p (a)q (b) + p (a)q+(b) + p+(a)q (b) + p+(a)q+(b) (5.29)
Da uC und uC0 bedingt auf den Spin der Wurzel unabh angig von den Spins
der anderen Bl atter sind, folgt:
P[u@T 2 fa;b;cgjur =  1] = P[u@T0 2 fa;b;cgjur =  1] (5.30)
Dies bedeutet, da die gesuchte  Ubergangsmatrix nur die Gewichte auf den
Ereignissen in fa;b;cg umverteilen mu.
Um die  Ubergangsmatrix angeben zu k onnen, m ussen wir eine Anordnung der
Zust ande in U@T festlegen. Wir ordnen dazu UA als fa1; a1;:::;an; ang, UB
als fb1; b1;:::;bm; bmg und UC als fc1;:::;ckg an. U@T = U@T0
, das Produkt
dieser Mengen, ordnen wir als
U@T = f(a1;b1;c1);(a1; b1;c1);( a1;b1;c1);( a1; b1;c1);(a1;b1;c2);:::g
an. U@T0
sei ebenso angeordnet.
Bez uglich dieser Anordnung hat die gesuchte  Ubergangsmatrix die Form:
D0 =
0
B
B B
B B
B B
B B
@
Da1;b1 0 ::: 0
0 Da1;b1
...
. . .
. . .
... ... 0
0 ::: 0 Dan;bm
1
C
C C
C C
C C
C C
A
(5.31)
86Dabei sind die Dai;bi 4  4-Matrizen, deren Eintr age nur von der Belegung
auf A und B bzw. A0 und B0 abh angen.
Wir widmen uns nun dem Aufbau dieser Untermatrizen und werden dabei
sehen, da sie den Matrizen D aus Satz 21 entsprechen, wenn wir ;1 und 2
geeignet w ahlen.
Seien a 2 UA;b 2 UB;c 2 UC fest gew ahlt. Wir denieren:
1 :=
p+( a)
p+(a) + p+( a)
; 1 := 1   21 (5.32)
2 :=
q+( b)
q+(b) + q+( b)
; 2 := 1   22 (5.33)
Durch Umbenennung von a zu  a bzw. von b zu  b ist es stets m oglich, die
Bezeichnungen so zu w ahlen, da 0  1  2 ist. Sei diese Wahl geschehen.
Seien nun V und V0 die B aume aus Abbildung 5.1.2, wobei die Teilb aume
mit Krone C bzw. C0 die entsprechenden Teilb aume aus T und T0 sind. Die
Flipwahrscheinlichkeiten an den  ubrigen Kanten von V und V0 seien  aus
Gleichung (5.23) sowie 1 und 2 aus den Gleichungen (5.32) und (5.33).
Dann sind folgende bedingte Wahrscheinlichkeiten auf V und T gleich:
P[u1 = 1;u2 =  1jur = 1]
= (1   )(1   1)2 + 1(1   2)
= (1   )
p+(a)
p+(a) + p+( a)

q+( b)
q+(b) + q+( b)
+ 
p+( a)
p+(a) + p+( a)

q+(b)
q+(b) + q+( b)
= P[uA = a;uB =  bj(uA;uB) 2 fa;bg;ur = 1]
87Diese Ereignisse haben auch auf T0 und V0 die gleichen bedingten Wahrschein-
lichkeiten:
P[u0
1 = 1;u0
2 =  1jur = 1]
= ((1   )(1   1) + 1)  ((1   )2 + (1   2))
=

(1   )
p+(a)
p+(a) + p+( a)
+ 
p+( a)
p+(a) + p+( a)



(1   )
q+( b)
q+(b) + q+( b)
+ 
q+(b)
q+(b) + q+( b)

= P[uA0 = a;uB0 =  bj(uA0;uB0) 2 fa;bg;ur = 1]
Wie auch zuvor, bedeutet dies f ur jedes c 2 UC:
P[u1 = 1;u2 =  1;uC = cjur = 1]
= P[uA = a;uB =  b;uC = cjur = 1;(uA;uB;uC) 2 fa;b;cg]
P[u0
1 = 1;u0
2 =  1;uC0 = cjur = 1]
= P[uA0 = a;uB0 =  b;uC0 = cjur = 1;(uA0;uB0;uC0) 2 fa;b;cg]
Die Gleichheit dieser bedingten Wahrscheinlichkeiten gilt auch f ur alle anderen
Belegungen aus fa;b;cg und f1;1;cg, wenn wir die Zuordnungen
a $ 1; b $ 1
w ahlen. Dies folgt mit ganz  ahnlichen Rechnungen, ist aber auch nach Kon-
struktion von V und V0 klar.
Die Dominanz von (ur;u@V0)  uber (ur;u@V) wird durch die Matrix ^ D aus
(5.22) gew ahrleistet. Diese Matrix verteilt f ur c 2 UC jeweils die Gewichte
auf f1;1;cg um. Die Untermatrix Da;b mu die Gewichte genauso auf
fa;b;cg umverteilen wie die entsprechende Untermatrix in ^ D.
Wir setzen also mit den Werten von ;1 und 2 aus (5.23), (5.32) und (5.33):
Da;b := D;1;2
88Wir zeigen nun, da diese Wahl die Dominanz gew ahrleistet.
Wegen der Form von ^ D aus (5.22) und D0 aus (5.31) gilt:
^ d(y;(1;1;c)) 6= 0 ) y 2 f1;1;cg
d0(y;(a;b;c)) 6= 0 ) y 2 fa;b;cg
Die oben gezeigte Gleichheit der bedingten Wahrscheinlichkeiten auf V und T
gestattet nun folgende Rechnung, bei der  2 f 1;+1g ist:
P[u@T = (a;b;c)jur = ;u@T 2 fa;b;cg]
= P[u@V = (1;1;c)jur = ]
=
X
y2U@V
^ r(y;(1;1;c))  P[u@V0 = y jur = ]
=
X
y2f1;1;cg
^ r(y;(1;1;c))  P[u@V0 = y jur = ]
=
X
y2fa;b;cg
r(y;(a;b;c))  P[u@T0 = y jur = ;u@T0 2 fa;b;cg]
=
X
y2U@T0
r(y;(a;b;c))  P[u@T0 = y jur = ;u@T0 2 fa;b;cg] (5.34)
Nun ist
P[u@T = (a;b;c)jur = ] = P[u@T = (a;b;c)jur = ;u@T0 2 fa;b;cg]
 P[u@T 2 fa;b;cg]
89Da nach (5.30) die auf ur =  bedingten Wahrscheinlichkeiten der Ereignisse
u@T 2 fa;b;cg und u@T0 2 fa;b;cg gleich sind, folgt:
P[u@T = (a;b;c)jur = ]
=
0
@
X
y2U@T0
d(y;(a;b;c))  P[u@T0 = y jur = ;u@T0 2 fa;b;cg]
1
A
 P[u@T 2 fa;b;cgjur = ]
=
0
@
X
y2U@T0
d(y;(a;b;c))  P[u@T0 = y jur = ;u@T0 2 fa;b;cg]
1
A
 P[u@T0 2 fa;b;cgjur = ]
=
X
y2U@T0
d(y;(a;b;c))  P[u@T0 = y jur = ]
Dies bedeutet, da (ur;u@T) von (ur;u@T0) dominiert wird.
Wir haben bewiesen, da die gesuchte Dominanz f ur jeden endlichen Baum
und seine um einen Pfad unabh angigere Version gilt. Eine direkte Konsequenz
ist der folgende Satz.
Satz 24. Sei T ein endlicher Baum und ~ T seine unabh angige Version. Dann
wird (ur;u@T) von (ur;u@~ T) dominiert.
Beweis. Es gibt B aume T1;:::;Tn mit T1 = T und Tn = ~ T, soda Ti+1 eine
um einen Pfad unabh angigere Version von Ti ist. Nach Satz 23 gilt die gesuchte
Dominanz zwischen Ti+1 und Ti. Wir nennen die zugeh orige  Ubergangsmatrix
Di. Dann ist
~ D := D1  :::  Dn 1 (5.35)
eine  Ubergangsmatrix von u@~ T nach u@T, die die Dominanz von (ur;u@~ T)  uber
(ur;u@T) garantiert.
90Als eine Folgerung aus Satz 24 erhalten wir die gesuchte obere Absch atzung
f ur die Information zwischen Spin der Wurzel und den Spins der Krone auf
einem endlichen Baum:
Korollar 10. Sei T ein endlicher Baum und ~ T seine unabh angige Version.
Dann gilt f ur die Spins in den Broadcasting-Modellen auf T und ~ T:
I[ur;u@T]  I[ur;u@~ T] 
X
2@~ T
I[ur;u] 
X
2@~ T
2jj (5.36)
Beweis. Nach Satz 24 dominiert das Paar (ur;u@~ T) das Paar (ur;u@T). Diese
Dominanz bedeutet mit Korollar 2, da die Information zwischen ur und u~ T
gr oer ist als die Information zwischen ur und u@T. Damit ist die erste Un-
gleichung bewiesen.
In ~ T schneiden sich die  Aste nur in der Wurzel. Bedingt auf den Spin der
Wurzel sind die u0;0 2 T0 unabh angig. Die zweite Ungleichung ist somit
eine Konsequenz aus Lemma 2.
In Satz 11 haben wir gezeigt, da im Broadcasting-Modell folgende Absch at-
zung f ur die Information gilt:
I[ur;u]  E[uru]2 = 2jj
Dies sichert die dritte Ungleichung.
Nun k onnen wir den noch ausstehenden Beweis von Lemma 5 leicht f uhren.
Wir m ussen nur einen geeigneten endlichen Ausschnitt in T, der jetzt wieder
ein Baum ohne endliche  Aste ist, betrachten:
Beweis von Lemma 5. Sei  ein Cutset in T und n 2 N so gew ahlt, da
  Tn ist.
Das Broadcasting-Modell ist ein Markov-Feld, und daher ist ur ! u ! uTn
eine Markov-Kette. Mit dem Data-processing-Lemma folgt:
I[ur;uTn]  I[ur;u] (5.37)
Wir stellen uns nun vor, da alle Kanten und Knoten, die auerhalb von 
liegen, aus T entfernt werden. Den so entstandenen endlichen Baum nennen
wir T, seine unabh angige Version ~ T.
91Aus der Denition der unabh angigen Version folgt, da die Krone von ~ T in
Bezug auf Anzahl und Tiefe der Knoten identisch zu  ist. Damit gilt:
X
2
I[ur;u] =
X
2@ ~ T
I[ur;u]
Mit Korollar 10 folgt nun
I[ur;u] = I[ur;u@T] 
X
2@~ T
I[ur;u] =
X
2
I[ur;u] 
X
2@~ T
2jj =
X
2
2jj
Die Kombination dieser Absch atzung mit (5.37) beweist die Behauptung:
I[ur;uTn]  I[ur;u] 
X
2
2jj
Wir haben in diesem Abschnitt eine obere Absch atzung f ur die Information
zwischen dem Spin der Wurzel und den Spins der Knoten eines Cutset nach-
gewiesen. Da die n-Sph are Tn auch ein Cutset ist, haben wir damit auch eine
Absch atzung f ur I[ur;uTn].
Die obere Schranke ist eine Cutset-Summe, wie sie auch in der Denition
der Branching-Number (Denition 1) auftaucht. Wir k onnen also erwarten,
da sich der kritische Wert f ur Informations
u durch die Branching-Number
ausdr ucken l at.
925.1.3 Kritische Interaktion f ur Informations
u
Die Absch atzungen des Informations
usses nach oben und nach unten erm ogli-
chen es uns, nun die Aussage  uber die kritische Interaktion zu beweisen. Wir
rekapitulieren nocheinmal die zu beweisende Aussage:
Satz 13. Im Broadcasting-Modell mit Interaktionsst arke  gilt f ur die Infor-
mation zwischen Spin der Wurzel und den Spins der n-Sph are:
lim
n!1
I[ur;uTn] = 0 , falls  < c;I
lim
n!1
I[ur;uTn] > 0 , falls  > c;I
wobei
c;I :=
p
brT + 1
p
brT   1
(5.38)
ist.
Beweis. Wir erkl aren kurz, wieso der Grenzwert von I[ur;uTn] f ur n ! 1
existiert, bevor wir zeigen, da c;I kritisch f ur Informations
u ist.
Die Markov-Feld-Eigenschaft des Broadcasting-Modells garantiert, da f ur
n;m 2 N mit n > m ur ! uTm ! uTn eine Markov-Kette ist. Das Data-
processing-Lemma liefert:
I[ur;uTn]  I[ur;uTm]
I[ur;uTn] f allt monoton in n. Dies sichert die Existenz des Grenzwertes. Ins-
besondere ist wegen der Monotonie
inf
n1
I[ur;uTn] = lim
n!1
I[ur;uTn]
Wir zeigen, da obiger Grenzwert wesentlich von der Interaktionsst arke des
Modells abh angt. Dazu verwenden wir die obere und untere Absch atzung aus
den S atzen 20 und 5.
Sei  > c;I =
p
brT+1 p
brT 1. Damit ist
 2 :=

   1
 + 1
 2
<

c;I   1
c;I + 1
 2
= brT
93Nach Satz 1, der die Branching-Number eines Baumes mit einem elektrischen
Netzwerk in Verbindung bringt, hat das Netzwerk auf T, in dem jede Kante
die Leitf ahigkeit
 C(e) := ( 2) jej = 2jej
erh alt, endlichen eektiven Widerstand. Verm oge des Rayleigh-Prinzips aus
Satz 2 hat das Netzwerk, in dem jede Kante die Leitf ahigkeit
C(e) :=
2jej
1   2 > 2jej = ~ C(e)
erh alt, ebenfalls endlichen eektiven Widerstand Re(r;@T). Mit Satz 20 gilt:
lim
n!1
I[ur;uTn]  lim
n!1
1
2

1
1 + Re(r;Tn)
> 0
Sei nun  < c;I. Damit ist  = +1
 1 > brT 1=2 und  2 < brT. Mit der
Denition der Branching-Number folgt:
inf
T
X
2
 2jj = 0
Lemma 5 liefert:
lim
n!1I[ur;uTn] = inf
n1
I[ur;uTn]  inf
2T
X

 2jj = 0 (5.39)
945.2 Eine kritische Interaktionsst arke f ur Phasen uber-
gang
Hier wollen wir uns etwas intensiver mit der Frage besch aftigen, wann die
Randbedingungen der Plus-Phase den Spin der Wurzel beein
ussen.
Wir werden sehen, da die beiden F alle P+[ur = 1] = P[ur = 1] und
P+[ur = 1] > P[ur = 1] durch einen kritischen Parameter getrennt sind.
Bevor wir mit dem Beweis beginnen, f uhren wir eine Funktion ein, die wir
verwenden werden:
Lemma 6. Sei  > 1 und die Abbildung g : R+ ! R deniert als:
g : x 7! g(x) :=
x + 1
 + x
(5.40)
Weiterhin sei  deniert als
 :=
   1
 + 1
(5.41)
Mit diesen Bezeichnungen gilt f ur alle x  1
1  g(x)   (5.42)
x
 x
+x  g(x)  x (5.43)
Abbildung 5.5 zeigt eine Skizze von g f ur  = 2.
Beweis. Betrachten wir zuerst einmal die Ungleichung (5.42). Es gilt:
x  1
() x(1   )  1   
() x +   x + 1
() 1 
x + 1
x + 
= g(x) (5.44)
Weiterhin ist g(x) f ur x  1 streng monoton wachsend, denn es gilt:
g0
(x) =
(x + )   (x + 1)
(x + )2 =
2   1
(x + )2 > 0 (5.45)
95Schlielich erhalten wir als Grenzwert f ur x ! 1
lim
x!1g(x) =  (5.46)
Insgesamt gilt also:
1  g(x)  
Wenden wir uns jetzt der Ungleichung (5.43) zu. Zun achst ist:
g(x) =
x
x + 
+
1
x + 
=

x + 
 x +
x
x + 
 x 1 (5.47)
 x

+x  x
 1 x
+x (5.48)
= x
 x
+x
Die Umformung von (5.47) nach (5.48) verwendet eine gewichtete Form der
wohlbekannten Ungleichung zwischen geometrischem und arithmetischem Mit-
tel, wie sie zum Beispiel in [4] zu nden ist.
Andererseits gilt f ur alle x  1:
logg(x) =
x Z
1
d
dt
(logg(t))dt =
x Z
1
1
g(t)
 g0
(t)dt
=
x Z
1
t + 
t + 1

2   1
(t + )2 =
x Z
1
2   1
(t   1)2 + ( + 1)2t
dt

x Z
1
2   1
( + 1)2t
=
x Z
1
   1
 + 1

1
t
dt
=
x Z
1
 
1
t
dt = logx
96Aufgrund der Monotonie der log-Funktion ist dies gleichbedeutend mit:
g(x)  x
Wir werden nun die Aussage  uber die kritische Interaktionsst arke f ur Ein
u
der Plus-Phase beweisen und dabei auch die Plus-Phase des Ising-Modells bes-
ser kennenlernen. Zun achst noch einmal die Aussage, die uns auf den n achsten
Seiten besch aftigen wird.
Satz 16. Sei (UKT;A;P)das Ising-Modell mit Interaktionsst arke  und sei
c;P :=
brT + 1
brT   1
Dann gilt
P[ur = 1] =
1
2
< P+[ur = 1] , falls  > c;P (5.49)
P[ur = 1] =
1
2
= P+[ur = 1] , falls  < c;P (5.50)
Beweis. Die Vorgabe der Randbedingungen in der Plus-Phase beein
ut die
Verteilung der e. Insbesondere geht die Unabh angigkeit der Zufallsvariablen
verloren.
Wenn man eine Realisierung des Broadcasting-Modells mit der Randbedin-
gung der Plus-Phase (auf einem endlichen Baum) konstruieren will, wird man
mit den Kanten beginnen, die zum Rand f uhren und sich dann rekursiv zur
Wurzel hinarbeiten.
Diese rekursive Vorgehensweise charakterisiert auch die folgende Beweisf uh-
rung. Wir werden den Ein
u der Plus-Randbedingung auf einen Knoten 
als Funktion desselben Ein
usses auf seine Nachfolger ausdr ucken. Um die
Aussage des Satzes zu beweisen, sch atzen wir diesen Ein
u dann durch ge-
eignete Fl usse auf T ab, und k onnen so die Denition der Branching-Number
ausnutzen.
Wir rekapitulieren kurz, wie wir in Denition 22 die Plus-Phase des Ising-
Modells mit Temperatur t eingef uhrt haben.
97Abbildung 5.5: Der Graph von g f ur  = 2
Die Menge aller m oglichen Kongurationen des Broadcasting-Modells auf
( Tn) mit der Randbedingung uTn  +1 ist:
Un;+ := fw 2 f 1;+1g
Tn
: weTn  +1g
Jeder Konguration aus Un;+ wird eine Energie H(w) zugeordnet:
H(w) =  
1
t
X
r<Tn
wewe    
Die Zustandssumme aller Kongurationen w 2 Un;+ ist:
Zn;+ :=
X
w2Un;+
exp[ H[w]]
Mit diesen Bezeichnungen erhalten wir die folgende Darstellung f ur Pn;+. F ur
98A  Un;+ ist:
Pn;+[A] =
P
w2A
exp[ H[w]]
Zn;+
Die Interaktionsst arke  zur Temperatur t ist wie in Denition 21:
 = exp[
2
t
] (5.51)
Wir denieren nun eine Gr oe Zn
a(), die den Ein
u der +1-Randbedingung
auf den Zustand a im Knoten  mit:
Zn
a() :=
X
w2Un;+
w=a
exp
2
41
t
X
<Sn
wewe    
3
5
Diese Gr oe wird uns helfen, eine Rekursionsgleichung aufzustellen, die den
Ein
u des Randes auf einen Knoten  durch den Ein
u auf die Nachfolger
von  ausdr uckt. Es gilt n amlich:
Zn
a() =
X
w2Un;+
w=a
exp
2
41
t
0
@
X
2  ! 
0
@awe +
X
<Sn
wetauwe    
1
A
1
A
3
5
=
X
w2Un;+
w=a
0
@
Y
2  ! 
exp

awe
t

 exp
2
41
t
X
<Sn
wewe    
3
5
1
A
=
X
v2f 1;+1g
  ! 
0
@
Y
2  ! 
exp
hav
t
i
 Zn
v()
1
A
=
Y
2  ! 

exp

a  +1
t

Zn
+1() + exp

a   1
t

Zn
 1()

(5.52)
Wir sind im besonderen daran interessiert, wie das Verh altnis der Randbedin-
gung auf die Spins +1 respektive  1 im Knoten  ist und denieren daher f ur
alle Knoten  2 (< Tn):
fn() :=
Zn
+1()
Zn
 1()
99Ist fn() = 1, so hat die Vorgabe der +1-Randbedingung auf der n-Sph are
keinen Ein
u auf den Knoten . fn ist also ein geeignetes Werkzeug, um den
Ein
u der Plus-Phase zu untersuchen. Mit Gleichung (5.52) und der Funktion
g aus Lemma 6 k onnen wir nun fn() folgendermaen darstellen:
fn() =
Zn
+1()
Zn
 1()
=
Y
2  ! 
exp[1
t]  Zn
+1() + exp[ 1
t]  Zn
 1()
exp[ 1
t]  Zn
+1() + exp[1
t]  Zn
 1()
=
Y
2  ! 
g

Zn
+1()
Zn
 1()

=
Y
2  ! 
g(fn()) (5.53)
F ur die Wurzel r des Baumes T gilt mit den obigen Bezeichnungen:
fn(r) =
Zn
+1(r)
Zn
 1(r)
=
Zn
+1(r)=Zn;+
Zn
 1(r)=Zn;+
=
Pn;+[ur = +1]
Pn;+[ur =  1]
F ur n ! 1, also im thermodynamischen Grenz ubergang, erhalten wir:
f(r) := lim
n!1fn(r) =
P+[ur = +1]
P+[ur =  1]
(5.54)
Zum Beweis der Aussage aus Satz 15 ist die Betrachtung von f lohnenswert,
denn es gilt:
P+[ur = +1] =
1
2
= P+[ur =  1] () f(r) = 1
Wir werden bald sehen, da das Verhalten von f wesentlich von der Interakti-
onsst arke des Modells abh angt, denn es gilt:
f(r) = 1 ()  < c;P (5.55)
100Damit ist dann auch Satz 15 bewiesen.
Um die gesuchte Eigenschaft von f(r) nachzuweisen, werden wir fn mittels
geeigneter Fl usse  und  auf T absch atzen. Wir werden dabei so vorgehen,
da wir f ur einen geeigneten Cutset  die Werte der Fl usse so vorgeben, da
die gesuchte Absch atzung gilt.
Sei zun achst  < c;P = brT+1
brT 1.
Mit der Denition von  aus (5.41) und der Denition der Branching-Number
aus 1 folgt:
 < c;P =)  <
1
brT
=) inf
KT
X
2
jj = 0 (5.56)
Sei n 2 N fest gew ahlt und sei   (< Tn) ein Cutset in T. Wir denieren
nun h : ( ) ! R+
0 wie folgt
h() =
8
> > <
> > :

1
 f ur  2 
Q
2  ! 
h() f ur  2 (< )
(5.57)
F ur  2  gilt unter Verwendung von Ungleichung (5.42):
g(fn())   = h() (5.58)
F ur  2 (< ) gilt weiterhin mit Ungleichung (5.43):
g(fn())  fn() (5.59)
h ist somit auf den Knoten, die zwischen r und  liegen, eine obere Absch at-
zung f ur fn. Dies folgt aus den letzten beiden Ungleichungen, wenn man die
Darstellung von fn aus (5.53) benutzt. Damit gilt auch:
fn(r)  h(r) (5.60)
Wir benutzen h, um einen Flu  von r nach  zu denieren:
() := jj logh()
101 ist ein Flu auf (< ), denn f ur  2 (< ) gilt:
() = jj log
"
Y
2  ! 
h()
#
= jj 
 
X
2  ! 
log
h
h()
i
!
= jj   
X
2  ! 
log[h()]
=
X
2  ! 
()
Wegen der Baumstruktur von T gen ugt dies, um sicherzustellen, da  ein
Flu von r nach  ist. Wir verwenden diese Eigenschaft von  und erhalten:
h(r) = exp[(r)]
= exp
"
X
2
()
#
= exp
"
X
2
jj log[
1
]
#
= 
 
1=
P
2
jj
!
Wie in (5.56) bereits bemerkt, ist  f ur  < c;P kleiner als brT 1 und mit
der Denition der Branching-Number folgt damit:
inf
KT
h(r) = inf
KT

 
1=
P
2
jj
!
= 0 = 1 (5.61)
Gleichung (5.60) gilt f ur alle Cutsets   (< Tn). F ur n ! 1 erhalten wir
somit:
1  f(r) = lim
n!1
fn(r)  inf
KT
h(r)  1 (5.62)
102Insgesamt haben wir also gezeigt  < c;P =) f(r) = 1.
Nun wenden wir uns der R uckrichtung der Aussage zu. Sei f(r) = 1 und
 2 R+ die Interaktionsst arke des Modells. Wir werden zeigen, da  < c;P
ist.
Sei 0 2 (0;] und wie in (5.41) sei
0 :=
0   1
0 + 1
() 0 =
1 + 0
1   0
(5.63)
Wir werden zeigen, da 0 < brT 1 ist. Hieraus folgt mit (5.63) unmittelbar:
0 <
brT + 1
brT   1
= c;P
Wir gehen bei diesem Nachweis  ahnlich vor wie bei der schon gezeigten Rich-
tung der  Aquivalenzaussage. Wir werden einen Flu ~  denieren, dessen
Werte wir f ur einen geeigneten Cutset ~  vorgeben.
Wir benden uns in der Plus-Phase des attraktiven Ising-Modells. Daher ist
f ur alle  2 T f()  1. Die Voraussetzung in dieser Beweisrichtung der
 Aquivalenz ist f(r) = 1. Mit der Rekursionsgleichung (5.53) folgt, da f ur alle
 2 T gilt:
f() = 1 (5.64)
Wir hatten 0 2 (0;] gew ahlt. Damit ist 
0  1. Da nun
lim
n!1
fn() = f()) = 1
ist, folgt, da es ein n0 2 N gibt, so da f ur alle n > n0 und f ur alle  2 T1
gilt:
fn() 

0
Im weiteren sei nun n > n0 fest gew ahlt. Damit ist es m oglich, einen speziellen
Cutset ~  zu w ahlen, der folgende Eigenschaften erf ullt:
8 2 ( ~ ) : fn() 

0
8 2 ~  90 2   !  : fn(0) >

0
103Nach Konstruktion ist ~   ( Tn).
Um eine untere Absch atzung h~  f ur fn angeben zu k onnen, setzen wir
a := g


0

Mit dieser Bezeichnung sei h~  : ( ~ ) ! R+ deniert als:
h~ () :=
8
> > <
> > :
a falls  2 ~ 
Q
2  ! 
h~ ()0 falls  2< (~ )
(5.65)
Um zu zeigen, da h~  eine untere Absch atzung f ur fn ist, betrachten wir die
F alle  2  und  2 (< ) getrennt.
Sei  2 ~ . Wir benden uns in der Plus-Phase des Ising-Modells, daher gilt
fn()  1 f ur alle  2 T. Mit den Eigenschaften von g aus Lemma 6 folgt:
fn() =
Y
2  ! 
g(fn())  g(fn(0)) > a = h~ () (5.66)
Sei nun  2 (< ~ ). Damit ist x := fn() > 
0 und mit (5.43) folgt:
g(fn()) = g(x)
 x
= fn() (5.67)
Die Kombination aus (5.66) und (5.67) zeigt, da f ur alle  2 ( ~ ) gilt:
h~ ()  fn()
h~  ist eine untere Absch atzung f ur fn. Nun benutzen wir h~ , um einen Flu
~  von r nach ~  zu denieren:
~ () := 
jj
0 log[h~ ()]
104~  ist ein Flu, denn es gilt:
~  = 
jj
0 log

h~ ()

= 
jj
0 log
"
Y
2  ! 
h~ ()0
#
= 
jj
0
X
2  ! 
log
h
h~ ()0
i
= 
jj+1
0
X
2  ! 
log[h~ ()]
=
X
2  ! 

jj
0 log[h~ ()]
=
X
2  ! 
~ ()
Wir k onnen somit h~ (r) wie folgt schreiben:
h~ (r) = exp

~ (r)

= exp
2
4
X
2~ 
~ ()
3
5
= exp
2
4
X
2~ 

jj
0 log(a)
3
5
= a
 
P
2~ 

jj
0
!
Bei diesen Umformungen haben wir benutzt, da die St arke eines Flusses gleich
der Summe des Flusses durch jeden Cutset ist. F ur unsere spezielle Wahl des
Cutsets ~  gilt somit:
1  h~ (r) = a
 
P
2~ 

jj
0
!
 fn(r)
105F ur n ! 1 wird dies zu
1  a
 
P
2~ 

jj
0
!
 f(r) = 1
Da a > 1 ist, bedeutet dies, da
X
2~ 

jj
0 = 0
ist. Insbesondere verschwindet also das Inmum  uber alle Cutsets   T:
inf
T
X
2

jj
0 = inf
T
X
2

1
0
 jj
= 0
Nach Denition der Branching-Number ist nun sofort klar, da 1
0 > brT ist,
womit auch 0 < c;P ist.
Wir haben gezeigt
f(r) = 1 ()  < c;P
Nach Konstruktion von f ist damit die Aussage bewiesen.
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Anhang
6.1 Lyons Nachweis der kritischen Interaktion f ur
Spinperkolation in der Plus-Phase
Wir geben hier einen zweiten Beweis von Satz 19 an, der die kritische Interak-
tionsst arke f ur Spinperkolation in der Plus-Phase des Ising-Modells benennt.
Dieser Beweis benutzt keine Aussagen  uber die kritischen Parameter im freien
Ising-Modell. Er entspricht dem Beweis, den Lyons in [7] f uhrt, um eine kriti-
sche Temperatur f ur Spinperkolation in der Plus-Phase zu berechnen.
Im Fall freier Randbedingungen war es sehr einfach, die Aussage  uber den kri-
tischen Parameter f ur Spinperkolation zu beweisen. Dies beruhte auf der Tat-
sache, da in diesem Fall die Spinperkolation eine Bernoulli-Perkolation ist. In
der Plus-Phase ist die Spinperkolation allerdings keine Bernoulli-Perkolation
mehr, die Vorgabe von Randbedingungen zerst ort die Unabh angigkeit der e.
Wir f uhren eine gr oere Klasse von Perkolationen ein, in der wir auch die
Spinperkolation in der Plus-Phase wiedernden werden.
6.1.1 Quasi-Bernoulli-Perkolationen
Denition 26 ([7]). (T ;P) heit quasi-Bernoulli-Perkolation, wenn es
eine positive Zahl M gibt, so da f ur alle ; 2 KT gilt:
P[( $ r);( $ r)j( ^  $ r)] 
 M  P[( $ r)j( ^  $ r)]  P[( $ r)j( ^  $ r)] (6.1)
107Die Bernoulli-Perkolationen sind nat urlich mit Gleichheit und M = 1 in der
Klasse der quasi-Bernoulli-Perkolationen enthalten.
Durch einfache Umformungen erhalten wir aus (6.1) zwei  aquivalente Aussa-
gen, die wir sp ater benutzen werden. Mit den gleichen Vorgaben wie oben gilt
f ur eine quasi-Bernoulli-Perkolation f ur alle ; 2 KT:
P[( $ r) \ ( $ r)]  P[ ^  $ r]  MP[ $ r]P[ $ r]
() P[ $ r] 1P[ $ r] 1P[( $ r) \ ( $ r)]  M  P[ ^  $ r] 1
Das folgende Lemma macht eine Aussage dar uber, wann eine unendlichgroe
Zusammenhangskomponente der Wurzel in einer quasi-Bernoulli-Perkolation
positive Wahrscheinlichkeit hat:
Lemma 7 ([8], Theorem 3.1). Sei (T ;P) eine quasi-Bernoulli-Perkolation.
Falls
inf

X
2
P[ $ r] = 0 (6.2)
ist, dann ist P[j^ Trj < 1] = 1.
Gibt es hingegen positive Zahlen wn mit
P
n1
wn < 1, und gilt weiterhin
inf

X
2
wjjP[ $ r] > 0 (6.3)
so ist P[j^ Trj = 1] > 0.
W ahrend der erste Teil der Aussage leicht einsichtig ist und der Beweis nur aus
wenigen technischen Details besteht, ist die zweite Aussage nicht sofort klar.
Ihr Beweis benutzt eine Aussage aus der Theorie der elektrischen Netzwerke
auf Graphen und folgende Aussagen  uber uniform integrierbare Folgen von
Zufallsvariablen:
Satz 26 ([12], 13.3a). Eine Folge (Xn)n2N von Zufallsvariablen ist uniform
integrierbar, falls es eine Zahl K 2 [0;1) und ein s > 1 gibt, so da f ur alle
n 2 N gilt:
E[jXnjs ] < K (6.4)
108Satz 27 ([12], 13.7). Sei X eine Zufallsvariable und (Xn)n2N eine zuf allige
Folge. Dann gilt
E[jXn   X j]       !
n!1 0 (6.5)
genau dann, wenn beide folgenden Aussagen erf ullt sind:
a) Xn ! X in Wahrscheinlichkeit (6.6)
b) Xn ist uniform integrierbar (6.7)
Beweis von Lemma 7. Aus (6.2) folgt, da es eine Folge fng von Cutsets
gibt, f ur die gilt:
X
2n
P[ $ r]       !
n!1
0
() E[j(^ Tr \ n)j]       !
n!1 0 (6.8)
Mit dem Lemma von Fatou folgt aus (6.8):
liminf
n!1
j(^ Tr \ n)j = 0 P-fast sicher
=) j^ Trj < 1 P-fast sicher (6.9)
Um die andere Aussage des Satzes zu beweisen, betrachten wir das elektrische
Netzwerk auf T, in dem jeder Kante die Leitf ahigkeit
C(e(     ;)) = P[ $ r]
zugeordnet wird.
Sei  nun ein Einheits
u von r zur Krone von T, der den durch die wjej
gemachten Vorgaben (e)  wjej gen ugt. Nach Satz 4 hat  endliche Energie:
E() =
X
e2T
(e)2R(e) =
X
2T
()
2P[ $ r] 1 < 1: (6.10)
Wir konstruieren nun eine Folge Xn von Zufallsvariablen, mit deren Hilfe wir
die gesuchte Aussage zeigen k onnen:
Xn :=
X
2Tn
1f$rg()P[ $ r] 1 (6.11)
109Die Zufallsvariablen Xn haben f ur alle n 2 N Erwartungswert 1:
E[Xn] = E
"
X
2Tn
1f$rg()P[ $ r] 1
#
=
X
2Tn
E

1f$rg()P[ $ r] 1
=
X
2Tn
P[ $ r]()P[ $ r] 1
=
X
2Tn
()
= 1 (6.12)
Weiterhin hat Xn auch ein beschr anktes zweites Moment:
E[X2
n] = E
2
4
 
X
2Tn
1f$rg()P[ $ r] 1
!23
5
= E
2
4
X
;2Tn
1f($r)\($r)g()()P[ $ r] 1P[ $ r] 1
3
5
=
X
;2Tn
()()P[ $ r] 1P[ $ r] 1P[( $ r) \ ( $ r)] (6.13)
 M
X
;2Tn
()()P[ ^  $ r] 1 (6.14)
= M
X
j jn
(P[  $ r] 1 X
;2Tn; =^
()())
 M
X
j jn
P[  $ r] 1( )( ) (6.15)
< 1
Die Umformung von Gleichung (6.13) nach Gleichung (6.14) benutzt die Tat-
sache, da es sich um eine quasi-Bernoulli-Perkolation handelt. Die darauf
110folgende Umformung ist m oglich, da  ein Flu auf T ist.
Da die Folge Xn ein beschr anktes zweites Moment hat, ist sie gleichm aig in-
tegrierbar.
Wir zeigen, da eine unendlichgroe Zusammenhangskomponente der Wurzel
positive Wahrscheinlichkeit hat. Dies geschieht mit einem Widerspruchsargu-
ment.
Annahme: j^ Trj < 1 P-fast sicher.
Dann ist auch Xn ! 0 P fast sicher. Aus der uniformen Integrierbarkeit
der Xn folgt nun mit Satz 27 E[Xn]       !
n!1
0. Dies steht im Widerspruch zu
Gleichung (6.12), die besagt, da der Erwartungswert aller Xn 1 ist.
Die Annahme war falsch, also ist:
P[j^ Trj = 1] > 0 (6.16)
Dieses Lemma gibt uns ein Kriterium an die Hand, um quasi-Bernoulli-Per-
kolationen nach unendlichgroen Clustern zu untersuchen.
Im folgenden werden wir zeigen, da Spinperkolation in der Plus-Phase des
Broadcasting-Modells eine quasi-Bernoulli-Perkolation darstellt, und mit Hilfe
von Lemma 7 die Aussage  uber die Existenz von unendlichgroen Zusammen-
hangskomponenten der Wurzel nachweisen.
6.1.2 Kritische Interaktion f ur Spinperkolation
Wir beweisen die Aussage  uber die kritische Interaktionsst arke f ur Spinper-
kolation in der Plus-Phase des Broadcasting-Modells, die in folgendem Satz
gemacht wird:
Satz 19. Sei (T ;P+) die Spinperkolation in der Plus-Phase des Broadcasting-
Modells mit Interaktionsst arke . Dann gilt
P+[j^ Trj = 1] = 0 , falls  < c;Perk:
P+[j^ Trj = 1] = 1 , falls  > c;Perk:
Dabei ist
c;Perk: = max

1
brT   1
; 1

111Beweis. Das Broadcasting-Modell ist, wie wir gesehen haben, ein Markov-
Feld, also  uben nur direkte Nachbarn Ein
u aufeinander aus. Da T keine
Zyklen besitzt, gibt es genau einen Pfad, der zwei Knoten  und  miteinander
verbindet.
Beide Eigenschaften zusammen bedeuten, da sich im Broadcasting-Modell
die Spins zweier Knoten allenfalls  uber den Spin des j ungsten gemeinsamen
Vorfahrens  ^  beein
ussen k onnen.
Bedingt auf den Spin in diesem j ungsten gemeinsamen Vorfahren sind die
Ereignisse auf dem Pfad zwischen  ^  und  unabh angig von denen auf
dem Pfad zwischen  ^  und . Diese Eigenschaft h angt nicht von etwaigen
Randbedingungen ab, gilt also auch in der Plus-Phase. Daher ist:
P+[( $  ^ ) \ ( $  ^ )] = P+[ $  ^ ]  P+[ $  ^ ] (6.17)
Dies gew ahrleistet, da die Spinperkolation in der Plus-Phase eine quasi-
Bernoulli-Perkolation ist, denn es gilt f ur alle ; 2 KT:
P+[( $ r) \ ( $ r)j ^  $ r] (6.18)
= P+[( $  ^ ) \ ( $  ^ )]
= P+[ $  ^ ]  P+[ $  ^ ]
= P+[ $ rj ^  $ r]P+[ $ rj ^  $ r]
Wir k onnen also Lemma 7 verwenden, um die Spinperkolation in der Plus-
Phase zu untersuchen.
Wir leiten nun zuerst einen Ausdruck f ur P+[ $ r] her:
P+[ $ r] = P+[ur = +1] 
Y
2Pfad()
P+[u = +1ju     = +1]
+ P+[ur =  1] 
Y
2Pfad()
P+[u =  1ju     =  1] (6.19)
Die n achsten  Uberlegungen werden das Ziel haben, einen Ausdruck f ur
P+[u = +1ju     = +1] und P+[u =  1ju     =  1] abzuleiten. Wir denie-
ren:
f() :=
P+[u = +1]
P+[u =  1]
(6.20)
112Mit diesen Bezeichnungen und  = 1 
 erhalten wir:
P+[u     = +1 \ u = +1]
P+[u     = +1 \ u =  1]
=
P+[u = +1]  P+[u     = +1ju = +1]
P+[u =  1]  P+[u     = +1ju =  1]
= f()
P+[u     = +1ju = +1]
P+[u     = +1ju =  1]
= f() 

1   


= f()   (6.21)
Auf gleiche Art und Weise berechnen wir:
P+[u     =  1 \ u =  1]
P+[u     =  1 \ u =  1]
=
P+[u =  1]  P+[u     =  1ju =  1]
P+[u = +1]  P+[u     =  1ju = +1]
=
1
f()
  (6.22)
Unter Verwendung von (6.21) erhalten wir nun einen der gesuchten Ausdr ucke:
P+[u = +1ju     = +1]
=
P+[u = +1 \ u     = +1]
P+[u     = +1]
=
P+[u = +1 \ u     = +1]
P+[u     = +1 \ u     = +1] + P+[u     = +1 \ u     =  1]
=
P+[u     = +1 \ u = +1]
P+[u     = +1 \ u =  1]


P+[u     = +1 \ u     = +1] + P+[u     = +1 \ u     =  1]
P+[u = 1 \ u =  1]
 1
=
f()  
f()   + 1
(6.23)
Mit einer analogen Rechnung unter Verwendung von (6.22) gilt:
P+[u =  1ju     =  1] =
f() 1  
f() 1   + 1
(6.24)
113Unter Verwendung dieser Ergebnisse wird (6.19) zu
P+[ $ r] = P+[ur = +1]
Y
2Pfad()
f()  
f()   + 1
+ P+[ur =  1]
Y
2Pfad()
f() 1  
f() 1   + 1
(6.25)
Betrachten wir nun den Fall  < c;Perk:.
Da im Broadcasting-Modell die Interaktion stets gr oer oder gleich 1 ist, be-
deutet  < c;Perk:, da wir uns hier nur mit B aumen mit brT < 2 besch afti-
gen, und somit  < 1
brT 1 ist. Dies bedeutet:

 + 1
<
c;Perk:
c;Perk: + 1
=
1
brT
(6.26)
Aus dem Vergleich der kritischen Interaktionsst arken aus Satz 18 folgt, da
 < c;P ist. F ur solche Interaktionen hat die Randbedingung der Plus-Phase
keinen Ein
u auf das Innere des Baumes, es gilt:
P+[u = +1] = P+[u =  1] =
1
2
(6.27)
Demnach ist f() = 1 f ur alle Knoten . Damit vereinfacht sich Gleichung
(6.25) zu
P+[ $ r] = P+[ur = 1]
Y
2Pfad()
f()  
f()   + 1
+ P+[ur =  1]
Y
2Pfad()
f() 1  
f() 1   + 1
=
1
2

Y
2Pfad()

 + 1
+
1
2

Y
2Pfad()

 + 1
=


 + 1
jj
< brT jj (6.28)
114Ber ucksichtigt man nun die Denition der Branching-Number aus Denition
1, so folgt
inf

X
2
P+[ $ r]  inf

X
2
brT jj = 0
Mit Lemma 7 folgt nun f ur  < c;Perk::
P+[j^ Trj = 1] = 0 (6.29)
Wenden wir uns nun dem Fall  > c;Perk: zu. Hier ist:

 + 1
>
c;Perk:
c;Perk: + 1
= max

1
2
;
1
brT


1
brT
(6.30)
Da wir uns in der Plus-Phase eines attraktiven Modells benden, gilt f ur alle
 2 KT : P+[u = +1]  1
2, also auch f()  1. Damit erhalten wir folgende
Absch atzung:
f()    
=)
1
f()  

1

=) 1 +
1
f()  
 1 +
1

=
 + 1

=)

1 +
1
f()  
 1


 + 1
>
1
brT
Verwenden wir dieses Ergebnis in Gleichung (6.25), erhalten wir:
P+[ $ r] = P+[ur = +1]
Y
2Pfad()
f()  
f()   + 1
= P+[ur = +1]
Y
2Pfad()

1 +
1
f()  
 1
>
1
2
 brT jj (6.31)
115Unter Ber ucksichtigung der Denition der Branching-Number folgt nun:
inf

X
2
P+[ $ r] >
1
2
inf

X
2
brT jj = 0
Daher ist es m oglich, eine Zahl d so zu w ahlen, da
P
n1
1
nd < 1 ist und:
inf

X
2
1
njjP+[ $ r] > 0
Nach Lemma 7 folgt nun:
P+[j^ Trj = 1] > 0
Die fast sichere Existenz einer unendlichgroen Zusammenhangskomponente
folgt nun, da das Ereignis \j^ Trj = 1" im Tail-Field der u liegt und die-
ses bez uglich der Plus-Phase nur Ereignisse mit Wahrscheinlichkeit 0 oder 1
beinhaltet. (vgl [7]).
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