Abstract-In this paper, we propose an efficient classification method for hyperspectral images based on the extreme learning machine (ELM) and self-adaptive differential evolution (jDE).The approach of ELM is characterized by a unified formulation for regression, binary, and multiclass classification problems, and the related solution is given in an analytical compact form. In order to address the selection issue that is associated with the ELM, we have developed an automatic method to solve the model selection issue that is associated with this classifier based on the jDE optimization. The self-adaptive control mechanism is used to change control parameters, i.e. select weighting factor F and crossover constant CR, during the run. This simple yet powerful evolutionary optimization algorithm uses cross-validation accuracy as a performance indicator for determining the optimal ELM parameters. Experimental results obtained from hyperspectral data set confirm the attractive properties of the proposed jDE-ELM method in terms of classification accuracy and computation time.
INTRODUCTION
The issue of the supervised classification of hyperspectral images has attracted much researchers, the current objective for researchers is to further boost the classification accuracy [1] . Therefore, one can discern that an important direction of the research is related to the choice of classification approach. We know that the support vector machines (SVMs) learning method is popular. Recently, the extreme learning machine (ELM) has been introduced in the literature [2, 3] . The ELM aims at minimizing the training error and the norm of the output weights. The ELM is characterized by a unified formulation for binary, multiclass, and regression problems.
In this paper, we extend ELMs to handle for the classification of hyperspectral images based on the selfadaptive Differential Evolution. This simple yet powerful evolutionary optimization algorithm uses cross-validation accuracy as a performance indicator for determining the optimal ELM parameters. Due to the hyperspectral images are characterized by high dimensional spectral features, we first apply feature reduction [(such as the principal component analysis (PCA)] to reduce the dimensionality of the data. Then, in the second step, we apply morphological operations (opening and closing operations with reconstruction) to these features to generate an extra set of MP features. To address the model selection issue that is associated with the ELM, simple grid selection procedures could be used.
II. PROPOSED CLASSIFICATION METHOD

A. Classification With ELM
Let
be the training set that is composed of N training feature vectors x i of dimension d, and y i ∈ {1, , P } are class labels. P represents the number of classes. Each vector x i is composed of two parts: the N PCA features obtained by applying the PCA to the original spectral features and the MP features obtained by applying the opening and closing operations with reconstruction to these N PCA features with a structural element of different sizes.
The jth output of a multiclass ELM classifier with P output nodes is given by
is the vector of the output weights between the hidden layer of L nodes and the jth output node. In the case of binary classification, the ELM is characterized by one output node.   hx L   is the (row) output vector of the hidden layer with respect to input x. It maps the input data from the d-dimensional space to the L-dimensional ELM feature space. This feature mapping could be done in a finite space, such as in standard neural network classifiers, or in an infinite space by applying the kernel trick, as shown later.
The l 2 norm optimization problem that is associated with the ELM is given as follows: 
where C is a regularization parameter. T are the target and training error vectors of the P output nodes, respectively, with respect to the training sample x i . Target vector η has all its values set to 0, except the entry that matches the class label y i , which is set to 1. Based on the Karush-Kuhn-Tucker (KKT) theorem, the determination of the weights training an ELM is equivalent to solving the following dual optimization problem:
It can be shown that by taking the KKT optimal conditions, the optimal vector of weights w * can be given by the following compact matrix form [4] :
where H is the hidden-layer output matrix, and it is defined as follows:
η is a matrix of size N × P built from target output vector T i  as in the following:
and E is an identity matrix of size N × N. Hence, the output function of the ELM is
During the prediction phase, test sample x will be assigned to the index of the output node that has the highest value. In other words, if we let
, then the predicted class label for test sample x is
In the kernel space, the prediction that is associated with test sample x is given in the following compact form:
The first term of (9) is a vector of length N, and it represents the kernel distances between test point x and the training samples. In this case, the number of hidden neurons L need not be given as kernel matrix K = HH T , which is only related to the training samples. It is not relevant to the number of output nodes and to the training target values. From (9), one can clearly see that training and predicting with the ELM is done in a simple way. See [5] for a detailed description of the ELM and its comparison with other classifiers.
B. Model Selection With jDE (jDE-ELM)
DE is a powerful evolutionary algorithm for global numeric optimization [6, 7, 8] ,which is much simpler and straightforward to implement. The population of the original DE algorithm (contains NP individuals. An individual is defined as a D-dimensional vector. If G denotes the generation, the population at generation G consists of:
During one generation for each vector , x iG , DE employs mutation and crossover operations to produce a trial vector:
Then a selection operation is used to choose vectors for the next generation (G+1).The initial population is usually selected uniformly randomly between the lower x j,low and upper x j,upp bounds defined for each variable xj . These bounds are specified according to the nature of the problem.
a) Mutation operation
Mutation for each population vector , v iG creates a mutant vector , u iG :
A new mutant vector can be created using the mutation strategy. where CR is a crossover control parameter within the range [0,1) and presents the probability of creating parameters for a trial vector from the mutant vector. Index j rand is a randomly chosen integer within the range [1, NP] . It ensures that the trial vector contains at least one parameter from the mutant vector.
c)Selection operation
The selection operator selects between the target and corresponding trial vectors. we will use the following selection rule:
C. Self-adaptive differential evolution
The self-adaptive differential evolution (jDE) algorithm, based on the self-adapting control parameter mechanism, was proposed by [7] . The self-adaptive control mechanism is used to change control parameters, i.e. select weighting factor F and crossover constant CR, during the run. In this paper, we propose to apply the jDE to solve the model selection problem of the ELM. To this end, the target vector represents the regularization and kernel parameters. In the case of the radial basis function kernel, this vector is given as follows:
As the objective function, we propose to minimize the widely used cross-validation error measure, as in the following:
Such error is computed by splitting the training set during the training phase into k-folds and then by training the ELM on k-1 folds and computing the error on the remaining fold. This operation is done for all possible fold combinations, and then, the average error is taken [9] . We provide the main steps of the proposed jDE-ELM algorithm in the following.
Algorithm: jDE-ELM
Input: -Training set D -DE parameters: NP, and the maximum number of function evaluations FES max Output: -Classification result
Step 1) Initialization:
Step 1.1) Set the index of generations G = 0
Step 1.2) Generate random target vectors v i,G , i=1, . . . , NP from solution space to form an initial population of size NP.
Step 1 , , , Step 5) Select the optimal vector v i  corresponding to the minimum objective function g( v i  ).
Step 6) Train the jDE-ELM using the optimal parameter vector v i  , and compute the decision function for test sample x according to (9) .
III. EXPERIMENTAL RESULTS
To assess the effectiveness of the jDE-ELM classification method, low spatial resolution and high spatial resolution Washington, DC data set is used in the experiments, as shown in Table 1 . See [10] for a detailed description of these data set. In the experiment, for the data set, we consider 50 training samples per class, and the remaining samples are left for the test. For the data set, we repeat the experiments ten times with different training and test samples, and then, we present the averaged results in terms of the overall (OA) and average (AA) standard deviation, i.e., σOA and σAA, respectively. In addition to these measures, we also use McNemar's statistical test [9] to compare the ELM performances with the SVM from a statistical point of view. For the SVM. Table 2 lists the classification results obtained by both classifiers using the spectral, MP PCA(5) , and MP PCA (10) features. As for the ELM, we implement analytical solution (9) using a few lines of codes also in MATLAB 2013b. The term (I/C +K) −1 η is computed using the matrix division operator (I/C +K) \ η, which produces the solution by using Gaussian elimination. The division operator "\" produces a solution that is two to three times faster than the command "inv". In the experiments, for both classifiers, we adopt the common Gaussian kernel
,where γ represents a parameter that is inversely proportional to the width of the Gaussian kernel. For a fair comparison, we also tune the parameters of the SVM C and γ using the DE. We set the parameters of the DE as follows: population size=10, number of function evaluation FESmax = 100, and CR and F to the standard value of 0.9.We set the search boundary of C and γ in the ranges 1000] and 10] , respectively. To compute objective function g(v i ) (i.e., the crossvalidation accuracy), we set the number of folds k = 3.
From these results, one can see that the jDE-ELM and DE-ELM are statistically better with respect to the DE-SVM in several cases. In terms of computation time, the results show that the jDE-ELM and DE-ELM are faster than the DE-SVM.
IV. CONCLUSION
In this paper, we propose an efficient classification method for hyperspectral images based on the ELM and MP features. In particular, we have developed an automatic method to solve the model selection issue that is associated with this classifier based on the jDE optimization. The experimental results obtained by the proposed jDE-ELM on hyperspectral data set shows that the jDE-ELM provides better classification accuracy than SVM, and that it is faster as its solution is simple, only requiring the inversion of a kernel matrix that is computed from the training samples.
