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Abstract
We investigate the recent Constrained Line Search algorithm for
discriminative training of HMMs and propose an alternative for-
mula for variance update. We compare the method to standard
techniques on a phone recognition task.
Index Terms: speech recognition, acoustic models, discrimina-
tive training, line search
1. Introduction
In HMM-based systems for automatic speech recognition, dis-
criminative training of acoustic model parameters, which seek
to maximise a discriminative objective function such as MMI,
has been consistently shown to yield benefits over conventional
ML training. Training is performed by iteratively maximising
a weak-sense auxiliary function, F [1]. Following [2], meth-
ods for discriminative training typically incorporate a smooth-
ing term into the auxiliary function that, when large enough,
ensures the function is convex and is a lower bound for the ob-
jective function close to the initial parameters. The process is
known as the extended Baum-Welch (EBW) algorithm.
Recently, Liu et al [3] proposed a constrained line search
(CLS) algorithm for MMI training. No smoothing function
is required: instead, at each iteration the auxiliary function is
maximised subject to a constraint on the Kullback-Liebler di-
vergence (KLD) between the old and new parameter sets. This
can be approximated by quadratic constraints on the updated
mean, log variance and weights. The resulting optimisation is
solved by simply limiting the length of the update vector to the
radius of the constraint set.
Liu et al reported that CLS achieved consistent perfor-
mance improvements over EBW on TIDIGITS and Switch-
board. However, on TIDIGITS, very little performance change
was observed when just mean parameters were updated, com-
pared to updating all parameters. We propose alternative formu-
lae for covariance updates for CLS, and compare performance
to EBW on the TIMIT phone recognition task.
2. Covariance updates
CLS typically achieves a much larger performance increase than
EBW after the first iteration, in particular. We conjecture that
this may be because, unlike EBW, the mean update is con-
strained independently of the variance, allowing bigger step
sizes. However, this presents problems for the variance update
since the gradient, ∇F(σ), and consequently the critical point,
is dependent on the new mean. Furthermore, the original auxil-
iary function is not, in general, convex in σ, and may be unsuit-
able at the newmean. To remedy this, we propose setting part of
the denominator in the auxiliary to be linear in log σ2 and also
to update σ using a variant of Newton’s method (a quadratic
approximation for F ). The linearisation is described in [1]. At
initial parameters (µo, σ2o), with βd, xd, Sd representing the ze-
roth, first, and second order denominator statistics, respectively
(S being centralised about µ0) the linear term in one dimension
is given by
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A factor E weights the contribution of the linear term. The
variance update in one dimension may be expressed in terms of
L = log σ2 [3]. Given a mean update of∆µ, the step size com-
puted for all dimensions is as follows, after which the quadratic
constraints are imposed directly on the resulting update vector:
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3. Experiments
We performed experiments on the TIMIT 39-phone recognition
task, using a a standard 3-state HMM for each phone, with emis-
sion probabilities modelled as 12-component full-covariance
GMMs, initialised by HMM training. Diagonalising transforms
were applied before each parameter update; the transforms were
not updated. The KLD constraints, ρ, were set as in [3], and
an identical I-Smoothing constant applied to all systems. The
table below shows test set results for various training routines
with mean (m) and variance (v) updates, for 1–6 iterations of
estimation. The baseline (ML) accuracy is 71.0%.
Routine 1 2 3 4 5 6
EBW m 71.1 71.2 71.3 71.4 71.3 71.3
EBW m+v 71.2 71.5 71.4 71.5 71.4 71.4
CLS m 71.6 71.2 71.3 71.4 71.4 71.5
CLS m+v, E=0.0 71.2 71.3 71.0 71.0 70.9 70.9
CLS m+v, E=0.5 71.8 71.6 71.2 71.4 71.1 71.3
CLS m+v, E=1.0 71.5 71.4 71.1 71.3 71.1 71.3
These results support earlier findings that CLS is able to
outperform EBW, with fewer iterations. However, we found
the CLS algorithm very susceptible to over-training on this sys-
tem. Updating the variance using CLS, it is necessary to in-
clude a linear part in the denominator term of F ; performance
is also sensitive to the weightE. The reliance of CLS on several
heuristics, including E and ρ, is a disadvantage.
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