This paper presents two results: (i) a new structure for the solution of nonlinear analytic systems, and (ii) an application of Bellman's Fundamental Technique to obtain the sub-optimalfeedback control of a class of quasilinear systems with non-quadratic performance indices. The application of the Fundamental Technique with a nonlinear auxiliary equation is shown to result in higher order approximating equations which are linear. Using the method by separation of variables, two examples are solved.
Introduction
The determination of an optional feedback control law for a nonlinear systems is an important problem in engineering. The method of dynamic prograuuning yields the feedback solution directly. Unfortunately this method reduces the problem to solving a nonlinear partial differential equation. This is a complex problem, in general. tbwever, the solutions of feedback problems f o r linear finite-dimensional systems with a quadratic criterion (known as L-Q problems) are available [l-31. A more difficult problem than the usual L-Q problem has been mentioned by and Moylan and Anderson [41. The solutions of the nonlinear partial-differential equations resulting from the applications of dynamic prograrnming to such problems are unresolved in general. However, for this particular problem [31, which involves a linear system with a nonquadratic performance index, the exact solution is available [5] . The close examination of this analytical solution reveals the complexity both in deriving the exact feedback law as well as in implementing it.
In this paper, a method is developed to obtain an asymptotic solution of the feedback laws for more general problems.
Problem and Detailed
Analysis n i=l x = U+BU + $(x) + 7 e.m.f(x); x(to) = x .
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where for t <t<t U(t)dl; J, (x) and f (x) are vector polynomials in x; A and B are n by n and n by r matrices respectively. Ni(i=1,2, ..., n) are matrices representing mappings defined as follows:
The vectors ei (i=1,2,. . . ,n) are the standard basis vectors; and
is an entire function of x, in general. Here the over-bar denotes variables corresponding to the linear part of system (1) only.
--
If all the conditions cited above are satisfied by system (11, then the quasilinear system (1) is uniformly controllable [8] .
Assumption (B) : Assume that g(x) satisfies the following conditions: satisfy assumption (A) and (B). Then the optimal feedback control for the system is given by ( 5 ) after solving (7).
obviously, equation (7) is a nonlinear first order partial-differential equation. under the assumptions (A) and (B) , the Cauchy-Kowaleswki Theorem I91 guarantees a unique local analytic solution of equation (7). However, in general, the solution of equation (7) cannot be obtained in a closed form.
Since the solution of equation (7) is analytic, the Cauchy-Kowalewski Theorem motivates the application of a regular perturbation expansion of the ccmplete solution to obtain the approximate solution. 3. The Bellman FluIdamental Technique Thus, to obtain the optimal feedback solution U*(x) , we have to solve equation (7) 
Introduce a small positive artificial parameter E in the above expression. liere E is a parameter whose Mminal value is one. This is basically a perturbation parameter that can enter the expression (11) in various ccmbinations and pavers of as demanded by a particular problem.
The placing of E in (11) offers high manipulating power to the pundamental Technique for solving complex nonlinear problems. In general, the introduction of this small positive perturbation parameter may be necessary even though the system equation (9) may contain one or more small positive system parameters. However, in special cases, the role of this perturbation parameter may be played by a small positive physical parameter that may enter the system naturally.
For brevity of presentation, let us introduce t h i s artificial parameter in the following form:
fius, this is the required format of the Fundamental Technique.
Since the nonlinear system (11) has been assumed to be analytic in V ( * ) ...
-Proof: Using Lema (1) and equation (141, we can write nonlinear system (9) in its standard format (12). Equating coefficients of E~, equation (18) follows .
Equation ( 
The Application of the Method
We shall apply the methodology of the Fundamental Technique to solve the nonlinear systems * e a r e m 3: ret ~~( t )
3 o for a n = R~, amd system
(1) and ,(2) satisfy the asstmptions (A) and (B).
Then the solution of equation (7) can be used to construct the optimal feeaback control as ( 2 6 ) usips equation ( 
Hence, we have
Vl(x,t) = K (t)x4; V2(x,t) = K2(t)x ,..., 
