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ABSTRACT. We provide an upper bound for the number of iterations necessary to
achieve a desired level of accuracy for multivariable geometric means obtained via
symmetrization procedures and induction. It is shown that the upper bound for the
number of iterations depends only on the diameter of the the set of $n$ matrices and
the desired convergence tolerance, and is quite accurate for the Alm mean.
1. INTRODUCTION
The problem of averaging a date of positive definite matrices invariant under the
“matrix inversion” (self-duality) is very important and is an active current research
area. One of two-variable matrix means of positive definite matrices satisfying the
self-duality is the geometric mean $A\# B=A^{-1/2}(A^{-1/2}BA^{-1/2})^{1/2}A^{1/2}$ , which appears
as a unique positive definite solution of the Riccati equation $XA^{-1}X=B$ . Also it ap-
pears as the unique Nesterov-Todd primal-dual scaling points of $A$ and $B$ for the log-
arithmic barrier functional $F(X)=-$ log det(X) which has played an important role
in their development of a theoretical foundation for efficient primal-dual interior-point
algorithms for problems of minimizing linear functionals over the intersection of an
affine subspace on the cone [10]. In the Riemannian manifold of positive definite ma-
trices equipped with the Riemannian trace metric (it coincides with the Hessian met-
ric of the logarithmic barrier functional) $ds=||A^{-1/2}dAA^{-1/2}||_{2}=(tr(A^{-1}dA)^{2})^{1/2}$
$([2,3,6])$ , the curve $t\mapsto A\neq_{t}B:=A^{1/2}(A^{-1/2}BA^{-1/2})^{t}A^{1/2}$ is the unique geodesic
line between $A$ and $B$ and its geodesic middle (midpoint) $A\#_{1/2}B$ is the geometric
mean of $A$ and $B$ . The geometric mean $A\# B$ is also appeared as a midpoint of the
Thompson metric, which is obtained from the Finsler structure of spectral norms at
each tangent space [11, 5], given by
$d(A, B)= \max\{\log M(A/B), \log M(B/A)\}=||\log A^{-1/2}BA^{-1/2}||$
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where $M(A/B);= \inf\{\lambda>0:A\leq\lambda B\}$ , the largest eigenvalue of $B^{-1/2}AB^{-1/2}$ .
Two recent approaches for extending two-variable geometric mean of positive defi-
nite matrices to higher order have been given by Ando, Li and Mathias [1] and Bini,
Meini and Poloni [4] via “symmetrization methods” and induction. Let $A_{1},$ $A_{2},$ $A_{3}$ be
positive definite matrices. Starting with $(A_{1}^{(0)}, A_{2}^{(0)}, A_{3}^{(0)})=(A_{1}, A_{2}, A_{3})$ define
$(A_{1}^{(1)}, A_{2}^{(1)}, A_{3}^{(1)})$ $=$ $(A_{1}\#_{t}(A_{2}\# A_{3}), A_{2}\#_{t}(A_{1}\neq tA_{3}), A_{3}\#_{t}(A_{1}\# A_{2}))$ ,
.
$(A_{1}^{(r+1)}, A_{2}^{(r+1)}, A_{3}^{(r+1)})$ $=$
$(A_{1}^{(r)}\neq_{t}(A_{2}^{(r)}\neq A_{3}^{(r)}), A_{2}^{(r)}\neq_{t}(A_{1}^{(r)}\neq A_{3}^{(r)}), A_{3}^{(r)}\#_{t}(A_{1}^{(r)}\neq A_{2}^{(r)}))$ .
It is shown [4] that the sequences $\{A_{i}^{(r)}\}_{r=0}^{\infty},$ $i=1,2,3$ , converge to a common limit
(depending on $t\in(O, 1])$ , yielding a geometric mean of 3-positive definite matrices, de-
noted by $G(t;A_{1}, A_{2}, A_{3})$ . The ALM and BMP symmetrization procedures are the case
$t=1$ and $t=2/3$ , respectively. Inductively, letting $G=G(t_{1}, \ldots, t_{n-2};A_{1}, \ldots, A_{n})$
the symmetrization procedure of $n+1$-positive definite matrices is defined by
$\beta_{t}(A)$ $=$ $(A_{1}\#_{t}G(A_{\neq 1}), A_{2}\#_{t}G(A_{\neq 2}), \ldots, A_{n+1}\#_{t}G(A_{\neq n+1})),$ $t=t_{n-1}\in(0,1]$
where A $=(A_{1}, \ldots, A_{n+1})$ and $A_{\neq i}=(A_{1}, \ldots, A_{i-1}, A_{i+1}, \ldots, A_{n+1})$ . Then its iter-
ation $\beta_{t}^{r}(A)=(A_{1}^{(r)}, \ldots, A_{n}^{(r)})$ approaches to a common limit $\lim_{rarrow\infty}A_{i}^{(r)}=X^{*}$ for
all $i$ , yielding $n+1$-geometric mean $G(t_{1}, \ldots, t_{n-2}, t_{n-1};A)$ ; in particular $Alm_{n+1}(A)$
with $t_{i}=1$ and $Bmp_{n+1}(A)$ with $t_{i}= \frac{i}{i+1}$ for all $i$ , respectively. This shows that any
sequence $t=\{t_{n}\}_{n=3}^{\infty}$ in the interval $(0,1]$ provides a family of means
$G_{t}=\{G_{t,n}\}_{n=2}^{\infty}$ , $G_{t,n}=G(t_{3}, \ldots, t_{n};\cdot)$ .
For instances for $1=(1,1, \ldots)$ and $s=(\frac{2}{3}, \frac{3}{4}, \ldots, \frac{n-1}{n}, \ldots)$ ,
$G_{1}=$ ALM $=\{Alm_{n}\}_{n=2}^{\infty}$ , $G_{s}=$ BMP $=\{Bmp_{n}\}_{n=2}^{\infty}$ .
It turns out that the $Bmp_{n+1}$ mean is much more computationally efficient than
$Alm_{n+1}$ mean [4].
The main purpose of this paper is to study a stopping criteria for the symmetriza-
tion procedures of $G_{t,n}$ in terms of the Thompson metric. It is shown that our upper
bound is quite accurate for the Alm mean and the upper bound decreases as $n$ in-
creases on any bounded region of positive definite matrices.
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2. MULTIVARIABLE GEOMETRlC MEANS
We have the following functional characterization and properties of $G_{t}$ .
Theorem 2.1. For a given sequence $t=\{t_{n}\}_{n=3}^{\infty}$ in $(0,1]$ , there exists a unique family
$G_{t}=\{G_{t,n}\}_{n=2}^{\infty}$ of continuous $f_{l}mctionsG_{n}$ : $P(k)^{n}arrow P(k)$ that satisfies
(i) $G_{2}(A, B)=A\# B$ ;
(ii) $G_{n}(A, A, \ldots, A)=A$ ;
(iii) $G_{n}(A)=G_{n}(A_{1}\#_{t_{n}}G_{n-1}(A_{\neq 1}), \ldots, A_{n}\neq_{t_{n}}G_{n-1}(A_{\neq n}))$
for all $n\geq 2$ . Each $G_{t,n}$ satisfies the following properties
(Pl) $g(A)=(A_{1}\cdots A_{n})^{1/n}$ if $A_{i}s$ commute;
(P2) (Joint homogeneity) $g(a\cdot A)=(a_{1}\cdots a_{n})^{1/n}g(A)$ ;
(P3) (Permutation invariance) $g(A_{\sigma})=g(A)$ , where $A_{\sigma}=(A_{\sigma(1)}, \ldots, A_{\sigma(n)})$ ;
(P4) (Monotonicity) If $B_{i}\leq A_{i}$ for all $1\leq i\leq n$ , then $g(B)\leq g(A)$ ;
(P5) (Continuity) $g$ is continuous;
(P6) (Congruence invariance) $g(M^{*}AM)=M^{*}g(A)M$ for invertible matrix $M$ ;
(P7) (Joint concavity) $g(\lambda A+(1-\lambda)B)\geq\lambda g(A)+(1-\lambda)g(B)$ for $0\leq\lambda\leq 1,\cdot$
(P8) (Self-duality) $g(A^{-1})^{-1}=g(A)$ ;
(P9) (Determinantal identity) $Detg(A)=\prod_{i=1}^{n}(DetA_{i})^{1/n},\cdot$ and
(P10) (A $GH$ mean inequaliti es) $n( \sum_{i=1}^{n}A_{i}^{-1})^{-1}\leq g(A)\leq\frac{1}{n}\sum_{i=1}^{n}A_{i}$ .
Remark 2.2. The property (ii) can be replaced by the monotonicity (cf. [1]).
Remark 2.3. In [1] and [4], the authors actually obtained a stronger version of $(P5)$
for the Thompson metric; it is shown that $(g=Alm_{n}, Bmp_{n})$
$R(g(A_{1}, \ldots, A_{n}), g(B_{1}, \ldots, B_{n}))\leq\prod_{i=1}^{n}R(A_{i}, B_{i})^{1/n}$,
where $R(A, B)= \max(\rho(A^{-1}B), \rho(B^{-1}A))$ and $\rho(X)$ denotes the spectral radius of
X. In terms of the Thompson metric, we can rewrite it as follows:
(Pll) $d(g(A_{1}, \ldots, A_{n}), g(B_{1}, \ldots, B_{n}))\leq\frac{1}{n}\sum_{i=1}^{n}d(A_{i}, B_{i})$.
One can see that this holds true for $G_{t,n}$ .
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Remark 2.4. The $(n+1)$ -geometric mean $G_{t,n+1}(A)$ appears as the common limit
of the symmetrization $\beta$ : $P(k)^{n+1}arrow P(k)^{n+1}$ by
$\beta(A):=(A_{1}\neq_{t_{n+1}}G_{t,n}(A_{\neq 1}), \ldots, A_{n+1}\neq_{t_{n+1}}G_{t,n}(A_{\neq n+1}))$ .
For $r\in N_{0}$ , we let $\beta^{r}(A)=(A_{1}^{(r)}, \ldots, A_{n+1}^{(r)})\in P(k)^{n+1}$ . Then $A_{i}^{(0)}=A_{i}$ and
$A_{i}^{(r+1)}=A_{i}^{(r)}\#_{t_{n+1}}G_{t,n}(A_{\neq i})$
for all $i$ .
Set
$\mu_{n}:=1-\frac{(n-1)t_{n+1}}{n}$ , $\nu_{n}:=1-\frac{(n-1)t_{n+1}}{n^{2}}$ .
Then $0<\mu_{n}<\nu_{n}<1$ for all $n\geq 2$ .
Using the non-positive curvature property of the Thompson metric [5]
$d(A\#_{t}B, C\#_{t}D)\leq(1-t)d(A, C)+td(B, D)$ , $t\in[0,1]$ ,
Theorem 2.5. We have
(2.1) $\triangle(\beta^{r}(A))$ $\leq$ $\mu_{n}^{r}\triangle(A)$ ,
(2.2) $d(A_{i}^{(r)}, A_{i}^{(r+1)})$ $\leq$ $t_{n+1}\mu_{n}^{r}\Delta(A)$ ,
where $\triangle(A)=\max\{d(A_{i}, A_{j}):1\leq i,j\leq n+1\}$ .
Given $A=(A_{1}, \ldots, A_{n+1})$ and a convergence tolerance $\epsilon>0$ , consider
$N_{t}(\epsilon)$ $:= \min\{r:d(A_{1}^{(r)}, G_{t,n+1}(A))\leq\epsilon\}$ .
Our main result is the following.
Theorem 2.6. We have
$N_{t}( \epsilon)\leq\lfloor\frac{\log\frac{n}{n-1}+\log\frac{\Delta(A)}{\epsilon}}{\log\frac{n}{n(1-t_{n+1})+t_{n+1}}}\rfloor+1$ .
Proof. By Theorem 2.5 and by the triangular inequality,
$d(A_{1}^{(r)}, G_{t,n+1}( A))\leq\frac{n}{n-1}(1-\frac{(n-1)t_{n+1}}{n})^{r}\triangle(A)$ .
Solving the inequality RHS $\leq\epsilon$ for $r$ , we have
$N_{t}( \epsilon)\leq\lfloor\frac{\log\frac{\epsilon(n-1)}{n\Delta(A)}}{\log\frac{n(l-t_{n+1})+t_{n+1}}{n}}\rfloor+1=\lfloor\frac{\log\frac{n\Delta(A)}{\epsilon(n-1)}}{\log\frac{n}{n(l-t_{n+1})+t_{n+1}}}\rfloor+1$.
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$\square$
Remark 2.7. We note that the upper bounds of $N_{t}(\epsilon)$ is decreasing for the variable
$t_{n+1}\in(0,1]$ and also decrease as $n$ increases when A varies over a bounded subset of
positive definite matrices.
Example 2.8. Number of iterations needed from our upper bound is reported in
Table 1 as $t_{n+1}=1,$ $\frac{n}{n+1},$ $\frac{2}{3},$ $\frac{1}{2}$ , with $\epsilon=10^{-10}$ and $\triangle(A)=2\log 500$ .
TABLE 1
Example 2.9. For $n=3,5$ , we consider $G_{1,n+1}(A_{1}, \ldots, A_{n+1})$ and $G_{s,n+1}(A_{1}, \ldots, A_{n+1})$
where
$A_{I}$ $=$ $(\begin{array}{lll}2 -1 0-1 3 -20 -2 2\end{array})$ , $A_{2}=(\begin{array}{lll}2 1 01 3 20 2 2\end{array})$ , $A_{3}=(\begin{array}{lll}1 0 10 10 01 0 50\end{array})$ ,
$A_{4}$ $=$ $(\begin{array}{lll}1 0 -10 10 0-1 0 50\end{array})$ , $A_{5}=(\begin{array}{lll}4 -1 3-1 9 43 4 9\end{array})$ , $A_{6}=(\begin{array}{lll}9 -6 0-6 9 20 2 8\end{array})$
We note that $\triangle(A_{1}, \ldots, A_{6})\leq 5$ for the Thompson metric. As a stopping criterion
for each computed mean, we chose
(2.3) $d(A_{i}^{(r+1)}, A_{i}^{(r)})\leq 2\epsilon$ ,
with $\epsilon=10^{-10}$ . In Table 3, we report the number of iterations needed. The result





Remark 2.10. A general method of finding the number of iteration for multivariable
geometric means from non-symmetric and non-expansive means has recently been
developed in [9].
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