Abstract-This study presents a geometric model and a computational algorithm for segmentation of ultrasound images. A partial differential equation (PDE)-based flow is designed in order to achieve a maximum likelihood segmentation of the target in the scene. The flow is derived as the steepest descent of an energy functional taking into account the density probability distribution of the gray levels of the image as well as smoothness constraints. To model gray level behavior of ultrasound images, the classic Rayleigh probability distribution is considered. The steady state of the flow presents a maximum likelihood segmentation of the target. A finite difference approximation of the flow is derived, and numerical experiments are provided. Results are presented on ultrasound medical images as fetal echography and echocardiography.
I. Introduction
I n the medical imaging research area, clinical parameters quantification is a challenging goal because it represents a strong clinical need due to the important diagnostic and therapeutic implications in the management of patients. Examples include parameters such as left ventricular cavity volumes, cardiac output, ejection fraction, and mass that are important indices for serial assessments of myocardial function. For the extraction of these parameters, the most difficult step to accomplish in a fast, accurate, and proper way is represented by image segmentation. In clinical practice the quantification of these indices is generally performed by manual tracing, which is a time-consuming and subjective procedure, and by the application of geometrical assumptions that could introduce measurement errors in presence of pathologies. Therefore, a rapid, accurate, reproducible, and noninvasive method of calculating these indices would be important.
Medical data can be acquired with a variety of imaging modalities; in this study we refer to echography whose primary advantage over other imaging modalities is the ability to generate real-time images of anatomy without the use of ionizing radiation. Moreover, echography is a widely available, noninvasive, and low-cost clinical modality for imaging. However, ultrasound images are difficult candidates for shape recovery because of low signal/noise ratio which greatly reduces the observable details within such images; main degradation mechanisms are due to Rayleigh and scattering diffraction of acoustical waves, little contrast between soft tissue and blood, nonhomogeneous acoustical characteristics of muscles. Accordingly, precision and accuracy of the derived measurements often are compromised.
Several approaches have been reported in the literature for automated or semiautomated border detection from ultrasound data, based on different methods: statistical Markov random fields [1] - [5] , multidimensional spacefrequency methods [6] , [7] , fuzzy logic [8] - [10] , neural networks [11] , [12] , active contours models (snakes) [13] . The classical active contour models are based on the evolution of a curve attracted by image boundaries in order to detect objects. Malladi et al. [14] implemented segmentation methods with robust numerical techniques based on levelset models. Level-set methods, introduced first by Osher and Sethian [15] , have been extensively used to track the evolution of fronts in a variety of applications, including segmentation of echographic images [16] - [22] .
These methods embed the desired interface as the zero level set of an implicit function, then use finite differences to approximate the solution of the partial differential equation. The aforementioned approaches for segmentation are edge-based (i.e., they evolve a curve with a speed function, depending on a precomputed edge indicator). It is very effective in case edges are true discontinuities in the image, and the signal-to-noise ratio is not too low. Lately a region-based level-set based method has been proposed by Chan and Vese [23] to segment images with smooth or vanishing boundaries. In this approach, the speed of curve evolution involves integral quantities (like mean values of the gray-level image pixels inside and outside the curve) instead of differential quantities (like image gradient). This approach is very effective in case of smooth edges or low signal/noise ratio.
In the following we will briefly review the two approaches.
The Malladi-Sethian edge-based method is able to perform segmentation irrespective to shape topology. The algorithm is built in two steps. First an edge indicator function:
is used to detect local edges, where |G σ I| is a smoothed version of the given image I : Ω ⊂ R 2 → R with a Gaussian kernel:
During the second stage, a curve evolution inside the object is implemented, in which the curve speed is tuned by the edge indicator to stop the evolving curve on the boundaries of the desired object. If the curve C is represented by the zero level set of an implicit function φ : Ω → R such that C = {(x, y) ∈ Ω : φ(x, y) = 0}, the evolution equation is:
where φ is the level-set function. The first term on the right side moves the curve in the normal direction with a speed equal to the Euclidean curvature of level curves div(∇φ/|∇φ|) weighted by the edge indicator g(|∇I|). The second term corresponds to a pure passive advection of the curve along the underlying velocity field −∇g, that is a vector field pointing always toward the existing boundaries. The constant ν is added to increase the evolution speed in order to attract the curve toward the boundary. The equation has been approximated with finite differences [15] . Chan and Vese [23] proposed a different model, based on a region-based approach: the model is well adapted to situations in which images are noisy, and it is difficult to extract the boundary of the desired object. Their method considers the evolution of a curve C in order to minimize the energy functional:
where c 1 and c 2 are the averages of I, respectively, inside and outside C, and µ ≥ 0, ν ≥ 0, λ 1 , λ 2 are fixed parameters. The associated level set flow is computed by considering again C = {(x, y) ∈ Ω : φ(x, y) = 0} and keeping c 1 and c 2 fixed as:
where δ() is the Dirac function and n denotes the exterior normal to the boundary ∂Ω.
In this paper we take a different view of the segmentation problem by keeping the region-based approach of Chan-Vese and embedding in the segmentation model the a priori knowledge of statistical distribution of grey levels in ultrasound data [24] , [25] . In particular concerning ultrasound images, we note that image pixels are modeled as Rayleigh distributed random variables. Then the proposed method drives the curve evolution to achieve a maximum likelihood segmentation of the target, with respect to the statistical distribution law of image pixels. We apply our method for segmentation of echography (Rayleigh distribution), even if the level set maximum likelihood method also can be applied in other areas of medical imaging as computed tomography and magnetic resonance imaging angiography, mammography (Poisson distribution), and photographic images of melanoma (Gaussian distribution).
The outline of the paper is as follows. In Section II we introduce the main energy functional and compute its first variation to obtain the associated Euler-Lagrange equation. A level set formulation for the associated flow is derived. In Section III we present a finite-difference approximation of the flow based on propagation of surfaces by curvature (PSC) numerical schemes introduced in [15] . In Section IV we show results regarding the verification of the Rayleigh distribution assumption, the validation we performed comparing our results with manual tracings, the application of the method to different kinds of ultrasound medical images. We end the paper with a brief concluding section.
II. Theory

A. The Main Functional
Let us consider an image I as a real positive function defined in a rectangular domain Ω ⊂ R 2 . The gray levels are assumed to be uncorrelated and independently distributed. Thus, they are characterized by their respective probability density function (pdf) p(I). Now we define a closed curve C partitioning the image domain in an "inside" Ω i and an "outside" Ω e and denote with P i = Ωi(C) p(I) the probability of the random field inside the curve and with P e = Ωe(C) p(I) the probability outside the curve. Without any a priori knowledge about the shape of the object to be detected, we look for the curve C that maximizes the likelihood function given by the product of the inner and the outer probability [26] :
Because the log function is strictly increasing, the maximum value of P [I|C], if it exists, will occur at the same points as the maximum value of l(I, C) = log(P [I|C] ). This latter function is the log likelihood, and in many cases it is easier to work with it than with the likelihood function. Indeed, the product structure of the probability function is transformed in a summation or integral structure of the log likelihood. Passing to the continuous limit, we replace the sum with the integral and obtain: To perform a maximum likelihood segmentation of the target, we need to maximize the functional l with respect to variation of the curve C.
2 , the corresponding loglikelihood is given by [25] :
where A i , e, A e are, respectively, the number of pixels in Ω i (C) and Ωe(C) and the parameters of the pdf have been estimated in the Appendix [25] . The behavior of log P i , log P e , and l as the curve C is moving is visualized in Fig. 1 . The functional l shows a plateau (maximum) when the curve has segmented the target, i.e., the curve introduces a partition of the image in two maximally homogeneous areas.
In order to obtain a well-posed and well-conditioned problem, we need to introduce a regularization in the shape of the curve. To address this, a length term has been introduced as in [23] , to give:
An example of the time evolution of the initial condition considering the maximum likelihood algorithm applied to a synthetic image affected by Rayleigh noise is shown in Fig. 2 .
B. The Associated Flow
To compute the first variation of (6), it is useful to introduce an auxiliary function φ : Ω → R such that φ(x, y) < 0 in Ω i and φ(x, y) > 0 in Ω e , defining implicitly the curve C as the zero level set of φ. Then the energy functional (6) can be rewritten using the Heaviside function H(φ), as:
where:
and [27] :
The associated Euler-Lagrange equations are derived in the Appendix and leads to:
The first term of the right-hand side denotes the Euclidean curvature of level curves. It represents the speed of curve evolution in the normal direction.
In level-set methods, the Euler-Lagrange equation for φ acts only locally, on a few level curves around φ = 0. To extend the evolution to all level sets of φ, we replace δ(φ) with |∇φ| [28] . Thus, (8) will act on all the level curves, of course stronger on the zero level curve. From (8), we simply get the associated flow as: where φ(x, y, 0) is an initial function with the property that its zero level set corresponds to the position of the initial front. Typically it is defined by:
where d is the signed distance function from each point to the initial front [29] . (δ(φ)/|∇φ|)(∂φ/∂n) = 0 are the boundary conditions. The evolution process will stop when the region probability terms of the inside regions do equal the terms of outside regions, up to regularization of boundaries. When working with level set and Dirac delta function, in order to prevent that the level set function becomes too flat or too steep, a standard procedure is to reinitialize φ to the signed distance function to its zero level curve as in [28] and [23] . This can be seen as a rescaling and regularization. Only for a few numerical results we have applied the re-initialization, solving the following evolution equation [30] :
where φ(x, y, t) is the solution of (9) at time t. Then the new φ(x, y, t) will be ψ, such that ψ is obtained at the steady state of (11) . The solution ψ(x, y, t) will have the same zero level set of the φ(x, y, t), and everywhere |∇φ| will converge to 1. In this way, any topological changes due to the arising of new regions are prevented. In other words, new regions can be generated only by splitting of an existing contour and not by arising of new maxima in the level-set function as graphically explained in Fig. 3 . To discretize this term, we use the scheme proposed in [28] .
III. Numerical Approximation
In this section, we show how to approximate (9) with finite differences. For following fronts propagating with curvature-dependent speed, we exploit propagation of surface by curvature (PSC) algorithms introduced in [15] . These algorithms approximate the equations of motion, which resemble Hamilton-Jacobi equations with parabolic right-hand sides, by using techniques coming from hyperbolic conservation laws. In this way a correct entropysatisfying approximation of the difference operator is built.
Let us consider a rectangular uniform grid in space-time (t, x, y); then the grid consists of the points (t n , x l , y m ) = (n∆t, l∆x, m∆y). Following standard notation, we denote by φ n lm the value of the function φ at the grid point  (t n , x l , y m ) . The first term in (9) is a parabolic contribu-tion to the equation of motion, and it is approximated with central differences as follows:
where D is a finite-difference operator on φ n lm and the superscript {0} indicates central difference. The term |∇φ| can be approximated using the upwind schemes [15] :
where the superscripts {−, +} indicate backward and forward differences, respectively, and the superscripts {x, y} indicate the direction of differentiation. This scheme is used to avoid the front passing through itself during the evolution when a corner develops. We then can write the complete first order scheme to approximate (9) as follows:
The time step ∆t is upper bounded by the CourantFriedrich-Levy (CFL) condition that ensures the stability of the evolution [31] . For further details on the derivation of this condition, we refer to [15] .
IV. Results
The method has been applied to a variety of ultrasound images of clinical interest. Table I summarizes the experimental details for all the data we used in the study. All of them have been acquired as digital output of the ultrasound equipment containing the envelope of the radiofrequency signal, and we did not have access to the radiofrequency signal directly. In a subset of images, only qualitative analysis has been performed and for most of acquired data a quantitative analysis has been applied. Quantitative analysis included: verification of the assumption of Rayleigh distribution and comparison of the results of our segmentation with the results derived from manual tracing.
To verify the assumption of Rayleigh distribution on all the images, we compared the theoretical Rayleigh distribution with the histogram of the experimental ultrasound images as suggested in [32] , [33] and we performed the Kolmogorov Smirnov test following Georgiou and Cohen [34] . The estimation of the probability density function from the samples was performed applying the maximum likelihood algorithm and the root mean square error of the estimation was calculated for each fitting. In Fig. 4 we present an example of the Rayleigh probability density function and the measured speckle pattern histogram of our image. For this example the root mean square error (rmse) of the estimation resulted in 0.019. For the entire data set we processed, the mean rmse was 0.082. The Kolmogorov Smirnov test was performed on uniform regions of myocardium. The hypothesis of Rayleigh distribution was accepted on 13 of 15 images, by setting the test significance at a 5% level (p < 0.05). In the worst case in which the hypothesis was accepted, the observed Kolmogorov Smirnov statistic was 0.082 and the cutoff value for determining if this statistic was significant resulted in 0.09.
A. Qualitative Results
The simulations were performed in Matlab 6.1 (The MathWorks Inc., Natick, MA), on a Pentium IV personal computer, 3.06 Ghz, 480 Mb random access memory (RAM). The time needed for the analysis of one image varied from a few seconds to a few minutes, depending on the data size. The required operator interaction consists of one point selection in the image, then the analysis is completely automatic. Therefore, our method is less user demanding than manual segmentation.
In our numerical experiments, we have used, for simplicity, ∆x = ∆y = 1 and ∆t = 0.1, that is the classic configuration parameters used in [15] . Only the length parameter µ, which has a scaling role, is not the same in all experiments. If we have to detect many objects and of any size, µ should be small. If we have to detect only larger objects, and to not detect smaller objects (like points, due to the noise), then µ has to be larger. We will give the exact value of µ each time, together with the initial level set function φ 0 . In Fig. 5 we present the result of the segmentation with different values of the parameter µ to explain its role. In order to find the relationship between µ and the curvature, we consider some circles of different radius (the radius of the circle is the inverse of curvature). The first has a radius of 0.5 pixels, and the last of 6 pixels (the step is of 0.5 pixels). The initial condition for this test was a multiple distance function automatically generated and independent from the image:
The test required 500 iterations before the flow reached the steady state. If µ = 0.001 then all the objects are correctly detected, increasing µ it is possible to segment (Fig. 7) Phased Array 3.5 transth qual 1 left atrium (Fig. 8) Phased Array 3.5 transth qual 11 left ventricles (Fig. 13 (up), 4 ) Matrix 2.5 transth quant 2 left ventricles (Fig. 9, 13 (down) ) Phased Array 3.5 transth quant 2 left ventricles (Fig. 12) Phased Array 5 transes quant 1 TCF, Transducer center frequency; transth, transthoracic acquisition; transes, transesophageal acquisition; quant, quantitative analysis; qual, qualitative analysis. only bigger objects. The relationship between µ and the radius is monotonic and can be represented easily in a logarithmic form (Fig. 6 ).
In the following images the observed pixels are modeled as Rayleigh distributed random variables with means depending on their position relative to the contours. We consider as an initial function a distance function:
where (x 0 , y 0 ) is a reference point chosen anywhere within the object to be detected, and R is a constant term. The function φ 0 (x, y) = φ d (x, y) has to be introduced as the initial condition of the flow.
In Figs. 7 and 8 , we show anatomical structures segmentation from an echocardiographic image. To segment the right atrium chamber and the left atrium chamber, we choose a point internal to the chamber to be segmented (Figs. 7 and 8, upper left) . We present some evolution steps to explain how our method works and observe that, due to the level set implementation, automatical change of topology is allowed. It is necessary that µ assumes a big value in order to conserve the stability of the solution: in this case µ = 2. At the end of the evolution, the front coincides with the boundary of the chamber (Fig. 7 and Fig. 8, bottom right) .
In Fig. 9 we consider a typical echocardiographic four chamber view acquisition. We want to segment the left ventricular chamber. The initial curve does not necessarily surround the object. This computation is performed with µ = 1.
In the next images we consider a different initial function: a multiple distance function as for Fig. 5 . In this case, we segment all the objects in the image. An example of the use of such function is shown in Fig. 10 , in which we apply the segmentation method to a fetal echography. The parameter µ must be big because we are interested to segment a larger area (µ = 0.1). By considering a multiple distance function as initial function, all the objects present in the image are segmented. In this case, both uterus and fetus have been detected. This can be an advantage (as in Fig. 5) or not, depending on the segmentation task.
B. Validation Results
To determine the reliability of the automated measurements versus the gold standard, represented by manual tracings, a set of 15 ultrasound images acquired with different echographic systems, was analyzed by an expert observer. The operator manually traced the contour of the anatomical structure of interest, obtaining the corresponding areas. Linear regression and Bland-Altman analyses were performed between the manually traced areas, considered as the gold standard, and the measurements obtained applying our method. Moreover, the digitized manual contours also were overimposed and compared point-to-point to the corresponding level set contours by the computation of the Hausdorff distance [35] , [36] : it measures the degree of mismatch between two sets of points, C 1 and C 2 , by evaluating the distance between the point a of C 1 that is farthest from any point b of C 2 and vice versa:
The comparison between the automated versus the manually traced contours resulted in a very good agreement in the areas calculated with both techniques, with an excellent correlation (r = 1), and an absolute mean error, expressed in percentage of the gold standard value, of 2.7% ± 2.4%. Bland-Altman analysis resulted in a negligible negative bias of −0.17 cm 2 for the automated versus the manual measures, with the 95% confidence equal to 0.82 cm 2 . In Fig. 11 the linear regression and BlandAltman results are graphically reported. An example of the automated versus the manually traced contours is shown in Fig. 12 where the good correspondence can be appreciated. This was confirmed by the global results relevant to the Hausdorff distance in which a mean value of 1.1 pixel (range: 0.4 ÷ 1.9 pixels) and a mean maximum value of 4.3 pixels (range: 2 ÷ 8 pixels) were found versus the gold standard. The results of the analysis are summarized in Table II . On five images we compared our maximum likelihood segmentation method with the original Chan and Vese formulation. We overimposed the contour obtained applying the methodology proposed by Chan and Vese [23] with the manual tracing. Minimizing the difference between the two contours we derived the best parameters' values for the Chan and Vese equation. Then we compared the contour obtained applying this choice for the parameters' values and the result of the maximum likelihood segmentation method. The two methodologies resulted in quite similar results: in particular the Hausdorff distance resulted in a mean value of 1.8 pixel (range: 1.2 ÷ 2.3 pixels) and in a mean maximum value of 7.8 pixels (range: 5 ÷ 10 pixels) versus the gold standard. The area values compared to manually traced areas resulted in a mean percentage error of −1.7% (range: −14.5 ÷ 2.6%). Directly comparing the two methods with the gold standard on the same group of images, our method showed an absolute mean percentage error of 1.6% versus 4.2%, an improvement of the accuracy of a factor 2.7. This is relevant for quantitative evaluation of functionality parameters of the heart in clinical practice. The results of the analysis are summarized in Table III . Two examples are shown in Fig. 13 . For the upper panel we found an error of 2.6% versus the manually traced contour's area and 0.1% versus the area calculated applying the maximum likelihood segmentation method. The maximum error and mean error for the Hausdorff distance were 8 pixels and 2.3 pixels, respectively, compared to the gold standard; the contour obtained with our method resulted in a maximum error and a mean error for the Hausdorff distance of 5 pixels and 1.5 pixels, respectively, compared to the gold standard. For the bottom panel, we found an error of −0.3% versus the manually traced contour's area and 0.2% versus the area calculated applying the maximum likelihood segmentation method. The maximum error and mean error for the Hausdorff distance were 8 pixels and 2.30 pixels, respectively, compared to the gold standard; the contour obtained with our method resulted in a maximum error and a mean error for the Hausdorff distance of 7 pixels and 1.9 pixels, respectively, compared to the gold standard.
V. Conclusions
A mathematical model and computational algorithm to segment ultrasound images has been presented. The technique is based on level-set methods and exploits the a priori knowledge about the statistical distribution of image gray levels. Because ultrasound images show a low signal/noise ratio, it is often dangerous to compute differential quantities of the image signal. The method we propose is good because it uses only integral quantities of the image and it does not introduce high-frequency noise. Only one parameter has to be set, and it allows one to choose easily the maximum curvature admissible in the segmentation. The initial condition can be either selected by the user as a distance function or automatically set as a multiple distance function. In the first case, used together with reinitialization, the flow stops when a local minimum close to the initial condition is reached. In the latter one, the segmentation of all the objects in the image is reached, as in [23] .
Appendix A PDF Optimal Parameters Estimation
In this section we present how to estimate the optimal parameters of the pdf with a maximum likelihood approach, accordingly with [25] . The Rayleigh probability function is defined by:
where σ is the parameter of the law and I(x, y) take discrete values. Let σ i and σ e be the parameter values for the target and for the background pixels. The log-likelihood is thus: where N is the total number of pixels. All the terms of the right-hand side not depending on the partition Ωi and Ωe can be omitted. Then we find the criterion used in ( Fig. 12 . Example of the extracted contour obtained by the maximum likelihood segmentation method (white dashed line) compared to the manual tracing contour (white solid line) both applied to a cross sectional intracardiac acquisition with a catheter inserted through a sheath. 
