ABSTRACT In the service network, there exist various objects and rich relations among them. These various objects and rich relations naturally form a heterogeneous information network. Service recommendations can help users to locate their desired services. Previous service recommendation studies mainly aim at homogeneous networks or consider few kinds of relations rather than using the rich heterogeneous information. In this paper, we propose a mashup group preference-based service recommendation method in the heterogeneous information network for mashup creation. First of all, we analyze the historical invocation records between mashups and services and exploit the heterogeneous information to construct diverse meta paths with different semantic meanings. Then, we measure the similarity between the starting object and the ending object from different perspectives and integrate different similarity measures to obtain the hybrid similarity. Next, we introduce group preference to capture the rich interactions among mashups and apply a group preference-based Bayesian personalized ranking algorithm to learn the model. Finally, we recommend a list of personalized ranking services for mashup developers. A series of experiments conducted on a realworld dataset demonstrate the superiority of our proposed approach over other baseline approaches.
I. INTRODUCTION
Mashups are a new type of Web applications that leverage contents coming from different data sources to create completely new and innovative services [1] . Mashups can accelerate the development process and reinforce scalability, since mashup can integrate existing services to generate novel or additional value-added services. Inspired by the economic benefits of mashups, a number of so-called mashup tools or mashup platforms, such as WireCloud, 1 Linked Widgets Platform, 2 and ProgrammableWeb, 3 have emerged on the Internet. These tools or platforms have significantly lowered the barriers to mashup development, and helped inexperienced service users easily assemble their own applications [2] . There have already been more than 20,000 services and more than 7,900 mashups on ProgrammableWeb until January 2019, and the number continues to grow. The exponential growth in the number of services results in an unparalleled large scope of choices on selecting services. Thus, it has become more difficult than ever to create novel mashup applications. In order to shorten the mashup development period, it becomes a significant challenge to effectively recommend mashup developers with appropriate services from the plenitude of services.
Some existing service recommendation investigations concentrate on social network based service recommendation [3] - [6] . They pay attention to recommending services to users via link prediction techniques from the perspective of complex social networks. However, the approaches based on social networks cannot always be applied to service recommendation in a very appropriate manner due to the limited field of application. Other research work focuses on Quality of Service (QoS) based service recommendation [7] - [10] . They first employ traditional collaborative filtering or matrix factorization methods to predict QoS values for services, and then recommend a high-quality service to users. However, the weakness of QoS based service recommendation approaches exists in two aspects: the QoS information is difficult to collect, and the QoS of services change over time and is subject to network environment. Apart from the two approaches mentioned above, semantics based service recommendation [11] - [14] is also a commonly adopted technique. Semantics based approaches tend to calculate the semantic similarity of two arbitrary services' description texts and recommend the service with higher semantic similarity. However, the shortcoming of the semantics based service recommendation approaches is the lack of variety in the type of exploitable data. Recently, most studies have transferred their attention to employ the information networks for service recommendation [15] - [17] . However, existing information network based approaches only utilize one or two related attributes of mashups/services and relationships between mashups/services. They do not consider the interactions among mashups and services, which highly limits the effect of these information networks based approaches.
Based on the above analysis, in this paper, we propose a novel model to recommend services to mashup developers by considering the mashup group preference and abundant semantic information. We first utilize the mashup information, the service information and the historical mashupservice invocation experience to build the heterogeneous information network. Then, we sample different semantic meanings of meta paths from the heterogeneous information network. Next, we exploit a hybrid similarity measurement to capture the rich interactions among mashups. In addition, we learn the model by leveraging the mashup group preference based Bayesian personalized ranking method. Finally, we employ the model to make personalized service recommendation for different mashup developers. Large amounts of experiments are carried out on a real-world dataset. The experimental results demonstrate that the model outperforms some other state-of-the-art approaches in terms of different kinds of evaluation metrics. This paper is extended from its conference version [18] . The conference version is a two-page poster (extended abstract), which outlines the proposed approach, the framework of the GPSRec model and a part of experimental results. This paper expands contents and experiments. The main contributions of this paper are summarized as three folds:
• We propose the first mashup group preference based service recommendation approach for mashup creation by exploiting heterogeneous information network built with mashups, services and their related attributes.
• We specifically explore the historical invocation experience, the different semantic meanings of meta paths, the hybrid similarity measurement and the rich interactions among mashups. Further, we adopt a group preference based Bayesian personalized ranking algorithm to learn the recommendation model with implicit feedback data.
• We conduct various experiments on a real-world dataset crawled from ProgrammableWeb.com to validate the proposed approach. The experimental results demonstrate the effectiveness of the approach we propose and the significance of the factors we consider. The rest of this paper is organized as follows. Section II presents background and preliminaries. Section III introduces the mashup group preference based service recommendation model. Section IV describes the experimental settings and empirical studies on the proposed approach. Related work is listed in Section V and a conclusion of the paper is drawn in Section VI.
II. BACKGROUND AND PRELIMINARIES
In this section, we introduce the background and preliminaries of this paper. First of all, the binary representation of mashup and service implicit feedback is introduced in Section II-A. Then, the definition of heterogeneous information network between mashups, services and their related attributes, and their network schema are presented in Section II-B. Finally, the meta path based hybrid similarity measurement is depicted in Section II-C and the problem description is given in Section II-D.
A. MASHUP-SERVICE IMPLICIT FEEDBACK
Let M and S be the set of mashups and services, respectively. With |M | mashups and |S| services, we define the mashupservice implicit feedback matrix I ∈ R |M |×|S| as follows:
We mainly take advantage of real historical invocation records between mashups and services to get feedback. The historical invocation records between mashups and services are crawled from ProgrammableWeb. Notice that the value 1 in the implicit feedback matrix I represents a positive feedback (mashups have been composed by services), while the value 0 represents a mixture of negative feedback (services are inappropriate for the composition of mashups) and unobserved potential interactions (mashups are unaware of such services).
B. HETEROGENEOUS INFORMATION NETWORK
A heterogeneous information network is a logical network comprising various kinds of objects and links denoting different relations among the objects [19] . The following definitions of the heterogeneous information network, the network schema and the meta path are from [19] . 
Definition 1 (Heterogeneous Information Network):
An information network is denoted as a directed graph G = (V, E). It has two functions, i.e. Φ : V → A and Ψ : E → R, that perform object to object type mapping and link to relation type mapping, respectively. Unlike the traditional definition of network, we differentiate object categories and link categories in a heterogeneous network. While the objects categories |A| > 1 or the links categories |R| > 1, the network is called a heterogeneous information network.
An illustration of a small heterogeneous information network in the scenario of service recommendation is shown in Fig.1 . It can be seen from Fig.1 , there are various objects (e.g., search, mapping, Class 3 Outbreak Game, facebook, reference, google) and plenty of relations among these objects. For example, Class 3 Outbreak Game 4 and iBegin Local Search 5 are connected because they belong to the same category (mapping). Twitter and facebook are connected due to being labeled by the same tag (social). In addition, different meta paths between objects have diverse semantic meanings, which can be employed to measure the similarity between the objects. For instance, google maps and google places can be considered similar because they are provided by the same service provider (google). From another point of view, they are similar as they belong to the same category (mapping).
Definition 2 (Network Schema): The network schema T G = (A, R) is a directed graph defined on object types A, and relation types R. Network schema identifies the number of object types in the network and where the links between these object types are located. The network schema of our service network is shown in Fig.2 . There are multiple types of objects, such as mashup, service, tag, category, description and provider. There are also multiple types of links, such as the compose and composed-by relation between services and mashups, describe and described-by relation between descriptions and mashups/services, label and labeled-by relation between tags and mashups/services, provide and provided-by relation between providers and services.
C. META PATH BASED SIMILARITY MEASUREMENT
Similarity measurement is the basis of our GPSRec model. Two objects can be connected via different meta paths representing diverse semantic meanings. The meta path is defined as follows.
Definition 3 (Meta Path): A meta path P is defined on the network schema T G = (A, R), where nodes are objects types A and edges are links R between object types. It is represented following the template of A 1
The form is denoted as a composite relation R = R 1 R 2 · · · R l between type A 1 and A l+1 , where represents the composite operator on relations.
In service network, two objects associate with each other via paths of diverse semantic meanings. We use eight meaningful meta paths whose length are not longer than four, since the longer meta paths are not meaningful and they cannot bring about good similarity measure [19] . The eight kinds of meta paths in our service network are presented in Fig.3 . Each meta path has a distinct semantic meaning. For instance, ''M-C-M'' (Mashup-Category-Mashup) means that the starting mashup belongs to the same category with the ending mashup. ''M-S-P-S-M'' (Mashup-Service-ProviderService-Mashup) means that the starting mashup is composed by the services offered by the same providers with that of the ending mashup. ''M-S-T-S-M'' (Mashup-ServiceTag-Service-Mashup) represents that the starting mashup is composed by the services which are labeled by the same tags with that of the ending mashup. It is worth noting that the topics are extracted from descriptions by exploiting Latent Dirichlet Allocation [20] . Two services or mashups are connected through these topics.
We focus on measuring the similarity between two objects x and y following a given meta path from different aspects. In the following, we will introduce these similarity measures in detail.
• Path Count (PC). Given a meta path P, path count calculates the similarity between any two objects by considering the amount of path instances p between them, which is denoted as:
• Normalized Path Count (NPC). Normalized path count rebates the amount of path instances between two objects by their entire connectivity, and is defined as:
where S PC (x, ·) is the total number of path instances following P starting with x, and S PC (·, y) is the total number of path instances following P ending with y.
• Random Walk (RW). Random walk measures the probability that starts from x and ends with y along a given meta path P. It is defined as:
• Symmetric Random Walk (SRW). Symmetric random walk takes into account the random walk from the forward and reverse directions along a given meta path P, and is defined as:
After obtaining the four kinds of similarities, the hybrid similarity s l mn of mashup m and n under a meta path P l can be calculated as follows:
where α, β, γ , δ are the weights for different kinds of similarity measurement, and α + β + γ + δ = 1.
D. PROBLEM DESCRIPTION
Given a heterogeneous information network G with mashupservice implicit feedback matrix I, for a mashup m, we aim to build a personalized recommendation model for m, and recommend a ranked list of services that are of interest to m.
III. GROUP PREFERENCE BASED SERVICE RECOMMENDATION MODEL
In this section, we will describe our mashup group preference based service recommendation model in detail. First of all, we introduce two kinds of mashup preferences in Section III-A. Then, we describe the framework of the GPSRec model in Section III-B. Finally, we present the model learning algorithm in Section III-C.
A. MASHUP PREFERENCE
We describe the representation of two types of preference in the following, namely, a mashup's relative preference on a service and a group of mashups' relative preference on a service.
Definition 4 (Mashup Individual Preference):
The mashup individual preference is represented as a mashup's preference score on a service. For example, the individual preference of mashup m on service i is denoted as r mi .
By integrating the four aforementioned similarity measures (e.g., path count, normalized path count, random walk, symmetric random walk), we can obtain the hybrid similarity between mashups under a given meta path. Referring to the idea of collaborative filtering, the preference score of the target mashup on a service can be inferred from the preference scores of its similar mashups on the service. Given a meta path P l , the individual preference score of a mashup m on a service i, denoted as r l mi can be calculated as follows,
where T m (k) is a set of k mashups that are most similar with mashup m, C(i) denotes a set of mashups invoking service i, s l mn is the hybrid similarity of mashup m and n under the meta path P l , and r ni denotes the preference score of mashup n on service i, r ni = 1. It is worth noting that we aim to recommend the services that mashup n invokes to mashup m. Therefore, mashup n must invoke service i so that the feedback between mashup n and service i is 1. By applying Equation (7) to all kinds of L meta paths, we can obtain the overall individual preference score of a mashup m on a service i. Note that different meta paths have diverse semantic meanings, thus weights of these meta paths may be different. For instance, mashup developers may prefer certain services due to their providers rather than their tags. Based on the above analysis, the final individual preference score of mashup m on service i under all meta paths can be calculated as follows,
where θ l denotes the weight for the individual preference score of a mashup m on a service i under a given meta path P l . The drawback of mashup individual preference is its assumption that mashups are independent of each other. In reality, however, interactions and collaborations among mashup developers who are all with positive feedback on a specific service also contain useful information, implying common interests of them. Thus, the mashup group preference is used to obtain the rich interactions among mashup developers.
Definition 5 (Mashup Group Preference):
The mashup group preference is represented as a group of mashups' preference score on a service. For example, the group preference of mashups from group G on service i is denoted as r Gi . The mashup group preference can be estimated from mashup individual preference,
To better comprehend our GPSRec model, we introduce the framework of our service recommendation model in the next subsection.
B. FRAMEWORK OF OUR SERVICE RECOMMENDATION MODEL
In this section, we give an overview of our GPSRec framework. As can be seen in Fig.4 , our framework consists of three parts: Input Information, GPSRec Model, Output Information. Each part is elaborated as follows:
• Input Information. Mashup information (e.g., name, tag, category, description), service information (e.g., name, tag, category, description, provider) and historical interaction logs between mashups and services are treated as input parameters for the GPSRec model.
• GPSRec Model. After a range of input data preprocessing, mashups, services and their related attributes are first to compose a heterogeneous information network. Then, different types of meta paths are sampled from the heterogeneous information network. Mashups connect with each other through the eight types of meta paths representing various semantic meanings. Next, the diverse meaningful meta paths between mashups are fed to the part of model learning. A hybrid similarity measurement is leveraged to measure the similarity between mashups by combining four kinds of similarity measurement methods. Finally, a group preference based Baysesian personalized ranking algorithm [21] is employed to rank pairwise mashup-service.
• Output Information. After the procedure of GPSRec model learning and solving, a personalized ranked list of services are recommended to users.
C. MODEL LEARNING
In this section, we apply the group preference based Bayesian personalized ranking algorithm to learn our model. In probability theory, Bernoulli distribution is usually used to calculate the probability of binary random variable. In our mashup-service implicit feedback matrix, I mi is either 1 or 0 depending on whether or not an interaction is observed between mashup m and service i. Therefore, we assume that the pairwise preferences obey Bernoulli distribution. Then, for a service i, the overall likelihood (OL) of pairwise preferences among all mashups is,
where (m, i) (n, i) and (m, i) ≺ (n, i) denote that service i is more and less appropriate to compose mashup m than mashup n, respectively. δ(x) denotes an indicator function,
Base on the above overall likelihood of pairwise preferences, the Bayesian personalized ranking (BPR) formulation [22] of mashup individual preference for a service i is: (12) where M + is the set of mashups that have positive feedback on service i, M − = M \ M + is the set of mashups that have not observed service i.
We assume that the mashup group preference G on a service i is more likely to be stronger than the mashup individual preference m on service i, which can be written as (G, i) (m, i). To investigate the impact of mashup group preference and mashup individual preference in a unifying manner, we integrate them linearly,
where, r Gmi is the combined preference of mashup group preference r Gi and mashup individual preference r mi . Note that 0 ≤ ρ ≤ 1 is a tradeoff parameter to combine the two kinds of preferences. The combined preference is stronger than the individual preference, namely, (
With the above assumptions and the mashup group preference based Bayesian personalized ranking, the formulation of our GPSRec model for a service i is as follows:
where G ∈ M i , M i represents the set of mashups sharing the same feedback on service i. For any two services, i and j, the joint likelihood can then be approximated via multiplication,
Then, we can obtain the following overall likelihood for all services, (16) Following [22] , we introduce the sigmoid function σ to formulate Pr(.),
where the sigmoid function σ is in the form of:
Next, Equation (16) can be represented as:
Furthermore, we add an L2 regularization term to the objective function to avoid overfitting. Therefore, the final objective function of our GPSRec model is as follows,
where
} is a set of model parameters to be learned, i.e., the weight of L meta paths. λ is a model specific regularization parameter. The model parameters can be learned from implicit feedback data by minimizing the objective function.
As Equation (20) is differentiable, stochastic gradient descent (SGD) [23] is a good choice to learn the parameters for evaluation. SGD is a widely used optimal method in machine learning and deep learning. It adopts an iterative strategy to update model parameters until convergence. It starts from the initial point and moves one distance at a time along the current point's negative gradient direction of the objective function. The gradient of Equation (20) with respect to θ is:
where r G mni = r Gmi − r ni . After obtaining the gradient, the model parameters can be updated as:
where η is the learning rate. Notice that the calculation and combination of similarity measurement for the GPSRec model can be done offline. The major time consumption lies in the process of model learning. Therefore, the time complexity of the proposed approach is O(|M | 2 |S||L||G|), where |M | is the number of mashups, |S| is the number of services, |L| is the number of built meta paths, and |G| is the size of mashup group which is usually small (e.g., |G| = 3 in our experiments). 
IV. EMPIRICAL EVALUATION
In this section, we carry out a series of experiments to answer the following research questions:
• RQ1. Is the hybrid similarity measurement really useful to enhance the recommendation results ?
• RQ2. Is adding more related attributes and considering the rich interactions among mashups helpful in improving the recommendation performance ?
• RQ3. How efficient is GPSRec ?
• RQ4. How large should the group size be ?
• RQ5. How to choose a learning rate ?
• RQ6. Is mashup group preference more effective than mashup individual preference ?
All experiments are conducted on a computer with 32GB memory running on Windows 10 64 bit.
A. DATASET DESCRIPTION
In our experiments, the real-world dataset is crawled from ProgrammableWeb in the range from June 2005 to December 2013. There are a total of 6958 mashups, 1272 services and 14731 interactions between mashups and services in our dataset. The density of the dataset is #interactions #mashups×#services = 0.167%. The detailed statistics of the dataset are shown in Table 1 . If a mashup invokes a service, which means we observed the mashup-service interaction, we set this feedback as 1; otherwise, we set it as 0.
B. EVALUATION METRICS
Herein, we use four metrics (e.g., Recall, Precision, Mean Reciprocal Rank (MRR) [24] , Normalized Discounted Cumulative Gain (NDCG) [25] ) to evaluate the performance of our approach. The detailed formulas of these metrics are as follows: In the following subsections, we aim to answer the 6 research questions. For each question, 50% of the historical invocation records are set as training data, and the rest are used as testing data. In addition, we vary the training data density from 10% to 90% to adapt the GPSRec model for different data sparsity. The settings of other parameters will be elaborated in each subsection.
C. RQ1: IS THE HYBRID SIMILARITY MEASUREMENT REALLY USEFUL TO ENHANCE THE RECOMMENDATION RESULTS ? 1) STUDY SETUP
To address this research question, we compare the performance of hybrid similarity measurement with other four similarity measurements (i.e., PC, NPC, RW and SRW). The hybrid similarity computation between mashups is based on the weighted summation of the four different similarity measurement methods. Weights can be determined via empirically testing a validation set. The weights of PC, NPC, RW, SRW are set to 0.4, 0.3, 0.2, 0.1, respectively. In this experiment, the training data density is set as 50%. The learning rate, group size and weight of mashup group preference are set as 0.0001, 3 and 0.7, respectively.
2) RESULTS
The comparison between all similarity measurement methods is shown in Table 2 . It could be found that the hybrid similarity measurement outperforms the other four similarity measurement methods steadily in all top recommendation results and evaluation metrics. This observation shows that measuring similarity from different aspects is indeed helpful in improving the recommendation results.
D. RQ2: IS ADDING MORE RELATED ATTRIBUTES AND CONSIDERING THE RICH INTERACTIONS AMONG MASHUPS HELPFUL IN IMPROVING THE RECOMMENDATION PERFORMANCE ? 1) STUDY SETUP
To tackle this research question, we compare the performance of GPSRec with other three approaches (i.e., NPC (6 meta paths), NPC (8 meta paths) and Hybrid (8 meta paths)). Types of 6 meta paths and 8 meta paths are presented in Table 3 . The details of the other three approaches are as follows:
• NPC (6 meta paths): It uses NPC to measure the similarity between any two mashups, and considers 6 kinds VOLUME 7, 2019 of meta paths. Then, it uses a Bayesian personalized ranking algorithm to learn the weights of every meta path. Finally, it recommends the ranked list of services for mashup creation.
• NPC (8 meta paths): It also applies NPC to measure the similarity between mashups, and builds 8 kinds of meta paths. Then, it utilizes a Bayesian personalized ranking algorithm to learn the weights of every meta path. Further, the personalized ranking services are recommended to mashup developers.
• Hybrid (8 meta paths): It exploits the hybrid similarity measurement method and designs 8 types of meta paths. Then, it employs a Bayesian personalized ranking algorithm to learn model parameters. Lastly, a set of ranked services are provided to mashup developers for service selection.
2) RESULTS
The performance comparison between the number of meta paths, hybrid similarity and mashups' interactions are shown in Fig.5 . It can be seen that when the number of meta paths is larger, we can obtain higher Recall, Precision, MRR, and NDCG values. That is to say, the performance of NPC (8 meta paths) is better than NPC (6 meta paths). The observation indicates that adding more related attributes of mashup/service is good to enhance the recommendation performance. Moreover, the performance of Hybrid (8 meta paths) is better than NPC (8 meta paths), and this further demonstrates that measuring the similarity between mashups from different aspects is useful to make better recommendations. Further, the performance of GPSRec is also better than that of Hybrid (8 meta paths), implying the consideration of the rich interactions among mashups is indeed helpful in improving the recommendation performance.
E. RQ3: HOW EFFICIENT IS GPSREC ? 1) STUDY SETUP
To answer this research question, we compare our approach with the following approaches:
• POPRank. This approach employs the popularity of services in mashups' invoking list to rank services for mashups [26] .
• SVD (singular value decomposition). This approach is a traditional matrix factorization technique in recommender systems [27] .
• BPRKNN. This approach employs K-Nearest Neighbor (KNN) to measure the similarity and uses a Bayesian personalized ranking algorithm to learn the model with implicit feedback data.
• BPRSVD. This approach employs SVD and uses a Bayesian personalized ranking algorithm to learn the model with implicit feedback data, which is proposed in [22] .
• PaSRec. This approach employs different types of meta paths in service related heterogeneous information network. It uses a Bayesian personalized ranking algorithm to learn the weights of meta paths, and recommends a set of services for mashup creation [17] .
Moreover, the training data density is an important factor to impact the performance of service recommendation. It represents how much mashups information, services information, and their invocation information is utilized. In order to study the impact of training data density, we vary the training data density from 10% to 90% and randomly select 10% of the remaining data to test the performance. Furthermore, the weight of the regularization term λ and the learning rate η are set as 0.001 and 0.0001 for the best performance. The parameters of other state-of-the-art baseline methods are set with the best performance.
2) RESULTS
In order to demonstrate the experimental results explicitly, we present the comparison results between all methods in Table 4 . In addition, the training data density and testing data density are set as 50%. It could be found in Table 4 , our GPSRec model outperforms the other five baseline methods in terms of four metrics (e.g., Recall, Precision, MRR and NDCG). Compared with PaSRec, the GPSRec model can obtain 6.18% to 8.18% improvement of Top-3 recommendation, 4.67% to 7.03% improvement of Top-5 recommendation and 1.00% to 5.96% improvement of Top-10 recommendation.
The overall performance comparison results under all training data densities are presented in Fig.6, Fig.7 and Fig.8 . It can be seen from the three figures, our GPSRec model always achieves the best performance under all percentages of training data. Concretely, BPRKNN presents the worst performance among all the approaches, because it simply ignores useful information such as network information and description information. Next, the performances of SVD and BPRSVD are better than BPRKNN due to the consideration of the latent factors of mashups and services. Moreover, BPRSVD achieves better performance than SVD, since BPRSVD introduces the concept of pairwise ranking and utilizes BPR to learn the model with implicit feedback data. POPRank outperforms BPRSVD for the reason that mashup developers tend to use prevalent services. PaSRec attains better performance than the aforementioned four baseline approaches owing to leveraging the heterogeneous information to obtain rich semantics. By considering more properties of the service network, measuring the similarities between mashups from different perspectives, and introducing the rich interactions among mashups, the performance of our GPSRec model is better than PaSRec.
F. RQ4: HOW LARGE SHOULD THE GROUP SIZE BE ?
As mentioned before, the mashup group preference is used to capture rich interactions between mashups. The group size affects the intensity of mashup interactions in our GPSRec model. Therefore, the question (i.e., how large should the group size be) needs to be studied.
1) STUDY SETUP
To answer this research question, we conduct an experiment on determining the optimal size of mashup group |G|. We vary the size of mashup group from 2 to 10 with a VOLUME 7, 2019 FIGURE 8. Impact of density (Top-10).
step value of 1. In addition, the training data density and the weight of mashup group preference are set as 50% and 0.7 respectively in this experiment. Figure 9 presents the results of group size determination. When changing |G| from 2 to 10, the Recall, Precision, MRR and NDCG values are first increasing and then decreasing. We can obtain the best performance at |G| = 3. The reason for this phenomenon is that when the group size is too small, GPSRec could not distinguish mashup preference very well. While an oversized mashup group could lead to training data deficiency, and thus lead to performance decreasing. That means using a relatively small mashup group improves the recommendation performance.
2) RESULTS

G. RQ5: HOW TO CHOOSE A LEARNING RATE ?
The learning rate determines the speed of updating the weights. If it is set too large, the training may make the result exceed the optimal value and not converge. If it is set too small, the optimization process will take a long time due to the too slow descent rate. Therefore, choosing an appropriate learning rate is pivotal.
1) STUDY SETUP
To tackle this research question, we vary the learning rate from 0.000001 to 1.0. In addition, the training data density, the group size and the weight of mashup group preference are set as 50%, 3 and 0.7 respectively in this experiment.
2) RESULTS Figure 10 shows the effects of learning rate on performance. When varying η from 0.000001 to 1.0, the Recall, Precision, MRR and NDCG values increase at the beginning, and start to decrease thereafter. The best performance under all evaluation metrics is achieved at η = 0.0001. The observation indicates that a relatively small learning rate is good for enhancing the recommendation results.
H. RQ6: IS MASHUP GROUP PREFERENCE MORE EFFECTIVE THAN MASHUP INDIVIDUAL PREFERENCE ? 1) STUDY SETUP
To address this research question, we treat ρ as a parameter to study the effectiveness of mashup group preference and mashup individual preference. ρ determines the weight of two preferences. In order to study the impact of ρ, we vary the weight of mashup group preference from 0.1 to 1.0 with a step value of 0.1. In addition, the learning rate, the size of mashup group and the training data density are correspondingly set as 0.0001, 3 and 50% in this experiment.
2) RESULTS
As presented in Fig.11 , GPSRec performs differently with different weights of mashup group preference and mashup individual preference. When increasing ρ from 0.1 to 1.0, it exhibits an upward trend followed by a downward trend. We can obtain the highest Recall, Precision, MRR and NDCG value at ρ = 0.7, which demonstrates the weight of mashup group preference is larger than that of mashup individual preference. This signifies that mashup group preference is indeed more effective than mashup individual preference.
V. RELATED WORK
Currently, most of the research work in service recommendation has focused on semantics based service recommendation, QoS based service recommendation, social network based service recommendation and information network based service recommendation. In the following, we will discuss them separately and present some of the representative work.
The semantics based service recommendation approaches tend to calculate the semantic similarity of services' description texts and recommend services with higher semantic similarity to users. Yao et al. [11] proposed a novel approach that unified collaborative filtering and content-based recommendations. Naïm et al. [12] proposed a new content-based recommendation system by combining probabilistic topic models and pattern mining to capture the maximal common semantics of sets of services. Bassiliades et al. [13] introduced a recommendation method developed on the ontology to match and rank the best cloud service for the application developers. Hu et al. [14] designed a dynamic programming and variable length genetic algorithm to recommend more suitable services for users.
The QoS based service recommendation approaches focus on employing traditional collaborative filtering or matrix factorization methods to predict QoS values for the service, and then select a high-quality service to recommend to the user. Wu et al. [7] proposed a missing QoS prediction approach by exploiting the embedding techniques and factorization machine. Xu et al. [8] proposed two novel prediction models by employing the geographical information of users and the affiliation information of services. Su et al. [9] proposed a trust-aware approach for reliable personalized QoS prediction by clustering the users and services, calculating the reputation of users, and combining the QoS data of the trustworthy similar users and similar services. Li et al. [10] proposed a new QoS-aware Web service recommendation system by considering the contextual feature similarities of different services and using an enhanced matrix factorization method.
The social network based service recommendation approaches pay attention to recommending service to users via link prediction techniques from the perspective of complex social networks. Kalaï et al. [3] proposed a trusted friend detection mechanism and a Web service social recommendation mechanism in a social network by considering the dynamic of the users' interactions, the similarity of their interests and the expertise of the trusted friends. Wang et al. [4] presented a contextual social network model that considered both participants' personal characteristics and mutual relations. Further, they proposed an innovative probabilistic approach that considered cycles and information updates to social context-aware trust inference in social networks. Ren et al. [5] put forward a service combination and selection method by using service interaction and collaborative data on cloud platform. Yu et al. [6] proposed a personalized Markov chain based approach by considering the potential product bundling relationship and the related semantic features.
Recently, the attention of most studies are transferred to recommending services via employing information networks. Wan et al. [15] built a heterogeneous network consisting of mashups, services and their attributes, and proposed a novel framework to improve mashup discovery. Yu et al. [16] studied the entity recommendation problem in heterogeneous information networks, and proposed to combine various relationship information from the network with user feedback to provide high quality recommendation results. Liang et al. [17] proposed a Bayesian personalized ranking based approach to recommend services to mashup developers by using various types of relationships between mashups and services.
However, the shortcoming of the semantics based service recommendation approaches is the lack of variety in the type of exploitable data. The weakness of QoS based service recommendation approaches lies in that the QoS information is difficult to collect, and the QoS of services change over time and is subject to network environment. The drawback of social network based service recommendation approaches is the limitation of applications in the scenario of service recommendation. Most of the information networks based approaches mainly consider one or two related attributes of mashups/services and relationships between mashups/services, and lack of considering the interactions among mashups and services. Our approach considers the heterogeneous information, the diverse meta paths with different semantic meanings, the hybrid similarity, and the rich interactions among mashups to recommend a list of personalized ranking services for mashup creation.
VI. CONCLUSION
In this paper, we propose a service recommendation method for mashup creation with mashup group preference. The historical invocation experience is firstly exploited to build the implicit feedback matrix between mashups and services. Then, mashups, services and their related attributes are applied to constitute the heterogeneous information network and the diverse meta paths with different semantic meanings. Moreover, a hybrid similarity measurement is used to measure the similarity between two arbitrary mashups. Furthermore, a mashup group preference is utilized to capture the rich interactions among mashups. Finally, a mashup group preference based Baysesian personalized ranking algorithm is used to learn the model and make personalized service recommendation for different mashup developers. Comprehensive experiments are carried out on a real-world dataset, which demonstrates the factors we consider are indeed helpful for improving the recommendation performance. The effectiveness of our GPSRec model is further validated by comparing with other state-of-the-art baseline approaches. The impact of group size, learning rate and the effectiveness of mashup group preference are also studied in the empirical evaluation section.
For future work, we will attempt to combine heterogeneous information between mashups, services and their related attributes with neural network techniques (e.g., network embedding and attention) to further improve the performance of service recommendation. In addition, the popularity of services can also be taken into account for ranking. 
