This paper addresses the problem of state estimation for nonlinear systems by means of the unscented Kalman filter ͑UKF͒. Compared to the traditional extended Kalman filter, the UKF does not require the local linearization of the system equations used in the propagation stage. Important results using the UKF have been reported recently but in every case the system equations used by the filter were considered known. Not only that, such models are usually considered to be differential equations, which requires that numerical integration be performed during the propagation phase of the filter. In this paper the dynamical equations of the system are taken to be difference equations-thus avoiding numerical integration-and are built from data without prior knowledge. The identified models are subsequently implemented in the filter in order to accomplish state estimation. The paper discusses the impact of not knowing the exact equations and using data-driven models in the context of state and joint state-and-parameter estimation. The procedure is illustrated by means of examples that use simulated and measured data.
I. INTRODUCTION
The problem of parameter estimation using the method of least squares has been known since the days of Gauss. Given a set of equations that suposedly described the movement of the planets, it was desired to find parameter values such that the set of equations and parameters fitted the available data in the best way possible, according to some criterion ͓1͔. If some assumptions are made, the least-squares estimator provides a solution to the problem above.
The state estimation problem is somewhat the opposite. Instead of estimating the parameters from a set of independent variables, state estimation will provide the independent variables ͑states͒ given the parameters and a measured signal. A solution to this problem, in the linear case, is provided by the Kalman filter ͑KF͒ ͓2͔.
In the case of nonlinear systems, the Kalman filter is inadequate. A way to overcome such a shortcoming is to linearize the system equations at each iteration and simply run the standard KF. This procedure is known as the extended KF ͑EKF͒. Intuitive as it may be, this procedure is prone to a number of numerical difficulties and it is known to fail for strongly nonlinear systems, that is, systems that will not be well approximated by a linear one.
The challenges of estimating states and eventually some parameters of nonlinear systems has received great attention recently ͓3͔. In particular, alternatives to the EKF have been sought, such as the unscented KF ͑UKF͒ proposed in the mid-1990s ͑see ͓4͔ and references therein͒ and which has already attracted attention in the context of nonlinear dynamics ͓5,6͔. As shown in the cited references, the UKF is a very promising and powerful tool and seems superior to the EKF in various respects.
Given that the UKF has great potential for real applications, this paper will address the UKF in a context that is somewhat more realistic than previously studied. In the former works, the dynamical equations-that governed the systems for which the states and eventually parameters were to be estimated-were assumed known. In order to handle such differential equations in the context of the filter, numerical integration was necessary. In this paper the models are not assumed known. Rather, the starting point is a set of noisy data from which a set of difference equations are built and which are used to implement the UKF. As a by-product, because the models are discrete time, no integration is required. In real-time applications this feature is most welcome. In the literature, one simulated ͑no noise added͒ example was found that used a feedforward neural network and it refers to the Mackey-Glass chaotic time series ͓8͔.
In this paper the model-bulding and filtering stages are illustrated using two examples: the simulated Lorenz system and an electronic oscillator from which data were actually recorded.
This paper is organized as follows. The problem of state estimation using the KF, EKF, and UKF is briefly reviewed in Sec. II. Model building from data is reviewed in Sec. III. Section IV reports the results obtained using the Lorenz system and an electronic oscillator. Finally, Sec. V discusses the main points of the paper.
II. STATE ESTIMATION
The state estimation problem for the system x͑k͒ = Ax͑k − 1͒ + Bu͑k − 1͒ + w͑k − 1͒, y͑k͒ = Cx͑k͒ + r͑k͒, where A R nϫn , B R nϫp , and C R mϫn are constant matrices, can be described as follows. Suppose that the only known data are the initial conditions x͑0͒ R n , the measurements y͑k͒ R m , and the control inputs u͑k͒ R p . Process noise w͑k͒ R n and measurement noise r͑k͒ R m are assumed white, Gaussian, and mutually independent with covariance matrices Q and R, respectively 1 . If there are no exogenous signals, then simply u͑k͒ = 0 ∀ k. It is desired to obtain an estimate for the state vector x͑k͒, k =1, 2,….
The standard solution to this problem is the classical Kalman filter ͓2͔
x ͑k͉k − 1͒ = Ax ͑k − 1͉k − 1͒ + Bu͑k − 1͒, ŷ ͑k͉k − 1͒ = Cx ͑k͉k − 1͒, P͑k͉k − 1͒ = AP͑k − 1͉k − 1͒A T + Q͑k͒,
where K is the Kalman gain matrix, the carets indicate the mean ͑conditional expectations͒ of the corresponding density function, and P is the covariance matrix of the vector of estimation errors. Moreover, the notation z͑k ͉ k −1͒ indicates the value of the quantity z at time k computed based on information available up to time k − 1. Likewise, z͑k ͉ k͒ indicates the value of z computed at time k using information available up to and including time k.
The first equation in ͑1͒ shows how the state at time k − 1 is propagated to time k and the second equation shows how the propagated state maps onto the output. Similarly, the third equation shows how the estimation error vector covariance matrix propagates from time k − 1 to time k. A key remark here is to notice that such propagations are made using the linear dynamical model available for the system represented by matrices ͑A , B , C͒.
On the other hand, the two equations in ͑2͒ show how the current values, that is, at time k, of the state vector and its covariance matrix can be updated after new informationcontained in the measured value y͑k͒-becomes available.
A. The nonlinear case
If the system is nonlinear and described by x͑k͒ = f"x͑k − 1͒,u͑k − 1͒,w͑k − 1͒…,
the best would be to propagate the entire probability density function and then take expectations. This is impractical, but the state vector of the system can be comfortably propagated using the model ͑3͒. Having proceeded thus, it is straightforward to use the first equation in ͑2͒ to update the state vector when the new measurement becomes available. Unfortunately, the equations that describe the propagation of P, P xy , and P yy , together with the linear state propagation equations, as stated in Eq. ͑1͒, are valid only for linear systems. It is interesting to notice that the other equations remain valid even in the nonlinear case. The traditional approach to propagate the covariance matrices in the nonlinear case has been to linearize the model ͑3͒ at each step and then apply the Kalman filter equations. This results in the wellknown extended Kalman filter
It is vital to realize that in the EKF the nonlinear model can and should be used to propagate the state and output vectors ͓first two equations in ͑4͔͒ and to update the state vector. However, the remaining equations of the filter must be computed using linearizations that, depending on the application, are prone to a number of numerical problems.
B. The unscented Kalman filter
To see the key contribution of the UKF, consider the vectors of random variables x and y that are related by a nonlinear function as y = f͑x͒. If a sufficiently large number of realizations of x and y are available, then the sample means x and ȳ and covariances P, P yy , and P xy can be readily computed regardless of the function f.
Based on this remark, a solution to the problem in the case of nonlinear systems would be to actually propagate a large set of state vectors and subsequently to numerically compute means and covariances. The problem with this approach, however, is the great number of such vectors that would be required in order to 1 It is important to emphasize that Q and R play the roles of lower bounds for P ͑and consequently for P xy ͒ and P yy , respectively.
2
In this case x would be state vectors prior to propagation, and y would be the corresponding images after propagation using the system dynamical model f.
have a reliable estimate of means and covariances. Moreover, because the ͑approximately͒ propagated probability density function will most likely not be Gaussian, other moments besides the mean and covariance would be necessary to fully specify it.
Such difficulties have been partially circumvented by the use of the unscented transformation ͑UT͒ ͓4͔. The UT reduces the potentially large number of state vectors to a small representative group, which have been named sigma points. The main idea is to determine a small number of sigma points ͑actually vectors͒-X i , i =0,1,… ,2n a , where n a is the dimension of the augmented state vector-that by construction has the same mean and covariance as x, that is, mean͕X i ͖ = x and cov͕X i ͖ = P, and then to propagate the sigma points using the model Y i = f͑X i ͒. Subsequently, the mean and covariance of the new set of points Y i should be numerically determined. The values thus computed become working estimates for the mean and covariance of the random vector y, respectively, that is, mean͕Y i ͖ Ϸ ȳ and cov͕Y i ͖ Ϸ P yy .
Recall that, in the case of the UKF, n a =2n + m is the dimension of the augmented state vector which is composed by the concatenation of the original state, process, and measurement noise variables; thus
3 Consequently, the covariance matrix of the vector of estimation errors must refer to this augmented state vector and henceforth it will be referred to as P a R ͑2n+m͒ϫ͑2n+m͒ , that is,
The sigma points can be chosen as
with associated weights given by
where i =1,… , n a and ͓ͱ͑·͔͒ i is either the ith row or column of the matrix square root. 4 For the sake of simplicity the following choices are made: = ␣ 2 ͑ + n a ͒ − n a =0 ͓4,5͔ ␣ =1, = 0, and ␤ =2 ͓8͔. Choosing the sigma points as indicated in ͑6͒ guarantees exact matching of the first two moments ͑mean and covariance͒ and, because the state distribution was assumed symmetrical, the third moment is also exactly matched, since it is zero. Other schemes to choose sigma points and the respective implications for the filter have been discussed in ͓4͔. Therefore, the unscented Kalman filter equations can be expressed as ͓4,8͔
with i =0,… ,2n a and where X i a ͑k −1͉ k −1͒ are given by ͑6͒ and
The updating equations are
In closing this section, it is important to notice that the updating equations of the three filter algorithms are the same, 3 In the particular case of purely additive process and measurement noise, both the state vector and the estimation error covariance matrix need not be augmented since an alternative form of the algorithm can be used which reduces computational costs and increases numerical robustness ͓8͔. that is, Eqs. ͑2͒, ͑5͒, and ͑9͒. On the other hand, the state vector propagation is carried out using the linear model for the KF, using the Jacobian-that is, it is locally approximate only-for the EKF and using the full nonlinear model in the case of the UKF. 5 For details on Kalman filtering in general, the reader is referred to ͓7͔ and for the UKF see ͓4,8͔ and references therein. Recently, the UKF has been analyzed in the light of Bayesian theory ͓6͔ and it has been classified as a -point Kalman filter algorithm ͓9͔. The latter expression refers to a group of nonlinear filters that make implicit the use of a deterministic sampling approach and a statistical linearization technique called weighted statistical linear regression so as to obtain the optimal terms used in ͑9͒.
C. Simultaneous state and parameter estimation
An important characteristic of the EKF and UKF algorithms is that they can be readily used to jointly estimate the system states and parameters. Once the algorithms are able to deal with nonlinear dynamical evolution, it is easy to consider a parameter as a "virtual" state that has to be estimated. Often it is expected that the system parameters do not vary or, if they do, the variation is much slower than that of the system state. This can be mathematically represented by rewriting Eq. ͑3͒ as x͑k͒ = f"x͑k − 1͒,͑k − 1͒,u͑k − 1͒,w͑k − 1͒…,
where ͑k͒ R n is the vector of parameters to be estimated with covariance matrix P R n ϫn and v͑k͒ R n corresponds to a Gaussian, zero-mean, white noise term, with covariance matrix Q R n ϫn , that accounts for the uncertainty in the estimated parameters.
6 Indeed, Eqs. ͑10͒ describe an extended system, whose extended state vector is
In the UKF algorithm, in order to take into account the effect of process and measurement noise, together with uncertainty in the parameter estimates, by considering them as unknown perturbations to the nominal dynamical equations ͓5,8͔, the augmented extended state vector for the extended system ͑10͒ is
and x ext a ͑k͒ R n a where n a =2n +2n + m. It is important to note that, for jointly estimating states and parameters using Eqs. ͑10͒, the matrix P a in Eq. ͑6͒ must be changed to P ext a ; and the matrix P in Eqs. ͑8͒ and ͑9͒ must be changed to P ext . These extended covariance matrices are defined as
where P R nϫn is the covariance matrix of the vector of state estimation errors, already defined in ͑1͒. This distinction is necessary so that the noise means and covariance matrices will not change during the iterations of the UKF algorithm, and only P ext will evolve dynamically. This behavior is consistent with the assumption that the noise signals are independent from x͑k͒, ͑k͒, and y͑k͒.
III. NONLINEAR MODEL BUILDING FROM DATA

A. The nonlinear representation
In this paper, the system will be modeled using a multivariable nonlinear autoregressive moving average ͑NARMA͒ model of the form ͓10͔
where
In Eq. ͑11͒ n e is the maximum lag considered for the noise terms, and y͑k͒ is a vector of m measurements taken at time t = kT s obtained by sampling the continuous data y͑t͒ with sampling time T s . e͑k͒ accounts for uncertainties, possible noise, unmodeled dynamics, and so on. For each signal, f ᐉ ͓·͔ is some nonlinear function of y͑k͒ and e͑k͒. In this paper, f ᐉ ͓·͔ is taken to be polynomial with maximum degree ᐉ, but, of course, many other representations are available in the literature.
It is pointed out that the standard least-squares estimator cannot handle noise in the independent variables without incurring bias. The use of noise terms in addition to the extended least-squares estimator is effective in handling such a situation and avoiding bias. This problem has been recently reviewed in ͓3͔.
Equation ͑11͒ represents an autonomous multivariable system with m outputs and no inputs. In both examples to be discussed in the present work m = 3, but the extension for m Ͼ 3 is rather obvious. Therefore, the models take the following general form;
In fact, not the state vector but the sigma points are propagated in the case of the UKF. 6 An estimate of Q can be obtained as a by-product of the modelbuilding process, as described in Sec. III. Different approaches, namely, fixed or time-varying Q , can be used to tune the EKF or UKF convergence rate and parameters tracking performance ͓8͔. For the sake of simplicity, in the present work Q will be taken as a constant matrix.
where i ͑k͒, i = 1, 2, 3, are the residuals, also known as the one-step-ahead prediction errors. The model ͑12͒ clearly has three outputs. However, it is interesting to notice that for a given equation, the other outputs appear as exogenous inputs. For this reason, the modeling procedure can be dealt with as three multi-input singleoutput ͑MISO͒ problems that together must compose an autonomous model of the underlying dynamics. Consequently, in what follows the formula relates to the MISO case.
B. Parameter estimation
Having defined which representation to use, the identification of a model consists roughly of two steps, namely, structure selection and parameter estimation.
Any equation of ͑12͒ can be expanded into polynomials and, if taken along the available data, can be expressed in matrix form as y = ⌿ + , where ⌿ R Nϫn contains both independent variables, one-step-lagged dependent variable, and residuals; R n , the caret indicates estimated values, y = ͕y͑k͖͒ k=1 N , and = ͕͑k͖͒ k=1 N is the vector of residuals. Having decided which regressors to use, the n -dimensional parameter vector can be estimated by minimizing the quadratic cost function J ELS ͑ ͒ = T using orthogonal extended least squares ͓11͔, which effectively overcomes two major difficulties, namely, ͑i͒ numerical ill conditioning and ͑ii͒ structure selection. This amounts to selecting the columns of the regressor matrix ⌿. A criterion for structure selection that has proved helpful in many situations involving both real and simulated data is the error reduction ratio ͑ERR͒ ͓10͔. This criterion is a welcome by-product of the procedure outlined above. Complementary procedures have also been proposed in the literature ͓12,13͔.
C. Structure selection
The regressors of model ͑12͒ may contain any combination of lagged outputs. In the present case, the number of such combinations is determined by the values of ᐉ and n i . Some kind of mechanism is called for in order to automatically choose the best n regressors to compose the model. This problem is often referred to as model structure selection and must be judiciously accomplished regardless of the mathematical representation being used.
An important remark concerning structure selection is in order. In certain mathematical representations for which the base functions are of the same kind-for instance, radial basis function ͑RBF͒ models-or in the case of networks for which the activation functions could be the same, the problem of structure selection is basically one of deciding on the size of the model, that is, the "optimal" number of base functions or nodes in the hidden layer. This problem is somewhat easier to solve and has been addressed in different ways, such as the use of the description length for both RBF ͓14͔ and neural network models ͓15͔; error reduction ratio, regularization combined with the predicted residual sum of squares statistic for RBF models ͓16͔, and multiobjective optimization for neural networks ͓17͔. All such criteria are based on either statistics or information criteria but are not directly connected to the resulting dynamics. Recently, some guidelines have been suggested to use dynamical information ͑symmetry͒ in order to assist the model-building process for RBF and neural network models ͓18͔.
In the case of other model representations, as the one used in this paper, for which the basis functions are different, then it does not suffice to decide on the size of the model, but also, and primarily, it is necessary to decide which type of basis functions are required. When this is the case, it has been shown that a wrong type of basis functions ͑called term cluster͒ can have a very strong effect on the dynamics of the model, without necessarily affecting the statistics ͓12,19,20͔. All the aforementioned representations have been compared on a set of real data in a recent paper ͓21͔.
D. Models for UKF implementation
It should be noticed that the dynamical model needed to implement the UKF will be used to perform two tasks, as seen in Eqs. ͑8͒ and ͑9͒. First, the model is used to predict the entire state vector from the single measured variable that drives the filter plus the other components of the state vector that must be totally estimated by the filter, as illustrated in Fig. 1 . 7 In the second place, the model is used to propagate the sigma points as an approximate way to estimate how mean and covariance are affected by the system.
Having realized the different roles of the model within the filter, a number of remarks are in order.
From a dynamical point of view, the model should provide good predictions of the full state vector at time k, that is, x ͑k͒, given the scalar signal that drives the filter x i ͑k͒ at time k and the estimates of the state variables provided by the filter at time k − 1, that is, x j ͑k −1͒, j =1,… , n. Because the model does not need to produce free-run predictions, the 7
In the examples investigated in this paper only one variable was used to drive the filter. This role can also be performed by any generic nonlinear function͑s͒ of the state variable͑s͒. requirements on its dynamics are less exacting as, for instance, when free runs are used to reconstruct attractor properties. Therefore, it is unnecessary to require that the model dynamics be topologically equivalent to the original dynamics. Moreover the dynamical inaccuracy of the model is somewhat compensated by the dynamical information provided by the measured variable that drives the filter.
From a static point of view, the model is used to propagate the sigma points. In this respect the dynamical features are not important but the nonlinearity of the model should be adequate. A poor approximation of the nonlinearity would have the effect of mapping the sigma points incorrectly and this could eventually alter significantly the covariance matrix and, in turn, the filter stability. Therefore if the system cannot be correctly approximated by a given model representation, a different one should be tried.
IV. NUMERICAL EXAMPLES
A. The Lorenz system
This example will consider the well-known Lorenz system ͓22͔ which has also been studied in the context of state and joint parameter estimation in ͓5͔
with 1 = 12, 2 = 40, and 3 = 4. The set of equations ͑13͒
was integrated with ␦t = 0.01 using a fourth-order RungeKutta algorithm with initial condition x͑0͒ = y͑0͒ = z͑0͒ = 0.1. After integration, three independent and Gaussian distributed realizations of white noise were added to each state variable. The noise distributions were zero mean and had a standard deviation equal to 10% of the respective state variable. The resulting data are shown in Fig. 2͑b͒ . These data are the starting point of this example.
Global modeling
One thousand observations of each state variable ͑ob-tained by decimating the integrated data by a factor 2, to yield data sampled at T s =20 ms͒ were used in the modelbuilding stage. These data are shown in Fig. 2͑b͒ where only the deterministic part of the model is shown. The stochastic part, used during parameter estimation, in order to avoid bias is not shown nor used in the filter. The attractor to which Eq. ͑14͒ settles under free-run simulation is shown in Fig. 3͑a͒ .
State estimation
In the following, model ͑14͒ was used as part of the UKF ͓see Eqs. ͑8͒ and ͑9͔͒ to estimate the three components of the Lorenz attractor. It should be noticed that in this example the state vector is composed thus x = ͓x͑k͒ y͑k͒ z͑k͔͒ T . Model ͑14͒ was used as an approximation to the function f. Because only the state x͑k͒ was chosen to drive the filter, function h was defined as the vector C = ͓1 0 0͔.
The estimation result is shown in Fig. 3͑b͒ . An important point to notice is that only the noisy sampled sequence x͑k͒ was presented to the UKF to reconstruct the three components shown in Fig. 3͑b͒ . Therefore the three components are only needed during the model-building phase. From then on,
FIG. 2. Lorenz attractor obtained by numerical integration of
Eq. ͑13͒ with 1 = 12, 2 = 40, and 3 = 4 and initial conditions x͑0͒ = y͑0͒ = z͑0͒ = 0.1. ͑a͒ Noise-free and ͑b͒ with 10% Gaussian white noise added to each component. only one component is used to drive the filter, and consequently to estimate the full state vector. Figure 4 shows the true state obtained by integration of the Lorenz equations ͑13͒, y͑t͒, t = kT s , and the states ŷ ODE ͑k͒ and ŷ NAR ͑k͒ estimated by UKF using the theoretical ͑13͒ and identified ͑14͒ models, respectively. Table I summarizes the UKF performance for various noise levels and for both additive and multiplicative noise. In the case of additive noise model ͑14͒ was used to propagate the sigma points. A counterpart model ͑not shown͒ was obtained from data with multiplicative noise. The table also includes the rms estimation error when the theoretical model ͑13͒ was used in the filter. It is vital to realize that the same identified model ͓see Eq. ͑14͔͒ was used in all examples of additive noise and that the model obtained from data with multiplicative noise was always used in the examples that considered that type of noise. As stated before, such models were obtained from data sets composed of the three state components with 10% noise ͑additive and multiplicative͒. The higher noise levels indicated in the table correspond to noise added to the x component used to drive the filter, in the case of additive noise, or to noise included in the first differential equation in ͑13͒, in the case of multiplicative noise.
In view of Table I , it would be tempting to say that the UKF with the identified model is quite competitive especially at high noise levels. However, it should be noticed that in practice the theoretical ordinary differential equation ͑ODE͒ model will not be available in general and some type of identified model is required.
It is important to remark that, whenever the identified model ͑14͒ was used, or its counterpart in the case of multiplicative noise, the process noise covariance matrix was taken such that Q 0. Otherwise, the small model imperfections added to the high sensitivity to initial conditions of chaotic systems led to bad tracking performance after the convergence of the filter. Hence Q was taken to be a diagonal matrix with elements equal to the variance of the one-step-FIG. 3. Lorenz attractor obtained ͑a͒ by free-run simulation of Eq. ͑14͒ with initial conditions x͑0͒ = y͑0͒ = z͑0͒ = 0.1 ͓model ͑14͒ was obtained from the data shown in Fig. 2͑b͔͒ and ͑b͒ by the UKF with Eq. ͑14͒ from the single variable x͑k͒. The transient at the beginning was included in the plot to give an idea of how quickly the filter settles.
FIG. 4. ͑a͒
Window of data corresponding to the y component of the Lorenz attractor and ͑b͒ estimation error. In the plot ͑·͒ is the true ͑obtained by integration of the differential equations͒ value y͑t͒, t = kT s , ͑-͒ and ͑--͒ indicate, respectively, the state estimated by the UKF from the single variable x͑k͒ with Eq. ͑14͒, ŷ NAR ͑k͒ ͓e NAR ͑k͒ for plot ͑b͔͒, and with Eq. ͑13͒, ŷ ODE ͑k͒ ͓e ODE ͑k͒ for plot ͑b͔͒.
ahead prediction errors obtained by simulation of model ͑14͒. In a sense, matrix Q thus obtained quantifies model uncertainties.
Finally, it is interesting to notice that in Table I the estimation error of the z variable is significantly less than for x and y. Also, the errors related to such variables are rather similar being the error of x slightly smaller than the error related to y. This is in good agreement with the estimates of the ͑normalized͒ observability indices ␦ z = 1.00, ␦ y = 0.37 and ␦ x = 0.30 ͓27͔. In fact, such indices indicate that y is slightly more observable than x, but clearly show that z is significantly more observable than the other two. An important remark is that it is well known that such indices have a local character, rather than global. This is consistent with the fact that the performace of the filter depends quite strongly on the "local" performance of the model.
B. An electronic oscillator
This example considers an actual implementation of an electronic oscillator known as Chua's circuit ͓23͔. In the gyrator-based implementation used, the frequency of the main peak in the spectral power density is around 1.6 Hz ͓24͔. This enabled collecting the data with a sampling time of T s = 30 ms.
Global modeling
As for the case of the Lorenz system, only 1000 observations of each state variable were used to build the model, according to the procedure briefly reviewed in Sec. III. The data used to build the model are shown in Fig. 5 . The automatic structure selection scheme followed by an orthogonal extended least-squares estimation routine yielded the following model: As before, only the deterministic part of the model is shown.
It is important to notice that model ͑15͒ cannot produce a mathematically symmetrical attractor because it includes even parity terms ͓25͔. When symmetry conditions were imposed during modeling, the new model did not settle into the double-scroll attractor and, for the reasons discussed in Sec. III D, state estimation results did not improve. Besides the polynomial model ͑15͒ multilayer perceptron ͑MLP͒ neural networks were trained from the same set of data. Three networks were trained, one for each state variable. The input layer in each case was the same, namely, ͓x͑k −1͒ , y͑k −1͒ , z͑k −1͔͒
T . The activation functions of the nodes in the single hidden layer were hyperbolic tangent and the single output node was linear in all three networks. In this paper we discuss the results obtained by two set of net- works. The first set was composed of three fully connected networks with two nodes in the hidden layer and the second was composed of three fully connected networks with seven nodes in the hidden layer. Such neural models will be referred to as MLPs2 and MLPs7, respectively. Briefly, MLPs2 also settled to a limit cycle and MLPs7 showed a very long chaotic transient-consistent with the double-scroll attractor-before settling to a spiral strange attractor.
For the reasons discussed in Sec. III D, it was believed that all the estimated models-͑15͒, MLPs2, and MLPs7-could be competitive in the implementation of the UKF. However, it was desired to verify if models with improved global dynamics would outperform locally optimal models. In order to investigate this issue slight changes were implemented in model ͑15͒ a posteriori, as described in the following paragraph.
The free run of model ͑15͒ settles to the attractor shown in Fig. 6͑a͒ . Such an attractor seems to be close to a genuine solution of the system in the sense that it could be the "stable version" of one of the unstable periodic orbits that compose the original attractor. When this is the case, it has been argued that the model can be perturbed ͑this can be done in different ways͒ in order to become chaotic ͓26͔. In the present case this is achieved by slightly increasing the underlined parameter. For instance, if 0.924 274 41 is used, model ͑15͒ settles to the double-scroll attractor shown in Fig. 6͑b͒ . 8 In what follows we shall refer to this as the perturbed double-scroll model.
State estimation
The UKF with the identified model ͑15͒ was used to estimate the full state vector of the electronic circuit using only the x component to drive the filter. The following situations were tested: ͑i͒ using ͑15͒ as obtained from the modeling step; ͑ii͒ slightly perturbing the underlined parameter of ͑15͒ in order to approximate the resulting attractor to the original double scroll attractor; ͑iii͒ using ͑15͒ but jointly estimating the three parameters in italic ͑which correspond to the terms of each equation with higher ERR index; see Sec. III C͒; ͑iv͒ the same as in ͑i͒ but using a null process noise covariance matrix Q.
It is important to declare that in the aforementioned situations, except in ͑iv͒, Q was taken as a diagonal matrix with elements equal to the one-step-ahead prediction error variance of the respective model. 9 This is analogous to what was done in the example of the Lorenz system. In case ͑iii͒, where three parameters were also estimated, the elements of Q were taken as the corresponding parameter variances obtained as a byproduct from the extended least squares estimator used during modeling step. The results are summarized in Table II. The very low values of rms for the estimation errors of the x component are a consequence of low measurement noise in our experimental setup and due to the fact that the x variable is used to drive the filter.
An interesting remark that can be made based on the results of Table II is that although the perturbed model is, in a sense, closer to the original system ͑for instance, both have a positive Lyapunov exponent͒, the unperturbed model-
8
Other parameter values were tested for perturbing model ͑15͒ in order to obtain the double-scroll attractor. Nevertheless, the greater the disturbance ͑i.e., the farther from the optimal set of parameters͒ the worse the performance of the UKF in estimating the states, although the model might display improved global features.
9
Obtained by one-step-ahead simulation using each model. which has a lower one-step-ahead prediction error-is better suited for the UKF. When the UKF was implemented using ͑15͒ then, quite naturally, the UKF estimates also settled to the same attractor ͑possibly just a limit cycle͒ shown in Fig. 6͑a͒ . This explains the very high values of rms for situation ͑iv͒ shown in Table  II . This problem can be circumvented by setting a lower bound for the covariance matrix P by properly setting the process noise covariance matrix Q. Otherwise, when convergence was achieved, the trace of matrix P would tend to zero. In so doing the filter remains more active and the most recent measurements gain more weight compared to the model and as a result the UKF settles to a double-scroll attractor ͓see Fig. 7͑a͔͒ . In other words, there are two important sources of information in the filter: on the one hand, there is the model that propagates the sigma points and, on the other hand, there are the measurements. Suitably defining Q and R is a way of weighting differently these two sources. So as to express lack of confidence in the model, the trace of Q should be increased. Similarly, the trace of R ought to be directly related to the degree of uncertainty in the measurements.
When parameters are estimated in addition to the states, the estimated parameters converge to the values obtained during the modeling stage as indicated in Fig. 8 . Consequently situations ͑i͒ and ͑iii͒ have close performance indices in Table II.  Table III summarizes the UKF performance when extra white Gaussian noise is added to the x component in the case of polynomial and neural models. As can be seen, the UKF implemented with the neural model with seven hidden nodes is significantly more robust to noise than the filters implemented with the other models. At first sight this could seem inconsistent with the results shown in Table II where MLPs7 has the highest error for the x variable. It should be noticed however that this weakness of MLPs7 does not appear in Table III because the filters are driven by the x variable, that is, poor performance in predicting the driving signal is not as serious as poor performance in predicting the remainder of the state vector, in which case the predictions are all we have.
V. DISCUSSION AND CONCLUSIONS
This paper has addressed state estimation for nonlinear systems. Two examples were considered: the Lorenz system and an electronic oscillator. The former was simulated and the latter used data actually recorded from the implemented circuit. These two systems were also studied recently in the context of UKF state and joint parameter estimation ͓5,6͔.
The procedure followed in this paper is innovative in two ways. First, the UKF was implemented using discrete models. Consequently no numerical integration is required in the propagation stage of the filter. Second, the used models were built from data only. Therefore, in each example the starting point was simply and only three time series ͕x͑k͒ , y͑k͒ , z͑k͖͒ 1 1000 . For the Lorenz example, such data were contaminated with 10% noise both additive and multiplicative. In the case of the actual oscillator, such data were measured and digitalized using a 12-bit analog-to-digital converter. In both examples considered in this paper, in the state estimation stage, only one variable ͓x͑k͔͒ was used to drive the filter. Therefore the situation investigated in this paper corresponds to a context in which only a short test is needed to measure the complete state vector. From the data collected during such a test the model is built and from then on only one variable needs to be recorded in order to estimate the complete state vector. This also explains why noise levels different from the modeling data were investigated in the problem of state estimation.
As mentioned before, the corresponding filters were driven by the x͑k͒ component only. Attempts were made using components y͑k͒ and z͑k͒ to drive the filter. In the case of the Lorenz system, driving the filter with y is also fine. However, due to symmetry, driving the system with z yields estimates of x and y that can turn out to be the opposite of the actual variables. This is also true when the filter is driven by the y variable for the electronic oscillator. This is due to the fact that observing such systems from such variables results FIG. 7 . The estimated double-scroll attractor of the implemented electronic oscillator. Estimation was performed by the UKF with model ͑15͒ and the x component driving the filter. ͑a͒ Full state vector; ͑b͒ detail of the z component ͑-·-͒ measured data, and ͑-͒ estimated component ẑ͑k͒. In the plot ͑a͒ the transient at the beginning was also included to give an idea of how quickly the filter settles.
in the superposition of fixed points ͓25͔. Namely, from the z variable it is only possible to distinguish two fixed points of the Lorenz system and observing the double-scroll attractor from the y variable only one fixed point can be distinguished. Finally, driving the filter with the z variable, in the case of the electronic oscillator, no convergence was attained. The specific reasons for this remain somewhat unclear.
For the electronic oscillator not only state estimation but also joint state and parameter estimation were performed. It was noticed that the parameter values estimated by the filter were very close to those estimated by the extended least squares estimator, thus confirming a fact known from theory. Therefore, in both cases, the obtained parameters led to limit cycle attractors.
Although the model quality does have a direct bearing on the filter performance, it was noticed that setting a proper process noise covariance matrix Q was very important. For instance, when a model that settled to a limit cycle rather than to a chaotic was used in the filter, the filter too converged to a limit cycle, even when the driving signal was chaotic, if an unsuitable process noise covariance matrix was used. In fact, underestimating the trace of Q indicates to the filter that we are greatly confident in the model and consequently the filter settles to the "model-dictated" limit cycle. On the other hand, if a lower bound is imposed on the covariance matrix P ͑through setting a proper non-null process noise covariance matrix͒-indicating some lack of confidence in the model-the filter settles to a chaotic attractor that very closely resembles the original one.
Several attempts were made using poor models and even linear models. As expected, the filter was unable to correctly estimate the states. This scenario did not change when rather high values of the lower bound for the covariance matrix were used.
10 Therefore it becomes clear that it is impractical to try to compensate for a very poor model by means of the covariance matrix.
11 On the other hand, it was noticed that to a certain extent uncertainties and imperfections in the model can be acommodated by the filter by setting a lower bound for the covariance matrix P ͑directly or through the previous definition of Q͒. An important point to make is that in a 10 An interesting exception to this happened in the case of the electronic oscillator. In this case, it is known from the theory ͓24͔ that the second and third equations of the circuit are purely linear. Therefore when the filter was driven by the x variable, a purely linear model could be used with very good results. In this case, the rms errors associated with x, y, and z were, respectively, 3.04ϫ 10 −7 %, 4.87%, and 0.81% ͑compare with Table II͒.   11 There is an interesting interplay between the two sources of information, namely, the model and the measured variable͑s͒. A decrease in the quality of one source should be somewhat compensated for with an increase in the quality of the other. scenario of high noise the filter will naturally place a greater weight on the model. Therefore a more detailed study on the requirements on the model and its role in the implementation of the UKF should be carried out. The former discussion seems to suggest that it would be nice to have not only dynamical models for nonlinear systems but also some measure of uncertainty which could be used to define a lower bound for the covariance matrix in the filter. In this paper the process noise covariance matrix was taken to be a diagonal matrix with elements equal to the variance of the one-step-ahead prediction errors obtained by simulation of the model which was used later in the state estimation stage. Also, regardless of the model, the covariance matrix plays a very critical role in the filter performance and guidelines to choose initial and limit values for this matrix should be devised.
The use of discrete models built from data in connection with the unscented Kalman filter to estimate states and parameters of nonlinear systems is viable. The paper considered the case in which the full state vector was available to build the model but only one variable was measured to drive the filter. Uncertainties and imperfections in the model can be compensated for, to some extent, by setting a suitable non-null process noise covariance matrix. Poor models usually result in poor filter performance or even in lack of convergence, regardles of the covariance matrix lower bound.
