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In this paper, we analyze two new second-order characteristic schemes in time and age
for an age-structured population model with nonlinear diffusion and reaction. By using
the characteristic difference to approximate the transport term and the average along
the characteristics to treat the nonlinear spatial diffusion and reaction terms, an implicit
second-order characteristic scheme is proposed. To compute the nonlinear approximation
system, an explicit second-order characteristic scheme in time and age is further proposed
by using the extrapolation technique. The global existence and uniqueness of the solution
of the nonlinear approximation scheme are established by using the theory of variation
methods, Schauder’s fixed point theorem, and the technique of prior estimates. The optimal
error estimates of second order in time and age are strictly proved for both the implicit
and the explicit characteristic schemes. Numerical examples are given to illustrate the
performance of the methods.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Recently, global climate change and warming in the atmosphere have been generally recognized. The consequent
environmental changes may have a major impact on human health and biological species growth. Modeling biological
population dynamics plays an important role in understanding and controlling the population growth of biological species
in their current living environment. More recently, the study of age-structured population models with spatial diffusion
terms has become of particular importance in considering environmental and spatial region effect (see, for example, [1–3]
and the references cited therein).
We consider the age-structured population growth model with nonlinear diffusion and reaction. Let u(x, a, t) be the
distribution of individuals of age a at time t at position x ∈ Ω ⊆ R2; then, the age-structured nonlinear diffusion model of
population is as follows:
∂u
∂t
+ ∂u
∂a
−∇ · (k(x, a, p(u))∇u)+ µ(x, a, p(u))u = 0, x ∈ Ω, aĎ ≥ a > 0, t > 0, (1)
p(u) =
∫ aĎ
0
u(x, a, t)da, x ∈ Ω, t > 0, (2)
u(x, 0, t) =
∫ aĎ
0
β(x, a, t)u(x, a, t)da, x ∈ Ω, t > 0, (3)
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κ(x, a, p(u))∇u(x, a, t) · ν = 0, x ∈ ∂Ω, aĎ ≥ a > 0, t > 0, (4)
u(x, a, 0) = u0(x, a), x ∈ Ω, aĎ ≥ a > 0, (5)
where k(x, a, p(u)) is the dispersal modulus, µ(x, a, p(u)) is the death rate, β(x, a, t) is the rate of fertility, and p(u) is
the total size of the population. Boundary condition (4) is a no-flow boundary condition which describes the population
remaining confined to space domain Ω for all time. aĎ is the maximal attainable age (i.e. the life limit age) of individuals
of the species. We assume that u0 ∈ C0([0, aĎ); L2(Ω)) is nonnegative. Further, we let T > 0 be the final time and let
J = [0, aĎ] × [0, T ] and R+ = [0,+∞).Ω is bounded with boundary ∂Ω .
We assume the following.
(i) k : Ω¯ × [0, aĎ] × R+ → R is twice continuously differentiable with bounded derivatives and 0 < k∗ ≤ k(x, a, p) ≤
k∗ <∞, for some real numbers k∗, k∗.
(ii) µ : Ω¯ × [0, aĎ] × R+ → R is twice continuously differentiable with bounded derivatives through second order and
0 < µ∗ ≤ µ(x, a, p) ≤ µ∗ <∞, for some real numbers µ∗, µ∗.
(iii) β : Ω¯ × J → R, 0 < β∗ ≤ β(x, a, t) ≤ β∗.
The age-structured diffusion model (1)–(5) is a typical model of population growth of biological species (see, for
example, [1,4,5,2,3,6,7], etc.). It is known that problem (1)–(5) has a unique solution. For more detailed existence of the
solutions, we refer readers to [8–11]. For 1 ≤ q ≤ ∞ andm any nonnegative integer, letWm,q(Ω) denote the usual Sobolev
space on spatial variable domainΩ . For q = 2, denote Hm(Ω) = Wm,2(Ω)with norm ‖ · ‖m. Ifm = 0, denote ‖ · ‖ = ‖ · ‖m.
We assume that problem (1)–(5) has a unique solution u ∈ C2(J;H2(Ω)), u(., a, t) belongs to W 1,∞(Ω), and p belongs to
C1([0, T ];W 1,∞(Ω)).
The earliest age-structured models without spatial diffusion effects are McKendrick and von Foerster’s linear model [12,
13] and Gurtin and MacCamy’s nonlinear model [14]. Many numerical methods for models without spatial diffusion effects
have been studied in [15–18]. For the age-structured model (1)–(5) with spatial diffusion effects, numerical computation
and numerical analysis become more difficult. Milner, in [6], split equation (1) into hyperbolic and degenerate parabolic
equations and then approximated these two equations using a finite difference method and a finite element method,
respectively. Kim, in [5], andDeng andHallam, in [1], proposed and analyzed one kind of characteristicmethod by combining
the characteristic difference method in the time–age variables and the finite element method for the spatial variables.
However, the methods in these previous papers have only first-order accuracy in the time step. Model (1)–(5) includes
time, age, and two-dimensional spatial coordinates, and is degenerate along the age direction (without diffusion) but has
nonlinear diffusion along the spatial coordinates as well as a nonlinear reaction term. The important feature of the problems
is the joint effect of the transport along the age direction and the nonlinear spatial diffusions, which leads to a combination
of difficulties ranging from non-physical oscillations to excessive numerical diffusions in numerical computation. Therefore,
to use large time and age steps and efficient computations, it is important to study high-order methods in both time and
age to treat the age transport and spatial nonlinear diffusion processes in age-structured diffusion models.
In this paper, we propose two new second-order characteristic schemes in time and age for the age-structured
nonlinear population problem (1)–(5). We first propose an implicit second-order characteristic scheme in time and age. The
characteristic difference is applied to approximate the transport term in time and age. In contrast to thenormal average along
the time direction, we propose the averages along the characteristic directions in time and age to treat the spatial diffusion
and reaction terms. Finite element methods are then used along the spatial coordinates. The derived implicit scheme is
a nonlinear approximation system. The global existence and uniqueness of the solution of the nonlinear approximation
scheme are established by using the theory of variationmethods, Schauder’s fixed point theorem, and the technique of prior
estimates. Further, to treat the nonlinearity of the diffusion and reaction coefficients, we propose an explicit second-order
characteristic scheme in time and age by using a extrapolation technique. We strictly prove the optimal error estimates
of second order in time and age for both the implicit and the explicit characteristic schemes. Numerical experiments are
given to illustrate the performance of our schemes. Numerical results are compared with those obtained by the previous
methods in [1,5]. The results obtained in this paper are of significance in both theoretical analysis and the application of
computational population dynamics.
The paper is organized as follows. In Section 2, we present the second-order implicit and explicit schemes in time and age
for the problem. Then in Section 3, the error estimate is analyzed for the implicit characteristic scheme, and in Section 4 the
global existence and uniqueness of the approximation solution are proved for the nonlinear implicit approximation system.
In Section 5, we analyze the error estimate for the explicit characteristic scheme. Numerical examples are given in Section 6.
Finally, some conclusions are addressed in Section 7.
2. Second-order implicit and explicit characteristic schemes
From (1) and (4), by the divergence theorem we have the following weak form: seek a map u : J → H1(Ω) satisfying
∂u
∂t
+ ∂u
∂a
, ω

+ (k(x, a, p(u))∇u,∇ω)+ (µ(x, a, p(u))u, ω) = 0, ω ∈ H1(Ω), (6)
and (2), (3) and (5).
D. Liang et al. / Journal of Computational and Applied Mathematics 235 (2011) 3841–3858 3843
LetN be a positive integer, and set∆t = T/N .We partition the age sectorwith the same step length∆a = ∆t , and set the
number Na = [aĎ/∆a]. Then, define tn = n∆t, 0 ≤ n ≤ N , and ai = i∆t, 0 ≤ i ≤ Na. We use the characteristics difference
along the age–time characteristic line [19,6] to approximate the transport term in time and age. Define the directional
derivative Dχ of χ along the characteristic t = a, and the characteristics difference operator D¯ as
Dχ(a, t) = lim
∆t→0
χ(a+∆t, t +∆t)− χ(a, t)
∆t
, (7)
and, for i ≥ 1 and n ≥ 1,
D¯χni =
χni − χn−1i−1
∆t
. (8)
We also denote D(Dχ) by D2χ .
WepartitionΩ by a triangularmesh Jh and assume that Jh is a regular andquasi-uniform simplex partition ofΩ withmesh
size h (see, for example, [20,21]). Let Vh denote the finite-dimensional space consisting of continuous piecewise polynomials
of degree less than or equal to r ≥ 1 over Jh. On the other hand, in contrast to the normal average along the time direction,
we use the average
uni,h+un−1i−1,h
2 along the characteristic directions in time and age to treat the spatial diffusion and reaction
terms.
Therefore, we can define the implicit characteristic scheme for problem (1)–(5) as follows: for 1 ≤ n ≤ N , seek {uni,h} ∈ Vh
such that
uni,h − un−1i−1,h
∆t
, ω

+

ki− 12 (PI(u
n− 12
h ))∇
uni,h + un−1i−1,h
2
,∇ω

+

µi− 12 (PI(u
n− 12
h ))
uni,h + un−1i−1,h
2
, ω

= 0,
∀ω ∈ Vh, 1 ≤ i ≤ Na, (9)
with
u0i,h = Qhu0(ai), 0 ≤ i ≤ Na, (10)
un0,h =
1
2
βn0u
n
0,h∆t +
Na−1−
i=1
βni u
n
i,h∆t +
1
2
βnNau
n
Na,h∆t, (11)
PI(u
n− 12
h ) =
∆t
2
u
n− 12
0,h +
Na−1−
i=1
u
n− 12
i,h ∆t +
∆t
2
u
n− 12
Na,h , (12)
where u
n− 12
i,h :=
uni,h+un−1i,h
2 , and similarly u
n− 12
h := u
n
h+un−1h
2 and ki− 12 (PI(u
n− 12
h )) = k(ai− 12 , PI(u
n− 12
h )), µi− 12 (PI(u
n− 12
h )) =
µ(ai− 12 , PI(u
n− 12
h )), with ai− 12 =

i− 12

∆t . Eq. (11) is the composite middle-point quadrature. Qh is the L2-projection onto
Vh.
The implicit characteristics scheme (9)–(12) leads to a nonlinear approximation system to the nonlinear age-structured
population problem (1)–(5). The existence of a solution of the nonlinear system and the second-order error estimate in time
and age will be proved in the following sections. In order to further overcome the computational complexity in the implicit
characteristics scheme, we will construct an explicit characteristics scheme which also has the same order accuracy in time
and age as the implicit characteristics scheme.
We let u¯
n− 12
h = 32un−1h − 12un−2h . Then, the explicit characteristics scheme for problem (1)–(5) is proposed as follows: for
2 ≤ n ≤ N , seek {uni,h} ∈ Vh satisfying (10), (11) and
PI(u¯
n− 12
h ) =
∆t
2
u¯
n− 12
0,h +
Na−1−
i=1
u¯
n− 12
i,h ∆t +
∆t
2
u¯
n− 12
Na,h , (13)
uni,h − un−1i−1,h
∆t
, ω

+

ki− 12 (PI(u¯
n− 12
h ))∇
uni,h + un−1i−1,h
2
,∇ω

+

µi− 12 (PI(u¯
n− 12
h ))
uni,h + un−1i−1,h
2
, ω

= 0,
∀ω ∈ Vh, 1 ≤ i ≤ Na, (14)
and for n = 1, find u1i,h as follows:
u∗10,h =
1
2
βn0u
∗1
0,h∆t +
Na−1−
i=1
βni u
∗1
i,h∆t +
1
2
βnNau
∗1
Na,h∆t, (15)
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u∗1i,h − u0i−1,h
∆t
, ω

+

ki− 12 (PI(u
0
h))∇
u¯∗1i,h + u0i−1,h
2
,∇ω

+

µi− 12 (PI(u
0
h))
u¯∗1i,h + u0i−1,h
2
, ω

= 0,
ω ∈ Vh, 1 ≤ i ≤ Na, (16)
u1i,h − u0i−1,h
∆t
, ω

+

ki− 12

PI

u∗1h + u0h
2

∇ u
1
i,h + u0i−1,h
2
,∇ω

+

µi− 12

PI

u∗1h + u0h
2

u1i,h + u0i−1,h
2
, ω

= 0, ω ∈ Vh, 1 ≤ i ≤ Na. (17)
It is clear that scheme (10), (11) and (13)–(17) is explicit. Thus, the existence of a solution of scheme (10), (11) and
(13)–(17) is obvious. Further, it will be shown to be of second order in time and age in Section 6. Moreover, the explicit
characteristics scheme is easily computed. We only need to solve a system of linear equations at each time level n.
Remark 1. In this section, we have proposed two characteristics schemes. Further, we will prove both schemes to be
of second-order accuracy in time and age steps in the following sections. From the point of view of computation, the
scheme (10), (11) and (13)–(17) is explicit and easy to compute, while the implicit scheme (9)–(12) leads to a nonlinear
approximation system that should be further solved by Newton’s method.
3. Error estimate for the implicit characteristic scheme
In this section, we will analyze the error estimates of the implicit characteristics scheme (9)–(12). From the theory of
interpolation in [20], there exists an interpolation projection πh : H1(Ω)→ Vh such that
‖v − πhv‖ + h‖∇(v − πhv)‖ ≤ Chs‖v‖s, 1 ≤ s ≤ r + 1, (18)
‖v − πhv‖α ≤ Chs−α‖v‖s, 1 ≤ s ≤ r + 1, 0 ≤ α ≤ r − 1, (19)
where v ∈ Hs(Ω) and r is the degree of the approximating polynomials used in space Vh.
We define the elliptic projection u˜ of the exact solution u by
(k(x, a, p(u))∇(u˜− u),∇ω)+ (µ(x, a, p(u))(u˜− u), ω) = 0, ∀ω ∈ Vh. (20)
For simplicity, we denote ρ = u− u˜. Let uni = u(., ai, tn) and u˜ni = u˜(., ai, tn); then we denote
ζ ni = uni − uni,h, θni = u˜ni − uni,h, ρni = uni − u˜ni .
In order to derive the error estimates of the fully discrete implicit scheme (9)–(12), we need several lemmas. For the
details of Lemmas 1–3, we refer to [5].
Lemma 1. There is a constant C > 0, independent of h, such that
‖ρ‖ + h‖∇ρ‖ ≤ Chr+1‖u‖r+1. (21)
Lemma 2. There is a constant C > 0, independent of h, such that, for h sufficiently small,
‖Dρ‖ ≤ Chr+1(‖u‖r+1 + ‖Du‖r+1),
‖∇Dρ‖ ≤ Chr(‖u‖r+1 + ‖Du‖r+1). (22)
Lemma 3. There is a constant C > 0, independent of h, such that
‖u˜‖0,∞ ≤ C‖u‖2,
‖∇u˜‖0,∞ ≤ C‖u‖2,∞. (23)
Next, we derive the boundedness of D2u˜ and ∇D2u˜.
Lemma 4. There is a positive constant C, independent of h, such that
‖D2u˜‖ ≤ C, (24)
‖∇D2u˜‖ ≤ C . (25)
Proof. By differentiation of (20), we have
(k(p(u))∇D2ρ,∇ω)+ (µ(p(u))D2ρ, ω) = −(D2k(p(u))∇ρ,∇ω)− 2(Dk(p(u))∇Dρ,∇ω)
− 2(DρDµ(p(u)), ω)− (ρD2µ(p(u)), ω).
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From the definition of ρ, we obtain
(k(p(u))∇D2u˜,∇ω)+ (µ(p(u))D2u˜, ω) = (k(p(u))∇D2u,∇ω)+ (µ(p(u))D2u, ω)
+ (D2k(p(u))∇ρ,∇ω)+ 2(Dk(p(u))∇Dρ,∇ω)
+ 2(DρDµ(p(u)), ω)+ (ρD2µ(p(u)), ω). (26)
By choosing ω = D2u˜, we have
k∗‖∇D2u˜‖2 + µ∗‖D2u˜‖2 ≤ k∗‖∇D2u‖ ‖∇D2u˜‖ + µ∗‖D2u˜‖ ‖D2u‖ + C‖∇ρ‖ ‖∇D2u˜‖
+ C‖∇Dρ‖ ‖∇D2u˜‖ + C‖Dρ‖ ‖D2u˜‖ + C‖ρ‖ ‖D2u˜‖
≤ C(‖∇D2u˜‖ + ‖D2u˜‖ + hr‖∇D2u˜‖ + hr+1‖D2u˜‖)
≤ C(‖∇D2u˜‖ + ‖D2u˜‖), (27)
if h is small. Thus, it can be obtained that
k∗
2
‖∇D2u˜‖2 + µ∗
2
‖D2u˜‖2 ≤ C
2
2k∗
+ C
2
2µ∗
.
Therefore, we get (24) and (25). 
Lemma 5. There is a positive constant C, independent of ∆t and h, such that u˜ni + u˜n−1i−12 − u˜n− 12i− 12
 ≤ C(∆t)2, (28)∇ u˜ni + u˜n−1i−12 −∇u˜n− 12i− 12
 ≤ C(∆t)2, (29)
where u˜
n− 12
i− 12
= u˜(., ai− 12 , t
n− 12 ).
Proof. By the mean value theorem, we have
u˜ni + u˜n−1i−1 − 2u˜n−
1
2
i− 12
=
∫ (i∆t,n∆t)
((i− 12 )∆t,(n− 12 )∆t)
Du˜ds−
∫ ((i− 12 )∆t,(n− 12 )∆t)
((i−1)∆t,(n−1)∆t)
Du˜ds
=
∫ (i∆t,n∆t)
((i− 12 )∆t,(n− 12 )∆t)

Du˜(a, t)− Du˜

a− ∆t
2
, t − ∆t
2

ds
= ∆t
2
∫ (i∆t,n∆t)
((i− 12 )∆t,(n− 12 )∆t)
D2u˜(ξ¯ )ds,
where ξ¯ is between (a− ∆t2 , t − ∆t2 ) and (a, t). Thus, we have u˜ni + u˜n−1i−12 − u˜n− 12i− 12
 ≤ C∆t
∫ (i∆t,n∆t)
((i−1)∆t,(n−1)∆t)
‖D2u˜(ξ¯ )‖ds ≤ C(∆t)2. (30)
Similarly, it can be obtained that∇ u˜ni + u˜n−1i−12 −∇u˜n− 12i− 12
 ≤ C(∆t)2.  (31)
To take into account the discretization of age and time, we define the following notations:
‖χn‖l1(L2) =
1
2
‖χn0 ‖∆t +
Na−1−
i=1
‖χni ‖∆t +
1
2
‖χnNa‖∆t, (32)
‖χn‖l2(L2) =

1
2
‖χn0 ‖2∆t +
Na−1−
i=1
‖χni ‖2∆t +
1
2
‖χnNa‖2∆t
 1
2
, (33)
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‖χ‖l∞,2(L2) = max
0≤n≤N
‖χn‖l2(L2), (34)
PI(χn) = ∆t2 χ
n
0 +
Na−1−
i=1
χni ∆t +
∆t
2
χnNa . (35)
The notations will be used for the theoretical analysis in what follows.
Theorem 1. Assume that u ∈ C2(J;Hr+1(Ω)H2+γ (Ω)) for some γ (0 < γ ≪ 1). Let the approximation solution uni,h be
defined by the implicit scheme (9)–(12). Then, for sufficiently small ∆t and h, the error ζ ni = uni − uni,h satisfies the following
bound:
‖u− uh‖l∞,2(L2) ≤ C((∆t)2 + hr+1), (36)
where C is a constant, independent of h and∆t.
Proof. First we assume that the following holds. (A): there exists a positive constant M∗ such that max0≤n≤N ‖unh‖l∞(L2)≤ M∗.
From Lemma 1 and the definition of ζ ni , it suffices to estimate θ
n
i . From (6), we have
Du
n− 12
i− 12
, ω

+

ki− 12 (p(u
n− 12 ))∇un− 12
i− 12
,∇ω

+

µi− 12 (p(u
n− 12 ))un−
1
2
i− 12
, ω

= 0, (37)
where Du
n− 12
i− 12
= Du(., ai− 12 , t
n− 12 ). Subtracting (9) from (37) and rearranging, we obtain
(D¯θni , ω)+

ki− 12 (PI(u
n− 12
h ))∇
θni + θn−1i−1
2
,∇ω

+

µi− 12 (PI(u
n− 12
h ))
θni + θn−1i−1
2
, ω

= (D¯u˜ni − Dun−
1
2
i− 12
, ω)+

ki− 12 (PI(u
n− 12
h ))∇
u˜ni + u˜n−1i−1
2
,∇ω

+

µi− 12 (PI(u
n− 12
h ))
u˜ni + u˜n−1i−1
2
, ω

−

ki− 12 (p(u
n− 12 ))∇un− 12
i− 12
,∇ω

−

µi− 12 (p(u
n− 12 ))un−
1
2
i− 12
, ω

. (38)
From (20) and (38), it can be obtained that
(D¯θni , ω)+

ki− 12 (PI(u
n− 12
h ))∇
θni + θn−1i−1
2
,∇ω

+

µi− 12 (PI(u
n− 12
h ))
θni + θn−1i−1
2
, ω

= −(D¯ρni , ω)+ ((ki− 12 (PI(u
n− 12
h ))− ki− 12 (p(u
n− 12 )))∇u˜n− 12
i− 12
,∇ω)
+ (D¯u˜ni − Dun−
1
2
i− 12
, ω)+ ((µi− 12 (PI(u
n− 12
h ))− µi− 12 (p(u
n− 12 )))u˜n−
1
2
i− 12
, ω)
+

ki− 12 (PI(u
n− 12
h ))

∇ u˜
n
i + u˜n−1i−1
2
−∇u˜n− 12
i− 12

,∇ω

+

µi− 12 (PI(u
n− 12
h ))

u˜ni + u˜n−1i−1
2
− u˜n− 12
i− 12

, ω

. (39)
By choosing ω = θni +θ
n−1
i−1
2 , we have that
θni − θn−1i−1
∆t
, ω

= 1
2∆t
(‖θni ‖2 − ‖θn−1i−1 ‖2), (40)
ki− 12 (PI(u
n− 12
h ))∇
θni + θn−1i−1
2
,∇ω

≥ k∗
∇ θni + θn−1i−12

2
, (41)

µi− 12 (PI(u
n− 12
h ))
θni + θn−1i−1
2
, ω

≥ µ∗
θni + θn−1i−12

2
. (42)
Therefore, from (39)–(42), we have
1
2∆t
(‖θni ‖2 − ‖θn−1i−1 ‖2)+ k∗
∇ θni + θn−1i−12

2
+ µ∗
θni + θn−1i−12

2
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≤ ‖D¯ρni ‖
θni + θn−1i−12
+ C((∆t)2)
∇ θni + θn−1i−12
+
θni + θn−1i−12


+ C‖PI(un−
1
2
h )− p(un−
1
2 )‖
∇ θni + θn−1i−12
+
θni + θn−1i−12


. (43)
Since
PI(u
n− 12
h )− p(un−
1
2 ) = PI(u
n
h)+ PI(un−1h )
2
− p(un− 12 )
= PI(u
n
h)− p(un)
2
+ PI(u
n−1
h )− p(un−1)
2
+ p(u
n)+ p(un−1)
2
− p(un− 12 )
= 1
2

∆t
2
ζ n0 +
Na−1−
i=1
ζ ni ∆t +
∆t
2
ζ nNa

+ 1
2

∆t
2
ζ n−10 +
Na−1−
i=1
ζ n−1i ∆t +
∆t
2
ζ n−1Na

+ PI(u
n)− p(un)
2
+ PI(u
n−1)− p(un−1)
2
+ p(u
n)+ p(un−1)
2
− p(un− 12 ), (44)
and
p(un)+ p(un−1)
2
− p(un− 12 ) =
∫ aĎ
0
un + un−1 − 2un− 12
2
da,
we can obtain
‖PI(un−
1
2
h )− p(un−
1
2 )‖ ≤ ‖θn−1‖l1(L2) + ‖θn‖l1(L2) + ‖ρn−1‖l1(L2) + ‖ρn‖l1(L2) + C((∆t)2). (45)
From (43) and (45), we obtain
1
2∆t
(‖θni ‖2 − ‖θn−1i−1 ‖2)+ k∗
∇ θni + θn−1i−12

2
+ µ∗
θni + θn−1i−12

2
≤ ‖D¯ρni ‖
θni + θn−1i−12

+ C((∆t)2)
∇ θni + θn−1i−12
+
θni + θn−1i−12


+ Chr+1
θni + θn−1i−12
+
∇ θni + θn−1i−12


+ C(‖θn−1‖l1(L2) + ‖θn‖l1(L2))
θni + θn−1i−12
+
∇ θni + θn−1i−12


. (46)
From the inequality 2ab ≤ εa2 + b2
ε
, choosing ε = µ∗8 and ε = k∗8 , we have
1
2∆t
(‖θni ‖2 − ‖θn−1i−1 ‖2) ≤ C(‖D¯ρni ‖2 + (∆t)4 + ‖θn−1‖2l1(L2) + ‖θn‖2l1(L2) + h2r+2). (47)
Therefore,
‖θni ‖2 − ‖θn−1i−1 ‖2 ≤ C∆t‖D¯ρni ‖2 + C(∆t)5 + C∆t‖θn−1‖2l2(L2) + C∆t‖θn‖2l2(L2) + C∆th2r+2. (48)
Thus,
∆t
2
‖θnNa‖2 ≤
∆t
2
‖θn−1Na−1‖2 + C(∆t)2‖D¯ρnNa‖2 + C(∆t)6
+ C(∆t)2‖θn−1‖2l2(L2) + C(∆t)2‖θn‖2l2(L2) + C(∆t)2h2r+2. (49)
Multiplying (48) by∆t , summing on Na−1 ≥ i ≥ 1, and adding 12‖θn0 ‖2∆t to both sides of the resulting inequality, then
adding (49), we obtain that
‖θn‖2l2(L2) ≤ ‖θn−1‖2l2(L2) +
1
2
‖θn−10 ‖2∆t +
1
2
‖θn0 ‖2∆t + C(∆t)2
−
Na≥i≥1
‖D¯ρni ‖2 + C(∆t)5
+ C∆t‖θn−1‖2l2(L2) + C∆t‖θn‖2l2(L2) + C∆th2r+2. (50)
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As
‖θn0 ‖2 ≤ 2‖ζ n0 ‖2 + 2‖ρn0‖2 ≤ C(‖θn‖2l1(L2) + ‖ρn‖2l1(L2) + (∆t)4 + h2r+2),
we get that
(1− C∆t)‖θn‖2l2(L2) ≤ (1+ C∆t)‖θn−1‖2l2(L2) + C∆t(h2r+2 + (∆t)4)+ C(∆t)2
−
Na≥i≥1
‖D¯ρni ‖2. (51)
Summing (51) on n ≥ 1, we obtain
(1− C∆t)
m−
n=1
‖θn‖2l2(L2) ≤ (1+ C∆t)
m−
n=1
‖θn−1‖2l2(L2) + C(h2r+2 + (∆t)4)+ C(∆t)2
−
i,n≥1
‖D¯ρni ‖2. (52)
From the discrete Gronwall lemma, we have
‖θm‖2l2(L2) ≤ C‖θ0‖2l2(L2) + C(h2r+2 + (∆t)4)+ C(∆t)2
−
i,n≥1
‖D¯ρni ‖2, (53)
for small∆t . Since
‖D¯ρni ‖2 ≤
1
∆t
∫ (ai,tn)
(ai−1,tn−1)
‖Dρ‖2ds = 1
∆t
‖Dρ‖2L2(Λni ;L2), n ≥ 1, i ≥ 1,
whereΛni is the line segment joining (ai−1, tn−1) and (ai, tn), we have−
i,n≥1
‖D¯ρni ‖2∆t ≤ ‖Dρ‖2L2(Λ;L2).
Combining ‖θ0‖l2(L2) ≤ Chr+1, we obtain
‖θm‖2l2(L2) ≤ C(h2r+2 + (∆t)4); (54)
therefore,
‖θm‖l2(L2) ≤ C(hr+1 + (∆t)2). (55)
This leads to
‖θ‖l∞,2(L2) ≤ C((∆t)2 + hr+1).
Finally, we show that assumption (A) is actually true. Let M0 = ‖u‖l∞,∞(L2). We assume that M∗ ≥ max(6β∗aĎ, 3)M0.
When n = 0, and h is small enough, we have
‖u0h‖l∞(L2) ≤ ‖u0‖l∞(L2) + ‖ζ 0‖l∞(L2) ≤ M0 + Chr+1 ≤ 2M0 ≤ M∗.
When n = 1, from (9), we have
‖u1i,h‖ ≤ ‖u0i−1,h‖ ≤ 2M0, i ≥ 1.
Thus, if∆t ≤ 1
β∗ , we obtain from (11) that
‖u10,h‖ ≤ 4β∗aĎM0.
Therefore,
‖u1h‖l∞(L2) ≤ max(4β∗aĎ, 2)M0 ≤ M∗.
If assumption (A) were false, then there would be n ≥ 1, such that
‖ujh‖l∞(L2) ≤ M∗, 0 ≤ j ≤ n− 1,
and
‖unh‖l∞(L2) ≥ M∗.
Then, from the proof of (55), it can be obtained that
‖θ j‖l2(L2) ≤ C((∆t)2 + hr+1), 1 ≤ j ≤ n− 1.
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From (9), we have
‖uni,h‖ ≤ ‖un−1i−1,h‖.
If i ≤ n, we have
‖uni,h‖ ≤ ‖un−i0,h ‖ ≤ ‖un−i0 ‖ + ‖ζ n−i0 ‖
≤ M0 + C‖θn−i‖l2(L2) + C(∆t)2 + Chr+1
≤ M0 + C((∆t)2 + hr+1) ≤ 2M0. (56)
If i ≥ n, we have
‖uni,h‖ ≤ ‖u0n−i,h‖ ≤ 2M0;
thus, ‖uni,h‖ ≤ 2M0, i ≥ 1. Since
‖un0,h‖ ≤ 4β∗aĎM0,
‖unh‖l∞(L2) ≤ M∗,
which is a contradiction. The proof is thus completed. 
4. Existence of the solution of the nonlinear implicit characteristic scheme
We shall prove the existence and uniqueness of the solution of nonlinear implicit characteristic scheme (9)–(12).
From (9), (20) and (37), we have
(D¯θni , ω)+

ki− 12 (p(u
n− 12 ))∇ θ
n
i + θn−1i−1
2
,∇ω

+

µi− 12 (p(u
n− 12 ))
θni + θn−1i−1
2
, ω

= −(D¯ρni , ω)+ (D¯uni , ω)+

ki− 12 (PI(u
n− 12
h ))∇
u˜ni + u˜n−1i−1
2
,∇ω

+

µi− 12 (PI(u
n− 12
h ))
u˜ni + u˜n−1i−1
2
, ω

+

ki− 12 (p(u
n− 12 ))− ki− 12 (PI(u
n− 12
h ))∇
θni + θn−1i−1
2
,∇ω

+

µi− 12 (p(u
n− 12 ))− µi− 12 (PI(u
n− 12
h ))
θni + θn−1i−1
2
, ω

. (57)
Then we have from (6) and (20) that
(D¯θni , ω)+

ki− 12 (p(u
n− 12 ))∇ θ
n
i + θn−1i−1
2
,∇ω

+

µi− 12 (p(u
n− 12 ))
θni + θn−1i−1
2
, ω

= −(D¯ρni , ω)+

(ki− 12 (PI(u
n− 12
h ))− ki− 12 (p(u
n− 12 )))∇ u
n
i,h + un−1i−1,h
2
,∇ω

+ (D¯uni − Dun−
1
2
i− 12
, ω)+

(µi− 12 (PI(u
n− 12
h ))− µi− 12 (p(u
n− 12 )))
uni,h + un−1i−1,h
2
, ω

+

ki− 12 (p(u
n− 12 ))

∇ u˜
n
i + u˜n−1i−1
2
−∇u˜n− 12
i− 12

,∇ω

+

µi− 12 (p(u
n− 12 ))

u˜ni + u˜n−1i−1
2
− u˜n− 12
i− 12

, ω

= −(D¯ρni , ω)+ (D¯uni − Dun−
1
2
i− 12
, ω)+ (Ψ1,∇ω)+ (Ψ2, ω)+

ki− 12 (p(u
n− 12 ))

∇ u˜
n
i + u˜n−1i−1
2
−∇u˜n− 12
i− 12

,∇ω

+

µi− 12 (p(u
n− 12 ))

u˜ni + u˜n−1i−1
2
− u˜n− 12
i− 12

, ω

, (58)
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where
Ψ1 =

ki− 12 (PI(u
n− 12
h ))− ki− 12 (p(u
n− 12 ))
 ∇uni,h +∇un−1i−1,h
2
= ∇u
n
i,h +∇un−1i−1,h
2

PI(u
n− 12
h )− p(un−
1
2 )
∫ 1
0

∂k
∂p

i− 12
(p(un−
1
2 )+ α(PI(un−
1
2
h )− p(un−
1
2 )))dα
= −∇u
n
i,h +∇un−1i−1,h
2

PI(θn + ρn)
2
+ PI(θ
n−1 + ρn−1)
2
+ PI(u
n)+ PI(un−1)
2
− p(un− 12 )

×
∫ 1
0

∂k
∂p

i− 12

p(un−
1
2 )+ α
2

∆t
2
ζ n0 +
−
i
ζ ni ∆t +
∆t
2
ζ nNa +
∆t
2
ζ n−10 +
−
i
ζ n−1i ∆t +
∆t
2
ζ n−1Na
+ PI(u
n)+ PI(un−1)
2
− p(un− 12 )

dα,
Ψ2 =

µi− 12 (PI(u
n− 12
h ))− µi− 12 (p(u
n− 12 ))

uni,h + un−1i−1,h
2
= u
n
i,h + un−1i−1,h
2

PI(u
n− 12
h )− p(un−
1
2 )
∫ 1
0

∂µ
∂p

i− 12
(p(un−
1
2 )+ α(PI(un−
1
2
h )− p(un−
1
2 )))dα
= −u
n
i,h + un−1i−1,h
2

PI(θn + ρn)
2
+ PI(θ
n−1 + ρn−1)
2
+ PI(u
n)+ PI(un−1)
2
− p(un− 12 )

×
∫ 1
0

∂µ
∂p

i− 12

p(un−
1
2 )+ α
2

∆t
2
ζ n0 +
−
i
ζ ni ∆t +
∆t
2
ζ nNa +
∆t
2
ζ n−10 +
−
i
ζ n−1i ∆t +
∆t
2
ζ n−1Na
+ PI(u
n)+ PI(un−1)
2
− p(un− 12 )

dα.
Replacing uni,h by u
n
i − ζ ni and then substituting ζ ni by Πni , we obtain a linearized formulation Ψ˜1 of Ψ1 and a linearized
formulation Ψ˜2 of Ψ2 given by
Ψ˜1(Π
n
i ) = −
∇uni +∇un−1i−1 −∇Πni −∇Πn−1i−1
2

PI(θn + ρn)
2
+ PI(θ
n−1 + ρn−1)
2
+ PI(u
n)+ PI(un−1)
2
− p(un− 12 )

×
∫ 1
0

∂k
∂p

i− 12

p(un−
1
2 )+ α
2

∆t
2
Πn0
+
−
i
Πni ∆t +
∆t
2
ΠnNa +
∆t
2
Πn−10 +
−
i
Πn−1i ∆t +
∆t
2
Πn−1Na +
PI(un)+ PI(un−1)
2
− p(un− 12 )

dα,
Ψ˜2(Π
n
i ) = −
uni + un−1i−1 −Πni −Πn−1i−1
2

PI(θn + ρn)
2
+ PI(θ
n−1 + ρn−1)
2
+ PI(u
n)+ PI(un−1)
2
− p(un− 12 )

×
∫ 1
0

∂µ
∂p

i− 12

p(un−
1
2 )+ α
2

∆t
2
Πn0
+
−
i
Πni ∆t +
∆t
2
ΠnNa +
∆t
2
Πn−10 +
−
i
Πn−1i ∆t +
∆t
2
Πn−1Na +
PI(un)+ PI(un−1)
2
− p(un− 12 )

dα.
Let
F1(Πni ) =
∫ 1
0

∂k
∂p

i− 12

p(un−
1
2 )+ α
2

∆t
2
Πn0 +
−
i
Πni ∆t +
∆t
2
ΠnNa +
∆t
2
Πn−10
+
−
i
Πn−1i ∆t +
∆t
2
Πn−1Na +
PI(un)+ PI(un−1)
2
− p(un− 12 )

dα,
and
F2(Πni ) =
∫ 1
0

∂µ
∂p

i− 12

p(un−
1
2 )+ α
2

∆t
2
Πn0 +
−
i
Πni ∆t +
∆t
2
ΠnNa +
∆t
2
Πn−10
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+
−
i
Πn−1i ∆t +
∆t
2
Πn−1Na +
PI(un)+ PI(un−1)
2
− p(un− 12 )

dα.
Then (58) can be written as follows:
(D¯θni , ω)+

ki− 12 (p(u
n− 12 ))
∇θni +∇θn−1i−1
2
,∇ω

+

µi− 12 (p(u
n− 12 ))
θni + θn−1i−1
2
, ω

= −(D¯ρni , ω)+ (f1(Πni )+ f2(Πni ),∇ω)+ (g1(Πni )+ g2(Πni ), ω)
+

(f3(Πni )+ f4(Πni ))
PI(θn)+ PI(θn−1)
2
,∇ω

+

(f3(Πni )+ f4(Πni ))
PI(ρn)+ PI(ρn−1)
2
,∇ω

+

(g3(Πni )+ g4(Πni ))
PI(θn)+ PI(θn−1)
2
, ω

+

(g3(Πni )+ g4(Πni ))
PI(ρn)+ PI(ρn−1)
2
, ω

,
+ (D¯uni − Dun−
1
2
i− 12
, ω)+

ki− 12 (p(u
n− 12 ))

∇ u˜
n
i + u˜n−1i−1
2
−∇u˜n− 12
i− 12

,∇ω

+

µi− 12 (p(u
n− 12 ))

u˜ni + u˜n−1i−1
2
− u˜n− 12
i− 12

, ω

, (59)
where f1, f2, f3, f4, g1, g2, g3, and g4 are independent of h, θ , and ρ, and are defined as follows:
f1(Πni ) = −
∇uni +∇un−1i−1
2

PI(un)+ PI(un−1)
2
− p(un− 12 )

F1,
f2(Πni ) =
∇Πni +∇Πn−1i−1
2

PI(un)+ PI(un−1)
2
− p(un− 12 )

F1,
f3(Πni ) = −
∇uni +∇un−1i−1
2
F1,
f4(Πni ) =
∇Πni +∇Πn−1i−1
2
F1,
g1(Πni ) = −
uni + un−1i−1
2

PI(un)+ PI(un−1)
2
− p(un− 12 )

F2,
g2(Πni ) =
Πni +Πn−1i−1
2

PI(un)+ PI(un−1)
2
− p(un− 12 )

F2,
g3(Πni ) = −
uni + un−1i−1
2
F2,
g4(Πni ) =
Πni +Πn−1i−1
2
F2.
Define an operator B : l∞,2(L2)→ l∞,2(Vh), such that θ = B(Π) for everyΠ ∈ l∞,2(L2). Now, we define G : l∞,2(L2)→
l∞,2(L2) such that G : G(Π) = ρ + B(Π). In order to prove the existence of a solution, we need to prove that G has a fixed
point in l∞,2(L2) such that G(Π) = Π .
Theorem 2. Assume that u ∈ C2(J;Hr+1(Ω)H2+γ (Ω)) for some γ (0 < γ ≪ 1). For 0 < δ < 1, l ≥ 1, if h is small
enough, then the implicit scheme (9)–(12) has unique solution {uni,h} such that
‖uh − u‖l∞,2(L2) ≤ δ.
Proof. Choosing ω = θni +θ
n−1
i−1
2 , we have from (59), the Hölder inequality, the Young inequality, and Lemma 5 that
1
2∆t
(‖θni ‖2 − ‖θn−1i−1 ‖2)+ k∗
∇ θni + θn−1i−12

2
+ µ∗
θni + θn−1i−12

2
≤ C‖D¯ρni ‖2 + C(∆t)4 +
PI(θn)+ PI(θn−1)2
2 + PI(ρn)+ PI(ρn−1)2
2 . (60)
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Since
‖PI(θn)‖ ≤ ‖θn‖l1(L2),
we havePI(θn)+ PI(θn−1)2
2 ≤ C(‖θn‖2l1(L2) + ‖θn−1‖2l1(L2)). (61)
Thus,
1
2∆t
(‖θni ‖2 − ‖θn−1i−1 ‖2) ≤ C‖D¯ρni ‖2 + C(∆t)4 + C(‖θn‖2l2(L2) + ‖θn−1‖2l2(L2))+ Ch2r+2. (62)
So, it can be obtained that
∆t
2
‖θnNa‖2 ≤
∆t
2
‖θn−1Na−1‖2 + C(∆t)2‖D¯ρnNa‖2 + C(∆t)6
+ C(∆t)2(‖θn‖2l2(L2) + ‖θn−1‖2l2(L2))+ C(∆t)2h2r+2. (63)
Multiplying (62) by 2(∆t)2, summing on i from 1 to Na − 1, and adding 12‖θn0 ‖2∆t to both sides of the resulting inequality,
then adding (63), we have
‖θn‖2l2(L2) ≤ ‖θn−1‖2l2(L2) +
1
2
‖θn−10 ‖2∆t +
1
2
‖θn0 ‖2∆t + C(∆t)2
−
i
‖D¯ρni ‖2
+ C(∆t)5 + C∆th2r+2 + C∆t(‖θn‖2l2(L2) + ‖θn−1‖2l2(L2))
≤ ‖θn−1‖2l2(L2) + C(∆t)2
−
i
‖D¯ρni ‖2 + C(∆t)5 + C∆th2r+2
+ C∆t(‖θn‖2l2(L2) + ‖θn−1‖2l2(L2)). (64)
Summing (64) on n ≥ 1, we have
(1− C∆t)
m−
n=1
‖θn‖2l2(L2) ≤ (1+ C∆t)
m−
n=1
‖θn−1‖2l2(L2) + C(∆t)4 + Ch2r+2 + C(∆t)2
−
i,n
‖D¯ρni ‖2; (65)
therefore, if∆t is small enough(C∆t < 12 ), we get
‖θm‖2l2(L2) ≤ 2(1+ C∆t)‖θ0‖2l2(L2) + C∆t
m−1−
n=1
‖θn‖2l2(L2) + C(∆t)4 + Ch2r+2. (66)
From the discrete Gronwall lemma, we have
‖θm‖2l2(L2) ≤ C(∆t)4 + Ch2r+2. (67)
Combining with ‖θ0‖2l2(L2) ≤ Ch2r+2, we have
‖θ‖l∞,2(L2) ≤ C(∆t)2 + Chr+1. (68)
We define |||v||| := ‖v‖l∞,2(L2); then |||Π ||| := ‖Π‖l∞,2(L2). Let |||Π ||| ≤ δ < 1; then we have
|||G(Π)||| ≤ ‖ρ‖l∞,2(L2) + ‖θ‖l∞,2(L2) ≤ C((∆t)2 + hr+1),
so there exist ho ≤ 1 and τ ≤ 1 such that 0 < h ≤ h0, 0 < ∆t ≤ τ , |||G(Π)||| ≤ δ, so that, for all h ≤ h0,∆t ≤ τ , G injects
Bδ := {Π ∈ l∞,2(L2)| |||Π ||| ≤ δ}, 0 < δ < 1 to itself. It is obvious that G is continuous and compact. Therefore, from the
Schauder fixed point theorem, there existsΠ ∈ Bδ , such that G(Π) = Π ; thus we prove the existence of the solution of the
implicit scheme.
The uniqueness can be easily proved from the theory of ordinary differential equations. 
5. Error estimate for the explicit characteristic scheme
The explicit numerical scheme (10), (11) and (13)–(17) can be easily shown to have a unique solution. In this section, we
will focus on analyzing the error estimate of the fully explicit numerical scheme.
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Theorem 3. Assume that u ∈ C2(J;Hr+1(Ω)H2+ε(Ω)) for some ε(0 < ε ≪ 1), and uni ∈ Hr+1(Ω)H2+γ (Ω) for
1 ≤ n ≤ N, and 1 ≤ i ≤ Na. Let the approximation solution uni,h be defined by the explicit scheme (10), (11) and (13)–(17). Then,
for sufficiently small∆t and h, the error ζ ni = uni − uni,h satisfies the following bound:
‖u− uh‖l∞,2(L2) ≤ C((∆t)2 + hr+1), (69)
where C is a constant, independent of h and∆t.
Proof. First we assume that the following holds. (B): there exists a positive constantM∗∗ such that max0≤n≤N ‖unh‖l∞(L2) ≤
M∗∗.
Similar to the proof in Theorem 1, we obtain
θni − θn−1i−1
∆t
, ω

+

ki− 12 (PI(u¯
n− 12
h ))
∇θni +∇θn−1i−1
2
,∇ω

+

µi− 12 (PI(u¯
n− 12
h ))
θni + θn−1i−1
2
, ω

= −(D¯ρni , ω)+ ((ki− 12 (PI(u¯
n− 12
h ))− ki− 12 (p(u
n− 12 )))∇u˜n− 12
i− 12
,∇ω)
+ ((µi− 12 (PI(u¯
n− 12
h ))− µi− 12 (p(u
n− 12 )))u˜n−
1
2
i− 12
, ω)+

uni − un−1i−1
∆t
− Dun− 12
i− 12
, ω

+

ki− 12 (PI(u¯
n− 12
h ))

∇u˜ni +∇u˜n−1i−1
2
−∇u˜n− 12
i− 12

,∇ω

+

µi− 12 (PI(u¯
n− 12
h ))

u˜ni + u˜n−1i−1
2
− u˜n− 12
i− 12

, ω

. (70)
By choosing ω = θni +θ
n−1
i−1
2 , it can be obtained that
θni − θn−1i−1
∆t
, ω

= 1
2∆t
(‖θni ‖2 − ‖θn−1i−1 ‖2), (71)
ki− 12 (PI(u¯
n− 12
h ))
∇θni +∇θn−1i−1
2
,∇ω

≥ k∗
∇θni +∇θn−1i−12

2
, (72)

µi− 12 (PI(u¯
n− 12
h ))
θni + θn−1i−1
2
, ω

≥ µ∗
θni + θn−1i−12

2
. (73)
Therefore, from the inequality 2ab ≤ εa2 + b2
ε
, choosing ε = µ∗8 and ε = k∗8 , we have
1
2∆t
(‖θni ‖2 − ‖θn−1i−1 ‖2) ≤ C‖D¯ρni ‖2 + C(∆t)4 + C‖PI(u¯n−
1
2
h )− p(un−
1
2 )‖2. (74)
Since
PI(u¯
n− 12
h )− p(un−
1
2 ) = 3
2
PI(un−1h )−
1
2
PI(un−2h )−
3
2
p(un−1)+ 1
2
p(un−2)+ 3
2
p(un−1)− 1
2
p(un−2)− p(un− 12 )
= 3
2
(PI(un−1h )− p(un−1))−
1
2
(PI(un−2h )− p(un−2))+

3
2
p(un−1)− 1
2
p(un−2)

− p(un− 12 )
= −3
2

∆t
2
ζ n−10 +
Na−1−
i=1
ζ n−1i ∆t +
∆t
2
ζ n−1Na

+ 1
2

∆t
2
ζ n−20 +
Na−1−
i=1
ζ n−2i ∆t +
∆t
2
ζ n−2Na

+ 3
2
(PI(un−1)− p(un−1))− 12 (PI(u
n−2)− p(un−2))+

3
2
p(un−1)− 1
2
p(un−2)

− p(un− 12 ),
we obtain
‖PI(u¯n−
1
2
h )− p(un−
1
2 )‖ ≤ C(‖θn−1‖l1(L2) + ‖θn−2‖l1(L2) + ‖ρn−1‖l1(L2) + ‖ρn−2‖l1(L2))+ O(∆t)2. (75)
From (74) and (75), we have
1
2∆t
(‖θni ‖2 − ‖θn−1i−1 ‖2) ≤ C‖D¯ρni ‖2 + C(∆t)4 + C‖θn−1‖2l2(L2) + C‖θn−2‖2l2(L2) + Ch2r+2. (76)
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Thus, we get
∆t
2
‖θnNa‖2 ≤
∆t
2
‖θn−1Na−1‖2 + C(∆t)2‖D¯ρnNa‖2 + C(∆t)6 + C(∆t)2(‖θn−1‖2l2(L2) + ‖θn−2‖2l2(L2))+ C(∆t)2h2r+2. (77)
Multiplying (76) by 2(∆t)2, summing on 1 ≤ i ≤ Na − 1, and adding 12‖θn0 ‖2∆t to both sides of the resulting inequality,
then adding (77), we obtain
‖θn‖2l2(L2) ≤ ‖θn−1‖2l2(L2) +
1
2
‖θn−10 ‖2∆t +
1
2
‖θn0 ‖2∆t + C(∆t)2
−
Na≥i≥1
‖D¯ρni ‖2
+ C(∆t)5 + C∆t‖θn−1‖2l2(L2) + C∆t‖θn−2‖2l2(L2) + C∆th2r+2. (78)
Since
‖θn0 ‖2 ≤ C(‖ζ n0 ‖2 + ‖ρn0‖2) ≤ C(‖θn‖2l2(L2) + h2r+2 + (∆t)4),
we have
(1− C∆t)‖θn‖2l2(L2) ≤ (1+ C∆t)‖θn−1‖2l2(L2) + C(∆t)2
−
i≥1
‖D¯ρni ‖2 + C(∆t)5 + C∆t‖θn−2‖2l2(L2) + C∆th2r+2. (79)
Summing (79) on n ≥ 2, and rearranging, we have
(1− C∆t)‖θn‖2l2(L2) ≤ 3C∆t
n−1
j=2
‖θ j‖2l2(L2) + C(∆t)2
−
i≥1
‖D¯ρni ‖2 + (1+ 2C∆t)‖θ1‖2l2(L2) + C(∆t)4 + Ch2r+2. (80)
Next, we estimate ‖θ1‖l2(L2). Let θ¯1i = u˜1i − u∗,1i,h , θ¯0 = θ0 = u˜0 − u0h . Similar to the proof in Theorem 1, we obtain
θ¯1i − θ¯0i−1
∆t
, ω

+

ki− 12 (PI(u
0
h))∇
θ¯1i + θ¯0i−1
2
,∇ω

+

µi− 12 (PI(u
0
h))
θ¯1i + θ¯0i−1
2
, ω

= −(D¯ρ1i , ω)+ ((ki− 12 (PI(u
0
h))− ki− 12 (p(u
1
2 )))∇u˜ 12
i− 12
,∇ω)
+ ((µi− 12 (PI(u
0
h))− µi− 12 (p(u
1
2 )))u˜
1
2
i− 12
, ω)+

u1i − u0i−1
∆t
− Du 12
i− 12
, ω

+

ki− 12 (PI(u
0
h))

∇u˜1i +∇u˜0i−1
2
−∇u˜ 12
i− 12

,∇ω

+

µi− 12 (PI(u
0
h))

u˜1i + u˜0i−1
2
− u˜ 12
i− 12

, ω

. (81)
Since
‖PI(u0h)− p(u
1
2 )‖ ≤ Chr+1 + C∆t,
by choosing ω = θ¯1i +θ¯0i−12 , we have
1
2∆t
(‖θ¯1i ‖2 − ‖θ¯0i−1‖2) ≤ C‖D¯ρ1i ‖2 + (1+ C∆t)‖θ¯1‖2l1(L2) + (1+ C∆t)‖θ¯0‖2l1(L2) + C(∆t)2 + Ch2r+2. (82)
Thus, we have
∆t
2
‖θ¯1Na‖2 ≤
∆t
2
‖θ¯0Na−1‖2 + C(∆t)2‖D¯ρ1Na‖2 + C(∆t)2‖θ¯1‖2l1(L2) + C(∆t)2‖θ¯0‖2l1(L2) + C(∆t)4 + C(∆t)2h2r+2. (83)
Multiplying (82) by 2(∆t)2, summing on 1 ≤ i ≤ Na − 1, and adding 12‖θ¯10 ‖2∆t to both sides of the resulting inequality,
then adding (83), we obtain
(1− C∆t)‖θ¯1‖2l2(L2) ≤ (1+ C∆t)‖θ¯0‖2l1(L2) + C(∆t)2
−
Na≥i≥1
‖D¯ρ1i ‖2 + C(∆t)3 + C∆th2r+2
≤ Ch2r+2 + C(∆t)3 + C∆th2r+2 + C∆t
−
Na≥i≥1
‖D¯ρ1i ‖2∆t
≤ Ch2r+2 + C(∆t)3; (84)
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thus
‖θ¯1‖2l2(L2) ≤ Ch2r+2 + C(∆t)3. (85)
From (17), we have
θ1i − θ0i−1
∆t
, ω

+

ki− 12

PI

u∗,1h + u0h
2

∇ θ
1
i + θ0i−1
2
,∇ω

+

µi− 12

PI

u∗,1h + u0h
2

θ1i + θ0i−1
2
, ω

= −(D¯ρ1i , ω)+

ki− 12

PI

u∗,1h + u0h
2

− ki− 12 (p(u
1
2 ))∇u˜ 12
i− 12
,∇ω

+

µi− 12

PI

u∗,1h + u0h
2

− µi− 12 (p(u
1
2 ))u˜
1
2
i− 12
, ω

+

u1i − u0i−1
∆t
− Du 12
i− 12
, ω

+

ki− 12

PI

u∗,1h + u0h
2

∇ u˜
1
i + u˜0i−1
2
−∇u˜ 12
i− 12

,∇ω

+

µi− 12

PI

u∗,1h + u0h
2

u˜1i + u˜0i−1
2
− u˜ 12
i− 12

, ω

. (86)
Choosing ω = θ1i +θ0i−12 , we obtain
1
2∆t
(‖θ1i ‖2 − ‖θ0i−1‖2) ≤ C‖D¯ρ1i ‖2 + C(∆t)4 +
PI

u∗,1h + u0h
2

− p(u 12 )

2
. (87)
From the definition of PI(χn), we havePI(u∗,1h )+ PI(u0h)2 − p(u 12 )
 =
PI(u∗,1h )+ PI(u0h)2 − PI(u1)+ PI(u0)2 + PI(u1)+ PI(u0)2 − p(u 12 )

≤ 1
2
∆t2 ζ¯ 10 +
Na−1−
i=1
ζ¯ 1i ∆t +
∆t
2
ζ¯ 1Na
+ 12
∆t2 ζ 00 +
Na−1−
i=1
ζ 0i ∆t +
∆t
2
ζ 0Na
+ O((∆t)2)
≤ 1
2
(‖θ0‖l1(L2) + ‖ρ0‖l1(L2) + ‖θ¯1‖l1(L2) + ‖ρ1‖l1(L2))+ O((∆t)2)
≤ Chr+1 + ‖θ¯1‖l2(L2) + O((∆t)2)
≤ Chr+1 + O((∆t) 32 ). (88)
Therefore, it can be obtained that
1
2∆t
(‖θ1i ‖2 − ‖θ0i−1‖2) ≤ C‖D¯ρ1i ‖2 + C(∆t)3 + Ch2r+2. (89)
Thus, it can be obtained that
∆t
2
‖θ1Na‖2 ≤
∆t
2
‖θ0Na−1‖2 + C(∆t)2‖D¯ρ1Na‖2 + C(∆t)5 + C(∆t)2h2r+2. (90)
Multiplying (89) by 2(∆t)2, summing on 1 ≤ i ≤ Na − 1, and adding 12‖θ10 ‖2∆t to both sides of the resulting inequality,
then adding (90), we have
‖θ1‖2l2(L2) ≤ ‖θ0‖2l2(L2) +
1
2
‖θ00 ‖2∆t +
1
2
‖θ10 ‖2∆t + C(∆t)2
−
i
‖D¯ρ1i ‖2 + C(∆t)4 + C∆th2r+2
≤ Ch2r+2 + C(∆t)2
−
i
‖D¯ρ1i ‖2 + C(∆t)4 + C∆th2r+2. (91)
From (80) and (91), we obtain
(1− C∆t)‖θn‖2l2(L2) ≤ C∆t
n−1
j=0
‖θ j‖2l2(L2) + C(∆t)2
−
j≥1
‖D¯ρnj ‖2 + C(∆t)4 + Ch2r+2. (92)
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From Gronwall’s lemma, we have
‖θn‖2l2(L2) ≤ C(∆t)4 + Ch2r+2 + C‖θ0‖2l2(L2); (93)
thus, for n ≥ 1, we have
‖θn‖l2(L2) ≤ C(∆t)2 + Chr+1. (94)
Combining with ‖θ0‖ ≤ Chr+1, we obtain
‖θ‖l∞,2(L2) ≤ C(∆t)2 + Chr+1. (95)
To complete our argument, we must show that assumption (B) is actually true. Let M1 = ‖u‖l∞,∞(L2). We assume that
M∗∗ ≥ max(6β∗aĎ, 3)M1. When n = 0, and h is small enough, we have
‖u0h‖l∞(L2) ≤ ‖u0‖l∞(L2) + ‖ζ 0‖l∞(L2) ≤ M1 + Chr+1 ≤ 2M1 ≤ M∗∗.
When n = 1, from (15)–(17), we have
‖u1i,h‖ ≤ ‖u0i−1,h‖ ≤ 2M1, i ≥ 1.
Thus, if∆t ≤ 1
β∗ , we obtain from (10) that
‖u10,h‖ ≤ 4β∗aĎM1.
Therefore
‖u1h‖l∞(L2) ≤ max(4β∗aĎ, 2)M1 ≤ M∗∗.
If assumption (B) were false, then there would be n ≥ 1, such that
‖ujh‖l∞(L2) ≤ M∗∗, 0 ≤ j ≤ n− 1,
‖unh‖l∞(L2) > M∗∗.
Then it can be obtained that
‖θ j‖l2(L2) ≤ C((∆t)2 + hr+1), 2 ≤ j ≤ n.
From (14), we have
‖uni,h‖ ≤ ‖un−1i−1,h‖.
If i ≤ n, we have
‖uni,h‖ ≤ ‖un−i0,h ‖ ≤ ‖un−i0 ‖ + ‖ζ n−i0 ‖ ≤ M1 + C((∆t)2 + hr+1) ≤ 2M1.
If i ≥ n, we have
‖uni,h‖ ≤ ‖u0n−i,h‖ ≤ 2M1;
thus ‖uni,h‖ ≤ 2M1, i ≥ 1. Since
‖un0,h‖ ≤ 4β∗aĎM1,
‖unh‖l∞(L2) ≤ M∗∗,
which is a contradiction. The proof is thus completed. 
6. Numerical experiment
We consider the following population model, which can represent the population dynamics of a species (see, for
example, [1,4]):
∂u
∂t
+ ∂u
∂a
− k∂
2u
∂x2
+ µ(a)u = 0, x ∈ Ω, 0 ≤ a ≤ Am, 0 ≤ t ≤ T ,
u(x, 0, t) =
∫ Am
0
βu(x, a, t)da, x ∈ Ω, 0 ≤ t ≤ T ,
k
∂u
∂ν
= 0, x ∈ ∂Ω, 0 ≤ a ≤ Am, 0 ≤ t ≤ T ,
u(x, a, 0) = u0(x, a), x ∈ Ω, 0 ≤ a ≤ Am,
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Table 1
The rates of convergence and the errors at t = 3 (years).
1t 1/10 1/20 1/30 1/40 1/60 1/80
Our scheme Error 0.0446 0.0111 0.0049 0.0027 0.0012 6.2433× 10−4
Rate – 2.0084 2.0169 2.0374 2.0844 2.1807
DH’s scheme Error 0.6568 0.3169 0.2079 0.1545 0.1021 0.0762
Rate – 1.0515 1.0398 1.0303 1.0223 1.0159
Table 2
The rates of convergence and the errors at t = 3 (years).
1t 1/10 1/20 1/30 1/40 1/60 1/80
Our scheme Error 0.0205 0.0050 0.0022 0.0012 5.3031e−004 2.8353× 10−4
Rate – 2.0338 2.0173 2.0336 2.0140 2.1765
DH’s scheme Error 0.5628 0.2763 0.1823 0.1359 0.0901 0.0673
Rate – 1.0264 1.0256 1.0204 1.0136 1.0142
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Fig. 1. Total population number of the species.
where k = 0.01, β = 1.3025,Ω = (0, 0.2 km), the life limit age of the species Am = 15 years, T = 12 years, and
u0(x, a) =

105(20a+ 1)2

1− a
3

e−12a, a ∈ [0, 3],
0, a ∈ (3, Am].
Example 1. Let the death rate µ(a) = 2. The problem is solved using our second-order explicit scheme and the scheme
in [1] respectively. The degree of finite element space is r = 1 in the computation. To obtain the rate of convergence
in time, we solve the problem with a very small spatial step, h = 0.005, and vary the time step size as ∆t = 1/10,
1/20, 1/30, 1/40, 1/60, and 1/80. The rate of convergence is measured by the formula
Rate ≈ log(Ei/Ei+1)
log(∆ti/∆ti+1)
,
where Ei is the relative error in time corresponding to a∆ti partition, in which the reference analytical solution is obtained
numerically by our scheme on a very fine mesh:∆t = 1/240,∆a = 1/240, and h = 1/800.
In Table 1, the rates of convergence and the relative errors of our scheme and the scheme in [1] (denoted DH’s scheme)
are given for different step sizes at time t = 3 years. It can be seen clearly that our scheme is of second order in time, which
is in agreement with our theoretical results, while DH’s scheme is of first order in time. Meanwhile, it is obvious that the
errors of DH’s scheme are much larger than those of our scheme.
Example 2. Let the death rate µ(a) = 2.457 + 2a(a − 2), where µ depends on age a. The numerical results are given in
Table 2. It is clear that the relative errors of our scheme are much smaller than those of the scheme in [1] (denoted DH’s
scheme). Our scheme is of second order in time but DH’s scheme is of first order in time. The evolution dynamics of the total
population number is shown in the left graph of Fig. 1, which indicates the total population number over the time interval
0–12 years at location x = 0.1 km. First, the total population number p decreases to the least value, then it increases
gradually to the biggest value, followed by a slight fluctuation. After a long time, about 4 years, the total population number
tends to an asymptotic solution. The surface of the total population number of the species is shown in the right graph of
Fig. 1.
3858 D. Liang et al. / Journal of Computational and Applied Mathematics 235 (2011) 3841–3858
7. Conclusion
In this paper, we have developed two new second-order characteristic schemes for the nonlinear age-structured spatial
population model. Instead of using the normal average along the time direction, we propose using the averages along the
characteristic directions in time and age to treat the spatial diffusion and reaction terms.We use the characteristic difference
to approximate the transport term in time and age. Meanwhile, finite element approximations are used along the spatial
coordinates. For the nonlinear approximation system, we established the existence and uniqueness of the solution. We
obtained the error estimates. Both implicit and explicit characteristic schemes have been proved to be of second order
in both time and age steps. A numerical experiment was presented to confirm our theoretical results. The second-order
characteristic methods developed can be applied to simulate large-scale biological population growth problems in their
general living environment.
Acknowledgements
The work was partly supported by the National Basic Research Program (973) of China under grant 2006CB403703.
D. Liang was also supported by the Natural Sciences and Engineering Research Council of Canada, and he also thanks the
School of Mathematics at Shandong University for the visit. G. Sunwas also supported by the China Scholarship Council, and
she also thanks the Department of Mathematics and Statistics at York University for her visit to the department. W. Wang
was also supported by the National Natural Science Foundation of China (10671113). We would also thank the referees for
their suggestions, which have helped to improve the paper.
References
[1] Q. Deng, T.G. Hallam, Numerical approximations for an age-structured model of a population dispersing in a spatially heterogeneous environment,
Math. Med. Biol. 21 (2004) 247–268.
[2] D. Liang, J. Wu, Travelling waves and numerical approximations in a reaction advection diffusion equation with nonlocal delayed effects, J. Nonlinear
Sci. 13 (2003) 289–310.
[3] D. Liang, J. Wu, F. Zhang, Modelling population growth with delayed nonlocal reaction in 2-dimensions, Math. Biosci. Eng. 2 (2005) 111–132.
[4] T.G. Hallam, R.R. Lassiter, S.M. Henson, Modeling fish population dynamics, Nonlinear Anal. 40 (2000) 227–250.
[5] M.-Y. Kim, Galerkin methods for a model of population dynamics with nonlinear diffusion, Numer. Methods Partial Differential Equations 12 (1996)
59–73.
[6] F.A. Milner, A numerical method for a model of population dynamics with spatial diffusion, Comput. Math. Appl. 19 (1990) 31–43.
[7] D. Murray, Mathematical Biology, Springer-Verlag, Berlin, Heidelberg, New York, 1989.
[8] M.E. Gurtin, R.C. MacCamy, Diffusion models for age-structured populations, Math. Biosci. 54 (1981) 49–59.
[9] M. Langlais, A nonlinear problem in age-dependent population diffusion, SIAM J. Math. Anal. 16 (1985) 510–529.
[10] M. Kubo, M. Langlais, Periodic solutions for a population dynamics problem with age-dependence and spatial structure, J. Math. Biol. 29 (1991)
363–378.
[11] M. Langlais, Large time behavior in a nonlinear age-dependent population dynamics problem with spatial diffusion, J. Math. Biol. 26 (1988) 319–346.
[12] A.G. McKendrick, Applications of mathematics to medical problems, Proc. Edinb. Math. Soc. 44 (1926) 98–130.
[13] H. von Foerster, Some Remarks on Changing Populations, Grune and Stratton, 1959.
[14] M.E. Gurtin, R.C. MacCamy, Non-linear age-dependent population dynamics, Arch. Ration. Mech. Anal. 54 (1974) 281–300.
[15] C. Chiu, A numerical method for nonlinear age dependent population models, Differential Integral Equations 3 (1990) 767–782.
[16] G. Fairweather, J.C. López-Marcos, A box method for a nonlinear equation of population dynamics, IMA J. Numer. Anal. 11 (1991) 525–538.
[17] G. Fairweather, J.C. López-Marcos, An explicit extrapolated box scheme for the Gurtin–Maccamy equation, Comput. Math. Appl. 27 (1994) 41–53.
[18] M.-Y. Kim, E.-J. Park, An upwind scheme for a nonlinear model in age-structured population dynamics, Comput. Math. Appl. 30 (1995) 5–17.
[19] J. Douglas Jr., T.F. Russell, Numerical methods for convection-dominated diffusion problems based on combining the method of characteristics with
finite element or finite difference procedures, SIAM J. Numer. Anal. 19 (1982) 871–885.
[20] P.G. Ciarlet, The Finite Element Method for Elliptic Problems, North-Holland, Amsterdam, 1978.
[21] V. Thomee, Galerkin Finite Element Methods for Parabolic Problems, in: Lecture Notes in Mathematics, vol. 1054, Springer-Verlag, 1984.
