Abstract. In 1962, Fadell and Neuwirth showed that the configuration space of the braid arrangement is aspherical. Having generalized this to many real reflection groups, Brieskorn conjectured this for all finite Coxeter groups. This in turn follows from Deligne's seminal work from 1972, where he showed that the complexification of every real simplicial arrangement is a K(π, 1)-arrangement.
Introduction and Results
By fundamental work of Fadell-Neuwirth [FN62] , Brieskorn [Br73] and Deligne [Del72] , all Coxeter arrangements are K(π, 1)-arrangements, i.e. the complements of their complexifications are aspherical spaces.
While Coxeter arrangements are well studied, their subarrangements are considerably less well understood. In this paper we study the topology of the complements of certain arrangements which are associated with ideals in the set of positive roots of a reduced root system, so called arrangements of ideal type A I , Definition 1.1, cf. [ST06, §11] . We show that a combinatorial property introduced in [Rö17, Cond. 1.10] combined with Terao's fibration theorem [Ter86] gives an inductive method to show that a large class of (the complexifications of) the arrangements of ideal type A I are indeed K(π, 1)-arrangements. This inductive technique was used in [Rö17] to show that many of the arrangements A I are inductively free. In general a subarrangement of a Weyl arrangement need not be K(π, 1), e.g. see Example 2.7.
Let Φ be an irreducible, reduced root system and let Φ + be the set of positive roots with respect to some set of simple roots Π. An (upper) order ideal, or simply ideal for short, of Φ + , is a subset I of Φ + satisfying the following condition: if α ∈ I and β ∈ Φ + so that α + β ∈ Φ + , then α + β ∈ I. Recall the standard partial ordering on Φ: α β provided β − α is a Z ≥0 -linear combination of positive roots, or β = α. Then I is an ideal in Φ + if and only if whenever α ∈ I and β ∈ Φ + so that α β, then β ∈ I. Let β be in Φ + . Then β = α∈Π c α α for c α ∈ Z ≥0 . The height of β is defined to be ht(β) = α∈Π c α . Let I ⊆ Φ + be an ideal and let
be its complement in Φ + . Following [ST06, §11] , we associate with an ideal I in Φ + the arrangement consisting of all hyperplanes with respect to the roots in I c . Let A (Φ) be the Weyl arrangement of Φ, i.e., A (Φ) = {H α | α ∈ Φ + }, where H α is the hyperplane in the Euclidean space V = R ⊗ ZΦ orthogonal to the root α. [Rö17] that the free subarrangements A I of A (Φ) are also inductively free with possible exceptions only in type E 8 . The remaining instances in type E 8 were settled only recently in [CRS17] .
Note that if I = ∅, then A I = A (Φ) is just the reflection arrangement of Φ and so A ∅ is K(π, 1) by Deligne's result. So we may assume that I = ∅.
Next we describe a combinatorial condition for an ideal I ⊆ Φ + from [Rö17] . Using induction and Terao's fibration theorem [Ter86] , it allows us to show that a large class of arrangements of ideal type consists of K(π, 1) arrangements. Let Φ 0 be a (standard) parabolic subsystem of Φ and let Φ The instances when this condition is satisfied have been determined in [Rö17] . Our first main result shows that Condition 1.2 entails the K(π, 1)-property for the associated arrangement of ideal type A I . Theorem 1.3. Let I = ∅ be an ideal in Φ + and let Φ 0 be a maximal parabolic subsystem of Φ such that Condition 1.2 is satisfied. Then A I is K(π, 1).
Specifically, this is the case if and only if one of the following holds:
(i) Φ is of type A n , B n , C n , for n ≥ 2 or G 2 and I is any ideal in Φ + ; (ii) Φ is of type D n , for n ≥ 4 and either I c does not contain both e 1 ± e n , or I is generated by the root e n−2 + e n−1 ; (iii) Φ is of type F 4 , E 6 , E 7 , or E 8 and I is as in [Rö17, §4] .
In addition we use Thom's first isotopy lemma to construct explicit locally trivial fibrations in each of the remaining instances in type D n not covered in Theorem 1.3(ii), i.e. when Φ is of type D n and I c does contain both e 1 ± e n . Combined with Theorem 1.3, this gives our second main result. Theorem 1.4. For Φ of classical type and I an ideal in Φ + , we have that A I is K(π, 1).
In Table 1 we present the number of all arrangements of ideal type for each exceptional type in the first row. In the second row, we list the number of all A I when I satisfies Condition 1.2 with respect to a suitable parabolic subsystem, cf. [Rö17, Remark 1.6. (i). Let Φ be of type F 4 and let I be the ideal generated by the root 0122 of height 5. Although I is not covered by Theorem 1.3, it turns out that A I is simplicial (see [CH15] ), and so A I is K(π, 1).
(ii). Since the A I in type E 6 and type E 7 are localizations of arrangements of ideal type in type E 8 , thanks to Remark 2.2, the open cases in Conjecture 1.5 reduce to the ones in type F 4 and E 8 . Remark 1.7. It is worth emphasizing that Theorems 1.3 and 1.4 provide new examples for K(π, 1)-arrangements that are neither fiber-type, nor simplicial. For instance, one can check that none of the non-supersolvable arrangements A I in type E 6 that are shown to be K(π, 1) by Theorem 1.3 are simplicial. See also Example 3.6.
Note that in type D n and type B n , some of the arrangements A I that contain the full braid arrangement of A n−1 as a subarrangement are shown to be K(π, 1) in [FP02, §5] .
For general information about arrangements, Weyl groups and root systems, we refer the reader to [Bou68] and [OT92] .
Preliminaries
2.1. Hyperplane arrangements. Let V = C n be an n-dimensional complex vector space. A hyperplane arrangement is a pair (A , V ), where A is a finite collection of hyperplanes in V . Usually, we simply write A in place of (A , V ).
The lattice L(A ) of A is the set of subspaces of V of the form H 1 ∩ . . . ∩ H i where {H 1 , . . . , H i } is a subset of A . For X ∈ L(A ), we have two associated arrangements, firstly A X := {H ∈ A | X ⊆ H} ⊆ A , the localization of A at X, and secondly, the restriction of A to X, (A X , X), where
Throughout, we only consider arrangements A such that 0 ∈ H for each H in A . These are called central. In that case the center T (A ) := ∩ H∈A H of A is the unique maximal element in L(A ) with respect to the partial order. A rank function on L(A ) is given by r(X) := codim V (X). The rank of A is defined as r(A ) := r(T (A )). 
Remark 2.2. Thanks to an observation by Oka, if the complex arrangement
There is a standard construction for K(π, 1)-arrangements using locally trivial fibrations with K(π, 1)-spaces as bases and fibers. The long exact sequence in homotopy theory then gives that M(A ) is a K(π, 1)-space, e.g. see [OT92, Thm. 5.9]. We recall two basic definitions due to Falk and Randell [FR85] ; also see [OT92, Defs. 5.10, 5.11].
Definition 2.3. An n-arrangement A is called strictly linearly fibered if, after a suitable linear change of coordinates, the restriction of the projection of M(A ) to the first n − 1 coordinates is a locally trivial fibration whose base space is the complement of an arrangement in C n−1 , and whose fiber is the complex line C with finitely many points removed.
Definition 2.4.
(ii) For n ≥ 2, the n-arrangement A is fiber-type if A is strictly linearly fibered with base M(B), where B is an (n − 1)-arrangement of fiber-type.
A repeated application of the homotopy exact sequence shows that a fiber-type arrangement A is K(π, 1), e.g. see [OT92, Prop. 5.12].
The following important tool for proving that a given map is a locally trivial fibration is due to Thom [Th69] , see also [Mat71] .
Theorem 2.5 (Thom's first isotopy lemma). Let M, P be smooth manifolds, f : M → P a smooth mapping and S ⊆ M a closed subset which admits a Whitney stratification S . Suppose f | S : S → P is proper and f | X : X → P is a submersion for each stratum X ∈ S . Then f | S : S → P is a locally trivial fibration and in particular f | X : X → P is a locally trivial fibration for all X ∈ S .
Let B n be the reflection arrangement of the hyperoctahedral group of type B n . In the following example we consider a fiber-type subarrangement J n of B n which is used in §4 in the proof of Theorem 1.4. Example 2.6. The subarrangement J n of B n is obtained by removing the anti-diagonals from B n . So J n is the union of the rank n Boolean arrangement and the braid arrangement A n−1 , i.e. J n has defining polynomial
One easily checks that J n is fiber-type, e.g. by projecting onto the first n − 1 coordinates and using induction on n.
We observe that the fiber-type arrangement J n was already used by Brieskorn in his proof of the asphericity of the Coxeter arrangement in type D n , see [Br73] and [FR85, §5] . Also note that J n is the irreducible version of the braid arrangement of type A n . It is isomorphic to the restriction A (A n ) X , where X = ker(x 0 ): the hyperplane ker x i in J n then corresponds to the hyperplane ker(
The following related example shows that in general a subarrangement of a Coxeter arrangement need not be K(π, 1) (nor free).
Example 2.7. Let B n be as above and let A n−1 be its subarrangement consisting of the braid arrangement of type A n−1 . Let
be the complement of A n−1 in B n . As opposed to the subarrangement J n of B n from Example 2.6, rather than removing the anti-diagonal hyperplanes from B n , for K n we remove all the diagonals instead. Thus K n has defining polynomial
We show by induction on n that K n is not K(π, 1) for n ≥ 3. Owing to [FR87, (3.12)], K 3 is not K(π, 1). Now suppose that n > 3 and that the statement holds for K n−1 . Let
It follows from our induction hypothesis and Remark 2.2 that also K n fails to be K(π, 1). In [FR87, (3.12)], Falk and Randell also observe that K 3 is not free. Accordingly, by the argument above along with [OT92, Thm. 4.37] we see that K n is not free for all n ≥ 3.
So while the construction of K n is quite similar to that of J n , its combinatorial, algebraic and topological properties differ sharply from those of J n .
Proof of Theorem 1.3
Let Φ be a reduced root system of rank n with Weyl group W and reflection arrangement A = A (Φ) = A (W ). Let Φ + be the set of positive roots with respect to some set of simple roots Π of Φ. For Π 0 a proper subset of Π, the (standard parabolic) subsystem of Φ generated by Π 0 is Φ 0 := ZΠ 0 ∩ Φ, cf. [Bou68, Ch. VI §1.7]. Define Φ + 0 := Φ 0 ∩ Φ + , the set of positive roots of Φ 0 with respect to Π 0 . If the rank of Φ 0 is n − 1, then Φ 0 is said to be maximal. 
Observe that X 0 itself need not belong to L(A I ), e.g. see [Rö17, Ex. 3.3 ]. Our next result shows that Condition 1.2 allows us to derive the K(π, 1) property for A I from that of A I 0 . It is just a consequence of Lemma 2.1. We note that modular elements of corank 1 were constructed in [FP02, Lem. 5.4] for certain subarrangements of the reflection arrangement B n of the hyperoctahedral group of type B n that contain the full braid arrangement A n−1 of type A n−1 .
Remark 3.5. Let Φ be of type D n , for n ≥ 4 and let Φ 0 be the standard subsystem of Φ of type D n−1 . Here and in §4 we use the notation for the positive roots from [Bou68, §4.8, Planche IV]. Then Φ c 0 = {e 1 ± e j | 2 ≤ j ≤ n}. Note that Φ c 0 is not linearly ordered by , for e 1 ± e n both have height n − 1.
Suppose that I = ∅ fails to satisfy Condition 1.2 (with respect to our fixed Φ 0 ). This is precisely the case when both e 1 ± e n belong to I c . Then I consists of roots from Φ + each of which admits the root e n−2 + e n−1 of height 3 as a summand. Otherwise, at least one of e 1 ± e n must belong to I, as I is an ideal in Φ + . This contradicts the assumption on I. In turn this implies that if I 0 = Φ 0 ∩ I is non-empty and fails to satisfy Condition 1.2 with respect to the maximal rank subsystem of Φ 0 of type D n−2 , then I fails to satisfy Condition 1.2 with respect to Φ 0 . For, if each root in I 0 admits the root e n−3 + e n−2 as a summand, then necessarily each root in I has e n−2 + e n−1 as a summand.
We conclude that if I satisfies Condition 1.2 with respect to Φ 0 , then I 0 satisfies Condition 1.2 with respect to the subsystem of Φ 0 of type D n−2 .
Proof of Theorem 1.3. (i). For Φ of type A n , B n , or C n for n ≥ 2, it follows from [ST06, §7] that for Φ 0 the canonical maximal rank subsystem of type A n−1 , B n−1 , or C n−1 , respectively, each I satisfies Condition 1.2, because irrespective of I, in each case Φ c 0 is linearly ordered by . So the result follows in this instance from induction on the rank, Corollary 3.4, and the fact that central rank 2-arrangements are K(π, 1), cf. [OT92, Prop. 5.6]. The last result also implies that for Φ of type G 2 each arrangement of ideal type is K(π, 1). The very same inductive argument shows that in all these cases each A I is actually supersolvable, see [Rö17, Thm. 1.5]; see also [Hul16, Thms. 6.6, 7.1] where this is proved by different means.
(ii). Now let Φ be of type D n , for n ≥ 4 and let Φ 0 be the standard subsystem of Φ of type D n−1 . We argue by induction on n. For n = 4, the result follows from [Rö17, Lem. 6.1]. Indeed, each A I which satisfies the hypothesis of the theorem is already supersolvable. Now suppose that n ≥ 5 and that the result holds for root systems of type D of smaller rank. If I 0 = Φ 0 ∩ I = ∅, then A I 0 = A (D n−1 ). Being simplicial, the latter is K(π, 1). It follows from Corollary 3.4 that also A I is K(π, 1). Now suppose that I 0 = ∅. By Remark 3.5, I 0 satisfies Condition 1.2 and so by induction, A I 0 is K(π, 1). Using Corollary 3.4 again, we conclude that A I is also K(π, 1), as desired. Now let I be the ideal in Φ which is generated by e n−2 + e n−1 . Then one easily checks that I satisfies Condition 1.2 with respect to either one of the two subsystems of type A n−1 , see [Rö17, Ex. 3.9]. So it follows from part (i) and Corollary 3.4 that A I is also K(π, 1) in this instance.
(iii). Now suppose that Φ is of type F 4 , E 6 , E 7 , or E 8 . All instances when I satisfies Condition 1.2 with respect to a suitably chosen maximal rank subsystem Φ 0 are discussed in detail in [Rö17, §4] . Perusing the arguments and in particular the data in Tables 6 -9 in [Rö17, §4] , one checks that in each instance either I 0 = ∅, or else I 0 = ∅ satisfies Condition 1.2 with respect to Φ + 0 . In the first instance we have A I 0 = A (Φ 0 ) which is simplicial, and so it is K(π, 1). In the second instance A I 0 is K(π, 1) by induction. In both cases it follows from Corollary 3.4 that also A I is K(π, 1), as claimed.
We illustrate the inductive arguments in the proof of Theorem 1.3(iii) in the following examples.
Example 3.6. (a). Let Φ be of type E 6 and let I be the ideal generated by the root 00111 0 of height 3. Then according to the last entry for E 6 in [Rö17, Table 6 ], I together with the subsytem Φ 0 of type D 5 satisfy Condition 1.2. Since I 0 = ∅, A I 0 = A (Φ 0 ) is the full reflection arrangement of type D 5 which is K(π, 1). Thus so is A I , by Corollary 3.4. (b). Next consider Φ of type E 7 and let I be the ideal generated by the root 001110 0 of height 3. Then according to the next to last entry for E 7 in [Rö17, Table 6 ], I together with the subsystem Φ 0 of type E 6 satisfy Condition 1.2. Now I 0 is just the ideal in E 6 considered in part (a). Consequently, A I 0 is K(π, 1). But then so is A I , again by Corollary 3.4.
(c). Finally, let Φ be of type E 8 and let I be the ideal generated by the root 0011100 0 of height 3. Thanks to the data in the fifth row for E 8 in [Rö17, Table 6 ], I together with the subsytem Φ 0 of type E 7 satisfy Condition 1.2. As I 0 is the ideal in E 7 considered in part (b), we have that A I 0 is K(π, 1) and so is A I , thanks to Corollary 3.4.
Note that none of the three arrangements of ideal type A I considered in Example 3.6 is supersolvable (cf. [Hul16, Lem. 6.2]) and none of them is simplicial.
Proof of Theorem 1.4
Thanks to Theorem 1.3, Theorem 1.4 follows once the outstanding instances in Type D n not covered in Theorem 1.3(ii) are resolved. Accordingly, these are the instances when I consists of roots from Φ + each of which admits the root e n−2 +e n−1 of height 3 as a summand, by Remark 3.5. In addition, by the proof of Theorem 1.3, we need not consider the case when I is the ideal in Φ which is generated by e n−2 + e n−1 . We list the different cases we need to consider below. We distinguish three different types of such ideals I according to their generators. In the first two instances, each I is generated by just a single root and by two in the third case: = e s + e t , where 1 ≤ s < t < n − 1 and r < s. Note that the two roots are not comparable, since r < s. In the following we give explicit locally trivial fibrations of the complements in each of the three cases above. First, we consider spaces that are going to serve as our bases for the locally trivial fibrations in these three instances. Recall the fiber-type subarrangement J n of B n from Example 2.6. In the following three lemmas, we exhibit three classes of subarrangements of J n that are still fiber-type.
Lemma 4.1. For 1 ≤ r < n − 1 fixed, the n-arrangement
Proof. We distinguish two cases: First, assume r = 1. Then the projection π : C n → C n−1 , (z 1 , . . . , z n ) → (z 2 , . . . , z n ) induces a locally trivial fibration π : M (J n (r)) → M (J n−1 ) with fiber the complex plane with one point removed.
Now assume that r > 1. Then we have J n (r) = J r × J n−r . Thus in both cases, J n (r) is fiber-type.
Lemma 4.2. For 1 ≤ s < t < n fixed, the n-arrangement
is fiber-type.
Proof. As in the proof of Lemma 4.1, let π : C n → C n−1 be the projection (z 1 , . . . , z n ) → (z 2 , . . . , z n ). First, assume s = 1. Then π induces a locally trivial fibration
with fiber the complex plane with n − t + 1 points removed. So J n (1, t) is fiber-type. Now assume s > 1. Then π induces a locally trivial fibration
with fiber the complex plane with n − t + s points removed. Thus J n (s, t) is fiber-type by induction on s.
Lemma 4.3. For 1 ≤ r < s < t < n fixed, the n-arrangement
Proof. Take π : C n → C n−1 to be the projection (z 1 , . . . , z n ) → (z 1 , . . . , z s−1 , z s+1 , . . . , z n ). In case s > r + 1, this projection induces a locally trivial fibration
If s = r + 1, it induces a locally trivial fibration
In both cases the fiber is the complex plane with n − r + s − t + 1 points removed. Now the result follows by induction on s and Lemma 4.1.
We observe that the identification of J n with a braid arrangement mentioned in Example 2.6 yields alternative proofs of Lemmas 4.1 -4.3 via Stanley's Theorem [Sta72, Prop. 2.8]. For, the subarrangement J n (r) corresponds to the graphic arrangement with underlying graph the union of the complete subgraphs on the vertices {0, 1, . . . , r} and {0, r + 1, . . . , n}. Further, J n (s, t) corresponds to the union of the complete subgraphs on the vertices {0, . . . , s, t + 1, . . . , n} and {0, s + 1, . . . , t, t + 1, . . . , n}. The arrangement J n (r, s, t) then corresponds to the union of complete subgraphs on the vertices {0, 1, . . . , r}, {0, r + 1, . . . , s, t + 1, . . . , n} and {0, s + 1, . . . , t, t + 1, . . . , n}. In all cases the graph is clearly chordal, so the arrangement is fiber-type, thanks to [Sta72, Prop. 2.8].
Now let I be of type (I), (II) or (III) listed above, set A = A I and in types (I) -(III) let B be J n−1 (r), J n−1 (s, t) or J n−1 (r, s, t), respectively. Consider the map , and B = J n , the map f was used in [Br73] to show asphericity in type D n , see also [FR85, §5] . Our argument that the map f in (4.4) is a fibration over these larger bases is inspired by an argument due to Li Li [Li06] who worked out the details of Brieskorn's approach [Br73] .
Set Y := M(A ) and Z := M(B). We can embed Y into P n × Z by the "graph" map ι : Y → P n × Z defined by (y 1 , . . . , y n ) → ((1 : y 1 : . . . : y n ), f (y 1 , . . . , y n )) and denote the image of Y by C := ι(Y ). Then the map f is just f = π| C • ι, where ι : Y → C is the homeomorphism induced by ι and π| C is the restriction of the projection π : P n × Z → Z to C. Thus f is a locally trivial fibration if and only if π| C is one. Now let S i be the hypersurface in
i.e. C z is the fiber of π| C over z. Moreover, let C and C z denote the projective closure of C and C z in P n × Z, respectively. Then C = S 1 ∩ . . . ∩ S n−1 and
where S i is the hypersurface in P n ×Z given by z i y 2 0 = y 2 n −y 2 i and for z = (z 1 , . . . , z n−1 ) ∈ Z,
Since S i is defined by y 2 n − y 2 i = z i y 0 for all 1 ≤ i ≤ n − 1 and the points at infinity are given by setting y 0 = 0, we get that C z has the following 2 n−1 points at infinity:
Lemma 4.5. For each z ∈ Z, the projective closure C z of C z is a smooth curve.
Proof. The (S i ) z intersect transversally, which can be seen by looking at the Jacobian J = ∂f j ∂t i (y) of the polynomials given by
, where Y is the projective closure of Y in P n .
Moreover, we have the following:
Lemma 4.6. For each z ∈ Z, C z is connected.
Proof. Every point in C z satisfies the equations
First take U n to be the subset of C z consisting of points ((y 0 : . . . : y n ) , (z 1 , . . . , z n−1 )) with y n = 0. Thus considering the change of coordinates x i := y i yn and fixing some 1 ≤ j ≤ n − 1, we get that
. Let α 0 and α 1 be the two branches of y = x 2 . Then for any point p ∈ U n there are indices k i ∈ {0, 1} such that
. . , z n−1 ) . So by choosing an appropriate path in C, we may path-connect p to one of the points at infinity ((0 : ±1 : . . . : ±1 : 1) , (z 1 , . . . , z n−1 )). As 1 ≤ j ≤ n − 1 is arbitrary and g j i (x) = g j i (−x), any point p ∈ U n is path-connected to the point ((0 : 1 : . . . : 1) , (z 1 , . . . , z n−1 )). Now take U 1 to be the subset of C z consisting of points ((y 0 : . . . : y n ) , (z 1 , . . . , z n−1 )) with y 1 = 0 and observe that U 1 ∪ U n = C z . By a similar argument as the one above, for any point q ∈ U 1 there are indices k i ∈ {0, 1} such that
. Now we can again choose a path in C that connects q to one of the points at infinity ((0 : ±1 : . . . : ±1 : 1) , (z 1 , . . . , z n−1 )). Thus, C z is connected.
Note that this also proves that C z is connected: as two points in C z are connected by a path through finitely many points at infinity and C z is locally homeomorphic to C, we can alter the path around each of the points at infinity to get a path that completely lies inside C z .
The above lemmas prove the following:
Corollary 4.7. For each z ∈ Z, the curve C z is a connected Riemann surface and C z is a connected Riemann surface with 2 n−1 puncture points. Proof. Set D = C \ C, the intersection of C with the infinity hyperplane. Then S = {C, D} is a Whitney stratification of C: it is obviously locally finite and satisfies the condition of the frontier and as C is open and D its boundary, S trivially satisfies Whitney condition (B). The intersection of D with a fiber P n × {z} of the projection π is just the set of the 2 n−1 points ((0 : ±1 : . . . : ±1 : 1) , (z 1 , . . . , z n−1 )), which we can think of locally as 2 n−1 sections of π. Thus π| D is locally homeomorphic and therefore it is a submersion. The map π| C is a submersion as well, which can be seen by considering the Jacobian again. Moreover, π| C is proper, as C is a closed subset of P n × Z and π is proper. Now using Thom's first isotopy lemma, Theorem 2.5, π| C is a locally trivial fibration and, in particular, f = π| C • ι is a fibration as well.
This proves the following: As a consequence, by the splitting lemma, π 1 (M(A )) is a semidirect product of π 1 (M(B) ) acting on the fundamental group of the fiber. In particular, this applies to each of the cases considered in Theorem 1.3.
(ii). One can also construct a cross section to the fibration f : Y → Z used in the proof of Theorem 1.4 as follows. Let y n = y n (z 1 , . . . , z n−1 ) = |z 1 | + . . . + |z n−1 |. Now for all (z 1 , . . . , z n−1 ) ∈ Z, for all 1 ≤ i ≤ n − 1 the real part of y 2 i = y 2 n − z i is positive. Thus choosing a branch α of the square root, we can define y i = α (y 2 n − z i ) continuously, yielding a cross section s : Z → Y . This section was initially constructed by Falk and Randell in [FR85, §5] in case A is the full reflection arrangement of type D n which is strictly linearly fibered over B = J n−1 , cf. Example 2.6. See also [LM94, §1.1] for a locally trivial fibration in this case with a slightly different section.
As f •s = id Z , the short exact sequence of fundamental groups splits. Thus by the splitting lemma we see that π 1 (Y ) is a semidirect product of π 1 (Z) acting on π 1 (C z ), where C z is the fiber over z ∈ Z as above.
