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Abstract 
A H2-based energy economy could alleviate fossil fuel environmental effects. Hydrogen is an 
ideal fuel because of its ultra-high energy density, availability in common sources like water, and 
lack of harmful combustion byproducts. However, H2 lacks global adoption as a fuel because 
virtually all H2 is synthesized from fossil fuels through expensive and energy-intensive industrial 
processes such as steam methane reforming. Alternatively, small amounts of hydrogen can be 
made on-demand through water electrolysis, but this process is more expensive, requires high 
electrolyte concentrations, and its non-specific reactions can produce harmful reaction byproducts. 
The numerous applications of on-demand H2 fuel encourage research to produce it at low cost and 
high efficiency despite technological limitations.  
Microplasma technologies utilize nonthermal and non-Maxwellian reaction conditions in 
nonconventional chemical reactions and could provide novel pathways to producing H2 fuel. The 
current work is the first demonstration of H2 production from H2O with microplasma technologies. 
Furthermore, it is one of the first demonstrations of H2 production from H2O with nonthermal 
plasma. The H2 yields and energy efficiencies are improved compared to previous nonthermal 
plasma studies. The relative efficiencies for the conversions of H2O to H2 were about 10%, 1%, 
and 7% for microplasma, uncatalyzed nonthermal plasma, and catalyzed nonthermal plasma, 
respectively. The energy efficiencies were about 0.3%, 0.0003%, and 2.1% for microplasma, 
uncatalyzed nonthermal plasma, and catalyzed nonthermal plasma, respectively. Lastly, this work 
characterizes microplasma plasmachemical and photochemical reactions, thereby demonstrating a 
lack of H2O2 and the dominance of O2 and O3. These chemical results indicate that microplasma 
chemical reactions follow similar pathways to other nonthermal plasmachemical reactions with 
water vapor and could provide H2 from H2O without the concurrent production of H2O2.  
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The current work advances the potential of microplasmas for H2 production. Proof-of-concept 
experiments demonstrate the reliable and repeatable production of H2 from water vapor in 
microplasma channels. Hydrogen is produced in both the presence and absence of a carrier gas. 
Relevant physical parameters are characterized using optical and solid state characterization 
techniques. Electron density and gas rotational temperature are measured to be about 2 ∗ 1014    
cm-3 and 363 K, respectively. These physical parameters are roughly constant over the total range 
of reduced electric field strengths. Chemical reactions are studied to propose preliminary chemical 
reaction mechanisms. It is hypothesized that O3 concurrently generated during H2 production limits 
overall H2 yields through alternative reaction pathways. Overall, the mechanistic insights provided 
by this work position future studies of H2 production in microplasmas to overcome observed 
limitations and continue to surpass the ability of nonthermal plasmas to produce H2 from H2O. 
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Chapter 1 
Introduction 
 
1.1 Opportunities and Challenges for the Hydrogen Economy 
J.B.S. Haldane first proposed the renewable hydrogen economy in 1923 upon recognition of 
the future depletion of fossil fuels.1 By some estimates, fossil fuels such as coal, oil, and natural 
gas will be depleted in about 100 years.4 Further, oil and natural gas reserves may be depleted in 
as little as 30 years. The added concerns of global warming further increased attention on the 
hydrogen economy in the 1970s.5 One of the largest causes of global warming is CO2 produced by 
the combustion of fossil fuels.6 The hydrogen economy is an alternative to the fossil fuel economy 
which drives global power needs. It has many virtues: zero greenhouse gas emissions, versatility, 
and high energy density by mass.7,8 Combustion of H2 in the presence of O2 only yields H2O. 
Hydrogen could be used as a fuel for vehicles, in fuel cells for small-scale applications, and as a 
storage medium for electricity.9-11 Hydrogen refers to molecular hydrogen, rather than atomic 
hydrogen, in regards to the hydrogen economy and throughout this dissertation. The transition to 
a H2-based energy economy is considered an important step towards the alleviation of fossil fuel 
environmental effects.  
Hydrogen presents one of the greatest opportunities for the development of a sustainable green 
economy. The closest related modern technology is rechargeable batteries, which are widely 
considered to be a green source of energy.12,13 However, rechargeable batteries largely regenerate 
their energy from electricity derived from local power plants. Modern power plants still operate 
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with unrenewable fossil fuel sources such as coal and oil that emit large amounts of CO2.
14 For 
example, every 6 GW of new coal-fired capacity commits 1 Gt CO2 emissions.
15 The goal of the 
hydrogen economy is to shift focus away from conventional sources of power and utilize a new 
source that is renewable, useful, and green.  
Necessary infrastructure and corresponding fuel prices have long-challenged the development 
of the hydrogen economy despite its benefits and increasing modern interest.3 Steam methane 
reforming (SMR) is the preferred method of generating H2 because of its high efficiency and low 
cost. System efficiencies are about 70-80% and allow production of H2 at a cost of $1.50/kg H2. 
SMR synthesizes 95% of available H2. Figure 1.1 illustrates the disparity in H2 cost between 
common sources of hydrogen production relative to SMR. Electrolysis technologies are 2-3 times 
more expensive because of lower efficiencies, about 55%, and different mechanisms of H2 
generation, as compared to SMR. 
High temperature (HT) 
electrolysis provides energy as 
heat which lower thermodynamic 
barriers, thereby increasing 
efficiency as high as 75%. 
However, costs are still high 
compared to SMR despite the 
comparable efficiencies. 
Furthermore, electrolysis requires 
concentrated electrolytes and can 
generate harmful byproducts such Figure 1.1. Typical costs of producing H2 relative to SMR. Electrolysis 
technologies are 2-3 times more expensive.3 
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as chlorine gas.16 Even non-electrolysis based processes, like biomass gasification, are unable to 
approach the low costs of SMR.  
SMR is the gold standard for producing H2 because of its higher efficiency and lower costs 
compared to alternative technologies. However, it is not a viable technology for producing 
renewable H2 fuel. Figure 1.2 demonstrates the chemical reaction sequence for SMR. Natural gas, 
composed mostly of methane, reacts with steam at high temperature (700-1000 °C) and pressure 
(2250-18750 bar) in the presence of a metal-based catalyst.17 This initial reaction forms CO and 
H2. Subsequently, the CO undergoes a shift purification reaction in the presence of H2O at lower 
temperature (300-450 °C) to yield CO2. Four H2 molecules are made from one molecule of 
methane and two molecules of H2O. However, the process still synthesizes CO2 as a byproduct, 
and does not solve the prevalent issues of an overproduction of greenhouses gases and global 
warming. Furthermore, because the SMR process requires demanding reaction conditions, it is 
almost always performed at an industrial site for downstream use in chemical reactions, such as 
the Haber-Bosch process to generate NH3.
18 Thus, although SMR is a worthwhile process for 
producing H2 for industrial reactions, other technologies must be developed to generate hydrogen 
for widespread use.   
The prevalent issues of H2 storage and transport must be considered in addition to H2 
generation. Although H2 has high energy density by mass, it has very low energy density by 
volume.19 The energy density by mass of H2 is 142 MJ/kg which corresponds to 0.012 MJ/L, 
Figure 1.2. Schematic of the steam methane reforming (SMR) process. Two reactions 
produce H2 from CH4 and H2O. 
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compared to the 47 MJ/kg energy density by mass of gasoline which corresponds to 35.5 MJ/L. 
Therefore, feasible transportation of H2 requires a method of densification. In many modern cases, 
H2 is simply pressurized in cylinders for transportation and storage.
20 This method is cost effective 
on a small scale. However, the pressurization process reduces overall energy efficiency and 
increases costs, and does not scale to a feasible degree.21 In addition, many containers are 
permeable to H2 due to the molecule’s small size.22 It also corrodes many materials because of its 
reductive strength; its reduction potential is 0.00 eV at 25 °C and it can reduce many metals without 
a catalyst.23 These factors require increased safety controls and frequent replacement of H2-
interacting materials. As an alternative to pressurization, H2 can be stored in an absorptive medium 
like a zeolite framework.24,25 But zeolites and other molecular sponges often have low rates of 
desorption, and thus cannot transfer H2 on demand in a reasonable timescale.
26 Typical timescales 
for saturated adsorption is on the order of hours. Currently, efficient and effective H2 transport and 
storage limit the use of H2 fuel.  
New technologies to produce H2 fuel are needed to overcome the combined issues of H2 
generation, transport, and storage. Ideally, H2 fuel could be generated on-demand with high 
efficiency comparable to SMR (70-80%) and low power inputs on the order of watts.27 Such a 
system would circumvent the need for transport and storage entirely. It could be used for a variety 
of end-applications due to the versatility of the fuel. Nonthermal plasmas, and microplasmas in 
particular, present an exciting alternative to H2 production. The purpose of this dissertation has 
been to assess new microplasma technologies for on-demand H2 generation.  
 
 
5 
 
1.2. Limitations of Nonthermal Plasma-based H2 Production from H2O 
Nonthermal plasma-based H2 production from H2O is an established area of research.
28-30 The 
properties and advantages of nonthermal plasma towards chemical reactions are discussed in detail 
in Chapter 2. In summary, the primary advantage of nonthermal plasmachemistry is the focus on 
non-equilibrium processes which could open new routes to H2 production. Various nonthermal 
plasma architectures for chemical synthesis have been investigated, including corona discharges 
(CD), dielectric barrier discharges (DBD), microhollow cathode discharges (MHCD), and surface 
discharges (SD).31 However, the cost and complexity of these technologies have limited the 
widespread adoption of such plasma reactors. Furthermore, the relative H2 yields and energy 
efficiencies are far below those of SMR and conventional water electrolysis. Table 1.1 details 
representative yields and energy efficiencies for several studies which produce H2 from H2O vapor 
using nonthermal plasma. In this table, ΔH
2
/H
2
O
i
 represents the relative percent of water vapor 
that is converted to H2. The energy efficiency depends on the H2 yield and is defined in Equation 
4.2. The reported values in this table are the highest seen in the literature. For comparison, the 
results of this work, which are un-optimized and represent a first step forward in microplasma 
research, are shown as well and will be discussed in detail in subsequent chapters. 
Table 1.1. Comparison of yields and energy efficiencies for representative studies of H2 production from H2O            
with nonthermal plasma. These results are the best reported and demonstrate technological limitations. 
 
Group Catalyst Carrier Gas ΔH
2
/H
2
O
i
 (%) Energy Efficiency (%) 
Chen et al.32 Gold Ar 6.7 – 9.4 0.3 – 2.1 
Hajime et al.33 None N
2
 1 0.0003 
This work None None 10 0.2 
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Although some prior works have explored plasmachemical water reactions under a variety of 
plasma conditions, most nonthermal plasmas are unable to produce H2 with sufficient yields and 
energy efficiencies for widespread use without the addition of reaction aides such as catalysts.32-34 
Furthermore, nonthermal plasma water reactions produce H2O2 as the primary product or a 
dominant product when nonthermal plasma is in contact with liquid water rather than water 
vapor.35,36 Similarly, H2O2 is the dominant product in thermal plasma-based water reactions due 
to the prominence of OH radicals.37 Despite the current technological limitations of nonthermal 
plasmachemistry, microplasmas have potential to advance plasmachemical syntheses.  
 
1.3 Potential Advantages of Microplasma for Chemical Reactions 
Microplasma is an emerging technology with promising potential for hydrogen production.38 
Microplasmas are weakly-ionized plasmas confined to microcavities. They are remarkable in the 
plasma community for their discharge conditions. They can perform chemical reactions at standard 
temperature and pressure (STP), which is not economically feasible for conventional hot plasmas. 
Microplasmas achieve breakdown voltages necessary to sustain plasma at STP because of their 
smaller size. According to Paschen’s Law, breakdown voltage is proportional to the pressure and 
intracavity separation39  
𝑉 ∝ 𝑝𝑑          (1.1) 
where 𝑉 is the breakdown voltage in V, 𝑝 is the pressure in Torr, and 𝑑 is the intracavity separation 
in cm. The intracavity separation is defined as the separation between the edges of the plasma 
boundaries. Breakdown voltage increases with pressure and intracavity separation. Therefore, for 
equivalent breakdown voltages, discharges in microscale intracavity separations occur at higher 
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relative pressures compared to macroscale intracavity separations. More specifically, intracavity 
separations on the order of 100 µm allow discharge on the order of 1 W RMS power at atmospheric 
pressure. In other words, microplasma devices can be used in atmospheric conditions and relatively 
low power. Conventional hot plasma systems operate at moderate to low pressure (tens of Torr to 
µTorr). High pressure operation at low power is relatively new in the field of plasma physics. In 
fact, the field of microplasmas has only been around for slightly over 20 years.40  
 
Figure 1.3. Breakdown voltage curves for common discharge gases. For reference, the approximate region of 
microplasma discharge in N2 at atmospheric pressure is circled in black. Adapted from Crozier et al.
2 
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 Figure 1.3 displays the breakdown voltage curves for a variety of pure gases.2 The black circle 
indicates the approximate operating conditions for a microplasma discharging in N2 at atmospheric 
pressure. Although this region is not at the absolute minimum breakdown voltage, it is relatively 
minimal compared to more extreme conditions. Favorable voltage breakdown conditions and low 
power requirements encourage the use of microplasmas for practical applications of plasma. 
The majority of microplasma research to-date has focused on applications of light generation 
and sources, ultrasound generation, semiconductors, and dynamic photonic crystals.41-45 Chemical 
reactions and surface deposition have also been explored, although they are outside the primary 
focus of research.46,47 The primary plasmachemical reaction in the literature is the generation of 
ozone from oxygen for water purification.48 Plasma-based ozone generators have existed since the 
early 1890s and were initially used to clean H2O.
49 More recently, a company was founded in 2010 
by Professor Eden to commercialize microplasmas for the purification of water by ozone. The 
history of plasma-based ozone production, combined with recent advances in microplasma 
technology, establishes a precedence for plasmachemical reactions within microplasma devices.  
Microplasma technologies can exist in a variety of architectures. The primary focus of this 
work is microplasma chips, although microplasma lamps are also considered and introduced in 
subsequent chapters. In contrast to traditional macroscale plasma apparatuses, microplasma chips 
use nanoporous materials with microscale channel dimensions to reduce dielectric breakdown 
voltages. These chips can operate at room temperature and pressure, and provide molecular 
excitation via weakly ionized nonthermal plasma.50 Powers on the order of 1 W RMS can excite 
nonthermal plasmas.40  
Microplasma chips have the potential to produce H2 on-demand at high efficiency and 
specificity using H2O as fuel. The chips are modularly parallelizable, suggesting large amounts of 
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H2 can be created at high efficiency, and thus have significant industrial potential.
51 On-site 
hydrogen sources are needed for a wide variety of energy applications including hydrogen filling 
stations, fuel cells, and hydrogen energy storage.52 Efficient and low power production of H2 from 
H2O using microplasmas would eliminate global dependence on fossil fuels. 
 
1.4 Summary of Accomplishments 
 The current work is the first demonstration of H2 production from H2O with microplasma 
technologies. Furthermore, it is one of the first demonstrations of H2 production from H2O with 
nonthermal plasma. The H2 yields and energy efficiencies are improved compared to previous 
nonthermal plasma studies. Lastly, this work characterizes microplasma plasmachemical and 
photochemical reactions, thereby demonstrating a lack of H2O2 and the dominance of O2 and O3. 
These chemical results indicate that microplasma chemical reactions follow similar pathways to 
other nonthermal plasmachemical reactions with water vapor and could provide H2 from H2O 
without the concurrent production of H2O2.  
 
1.5 Conclusions 
 The hydrogen economy shows great promise to replace the fossil fuel economy. However, 
current technologies are infeasible for cost-effective and efficient hydrogen production. 
Microplasma technologies introduce a novel approach to hydrogen generation. They have potential 
to circumvent common issues of hydrogen storage and transport through on-demand H2 
production. 
10 
 
1.6 References 
(1) Haldane, J. B. S., Science and the Future. A paper read to the Heretics: Cambridge, 1923. 
(2) Crozier, P. S., Breakdown voltage calculations using PIC-DSMC; Sandia National 
Laboratories 2012. 
(3) Raissi, A. T.; Block, D. L. IEEE Power and Energy Magazine 2004, 2, 40-45. 
(4) Shafiee, S.; Topal, E. Energy Policy 2009, 37, 181-189. 
(5) Lawrence, J. University of Michigan Environmental Action for Survival Teach In.: Michigan 
1970. 
(6) Solomon, S.; Plattner, G.-K.; Knutti, R.; Friedlingstein, P. Proceedings of the national academy 
of sciences 2009, 106, 1704-1709. 
(7) McDowall, W.; Eames, M. Energy Policy 2006, 34, 1236-1250. 
(8) Crabtree, G. W.; Dresselhaus, M. S.; Buchanan, M. V. Physics Today 2004, 57, 39-44. 
(9) Díaz-González, F.; Sumper, A.; Gomis-Bellmunt, O.; Villafáfila-Robles, R. Renewable and 
Sustainable Energy Reviews 2012, 16, 2154-2171. 
(10) Edwards, P. P.; Kuznetsov, V. L.; David, W. I.; Brandon, N. P. Energy policy 2008, 36, 4356-
4362. 
(11) Satyapal, S.; Petrovic, J.; Read, C.; Thomas, G.; Ordaz, G. Catalysis today 2007, 120, 246-
256. 
(12) Thackeray, M. M.; Wolverton, C.; Isaacs, E. D. Energy & Environmental Science 2012, 5, 
7854-7863. 
(13) Dresselhaus, M.; Thomas, I. Nature 2001, 414, 332-337. 
(14) Ellabban, O.; Abu-Rub, H.; Blaabjerg, F. Renewable and Sustainable Energy Reviews 2014, 
39, 748-764. 
(15) Steven, J. D.; Robert, H. S. Environmental Research Letters 2014, 9, 084018. 
(16) Chisholm, G.; Cronin, L. Storing Energy: with Special Reference to Renewable Energy 
Sources 2016, 315. 
(17) US Department of Energy Website: Washington D.C. 
(18) Russel, D. A.; Williams, G. G. Soil Science Society of America Journal 1977, 41, 260-265. 
(19) Midilli, A.; Ay, M.; Dincer, I.; Rosen, M. A. Renewable and Sustainable Energy Reviews 
2005, 9, 255-271. 
(20) Amos, W. A., Costs of storing and transporting hydrogen; National Renewable Energy Lab., 
Golden, CO (US)1999. 
(21) Yang, C.; Ogden, J. International Journal of Hydrogen Energy 2007, 32, 268-286. 
(22) Schefer, R.; Houf, W.; San Marchi, C.; Chernicoff, W.; Englom, L. International journal of 
hydrogen energy 2006, 31, 1247-1260. 
(23) Holzworth, M. Corrosion 1969, 25, 107-115. 
(24) Langmi, H. W.; Walton, A.; Al-Mamouri, M. M.; Johnson, S. R.; Book, D.; Speight, J. D.; 
Edwards, P. P.; Gameson, I.; Anderson, P. A.; Harris, I. R. Journal of Alloys and Compounds 
2003, 356, 710-715. 
(25) Deeg, K. S.; Gutiérrez-Sevillano, J. J.; Bueno-Pérez, R.; Parra, J. B.; Ania, C. O.; Doblaré, 
M.; Calero, S. The Journal of Physical Chemistry C 2013, 117, 14374-14380. 
(26) Broom, D. P.; Webb, C. J.; Hurst, K. E.; Parilla, P. A.; Gennett, T.; Brown, C. M.; Zacharia, 
R.; Tylianakis, E.; Klontzas, E.; Froudakis, G. E.; Steriotis, T. A.; Trikalitis, P. N.; Anton, D. L.; 
Hardy, B.; Tamburello, D.; Corgnale, C.; van Hassel, B. A.; Cossement, D.; Chahine, R.; Hirscher, 
M. Applied Physics A 2016, 122, 151. 
11 
 
(27) Erogbogbo, F.; Lin, T.; Tucciarone, P. M.; LaJoie, K. M.; Lai, L.; Patki, G. D.; Prasad, P. N.; 
Swihart, M. T. Nano Letters 2013, 13, 451-456. 
(28) Witzke, M.; Rumbach, P.; Go, D. B.; Sankaran, R. M. Journal of Physics D: Applied Physics 
2012, 45, 442001. 
(29) Koo, I. G.; Choi, M. Y.; Kim, J. H.; Cho, J. H.; Lee, W. Japanese Journal of Applied Physics 
2008, 47, 4705. 
(30) Mizeraczyk, J.; Urashima, K.; Jasiński, M.; Dors, M. Int. J. Plasma Env. Sci. Technol 2014, 
8, 89-97. 
(31) Becker, K. H.; Schoenbach, K. H.; Eden, J. G. Journal of Physics D: Applied Physics 2006, 
39, R55. 
(32) Chen, X.; Suib, S. L.; Hayashi, Y.; Matsumoto, H. Journal of Catalysis 2001, 201, 198-205. 
(33) Hajime, K.; Hisahiro, E.; Shigeru, F. Chemistry Letters 2001, 30, 1314-1315. 
(34) Rehman, F.; Abdul Majeed, W. S.; Zimmerman, W. B. Energy & Fuels 2013, 27, 2748-2761. 
(35) Bruce, R. L.; Kai-Yuan, S. Plasma Sources Science and Technology 2011, 20, 034006. 
(36) Dey, G. R.; Das, T. N. Plasma Chemistry and Plasma Processing 2016, 36, 523-534. 
(37) Boudesocque, N.; Vandensteendam, C.; Lafon, C.; Girold, C.; Baronnet, J. In Proceedings of 
16th World Hydrogen Energy Conference (WHEC 16), 2006. 
(38) Charles, C. Frontiers in Physics 2014, 2. 
(39) Eichhorn, H.; Schoenbach, K. H.; Tessnow, T. Applied Physics Letters 1993, 63, 2481-2483. 
(40) Schoenbach, K. H.; Becker, K. The European Physical Journal D 2016, 70, 1-22. 
(41) Eden, J. IEEE Photonics Journal 2011, 3, 302-306. 
(42) Tachibana, K. IEEJ Transactions on Electrical and Electronic Engineering 2006, 1, 145-155. 
(43) Kim, J.; Park, S.-J.; Eden, G. Bulletin of the American Physical Society 2017. 
(44) Eden, J.; Park, S.; Herring, C.; Bulson, J. Journal of Physics D: Applied Physics 2011, 44, 
224011. 
(45) Tchertchian, P.; Wagner, C.; Houlahan, T.; Li, B.; Sievers, D.; Eden, J. Contributions to 
Plasma Physics 2011, 51, 889-905. 
(46) Becker, K.; Koutsospyros, A.; Yin, S.-M.; Christodoulatos, C.; Abramzon, N.; Joaquin, J.; 
Brelles-Marino, G. Plasma physics and controlled fusion 2005, 47, B513. 
(47) Anderson, T. S.; Ma, J. H.; Park, S. J.; Eden, J. G. IEEE Transactions on Plasma Science 
2008, 36, 1250-1251. 
(48) Kim, M.; Cho, J.; Ban, S.; Choi, R.; Kwon, E.; Park, S.; Eden, J. Journal of Physics D: Applied 
Physics 2013, 46, 305201. 
(49) F, A. W. W. R.; Langlais, B.; Reckhow, D. A.; Brink, D. R. Ozone in Water Treatment: 
Application and Engineering; Taylor & Francis, 1991. 
(50) Eden, J.; Park, S.-J.; Cho, J.; Kim, M.; Houlahan, T.; Li, B.; Kim, E.; Kim, T.; Lee, S.; Kim, 
K. IEEE Transactions on Plasma Science 2013, 41, 661-675. 
(51) Sung, O. K.; Eden, J. G. IEEE Photonics Technology Letters 2005, 17, 1543-1545. 
(52) Züttel, A.; Mauron, P.; Kato, S.; Callini, E.; Holzer, M.; Huang, J. CHIMIA International 
Journal for Chemistry 2015, 69, 264-268. 
 
12 
 
Chapter 2 
Theoretical Foundations of Plasma Chemistry 
 
2.1 Introduction 
Virtually all chemistry is performed under equilibrium conditions.3 Molecular and electron 
energy distributions are Maxwellian because the system is at thermodynamic equilibrium. 
Molecules guide reactions via molecular collisions and interactions. The accessibility and 
probability of chemical reactions depend on the thermodynamic and kinetic properties of the 
reactant molecules. Reaction energies far beyond the average energy of the chemical system have 
very low probability of occurrence.  
In contrast, the majority of molecules in nonthermal plasmas are at standard temperature and 
pressure (STP) conditions. Only a small fraction of molecules, about 0.1%, are ionized and possess 
energies necessary to drive chemical processes.2,5,6 Electron energies are several orders of 
magnitude above molecular energies. Electrons, instead of molecules, drive plasmachemical 
processes via elastic and inelastic collisions with molecules.8 Electron energy distributions are 
non-Maxwellian and often have large tails. The large energy tails provide a source of relatively 
high electron energies in plasma systems. 
Nonthermal plasmas utilize non-uniform electron energy distributions to guide chemically 
inaccessible reactions. Relatively high-energy chemical reactions are within reach of nonthermal 
plasma at STP. The primary advantage of the work in this dissertation is the focus on non-
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equilibrium chemistry. This chapter lays the theoretical foundation to understand interdisciplinary 
subjects influencing plasmachemical reactions. 
 
2.2 Plasma Characteristics 
Overview 
 Plasma is the fourth state of matter. Two distinct types of plasmas exist: thermal and 
nonthermal. Table 2.1 compares properties between the two types of plasma.9 𝑇𝑒 is the electron 
temperature and 𝑇𝑖 is the ion temperature. Thermal and nonthermal plasmas behave very 
differently despite their shared identity of plasma. 
Table 2.1. Comparison of properties between thermal and nonthermal plasmas. 
 Thermal Nonthermal 
Degree of Ionization High (>>0.1%) Low (~0.1%) 
Electron Energy Distribution Maxwellian Non-Maxwellian 
Electron Temperature 𝑇𝑒 ≈ 𝑇𝑖 𝑇𝑒 ≫ 𝑇𝑖 
 
Thermal plasmas possess high degrees of ionization and their electron temperatures are 
approximately equal to ion temperatures. Their electrons are at equilibrium and follow a 
Maxwellian energy distribution. In contrast, nonthermal plasmas are quasi-neutral. They possess 
low degrees of ionization, have electron temperatures much higher than ion temperatures, and their 
electrons follow non-Maxwellian energy distributions.10 Their electron mobilities are much higher 
than ion mobilities, meaning that electrons control excitation and reaction processes. 
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Microplasmas operate as nonthermal plasmas. The remainder of this chapter describes nonthermal 
plasmas and microplasmas in particular.  
 
Plasma Formation 
The microplasmas in this work are dielectric barrier discharges (DBDs). A dielectric layer 
coats a metal electrode to increase electric field without permitting arcing between the electrodes. 
Alternating current is applied between the two electrodes to prevent buildup of charge on the 
dielectric layer. The voltage applied between the electrodes excites the gas and forms plasma.  
Plasma discharge forms from an avalanche breakdown of electrons.11 Strong electric fields 
accelerate electrons in a gas which collide with molecules and atoms, thereby ionizing the 
impacted species. This ionization releases additional electrons which undergo the same 
acceleration process. A chain reaction of electron acceleration and molecular ionization occurs to 
generate plasma. Avalanche breakdown experiences variability in formation time because of the 
randomness of electronic collisions.12 The average frequency of plasma discharge is reliable 
despite variability in this frequency. 
 
Debye Length 
 Debye length is the characteristic length scale within plasmas. It is the scale over which 
electrons and ions screen out electric fields in plasmas. The influence of electrical charges are 
negligible beyond the Debye length. The electric potential decreases by 1/e for every Debye length 
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and thus the plasma will remain neutral on space scales beyond several Debye lengths. Debye 
length is calculated as 
𝜆𝐷 = √(
𝜀0𝑘𝑇𝑒
𝑛𝑒𝑞𝑒2
)     (2.1) 
where 𝜆𝐷 is the Debye length in m, 𝜀0 is the permittivity of free space, 𝑘 is the Boltzmann constant, 
𝑇𝑒 is the electron temperature in K, 𝑛𝑒 is the electron density in cm
-3, and 𝑞𝑒 is the electron charge 
in C. Equation 2.1 assumes that the temperature of ions is much lower than the temperature of 
electrons, and thus neglects the impact of ions on the Debye length. The Debye length estimated 
for the microplasmas in this dissertation is about 0.5 µm, which is 1/200 of the intracavity 
separation. The average electron temperature is assumed to be 1 eV, based on measurements and 
models from other groups.13,14 Electron density is measured in Chapter 4. A Debye length of this 
scale means that about 95% of the plasma exists in a quasi-neutral state and will behave uniformly.   
 
Electrical Characteristics 
Electric field represents the potential energy in space of electric charge carriers within plasma. 
It is commonly expressed in V/cm. Electrons are the majority charge carriers within plasma 
because they are far more mobile than ions.11 Reduced electric fields allow direct comparisons 
between plasma technologies. They can be calculated by dividing electric field strength by 
molecular density. Reduced electric field is commonly expressed in Townsends, commonly 
abbreviated as Td. One Td equals 10-17 V*cm2. Reduced electric field strengths for conventional 
plasmas at moderate vacuum pressures are on the order of 100-300 Td.15-17 In contrast, reduced 
electric field strengths for microplasma are two orders of magnitude higher at about 12000 Td for 
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these pressures. Further, microplasma reduced electric field strengths are about 1000 Td at 
atmospheric pressure, and are thus still higher than conventional plasmas at moderate vacuum 
pressure. Thus, the potential energy within the gaseous microplasma is higher than typical plasmas 
for comparable pressures and could positively impact chemical reactions. 
AC voltage at 20 kHz is applied between the electrodes of microplasma devices in this 
dissertation. AC voltage is chosen instead of DC to prevent charging of the alumina dielectric 
coating on the aluminum electrodes. Constant voltage would steadily build charge over time and 
could result in arcing which would degrade the microplasma device. For reference, root mean 
square (RMS) voltages and currents are about 2200 V and 15 mA in N2 at atmospheric pressure, 
respectively. High electric potential exists at both walls in a sinusoidal fashion because of the AC 
voltage.  
 
2.3 Electron Energy Distribution Functions  
 The electron energy distribution functions (EEDFs) for the microplasmas in this work are 
unknown. Typically, EEDF is monitored using a Langmuir probe.18 Practically, Langmuir probes 
are not used in nonthermal atmospheric plasmas for several reasons. First, the probe surface may 
become contaminated because it does not heat up like in a thermal plasma.19 In addition, Langmuir 
probes must be small enough not to perturb the plasma, which is difficult to achieve with 
microscale intracavity spacings.20 Lastly, Langmuir probes are incompatible with high pressures 
because their measurements are based on the assumption of collisionless plasmas.21 The EEDF of 
microplasmas has been difficult to characterize without the conventional plasma diagnostic toolkit. 
It is known that the EEDF of nonthermal plasmas is non-Maxwellian and deviates significantly 
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from thermal behavior.22,23 In some cases, nonlinearity and multi-modal EEDFs have been 
observed.24-26 However, the true nature of the microplasma EEDF in this work is unknown. This 
section provides a brief overview of possible EEDFs and demonstrates a general trend of high 
energy electron tails for non-Maxwellian EEDFs. 
Nonlinearities in the Maxwellian distribution can be introduced from a variety of sources, 
including vibrational excitation, rotational excitation, and inelastic collisions.27 These sources can 
introduce deviations from the Maxwellian EEDF which follow a wide variety of models. For these 
reasons, nonthermal plasmas can only be described as non-Maxwellian instead of naming a 
singular guiding function.28  
Figure 2.1. Visible differences in the electric energy distribution functions of a plasma system. The three 
different models shown are Maxwellian, Two-term Boltzmann, and Multi-term Boltzmann. Significant 
deviations occur between the models. Figure from Yousfi et al.4 
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Figure 2.1 compares electron energy distribution functions (EEDFs) for several common 
EEDF models.29 This figure is representative for the differences between EEDFs, but other 
functions may better fit microplasma EEDFs. The log of the EEDF for the Maxwellian distribution 
decreases linearly with electron energy; it is uniform. In contrast, the log of the EEDF for the two-
term and multi-term Boltzmann distributions exhibit curvature. The number of terms in the 
Boltzmann distribution refers to the overall simplification. Less terms indicate more simplification 
and may deviate more from reality, although models with less terms are less computationally 
intensive to determine. In Figure 2.1, although the Boltzmann EEDFs are not as high as the 
Maxwellian between 2-7 eV, they possess high energy tails from 10-20 eV. These high energy 
tails of the Boltzmann EEDFs could drive non-uniform plasma behavior. Non-uniform and non-
Maxwellian EEDFs are expected for microplasmas and will contribute to plasmachemical 
reactions. 
The Maxwellian EEDF is proportional to the electron energy and temperature. It assumes all 
electrons are in thermodynamic equilibrium with each other.30 Collision frequency is constant and 
guides the EEDF. However, this statement is only true with a high degree of ionization. 
Nonthermal plasmas have ionizations on the order of 0.1% and therefore do not meet this 
criterion.31 Maxwellian EEDFs are uniform and often used to study plasma. However, this model 
can be misleading with substantial deviation from thermodynamic equilibrium.  
The Boltzmann EEDF is based on a low degree of ionization. The dominant process in the 
Boltzmann EEDF is elastic collisions between electrons and molecules. However, inelastic 
collisions and molecular interactions are also considered. In addition, the Boltzmann EEDF 
assumes electron transport properties like mobility and diffusivity change as a function of electron 
energy.4 Deviations from thermodynamic equilibrium lead to nonlinearities in the Boltzmann 
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model. The Boltzmann EEDF often describes nonthermal plasma more effectively than the 
Maxwellian EEDF.  
 The EEDF is unknown for the microplasmas in this work. At best, they can be described as 
non-Maxwellian. Microplasmas likely possess tails of high electron energy that guide 
plasmachemical reactions which are outside the average electron energy. The nonlinear and non-
equilibrium EEDF allows microplasma devices to access reaction mechanisms normally beyond 
conventional chemical reactions at STP.  
 
2.4. Electron Collision Cross Sections 
Figure 2.2 plots the cross sections of relevant electronic interactions with water and oxygen 
versus their required electron energies.6,7 The cross section is the area in which two species must 
meet in order for the interaction to occur. In other words, it is proportional to the probability of 
occurrence. This figure demonstrates the overlapping energies and cross sections for competing 
interactions present within a plasma. Many interactions exist beyond this figure for higher energy 
levels and other species in the system, such as excited H2O, OH, and H. However, this figure is 
fairly representative because H2O and O2 are the dominant species observed in the nonthermal 
H2O microplasma.  
Figure 2.2 illustrates that elastic collisions are more favorable than ionization or attachment 
interactions by several orders of magnitude at most energy levels for H2O. These elastic collisions 
include neutral transfer of energy and molecular excitation. However, a small fraction of 
interactions will drive chemical changes and initiate chemical reactions via attachment 
interactions. The curviness in the H2O attachment interactions arises from the nature of chemical 
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changes and dynamics of bond length, breakage, and formation. As can be seen, water and oxygen 
have comparable and overlapping cross sections in the 4-10 eV range, thereby leading to 
competing plasmachemical reactions. Water dissociation and subsequent H2 formation competes 
with O2 dissociation and subsequent O3 formation. Ultimate product formation will depend on 
both electronic interactions and molecular reaction kinetics. 
The dynamic attachment curves in the 4-10 eV range are especially relevant in the current 
work. As previously stated, the non-Maxwellian electron energy distribution of microplasmas 
yields a long high-energy tail. Average electron energies are expected to be around 1-2 eV, 
although the high energy tail will extend much higher, at least to 20 eV, and drive chemical 
Figure 2.2. Cross sections of relevant electronic interactions with water and oxygen versus required energy. 
Elastic collisions are more favorable than attachment and ionization by several orders of magnitude at most 
energy levels. Data from Itikawa et al.6,7  
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reactions. As an example of the potential influence of the dynamic attachment curves, the relative 
maximum of the O2 dissociation at 6 eV can be analyzed. At 6 eV, O2 and all the attachment 
interactions of H2O exhibit local maxima. However, a shift of electron energy to 7.3 eV reveals 
local minima for H2O attachment interactions, but only a slight decrease in O2 dissociation. At 7.3 
eV, relatively more O2 would be dissociated than at 6 eV. Shifting the electron energy even further 
to 8.5 eV yields local maxima for H2O attachment interactions and an O2 dissociation cross section 
of about one-half the maximum. At 8.5 eV, relatively less O2 would be dissociated than at 6 eV. 
These analyses demonstrate the complex and dynamic nature of overlapping electron cross 
sections and suggest that tuning the electron energies to a desired range could encourage the 
specificity of reactions. 
 
2.5 Thermodynamics 
 Thermodynamic properties of hydrogen production guide the favorability of plasmachemical 
reactions. The main properties to consider are enthalpy, entropy, and Gibbs free energy.32 Enthalpy 
is the total formation energy for a product. Entropy is the state of disorder within a chemical 
system. The total amount of energy that must be supplied to split water into hydrogen and oxygen 
is known as the Gibbs free energy, calculated as  
∆𝐺 = ∆𝐻 − 𝑇∆𝑆     (2.2) 
where ∆𝐺 is the Gibbs free energy in kJ/mol, ∆𝐻 is the enthalpy in kJ/mol, 𝑇 is the reaction 
temperature in K, and ∆𝑆 is the entropy in J/mol.33 The Gibbs free energy is also reported in eV 
throughout this dissertation for direct comparison to electron cross sections. Chemical reactions 
are thermodynamically spontaneous when the Gibbs free energy is negative. 
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The expected reaction for the production of hydrogen from water splitting is 
2𝐻2𝑂 ⇌ 2𝐻2 + 𝑂2, ∆𝐺 = 4.9 𝑒𝑉     (2.3) 
This process has an enthalpy of 572 kJ/mol and an entropy of 327 J/K.34 The positive sign of 
enthalpy indicates the reaction is endothermic. Heat is consumed upon water splitting. The positive 
sign of entropy indicates the reaction increases disorder, via production of gases from liquid, and 
is therefore entropically favorable. For reactions at room temperature and atmospheric pressure, 
which is utilized in atmospheric microplasmas, the Gibbs free energy is 474 kJ/mol, or 4.9 eV. 
The water splitting reaction is endergonic and nonspontaneous because the Gibbs free energy is 
positive. Therefore, energy equal to or greater than the Gibbs free energy must enter the system to 
drive water splitting. The average electron energy within microplasmas is about 1-2 eV.14 This 
average electron energy is too low to drive water splitting. However, water reaction energies 
should be accessible within microplasmas given the non-Maxwellian energy distributions of 
electrons.  
 
2.6 Chemical Reaction Kinetics  
Chemical kinetics must be considered in addition to thermodynamics for microplasma 
reactions. Kinetics are a common limitation for gaseous and plasma reactions because gas 
molecule bonds are strong and stable.35 Significant activation energy is required to break bonds of 
gaseous molecules and encourage reactions. However, once those bonds are broken, reactions may 
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proceed. The majority of gaseous molecules require bonds to break in order to react because of 
their inherent bond stability.36  
It should be noted that the breaking of chemical bonds is not always a component of activation 
energy. Bonds could also bend or stretch, or other molecular changes may occur, such as rotational 
alignment. Kinetic limitations also arise from frequency of collisions. However, the differences 
between collision rates and gas concentrations for various molecules are much lower compared to 
differences in bond strength.37 This statement is particularly true for reactant gases at the beginning 
of the reactions. Therefore, the activation energies will depend largely on bond strength instead of 
collision frequency.  
Figure 2.3 illustrates the role of chemical kinetics in the water splitting reaction.38 In this figure, 
H2O undergoes a chemical reaction to form H2 and O2. There is a net increase in Gibbs free energy, 
Figure 2.3. Visualization of the energetics of chemical reactions. Water splitting is an endergonic 
process because the change in free energy is greater than 0. Activation energy Ea is required for 
chemical reaction. Diagram adapted from https://www.khanacademy.org/science/biology/energy-
and-enzymes/free-energy-tutorial/a/gibbs-free-energy. 
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Δ𝐺, which indicates a thermodynamically unspontaneous and unfavorable endergonic reaction. 
An activation energy, Ea, presents an additional barrier to reaction. For reference, the traditional 
overpotential required in a water splitting electrochemical cell is 1.23 eV.39 Electrolytes conduct 
charge in an electrolytic solution where liquid water is oxidized and then hydrogen is reduced. 
Input energies are often higher to increase reaction rate.  
In contrast to conventional electrolysis, microplasma systems react water vapor instead of 
liquid, and thus require higher voltages because the reaction mechanism is different. The exact 
mechanism of plasmachemical water splitting is unknown because possible plasmachemical 
pathways are numerous. However, plasmachemical reactions certainly do not benefit from 
solvation effects, electrolytes, or liquid interactions like conventional water splitting reactions.40 
At the very least, one of the bonds between oxygen and hydrogen in water must be broken before 
formation of H2 and O2. These bond energies are about 459 kJ/mol, or 4.8 eV, on average. This 
bond may need to be broken twice to remove both hydrogen atoms from oxygen, depending on 
the reaction pathway. Thus, the total bond breaking energy ranges from 4.8-9.5 eV and is a 
substantial activation energy to overcome.  
 
2.7 Photochemistry 
 Photochemistry is commonly used to drive chemical reactions.41 The majority of 
photochemistry takes place in the ultraviolet-visible (UV-VIS) region because of the abundance 
of UV-VIS light sources and catalysts.42 Photochemistry has been applied to the production of H2 
in the past.43 Solar cells absorb light to generate electricity and pass this electricity into a reactor 
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cell which produces H2 and O2 from H2O.
44 Catalysts and semiconductor materials have advanced 
this field in recent years and encourages future research into this methodology.45,46  
 Light in the vacuum UV (VUV) region has also been applied to photochemical reactions. 
Oxygen has a high absorption coefficient in this region and VUV light produces ozone from air. 
Therefore, oxygen-free environments are necessary to utilize lamps emitting in the VUV. Reaction 
areas can be purged with nitrogen and/or be contained in a vacuum. These reactions conditions are 
often worth the special reaction environment because VUV energies are greater than 6.2 eV and 
thus have the potential to break chemical bonds without the aid of a catalyst.47,48  
The main advantage of using VUV microplasma lamps in this work is to encourage reaction 
selectivity. Microplasma discharges drive chemical reactions through electron collisions. 
However, they do not encourage specific reactions. Further, the majority of input energy in 
microplasmas will not be used in chemical reactions because of the non-equilibrium electron 
energy distribution and dominance of elastic electron collisions. The microplasma lamp could 
increase the selectivity of microplasma reactions through VUV absorption.  
Figure 2.4 shows the absorptivity cross sections of H2O and O2 in the VUV range. The water 
cross section is about 10 times higher than O2 at 172 nm, which corresponds to 7.3 eV. Therefore, 
the use of a 172 nm lamp will encourage water dissociation relative to O2 dissociation. This 
specificity is important to overcome the competing reactions described for Figure 2.2. In particular, 
H2 formation must occur quicker than O3 formation and subsequent reactions.  
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Microplasma lamps could also be synergistically combined with microplasma chips to 
dissociate water with higher efficiency. The improved selectivity from the microplasma lamp 
could improve H2 production in non-selective microplasma chips. The combination of these two 
technologies has the potential to increase water splitting and overall efficiency. 
 
 
 
 
 
Figure 2.4. Absorptivity cross sections for H2O and O2 in the VUV range. Data from 
Hudson et al and Chung et al.1,2 
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2.8 Conclusions  
 Full theoretical understanding of microplasma systems requires knowledge in plasma physics, 
thermodynamics, chemical kinetics, and photochemistry. Non-equilibrium reactions are outside 
the conventional realm of both chemistry and physics and require a broad toolset for understanding 
and manipulation. The theoretical framework provided in this chapter guides understanding of data 
and results.  
 An understanding of the energy landscape for microplasma electrons could provide insight into 
reaction tunability. Electron collisional cross sections are overlapping for H2O and O2 in the 4-10 
eV region. Several local minima and maxima are observed in H2O, but only one local maximum 
is observed for O2. Optimal H2O dissociation will likely be found at a local H2O dissociation 
maximum and non-maximum O2 dissociation. 
 Beyond electron interactions, chemical kinetics and thermodynamics will dictate the ultimate 
products of plasmachemical reactions. The water splitting process is endergonic and therefore 
nonspontaneous and non-favorable. Furthermore, significant activation energy may be required 
from gaseous bond splitting. However, the high energy tail of non-Maxwellian electron energy 
distributions should provide sufficient energy to overcome these energetic limitations. 
 Further improvements in reaction selectivity and tunability are possible with photochemistry 
using microplasma lamps. The lamps used in this work emit 172 nm light, which corresponds to 
7.3 eV. Water light absorptivity is about 10 times higher than O2 absorptivity at this wavelength. 
Therefore, these lamps could selectively improve H2O dissociation. Synergistic combination of 
microplasma chips and lamps could improve overall H2 yield and energy efficiency. 
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Chapter 3 
Proof of Concept Plasmachemical Reactions in  
Laboratory-fabricated Microplasma Devices 
 
3.1 Introduction 
 The first stage of this research project sought to establish the production of H2 from H2O in 
microplasma devices. This proof of concept (POC) study evaluated the ability of microplasma 
devices to generate H2 in the absence of a carrier gas. The majority of plasmachemical reactions 
take place with the aid of a carrier gas.1,2 Carrier gases can encourage reactions via excitation 
transfer in addition to delivering reactants of interest. For instance, noble gases are often used as 
carrier gases because they are unreactive and their molecular collisions efficiently transfer energy.3 
However, competing reactions of the reactants with carrier gases increase costs for downstream 
applications and non-noble carrier gases could produce chemical byproducts. A critical evaluation 
of microplasma reactions without carrier gases was performed for these reasons. 
Preliminary experiments in microplasma chips used chips fabricated in the laboratory. These 
chips are hereby referred to as laboratory-fabricated chips. All preliminary experiments used 
moderate vacuum pressures (~15 Torr) to study the production of H2 from H2O in the absence of 
a carrier gas. These experiments established the precedence of generating H2 from H2O in 
microplasma devices. Furthermore, the reaction mechanism was probed using analysis of product 
gases and solid state characterization techniques.  
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3.2 Experimental  
The experimental details provided throughout this dissertation are described with as much 
information as possible. Note that there is nothing unique about any purchase or company details, 
and the exact equipment is not needed to replicate the experiments. Rather, all of this information 
is provided for the aid of future researchers.  
Laboratory-fabricated microplasma chips contain 12 microchannels which are each 230 µm 
wide, 100 µm deep, and 3 cm long. These channels are separated by 180 µm wide ridges. A flat 
electrode is sandwiched on top of the bottom substrate to constrict flow within the channels. 
Laboratory-fabricated chips were fabricated by a previous student in the Eden lab, Zhen Dai, as 
follows: compression and heating inside a 500 °C furnace flattens two thin Al strips.4 Submersion 
in 0.3 M sulfuric acid at room temperature and 30 VDC for 12 hours anodizes the strips. This 
process grows a thin layer of nanoporous Al2O3 on the Al substrates. Micropowder ablation etches 
the channels on the bottom substrate. The laboratory-fabricated microplasma device used in this 
dissertation has bottom material thicknesses of about 200 µm Al/80 µm Al2O3 and top material 
thicknesses of 60 µm Al/40 µm Al2O3. This aluminum oxide coating protects the electrodes from 
arcing and sustains a high electric field in the microplasma cavity. The nanoporous Al2O3 contains 
average pore diameters of 10-20 nm. An electric potential applied between the flat top and bottom 
channel-containing aluminum electrodes forms plasma within the channels. 
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Figure 3.1A shows a comprehensive depiction of a microplasma chip, with example channels 
outlined in blue. Figure 3.1B shows the cross-section inside a channel. For additional reference, 
Figure 3.5 displays SEM images of various portions of the microplasma chip architecture. A 
moderate vacuum of about 15 Torr vaporizes liquid water; all water should be present as vapor at 
15 Torr. Furthermore, the moderate pressure environment causes discharge with lower input 
voltage compared to atmospheric pressure. The base pressure of the vacuum system is 100 mTorr. 
The water is deionized (DI) and comes from the central DI H2O plumbing in the Electrical and 
Computer Engineering Building. The flow rate is vacuum-limited because the narrow channels 
constrict the pull of the vacuum. Reactions are contained inside the microchannels.  
A 20 kHz AC driving waveform generates plasma within the microplasma chip. This 
waveform delivers between 500 and 2500 V RMS. The waveform is created by an Agilent 33522A 
30 MHz Function Waveform Generated. A laboratory-fabricated high voltage transformer and a 
Tektronix, Inc. P6015 high voltage probe supply voltage. A Pearson Current Monitor Model 2877 
measures resulting current and power. An Agilent Infiniium 9000A series 1 GHz oscilloscope with 
edge triggering displays voltage, current, and power signals. 
Figure 3.1. Diagrams of A) a microplasma channel chip and B) the entire structure in cross-section.   
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The reaction testing scheme in Figure 3.2 is simple and straightforward. A room temperature 
microplasma chip is connected to a roughing pump at 2 mTorr and a Transpector MPH Residual 
Gas Analyzer (RGA). The RGA is a rugged mass spectrometer designed for in-line detection of 
gas. It ionizes the input gases with 70 eV electron energy using a Ir/Y2O3 filament and separates 
and detects the ions with a quadrupole.6 In these experiments, the RGA permits real-time 
measurements of gases involve in plasma reactions. The internal pressure of the RGA was about 
10-7 Torr on average. Origin 9.1 was used for data analysis and processing. 
The stainless steel (SS) connection tubing is heated to 130 °C to ensure the RGA receives all 
products as gas. An EG&G 50/60 Hz fan cools the chip during operation to maintain constant 
temperatures around 40 °C. An Eldex metering pump controls the flow of H2O in the system. This 
metering pump pulls from an H2O reservoir and introduces H2O into the tubing behind the 
microplasma. The vacuum then pulls this H2O through the microplasma chip. As previously 
mentioned, the flow rate of water vapor is vacuum-limited because of the restrictive geometry of 
the microchannels. Although vacuum pressures were used to gather much of the data and analyze 
reactions, they are not necessary for downstream applications because microplasmas can operate 
under atmospheric conditions.7 
Figure 3.2. Schematic of the reaction system. The microplasma chip reacts evacuated H2O and products 
flow into the RGA. 
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A laboratory-fabricated microplasma device was dissected for solid state analysis after several 
hours of H2 production. SEM images can be found in Figure 3.5. Solid samples of the bottom 
channel-containing piece were separated from the main device. The sample was from the center 
of the microplasma channels and experienced the H2-from-H2O production environment. The 
reference was from outside the sealed microplasma channels but had channels fabricated in the 
same way as the sample.  
The dissected microplasma was investigated using solid state analysis. Solid state analysis 
techniques include scanning electron microscopy (SEM) for surface analysis, energy-dispersive x-
ray spectroscopy (EDS) for elemental analysis, and x-ray diffraction for chemical analysis. This 
work was carried out in the Frederick Seitz Materials Research Laboratory Central Research 
Facilities at the University of Illinois at Urbana-Champaign. The SEM data were obtained with a 
Hitachi S-4700 High Resolution SEM operating in Ultra High Resolution mode. Sampling 
parameters include 15 kV accelerating voltage and 20 µA probe current. An upper detector 
collected high quality electrons. The samples were coated with a 7.5 angstrom thick mixture of 
gold and palladium in a 60:40 ratio, respectively, to increase conductivity. Honghui Zhou obtained 
the EDS data on the same SEM system which also possessed EDS capabilities. Mauro Sardela 
obtained the XRD data on a Siemens/Bruker D-5000 XRD system. Staff services were utilized for 
these last two analyses to expedite experimental progress. 
 
3.3 Results and Discussion  
Figure 3.3A depicts the real-time partial pressures of several compounds of interest in 230 µm 
wide microplasma channels. The partial pressures were measured with the RGA. Plasma formation 
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occurs and ceases where “on” and “off” are marked, respectively. The reduced electric field 
strength is approximately 14250 Td for these data. The production of H2 is visible nearly 
instantaneously upon plasma excitation. The H2O signal is an order of magnitude higher than the 
other signals, which start at their respective baselines. Nitrogen (N2) concentration demonstrates  
Figure 3.3. RGA data. A) Absolute RGA data. “on” and “off” indicate the status of 
the microplasma power inputs. B) Relative change in the RGA signals. 
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pressure stability during reactions. Hydroxide (OH-) partial pressure decreases approximately 
equal to N2 partial pressure during the plasma discharge. Interestingly, the O2 signal remains 
constant during plasma operation at moderate pressure. Initially, it was believed microplasma 
chips do not emit O2 or oxygen-containing compounds during the discharge of H2O plasma. 
However, after more extensive studies covered in Chapter 5, it was discovered that the production 
of O2 is simply below the limit of detection at moderate 15 Torr vacuum pressures. Similarly, no 
other measured m/z signals ≤50 atomic mass units change under plasma influence at moderate 
vacuum pressures, although some signals are observed in this range at higher pressures. 
Importantly, a lack of increase in OH and H2O2 signals at both 15 Torr and 760 Torr suggest that 
H2O2 is not produced in significant quantities during microplasma H2O reactions. 
Figure 3.3B depicts the change in RGA partial pressure signals throughout the experiment. The 
H2 signal rises in proportion to H2O signal decrease. The RGA sensitivity for H2 is about 4.8 times 
higher than for H2O, so the H2 signal increase is about 16% of the H2O signal decrease observed 
in these data. The RGA has higher sensitivity for low molecular weights (MW) because it is 
intended for monitoring leaks in gaseous reaction systems and is thus tuned to the lower range to 
detect H2 and He.  
Figure 3.4 illustrates the relative sensitivity of the RGA H2 and H2O responses. No 
microplasma device was connected during this calibration; the gas flowed through SS tubing 
directly to the RGA in a moderate 15 Torr pressure vacuum. The H2 signals observed during 
microplasma operation are slightly below the calibration range, as indicated by the black oval. 
Unfortunately, the calibration range is as low as possible using commercial mass flow controllers 
(25 mL/min, which is slightly over 1 mmol/min for H2). However, the RGA response in this non-
calibratible molar range for H2 is known to be linear from the H2O response and reported properties 
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of the RGA. Therefore, although the quantities of produced H2 are not precise, the trends are 
accurate. The data allow approximate measurements of H2 yield and energy efficiency. Hydrogen 
yields must be calibrated at low molar flow rates for more precise yield and energy efficiency 
measurements. Alternatively, increased H2 yields in the calibrated range would allow more precise 
measurements. 
As mentioned in the Experimental section above, the absence of O2 signal variation at the 
output of the microplasma chip (Figure 3.3) was initially attributed to O2 retention in the 
microplasma chip. Scanning electron microscopy (SEM) was used to measure retention of oxygen-
containing compounds within microplasma channels after microplasma-based conversion of H2O 
Figure 3.4. Relative sensitivities of the RGA for H2 and H2O. These calibrations serve as an 
approximation of the H2 yields. 
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to H2. Oxygen retention in the microplasma chip may result in long-term degradation and was 
characterized to assess this potential mode of failure. 
Figure 3.5 depicts the SEM data of various microplasma chip regions. SEM data from a 
microplasma reference never exposed to H2O or microplasma operation are shown in Figure 3.5A, 
3.5C, 3.5E, and 3.5G. SEM data from a microplasma sample used to produce H2 from H2O are 
shown in Figure 3.5B, 3.5D, 3.5F, and 3.5H. There are no apparent macroscale differences 
between the reference or sample microchannel widths shown in Figure 3.5A and 3.5B. 
Furthermore, there are no apparent structural changes on the ridges outside the microchannels 
shown in Figure 3.5C and 3.5D. The ridge porosity is identical for both reference and sample. This 
Figure 3.5. SEM data of various microplasma chip regions. A) Top-down view of the reference microchannel framed 
by ridges. B) Top-down view of the sample microchannel framed by ridges. C) Nanoporous structure of the reference 
ridge. D) Nanoporous structure of the sample ridge. E) Nanoporous structure of the reference wall at a 30° angle. The 
porosity is identical to the reference wall porosity. The growth of spherical nanostructures is observed. G) 
Nanostructure of the reference channel bottom. The surface is rough and nonporous due to the powder blasting process. 
H) Nanostructure of the sample channel bottom. Surface features are much smoother and nearly absent compared to 
the reference channel bottom. 
230 µm 230 µm 
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result is expected and demonstrates that the chemical process occurs within the microplasma 
channels.  
The microchannel walls are shown at a 30° angle in Figure 3.5E and 3.5F. Figure 3.5F depicts 
the growth of spherical nanostructures after microplasma-based production of H2 from H2O. The 
sample nanosphere and reference porous nanostructure diameters were measured to be 15 ± 1 nm 
and 13 ± 1 nm, respectively, according to established procedures in ImageJ shareware from NIH.8 
There is no significant difference in the porosity or nanostructure diameters between the reference 
and sample. Instead, there is only a morphological change of the nanostructures surrounding the 
pores. 
The microchannel bottom is the last region of interest in the microplasma chip and shown in 
Figure 3.5G and 3.5H. These regions are not nanoporous on the surface due to the powder blasting 
fabrication procedure. Spherical nanostructure growth is not observed in this region.  
In addition to these SEM results, no changes in electrical characteristics were observed over 
the duration of these experiments (data not shown). This statement is also true of the microplasma 
devices described in subsequent chapters. Identical input voltages produced identical currents for 
all experiments producing H2 from H2O in the microplasma chip. Thus, although there is some 
morphological change on the microchannel walls and bottom, there is no apparent detriment to 
long-term operation. Substantial operation time may be required to alter plasma characteristics 
through thick nanostructure growth.  
The chemical structure and composition of these detected nanostructures were further probed 
with XRD. XRD measures the chemical composition of regular molecular structures. Importantly, 
it does not detect amorphous structures; amorphous structures were unable to be detected in these 
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devices. Figure 3.6 illustrates the XRD data for sample and reference Al/Al2O3 microplasma 
channels. As can be seen, both samples contain regular Al-based structures from the aluminum 
electrodes. This result is expected and acts as a confirmation reference. In addition, the sample 
contains unique Al-containing compounds deposited within the channels. Therefore, the observed 
deposited nanospheres are composed of AlH3 and AlO(OH). This result is logical because 
hydrogen and oxygen are the only available molecules within the system. Thus, over time there is 
some buildup of oxygen and hydrogen within the device.  
EDS was used to further characterize the elemental environment within the microchannels. 
Figure 3.7 shows the EDS spectra for the same reference and sample Al/Al2O3 previously 
described. One limitation of EDS is the inability to detect hydrogen; it is too small of a molecule 
for analysis. Thus, no hydrogen appears in the spectra. Strong aluminum and oxygen lines 
dominate the spectra. Small silicon and carbon impurities are also observed. These signals are 
Figure 3.6. XRD analysis of sample and reference Al/Al2O3 microchannels. Regular molecular structures observed 
only in the sample are in green. Regular molecular structures observed in both the reference and the sample are in blue. 
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likely from glass impurities on the samples and physical handling of the samples, respectively. 
Overall, these EDS data serve as a confirmation that no elements beyond oxygen and hydrogen 
form physical structures within microplasma devices during generation of H2 from H2O.  
Figure 3.7. EDS analysis of Al/Al2O3 microplasma channels. Oxygen and aluminum signals dominant the spectra. 
The sample and reference spectra are nearly identical. Small amounts of carbon and silicon impurities are detected. 
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3.4 Conclusions  
Microplasma devices were shown to generate H2 from H2O at moderate 15 Torr vacuum 
pressures in the absence of a carrier gas. Produced gases were analyzed using an RGA. Solid state 
characterization techniques characterized nanospheres observed within the channels. It appears 
that regular nanostructures composed of AlH3 and AlO(OH) build up along the microchannel walls 
over time. These preliminary data established the concept of generating H2 from H2O without a 
carrier gas in microplasma devices and encouraged more detailed studies to quantify H2 yield and 
energy efficiency. 
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Chapter 4 
Hydrogen Production in Commercial Microplasma Devices 
 
4.1 Introduction  
This chapter presents data collected to expand on the proof of concept data from laboratory-
fabricated microplasma devices. Commercial microplasma devices were used to analyze the 
generation of H2 from H2O within microplasmas and evaluate H2 yield and energy efficiency in 
the absence of a carrier gas. The use of these devices is an important step forward to identify 
current capabilities in H2 yield from H2O with a robust and established microplasma architecture. 
The two main techniques used for characterization include RGA-based gas analysis and optical 
emission spectroscopy (OES). These data outline the current state of commercial microplasma-
based H2 generation from pure water vapor. 
 
4.2 Experimental  
Figure 4.1 displays a representative diagram of a commercially available microplasma chip 
from Eden Park Purification (EPP). These chips were used in the majority of the experiments 
contained in this dissertation because of their robustness and availability. EPP is a local startup 
company over which Professor Eden presides. EPP microplasma chips are designed and optimized 
to produce ozone for water purification. The deciding factor in ultimate application lies in the 
device geometry; EPP chips have 4 cm long, 100 µm deep, and 500 µm wide channels which are 
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ideal for ozone formation. Changing the intracavity separation distance (i.e. the depth) would 
change the breakdown voltages and accessible electric field strengths, as discussed in Chapter 2. 
Changing the device length affects dwell time, which dictates how long the reactants are exposed 
to the plasma field. Dwell time is discussed in more detail later in the next chapter. Lastly, changing 
the width of the channels impacts the flow rates of reactants and the overall yields of products. 
Despite the focus of the original design on O3 production from O2, these chips could also be used 
for H2 production from H2O, albeit in an un-optimized production scheme.  
Figure 4.1A shows an illustrated depiction of the device, with example channels outlined in 
blue. Figure 4.1B shows the cross-section inside a channel. The configuration of this device is the 
same as in Chapter 3 but with altered channel dimensions. Each of the 24 channels are 500 µm 
wide, 100 µm deep, and 4 cm long. The materials and methods of manufacturing EPP devices are 
the same as the homemade chip, except they are not done in-house. The nanoporous Al2O3 contains 
average pore diameters of about 30-40 nm.  
Figure 4.2 shows the experimental setup for gaseous reactions. It is almost identical to Figure 
3.2 except an additional spectrometer is added for OES measurements. In addition, the temperature 
of the aluminum electrode was occasionally measured with a SainSonic infrared (IR) thermometer, 
Figure 4.1. Diagrams of A) a microplasma channel chip and B) the entire structure in cross-section.   
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which can detect a wide temperature range of -50°C - 380°C (not depicted). The reaction 
conditions are the same as for the laboratory-fabricated device. A vacuum vaporizes liquid water 
and provides a moderate pressure environment for plasma reactions. Operating pressures are about 
15 Torr. The flow rate is vacuum-limited because the narrow channels constrict the pull of the 
vacuum. Reactions are contained inside the channels. Origin 9.1 was used for data analysis and 
processing.  
 
High precision optical emission spectroscopy (OES) data were collected with an Acton 
SpectraPro SP-2750 with 0.008797 nm resolution, 30 accumulations, 100 gain factor, and 500 ms 
gain width. The spectra are averaged over 5.5 seconds. Each measurement was obtained with a 
binned region of 250 pixels which acted as technical replicates. Low precision OES data, collected 
to identify key emission peaks, were collected with an Ocean Optics USB4000 Fiber Optic 
Spectrometer with 0.22 nm resolution and one second integration. All experiments were performed 
in the absence of ambient light. Microplasma discharge of water emits visible light during 
Figure 4.2. Schematic of the reaction system. The microplasma chip reacts evacuated H2O and products flow 
into the RGA. Optical signals are monitored with a spectrometer. 
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operation that is easily seen by the human eye. This discharge is pink in color from the hydrogen 
in the sample. This visible light can be seen at the outlet and inlet of the device. Wavelengths 
between 200 and 900 nm were monitored. OES was performed on the light present at the 
microplasma inlet for the experiments described in this chapter. 
 
4.3 Results and Discussion  
4.3.1. Yield and Efficiency  
The first benchmark for consideration in using microplasma to generate H2 is yield. Yield 
dictates downstream applications of microplasma for H2 production. The H2 yield is calculated 
with the following equation, 
𝑌𝐻2 = (
∆𝑃𝐻2
𝑃𝐻2𝑂
𝑖 ) (
𝑆𝐻2
𝑆𝐻2𝑂
) (𝐹𝐻2𝑂)     (4.1) 
where 𝑌𝐻2is H2 yield in mL/min, ∆𝑃𝐻2 is the change in partial pressure in Torr of H2 during 
discharge operation as detected by the RGA, 𝑃𝐻2𝑂
𝑖  is the initial partial pressure in Torr of the H2O 
as detected by the RGA, (
𝑆𝐻2
𝑆𝐻2𝑂
⁄ ) is the calibration factor used to adjust the signal of H2 based 
on relative RGA sensitivity, and 𝐹𝐻2𝑂 is the flow rate of H2O in mL/min determined by the RGA 
signal and a calibration curve. This equation determines the approximate H2 yield based on known 
values of flow, system response, and system sensitivity. In this equation, (
∆𝑃𝐻2
𝑃𝐻2𝑂
𝑖⁄ ) is used 
instead of  (
∆𝑃𝐻2𝑂
𝑃𝐻2𝑂
𝑖⁄ ) to calculate the relative conversion of H2O because the H2 signal changes 
less than the H2O signal, even when accounting for differing sensitivities. Therefore, monitoring 
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the H2 signal provides more accurate yields and does not overestimate the produced H2. As 
previously mentioned in Chapter 3, the H2 signal during calibration is slightly below the response 
available from the lowest possible MFC flow rate. Therefore, the given H2 yields cannot be 
considered precise. However, the linearity and order of magnitude of the yields are likely correct 
based on observed trends for H2O calibration and reported properties of the RGA. Future work 
could increase H2 yield to improve accuracy of calibration and maximize the potential of 
microplasmas for H2 generation. 
The second main benchmark for consideration in using microplasmas to generate H2 from H2O 
is energy efficiency. Energy efficiency is defined as 
𝐸 = (𝑌𝐻2) ∗ (
𝐻𝐻𝑉 𝐻2
𝑊
) ∗ 100     (4.2) 
 where 𝐸 is the percent energy efficiency, 𝑌𝐻2is the H2 yield calculated by Equation 4.1 converted 
to mL/s, 𝐻𝐻𝑉 𝐻2 is the higher heating value of hydrogen in J/mL, and 𝑊 is the RMS discharge 
power in W. The dimensions of energy efficiency cancel out to yield a simple percent between 0 
and 100. This equation depends on H2 response calibration and is not precise, similar to Equation 
4.1. The higher heating value of hydrogen represents the maximum energy that could be obtained 
from combustion of a molecule of H2 after returning all products of combustion to the original pre-
combustion temperature.1 Note that the power represents RMS discharge power rather than input 
power. This definition was chosen to define the microplasma as a closed system and reflects the 
current status and efficiency of microplasma chips. Energy efficiency values would be lower if 
incorporating wall-to-plug power. A variety of applications are possible with this technology, and 
each application may require different apparatuses which contribute to total input power. 
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Therefore, for simplicity and comparison, the current system power is defined relative to discharge 
power.    
Figure 4.3 illustrates the dependence of H2 yield and energy efficiency on electric field 
strength. Figure 4.3A plots the H2 yield against electric field. Reduced electric field is also shown 
Figure 4.3. Dependence on electric field strength for A) hydrogen yield and B) energy 
efficiency. Hydrogen yield is sigmoidal with electric field strength while energy 
efficiency exhibits a negative linear dependence. 
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for comparison to existing plasma technologies. Reduced electric field is a scaling parameter and 
is calculated by dividing the electric field by the gas density. As discussed in Chapter 2, 
microplasma electric fields are relatively high; typical plasma discharges have reduced electric 
field strengths on the order of 300 Td at moderate vacuum pressures less than 100 Torr.2-4 For 
reference, 8500 Td and 15500 Td correspond to 3 W and 25 W RMS discharge power, respectively. 
The electric field strengths used in these experiments represent the range of electric field 
strengths possible for H2 production from H2O with sustainable discharge operation. Electric field 
strengths lower than these values do not have enough energy to form detectable H2. Electric field 
strengths higher than these values cause arc discharge which is unsustainable and can damage 
microplasma devices. Thus, these data represent the current state-of-the-art for generating H2 from 
H2O using microplasma technology. 
The data in Figure 4.3A demonstrate that the yield of H2 from H2O in microplasma chips 
exhibits a clear dependence on electric field. This result is expected because electric field dictates 
plasma electron energies which guide plasmachemical reactions. Increased electric field strength 
increases electron energies which drive reactions. All collected data, instead of averaged data, are 
shown in Figure 4.3 in order to not obscure any trends. The maximum H2 yield corresponds to 
about 2.2*10-8 mol/s, or 1.34*1016 molecules/s. This corresponds to 4.6*10-7 mol/cm-3*s for a total 
internal volume of 0.048 cm3. Surprisingly, there is a sigmoidal trend to the relationship between 
H2 yield and reduced electric field. Maximum H2 yield occurs around 12500 Td. Additional 
electric field strength does not improve yield. This sigmoidal trend is hypothesized to originate 
from the interference of O2, and subsequent O3, within the microchannels. As discussed previously, 
the O2 and H2O dissociation reactions compete because of their overlapping electron collision 
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cross sections. Ozone will react quickly with H2 to produce H2O, and could mitigate reactions. The 
evolution of products is considered in the next chapter.  
Figure 4.3B demonstrates the slightly negative relationship between energy efficiency and 
electric field strength. Energy efficiency is roughly constant around 0.2% for a wide array of 
electric field strengths. These data indicate that stronger electric fields do not yield enough H2 to 
improve energy efficiency. The highest observed energy efficiency in the literature for H2 
production from H2O a uncatalyzed nonthermal plasma is 0.0003%.
5 That study is one of the few 
nonthermal plasma studies of H2 production from H2O that do not use a catalyst, and is thus the 
most directly comparable result to the current work. Considering studies that do use a catalyst, the 
highest observed energy efficiency is 2.1% with a medium flow rate (80 mL/min) Ar carrier gas 
and a gold catalyst, and 0.3% efficiency with a lower flow rate (10 mL/min) Ar carrier gas and the 
same gold catalyst.6 The 10 mL/min flow rate was the lowest utilized and more comparable to this 
work than the highest flow rate. The current work exhibits an improvement of 3 orders of 
magnitude of energy efficiency over non-catalyzed nonthermal plasma and comparable 
efficiencies to catalyzed nonthermal plasma.  
It is important to note that the relative percent of H2O converted to H2 ranges from 1.5% for 
the lowest value to 10% for the upper sigmoidal asymptote. For comparison, the uncatalyzed 
nonthermal plasma study mentioned previously had a relative conversion of 1%, while the 
catalyzed study had conversions between 6.7% for the highest energy efficiency and 9.4 % for the 
second-lowest energy efficiency. Thus, the microplasma chips exhibit an improvement in relative 
H2O conversion from both uncatalyzed and catalyzed nonthermal plasma studies. Un-optimized 
microplasma surpasses capabilities of macroscale nonthermal plasma to produce H2 from H2O 
when both energy efficiency and relative H2O conversion are considered. 
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Energy efficiency is largely dependent on absolute H2 yield. Importantly, microplasma chips 
exhibit inherent parallelizability, meaning that many devices could be combined together without 
a large increase in current and power, and therefore absolute hydrogen production with comparable 
input power is tunable.7-9 Parallelization of microplasma chips will continue to improve yield and 
efficiency values beyond other studies. Lastly, the amount of output H2 is low partially because 
the amount of input H2O is low; input H2O flow is on the order of µL/min. Increasing throughput 
would greatly increase the yield of H2O and energy efficiency of this system.  
 
4.3.2. Optical Emission Spectroscopy  
 Optical emission spectroscopy (OES) was used to further explore the reaction kinetics and 
dynamics within microplasma chips. OES is a valuable tool for diagnostics in microplasma 
because of its passive detection. Light emission can be analyzed without probing or interfering 
with the system. In addition, OES spectrometers are inexpensive and simple to use. All these 
virtues are in contrast to other diagnostic tools like Langmuir probes, which would disturb 
microplasmas in order to measure. For these reasons, OES was the main diagnostic tool used in 
microplasma diagnosis.  
Figure 4.4 depicts the comprehensive OES spectra from 200-900 nm for the entire range of 
electric field strengths as detected by the Ocean Optics USB4000 Fiber Optic Spectrometer. All 
peak emission signals except N2 increase with reduced electric field strength. The reduced electric 
field strengths in the legend correspond to about 2 W – 25 W RMS discharge power. The Hα line 
dominates the spectrum, with the Hβ line as the second strongest for the majority of electric field 
strengths. In addition, visible peaks are observed for OH, N2, O, and O
+. N2 is present from small 
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amounts of air in the system. This air also contributes to the O and O+ signals. The N2 signal 
dominates at weaker electric field strengths because those electric fields are too weak to produce 
substantial H2 in the microplasma device. However, the N2 signal quickly decreases with electric 
field strengths of about 12500 Td; the H2 yield equilibrates at this electric field strength and H2 
dominates the spectra.  
The emission peak wavelengths indicate the presence of certain molecular species within the 
plasma. Some of these peaks are useful for diagnostic purposes: Hα can be used to find electron 
Figure 4.4. Emission spectra of a microplasma chip over the total array of discharge powers (2-25 W RMS). N2 signal 
is prominent at low discharge power due to a lack of H2 in the system. All other signals increase with increased reduced 
electric field. 
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density and OH can be used to find gas rotational temperature. The theoretical techniques used for 
characterization will be described in detail.  
 
Electron Density 
  The Hα line is commonly used to measure and calculate electron density.
10-12 Figure 4.5 plots 
the intensity of Hα atomic emission vs the relative wavelength for the total range of electric field 
strengths. The Hα line intensity increases with electric field strength. This result is logical because 
Figure 4.5. The Hα line measured throughout the range of electric field strengths. The Hα line intensity increases with 
electric field strength. The FWHM can be used to calculate electron density. 
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stronger electric fields yield more H2, as shown in Figure 4.3. The full width at half maximum 
(FWHM) depends on the instrumental, Doppler, van der Waals, and Stark broadenings.13 The Stark 
broadening is directly proportional to electron density. The other sources of broadening are 
considered noise in the system and must be subtracted from the FWHM as follows. 
𝛥𝜈𝑆 = 𝐹𝑊𝐻𝑀 − (𝛥𝜈𝐼 + 𝛥𝜈𝐷 + 𝛥𝜈𝑊)    (4.3) 
In Equation 4.3, 𝛥𝜈𝑆 is Stark broadening, 𝛥𝜈𝐼 is instrumental broadening, 𝛥𝜈𝐷 is Doppler 
broadening, and 𝛥𝜈𝑊 is van der Waals broadening. All units are in nm. The FWHM is determined 
from the Lorentzian fit of the Hα line. All Lorentzian fits of the data had R
2 values exceeding 0.97. 
Instrumental broadening arises from light divergence after emission.14 This broadening is a 
constant 0.02 nm in the described system. This broadening is an instrumental parameter in the 
monochromator and was determined during calibration.   
Doppler broadening arises from the distribution of molecular velocities. It can be calculated as 
follows,15 
𝛥𝜈𝐷 = (7.162 ∗ 10
−7)𝜆√
𝑇𝑔
𝑀𝐴
     (4.4) 
where 𝜆 is the atomic wavelength in nm, 𝑇𝑔 is the gas temperature in K, and 𝑀𝐴 is the atomic 
mass of the species of interest in g/mol. The Doppler broadening is a constant 0.008 nm in the 
present system.  
The van der Waals broadening originates from dipole interactions between excited and ground 
state molecules. It can be calculated as follows,15,16 
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𝛥𝜈𝑊 = (8.18 ∗ 10
−26)𝑁𝜆2(𝛼𝑅2)2/5 (
𝑇𝑔
𝜇
)
3/10
     (4.5) 
where 𝑁 is the atomic number density of hydrogen in the ground state in cm-3, 𝜆 is the atomic 
wavelength in nm, 𝛼 is the atomic polarizability of hydrogen in cm-3, 𝑅2 is the difference in the 
square radius of hydrogen in the upper and lower levels in units of Bohr radius a0, 𝑇𝑔 is the gas 
temperature in K, and 𝜇 is the reduced mass of hydrogen. The van der Waals broadening was 
calculated as 0.008 nm. 
Electron density can be calculated once the Stark broadening is determined from Equation 4.3. 
The Balmer Hα model has well known electron densities corresponding to Stark Broadening.
17 The 
fit follows a logistic equation that has been fit experimentally in other studies.  
log 𝑁𝑒 = 20.7 +
−8.9
1 + (
𝛥𝜈𝑆
0.38)
0.33      (4.6) 
The electron densities across the total array of electric field strengths are plotted in Figure 4.6. 
These electron density values are typical for microplasmas.18-20 Each electron density is an average 
for the plasma over 5.5 seconds. Furthermore, 250 binned pixels were used for each density as 
technical replicates. Therefore, the noise for the measurements should be low, although there are 
no error bars to prove statistical significance. The electron density is approximately constant for 
all of the electric field strengths. There is perhaps a slight linear increase in electron density with 
reduced electric field, although this cannot be stated with absolute certainty. The data in Figure 
4.6 are counter intuitive because electron density often increases with electric field strength. This 
figure demonstrates that energy supplied from increased electric field strength does not increase 
electron density.  
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Gas Rotational Temperature 
  The gas rotational temperature was calculated to monitor molecular energy over time. Gas 
temperature should be relatively constant around room temperature for nonthermal plasma. 
Rotational temperature was found from the OH rotational lines using an established method.21 The 
OH lines between 307 and 309 nm, from the A→X transition, are split from differences in 
rotational temperature as shown in Figure 4.7. Each of these lines can be assigned to a particular 
known energy level, as indicated by their labels. Interestingly, splitting is observed around the       
N = 5 line. However, the intensities are approximately equal for both peaks for all discharge 
powers, and thus the end calculation is not impacted by selection of a single peak.  
Figure 4.6. Electron density as a function of reduced electric field strength. Electron 
density is roughly constant over the total array of microplasma electric field strengths. 
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The natural log of signal intensity divided by the rotational transition probability versus 
transition energy yields a straight line. The corresponding equation is, 
ln (
𝐼
𝐴
) = (−
1
𝑘𝑇𝑔
) 𝐸𝑘 + 𝐶     (4.7) 
where 𝐼 is the normalized emission intensity, 𝐴 is the rotational transition probability for the energy 
transition of interest, 𝑘 is Boltzmann’s constant, 𝑇𝑔 is the rotational gas temperature in K, 𝐸𝑘 is the 
transition energy in J, and 𝐶 is a constant.  
Figure 4.8 plots the data and fits them to Equation 4.7. The rotational temperature is inversely 
proportional to the slope of the straight line. Error bars represent the spread of I/A for the range of 
Figure 4.7. The OH rotational spectra over the full range of electric field strengths. Each curve 
corresponds to a different electric field strength. The spectra are approximately identical. Slight 
differences exist in signal intensity despite constant ratios between peaks in a single spectrum. 
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electric field strengths. Only 5 energy values are used for fitting instead of 6 because the rotational 
transition probability is zero for N=1. The fitting error likely arises from a lack of absolute 
resolution for certain peaks. The rotational temperature is roughly constant across the array of 
discharge powers. The average gas temperature is about 363 ± 15 K. Temperatures of the solid 
aluminum electrode were measured to be about 310 K during these measurements using an IR 
detector. The gas is expected to have higher, but comparable, temperatures than the electrodes 
because the aluminum electrodes were cooled with a fan. Without a fan, the electrodes measured 
as high as 400 K. Therefore, these rotational temperature results align with measured infrared 
results and expectations. Figure 4.8 demonstrates that increased electric field strength does not 
increased gas rotational temperature. The diagnostic OES results indicate that electron density and 
Figure 4.8. Determination of the gas rotational temperature by linear fitting. Error bars 
represent the standard deviation of for N=7 electric field strengths. 
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gas rotational temperature are roughly constant over the possible array of microplasma discharge 
powers and electric field strengths.  
 
4.4 Conclusions 
 EPP microplasma chips were demonstrated to reliably generate H2 from H2O. This result is 
identical to the laboratory-fabricated chips, as expected. The H2 yields and energy efficiencies of 
the microplasma chip surpass comparable uncatalyzed nonthermal plasma results and are 
comparable, and perhaps slightly exceed, catalyzed nonthermal plasmas. As outlined in Table 1.1, 
the relative conversions of H2O to H2 were about 10%, 1%, and 7% for microplasma, uncatalyzed 
nonthermal plasma, and catalyzed nonthermal plasma, respectively. The energy efficiencies were 
about 0.3%, 0.0003%, and 2.1% for microplasma, uncatalyzed nonthermal plasma, and catalyzed 
nonthermal plasma, respectively. Because EPP microplasmas are optimized for O3 production 
from O2, there is still much opportunity to improve microplasma yields and energy efficiencies. 
OES diagnostics were performed to characterize the physical characteristics of the 
microplasma. Both electron density and gas rotational temperature were roughly constant over the 
full possible array of electric field strengths and discharge powers. They were shown to be about 
2*1014 cm-3 and 363 ± 15 K, respectively. There may be a slight linear dependence of electron 
density on electric field strength. A lack of changes in gas rotational temperature and electron 
density over the total array of electric field strength suggests that H2 yield is limited by other 
parameters which will be explored in the next chapter. 
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Chapter 5 
Synergistic Plasmachemical and Photochemical Reactions 
Using Microplasma Technologies 
 
5.1 Introduction 
 The results of previous chapters established microplasma chips for producing H2 from H2O in 
the absence of a carrier gas. This work is the first demonstration of the production of H2 from H2O 
in microplasma chips. Physical characteristics of the plasma were analyzed to better understand 
the factors limiting H2 yield and energy efficiency. Electron density and gas rotational temperature 
appear to be roughly independent of electric field strength. It is hypothesized that chemical factors, 
such as dissociation of O2 and subsequent production and reactions of O3, limit H2 yield and energy 
efficiency.  
The aims of the current chapter are two-fold. The first aim is to understand chemical factors 
impacting reactions within microplasma devices. Carrier gases, such as nitrogen and argon, at 
atmospheric pressure are used to increase gas concentration in the system. The second aim is to 
combine microplasma lamp and chip technologies to increase reaction specificity and H2 yield. A 
172 nm Xe2 lamp, also based on microplasma technology, is synergistically coupled to a 
microplasma chip.  
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5.2 Experimental  
Figure 5.1 displays a picture of a UV microplasma lamp from Eden Park Illumination (EPI). 
EPI is the first local startup company that Professor Eden cofounded. A single EPI lamp was used 
in the experiments in this chapter. It is a Xe2 lamp with 172 nm peak output, which corresponds to 
7.3 eV of photon energy. As discussed in Chapter 2, the absorption cross section for water at 172 
nm is about ten times that of oxygen. Thus, this lamp could selectively encourage H2O dissociation 
over O2 dissociation.  
 This lamp shown in Figure 5.1 is not the exact one used in the photochemical experiments, 
but shares the general design. It is a prototype and not commercially available, although EPI 
manufactures other microplasma lamps that are commercially available. The prototype Xe2 lamp 
is 5 cm by 5 cm and outputs 38 mW/cm2. The whole lamp outputs 981 mW. The total power inside 
the channels during in-time synergy experiments is 182.4 mW, calculated by dividing power by 
total channel area. 
Figure 5.1. Microplasma lamp from EPI. From 
http://www.edenpark.com/product/vacuum-ultraviolet-lamp/index.html. 
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Light in the vacuum ultraviolet (VUV) range should be sufficient to dissociate water into H 
and OH.1 Furthermore, oxygen is readily converted to ozone in this same range. To avoid ambient 
production of ozone during lamp operation, which could lead to degradation of the microplasma 
devices, synergistic experiments utilizing this lamp were performed in a constantly purged N2 
atmosphere. Synergy reactions occurred either in-time or in-space; both setups are described below 
in more detail.  
The in-time and in-space synergy reactions were performed using a carrier gas for water vapor 
under atmospheric conditions. This departure from the previous work at 15 Torr was motivated in 
part by vacuum-limited H2 yields and efficiencies observed in Chapter 4. Atmospheric conditions 
using a carrier gas allows increased input H2O flow rates and thus could increase yield. The other 
motivation was more practical in nature: the cross section of the photochemical reactor used in the 
in-space synergy experiments is too large to utilize a vacuum. The vacuum is unable to reach 15 
Torr pressure in this configuration. Therefore, atmospheric conditions were utilized for the synergy 
experiments. 
In-time synergy was driven with a UV-transparent microplasma reactor. A representation of 
the cross section is shown in Figure 5.2. UV light from the microplasma lamp passes through two 
Figure 5.2. Cross-section of a channel in a UV transparent 
microplasma device. UV light passes through two pieces of fused 
silica and a stainless steel mesh before reaching the microchannel. 
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pieces of fused silica and a stainless steel mesh before reaching the microchannel. The 
microchannel generates plasma simultaneously during operation of the UV microplasma lamp, and 
thus synergistic reactions occur in-time. Although the stainless steel mesh will reflect some of the 
impacting UV rays, the majority of the rays are expected to pass into the microchannel device. The 
bottom microplasma piece is an unaltered EPP chip: it still contains 24 channels which are 500 
µm wide, 100 µm deep, and 4 cm long. The nanoporous Al2O3 contains average pore diameters of 
about 30-40 nm. An Agilent Infiniium 9000A series 1 GHz oscilloscope measures the respective 
voltage and current signals of the microplasma lamp and chip. Signals were detected with edge 
triggering. The UV-transparent microplasma device allows comparison to past results based on 
EPP chips and expands the toolbox of microplasma-based reactions.  
The in-time synergy experimental setup is shown in Figure 5.3. It is almost the same as Figure 
3.2, with the additions of the gas and MFC system and the UV reactor chamber. The microplasma 
devices are contained within an N2 environment to minimize the production of ozone. The reaction 
chamber is flushed with N2 and partially sealed and covered. Positive pressure reduces the intake 
of air. The chamber cannot be fully sealed because tubing must enter the system. However, this 
Figure 5.3. In-time synergy microplasma reaction scheme utilizing a carrier gas and water bubbler. UV reactions 
take place in a partially-sealed UV chamber. 
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reaction scheme eliminated nearly all ozone detectable by smell. In addition, no fan was used 
during the in-time synergy experiments because there was not enough room in the UV chamber. 
However, reactions without a fan have been observed to operate at about 330 K instead of 310 K, 
and thus the results are roughly comparable.  
Gas flows were controlled by Aalborg mass flow controllers (MFCs) designed for each specific 
carrier gas. Flow rates were varied from 25 mL/min to 200 mL/min. The carrier gas was flowed 
through a water bubbler. The carrier gas contains about three molar percent water vapor after it 
passes through the bubbler due to the relative humidity of the system. Instead of constant sampling 
with the RGA like the vacuum setup, the gas is periodically sampled by a valve. Gas is vacuumed 
out of the system between sampling. The unsampled gas vents to an exhaust line.  
In-space synergy was achieved with a separate photochemical reactor, which consists of a 3 in 
by 3 in piece of UV-transparent fused silica sealed on top of an open-faced SS box. The SS box is 
3 in by 3 in with 0.5 in depth. This reactor is essentially a wide portion of tubing and the materials 
do not interact with the water vapor or impact the reactions by themselves. However, this reactor 
allows UV light from the Xe2 lamp to react with water vapor either before or after the microplasma 
reactor. In this way, photochemical reactions occurred before the microplasma reactor or finished 
Figure 5.4. In-space synergy microplasma reaction scheme utilizing a carrier gas and water bubbler. The red dashed 
box outlines the components which can be reversed to change the directionality of the in-space synergy experiments.  
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reactions after the microplasma reactor. Gas moves slower in this wide cross-section device but 
returns to original velocity after the UV reactor.  
 The in-space synergy experimental setup is shown in Figure 5.4. Similar to the in-time setup, 
it is almost the same as Figure 3.2, with the additions of the MFC system and the UV reactor 
chamber. The red dashed box outlines the components which can be reversed to change the 
directionality of the in-space synergy experiments. The UV reactor either comes before or after 
the microplasma chip during in-space synergy experiments. All tubing lengths remain constant; 
only the directionality of flow changes. This scheme allows direct comparison to in-time synergy 
and past results. 
 
5.3 Results and Discussion  
In-Time Synergy 
In-time synergy was expected to increase H2 yield and energy efficiency due to increased 
selectivity and concurrent reactions driven by the microplasma lamp and chip. Further discussions 
of precise synchronization of discharges and electrical interference control experiments are found 
in Appendix A. In-time synergy experiments were performed for concurrent operation of the 
microplasma lamp and chip without synchronization. The H2 yield and energy efficiency trends 
are described for flow rates of 25-200 mL/min. Microplasmas were discharged with powers of 
about 24 W RMS which correspond to reduced electric field strengths of 1090 and 980 Td for N2 
and Ar, respectively.  
These electric fields are one order of magnitude smaller than for the moderate pressure 
experiments because the synergy reactions were performed at atmospheric pressure instead of 
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moderate pressure of 15 Tor. Higher pressures lower the reduced electric field strength by 
increasing the molecular density. Additionally, the electric fields are lower for Ar than N2 because 
lower potential is required for plasma discharge in Ar. Despite differences in electric field strength 
between carrier gases and from earlier experiments at 15 Torr, the highest possible electric fields 
were applied within the microplasma chips during synergistic experiments to ensure maximum H2 
production. 
The H2 yield with a N2 carrier gas is shown in Figure 5.5A and the yield for an Ar carrier gas 
is shown in Figure 5.5B. Both N2 and Ar are shown to compare molecular and elemental gases, 
respectively. Other flow gases were used as well, including CO2, CO, O2, and H2. However, N2 
Figure 5.5. Relative H2 yield using A) N2 and B) Ar carrier gases and energy efficiency using C) N2 and D) Ar carrier 
gases at different flow rates. Ar yields more H2 at higher efficiency but is still on the same order of magnitude. Error bars 
represent the standard deviation of at least N = 3 trials using a single microplasma chip. 
68 
 
and Ar are the most practical and common carrier gases. The plasma label indicates only the 
microplasma chip was used and the plasma + photo label means both the microplasma chip and 
lamp were used at the same time. For both carrier gases, the yields appear about 20% lower during 
synergy experiments compared to microplasma-only experiments. The results are not statistically 
significant for the majority of the yields, with the 200 mL/min Ar flow rate being the one 
exception. The energy efficiency trends in Figures 5.5C and 5.5D are identical to the H2 yield 
trends: synergistic values appear about 20% lower than microplasma-only values.  
It is important to note that the microplasma lamp-only experiments are not shown because they 
did not yield detectable amounts of hydrogen. This photochemical result is logical according to 
data which outlined the likely splitting mechanism of H2O into H and OH radicals.
1 Although the 
microplasma lamp likely dissociates water, it does not encourage H2 formation. 
Figure 5.5 demonstrates that both H2 yield and energy efficiency increase with flow rate when 
either N2 or Ar is used as a carrier gas. The 25 mL/min flow rate is the lowest possible from the 
MFC while the 200 mL/min flow rate approaches the upper limit of flow rates compatible with O-
rings and gaskets contained in the flow system. These two flow rates differ by a factor of 8 and 
indicate the impact of flow on microplasma reactions.  
Yields and efficiencies for 25 mL/min and 40 mL/min are approximately the same for both 
carrier gases. This result is logical because these flows only differ by about 40% and are relatively 
low. The yields and efficiencies are higher for 200 mL/min flow rates than lower flow rates of 
both carrier gases. Again, this result is expected because a higher flow rate means that a greater 
amount of H2O passes through the microplasma and is available for conversion. The vacuum-
limited H2O input flow rate partially limited H2 yield and energy efficiency for moderate-pressure 
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experiments in previous chapters. Hydrogen yield is improved with a carrier gas at atmospheric 
pressure, although energy efficiency is decreased. 
Error in the yields and efficiencies in Figure 5.5 largely depend on flow instabilities and dwell 
time, which lead to varying amounts of H2 production. Flow instabilities occur because the high 
flow rates entering the narrow microplasma channels can produce non-laminar flow. This effect is 
more pronounced for 200 mL/min than the other flow rates because it is about an order of 
magnitude higher. It appears that flow instabilities and dwell time impact H2 yield in N2 more than 
Ar because the deviation is higher for all flow rates. Error could be reduced through increased 
technical replicates. Figure 5.6 illustrates the dependence of relative H2O conversion on dwell time 
in a microchannel during plasma discharge when N2 is a carrier gas for water at atmospheric 
pressure. The plotted dwell times from left to right correspond to 200, 40, and 25 mL/min, 
respectively. Dwell time is defined as the amount of time the gas spends inside the microchannel. 
It is calculated by dividing the 
total microplasma chip 
channel volume by the 
volumetric flow rate. As can 
be seen, the relative 
conversion increases linearly 
with dwell time. 
Higher relative 
conversions with lower flow 
rates imply that dwell time 
directly impacts H2 
Figure 5.6. Relative conversion of H2O during microplasma discharge at 
atmospheric pressure in an N2 carrier gas as a function of dwell time. Relative 
conversion increases with dwell time. 
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production. Longer dwell times increase H2 production and relative yield. Overall H2 yield may 
increase with dwell time because secondary reactions with the carrier gas occur at longer 
timescales than ozonation reactions. In contrast to relative H2 yield, higher flow rates increased 
absolute amounts of H2 relative to lower flow rates because of the increased input H2O. A 
combination of increased dwell time and high flow, potentially achieved by lengthening the 
microchannels and increasing the flow rate during experiments, would increase both relative and 
absolute H2 yields. Optimal channel lengths must be determined experimentally because the 
current data are insufficient to provide insight.  
 
In-Space Synergy 
In-space synergy experiments were performed to elucidate synergistic coupling between 
microplasma chips and lamps. Figure 5.7 displays the relative H2 yields and energy efficiencies 
for the in-space experiments. The carrier gas is 40 mL/min N2 which passes through a H2O bubbler. 
Nitrogen was used as a carrier gas instead of argon, despite argon’s higher H2 yields and energy 
efficiencies compared to nitrogen for the in-time synergy experiments, because of its lower cost. 
One of the primary limitations of the hydrogen economy is the cost, and the increases in yield and 
efficiency with argon as a carrier gas do not justify the higher costs.  
 The directionality of the synergy is indicated by the arrows on the x-axes in Figure 5.7. Similar 
to the in-time results, the H2 yields are lower during in-space synergy experiments compared to 
microplasma-only experiments. These results are statistically significant and enforce the trends 
observe for the in-time synergy experiments. It is important to note that all yields are higher for 
the in-space synergy experiments compared to in-time synergy experiments. These increased 
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yields likely arise from the difference in operation temperature. In-time experiments did not cool 
the microplasma chip with a fan, while the in-space synergy experiments did. The reaction process 
seems to favor lower temperatures around 310 K instead of temperatures around 400 K.  
 Beyond absolute H2 yields, insight into the system can be gained by analyzing the relative 
decrease for the different in-space synergy configurations. The H2 yield decreases by about 60% 
when the plasma comes first. This result implies that the microplasma chips generate a reaction 
intermediate or product that is photosensitive in the VUV range and subsequently reacts in the 
photochemical reactor. It is probable that atomic and molecular oxygen are produced from water 
plasmachemical reactions. As previously mentioned, it is well known that ozone will be produced 
from oxygen in the presence of VUV light, which is why VUV reactions are generally carried out 
in a vacuum. Increased amounts of molecular and atomic oxygen from microplasma reactions 
would lead to increased ozonation and oxidation in photochemical reactions.  
 The in-space synergy when the lamp comes first also exhibits lower H2 yield. This result can 
be explained by further analysis of the gas flow system. The input chemicals are simple: H2O is 
carried by N2 into the reactor. However, the H2O is not degassed before the reaction, so dissolved 
O2 will also be carried into the reactor. It is hypothesized that the dissolved O2 will be ozonated 
by the photochemical reactor and then interfere with production of H2. Additionally, the 
photochemical reactor could dissociate H2O in a different mechanism that the plasmachemical 
reactor, and prevent H2 formation. In any case, both in-space synergy orientations lead to reduced 
H2 yields and energy efficiencies. 
 It is important to remember that increased photochemical dissociation rates do not directly 
correspond to increased final products; the reaction pathways and intermediates are also critical. 
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It has been shown that the application of photochemistry at 172 nm, without the use of a  
plasmachemical reactor, will separate H2O into H and OH(X
2Π).1 This dissociation pathway may 
be entirely different than the pathway followed by plasmachemical reactions as shown by the cross 
sections in Figure 2.2. Furthermore, 
after dissociation, dissociated products 
must react on relevant timescales to 
produce desired molecular products. For 
comparison of lifetimes under 
equivalent conditions, hydroxyl radicals 
exist for less than one second in Earth’s 
atmosphere, while ozone exists for 22 
days.2,3 These lifetimes will be different 
in the plasma experiments due to the 
higher molecular densities at 
atmospheric pressure. However, in 
general, ozone has a much longer 
lifetime than hydroxyl radicals in 
equivalent environments and thus is 
more likely drive chemical processes 
within microplasma chips. 
 
 
 
Figure 5.7. Relative A) H2 yield and B) energy efficiency for in-
space synergy experiments. The arrows in the x-axes labels 
indicate the directionality of flow. Error bars represent the standard 
deviation of N = 4 trials. 
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Gas Evolution with a Nitrogen Carrier Gas 
 Figure 5.8 illustrates the evolution of the plasmachemical system products over time during 
in-space synergy experiments. The partial pressures of product gases are detected by the RGA. 
The photo→plasma reactor synergy scheme was chosen instead of the plasma→photo scheme 
because the H2 yields are high enough to more easily visualize results and directly compare to sole 
plasmachemical reactions. However, the relative and qualitative behavior is the same for in-space 
synergy schemes regardless of directionality.  
Figure 5.8. Gas evolution during plasmachemical and photo→plasma in-space synergy reactions with a N2 
carrier gas. The plasmachemical reactions are shown in circles and the synergy reactions are shown in stars. 
More H2 and less O2 are generated during plasma-only reactions compared to synergy reactions. 
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As can be seen, O2 is generated in both the microplasma-only and synergistic photo→plasma 
reactor scheme. The O2 concentration is about 50 times higher at 760 Torr compared to preliminary 
experiments at 15 Torr, and thus O2 is visible in these reactions but was below the limit of detection 
for reactions at moderate vacuum pressures.  The plasmachemical reactions are shown in circles 
and the synergy reactions are shown in stars. The species of interest are labelled with identical 
colors for both plasmachemical and synergy reactions. Hydroxide is not shown as a product 
because it did not change over the course of the reaction. This result suggests that H2O2 and OH 
are not dominant products in microplasma reactions of H2O, and microplasma reactions of water 
vapor behave like other nonthermal plasmachemical reactions.  
  The main takeaway of Figure 5.8 is more O2 and less H2 are generated in the synergy reaction 
scheme relative to the microplasma-only reaction scheme. This result is logical with prior 
knowledge of the microplasma lamps and chips. Both devices are designed and well known to 
generate O3 from O2. Oxygen may dominate the plasmachemical and photochemical reactions. 
Even though the absorption cross section for water is higher than oxygen at 172 nm, the reaction 
kinetics of ozone formation appear to be higher than for water within the microplasma reaction 
environment. Hypothesized reaction mechanisms can be drawn given these data and knowledge 
about the system.  
Ozone is a very reactive molecule and can oxidize H2 into H2O. Figure 5.9 illustrates the 
hypothesized reaction mechanism for plasmachemical H2 production using N2 as a carrier gas. 
Reaction #1 is straightforward: the microplasma splits water into O2 and H2. There are many 
possible reactions and intermediates within the microplasma which will not be detailed here. 
Intermediates are not detected, and thus the reaction is written in terms of end products.  
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 Reaction #2 outlines the reaction between O3 and H2. Ozone forms readily within 
microplasmas and from microplasma lamps, and will likely be in the system if O2 is present. In 
general, ozone is one of the most prevalent compounds in plasma devices and is very kinetically 
favorable.4 Ozone is not directly detectable because it will react or the RGA ionization will break 
it into atomic and molecular oxygen before detection. However, the higher concentration of O2 
observed during synergy reactions, as well as the significantly decreased H2 yield when operating 
in plasma→photo synergy mode, indicate that ozone interferes with the reactions.  
There are three potential sources of oxygen in the microplasma reaction system which could 
limit H2 yield through plasmachemical and photochemical production of O3. First, oxygen may be 
generated from Reaction #1. This source of oxygen cannot be avoided because it is a byproduct of 
H2 production. Second, O2 may be present in the water, because the water was not degassed before 
reactions. Third, although the flow path was purged with the carrier gas for at least one hour before 
each reaction, some O2 may be present from residual air. The last two sources of O2 can be 
mitigated in the future to encourage H2 production. 
Ozone may react with hydrogen once it is formed. This reaction expressed as 
𝑂3 + 𝐻2 ⇌ 𝐻2𝑂 + 𝑂2, ∆𝐺 = −4.1 𝑒𝑉     (5.1) 
Figure 5.9. Hypothesized reaction mechanism for H2 production from H2O using N2 as a 
carrier gas. Oxygen dissolved in the H2O becomes ozonated in the plasmachemical reactor 
or in the presence of VUV light and limits H2 production.  
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has an overall Gibbs free energy of -4.1 eV and is highly thermodynamically favorable. The 
thermodynamics of the reactions indicate that ozone will likely limit the formation of hydrogen. 
In addition, because ozone is a very reactive molecule, this reaction likely occurs relatively quickly 
compared to other plasmachemical reactions within the system.   
Reaction #3 provides additional support of competing chemical reactions. Reaction #3 is the 
reaction between nitrogen and oxygen to form N2O. This reaction is known of plasmas in air and 
has been well documented.5 The formation of N2O is visible in Figure 5.8. This reaction can be 
written as  
2𝑁2 + 𝑂2 ⇌ 2𝑁2𝑂, ∆𝐺 = 0.3 𝑒𝑉     (5.2) 
and it has a Gibbs free energy that is slightly positive. The required thermodynamic energy is low 
but nonspontaneous. Furthermore, the reaction is likely not as kinetically favorable as the reaction 
between O3 and H2. Decreased formation of nitrous oxide during synergy reactions yields higher 
O2 signals because O3 is produced and reacts with H2 faster than O2 reacts with N2.  
Recalling Figure 4.3A, H2 yield increases sigmoidally with increasing electric field. This trend 
could not be fully explained with the diagnostics of electron density and gas rotational temperature. 
However, this trend is logical in light of electronic collision cross sections, the presence of ozone, 
and competing chemical reactions. Recalling Figure 2.2, H2O and O2 have overlapping electronic 
collision cross sections in the 4-10 eV range. It was proposed that increasing the electron energy 
from 6 eV to 7.3 eV, as an example, would shift the reaction to a relative minimum for H2O 
dissociation, but only a slight decrease from the maximum for O2 dissociation. In other words, 
increasing the electron energy of the system in that case would increase the selectivity of electron 
interactions towards O2 dissociation and subsequent O3 formation. That example energy shift, or 
77 
 
one similar in energy and outcomes, may be occurring in the microplasma experiments. By 
increasing electric field strength, the energy of the non-Maxwellian electron distribution tail 
increases, and actually limits H2 production through reaction byproducts, rather than encourages 
it.  
 
Gas Evolution with a Carbon Monoxide Carrier Gas 
 The synergistic reactions with a nitrogen carrier gas suggest that oxygen could be removed 
from the system to encourage H2 production. A separate series of reactions were performed to test 
the impact of chemical limitations, and the removal of oxygen, on plasmachemical reactions. 
Figure 5.10 illustrates product evolution for plasmachemical and photo→plasma synergy reactions 
similar to Figure 5.8. Carbon monoxide was used as a carrier gas instead of N2.  The CO acted as 
an oxygen sink for the reactions; CO is readily oxidized to CO2, and thus demonstrates the ability 
to remove O2 from the system and encourage H2 production. The reduced electric fields were about 
1190 Td and comparable to atmospheric pressure Ar and N2 experiments. Hydrogen peroxide and 
hydroxide radicals were also not observed during these evolutions, similar to Figure 5.8. 
The H2 production observed in the reactions of Figure 10 is more than 5 times higher than the 
reactions with N2 as a carrier gas. These H2 levels are the highest observed in the microplasma 
device to-date and thereby prove the concept of using an oxygen sink to encourage microplasma-
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based production of H2. Interestingly, the O2 signals are negative relative to the baseline 
throughout the reactions. These data imply that all O2, both ambient and generated, is reacted in 
the system, which supports the concept that CO acts as an oxygen sink.  
A hypothesized reaction scheme is shown in Figure 5.11. Competitive reactions between 
plasma chemistry and ozone guide the total products similar to the reaction scheme from Figure 
5.9. Reaction #1 in Figure 5.11 is the splitting of H2O to form H2 and O2. This reaction is 
thermodynamically favorable to reactions with carbon monoxide. Reaction #2 is also the reaction 
between ozone and products generated from Reaction #1, similar to Figure 5.9. Lastly, Reaction 
Figure 5.10. Gas evolution during plasmachemical and photo→plasma in-space synergy reactions with a 
CO carrier gas. The plasmachemical reactions are shown in circles and the synergy reactions are shown in 
stars. More H2 and less O2 are generated in the microplasma-only reactions. 
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#3 is a secondary plasmachemical reaction which forms the desired products of CO2 and H2 and 
proves the concept of oxygen removal. This reaction occurs if CO is oxidized to CO2. The reaction 
is written as 
2𝐶𝑂 + 𝑂2 ⇌ 2𝐶𝑂2, ∆𝐺 = −5.3 𝑒𝑉     (5.3) 
and is spontaneous at STP.  
 One interesting feature of the data in Figure 5.10 is the cyclic nature of the CO2 and H2 
responses. This cycle was observed for several repetition experiments as well and may indicate 
complex chemical kinetics of the reaction system. The cyclic reaction behavior is observed without 
the use of microplasma lamp synergy and the second falling slope is the same as the first one. 
However, the use of the lamp causes steady decreases in the CO2 and H2 signals over time. This 
behavior likely arises due to an increased amount of O2, and therefore O3, in the microplasma 
system. Increased O3 encourages the pathway of Reaction #2 and limits production of H2.  
In contrast, the microplasma-only reactions see an initial decrease in CO2 and H2 from the peak 
response, but then another increase about halfway through the reaction. The second increase could 
arise from the crossing of an oxygen concentration threshold: sufficient O2 is present in the system 
to react with CO, but not enough is present to form substantial O3 and react with H2. These reaction 
dynamics are complex and would require more detailed study for a complete explanation.  
Figure 5.11. Hypothesized reaction scheme for H2 production from H2O using CO as a carrier gas. 
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5.4. Conclusions 
 Plasmachemical production of H2 using microplasma technologies has been studied in detail. 
Hydrogen yields and energy efficiencies are on the same order of magnitude, about 0.15 mL/min 
and 0.15% respectively, for several carrier gases, including N2, Ar, and CO. Nitrogen is the most 
practical carrier gas because of its availability and low cost. Microplasma chips produce about 
20% less H2 when combined synergistically with microplasma lamps. This statement is true for 
in-time and in-space synergy schemes regardless of directionality. Additionally, microplasma 
lamps do not produce any detectable H2 without the use of microplasma chips. 
 The relative conversion of H2O during microplasma reactions increases with dwell time. The 
absolute production of H2 during microplasma reactions increases with flow rate. Therefore, 
lengthening the microchannels and increasing flow rate could assist in the optimization of H2 yield. 
Reaction mechanisms of H2 generation within microplasma devices using atmospheric 
pressure carrier gases were studied with an RGA. The results suggest that H2 and O2 are formed 
from the splitting of H2O. Oxygen may also be present in the reaction system from small amounts 
of ambient air, as well as air dissolved in the water. All of the O2 likely further reacts to form O3, 
a reactive oxidative chemical species. The O3 limits H2 production and may interact with produced 
H2 to form H2O. These results indicate that overlapping electronic collision cross sections and 
competing chemical reactions limit H2 production. Hydrogen peroxide and hydroxide radicals do 
not appear to be involved in the microplasma reactions, which indicates that they behave like other 
nonthermal plasma processes. Production of H2 using microplasma technologies could potentially 
be improved by removing O2 both before and during reactions.  
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Chapter 6 
Summary and Conclusions 
6.1 Summary 
 The current work is the first demonstration of H2 production from H2O with microplasma 
technologies. Furthermore, it is one of the first demonstrations of H2 production from H2O with 
nonthermal plasma. The H2 yields and energy efficiencies are improved compared to previous 
nonthermal plasma studies and the reaction pathways indicate a lack of H2O2 and the dominance 
of O2 and O3. Microplasma chemical reactions follow similar pathways to other nonthermal 
plasmachemical reactions with water vapor and could provide H2 from H2O without the concurrent 
production of H2O2. 
This dissertation describes recent advances in microplasma technology for the production of 
hydrogen fuel from water. Plasmachemical and photochemical reactions were analyzed and 
evaluated. Gaseous, solid state, and optical analyses supplied mechanistic insight into microplasma 
systems. Microplasma technologies were proven to produce repeatable and reliable volumes of H2 
from H2O. The presence of various carrier gases had comparable impact on the reaction 
mechanism, relative yields, and energy efficiencies. Microplasma chips remain relatively 
unchanged after long operations times despite nanoscale structural growth on the channel walls.  
The dependence of H2 yield on electric field strength is sigmoidal. Hydrogen production at 
high electric field strengths is likely limited by competing chemical reactions such as the ozonation 
of H2. These competing chemical reactions may be facilitated by higher electron energies from the 
increased electric field strengths, which drive dissociation of O2. Physical properties such as 
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electron density and gas rotational temperature were relatively unchanged over the total range of 
electric field strengths.  
The synergistic addition of a microplasma lamp to the microplasma chip reactor scheme was 
used to increase the selectivity of reactions. In addition, it elucidated the role of O2 in microplasma 
reactions. More O2 and less H2 were produced during synergistic coupling of microplasma lamps 
and chips relative to the microplasma-only reactions. The microplasma lamp likely ozonates 
oxygen in the system, leading to competing chemical reactions of H2 production and H2 ozonation.  
 
6.2 Conclusions 
 At present, microplasma technologies produce H2 at efficiencies comparable to nonthermal 
plasmas that use catalysts.1-3 They far exceed uncatalyzed nonthermal plasmas.4 The main 
limitation in advancing H2 production in microplasmas is the co-production of O2, which becomes 
ozonated and limits additional H2 production and may lead to oxidation of H2 to H2O. Oxygen 
may also be present in small amounts in the water, because it was not degassed in this work, and 
after purging the fluidic pathway. Oxygen in the system and generated with microplasma 
technologies should be removed upon production to improve the H2 yield and energy efficiency.  
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Appendix A 
Feasibility of Synchronization and Control Experiments for 
In-Time Synergistic Microplasma Operation 
 
A.1 Introduction 
This Appendix addresses logistic concerns for in-time synergy operation of microplasma 
lamps and chips. The feasibility of precise synchronization is addressed. Control experiments test 
the potential influence of electrical interference. Detailed motivation for synergy operation, 
experimental setups, and equipment descriptions are found in Chapter 5. 
 
A.2 Feasibility of Synchronization 
In-time synergy applications require approximate synchronization of the microplasma lamp 
and chip discharges to maximize H2 yield and energy efficiency. However, these devices possess 
different frequencies for discharge. In addition, each device possesses an innate amount of system 
jitter, the variation in discharge frequency, defined as  
𝐽 =
𝑠
?̅?
∗ 100     (𝐴. 1) 
where 𝐽 is the percent jitter, 𝑠 is the standard deviation of the frequency of discharge in kHz and ?̅?  
is the average frequency of discharge in kHz. Without synchronization of the microplasma lamp 
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and chip, the phases could become 
destructive and the reactions might 
compete instead of work together.  
Figure A.1A displays sample 
frequency measurements of the 
microplasma chip current as measured on 
an oscilloscope for discharge during 40 
mL/min N2 flow. The time and frequency 
differences are noted for each discharge 
peak. The chip operates at 19.8 ± 2.8 kHz, 
leading to 13.9% jitter. This average 
frequency is expected because a waveform 
generator implements a 20 kHz waveform. 
However, the standard deviation is 
relatively high. Plasma discharges are 
prone to randomness because of their 
formation mechanism, as described in Chapter 2. For plasma-only reactions, this randomness is 
not largely impactful because the average signal is 20 kHz.  
Figure A.1B displays sample frequency measurements of the microplasma lamp current as 
measured on the oscilloscope. The lamp operates at 18.3 ± 0.8 kHz, leading to 4.4% jitter. 
Although the jitter is relatively low, the average frequency in these measurements is below 20 kHz. 
The reported frequency of the lamp is about 20 kHz, and therefore there is some inaccuracy and 
variation in the discharge frequency. Frequency oscilloscope measurements were repeated several 
Figure A.1. Normalized currents for a microplasma A) chip and 
B) lamp. Outputs were measured on an oscilloscope. 
Microplasma discharge occurs at the current spikes.  
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times, even though only 4 peaks are shown in Figure A.1B as a representation. The randomness in 
microplasma chip discharge frequency, along with the variation in microplasma lamp discharge 
frequency, prevents the use of precise synchronization of the microplasma lamp and chip. 
However, concurrent operation and chemical reactions will produce un-optimized synergistic 
behavior. 
 
A.3 Synergy Control Experiments 
Figure A.2A displays the H2 yield for the in-time synergistic reaction scheme. Measurements 
with the blocked microplasma lamp, which acts as a photochemical control, are shown in orange. 
The microplasma lamp output was blocked with a 3 mm thick piece of borosilicate glass which is 
opaque to VUV light. This opaque control was used to test the impact of potential electrical 
interference from the microplasma lamp. Electrical interferences could disturb the frequency of 
plasma discharge and lead to changes in signal from sources other than photochemistry. The 
microplasma lamp is known to produce electrical interference to sensitive electrical components 
around it. For example, the pressure monitor on the vacuum leading to the RGA often shuts off 
during microplasma lamp operation. For this reason, electrical signals were studied.  
As can be seen from Figure A.2A, there is no difference in yield between the plasma-only 
signal and synergy signal with the lamp blocked. However, there is an apparent difference during 
synergy experiments when the lamp is not blocked, although it is not statistically significant. The 
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H2 yields appear lower by about 15% with 
in-time synergy. These data indicate that 
the lamp influences chemical processes 
during the in-time synergy experiments, 
leading to decreased H2 yield. 
. Energy efficiencies between the in-
time synergy and opaque control for 40 
mL/min N2 carrier gas are shown in Figure 
A.2B. The efficiencies for in-time synergy 
are lower than plasma-only experiments 
because of the decreased H2 yield and 
higher power inputs when accounting for 
the lamp. Similar to the H2 yield data, there 
is no difference in the energy efficiency 
between the plasma-only signal and 
synergy signal with the lamp blocked, and 
an apparent decrease of about 15% with in-
time synergy. These experiments suggest that electrical interference is likely not the cause of in-
time synergy decreases in H2 yield and energy efficiency. 
 
 
 
Figure A.2. Relative A) H2 yield and B) Energy efficiency for 40 
mL/min N2 carrier gas. Data for an opaque glass control are 
shown in orange. Yield and efficiency show an apparent 
decrease without an opaque light blocker. 
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A.4 Conclusions 
 In-time synergy experiments were demonstrated to be imprecise in terms of synchronization. 
Relatively large signal jitter of about 14% for the microplasma chip, as well as a lower discharge 
frequency than reported of the microplasma lamp, leads to variability in plasma discharge that is 
difficult to correct for during synchronization. However, control experiments suggest that the 
synergy results are likely from photochemical reactions and not electrical interference. Together, 
these support experiments encourage concurrent, unsynchronized operation of microplasma chips 
and lamps to produce H2 from H2O in a synergistic scheme. 
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Appendix B 
Quantitative Polymer Analysis with Gel Permeation 
Chromatography and Microring Resonator Arrays 
 
B.1 Introduction 
Concentration detection in solvent gradient liquid chromatography is a fundamental challenge 
in separation science.1 This statement is especially true for molecules lacking chromophoric 
functional groups. Liquid chromatography (LC) is a workhorse in the chemical industry, although 
detector choices are often limited for gradient-based separations. Yet many industrially important 
materials (e.g., polyolefins) do not contain chromophores for UV-Vis detection.2 Most high 
molecular weight polymers are non-volatile and non-reactive and are not compatible with mass 
spectrometry or electrochemical detection methods.3-5   
     Beyond detecting the presence of polymers, quantitative information is critical to determining 
molecular weight distributions (MWD), which yield critical insight into the physical properties of 
polymer systems.6,7 Polymers that are identical in chemical composition often require gradient 
methods for separation of distinct analyte species because they differ only in their physical 
properties.8-10 Robust detection schemes compatible with gradient elution are needed to improve 
polymer analysis.  
     Evaporative light scattering detection (ELSD) is most often implemented with solvent gradient 
LC for analytes without strong chromophores.11-13 The response for ELSD is dependent upon 
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solvent effects and molecular weight, which often limits the detector to qualitative applications in 
an industrial setting.14 The lack of quantitative information precludes ELSD for polymer analysis 
applications where MWD is needed. 
     Differential refractive index (dRI) detectors represent another universal sensing modality in 
HPLC. However, commercial dRI detectors have insufficient dynamic range for use in solvent 
gradient LC.15 Although several modifications to dRI detectors have been attempted, including the 
use of thermooptic and interferometric methods, the improvements to date have not inspired broad 
adoption for industrial analysis.16,17 Presently, there is no commercially available linear 
concentration detector for solvent gradient liquid chromatography for samples lacking 
chromophoric signatures.   
 
B.2 Background and Theory of Microring Resonators 
Microring resonators (MRR) are a silicon photonic-based technology which have been 
implemented in a variety of fields such as surface sensing,18,19 in vitro diagnostics,20-24 and 
telecommunications.25-27 Although most MRR applications rely on exquisite surface sensitivity, 
MRR can operate as non-selective bulk RI detectors. Such a system is industrially scalable, 
modularly multiplexable for specific interaction and detection schemes, and easily manufactured 
using well established semiconductor fabrication methods.28 Furthermore, these devices operate 
in the silicon transparency window, allowing seamless integration with existing infrared lasers and 
photodetectors. The tremendous dynamic range of MRR sensors presents a new opportunity for 
universal detection in gradient liquid chromatography.   
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A proof of concept study published in 2013 illustrated the application of microring resonators 
as a detector for gradient separations of small molecule pharmaceuticals.29 The current work 
expands on that study to robustly demonstrate the capabilities of microring resonators in the realm 
of LC applications in comparison to the industry standard for RI detection. 
The theory and instrumentation behind the microring resonator sensors have been described 
in detail.30,31 The beam of a tunable external cavity diode laser is focused onto a grating coupler 
and propagates down a linear waveguide that is adjacent to a microring, as illustrated in Figure 
1.32   
A separation distance of 200 nm permits 
coupling of the light from the waveguide into 
the microring, producing an exponentially 
decaying evanescent field above the ring, 
where approximately 63% of the evanescent 
field intensity is contained within the first 63 
nm of the field. This coupling only occurs upon meeting the resonance condition: 
𝑚𝜆 = 2𝜋𝑟𝑛𝑒𝑓𝑓     (𝐵. 1) 
where 𝑚 is an integer value of the resonance mode, λ is the wavelength of light in m, 𝑟 is the 
radius of the resonator in m, and 𝑛𝑒𝑓𝑓 is the effective refractive index in the evanescent field. Each 
microring in the 132 ring array is serially interrogated with a time delay of about 74 ms, which 
permits rapid monitoring of changes in 𝑛𝑒𝑓𝑓. These changes in 𝑛𝑒𝑓𝑓 cause corresponding changes 
in the resonant wavelength. The relative shift in resonant wavelength is monitored over time to 
monitor the change in refractive index. Sensors left covered by a fluoropolymer cladding serve as 
Figure B.1. Depiction of the coupling between waveguide 
and microring. 
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controls for thermal drift because the cladding layer prevents the solution from diffusing down to 
the microring evanescent field. 
 
B.3 Experimental  
     A standard American Society for Testing and Materials (ASTM) document was used to 
rigorously assess the MRR detector performance. This is a standard practice document which 
defines experimental protocols and affords direct comparisons of technologies.33 To demonstrate 
the utility of the microring resonator platform, a high-performing commercial dRI detector was 
used for comparison. Furthermore, analysis of polystyrene standards demonstrates the quantitative 
ability of the MRR through successful determination of MWD. Collectively, these results reveal a 
potential for the application of MRR sensors in an industrial setting as a universal detector for 
solvent gradient separations. 
 
Reagents and Materials 
     All noise and flow experiments were performed in deionized (DI) H2O. The concentrations for 
glycerol standards ranged from 8.72 * 10-3 g/L to 43.6 g/L. Glycerol was purchased from Fisher 
Scientific (Hampton, NH). Narrow polystyrene standards (1.4, 3.2, 9, 18, 32, 100, and 250 kDa) 
were purchased from PSS (Mainz, Germany), and broad standards (15, 35, and 50 kDa) were 
provided by The Dow Chemical Company (Midland, MI). The standards were dissolved in ethyl 
acetate purchased from Thermo Fisher (Waltham, MA). The same lot of ethyl acetate was used as 
the isocratic elution mobile phase and was degassed through brief sonication before use. 
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Cyclohexane and o-dichlorobenzene (o-DCB) were both purchased from Sigma Aldrich (St. Louis, 
MO). 
     A commercial Shodex RI-201 detector was purchased from Shodex (New York, NY) and was 
used for all ASTM-based experiments. A microring resonator system was purchased from 
Genalyte, Inc. (San Diego, CA). All separations were performed using a Waters Alliance 2695 
HPLC (Milford, MA). It was equipped with a 2414 RI detector that was used for quantitative 
polymer analysis. The column and sample compartment were both operated at ambient 
temperature. Polystyrene standards were separated based on size with a 4.6 x 250 mm PLgel Mini 
Mixed-C column purchased from Agilent (Santa Clara, CA). A 4.6 x 100 mm Hypercarb column 
from Thermo Fisher (Waltham, MA) was used during solvent gradients. Origin 9.1 was used for 
data analysis and processing. 
 
Noise Definitions 
     Noise values were defined in accordance with the ASTM protocol.33 The short term noise is 
defined as the standard deviation of a single 1 minute baseline, and the long term noise is the 
standard deviation of a single 10 minute baseline. The drift is defined as the slope of a single 60 
minute baseline. The flow sensitivity is defined as the slope of refractive index vs flow rate. The 
minimum detectability is defined as twice the static short term noise. The sensitivity is defined to 
be the slope of refractive index versus glycerol concentration. The linear range is defined as the 
range of concentrations which maintained a linear response, whereas the dynamic range is the 
difference between the maximum sensor response and minimally detectable signal. 
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Static Noise 
     The fluidic setup was identical to typical LC operation, but stainless steel tubing was used in 
place of an analytical column. The LC fluidics were rinsed with DI water, and then the detector 
flow cells were filled with DI water. After filling the flow cells, flow was stopped for the duration 
of the experiment. The systems were allowed to stabilize for 60 minutes. The signal was then 
measured for 60 minutes. During this measurement period, the ambient temperature was monitored 
to ensure less than 2 °C thermal variance.   
 
Dynamic Noise 
     The initial setup for dynamic noise measurement is identical to static noise measurements.  
However, volumetric flow rates of 10 µL/min (MRR) or 1 mL/min (dRI) were used during noise 
analysis. Flow rates are limited by the size of the flow cell and were chosen as equivalent linear 
flow rates (2.5 mm/min) for each system. For the dynamic noise experiments, the flow rates were 
allowed 15 minutes of stabilization. After this, the baseline was measured for 60 minutes. During 
this measurement period, the ambient temperature was monitored to ensure less than 2 °C thermal 
variance.   
 
Flow Sensitivity 
     The linear flow rate was initially set to 1.25 mm/min and equilibrated for 15 minutes for the 
dRI detector. After this period, the linear flow rate was increased to 2.5 mm/min and the same 
process was performed. This was also repeated for linear flow rates of 1.875, 2.5, 3.125, and 3.75 
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mm/min. This entire procedure was mimicked for the MRR detector, but with linear flow rates of 
2.5, 5.0, 7.5, 10, and 12.5 mm/min. 
 
Glycerol Calibration 
     Glycerol solutions between 8.72 * 10-3 g/L and 43.6 g/L were pumped through the LC fluidics 
and introduced to the detector sequentially. Between each glycerol concentration, a water baseline 
was reestablished by flowing at a constant flow rate until sensor response returned to baseline. 
When each new solution was introduced to the detector, flow was stopped and the solution was 
allowed to equilibrate for 5 minutes. After this time, the signal was measured for 5 minutes.   
 
Solvent Gradients 
    Solvent gradient experiments used 15 minute linear gradients between cyclohexane and o-DCB. 
Solvents were flowed at a rate of 1 mL/min. 
 
Gel Permeation Chromatography 
     Ethyl acetate was used as the isocratic mobile phase and was flowed at a rate of 0.3 mL/min. 
The dRI detector was purged for 10 minutes and the signal was equilibrated for 15 minutes before 
the experimental sequence. Samples were individually injected at a concentration of 10 mg/mL 
and volume of 5 µL.  
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B.4 Results and Discussion  
Static and Dynamic Noise 
     The respective baselines for both the static 
and dynamic noise experiments are shown in 
Figure B.2, and figures of merit for all 
experiments are summarized in Table B.1. 
Both instrumental responses are highly stable, 
and their noise profiles are sufficient to allow 
for the measurement of typical concentrations 
for industrial separations (e.g. ≥0.1 g/L). For 
both instruments, the static and dynamic noise 
profiles are nearly identical, indicating that 
the flow does not significantly contribute to 
the noise profile. The dRI noise is lower than 
the MRR noise by about 100 fold.  
 
Flow Sensitivity 
The flow sensitivity profile for each instrument is shown in Figure B.3. Although the 
absolute flow rates are different for the MRR and the dRI, comparable linear flow rates are used. 
Notably, the flow sensitivities are nearly identical for the two detectors, as listed in Table B.1. 
Figure B.2. Static and dynamic noise comparisons between 
the two detectors. Per the ASTM protocol, a single noise 
baseline was used as representative noise, to avoid noise 
reduction from averaging and processing. 
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These results suggest that the detectors can 
be used over a range of flow rates without 
significantly impacting detector response.   
 
Glycerol Calibration 
     Data from the glycerol calibration are 
displayed in Figure B.4. The most 
significant result of these calibrations is that 
the MRR linear and dynamic ranges are 
much higher than that of the dRI detector. 
Based on available glycerol concentrations, 
the linear range of the MRR detector is 
250% higher than the dRI detector. This 
impressive linear range is the most relevant advantage of applying MRR to LC as it allows for 
detection in solvent gradient separations.   
     Furthermore, the MRR are capable of detecting large concentrations, far above the capabilities 
of the dRI. This improves upon the universality of RI detection and removes a barrier of detection. 
The main drawback of the MRR is that the noise profile, and thus the minimum detectability, is 
higher than the dRI, limiting the MRR to higher concentrations than the dRI. However, the 
sensitivity of the MRR detector is higher, which increases sample detection for mid to high 
concentration separations.      
 
Figure B.3. Flow rate sensitivity profiles for the MRR and dRI 
detectors. A single noise baseline was used as representative 
noise, to avoid noise reduction from averaging and processing. 
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Table B.1. Tabulated comparison of figures of merit for the MRR and dRI detectors.   
Measured Parameter MRR dRI 
Static short term noise 7.60*10-7 RIU 3.70*10-9 RIU 
Dynamic short term noise 5.22*10-7 RIU 1.56*10-9 RIU 
Static long term noise 1.88*10-6 RIU 4.61*10-8 RIU 
Dynamic long term noise 1.59*10-6 RIU 6.20*10-9 RIU 
Static drift 1.40*10-7 RIU/min 1.88*10-8 RIU/min 
Dynamic drift 2.26*10-7 RIU/min 4.08*10-9 RIU/min 
Linear flow sensitivity 2.12*10-3 RIU*min/m 3.86*10-4 RIU*min/m 
Minimum detectability 1.52*10-6 RIU 7.40*10-9 RIU 
Sensitivity 1.47*10-4 RIU*L/g 1.15*10-4 RIU*L/g 
Linear range 0.0872 – 43.6 g/L 0.00872 – 1.744 g/L 
Dynamic range 0.0436 – 43.6 g/L 0.00872 – 4.36 g/L 
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Solvent Gradient Demonstration 
     To further demonstrate the large dynamic range of the MRR, 15 minute cyclohexane to o-DCB 
solvent gradients were repeated in triplicate. The results are shown in Figure B.5. The response of 
the MRR are linear and repeatable for over 0.11 RIU. This is unprecedented in dRI detection 34,35 
and is almost 200 times the maximum dynamic range of common dRI detectors, thus proving the 
large dynamic range of the MRR. Importantly, the dynamic range of the MRR sensor is 
substantially larger than the ASTM protocol demonstrated. Although the upper end of the dynamic 
Figure B.4. Comparison of MRR and dRI detectors for glycerol detection. A) Combined results from 
the glycerol calibration curves. B) The linear dRI range with the respective linear trendline (N=5). 
C) The linear MRR range with its trendline (N=3). D) The nonlinear MRR signal at the lowest 
concentrations (N=3). Error bars represent the standard deviation of multiple runs.  
) ) 
) 
) 
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range is not necessary for analyte detection for 
isocratic separations, a large dynamic range is 
vital for performing solvent gradient 
chromatography. This demonstration enables 
future studies with MRR that can greatly 
expand the applications towards organic 
system analysis. 
     This particular solvent system was chosen 
because of the utility of the organic solvents and their large refractive index contrast. Furthermore, 
to prevent interaction chromatography and focus solely on size-based separations, isocratic 
separations of polystyrene in ethyl acetate using gel permeation chromatography (GPC) were 
achieved.  
 
Gel Permeation Chromatography 
     To demonstrate the quantitative abilities of the MRR, GPC was used to separate individual 
polystyrene standards dissolved at 10 mg/mL in ethyl acetate. GPC separates compounds based on 
size. Smaller compounds elute later than larger compounds due to diffusion within the separation 
column and longer effective path lengths. The separations and resulting calibration curves can be 
seen in Figure B.6. Although the MRR signals are noisier than the dRI signals, the trends are 
identical. This result implies that the MRR can be used for bulk RI detection in chromatographic 
applications, given that the sample concentrations are sufficiently high for quantitative analysis. 
Figure B.5. Fifteen minute gradient cycling between 
cyclohexane and o-DCB. Similar to Figure 3, the responses 
are totally linear over the large RIU range. Error bars 
represent the standard deviation of N = 3 runs. 
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     It is important to note that a constant 
1.225 minute time delay is observed 
between the dRI and MRR responses, 
caused by the dead volume between the 
detectors. The maximum values of each 
sample peak were used for 
synchronization. Therefore, the only 
difference between the calibration curves 
is a shift in the y-intercept caused by this 
delay.  
     With a linear calibration curve, the 
MRR can be used as a quantitative detector 
for the determination of the MWD. GPC 
chromatograms for broad polystyrene 
standards are shown in Figure B.7. Similar 
to the results from Figures B.6a and B.6b, 
the chromatographic trends are identical 
despite higher MRR noise values. 
Although the MRR signal intensity values 
are relatively low, they can be used for 
quantitative analysis of the MWD. The 
following equations were used to calculate molecular weight information.36 Mn is the number 
average molar mass and is defined as   
Figure B.6. The average signals of N=3 narrow standard elutions 
for A) dRI and B) MRR detectors. Figure B.6C depicts the 
corresponding calibration curves. Horizontal error bars are the 
standard deviations of elution volume for N=3 and are smaller 
than the data point. 
) 
) 
) 
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𝑀𝑛 =
∑ 𝑅𝐼𝑖
∑ (
𝑅𝐼𝑖
𝑀𝑊𝑖
)    
     (𝐴. 2) 
where RI is the value of the refractive index 
intensity, and MW is the molecular weight in 
g/mol as calculated by the calibration curve 
for the respective elution volume. Similarly, 
Mw is the mass average molar mass in g/mol 
and is defined in the following way.   
𝑀𝑤 =
∑(𝑅𝐼𝑖 ∗ 𝑀𝑊𝑖)
∑ 𝑅𝐼𝑖
   (𝐴. 3) 
The polydispersity index can be further 
calculated by 
𝑃𝐷𝐼 =
𝑀𝑤
𝑀𝑛
     (𝐴. 4) 
and yields numerical insight into the broadness of the polystyrene standards. All of these 
quantitative results are displayed in Figure B.8. The dRI and MRR values are very similar and in 
many cases the differences are statistically insignificant. Therefore, the MRR can be used for the 
analysis of broad polymer distributions. There are no demonstrated size limitations, given that the 
Figure B.7. Signal averages for broad standard elutions for 
A) dRI and B) MRR detectors, N = 3. Though the MRR has 
greater noise, the general trends are comparable. 
) 
) 
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samples fit along the calibration curve. The 
MRR clearly have demonstrated potential for 
quantitative analysis of polymer MWDs. 
 
B.5 Conclusions 
     An ASTM characterization of MRR and a 
high-performing dRI detector demonstrates 
the merit of using the MRR system. The MRR 
system has linear and dynamic ranges at least 
250% higher than the dRI detector. The MRR 
detector is able to detect all common and 
practical concentrations of analytes, 
establishing it as a generally applicable 
detector. It is insensitive to flow fluctuations, 
and can therefore be used over a wide range 
of operating conditions. For many common 
applications, the MRR system provides 
advantages over than current available RI 
detectors, including higher flexibility for sample concentration and separation conditions.  
     Additional value is added through a large dynamic range with total linearity when changing 
between a variety of solvents with high refractive index contrast. This should prove useful in future 
studies for refractive index detection in gradient elution.  
Figure B.8. Quantitative MWD Comparison. Error bars 
represent standard deviation of N = 3 trials. 
) 
) 
) 
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     The MRR system was also proven to be fully capable of detecting narrow PS standards and 
forming a linear calibration curve, which was used to quantify broad PS standards. Quantitatively, 
the MRR is roughly equivalent to the dRI for the studied system. Future studies will focus on noise 
reduction to increase the MRR effectiveness and applicability. 
     In summary, the MRR detector provides a new opportunity for quantitative characterization of 
polymer MWDs. Exciting new possibilities are available for industrial separation analysis. 
Possible future steps for this system include demonstrating specific gradient elutions and coupling 
to multiple types of chromatography. 
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