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Abstract
An electromagnetic diffraction problem in a wedge shaped region is reduced to a system of coupled
functional difference equations by means of Sommerfeld integrals and Malyuzhinets theorem. By
introducing an integral operator it is shown that the solutions of this system of functional equations
can be defined in terms of integral representations whose kernels are solutions of a singular integral
equation of Cauchy–Carleman type for which an explicit solution is given.
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1. Introduction
The problem of diffraction by a perfectly conducting wedge was solved in classical
work of Sommerfeld. Malyuzhinets [3,4] studied diffraction by imperfectly conducting
wedges and proposed regular solving procedure via reductions to functional equations.
The problem of electromagnetic diffraction by an impedance wedge at skew incidence is
a delicate question of modern electromagnetics, because instead of being split into two
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a system of coupled equations on wedges faces.
In this paper we study the problem of diffraction by a wedge with anisotropic impedance
boundary conditions (see Kurushin [1], Lyalinov [2]). Using a special form of the kernels
in the Sommerfeld integrals which calculate the electric and magnetic fields, we show
that such kernels must satisfy mixed coupled functional difference equations which after
tedious transformations can be reduced to a Cauchy–Carleman integral equation of the
first order of which an explicit solution under an integral representation is given. So the
electromagnetic field can be calculated through successive integral representations for
which many numerical algorithms exist.
We study our problem as a simple non-trivial example of applying the proposed
approach which can have a more general meaning for the investigations of the wave field
in wedge shaped regions.
2. Formulation and basic equations
The wedge considered here is an edge parallel to the z-axis and has an external sector
defined by |θ |<Φ in the cylindrical coordinates system (r, θ, z). The faces of the wedge
are assumed to be imperfectly conducting. Let harmonic electromagnetic plane wave
Eiz =E0 exp
(−ikr cos(θ − θ0)), H iz =H0 exp(−ikr cos(θ − θ0)) (2.1)
be incident on a wedge with anisotropic impedance boundary conditions
1
r
∂Ez
∂θ
∓ (ik sin θE)Ez = 0, (2.2)
1
r
∂Hz
∂θ
∓ (ik sin θH )Hz =±α∂Ez
∂r
, α constant. (2.3)
The signs ∓ in (2.2) and (2.3) correspond to θ =±Φ , respectively. In (2.3) α is a constant
and for normal incidence α = 0. In consequence of Eq. (2.1), the components Ez and Hz
of the total field are independent of z coordinates and can be determined as the solutions
of stationary wave equation
∆Ez + k2Ez = 0, ∆Hz + k2Hz = 0 (2.4)
associated to the boundary conditions (2.2) and (2.3). The other components of electro-
magnetic field are expressed explicitly from Maxwell equations if Ez and Hz are known.
According to the Malyuzhinets method [3], we represent the solution of the above problem
(2.2)–(2.4) in the form of Sommerfeld integrals{
Ez(kr, θ)=
∫
γ
[E(ω+ θ)+E(ω− θ)]eikr cosω dω,
Hz(kr, θ)=
∫
γ
[H(ω+ θ)+H(w− θ)]eikr cosω dω, (2.5)
where γ is the well known Sommerfeld double loop contour consisting in two branches
γ±: one going from (i∞,π/2) to (i∞,−3π/2) above all singularities of the integrands
and the other obtained by its inversion with respect to ω = 0.
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chosen as follows:
(i) E(ω)− 1/(ω− θ0) and H(ω)− 1/(ω− θ0) are regular and bounded in the strip
Π0 = {ω ∈C | |Reω|Φ},
(ii) |E(ω)−E(±i∞)|< exp(−δE| Imω|), δE > 0 when | Imω| →+∞. (H)
For the function H we have the similar inequality.
So E(ω) and H(ω) are regular and bounded in Π0 with residus taken equal to 1 in
the simple pole θ = θ0 to reproduce the incident plane wave Eiz and Hiz . Substituting the
representations (2.5) into the boundary conditions (2.2) and (2.3) and using Malyuzhinets
theorem [3] gives the system of two coupled functional equations
sinω
[
E(ω+Φ)−E(ω−Φ)]− sin θE[E(ω+Φ)+E(ω−Φ)]= 0, (2.6)
sinω
[
H(ω+Φ)−H(ω−Φ)]− sin θH [H(ω+Φ)+H(ω−Φ)]
= α cosω[E(ω+Φ)+E(ω−Φ)], (2.7)
since we have taken in (2.5) a symmetric form in θ for the fields Ez and Hz.
Consider the functional equation (2.6). From hypothesis (H) the function E(ω) can be
chosen in such a way that the solution to the problem (2.6) can be represented in the form
E(ω)= 1
ω− θ0 + E˜(ω), (2.8)
where the component E˜(ω) is holomorphic and bounded in the vertical strip |Reω|Φ .
The substitution of (2.8) into (2.6) shows E˜(ω) to be a solution to the non-homogeneous
functional equation
Z(ω)− sin θE
sinω
X(ω)= rE(ω) (2.9)
with
rE(ω)= 1
ω−Φ − θ0 −
1
ω+Φ − θ0
+ sin θE
sinω
(
1
ω+Φ − θ0 +
1
ω−Φ − θ0
)
(2.10)
and where we have put
Z(ω)= E˜(ω+Φ)− E˜(ω−Φ), (2.11)
X(ω)= E˜(ω+Φ)+ E˜(ω−Φ). (2.12)
Without loss of generality we consider in the following Φ = π/4.
Lemma 1. Let the function F(ω) be holomorphic and bounded inside the strip |Reω|
π/4 and satisfying the functional equation
F
(
ω+ π
)
+ F
(
ω− π
)
= f (ω), (2.13)4 4
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F(ω)= i
π
vp
∫
iR
f (ξ)
cos(2(ω− ξ)) dξ. (2.14)
Proof. Multiplying both sides of (2.13) by e−itω and integrating the resulting expression
along the imaginary axis gives the equation∫
iR
F
(
ω+ π
4
)
e−itω dw+
∫
iR
F
(
ω− π
4
)
e−itω dω= fˆ (t), (2.15)
where fˆ (t) is the Fourier transform of f along the imaginary axis and define by fˆ (t) =∫
iR
f (ω)e−itω dw.
The substitution ξ = ω+π/4 transforms the first integral in the left-hand side of (2.15)
into the form∫
π/4+iR
F(ξ)e−it (ξ−π/4) dξ = eitπ/4
∫
π/4+iR
F(ξ)e−itξ dξ. (2.16)
Since the function F(ξ) is holomorphic inside the strip |Reω| π/4, for purely imaginary
values of t , we can translate the contour of integration in (2.16) to the imaginary axis and
get the formula∫
iR
F
(
ω+ π
4
)
e−itω dω= eitπ/4Fˆ (t). (2.17)
In the same way∫
iR
F
(
ω− π
4
)
e−itω dω= e−itπ/4Fˆ (t). (2.18)
Applying (2.17) and (2.18) to Eq. (2.15) we obtain the new equation
Fˆ (t)= fˆ (t)
2 cos(tπ/4)
. (2.19)
Using the inverse Fourier transform and (2.19) gives
F(ω)= 1
4π
∫
iR
fˆ (t)
cos(tπ/4)
eitω dt. (2.20)
Using the definition of fˆ (t) and reversing the order of integration in (2.20) shows that in
the strip |Reω|< π/4 the following representation is valid:
F(ω)= 1
4π
∫
f (ξ)
( ∫
eit (ω−ξ)
cos(πt/4)
dt
)
dξiR iR
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π/4.
The integral∫
iR
eit (ω−ξ)
cos(πt/4)
dt = 4i
cos(2ω− 2ξ)
can be calculated by the formula
∞∫
0
ch(ax)
ch(bx)
= π
2b
1
cos(πa/2b)
, a < b.
Finally we get
F(ω)= i
π
vp
∫
iR
f (ξ)
cos(2ω− 2ξ) dξ =
(
f (t) ∗ 1
cos t
)
(w). (2.21)
In (2.21) the vp (principal value) is taken when w = (ξ + π)/4, i.e., when we are on the
border of the strip |Reω| π/4. ✷
Consequence. (i) The function F(w) given by (2.21) satisfies the functional equation
(2.13). As a matter of fact from (2.21) we have
F
(
w+ π
4
)
=− i
π
vp
∫
iR−ε
f (ξ)
sin(2w− 2ξ) dξ,
F
(
w− π
4
)
= i
π
vp
∫
iR+ε
f (ξ)
sin(2w− 2ξ) dξ, (2.22)
where iR−ε (respectively, iR+ε ) denotes the contour of integration on the imaginary axis
and around the pole w = ξ situated on the imaginary axis and located left (respectively,
right) of the half circle of radius ε and center w. So we have from (2.22)
F
(
ω+ π
4
)
+ F
(
ω− π
4
)
= i
π
∫
C+ε
f (ξ)
sin(2w− 2ξ) dξ (2.23)
with C+ε is the circle of radius ε and center w ∈ iR driven round in the positive direction.
The integral on the rhs of (2.23) can be calculated on the basis of residus calculus and
is equal to f (w). Therefore
F
(
w+ π
4
)
+ F
(
w− π
4
)
= f (w).
(ii) Using again (2.22) we get
F
(
ω+ π
4
)
− F
(
ω− π
4
)
=−2i
π
vp
∫
f (ξ)
sin(2w− 2ξ) dξ. (2.24)
iR
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and X(w) defined by (2.11) and (2.12):
Z(ω)=−2i
π
vp
∫
iR
X(ξ)
sin(2w− 2ξ) dξ. (2.25)
So from (2.9) and (2.25) we can deduce the Cauchy–Carleman equation for the un-
known X:
− sin θE
sinw
X(ω)− 2i
π
vp
∫
iR
X(ξ)
sin(2w− 2ξ) dξ = rE(w), (2.26)
where rE(w) is given by (2.10).
3. Cauchy–Carleman equation—integral representations
First let us transform Eq. (2.26) in order to find again the classical form of the Cauchy–
Carleman equation. Consider the change of variables
ξ = i
4
ln
(
1+ u
1− u
)
⇔ u=−i tan(2ξ),
w = i
4
ln
(
1+ x
1− x
)
⇔ x =−i tan(2w), (3.1)
and put
Z1(u)=X(ξ), Z1(x)=X(w).
So we have from (2.26)
Z1(x)= P(x)+ 1
π sin θE
√
1− x2 sh
(
1
4
ln
1+ x
1− x
)
vp
1∫
−1
Z1(u)
(x − u)√1− u2 du (3.2)
with
P(x)= −i
sin θE
sh
(
1
4
ln
1+ x
1− x
)
rE
(
i
4
ln
1+ x
1− x
)
(3.3)
since sh(2t − 2τ )= (x − u)/√(1− x2)(1− u2) (w = it , ξ = iτ ).
Put W(x)= Z1(x)/
√
1− x2.
After tedious calculations we can show from (3.2) that the function W(x) satisfies the
classical Cauchy–Carleman equation
a(x)W(x)− λ
1∫
−1
W(u)
x − u du= f (x), (3.4)
where
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(1− x2)1/4(√1+ x +√1− x) ,
a(x)= 1
h(x)
, f (x)= P(x)
h(x)
√
1− x2 ,
a1 = sin θE, λ=− 1
a1π
. (3.5)
According to the definition of rE(w), by (2.10) the functions P(x) and f (x) given by (3.3)
and (3.5) can be rewritten as
P(x)= C1h(x)
[
1
i ln
( 1+x
1−x
)+ aˆ1 −
1
i ln
( 1+x
1−x
)+ bˆ1
]
+C2
[
1
iln
( 1+x
1−x
)+ aˆ1 +
1
i
( 1+x
1−x
)+ bˆ1
]
,
f (x)= C1√
1− x2
[
1
i ln
( 1+x
1−x
)+ aˆ1 −
1
i ln
( 1+x
1−x
)+ bˆ1
]
+ C2
h(x)
√
1− x2
[
1
i ln
( 1+x
1−x
)+ aˆ1 +
1
i
( 1+x
1−x
)+ bˆ1
]
, (3.6)
where
C1 = 4
ia1
, C2 = 4, aˆ1 = π − 4θ0, bˆ1 =−π − 4θ0.
We have the following
Theorem 1. (i) The solution of (3.4) can be written as
W(x)= a(x)f (x)
a2(x)+ λ2π2 +
λA(x)
1− x
1∫
−1
e−τ (y)(1− y)f (y)
(y − x)√a2(y)+ λ2π2 dy +
C
1− x A(x) (3.7)
with
A(x)= e
τ (x)√
a2(x)+ λ2π2 , τ (x)=
1
π
1∫
−1
θ(t)
t − x dt, θ(t)= arctan
(
λπ
a(t)
)
,
C being an arbitrary constant.
(ii) W(x) solution of (3.4) belongs to L1(−1,1).
Proof. The fact that W(x) given by (3.7) is the solution of the Cauchy–Carleman equation
is a classical one result and can be found in [5]. To prove (ii) we shall study the behaviour
round the points x0 = 0,+1,−1 of the different functions defining W(x).
In the following C designates a generic constant.
1. Elementary properties of θ(x)= arctan(0,π)
(
λπ
)
a(x)
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π/2, x > 0, it follows that ∀x ∈]−1,0[ unionsq ]0,1[, xx0 > 0, we have
θ(x)− θ(x0)= arctan(0,π)
(
λπ
a(x)
)
− arctan(0,π)
(
λπ
a(x0)
)
= arctan(−π/2,π/2)
(
a(x0)
λπ
)
− arctan(−π/2,π/2)
(
a(x)
λπ
)
.
Therefore ∀x ∈]−1,0[ unionsq ]0,1[, xx0 > 0, we deduce that∣∣θ(x)− θ(x0)∣∣ 1|λπ |
∣∣a(x)− a(x0)∣∣.
Hence θ ∈C0( ]−1,0[ unionsq ]0,1[ ).
(ii) At x0 = 0, θ is continuous since we have
θ(x)= arctan(0,π)
(
λπ
a(x)
)
= arctan(0,π)
(
λπh(x)
)→ 0 as x→ 0.
Remark:
h(x)= 1
a(x)
∼0 x2 , θ(x)= arctan(0,π)
(
λπh(x)
)∼0 λπ2 x, (3.8)
where f (x)∼0 g(x) means that lim(f (x)/g(x))= 1 as x→ 0.
2. Function A(x)= eτ (x)√
a2(x)+λ2π2
Let
α = θ(−1)
π
= 1
π
arctan(0,π)
(
λπ
a(−1)
)
= 1
π
arctan(0,π)
(
λπ
0−
)
= 1
2
.
Similarly
β = θ(1)
π
= 1
π
arctan(0,π)
(
λπ
a(1)
)
= 1
π
arctan(0,π)
(
λπ
0+
)
= 1
2
.
Using the formula
τ (x)= 1
π
1∫
−1
θ(t)
t − x dt =
1
π
θ(x) ln
∣∣∣∣1− x1+ x
∣∣∣∣+ 1π
1∫
−1
θ(t)− θ(x)
t − x dt
we can write
τ (x)=−1
2
ln(1+ x)+ 0(1) as x→−1,
τ (x)= 1
2
ln(1− x)+ 0(1) as x→ 1. (3.9)
Hence we have∣∣A(x)∣∣= eτ (x)√
a2(x)+ λ2π2 
eτ (x)
|λ|π  C(1+ x)
−1/2 as x→−1,
∣∣A(x)∣∣ C(1− x)1/2 as x→ 1, (3.10)
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∣∣∣∣ C√1+ x as x→−1,∣∣∣∣A(x)1− x
∣∣∣∣ C√1− x as x→ 1. (3.11)
On the other hand, as x→ 0 we obtain
∣∣A(x)∣∣= eτ (x)√
a2(x)+ λ2π2 =
eτ (x)|h(x)|√
1+ λ2π2h2(x) ∼0
eτ (0)
2
|x|.
The integral defining τ (0)= (1/π) ∫ 1−1(θ(t)/t) dt exists since |θ(t)/t| is bounded round
t = 0 according to (3.8). Therefore
A(x)
1− x ∼0 C|x| as x→ 0. (3.12)
3. Function D1(x)= a(x)f (x)a2(x)+λ2π2
From (3.6) we have
a(x)f (x)= C1√
1− x2
[
1
i ln
( 1+x
1−x
)+ aˆ1 −
1
i ln
( 1+x
1−x
)+ bˆ1
]
+ C2√
1− x2
[
1
i ln
( 1+x
1−x
)+ aˆ1 +
1
i
( 1+x
1−x
)+ bˆ1
]
.
Consequently we get
∣∣D1(x)∣∣ |a(x)f (x)|
λ2π2
∼1 C|1− x|1/4| ln(1− x)| 
C
|1− x|1/4 as x→ 1. (3.13)
Similarly
∣∣D1(x)∣∣ |a(x)f (x)|
λ2π2
∼−1 C|1+ x|1/4| ln(1+ x)| 
C
|1+ x|1/4 as x→−1.
(3.14)
Now let us study the behaviour of D1(x) round x = 0. We have
D1(x)= f (x)h(x)1+ λ2π2h2(x) ∼0 h(x)f (x)∼ Cx +C
′ as x→ 0
because
h(x)f (x)= C1x√
1− x2
[
1
i ln
( 1+x
1−x
)+ aˆ1 −
1
i ln
( 1+x
1−x
)+ bˆ1
]
+ C2√
1− x2
[
1
iln
( 1+x
1−x
)+ aˆ1 +
1
i
( 1+x
1−x
)+ bˆ1
]
∼0 Cx +C′ as x→ 0.
Hence
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4. Function D2(x)= λA(x)1−x
∫ 1
−1
e−τ (y)(1−y)f (y)
(y−x)
√
a2(y)+λ2π2 dy
For the function D2(x) defined by an integral representation we shall consider the
different points y = 0,±1 and we shall show that the behaviour of the integral round the
singular points x = 0,±1 gives us an integrable function of x .
(i) y = 0. We have
e−τ (y)f (y)√
a2(y)+ λ2π2 =
e−τ (y)|h(y)|f (y)√
1+ λ2π2h2(y) ∼0 e
−τ (0)∣∣h(y)∣∣f (y)∼0 Cy +C′
which involves∣∣∣∣e−τ (y)(1− y)f (y)√
a2(y)+ λ2π2
∣∣∣∣ C as y→ 0. (3.16)
From (3.16) and (3.12) we deduce that
D2(x)∼0 C|x| ln |x|. (3.17)
For x ∈ V (1), neighbourghood of 1, we get according to (3.11)
∣∣D2(x)∣∣ C| lnx|√1− x ∼1 C
√
1− x. (3.18)
Similarly, around x =−1, |D2(x)| is bounded by C
√
1+ x.
(ii) y = 1. Remember that a(1)= 0; then from (3.5), (3,13) and (3.14) we get
e−τ (y)(1− y)f (y)√
a2(y)+ λ2π2 ∼1 C
|1− y||1− y|−1/2
|1− y|1/2| ln(1− y)| =
C
| ln(1− y)| .
So ∣∣∣∣∣
1∫
x1
e−τ (y)(1− y)f (y)
(y − x)√a2(y)+ λ2π2 dy
∣∣∣∣∣
∣∣∣∣ln
(
1− x
x − x1
)∣∣∣∣, (3.19)
x1 ∈]0,1[ chosen in order that the integrand be well defined.
Consequently for x ∈ V (1) we obtain from (3.11) and (3.19)∣∣∣∣∣λA(x)1− x
1∫
x1
e−τ (y)(1− y)f (y)
(y − x)√a2(y)+ λ2π2 dy
∣∣∣∣ C(1− x)1/2
∣∣∣∣ln
(
1− x
x − x1
)∣∣∣∣. (3.20)
Around x ∈ V (−1) the rhs of (3.20) is majorized by C| ln(1 + x)|/√1+ x. At last for
x ∈ V (0) it is easy to see that from (3.12) the rhs of (3.20) is bounded.
A similar result is obtained around y =−1.
Remember that solution of (3.4) W(x) is the sum of three functions CA(x)/(1 − x),
D1(x) and D2(x). So from (3.11)–(3.15), (3.17), (3.18) and (3.20) we deduce that W ∈
L1(−1,1). ✷
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E˜(w)= −1
2π | cosw|
1∫
−1
W(u)
1+ iu tanw du, (3.21)
W(u) being the solution of the Cauchy–Carleman (3.4) and whose an explicit solution is
given by Theorem 1.
Proof. From (2.12) and Lemma 1 we see that
E˜(w)= i
π
∫
iR
X(ξ)
cos(2w− 2ξ) dξ,
and the previous change of variables (3.4) leads finally to the formulation
E˜(w)=−
√
1− x2
2π
1∫
−1
W(u)
1− xu du. (3.22)
The last integral is defined since W ∈ L1(−1,1) and |x| < 1, |u| < 1. So writing x =
−i tan(2w) gives the integral representation (3.21). ✷
Similarly we have
Theorem 3. The holomorphic part H˜ (w) of the field H(w) can be calculated by an anal-
ogous formula to (3.21).
Proof. If we put
H(w)= H˜ (w)+ 1
w− θ0 ,
X1(w)= H˜
(
w+ π
4
)
+ H˜
(
w− π
4
)
,
Z1(w)= H˜
(
w+ π
4
)
− H˜
(
w− π
4
)
,
then from (2.7) we deduce the integral equation solution to the non-homogeneous func-
tional equation
Z1(ω)− sin θH
sinω
X1(ω)= r˜H (ω),
where
r˜H (w)= rH (w)+ αtanw
[
E
(
w+ π
4
)
+E
(
w− π
4
)]
,
rH (w) given by (2.10) (θH instead θE) and E(w)= 1/(w − θ0)+ E˜(w), E˜(w) given by
(3.21). We then have the same equations as in (2.9) in which rH (w) replaces rE(w). So
from Theorem 2 we get Theorem 3. ✷
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The analytical result presented in this paper can be efficiently used in applied
calculations since it contains solely integral representations, allowing both analytical and
numerical methods to compute the electromagnetic field in various portions of the space.
The proposed approach has more general meaning for the investigations of the elec-
tromagnetic fields diffracted by imperfectly conducting wedge-like configurations. For
instance, kernels in the form
E(w+ θ)=E1(w+ θ)+E2(w− θ), E1 =E2,
can be associated with more general boundary conditions than those considered here.
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