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Abstract
Fast prediction of permeability directly from images enabled by image recognition neural
networks is a novel pore-scale modeling method that has a great potential. This article
presents a framework that includes (1) generation of porous media samples, (2) compu-
tation of permeability via fluid dynamics simulations, (3) training of convolutional neural
networks (CNN) with simulated data, and (4) validations against simulations. Comparison
of machine learning results and the ground truths suggests excellent predictive performance
across a wide range of porosities and pore geometries, especially for those with dilated pores.
Owning to such heterogeneity, the permeability cannot be estimated using the conventional
Kozeny–Carman approach. Computational time was reduced by several orders of magnitude
compared to fluid dynamic simulations. We found that, by including physical parameters
that are known to affect permeability into the neural network, the physics-informed CNN
generated better results than regular CNN, however improvements vary with implemented
heterogeneity.
Keywords: Porous media, Convolutional neural network, Machine learning, Permeability,
Image processing
1. Introduction
In geoscience and engineering, image-based pore-scale studies immediately emerged as
abilities to scan high-resolution images of porous rocks became available [1–3]. X-ray com-
puted tomography can be used to construct three-dimensional images of porous rocks with
sub-micron resolution up to the scale of 10003 pixels. Scanning Electron Microscopy (SEM)
can reach a resolution of nanometers (10−9 m). When combined with Focused Ion Beam
(FIB) technology, three-dimensional images of nanometer resolution can be constructed by
milling the sample layer by layer [4]. Image-based analyses have revealed rich pore-scale
features previously unavailable, and have become a very useful tool of petrophysics [5–10].
∗Corresponding author
Email addresses: jinlong@vt.edu (Jinlong Wu), xyin@mines.edu (Xiaolong Yin), hengxiao@vt.edu
(Heng Xiao)
Preprint submitted to Science Bulletin September 11, 2018
ar
X
iv
:1
80
9.
02
99
6v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
9 S
ep
 20
18
Computation of pore-scale transport properties from pore-scale images is an important
aspect of image-based pore-scale studies. Such computations are generally performed in two
ways, i.e., direct simulation approach and simplified network approach. In the first approach,
the microscopic transport equations are solved directly on the geometry shown by the pore-
scale images to obtain averaged properties such as permeability, relative permeability, or
dispersion coefficient. Both single and multiphase flows can be accounted for, and both
reactive and non-reactive transport equations can be solved. This direct approach is generally
considered to be more accurate, but the computational cost is very high. For processes
such as multiphase flows and reactive transport with slow kinetics, it is nearly impossible
to solve the governing equations in a medium of even a moderate size. Therefore, the
second alternative approach is to first abstract the porous medium as a discrete network.
By applying simplified flow and transport laws on the network, the computational cost to
obtain averaged properties can be effectively lowered [11].
Some transport properties of porous media such as permeability are solely functions of
pore geometry. Therefore, it should be possible to predict them using a neural network
approach, which is to develop a surrogate model that directly maps a pore geometry to
physical properties. Such a task resembles that in image classification[12, 13], where a model
takes an image as input and give the classification label as output by recognizing the object
in the image, e.g., cars, animals, or even subtypes thereof (i.e., car make or animal breed).
Once constructed, such surrogate models can potentially enable fast prediction of physical
properties of porous media without performing direct simulations or network calculations.
The recent studies of chemical imaging of rocks also involve surrogate models. For example,
Hao et al. [14] generated a molecular distribution map across scales by building a machine
learning model.
Convolutional neural network (CNN) has achieved significant successes in image classi-
fication [12, 13, 15]. Researchers have adopted CNN to solve various problems in science
and engineering, e.g., solving the quantum many-body problem [16], analyzing gravitational
lenses in astrophysics [17], extracting flow features in resolved flow fields [18], and serving as
surrogate model for parameterized partial differential equations [19]. Recent studies [20, 21]
also demonstrated that porous media can be reconstructed by using generative adversar-
ial network (GAN) or autoencoder, in which CNN is involved to map between the porous
media image and the latent space. CNN has also been used to directly predict effective
properties of multiphase materials [22–24]. Yang et al. [22] adopted standard CNN to pre-
dict elastic homo-genization linkages for 3-D composite material system. Cang et al. [24]
also used an existing CNN architecture (i.e., ResNet [25]) to predict material properties
from microstructures. The preliminary study of Srisutthiyakorn [26] demonstrated the fea-
sibility of predicting permeability directly from rock images by using CNN. The features of
connectivity between neighboring pixels were extracted by performing convolution with all
possible cross shape templates. Srisutthiyakorn demonstrated that these extracted features
lead to better predictive performance than geometric measurements (Minkowski functionals)
passed to a regular neural network. Karpatne et al. [27] pointed out that data science mod-
els can be further improved by leveraging the scientific knowledge. In this article, we use
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a physics-informed machine learning framework to combine image information and integral
quantities (porosity and specific surface area) in the same neural network. We demonstrate
that the physics-informed architecture has in general superior predictive performance com-
pared to the conventional CNN, though in some cases we also noted that it is not significantly
better than regular CNN. Assessment of the proposed neural network architecture demon-
strates that physics-informed CNN predicts permeabilities to 10% accuracy for synthetic
two-dimensional porous media with a wide range of scenarios (porosities, fraction of dilated
pores, and similarity levels between training and prediction datasets).
The rest of the paper is organized as follows. The proposed framework for fast prediction
of permeability of porous media from images is introduced in Section 2. The prediction
results are presented and analyzed in Section 3. In Section 4, we provide some insights on
how CNN predicts permeabilities with high accuracy from the images. Section 5 concludes
the paper.
2. Methodology
2.1. Overview of the computational framework
The objective of the computational framework presented in this study is to train a
machine-learning model for fast prediction of permeability. This framework consists of the
following steps as illustrated in Fig. 1:
(i) Generating training dataset. We first generated a number of images of synthetic porous
media covering a wide range of the chosen parameter space (porosity and percentage of
dilated pores, see Fig. 2). Direct simulations with lattice Boltzmann method were then
used to compute the permeabilities of the generated porous media samples. The image–
permeability pairs form the training database for the neural network based machine
learning model. The detailed procedure of generating training database is presented in
Section 2.2 and Figs. 1(a)–(b).
(ii) Training physics-informed CNN model. The data obtained from the previous step were
then used to train a neural network that takes both an image and its physical geometric
property (porosity and surface area ratio) as input and gives permeability as output.
Details of the CNN architecture and the training procedure are presented in Section 2.3
and Fig. 1(c).
(iii) Predicting permeabilities for new images. The trained model obtained from step (ii)
was then used to provide permeability for new images that are not in the training
database. See Fig. 1(d).
Potentially both synthetic and real porous media images can be used when generating the
training database in step (i). Regardless of the source of images, it is essential to ensure that
samples in the database cover sufficient regions of the parameter space. This requirement
is easier to satisfy with synthetic images. In this study, we used two-dimensional synthetic
binary images. Three-dimensional, real rock images will be the objective of future studies.
3
(a) Image generation
(b) Building database
(c) Training
physics-informed CNN
LBM
(d) Prediction...
Figure 1: Overview of the framework, including (a) generating images, (b) building a database by performing
lattice Boltzmann simulations to obtain permeability, (c) using the database to train physics-informed CNN
and (d) predicting the permeability of new samples.
Figure 2: Sample images of porous media in the parameter space. The two algorithmic parameters are N
that controls the density of polygonal grains and the porosity and probability λ that controls the porosity
of dilated pores.
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2.2. Generation of Training Data
Images of synthetic porous media were generated using a Voronoi tessellation algorithm
that has been presented in several earlier studies [28–30]. Voronoi tessellation is a method
to partition a plane using a given set of points henceforth mentioned as the seeds. Each
partition, a Voronoi cell, is a polygon that represents the set of points on the plane that
are closer to the enclosed seed than to any other. In our algorithm, seeds were generated
randomly in a 600× 600 (pixel) area. The edges of generated Voronoi cells were then given
a width of six pixels to form a fully percolated network of flow channels. When channels
are six-pixel wide, the permeabilities from lattice Boltzmann simulations are within 5% of
those extrapolated to infinite lattice resolution. The number of seeds N , or equivalently
the number of initial Voronoi cells, in a given domain size is an algorithmic parameter to
control the size of polygons in the image and the porosity. The porosity of synthetic media
obtained using this algorithm increases from 0.084 ± 0.002 when N is 18, to 0.257 ± 0.002
when N = 189. The porosity–permeability relation of these synthetic geometries can be well
fitted by the Kozeny–Carman equation:
k =
0.14φ3
s2(1− φ)2 , (1)
where φ is the porosity and s is the ratio between the total perimeter of the polygons and
the total area of the polygons. The coefficient 0.14 in the numerator is a fitting parameter
established by the dataset presented in this work. Note that s is the two-dimensional ana-
logue of specific surface area, the net surface area over the net solid volume and an important
characteristics of porous media.
To introduce more variability in the synthetic geometries, we used a probability λ to
remove Voronoi cells from generated tessellations. Areas occupied by removed cells were
assigned to the fluid, creating large and isolated space that resembles dilated pores found in
many geological porous media. As such, the algorithmic parameter λ is an approximate proxy
that controls the porosity of dilated pores in the porous medium. Increasing λ effectively
increases the porosity of medium while keeping the specific surface area s nearly unchanged,
leading to scattering of the φ–k relation. The permeabilities of cases with λ > 0 cannot be
well predicted by the Kozeny–Carman equation established for the case of λ = 0. These
cases (λ > 0) are therefore particularly interesting. In this study, two values of λ were
used to generate synthetic samples with dilated pores: λ = 0.05 and 0.10. The porosity
of synthetic geometries (N ∈ [18, 189] and λ ∈ {0, 0.05, 0.10}) ranges from 0.08 to 0.39,
covering typical porosity values of real rocks. The relation between the permeability and
the porosity is presented in Fig. 3 for the current database of synthetic geometries. This
relation when scaled by a common CT-scan resolution of 3µm/pixel is in good agreement
with numerical and experimental data of Fontainebleau sandstone presented in [31] when
the porosity is greater than about 17%. When porosity is less than 17%, our synthetic
geometries have higher permeabilities than [31], perhaps due to cementation or blockage of
pore throats that are not considered in our current geometries. It should be noted that the
purpose of this work is to demonstrate the feasibility of using convolutional neural networks
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in fast prediction of permeability for porous media and hence we do not seek to obtain exact
representations of rock geometries. For this purpose, two different parameters, N and λ,
were introduced to represent a selected complexity of 2-D porous media. Incorporating more
complexities in the training is possible, e.g., varying the channel width or even closing some
channels. These complexities may be useful for achieving better representations of real-rock
geometries.
0.10 0.15 0.20 0.2510
1
100
101
k
= 0.17
Figure 3: Relation between the permeability and the porosity from our synthetic 2-D models. Permeability
is scaled by 3µm/pixel resolution. For porosity greater than 0.17 this relation agrees well with that of
Fontainebleau sandstones from Arns et al. [31].
Permeabilities of the generated synthetic geometries were obtained by using lattice Boltz-
mann simulations. Specifically, a two-dimensional, nine-velocity (D2Q9) scheme with the
multi-relaxation time collision operator that we wrote and presented in an earlier paper [29]
was used was used in the simulations. Fluid flow from one side of the image to the opposite
side was generated by a body force or acceleration assigned to the fluid. The body force
and the viscosity of the fluid were chosen such that flows were strictly in the Stokes regime.
Domain-averaged, steady-state velocity of the fluid was used to compute the permeability.
Details of the lattice Boltzmann method can be found in our supporting information, and
critical methods and parameters are summarized in Table 1. All lengths in this study have
the dimension of pixel, which is the native unit of digital images. Consequently, perme-
abilities of all synthetic geometries are reported in the unit of pixel squared. Permeability
expressed in pixel squared can be related to the dimensional permeability by the resolution of
the image. For instance, if the resolution of an image is 2.0 µm per pixel and the permeability
of the image is 0.25 pixel2, the permeability of the medium would be 2.02 × 0.25 = 1.0 µm2.
Previously presented Fig. 3 is an example of this conversion. The computational domain
size of lattice Boltzmann simulations is 600×600 pixels, and the computational time for one
simulation is approximately 1 hour on a single CPU core.
2.3. Convolutional Neural Network
Neural networks are a class of machine learning models that are parameterized by coeffi-
cient vector W and represent mappings from input q to output y in the form of a sequence of
composite functions. For example, a neural network with one layer of intermediate variables
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Table 1: Settings of lattice Boltzmann simulations.
Scheme Collision
Boundary
condition
Body force (Pressure gradient
equivalent )
Kinematic
viscosity
D2Q9 MRT Bounce-back ∆P/ρL = 2.78× 10−9∆x/∆t2 1/6∆x2/∆t
between input and output (one hidden layer) may be represented by the following composite
functional mapping:
y = W (2)σ
(
W (1)q+ b(1)
)
+ b(2),
or alternatively written in an equivalent form as:
y = W (2)h+ b(2) with h = σ
(
W (1)q+ b(1)
)
,
where σ is an activation function such as σ(q) = tanh(q) or σ(q) = 1/(1 + e−q); W (i) and
b(i) indicate weights and bias, respectively, of the ith layer. In the context of this work, the
input q ∈ R600×600 is the binary image of 600 × 600 pixels, and the output y ∈ R is the
permeability.
Compared to the fully connected neural networks, convolution neural networks (CNN)
exploit two facts to significantly reduce the number of coefficients and thus to increase learn-
ing efficiency. First, a neuron, the basic unit of a neural network, is only locally connected
to several neurons in the previous layer as spatially nearby pixels in an image are more
correlated. Second, the output sought from images has translational invariance [32], which
allows weight sharing of convolution kernel at all locations. Such preservation of invariance
allows CNN to achieve a comparable performance of regular neural networks with much less
training data.
A CNN consists of a number of convolutional layers and pooling layers, followed by fully
connected layers. In the problem of estimating permeability from images as concerned in
this study, the convolutional and pooling layers mapped the image space to physical quantity
space. The fully connected layers represent a nonlinear mapping between physical quantities,
with permeability as the final output. We extended the regular, image-classification CNN
architecture (Fig. 4a) by introducing the porosity φ and the specific surface area s into one
of the fully connected layers (see the thick/red edges in Fig. 4b). The extended network
architecture is referred to as physics-informed CNN in view of its relation with our previous
work that used machine learning for physical modeling [33, 34]. Both φ and s are parameters
of the Kozeny–Carman equation. Their influence on the permeability k was built into the
neural network architecture in an explicit yet flexible manner. That is, the proposed network
architecture represents our prior knowledge that the permeability k may be a function of φ
and s, but the specific functional relation is not known and needs to be established by
training. While φ and s were the most natural choices due to their connections to the
Kozeny–Camen equation, other choices are possible but not tested in this study. The CNN
architecture proposed here is inspired by earlier works in image classification [12, 13, 15] and
physical modeling [27]. The proposed CNN architecture is implemented in machine learning
frameworks Lasagne and Theano [35, 36].
7
The CNN used in our study includes two convolutional layers, each followed by a pooling
layer, which are then followed by three consecutive fully-connected layers. Each convolutional
layer has 10 channels and a convolutional kernel of size 5 × 5 to extract different features
from the corresponding input. In the two pooling layers, the max pooling function and
a kernel size of 2 × 2 were adopted. The three fully-connected layers have 10, 32, and 10
neurons, respectively. Among the neurons in the second fully connected layer are two neurons
representing porosity φ and specific surface area s. The number of layers was empirically
selected to ensure enough complexity of the neural network. The number of channels or
neurons within each layer were chosen by using grid searching to minimize the mean squared
error of the predicted permeabilities for the training database. Instead of using the cross-
validation, dropout ratios of 0.2 and 0.1 were applied to the first and the third fully-connected
layers, respectively, to avoid the overfitting of the trained model [37]. The computational
cost is of the order of seconds for predicting the permeability of a 600 × 600 pixels image
by using the trained physics-informed CNN in Fig. 4. This is three orders of magnitude
lower than lattice Boltzmann simulations. Note that what is not shown in Fig. 3 is a 6× 6
max pooling kernel used to preprocess the images before inputting the images to CNN. The
purpose of this procedure is to reduce the image size and the computational cost of CNN
training.
The architecture should also be applicable to 3-D porous media, for which we need
to use a 3-D kernel for the convolutional neural network. Therefore, the convolutional
neural network will have more coefficients and the training cost will increase accordingly. In
addition, representing the 3-D porous media in pixels leads to a higher dimensional space,
which will require more training data and thus more training computational cost.
Convolutional layer Pooling layer Fully connected MLP
(a) Regular CNN
(b) Physics-informed
extension
Convolutional layer
Pooling layer
Figure 4: Physics-informed CNN architecture, including (a) regular CNN and (b) physics-informed CNN by
introducing a fully connected multilayer perceptron (MLP) neural network. In this work, the input image
has been preprocessed by a 6× 6 max pooling kernel to reduce the image size and thus the training cost.
3. Numerical Experiments
In this section we present results of three numerical experiments. We first show the merit
of the proposed framework by demonstrating the predictive performance in cases with no
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dilated pores for a wide range of the number of seeds N (case 1). Further, in case 2 we
show that the neural network model trained by a diverse dataset consisting of samples with
and without dilated pores (λ = 0 and 0.1, respectively) is able to predict samples with pore
heterogeneity not in the training dataset (λ = 0.05). Finally, in case 3 we show that neural
network model has a significantly better predictive performance than the Kozeny–Carman
equation for rocks with dilated pores (λ = 0.05). The porosity distribution of the prediction
set for case 3 is 0.233± 0.002. The prediction set for case 3 is chosen such that the number
of seeds N = 108 is in the middle of the range of the number of seeds from the training set,
but not within the training set. Detailed setup and parameters of the three cases including
the number of images n, number of seeds N , and λ for both training and prediction datasets
are presented in Table 2.
Table 2: Parameters of cases investigated in this work including the number of images in dataset n, the
number of seeds N , and λ for both training and prediction. Square and curly brackets are used to indicate
range (with intervals) and sets, respectively. For example, the range/interval notation [1 : 2 : 9] is equivalent
to set {1, 3, 5, 7, 9}.
case no.
training set prediction set
n N λ n N λ
1 980 [18 : 9 : 189] 0 20 [18 : 9 : 189] 0
2 1960 [18 : 9 : 189] {0, 0.1} 20 [18 : 9 : 189] 0.05
3 490 [27 : 18 : 189] 0.05 50 108 0.05
The regular CNN provides satisfactory predictions of permeabilities as demonstrated in
case 1, with most data points falling within an error range of ±10% (shown as shaded regions
in Fig. 5a). Here, the Lattice Boltzmann simulation results are taken as ground truth, since
training data were provided by such simulations. The Kozeny–Carman equation clearly has
a better performance than the regular CNN model, which is expected as the rock samples in
this case do not have dilated pores. However, by incorporating the physical quantities φ and s
into the network architecture, predictions from the physics-informed CNN showed significant
improvements. For most data points the physics-informed CNN predicts permeabilities very
close to those from the Kozeny–Carman equation (see Fig. 5b). This comparison clearly
shows the superiority of the physics-informed CNN to regular CNN. Underestimation of
permeability can be observed when the number of seeds N > 150 in Fig. 5. The main reason
is that the preprocessing procedure with a 6 × 6 max pooling kernel reduces the resolution
of the original images. Specifically, the CNN had difficulty in distinguishing the images with
different number of seeds N when N is large. Therefore, the CNN tends to underestimate
the permeability when predicting the cases with number of seeds N > 150.
Case 2 demonstrates that the physics-informed CNN is able to predict permeabilities
within ±10% error range of the ground truth for samples with dilated pores (shown in
Fig. 6b), even though the training datasets have different λ. In comparison, the Kozeny–
Carman equation is not able to give accurate predictions, with relative errors over 200%. The
physics-informed CNN has the capability of exploring more accurate functional mappings
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Figure 5: Prediction of permeability for case 1 by using (a) the regular CNN and (b) the physics-informed
CNN.
from the training database by taking into account information from the entire image. In
contrast, the Kozeny–Carman equation only has physical variables φ and s, and thus is not
able to account for the presence of dilated pores. For this case, the neural network model
is clearly more flexible in formulating the functional mapping compared to the analytical
formula. This is ultimately attributed to the capability of neural networks in representing
high-dimensional mapping (from R600×600 to R), allowing it to take the entire image as input.
As explained in Section 2.3, although the physics-informed CNN contains variables φ and s as
neurons, it may not utilize them when they do not contribute in explaining the permeability
data (e.g., in the presence of dilated pores). Therefore, the predicative performance of the
physics-informed CNN for this case is similar to results of the regular CNN as shown in Fig. 6.
However, the similar performance between the physics-informed CNN and the regular CNN
for this case does not mean that the physical neurons φ and s are not needed. The impact
of a given neuron upon the neural network output can be analyzed by studying the trained
weights of the neural network. Based on the analysis of the weights in physics-informed CNN,
the impact of physical neurons φ and s on the permeability prediction becomes smaller, but
still significant, when the probability λ is larger than zero and dilated pores exist.
In case 3 we further highlight the predictive capability of the physics-informed CNN by
using training and testing datasets with different N . It can be seen in Fig. 7a that the
Kozeny-Carman equation again overestimates the permeability of all testing samples due to
the presence of dilated pores. The predictions of the physics-informed CNN show much better
agreement with ground truth (lattice Boltzmann simulations) than the Kozeny–Carman and
mostly fall within the ±10% error range. The improvement of CNN prediction over the
Kozeny–Carman equation can be clearly seen by plotting the predictions against the ground
truth in Fig. 7b, where CNN predictions align much better with the ground truth indicated
by the solid line. It should be noted that the view in Fig. 7b is zoomed to better present the
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Figure 6: Prediction of permeability for case 2 by using (a) the regular CNN and (b) the physics-informed
CNN.
prediction of physics-informed CNN. Some results based on Kozeny–Carman equation are
significantly different from the ground truth and thus cannot be seen in this zoom-in view.
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Figure 7: Prediction of permeability based on physics-informed CNN for case 3, including (a) the permeability
against the sample index and (b) the comparison of the prediction and the ground truth.
R2 scores and mean squared errors are shown in Table 3 to provide more quantitative
evaluation of the results. It can be seen that the machine learning predictions are much
better than Kozeny–Carman in cases 2 and 3, where dilated pores exist. Compared to the
standard CNN, the physics-informed CNN has better prediction performance in all three
cases, though the improvement in case 2 is relatively marginal. The definition of R2 scores
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and mean squared errors are presented as follow:
R2 = 1−
∑
i
(κCNNi − κLBMi )2∑
i
(κLBMi − κLBM)2
(2)
MSE =
1
n
n∑
i=1
(κCNNi − κLBMi )2 (3)
where the superscript CNN and LBM denote the results from CNN and lattice Boltzmann
simulation, respectively, and the term κLBM represents the average of the lattice Boltzmann
simulation results. Note that R2 scores of case 3 are not as good as those for cases 1
and 2, suggesting that, despite of the visual agreement seen in Fig. 7, case 3 is a more
difficult case where the differences between the predictions and the ground truth become as
significant as the variations in the ground truth. On case 3, physics-informed CNN shows
more improvement over CNN than case 2.
Table 3: R2 scores and mean squared errors of the results by using Kozeny–Carman (K-C) equation, standard
CNN and physics-informed CNN (PI-CNN).
case no.
R2 score Mean squared error
K-C CNN PI-CNN K-C CNN PI-CNN
1 0.993338 0.861430 0.926315 0.000042 0.000883 0.000470
2 −7.361731 0.878642 0.884680 0.074112 0.001076 0.001022
3 −65.155383 −0.714258 0.204947 0.059938 0.001553 0.000720
4. Discussion
It is important to understand why CNN provided such good predictions of permeabilities
with a limited set of training data. A critical prerequisite of good prediction is that the
permeability is indeed a function of the pore geometry, and thus a functional mapping from
the rock pore geometry to permeability is expected to exist. Attempting to fit a functional
relation that does not exist would fail regardless of how sophisticated the machine learning
model is. We provide below some insights on how CNN predicated permeability from images
pixels information.
In a CNN each convolutional layer contains the filtered results of the previous layer,
and these filtered results can be visualized to illustrate what the CNN learns. Here we use
filtered results from the first convolutional layer to show how the trained CNN analyzes an
unseen image and makes the corresponding prediction. Two typical filtered results from the
first convolutional layer are presented in Figs. 8b and c for the prediction of permeability
of a rock sample image shown in Fig. 8a. It can be seen that in Fig. 8b CNN attempts to
identify all the paths and temporarily ignores the dilated pores (removed Voronoi cells). On
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the other hand, the removed Voronoi cells are treated together with the connection points
by another filtered result as shown in Fig. 8c. The separate treatment of paths and dilated
pores explains the better prediction performance of CNN than the Kozeny–Carman equation.
Specifically, the Kozeny–Carman equation views the porosity in dilated pores the same as
that in channels and thus significantly overestimates the permeability. Such overestimation
is absent in CNN predictions since the dilated pores are treated as a different category of
fluid-filled porosity from the channels.
It should be noted that the features presented in Fig. 8 are only for a qualitatively visual-
ization of how CNN learned different patterns from the images. In practice, the parameters
of CNN are determined by minimizing the prediction error of the training set with some
techniques to prevent overfitting (e.g., using dropout or imposing sparsity). This is a more
mathematically rigorous definition of the learning objective of CNN compared with analyzing
the learned features. For instance, out of the ten filtered results from the first convolutional
layer, the other eight features (not shown) have similarities compared to the two presented
in Fig. 8. However, the number of features is still optimal in representing the information
within the whole training dataset.
(a) (b) (c)
Figure 8: Illustration of features learned by CNN, including (a) an input image and (b,c) two corresponding
features obtained from the first convolutional layer.
The images used in this study are synthetic and do not correspond to any real rocks.
Hence, at this time we cannot project the performance of CNN with real rock geometries.
The permeability studied in this work varied by only one order of magnitude, partly because
of the unit employed to express permeability (pixel2) and partly because of the synthetic
nature of the geometries. Real porous media have permeability covering several orders of
magnitudes. To use CNN to predict the permeability of different types of rocks, first, proper
conversion of permeability is needed. For instance, images of sandstone are generally scanned
with µm resolutions and those of shale are generally scanned with nanometer resolutions.
Therefore, conversion from pixel-based permeability to dimensional permeability should in
part differentiate these two kinds of rocks. Second, it is important that the geometries used
for training are realistic. Additionally, different rock types, such as sandstones and shale,
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with their different pore structures, are likely to require their respective training data. This
work mainly focuses on the proof-of-concept for adopting image recognition and specifically
CNN/physics-informed CNN in predicting permeability of porous media. In order to predict
on real rock samples, approaches that have been proven effective in other machine learning
pratices [38] can be adopted, such as adding some real rock images with known permeability
into the training data, and maintaining a validation dataset of real rock images to further
ensure the extrapolation capability when the majority of training samples are synthetic and
the objectives are real rock images.
5. Conclusion
Fast predictions of physical properties of porous media are of significant practical im-
portance. In this work, we propose a physics-informed convolutional neural network (CNN)
to predict permeability from pore-scale images. The framework consists of the following
components: (1) obtaining images of porous media, (2) building training datasets via fluid
dynamics simulations, (3) training a physics-informed CNN, and (4) applying the trained
model to predict new images that are not in the training set. The predicative capability of the
proposed model is demonstrated for synthetic images with a wide range of porosity and with
various fractions of dilated pores as micro-scale heterogeneity. The predicted permeabilities
for most samples have less than 10% error compared to the lattice Boltzmann simulation
results. In particular, for images with dilated pores where one cannot apply the Kozeny–
Carman equation to estimate their permeabilities, the proposed model can give much better
predictions. The CNN-based permeability prediction method is orders of magnitude faster
than direct simulations using lattice Boltzmann. The proposed framework should have a
great potential in geoscience and engineering applications and perhaps beyond. It can cer-
tainly be used to predict other physical properties of porous media as long as they are solely
governed by the geometry.
References
[1] Petrovic A, Siebert J, Rieke P. Soil bulk density analysis in three dimensions by com-
puted tomographic scanning 1. Soil Sci Soc Am J, 46(3):445–450, 1982.
[2] Vinegar HJ, Wellington SL. Tomographic imaging of three-phase flow experiments. Rev
Sci Instrum, 58(1):96–107, 1987.
[3] Flannery BP, Deckman HW, Roberge WG, et al. Three-dimensional X-ray microtomog-
raphy. Science, 237(4821):1439–1444, 1987.
[4] Tomutsa L, Silin DB, Radmilovic V. Analysis of chalk petrophysical properties by
means of submicron-scale pore imaging and modeling. SPE RESERV EVAL ENG, 10
(03):285–293, 2007.
[5] Wildenschild D, Vaz C, Rivers M, et al. Using X-ray computed tomography in hydrology:
systems, resolutions, and limitations. J Hydrol, 267(3-4):285–297, 2002.
14
[6] Arns CH, Bauget F, Limaye A, et al. Pore scale characterization of carbonates using
X-ray microtomography. SPE J, 10(04):475–484, 2005.
[7] Sok RM, , Varslot T, Ghous A, et al. Pore scale characterization of carbonates at
multiple scales: Integration of micro-CT, BSEM, and FIBSEM. Petrophysics, 51(06),
2010.
[8] Wildenschild D, Sheppard AP. X-ray imaging and analysis techniques for quantifying
pore-scale structure and processes in subsurface porous medium systems. Adv Water
Resour, 51:217–246, 2013.
[9] King Jr HE, Eberle AP, Walters CC, et al. Pore architecture and connectivity in gas
shale. Energy Fuels, 29(3):1375–1390, 2015.
[10] Wu T, Li X, Zhao J, et al. Mutiscale pore structure and its effect on gas transport in
organic-rich shale. Water Resour Res, 53:5438–5450, 2017.
[11] Blunt MJ, Bijeljic B, Dong H, et al. Pore-scale imaging and modelling. Adv Water
Resour, 51:197–216, 2013.
[12] LeCun Y, Bengio Y, et al. Convolutional networks for images, speech, and time series.
The handbook of brain theory and neural networks, 3361(10):1995, 1995.
[13] Krizhevsky A, Sutskever I, Hinton GE. Imagenet classification with deep convolutional
neural networks. In Advances in Neural Information Processing Systems, pages 1097–
1105, 2012.
[14] Hao Z, Bechtel HA, Kneafsey T, et al. Cross-scale molecular analysis of chemical het-
erogeneity in shale rocks. Sci Rep, 8(1):2552, 2018.
[15] LeCun Y, Bengio Y, Hinton G. Deep learning. Nature, 521(7553):436, 2015.
[16] Carleo G, Troyer M. Solving the quantum many-body problem with artificial neural
networks. Science, 355(6325):602–606, 2017.
[17] Hezaveh YD, Levasseur LP, Marshall PJ. Fast automated analysis of strong gravitational
lenses with convolutional neural networks. Nature, 548(7669):555, 2017.
[18] Stro¨fer-Michele´n C, Wu J, Xiao H, et al. Data-driven, physics-based feature extraction
from fluid flow fields. COMMUN COMPUT PHYS, 2018. Accepted, arXiv preprint
arXiv:1802.00775.
[19] Khoo Y, Lu J, Ying L. Solving parametric PDE problems with artificial neural networks.
arXiv preprint arXiv:1707.03351, 2017.
[20] Mosser L, Dubrule O, Blunt MJ. Reconstruction of three-dimensional porous media
using generative adversarial neural networks. Phys Rev E, 96(4):043309, 2017.
15
[21] Cang R, Xu Y, Chen S, et al. Microstructure representation and reconstruction of
heterogeneous materials via deep belief network for computational material design. J
Mech Des N Y, 139(7):071404, 2017.
[22] Yang Z, Yabansu YC, Al-Bahrani R, et al. Deep learning approaches for mining
structure-property linkages in high contrast composites from simulation datasets. Com-
put Mater Sci, 151:278–287, 2018.
[23] Cecen A, Dai H, Yabansu YC, et al. Material structure-property linkages using three-
dimensional convolutional neural networks. Acta Mater, 146:76–84, 2018.
[24] Cang R, Li H, Yao H, Jiao Y, et al. Improving direct physical properties prediction
of heterogeneous materials from imaging data via convolutional neural network and a
morphology-aware generative model. Comput Mater Sci, 150:212–221, 2018.
[25] He K, Zhang X, Ren S, et al. Deep residual learning for image recognition. In Proceedings
of the IEEE conference on computer vision and pattern recognition, pages 770–778, 2016.
[26] Nattavadee Srisutthiyakorn. Deep-learning methods for predicting permeability from
2D/3D binary-segmented images. SEG Technical Program Expanded Abstracts 2016.
SEG, 3042-3046, 2016.
[27] Karpatne A, Watkins W, Read J, et al. Physics-guided neural networks (PGNN): An
application in lake temperature modeling. arXiv preprint arXiv:1710.11431, 2017.
[28] Wu M, Xiao F, Johnson-Paben RM, et al. Single-and two-phase flow in microfluidic
porous media analogs based on Voronoi tessellation. LAB CHIP, 12(2):253–261, 2012.
[29] Newman MS, Yin X, et al. Lattice Boltzmann simulation of non-darcy flow in stochas-
tically generated 2D porous media geometries. SPE J, 18(01):12–26, 2013.
[30] Yong Y, Lou X, Li S, et al. Direct simulation of the influence of the pore structure on
the diffusion process in porous media. Comput Math Appl, 67(2):412–423, 2014.
[31] Arns CH, Knackstedt MA, Pinczewski WV, et al. Virtual permeametry on microtomo-
graphic images. J Pet Sci Eng, 45(1-2):41–46, 2004.
[32] Bishop CM. Pattern Recognition and Machine Learning. Springer, 2006.
[33] Wang JX, Wu JL, Xiao H. Physics-informed machine learning approach for reconstruct-
ing Reynolds stress modeling discrepancies based on DNS data. Phys Rev Fluids, 2(3):
034603, 2017.
[34] Wu JL, Xiao H, Paterson E. Physics-informed machine learning approach for augment-
ing turbulence models: A comprehensive framework. Phys Rev Fluids, 3(7):074602,
2018.
16
[35] Dieleman S, Schlter J, Raffel C, et al. Lasagne: First release., August 2015. URL
http://dx.doi.org/10.5281/zenodo.27878.
[36] Theano Development Team . Theano: A Python framework for fast computation of
mathematical expressions. arXiv e-prints, abs/1605.02688, May 2016. URL http:
//arxiv.org/abs/1605.02688.
[37] Srivastava N, Hinton G, Krizhevsky A, et al. Dropout: A simple way to prevent neural
networks from overfitting. J Mach Learn Res, 15(1):1929–1958, 2014.
[38] Pan SJ, Yang Q. A survey on transfer learning. IEEE Trans Knowl Data Eng, 22(10):
1345–1359, 2010.
17
