Abstract. We show how a suitable interval division and parametrisation technique can help to essentially improve the convergence conditions of the successive approximations for solutions of systems of non-linear ordinary differential equations under non-local boundary conditions. The application of the technique is shown on an example of a problem with non-linear integral boundary conditions involving values of the unknown function and its derivative.
Introduction
Recently, boundary value problems with non-local conditions for non-linear differential equations have attracted much attention (see, e. g., the editorial note [1] and the rest of the issue for extensive references). Problems with non-local boundary conditions are usually treated by using equivalent reformulation as a suitable fixed point or coincidence equation, for which purpose, as a rule, one uses Green's operator of a linearised problem. The process of approximation of the solution based directly on this kind of representations, however, may be quite complicated.
A reasonably efficient way to deal with this kind of problems is provided by methods of numerical-analytic type (see, e. g., [3] ). Since convergence conditions often involve terms proportional to the length of the time interval, the conditions needed for the applicability of this type of methods can be significantly weakened if one constructs the scheme using a in a unified way, the specific properties of the problem being transferred to the determining equations. It seems that, in the case of general boundary value problems, interval division for approximations constructed analytically is employed here for the first time.
Notation
We fix an n ∈ N and a bounded closed set D ⊂ R n . For vectors x = col(x 1 , . . . , x n ) ∈ R n the obvious notation |x| = col(|x 1 | , . . . , |x n |) is used and the inequalities between vectors are understood componentwise. The same convention is adopted implicitly for operations like "max" and "min".
1 n and 0 n are, respectively, the unit and zero matrices of dimension n. r(K) is the maximal, in modulus, eigenvalue of a matrix K. If ∈ R n is a non-negative vector, by the componentwise -neighbourhood of a point z ∈ R n we understand the set O (z) := {ξ ∈ R n : |ξ − z| ≤ } . f (t, x) (2.5)
. . , where l ∈ (0, ∞), is defined by the relations
for all t ∈ [τ, τ + l] and m ≥ 0. Functions (2.7) have the following properties essentially used below. 
is true for a.e. t ∈ [τ, τ + l] .
It follows from (2.7) that 11) and
3 Parametrisation and auxiliary problems
Parameter sets
Let us fix certain closed bounded sets
and focus on the absolutely continuous solutions u of problem (1.1)-(1.2) whose values at nodes (1.3) lie in the corresponding sets (3.1), i. e., the solutions u such that
Given sets (3.1), we introduce the sets
and, for any non-negative vector , put
Recall that, according to (2.3), (2.4), D k−1,k is the set of all possible straight line segments joining points of D k−1 with points of D k , whereas Ω k ( ) is the componentwise -neighbourhood of D k−1,k .
Freezing
The idea that we are going to use suggests to replace the original non-local problem (1.1)-(1.2) by a suitable family of model boundary value problems with simpler boundary conditions (see, e. g., [8, 9] . Let us do this in the following way. Consider the vectors 5) where N is the number of nodes from (1.3). These vectors will be regarded as unknown parameters whose values are to be determined. Let us "freeze" the values of u at the nodes (1.3) by formally putting 6) and consider the restrictions of equation (1.1) to each of the subintervals of the division:
Then, in a natural way, we have
For any fixed k = 1, 2, . . . , N, relations (3.7), (3.8) can be regarded formally as an overdetermined boundary value problem with two-point boundary conditions containing unknown parameters z (k−1) and z (k) . This leads one to a kind of reduction principle where, instead of the original equation (1.1), one considers the parametrised problems (3.7), (3.8) and tries to determine the appropriate value of
Due to the form of the boundary condition (3.8), it is natural to apply to (3.7), (3.8) techniques similar to those used in [7] for two-point problems. This is done in Section 4.2 below, where the successive approximations x 9) are constructed. Note that the differential equation (3.7) is considered on an interval of length h k (see (1.3)).
Interval division and successive approximations

Assumptions
Let us fix the sets D k ⊂ R n , k = 0, 1, . . . , N, from (3.1). We make the following assumptions.
Assumption 4.1. There exist non-negative vectors (1) , (2) , . . . , (N) such that (3.4) ). We suppose that f is Lipschitzian, in the space variable, on the sets Ω k ( (k) ), k = 1, 2, . . . , N. Namely, Assumption 4.2. There exist non-negative matrices
Finally, we assume in the sequel that the matrices
Assumptions 4.1 and 4.2, together with condition (4.3), are used to prove the applicability of the techniques described below. They mean essentially that the non-linearities in the equation are Lipschitzian on sufficiently large domains ( (k) satisfies inequality (4.1)) with sufficiently small constants (condition (4.3) ). It should be noted, however, that (4.1) and (4.3) are both satisfied if the number N of nodes in (1.3) is large enough. Thus, the basic and, in fact, the only restrictive assumption in this note is that f is Lipschitzian on a bounded set.
Successive approximations
For any fixed values z (0) , z (1) , . . . , z (N) , define the sequences of functions x
In view of (4.4), relation (4.5) can be represented alternatively as
One can see from (4.4) that the graphs of the functions x
. . , N, form a broken line joining the points (t k , z (k) ), k = 1, 2, . . . , N. By virtue of (4.6), this implies, in particular, that all the functions (4.5) have property (3.8), i. e.,
Convergence of successive approximations
It turns out that the sequences {x
. . , N given by (4.4) and (4.5) are helpful for the investigation of solutions of the given problem (1.1)-(1.2).
Theorem 5.1. Let Assumptions 4.1 and 4.2 hold and, moreover, the corresponding matrices
2. The limit function (5.1) satisfies the conditions
is the unique absolutely continuous solution of the integral equation
4. The estimate
Proof. The proof is carried out similarly to that of [8, Theorem 3] . Let us fix arbitrary vectors
. . , N, and a number k ∈ {1, 2, . . . , N}. We first show that, under the conditions assumed,
for any m ≥ 0. Indeed, the validity of (5.6) for m = 0 is an immediate consequence of (4.4). Let us put
where 
for k = 1, 2, . . . , N and m ≥ 2. Therefore, (5.6) holds for any m ≥ 0. In view of (4.4), (4.5), the identity
holds. Using equality (5.10), Assumption 4.2 and Lemmata 2.1 and 2.2, we obtain
One then easily shows by induction that
Therefore, in view of (5.12)
for all m ≥ 0 and j ≥ 1. Recall that 
for any j. Therefore, (5.13) and the Cauchy criterion imply the existence of a uniform limit in (5.1). Equalities (5.2) are an immediate consequence of (4.7). Finally, passing to the limit as m → ∞ in (4.5) and (5.13), we show that the limit function satisfies (5.3) and obtain estimate (5.4). It remains to recall the arbitrariness of z (0) , z (1) , . . . , z (N) and k.
Theorem 5.1 implies, in particular, that one can introduce the function 
is the solution of the Cauchy problem
15)
where
Note that, by (2.11), α 1 (t, t k−1 , h k ) ≤ h k /2 and, therefore, (5.4) implies the estimate
. . , N, with R m,k given by (5.5).
Limit functions and determining equations
It is natural to expect that the limit functions x
. . , N, of iterations (4.5) may help one to state general criteria of solvability of problem (1.1), (1.2). Such criteria can be formulated in terms of the respective functions
. . , N, given by equalities (5.14) that provide such a conclusion. Indeed, Theorem 5.1 ensures that, under the conditions assumed, the functions x
we obtain a function u ∞ (·, z (0) , z (1) , . . . , z (N) ) : [a, b] → R n , which is well defined for all the values z (k) ∈ D k , k = 0, 1, . . . , N. This function is obviously continuous because, at the points t = t k , we have x
for all k = 1, 2, . . . , N − 1. Equalities (6.2) follow immediately from the fact that the function x 
For every solution u(·) of problem
This statement is proved similarly to [5, Theorem 4] . Equations (6.3) are usually referred to as determining or bifurcation equations because their roots determine solutions of the original problem.
Approximate determining equations
Although Theorem 6.1 provides a complete theoretical answer to the question on the construction of a solution of problem (1.1)-(1.2), its application faces complications since it is difficult to find the limit function (5.1) and, as a consequence, the functions
3) are usually unknown explicitly. The complication can be overcome if we replace the unknown limit x 
We see that (7.1) is an approximate version of the unknown function (6.1). Its values can be found explicitly for all t ∈ [a, b] and z (k) ∈ D k , k = 0, 1, 2, . . . , N.
Considering function (7.1), we arrive in a natural way to the so-called approximate determining equations:
Note that, unlike system (6.3), the mth approximate determining system (7.2) contains only terms involving the functions x (j) m (·, z (j−1) , z (j) ), j = 1, 2, . . . , N, and, thus, known explicitly. Let (z (0) ,z (1) , . . . ,z (N) ) be a solution of the approximate determining system (7.2) for a certain value of m. Then the function
is natural to be regarded as the mth approximation to a solution of the boundary value problem (1.1)-(1.2). In particular, it follows from (5.17) that
The existence of a solution can be analysed based on the approximate determining equations (7.2) similarly to [3, 9] , this topic is not considered here. In relation to estimate (7.3) one may note that, according to Theorem 6.1, the solution necessarily has form (6.4) with certain values of z (k) , k = 0, 1, . . . , N. Thus, we have z (k) ≈z (k) , k = 0, 1, . . . , N, and, therefore, x
, which is the value of the exact solution for t ∈ [t k−1 , t k ].
Example
Let us demonstrate the approach described above on a model example. Consider the system of differential equations
with the integral boundary conditions
Clearly, problem (8.1), (8.2) is a particular case of (1. It is easy to check that 
According to (3.5) , the scheme will depend on four two-dimensional vector parameters z (k) , 0 ≤ k ≤ 3; their meaning is explained by Table 8 .2.
Value it approximates x(0) x(1) x(1.5) x(1.9) Table 8 .2: The meaning of the parameters in the example.
The number of the solutions of the algebraic determining system (7.2) coincides with the number of the solutions of the given problem. Different solutions have to be detected by changing appropriately the initial domains D k , 0 ≤ k ≤ 3. Let us carry out several steps of iteration with two different choices of the initial domains and the radii of neighbourhoods.
First solution
Let us choose the sets D k , 0 ≤ k ≤ 3, as follows:
This choice can be justified by the fact that the zeroth approximate determining system (i.e., (7.2) with m = 0) has roots lying in these sets (see the first column in Table 8 Using (3.3), we find that the corresponding sets D k−1,k , 0 ≤ k ≤ 3, have the form In order to construct suitable sets on which Assumptions 4.1 and 4.2 will be verified, we need to choose vectors (1) , 0 ≤ k ≤ 3. Let us put, for example,
Then, according to formula (3.4), the corresponding sets Ω k ( (1) ), 0 ≤ k ≤ 3, have the form A direct computation shows that the Lipschitz condition (4.2) for the right-hand side terms of (8.1) holds in Ω 1 ( (1) ), Ω 2 ( (2) ), Ω 3 ( (3) ), respectively, with the matrices 
which means that vectors (8.7) satisfy conditions (4.1) of Assumption 4.1. Thus, we see that that all the conditions of Theorem 5.1 are fulfilled, and the sequences of functions (4.5) for this example are convergent. Using Maple 14 for constructing the iterations and solving the approximate determining equations (7.2) for m = 0, 1, 2, 9, we obtain the numerical results shown in Table 8 .3. We may note at this point that, at nodes (8.4), the pair of functions (8.3), which, as has been indicated, is a solution of problem (8.1), (8.2) , has the values listed in Table 8.1. Comparing  Tables 8.3 and 8.1, we find enough evidence to claim that the results of computation with the present choice of initial domains correspond to solution (8.3) . This is further confirmed when we put the components of this function and the first approximation (m = 1) on the same plot (see Figure 8. 2). The graphs of higher approximations (we have carried out computations up to m = 9) practically coincide with one another and there is no way to distinguish them in the given resolution. Considering the difference between the approximation and solution (8.3), e. g., for m = 1, we see that the maximal error is about 6 · 10 −4 (see Figure 8. 3). All this, together with Tables 8.3 and 8.1, demonstrates a rather high quality of approximation.
Second solution
Let us now check the results of computation with a different choice of the sets D k , 0 ≤ k ≤ 3. Instead of (8.6), we put
According to (3.3) , the corresponding sets D 0,1 , D 1,2 and D 2,3 have the form
Putting now
= col (0.15, 0.9), (8.11) we find from formula (3.4) that, in this case, (8.14)
It follows from relations (8.14) that matrices (8.13) satisfy conditions (4.3) with h 1 , h 3 , and h 3 given by (8.5) .
Carrying out computations, we see that the approximate determining systems (7.2), along with the solution found in Section 8.1 in sets (8.8) (see Table 8 .3), has another solution in sets (8.12 ). The corresponding approximate values of parameters at several steps of iteration (m = 0, 1, 2, 7, 9) are presented in Table 8 . 4 . In particular, we see that, as in Section 8.1, the piecewise linear zeroth approximation provides a useful hint as to where the solution should be looked for (see the first column of Table 8 .4). 
