Let n point sites be situated on the vertices or edges of a geometric graph G over e edges. Each site can be assigned a multiplicative weight and a color. We discuss the complexity and provide efficient algorithms for the construction of the Voronoi diagram in which each point of G belongs to the region of that site which is the closest of the furthest color. Special algorithms are presented for the cases when all colors are identical, when all weights are identical, or when G is a tree.
Introduction
The Voronoi diagram is one of the most interesting structures in computational geometry; many variants and applications have been described in the surveys [2, 4, 11] . It decomposes a given space, G, into Voronoi regions, one to each element p of a given site set, S, such that the region of site p contains all points of G that are closer to p than to any other site in S. In most cases, G is a space of dimension at least 2.
Some variants of the Voronoi diagram are of particular interest to applications in locational planning. First, each site p can be assigned a positive weight factor, c, to model its importance. The distance from p to some point z is then the standard distance |pz| in space G times c. (Note that a bigger weight factor yields a smaller Voronoi region.) For the Euclidean plane, Aurenhammer and Edelsbrunner [3] have shown that the weighted Voronoi diagram of n point sites can be of complexity (n 2 ), and provided an optimal algorithm to construct it.
The second variant applies to a situation where each of the n sites represents one of k different types of facilities, like schools, shopping malls, hospitals, etc. A person choosing a new residence might want to have one representative of each type as close by as possible. This problem can be solved by means of the furthest color Voronoi diagram. Let us assume that each site is colored according to its type. For each point z of the plane, let c(i, z) denote the closest site of color i. Then, by definition, z belongs to the Voronoi region of the site among c (1, z) , . . . , c(k, z) that is farthest away from z. This distance is minimized by a circle centered at a vertex on the Voronoi diagram.
For the Euclidean plane, Huttenlocher et al. [9] have shown how to construct this diagram in time O(kn log n). Abellanas et al. [1] gave efficient algorithms, that were not based on Voronoi diagrams, for finding the smallest axis-parallel strip or rectangle containing a point of each color.
In this paper, we study both the weighted and the colored variant, and their combination, in the onedimensional setting, where G is a geometric tree or graph. It is worth mentioning that this framework is a standard in the field of Facility Location, where clients and suppliers lie on a interconnection network, usually a tree. So far, only the standard (i.e., unweighted and uncolored) Voronoi diagram on graphs has received attention. In their monograph [11] , Okabe et al. introduce the standard Voronoi diagram and discuss its structure. Among other papers, they cite Hakimi et al. [8] , who gave an O(en + m log m) algorithm based on shortest path computations; here e and m denote the number of edges and vertices, respectively. If the sites are vertices of the graph, Mehlhorn [10] avoids the factor n by a more efficient way of using Dijkstra's shortest path algorithm, and Erwig [6] improves on this by giving an O(e + m + (m − n) log(m − n)) algorithm.
Throughout this paper, we consider a geometric tree or graph G of m vertices over e edges and n point sites that are placed on edges or vertices of G. Just for simplicity we assume that G is planar, and that its edges are realized by straight line segments.
We can assume that the tree or graph is represented in an appropriate data structure, for instance a doubly connected edge list; see de Berg et al. [5] . The set of sites may be stored edge-wise, i.e., for every edge there is a list of its sites. Table 1 Summary of the results
Diagram Measure
Tree Graph
(m + n log n) O(e + n log n + m log m)
Voronoi diagrams on trees

Consider a tree T = (V , E, d) of size m, where V is the set of vertices, E the set of edges, and m = |V | = |E| + 1. For any two points x, y on the tree, d(x, y) indicates the Euclidean distance from x to y along the unique path that connects the two points. Given a set S = {p 1 , . . . , p n } of n points on the tree, we define the Voronoi diagram of S on the tree, VD T (S), as a partition {VR T (p 1 ), . . . , VR T (p n )} of T , where the Voronoi region of each site p i is the set VR T (p i ) of all the points x of T that are closer to p i than to any other site p j , in terms of the tree distance d.
We consider such a Voronoi diagram completely described if the following information is known:
• The set of bisector points, i.e., all the boundary points between adjacent Voronoi regions.
• For each bisector point, its location in the tree (the edge to which it belongs, or the vertex it coincides with), the sites of its adjacent Voronoi regions, and the distance to them.
• For each vertex of the tree, its closest site(s) and its distance to it (them).
Although the description of the diagram is lean, we can compute the regions for all sites in linear time O(m + n), which is analogous to the Euclidean plane case.
The Voronoi region VR T (p i ) of a single site p i is a subtree of T . Every leaf of the subtree is part of an edge belonging to a bisector of p i . Thus, the subtree VR T (p i ) is uniquely determined by the bisectors of p i . Starting from the leaves we can compute the region VR T (p i ) by walking along T , i.e., its representation in a data structure, in time proportional to the number of edges of VR T (p i ).
Theorem 1.
The Voronoi diagram of a set of n points on a tree of size m has complexity n + m − 1 and can be computed in optimal time (m + n log n).
Proof. Complexity of VD T : Obviously the regions have to be connected. The unique path from a site to one of its bisectors can never belong to another region. Additionally, we have exactly n − 1 bisectors which can easily be seen by induction. A single bisector cuts a tree with n sites into two independent subtrees with, say, o and l sites and n = o + l. We apply the induction hypothesis to the subtrees and conclude with o + l − 2 + 1 = n − 1 bisectors for the original tree. Thus, the complexity result holds.
The construction of the diagram can be obtained by the following algorithm. In the first steps we contract the tree, so that the complexity of the result is in O(n). We assume that during the contraction process we store pointers to the original edges or chains of edges, if necessary. The contraction process can be done in time O(m). Then we compute the diagram on the contracted tree in O(n log n) by considering the current shortest path from a site to a node. Afterwards the diagram is replaced on the original tree in time O(m) again.
Contraction of T :
(1) Sort the sites on each edge, producing the Voronoi partition of each edge between its extreme sites.
If there are more than two sites on some edge, only the two extreme sites are relevant for the next steps; see Fig. 1 . Note, that only O(m) sites can survive this step. Consider these maximal subtrees u of T − S T ; by the hanging node h(u) of u we denote the unique node of u that belongs to S T . Afterwards, we will assign the site of the hanging node to every node of u. The O(n) size bound for S T comes from the fact that in the worst case S T can be considered as a rooted tree of n leaves and every inner node has degree 3. Note that counting the parts of the kinked edges as single edges in S T does not exceed the O(n) complexity; the kinked parts are matched directly to the corresponding sites, which in turn decrease the worst case number of leaves.
Computation of VD T :
(1) We apply a straightforward simultaneous Dijkstra approach on S T , similar to the one mentioned in Erwig [6] . Using Fibonacci heaps [7] this algorithm runs in time O(n log n) and assigns the closest site and its distance to every node on S T . (2) Afterwards the complete diagram can be placed on the original tree in time O(m). We assign the closest site and its distance to every node of T . Additionally, we insert the remaining bisectors close to the hanging nodes and close to the nodes corresponding to S T .
For the lower bound, we consider the following reduction. Even on a single line, any algorithm producing the Voronoi diagram of a set of n sites solves the ε-closeness problem. With the help of the n − 1 bisectors we have the neighborship relation of the sites and ε-closeness can be solved in linear time. In order to assign the sites and distances to the nodes of the tree, an additional O(m) effort is unavoidable. ✷ Notice that for m = O(1) the previous theorem matches the well known results for the Voronoi diagram of n points on a line.
It is straightforward to adapt the above algorithm for constructing within the same time bounds the Farthest Site Voronoi Diagram, i.e., the partition of the tree into regions of points which have the same farthest site. Notice that only sites which are leaves of the contracted tree S T get such a region, and that the center of the smallest "circle" containing all the sites is one of the vertices (bisectors) of this diagram.
Weighted Voronoi diagrams on trees
We now consider the weighted Voronoi diagram WVD T (S), where each site p i ∈ S gets assigned a weight w i , as a multiplicative factor to its associate distance function. In other words, the weighted Voronoi regions are WVR(
Note that the weighted Voronoi regions do not need to be connected and subtrees do not necessarily belong to the same weighted Voronoi region as their hanging node. Therefore the definition of the diagram needs to be extended.
• For each edge we keep the bisector points sorted by their order on the edge.
The weighted Voronoi diagram on a line is equivalent to the lower envelope of the weighted distance functions f i starting at p i with slope w j and −w j (see Fig. 2(i) ). The sorted set of bisectors and the successive chain of the segments of the lower envelope of the corresponding distance functions are two equivalent representations of the same thing. The bisectors appear at the kinks of the lower envelope and the sites which caused these kinks can also be stored in the representation of the envelope. The corresponding sites are uniquely determined by the slope of the adjacent segments of a kink.
Two such weighted distance functions intersect only twice. Due to the result of Sharir and Agarwal [12] , the complexity of the lower envelope of n functions that intersect only twice is O(λ 2 (n)) = O(n). On the other hand we can find weights so that there are (n) bisectors, the situation of Fig. 2 (ii) can be constructed successively, and one distance function overruns only its predecessor and not its prepredecessor and so on.
Theorem 2. The weighted Voronoi diagram of a set of n points on a tree of size m has complexity (nm)
and can be computed in time (mn + n log n).
Proof. Complexity of WVD T :
The upper bound of the complexity of the diagram follows from the fact that the complexity of the diagram on a line is O(n). For the lower bound, a linear number of bisector points, see Fig. 2 (ii), may appear outside the interval given by the two extreme vertices and so we can multiply the number n by adding a branching vertex of degree m. With respect to the lower envelope representation we have overall (nm) line segments. Note that the segments that branch at a node are counted with respect to the degree of the node.
Computation of WVD T : First, we sort the sites by their weights in time O(n log n). We make use of an incremental algorithm, inserting the sites by increasing weights. Thus, the currently inserted site s will always have a connected region and will produce at most O(m) new bisectors. Starting at s we trace the distance function of s until it hits the lower envelope of the previous diagram at point x for the first time. Let us assume that x belongs to site p. Due to the increasing weights, the distance function of p will block the distance function of s for all points on the tree further away from s. All segments of the distance function of s beyond x can never belong to the lower envelope; see Fig. 3 . Of course, during the trace, branching at nodes of the tree may be necessary. So we get at most m new bisectors for a newly inserted site. First, we have to locate s i on its edge in the diagram of S i−1 which gives another O(log n) for every i. Then we have to trace the lower envelope of S i−1 , i.e., the corresponding diagram of S i−1 , until we find all first intersections in all directions. During this trace we will pass bisectors of the diagram of S i−1 which can be deleted. Note that no other site is visited during this process; we will only visit bisectors and nodes of T . Thus the cost of the trace is limited to the number of deleted bisectors plus the number of visited edges or nodes, respectively. For the insertion of s i let k i denote the number of deleted bisectors, let m i denote the number of visited nodes, and let l i denote the number of newly inserted bisectors.
Up to some constant factors the time complexity of the algorithm is given by
The part O(n log n) refers to the cost of the insertion of the sites. We have m i + l i 2m, and it suffices to bound the sum 
Farthest color Voronoi diagrams on trees
We now generalize the previous Voronoi diagrams in the sense of Abellanas et al. [1] . Assume that the n sites are classified in k types, modeled by k colors (k n). If p denotes a site of color c, its farthest color Voronoi region FCVR T (p) is formed by all the points x of T for which c is the farthest color and p is the closest c-colored site. Proof. Complexity of FCVD T : First, we show that the complexity of the FCVD T is 2(n − k) + m + 1. The FCVD T of n points of k colors on a line can be proved to have complexity 2(n − k) + 1. The VD T of color i on the line can be represented by the lower envelope of the corresponding distance functions with slope 1 and −1. Obviously, the FCVD T of the whole point set can be represented by the upper envelope of the k single color VD T s; see Fig. 4 . The bisectors appear at the kinks of the envelope, and the sites that formed a kink can be stored for the envelope. Now let n i denote the number of sites of color i. Every single color VD T upper envelope on the line consists of n i − 1 mountains. In the worst-case every mountain belongs to the upper envelope of all single color VD T s, and the peak gives rise to one bisector. Additionally, two neighboring mountains of different color can form another bisector. For a single mountain this can appear on both sides. So for every mountain we count the peak by 1 and the left and right segment by 1 2 , each. Altogether, i 2(n i − 1) = 2(n − k). Consider the last and the first bisector on the edge. We have counted only 1 2 for each of it since there is no peak to the left or right, respectively. So we have to add 1, and the overall complexity of the diagram on the line is 2(n − k) + 1. For the tree we count 2(n − k) as before. Then we start at a leaf and count the additional fractions of 1 2 . In the beginning a fraction of 1 2 is needed, as in the line case. Now at the branching node n, either the end fraction of 1 2 can come from a peak of another site of one of the next edges (and was already counted), or there is no peak on all subtrees starting at n, which means that we need another fraction of 1 2 . Altogether, only two additional fractions of 1 2 are needed on the tree. Since we have to count the vertices as part of the diagram as well, the complexity of the FCVD T is 2(n − k) + m + 1. The lower envelope of k piece-wise linear functions with overall l segments can be computed in time O(lα(k) log k), where α(k) denotes the inverse of Ackermann's function; see Sharir and Agarwal [12] . Let x e be the number of line segments on edge e. The time for computing the lower envelope of the k single color VD T s edge-wise by applying the result of Sharir and Agarwal is e x e α(k) log k = O((n + km)α(k) log k).
Computation of FCVD
We want to improve on this by computing the upper envelope of the lower envelopes directly, using the fact that all segments have the same slope, 1 or −1. We can separate a single color VD T into the set of segments of slope 1, the right arms, and of slope −1, the left arms. So, we get a set of right arms and left arms for each color which do not overlap; see Fig. 5 . For a single edge e we want to compute the upper envelope of the k right arms (and the upper envelope of the k left arms with the same procedure). Let x e be the overall number of the right arms of all single color VD T s on e. The upper envelope of the right arms (and of the left arms) can be computed in O(x e log k) by sweeping along the edge.
The Sweep Status Structure, SSS, contains the actual segments in sorted order. The events of the sweep are given by the X-coordinates of the start and end points of all segments. If the starting point of a segment is reached, the segment is inserted into the SSS. If an end point of a segment is reached the segment is deleted from the SSS. The upper segment of the SSS belongs to the upper envelope. If there is more than one event for a single X-coordinate, all events have to be handled until the upper segment of the SSS determines the part of the upper envelope.
We have O(x e ) events, and every event needs time O(log k). Fortunately, the right arms of a single color are already sorted by their endpoints. Thus for getting the event queue we can sort the k sorted lists of endpoints into a single list in time O(x e log k). Altogether, we need O(x e log k) for the upper envelope of both set of arms. As mentioned before, some of the segments could be duplicated at the nodes. In this case we store the sorted order of the right and left arms that touch the nodes and hand it over to the next edge. Thus for all edges we additionally need only O(km) time instead of O(km log k) for sorting the same segments again. Thus the sweep for all edges can be done in overall time O(km + n log k). If all the upper envelopes of right and left arms on all edges are computed, they have overall (with duplications) complexity O(km + n). So we can merge them edge-wise in time O(km + n) into the upper envelope of the lower envelope of the single color distance functions.
Altogether, the FCVD T on a tree is computed in time O(km + n log n). ✷ Recall that the above bounds fit the results of Theorem 1 when k = 1, as well as the mentioned line results when m = O(1). The previous theorem improves on a straightforward application of the known results on envelopes [12] .
Notice that as a byproduct of the algorithm we obtain the center of the smallest "circle" containing at least one site from each class (color), because it has to lie in one of the vertices (bisectors) of this diagram.
Weighted farthest color Voronoi diagrams on trees
We finally consider WFCVD T (S), the weighted farthest color Voronoi diagram on a tree, a generalization of the FCVD T (S) where each site has a weight assigned, in the usual multiplicative way. Proof. Complexity of WFCVD T : For any value of m, n and k, we can construct a tree T , with size m and arbitrary degrees, and a set S of n points of k colors, with an arbitrary number of points of each color, such that the WFCVD T has complexity (nm). For a moment let l = 3 and k = 2. An example for n = l × k is given in Fig. 6 . We produce k × l = 6 sites with weighted distance functions on an edge e by prolonging consecutive edges r 1 , b 1 , r 2 , b 2 , r 3 , b 3 on an auxiliary parabola P . We have l tuples of k segments. Note that for convenience not all sites on e could be shown in Fig. 6 . The complexity of the WFCVD T outside e, i.e., the upper envelope of the two single color WVDs outside e, has complexity > 2(n − 2) = 8. Every inner segment on the parabola produces 2 intersections. We can branch with m − 1 edges and perturb them to obtain the complexity (nm) = (6m) with arbitrary degrees in the tree.
We simply generalize this construction. In general let c i denote color i, and let k and l be arbitrary numbers. We produce k × l = n sites with weighted distance functions on an edge e by prolonging consecutive edges (l tuples of k segments) c 1 1 c 2 1 . . . c k 1 c 1 2 c 2 2 . . . c k 2 . . . c 1 l c 2 l . . . c k l on an auxiliary parabola P . The complexity of the WFCVD T outside e, i.e., the upper envelope of the k single color WVDs outside e, has complexity (lk). Every inner segment on the parabola produces 2 intersections. We can branch and perturb as in the special case and obtain the complexity (nm) with arbitrary degree in the tree.
On the other hand the WFCVD T is equivalent to the upper envelope of k lower envelopes of weighted distance functions (k WVDs). Let n i denote the number of sites of color i. On a single edge the lower envelope of the weighted distance functions of color i, i.e., a piece-wise linear function, has complexity O(n i ); see the proof of Theorem 2.
Altogether, for a single edge the WFCVD T is the upper envelope of k piece-wise linear functions of overall complexity i n i = O(n). By applying Corollary 6.3 of [12] we obtain complexity O(nα(k)) for a single edge and in turn O(mnα(k)) for all edges.
Computation of WFCVD T : We compute all single color WVD T s in overall time i mn i + n i log n i = O(mn + n log n). Every single color WVD T is a piece-wise linear function with complexity O(n i ) on a single edge.
As mentioned above, the lower envelope of k piece-wise linear functions with overall l segments can be computed in time O(lα(k) log k); see Sharir and Agarwal [12] . In our case for a single edge we have l = i n i = n. Thus we have computation time O(nα(k) log k) on a single edge and O(mnα(k) log k) for all edges.
Altogether, the WFCVD T is computed in O(nmα(k) log k + n log n). ✷ When all the sites are of the same type (k = 1) this result matches that of Theorem 2.
Voronoi diagrams on graphs
Standard Voronoi diagrams on graphs
In the case of graphs, things are a bit different. For example the shortest path between two points is no longer unique. Despite such effects, similar arguments can be applied.
Theorem 5. The Voronoi diagram of a set of n points on a graph G = (V , E)
with |V | = m and |E| = e has complexity (e + n) and can be computed in O(e + n log n + m log m) time.
Proof. Complexity of VD G : The Voronoi diagram on graphs has complexity O(n + e).
Let n e denote the number of sites of an edge e. Each edge has at most n e + 1 bisectors, i.e., n e − 1 between the sites and two bisectors which may be caused by a single outer site. Summing up yields e (n e + 1) = n + e.
We can have (n) bisectors on a single edge. On the other hand we place sites on two distinct vertices v 1 and v 2 and can construct many different edges between them. Each edge carries a bisector, which shows (e). We conclude that the diagram has complexity (n + e).
Computation of VD G : For computing the diagram, we again apply the simultaneous Dijkstra approach; see the proof of Theorem 1. First, we sort and delete the inner sites in O(n log n) time. We cannot make use of a spanning tree. Therefore the continuous Dijkstra for the remaining sites runs in O(e + m log m) time. At the end we place the bisectors in time O(e). Altogether, the time complexity is in O(e + n log n + m log m). ✷
Weighted Voronoi diagrams on graphs
We extend the ideas of Section 2.2 to graphs.
Theorem 6. The weighted Voronoi diagram of a set of n points on a graph G = (V , E)
with |V | = m and |E| = e has complexity (en) and can be computed in O(en + nm log m + n log n) time.
Proof. Complexity of WVD G : For the lower bound (en) we apply Theorem 2, setting e = m. For the upper bound we show that every edge cannot have more than n bisectors. A site p may be located on the edge v 1 v 2 itself, but at least its unique distance function runs through v 1 and v 2 . In the worst-case every site outside an edge e produces a mountain with two segments on e. Altogether, there are at most n linear functions on e and every two of them intersect only twice. We apply the result of Sharir and Agarwal [12] . The complexity of the lower envelope of n functions that intersect only twice is O(λ 2 (n)) = O(n). We sum up for all edges and obtain O(en).
Computation of WVD(G):
We can apply the incremental approach of the proof of Theorem 2. Therefore in the very beginning we sort the sites by its weights in time O(n log n). The pure Dijkstra algorithm runs in at most O(e + m log m) time, but we also have to pass and delete old bisectors along the edges; see the proof of Theorem 2. Analogously, the overall sum of these steps cannot exceed the overall complexity of the diagram for the following reason. The number of inserted bisectors for s i is bounded by 2e, and in turn the overall number of deleted bisectors cannot exceed 2ne, i.e., the overall number of inserted bisectors. Therefore all insertions can be performed in time O(en + n(e + m log m) + n log n). Altogether, the algorithm runs in time O(en + nm log m + n log n). ✷
Farthest color Voronoi diagrams on graphs
For the FCVD G we can use an approach similar to the one of Section 2.3.
Theorem 7.
The farthest color Voronoi diagram of n points of k colors on a graph G = (V , E) with |V | = m and |E| = e has complexity O(ek + n) and can be computed in O(ek log k + n log n + km log m) time.
Proof. Complexity of FCVD G : First, we show that the complexity of the FCVD G is O(ke + n). Let e i denote the number of sites of color i on edge e. The single color VD G of color i has at most e i − 1 + 2 = e i + 1 bisectors, e i − 1 inner ones and two additional that may be constructed with a site outside e. We simulate this on the single edge by adding two virtual sites of color i to the edge and consider the edge to be independent from all others, i.e., we assume the diagram has e i + 1 inner bisectors from e i + 2 sites.
Let e n denote the number of sites of edge e. From the proof of Theorem 3 we know that the FCVD G on a single edge has complexity 2(e n − k) + 1. Here every color i is involved with e i sites. Now, for the FCVD G we use the trick of the virtual sites for every color and sum up to 2( i (e i + 2) − k) + 1 = 2(n e + k) + 1. This cannot be more than the complexity of the real FCVD G on the edge. We have considered the edges separately and sum up edge-wise to the overall complexity e 2(n e + k) + 1 = O(ke + n).
Computation of FCVD G : We proceed as in the proof of Theorem 3 and compute the single color VD G s in overall time i e + n i log n i + m log m = O(ke + n log n + km log m).
Equivalent to the tree case there are no more than O(ke + n) left and right arms on all edges and we compute the upper envelope of the lower envelopes of the single color distance functions edge-wise in O((ke + n) log k) time by computing and merging the envelopes of the right and left arms, see Fig. 5 .
Altogether, we compute the FCVD G in O(ek log k + n log n + km log m). ✷ Note that the above bounds fit the results of Theorem 5 when k = 1.
Weighted farthest color Voronoi diagrams on graphs
Finally we consider the weighted farthest color Voronoi diagram on a graph, a generalization of the WFCVD T considered in Section 2.4. Finally, the WFCVD G can be computed in time O(enα(k) log k) again applying [12] equivalent to the proof of Theorem 4. Only the complexity of the set of segments has changed to O(en). Altogether, the given bound holds. ✷
Conclusion
In this paper we have provided efficient algorithms for the computation of several variations of Voronoi diagrams having geometric trees and graphs as underlying space: closest site, farthest site, farthest color, in all cases considering the possibility of having weights.
These problems are particularly relevant in the area of Facility Location, and it is worth mentioning that our algorithms solve the problem of finding the best placement for a facility minimizing the maximum distance to a site, or to the different classes of sites (colors), with or without weights, as these placements always occur in a bisector point belonging to the corresponding diagram.
