The respy package (respy, 2018) provides the computational support for the project. Its online documentation is available at http://respy.readthedocs.io and thus I only outline the implementation details that are specific to the reported results and not discussed in the manuscript itself.
Optimization I use the NEWUOA algorithm (Powell, 2006) . All tuning parameters are set to their default values. I use a diagonal scale-based preconditioner based on a gradient approximation. I set its minimum value to 0.00001.
Integration The solution and estimation of the model produces two types of integrals. I need to determine E max during the solution step and simulate the choice probabilities to construct the sample log-likelihood. I evaluate both using Monte Carlo integration. I use 200 random draws for the choice probabilities.
Differentiation The derivatives required for the preconditioning are approximated by forward finite differences with a step size of 0.0001.
Function Approximation
The details for the E max interpolation are already discussed in the text. However, there are some additional complications.
• Agents are only allowed to obtain 10 additional years of education. Thus, there exist a number of inadmissible states in late periods. However,V 3 is still included in the interpolation regression and assigned an ad hoc penalty of -40,000 as in Keane and Wolpin (1994) . Results are not sensitive to the exact value as only about 5% of the states in later periods are affected.
• As noted in their correspondence with the editor, Keane and Wolpin (1994) drop the linear term of V 3 from the interpolation regression for the first parameterization due to reported collinearity problems. These are due to the small variation in the consumption value of schooling across states. I encounter the same problem and thus follow their lead.
I am indebted to several other open source tools among them matplotlib (Hunter, 2007) and Vagrant (Hashimoto, 2013) . 
A.1. Compute Machine

B. Additional Results
This section presents all my results for each of the parameterizations in Table B .1. The exact solution is constructed using 100,000 random draws for the evaluation of E max at all states. The exact sample refers to a set of 1,000 simulated agents based on the exact solution. As on overall measure of the approximation error, I use the root-mean-square error (RMSE) by comparing the choice probabilities in the exact sample to a newly simulated set of 1,000 agents based on the relevant alternative parameterization of the model. 
B.1. Parameterizations
B.4. Monte Carlo Exercise
Tables B.5 -B.7 show the estimation performance for each of the model parameters during the initial Monte Carlo exercise. Let θ i denote the true value of parameter i,θ i its average estimate across all Monte Carlo iterations, andθ ij the estimated parameter in iteration j. The statistics in the Table B .5 -B.7 are calculated as follows:
Note that the table contains the Cholesky decomposition parameters a ij of the covariance matrix of the shocks to the immediate rewards. I report the RMSE, the total number of evaluations of the criterion function, and the number of steps of the optimizer as their average across all 40 Monte Carlo iterations.
I specify 200 interpolation points, use 500 random draws for the evaluation of E max, and allow for a maximum of 10,000 evaluations of the criterion function by the optimizer for each estimation. Figure B .2 shows the exact and approximate criterion function around the true parameter values. To get a sense of a possible discrepancy between the two, I perturb β 1 around its true value in $100 increments. This parameter captures the effect of tuition cost on educational enrollment and is of particular interest for the ex ante evaluation of tuition policies. 1 While the exact criterion function has its minimum at the actual value, this is not true for the approximated function. The latter attains its minimum at a perturbation of -$100. This casts doubt on the quality of the approximation. $ v a g r a n t i n i t s t r u c t R e c o m p u t a t i o n / base $ v a g r a n t up −−p r o v i d e r v i r t u a l b o x $ v a g r a n t s s h
B.5. Noise in Criterion Function
As all the required software is already installed, recomputation is straightforward. Simply typing the following command into the terminal produces all the results in the manuscript:
The output files will be available in the _recomputed subdirectory. The process takes several days due to the large number of Monte Carlo iterations for some of the results. I aligned the virtual machine to the project's compute server as much performance.txt -Section 3.3 as possible, however small numerical discrepancies between the recomputed and published results are to be expected. The original results from the compute server are available in the _published subdirectory. There is a slight difference in the order and sign of the coefficients between the output files and the results in this paper, please see respy's online documentation for details. Table C .1 provides the mapping between the output files and the results reported in the two relevant publications.
