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DIFFERENTIAL CALCULUS ON QUANTUM COMPLEX
GRASSMANN MANIFOLDS II: CLASSIFICATION
ISTVA´N HECKENBERGER AND STEFAN KOLB
Abstract. For differential calculi over certain right coideal subalgebras of
quantum groups the notion of quantum tangent space is introduced. In gener-
alization of a result by Woronowicz a one to one correspondence between quan-
tum tangent spaces and covariant first order differential calculi is established.
This result is used to classify differential calculi over quantum Grassmann man-
ifolds Oq(Gr(r, N)). It turns out that up to special cases in low dimensions
there exists exactly one such calculus of classical dimension 2r(N−r).
In the framework of quantum groups and quantum spaces there appear many
examples of q-deformed coordinate algebras which allow well behaved covariant first
order differential calculi (FODC) in the sense of Woronowicz [Wor89],[CP94],[KS97].
On the other hand there exists no general construction of a deformation of classical
Ka¨hler differentials in this setting. Therefore the task of classification of all co-
variant FODC over quantum spaces naturally arises and has been settled for many
examples [Pod92],[AS94],[SS95b],[SS95a], [BS98],[HS98],[Maj98],[Wel98], [Her].
There are several techniques to perform classification. In [PW89] W. Pusz and
S.L. Woronowicz consider calculi over quantum vector spaces generated as left mod-
ules by the differentials of the generators. A general ansatz is made and coefficients
are determined by covariance. This approach has been applied to other quantum
spaces [Pod92], [AS94], [Wel98], yet the calculational effort of this method becomes
very large for more involved examples.
For any Hopf algebra A there exists a one to one correspondence between differ-
ential calculi and certain right (or left) ideals of A+ = ker(ε) ⊂ A [Wor89]. Right
ideals have been used in [SS95b], [SS95a], [BS98] to classify bicovariant differential
calculi over quantum groups. In [Her] U. Hermisson has generalized this method
to certain right (or left) coideal subalgebras B ⊂ A and classified all 2-dimensional
covariant FODC over Podles´’ quantum sphere.
A reformulation of the method of right ideals involves the notion of quantum
tangent space. In the case of a Hopf algebra A the quantum tangent space TΓ of
a covariant FODC Γ is a subspace of the dual Hopf algebra A◦ which determines
the calculus Γ uniquely. Quantum tangent spaces have been used for classification
in [HS98], [Maj98]. The advantage of the quantum tangent space approach in the
case of coordinate algebras of quantum groups A = Oq(G) stems from the fact
that A◦ possesses a well understood subalgebra U which is closely related to the
q-deformed universal enveloping algebra U = Uq(g). The main strategy is to reduce
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differential calculus.
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the classification problem of covariant FODC to a classification problem of quantum
tangent spaces in U .
In this paper the quantum tangent space method is generalized to quantum
spaces. More precisely we consider right coideal subalgebras B of a quantum group
A = Oq(G) obtained as right K invariants for certain left coideal subalgebras K of
U . In this situation a quantum tangent space is a subspace of the dual coalgebra
B◦. Now the strategy for classification is the following. One has to find a suitable
sufficiently small subcoalgebra U ⊂ B◦. Using representation theory of B one has
to show that any quantum tangent space lies in U . Finally quantum tangent spaces
in U have to be classified. The crucial point of this strategy is the right choice of
U .
Here this program is performed for quantum Grassmann manifolds Oq(Gr(r,N))
[NDS97], [DS99], [Kol01] in the so called quantum subgroup case. All covariant
FODC over Oq(Gr(r,N)) of dimension up to 2r(N−r) are classified. It turns out
that up to special cases in low dimensions there exists exactly one covariant FODC
which has the same dimension as its classical counterpart. This calculus has been
constructed and investigated in [Kol01].
The ordering of this paper is as follows. In Section 1 the notion of quantum
tangent space for a certain class of quantum spaces is introduced. A one to one
correspondence between covariant FODC and quantum tangent spaces is estab-
lished. This result strongly relies on the identification of covariant FODC with
certain left ideals of B+ given in [Her].
Quantum Grassmann manifolds Oq(Gr(r,N)) are recalled in Section 2.
In Section 3 the structure of U = U/K+U in the case B = Oq(Gr(r,N)) is inves-
tigated. It is shown that there exists a nondegenerate pairing between B/(B+)k+1
and the set Uk ⊂ U of elements of degree k with respect to the coradical filtration
of U .
Section 4 is devoted to the representation theory of Oq(Gr(r,N)). Technical
lemmata are obtained by explicit calculations using generators and relations of
Oq(Gr(r,N)). For this reason some of the relations are collected in Appendix A.
Combining these results it is shown in Section 5 that any element of a finite
dimensional quantum tangent space vanishes on (Oq(Gr(r,N))
+)k for some k and
therefore belongs to U . Finally all quantum tangent spaces in U of dimension up
to 2r(N−r) are determined
If not stated otherwise all notations and conventions coincide with those intro-
duced in [KS97].
1. Quantum tangent space
Let U denote a Hopf algebra with bijective antipode and K ⊂ U a left coideal
subalgebra, i.e. ∆K : K → U ⊗K. Consider a tensor category C of finite dimen-
sional left U -modules. Let A := U0C denote the dual Hopf algebra generated by the
matrix coefficients of all U -modules in C. Assume that A separates the elements of
U . Define a right coideal subalgebra B ⊂ A by
B := {b ∈ A | 〈k, b(1)〉b(2) = 0 for all k ∈ K
+},(1.1)
where K+ = {k− ε(k) | k ∈ K}. Assume K to be C-semisimple, i.e. the restriction
of any U -module in C to the subalgebra K ⊂ U is isomorphic to the direct sum of
irreducibleK-modules. By [MS99] Theorem 2.2 (2) this implies thatA is a faithfully
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flat B module. Let
−→
A denote the left A-module coalgebra
−→
A := A/AB+, where
B+ = {b ∈ B | ε(b) = 0}. Further for any right B-module M set
−→
M := M/MB+,
and for any right A-comodule ∆ : N → N ⊗A define
−→
∆ : N → N ⊗
−→
A to be the
compositon of ∆ with the canonical projection.
Lemma 1.1. The pairing K ×A/AB+ → C is nondegenerate.
Proof. It is shown in the proof of [MS99] Theorem 2.2 (1), (2) that A/AB+ is equal
to the image of A under the restriction map U0 → K0.
Let L ⊂ B+ be a subspace of finite codimension. Then the orthogonal comple-
ment L in the dual vector space B′ of B is defined by
TL := {f ∈ B
′ | f(x) = 0 for all x ∈ L}.(1.2)
Obviously, ε ∈ TL. If L is the left ideal corresponding to a unique right-covariant
first order differential calculus Γ over B, see [Her], then T+L = {t ∈ TL | t(1) = 0} is
called the quantum tangent space of Γ .
On the other hand, for any finite dimensional subspace T ⊂ B′, ε ∈ T , define
LT := {b ∈ B | f(b) = 0 for all f ∈ T}.(1.3)
Then LT ⊂ B
+.
Proposition 1.1. Let L and TL be given as above, then
1. (BL ⊂ L and TL ⊂ B
◦)⇒ ∆TL ⊂ B
◦ ⊗ TL,
2.
−→
∆L ⊂ L⊗
−→
A ⇒ TLK ⊂ TL,
3. (BL ⊂ L and
−→
∆L ⊂ L ⊗
−→
A )⇒ TL ⊂ B
◦,
4. dimC TL = dimC B
+/L+ 1,
5. LTL = L.
Proof. 1. Let f ∈ TL ⊂ B
◦ and consider ∆f =
∑
i fi ⊗ gi, where fi are linearly
independent in B◦. By assumption 0 = f(bx) =
∑
i fi(b)gi(x) for all b ∈ B, x ∈ L.
Moreover, there exist bj ∈ B such that fi(bj) = δij for all i, j. Thus gi(x) = 0 for
all x ∈ L.
2. Assume k ∈ K, f ∈ TL and x ∈ L. Since the pairing of K and
−→
A is well-
defined, we get (fk)(x) = f(x(0))k(x(1)) = 0 as f(L) = 0.
4. and 5. This follows from the fact that the codimension of L in B is finite.
3. By assumption and Theorem 2 of [Her], and exchanging left and right, L
corresponds to a right-covariant FODC Γ over B. Choose a basis dx1, . . . , dxk of
−→
Γ = Γ/ΓB+ and define functionals χi, i = 1, . . . , k, in B′ by
db = dxiχ
i(b).(1.4)
Here db, b ∈ B, denotes the element of
−→
Γ represented by db. Since Γ = Lin{da b | a, b ∈
B}, we get
−→
Γ = Lin{db | b ∈ B}. Moreover, χi(1) = 0 for all i. Therefore the func-
tionals {χ1, . . . , χk, ε} are linearly independent.
Let yi ∈ B such that dyi = dxi. Then the left B-module structure of Γ induces
a finite dimensional representation ρ of B by
bdyi = dxjρ
j
i (b).(1.5)
By the Leibniz rule
χi(ab) = χi(a)ε(b) + ρij(a)χ
j(b)(1.6)
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which implies χi ∈ B◦. On the other hand in terms of Γ
L = {a+i ε(bi) | dai bi = 0}.(1.7)
Thus χi(x) = 0 for all x ∈ L, i. e. χi ∈ TL. Now, dimC TL = dimC B
+/L + 1 =
dimC Γ/ΓB
+ + 1 by 4. Therefore {χ1, . . . , χk, ε} is a sufficiently large set to span
all of TL.
Proposition 1.2. Let T and LT be given as above. Then
1. (T ⊂ B◦ and ∆T ⊂ B◦ ⊗ T )⇒ BLT ⊂ LT ,
2. TK ⊂ T ⇒
−→
∆LT ⊂ LT ⊗
−→
A ,
3. dimC T = dimC B
+/LT + 1,
4. TLT = T .
Proof. 1. Let x ∈ LT , b ∈ B and f ∈ T . Then f(bx) = f(1)(b)f(2)(x) = 0 by
assumption.
2. Since B is a right A comodule, it is also a right
−→
A comodule with coaction
−→
∆ .
Let x ∈ LT and
−→
∆x =
∑
i xi ⊗ yi ∈ B ⊗
−→
A . Assume yi to be linearly independent
in
−→
A . Then by Lemma 1.1 there exist kj ∈ K such that kj(yi) = δij . Now for any
t ∈ T one has t(xj) = (tkj)(x) = 0 by assumption.
3. The subspace of B where all elements of T vanish has codimension dimC T .
4. This claim follows for instance from T ⊂ TLT and dimC T = dimC TLT .
Corollary 1.2. Under the above assumptions there is a one to one correspondence
between n-dimensional covariant FODC over B and (n + 1)-dimensional subsets
T ε ⊂ B◦ such that
ε ∈ T ε, ∆T ε ⊂ B◦ ⊗ T ε, T εK ⊂ T ε.(1.8)
2. Quantum Grassmann manifolds
In the remaining sections of this paper all considerations will be restricted to
the following example of quantum complex Grassmann manifolds. Let q ∈ R be
transcendental. This assumption is needed only in the proofs of Lemma 3.3 and
of the main Theorem 5.4 where duality between U+ and Oq(Mat(r,N−r)) is used.
All other argumentations only use q ∈ R \ {−1, 0, 1}. Consider the q-deformed
universal enveloping algebra U := Uq(slN ). The subalgebra K generated by
{Ei, Fi,Kj | i 6= r, j = 1, . . . , N − 1}(2.1)
is a coalgebra and hence a left coideal. The category C of type one representations of
Uq(slN ) is a tensor category. The matrix coefficients of C generate Oq(SL(N)) and
K is C-semisimple. Moreover, since q is not a root of unity, the pairing between
Oq(SL(N)) and Uq(slN ) is nondegenerate. The subalgebra B defined by (1.1) is
just the q-deformed coordinate algebra Oq(Gr(r,N)) of the Grassmann manifold
of r-dimensional subspaces in CN [NDS97], [DS99] in the quantum subgroup case,
i.e. the case when K is a Hopf subalgebra of U .
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It has been shown in [Kol01] that Oq(Gr(r,N)) can be written in terms of gen-
erators zij , i, j = 1, . . . , N which satisfy the relations
q2b−2jzijzkaRˆ
kb
jl Rˆ
il
cd = q
2l−2izcizjkRˆ
jl
idRˆ
ab
kl(2.2)
N∑
i=1
zii =
1− q−2s
q − q−1
(2.3)
q2N+1
N∑
n=1
q−2nzinznk = zik,(2.4)
where s = N−r. The explicit form of some of the relations (2.2) – (2.4) is given in
Appendix A and will be used in Section 4.
The right coaction of Oq(SL(N)) on the generators zij is given by
∆zij = zkl ⊗ u
k
i S(u
j
l )(2.5)
where uij, i, j = 1, . . . , N denote the matrix elements of the fundamental corepre-
sentation of Oq(SL(N)). One obtains an induced left action of Uq(slN ) which in
the convetions of [KS97], Sect. 8.4.1 reads as
Ek ⊲ zij = δikq
δkj−δk,j−1zi+1,j − δj,k+1qzi,j−1(2.6)
Fk ⊲ zij = δi,k+1zi−1,j − δj,kq
δik−δi,k+1−1zi,j+1(2.7)
Kk ⊲ zij = q
δjk−δj,k+1−δik+δi,k+1zij .(2.8)
The embedding i : Oq(Gr(r,N))→ Oq(SL(N)) is given by
i(zij) =
N∑
i=r+1
q−2N−1+2kuki S(u
j
k),
thus in particular
ε(zij) =
{
q−2N−1+2i if i = j > r,
0 else.
(2.9)
3. The coalgebra U/K+U
Recall from [CK90] that there exists a filtration of U such that the associated
graded algebra is q-commutative, i.e. given by generators Eα, Fβ ,K
±
j and relations
t1t2 = q
nt2t1 for all t1, t2 ∈ {Eα, Fβ ,K
±
j } and some n = n(t1, t2) ∈ Z . Here
α, β ∈ Φ+ denote the positive roots of slN . Fix a reduced decomposition of the
longest element w of the Weyl group.
Lemma 3.1. Let gi, i = 1, 2, . . . denote the generators Eα, Fβ ,Kj of U with respect
to w in an arbitrary order. Then the elements∏
i
gnii
ni ∈ N0 if gi = Eα, Fα and ni ∈ Z if gi = Kj form a vector space basis of U .
Proof. This follows from the q-commutativity [CK90], Prop 1.7 d.
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Write the set Φ+ of positive roots as a disjoint union
Φ+ = Φ+r ∪ Φ
+
−r
where Φ+r = {αij =
∑j
k=i αk|i ≤ r ≤ j} and αk denote the simple roots.
Proposition 3.1. Let βi and β
′
i denote the elements of Φ
+
r in arbitrary fixed or-
ders. Then the elements ∏
i
(Fβi)
ni
∏
j
(Eβ′
j
)mj
ni,mj ∈ N0 form a vector space basis of U/K
+U .
Proof. Let γi and γ
′
i denote the elements of Φ
+
−r in arbitrary fixed orders. By
Lemma 3.1 the elements
Ki11 . . .K
iN−1
N−1
∏
i
(Fγi)
ri
∏
j
(Eγ′
j
)sj
∏
k
(Fβk)
nk
∏
l
(Eβ′
l
)ml(3.1)
ik ∈ Z, ri, sj , nk,ml ∈ N0 form a vector space basis of U . Thus it suffices to show
that the elements
(Ki11 . . .K
iN−1
N−1 − 1)
∏
k
(Fβk)
nk
∏
l
(Eβ′
l
)ml(3.2)
Ki11 . . .K
iN−1
N−1
∏
i
(Fγi)
ri
∏
j
(Eγ′
j
)sj
∏
k
(Fβk)
nk
∏
l
(Eβ′
l
)ml(3.3)
ik ∈ Z, ri, sj, nk,ml ∈ N0,
∑
ri +
∑
sj ≥ 1, form a vector space basis of K
+U .
Indeed the expressions (3.2) and (3.3) form a set of linearly independent elements
of K+U . Any element of K+U can be written as a sum of expressions of the form
GKi11 . . .K
iN−1
N−1
∏
i
(Fγi)
ri
∏
j
(Eγ′
j
)sj
∏
k
(Fβk)
nk
∏
l
(Eβ′
l
)ml(3.4)
where G ∈ {Ki − 1, Fj, Ej |j 6= r} and ik ∈ Z, ri, sj , nk,ml ∈ N0. If G = Ej then G
q-commutes with Ki11 . . .K
iN−1
N−1 . If
∏
i(Fγi)
ri 6= Fj then by reordering Ej
∏
i(Fγi)
ri
according to the above basis (3.1) one obtains monomials of the form
K
i′1
1 . . .K
i′N−1
N−1
∏
i
(Fγi)
r′iEδj
where δ = 1 or
∑
r′i 6= 0. As the elements Eγ′j generate a subalgebra with basis∏
j(Eγ′j )
sj and Ej is an element of this subalgebra the expression (3.4) for G = Ej
can indeed be written as a linear combination of elements of the form (3.3). If on
the other hand
∏
i(Fγi)
ri = Fj then the relation
EjFj − FjEj =
Kj −K
−1
j
q − q−1
implies the claim. The cases G = Ki − 1 and G = Fj are dealt with in a similar
way.
Let U denote U/K+U . By Corollary 5.3.5 in [Mon93] U is pointed. Recall that
the coradical U0 of Uq(slN ) is the subalgebra generated by the elements Ki, i =
1, . . . , N −1, [Mon93], Lemma 5.5.5. By [Swe69], p. 182, Ex. 4 the coradical of U is
contained in π(U0) where π : Uq(slN )→ U denotes the canonical projection. Thus
U is connected, i. e. the coradical of U is equal to C · 1.
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For any coalgebra C let P (C) = {x ∈ C |∆x = 1⊗ x+ x⊗ 1} denote the vector
space of primitive elements of C.
Lemma 3.2. P (U)K ⊂ P (U).
Proof. Since K is a coalgebra, for p ∈ P (U), k ∈ K we get
∆(pk) = pk(1) ⊗ k(2) + k(1) ⊗ pk(2)
= pk(1) ⊗ ε(k(2))1 + ε(k(1))1⊗ pk(2) = pk ⊗ 1 + 1⊗ pk.
Set U− = Lin{
∏
i F
mi
βi
}, U+ = Lin{
∏
iE
ni
β′
i
}, where the products are taken over
all i such that βi, β
′
i ∈ Φ
+
r . As U+ (resp. U−) is the image of the Hopf subalgebra
Uq(b
+) (resp. Uq(b
−)) under the canonical projection π, the subspace U+ ⊂ U
(resp. U− ⊂ U) is a subcoalgebra.
In what follows several U -module coalgebra filtrations of U and Uq(b±)-module
coalgebra filtrations of U± will prove quite useful. Let F1 denote the filtration of
U defined by
deg1

∏
i
(Fβi)
ni
∏
j
(Eβ′
j
)mj

 =∑
i
ni +
∑
j
mj .
The corresponding filtration of U is defined by
deg1(Ei) = δi,r = deg1(Fi), deg1(Ki) = 0.
This induces a filtration on U± which will also be denoted by F1. Further let F2
denote the filtration of U defined by
deg2(Ei) = deg2(Fi) = 1.
The corresponding filtration of U is defined by
deg2(Ei) = 1 = deg2(Fi), deg2(Ki) = 0.
Finally there exists a ZN−1 grading of U and U± induced by the standard Z
N−1
grading of U .
Lemma 3.3. The primitive elements in U+ and U− are given by
P (U+) = Lin{Eβ′
i
|β′i ∈ Φ
+
r }, P (U−) = Lin{Fβi |βi ∈ Φ
+
r }.
Proof. The U -module coalgebra U± is graded with respect to F1. Let(U±)k denote
the elements of degree k. As (U±)0 = C·1 all elements of (U±)1 have to be primitive.
It remains to show that there are no primitive elements in the graded components
(U±)k for k > 1. The proof is carried out for the case (U+)k.
Let V (0)+ denote the right highest weight U -module given by one generator v
and relations
vFi = 0, vKi = v, vEj = 0 for all i, j = 1, . . . , N − 1, j 6= r.
The module V (0)+ can be endowed with a right U -module coalgebra structure by
(cf. [SV98], [SSV99])
∆v = v ⊗ v.
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Note that the coalgebras U+ and V (0)+ are both isomorphic to
Uq(b+)
/
〈(Ki − 1)Uq(b+), EjUq(b+) | j 6= r〉.
It has been shown in [SSV99] that the U -module coalgebra V (0)+ is the graded
dual of the U -module algebra of q-deformed functions on r × (N−r) matrices
Oq(Mat(r,N−r)). Recall that the homogeneous component (V (0)+)k of degree k
elements is spanned by all monomials
∏
i(Eβ′i)
ni with
∑
i ni = k, while the degree
of monomials in Oq(Mat(r,N−r)) is given by the number of factors. Thus Lemma
3.2 implies that P (U) is a graded vector space. Assume x ∈ P (U+) to be a homoge-
neous primitive element with deg1(x) > 1. As any monomial u ∈ Oq(Mat(r,N−r))
of degree k > 1 can be written as a product u = u1u2 with deg(u1,2) < k
x(u) = x(u1)ε(u2) + ε(u1)x(u2) = 0
as x(u1) = x(u2) = 0 and therefore x = 0.
Lemma 3.4. P (U) = Lin{Fβi , Eβ′i |βi, β
′
i ∈ Φ
+
r }.
Proof. By Lemma 3.2 and Lemma 3.3 P (U+ ⊕ U−) = P (U+) ⊕ P (U−). Suppose
that u =
∑
λn1...nMm1...mM
∏
(Fβi)
ni
∏
(Eβ′
i
)mi ∈ P (U), M = r(N − r) and u /∈
U+ ⊕ U−. By Lemma 3.2 one may assume that u is homogeneous with respect to
the ZN−1-grading. Let Su ⊂ N
M
0 denote the subset defined by
Su := {(m1, . . . ,mM ) | ∃(n1, . . . , nM ) such that λn1...nMm1...mM 6= 0}.
Choose a multiindex (k′1, . . . , k
′
M ) ∈ Su such that
∏
(Eβ′
i
)k
′
i is maximal among
the
∏
(Eβ′
i
)li , (l1, . . . , lM ) ∈ Su with respect to the filtration F2. By assumption∏
(Eβ′
i
)k
′
i 6= 1. Pick (k1, . . . , kM ) such that λk1...kMk′1...k′M 6= 0. Write ∆u ∈ U ⊗ U
with respect to the basis given in Proposition 3.1 in the first tensor factor. The
second tensor factor corresponding to
∏
(Fβi)
ki is given by∑
(m1,...,mM )
λk1...kMm1...mM
∏
(Eβ′
i
)mi 6= 0
as u is homogeneous with respect to the ZN−1-grading. But this means that u
cannot be primitive.
Lemma 3.5. For any x ∈ P (U) \ {0} the functional 〈·, x〉 : B → C is nonzero.
Proof. By Lemma 3.2 and Lemma 3.4 the primitive elements of U form a direct
sum of two non isomorphic irreducible right K modules with highest weight vectors
Er and Fα1,N−1 . Therefore one can find an element k ∈ K such that xk = Er or
xk = Fα1,N−1 . Restrict to the first case. The relation
〈b, Er〉 = 〈b, xk〉 = 〈k ⊲ b, x〉
implies that it suffices to find an element b ∈ B such that 〈b, Er〉 6= 0. This is
achieved by choosing b = zr,r+1 as follows from (2.6) and (2.9).
Lemma 3.6. The pairing 〈·, ·〉 : B ⊗ U → C is nondegenerate.
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Proof. Recall that the elements of K+U vanish on B. Hence the pairing 〈·, ·〉 :
B ⊗ U → C is just the restriction of the pairing between A and U to B in the first
component. Since the pairing between A and U is nondegenerate, U separates the
elements of B. On the other hand, let I denote the subspace
I := {f ∈ U | 〈b(1), f〉b(2) = 0 for all b ∈ B}(3.5)
of U . Clearly, I is a right U submodule of U . Moreover, I is the kernel of the
coalgebra map U → B◦ and hence a coideal. Suppose that I 6= {0} and let f ∈ I
be of minimal degree k with respect to the coradical filtration. Since f ∈ ker ε and
∆(f)− 1⊗ f − f ⊗ 1 ∈ Uk−1 ⊗ Uk−1 ∩
(
I ⊗ U + U ⊗ I
)
,(3.6)
by the minimality of k we conclude that f has to be primitive. This is a contradic-
tion to Lemma 3.5.
We conclude this section with an auxiliary lemma which gives an upper bound
for the dimension of (B+)k/(B+)k+1.
Lemma 3.7. dim(B+)k/(B+)k+1 ≤
(
2r(N − r) + k − 1
k
)
.
Proof. First note that (2.4) and (2.9) imply that z+ij ∈ (B
+)2 if i, j ≤ r or i, j > r.
Take for instance i = j = N then
z+NN =q
2N+1
N∑
i=1
q−2izNiziN − ε(zNN ) =
∑
i<N
q2N+1−2izNiziN + q(z
+
NN )
2 + 2z+NN .
Consider now x ∈ (B+)k/(B+)k+1. Then it follows that x can be written as a linear
combination of monomials of degree k in the generators zij ∈M,
M := {zmn |m ≤ r, n > r or m > r, n ≤ r}.
The Equations (2.2) and (2.4) yield linear relations between these monomials. De-
fine an NN−10 -valued vector space filtration F of (B
+)k/(B+)k+1 by
deg
(
k∏
m=1
zimjm
)
=
k∑
m=1
e|im−jm|, zimjm ∈M
where NN−10 is ordered lexicographically (e1 > e2 > · · · > eN−1). To prove the
lemma it suffices to show that for each pair zkl, zij ∈M there exists cijkl ∈ C \ {0}
such that
zijzkl − cijklzklzij ∈ (B
+)3(3.7)
up to terms of lower degree with respect to the filtration F . All occuring cases are
checked by direct computation. As an example we consider the case i < l < j = k.
By A4.6
zijzjl =q
−1zjlzij + q
−1qˆzjjzil − q
−1qˆ
∑
m<j
q2j−2mzimzml
=q−1zjlzij + q
−1qˆz+jjzil + q
−1qˆ
∑
m>j
q2j−2mzimzml + q
−1qˆzijzjl
which implies
zijzjl =qzjlzij + qqˆz
+
jjzil + qqˆ
∑
m>j
q2j−2mzimzml.
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As the last term of the right hand side is of lower degree with respect to F and
z+jj , zil ∈ (B
+)2 the obtained relation is of the desired form (3.7).
Let Uk denote the elements of degree k in U with respect to the filtration F1.
Corollary 3.8. The pairing 〈·, ·〉 : B/(B+)k+1 ⊗ Uk → C is nondegenerate.
Proof. By Lemma 3.7 and Proposition 3.1
dimB/(B+)k+1 ≤
k∑
l=0
(
2r(N − r) + l − 1
l
)
= dim(Uk).
On the other hand Uk|(B+)k+1 = 0. Using Lemma 3.6 one obtains that B/(B
+)k+1
separates Uk and hence dim(Uk) = dim(B/(B
+)k+1).
Corollary 3.9. The coradical filtration of U coincides with F1.
Proof. By Proposition 11.0.5 in [Swe69] and Lemma 3.6 one has
Ck = {f ∈ U | 〈(B
+)k+1, f〉 = 0}
where Ck denotes the elements of U of degree k with respect to the coradical
filtration. By Corollary 3.8 the right hand side coincides with Uk.
4. Graded representations of Oq(Gr(r,N))
Let V0 denote the subalgebra of B = Oq(Gr(r,N)) generated by the little genera-
tors zii, i = 1, . . . , N , and let V+ (resp. V−) denote the subalgebra of B
+ generated
by zij , i < j (resp. i > j).
Lemma 4.1. The map V− ⊗ V0 ⊗ V+ → B given by multiplication is onto.
Proof. Note first that the left hand side of the expressions in A.2, A.3 and A.4
consist of all possible products of generators zdbzca with zdb ∈ Vα, zca ∈ Vβ and
(α, β) ∈ {(+, 0), (0,−), (+,−)}. Let now Wk denote the vector space generated by
all k-fold products of the elements zij , i, j = 1, . . . , N . It suffices to show that any
element of Wk can be written as a linear combination of monomials
v−,1 . . . v−,k−v0,1 . . . v0,k0v+,1 . . . v+,k+(4.1)
in standard form where vα,j denote generators of Vα for all j = 1, . . . , kα, α ∈
{−, 0,+} and k = k− + k0 + k+. This is achieved by induction over k and the
relation
Wk+1 =
∑
c,a
Wkzca.
Assume first w ∈ Wk and c = a. By A.2 one obtains
wzcc ∈WkV+
if w ∈
∑
i<j Wk−1zij .
On the other hand, if c > a, c − a = l and w ∈ Wk is a monomial (4.1) then A.3
and A.4 imply
wzca ∈WkV0 +WkV+ +
∑
j<i<l+j
Wkzij .
Induction over l yields the result.
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Let T denote the quantum tangent space of a covariant first order differential cal-
culus over B, and let {ti | i = 1, . . . , d} be a basis of T
ε = T ⊕Cε. By Corollary 1.2
one has ∆T ε ⊂ B◦ ⊗ T ε. The elements aij ∈ B
◦ defined by
∆ti = aij ⊗ tj
generate a finite dimensional subcoalgebra T ′ ⊂ B◦. Thus they can be considered
as matrix coefficients of a finite dimensional representation of B.
Lemma 4.2. Let K ′ ⊂ Uq(g) denote the commutative subalgebra generated by the
elements Ki, i = 1, . . . , N − 1. Then T
′K ′ ⊂ T ′.
Proof. By Corollary 1.2 one has T εK ⊂ T ε, further by (2.1) Kj ∈ K for all j.
Therefore one can define λlij ∈ C by tiKj = λ
l
ijtl. As Kj is invertible in Uq(g) the
matrix λlij is invertible for fixed j. Then
∆(tiKj) = aikKj ⊗ tkKj = aikKj ⊗ λ
l
kj tl = λ
l
kjaikKj ⊗ tl.
On the other hand
∆(tiKj) = ∆(λ
m
ij tm) = λ
m
ij aml ⊗ tl.
Comparing coefficients of the linear independent elements tl one obtains
λlkjaikKj = λ
m
ij aml
for all l, i, j. The invertibiliy of λlij implies aikKj ∈ T
′.
Let P+ (resp. P−) denote the set of monomials in the elements zij , i < j (resp.
i > j).
Corollary 4.3. The matrix coefficients aij vanish on all but finitely many elements
of P+ and P−.
Proof. Note that for any x ∈ B and for any Kk ∈ K
′
(aijKk)(x) = aij(Kk ⊲ x).
Assume that aij(x) 6= 0 for inifitely many elements x ∈ P+. Among the elements
x are common eigenvectors of the Kk⊲ with infinitely many different eigenvalues.
Therefore dim(aijK
′) =∞ in contradiction to Lemma 4.2 and dimT ′ <∞.
In particular the generators zij , i 6= j, act as nilpotent operators on the repre-
sentation determined by the matrix coefficients aij . Such representations are also
annihilated by certain powers of V +0 .
Lemma 4.4. Let W denote a finite dimensional representation of B such that the
generators zij , i 6= j, act nilpotently. Then the commutative nonunital subring
V +0 ⊂ B
+ also acts nilpotently on W .
Proof. The proof is performed in several steps.
Step 1a: Consider the following ordering on the generators zij , i < j of V+:
zij < zkl ⇐⇒ (i < k) or (i = k and j < l).
Let v denote a common eigenvector of all zii, i. e.
znnv = λnv ∀n = 1 . . .N
such that
zijv = 0 ∀zij < zkl.(4.2)
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Then w : = zklv satisfies
1. znnw = µnw where
µn =


q−2λk if n = k,
λl + (1 − q
−2)λk if n = l,
λn else.
(4.3)
2. zijw = 0 ∀zij < zkl.
By assumption this implies the existence of a common eigenvector v+ of all zii, i =
1, . . . , N such that V+v+ = 0. Such a common eigenvector will be called a maximal
eigenvector.
Proof of Step 1a: The value of µn can be computed by means of the list in the
Appendix A. Consider for example the case n = l. Then by the fourth relation in
A.2 one has
zllzklv = zklzllv + (1− q
−2)
∑
i<l
q2l−2izkizilv
= zklzllv + (1− q
−2)q2l−2kzkkzklv + (1− q
−2)
∑
k<i<l
q2l−2izkizilv
By assumption and by means of A.6 the last term is simplified to
−qˆ2
∑
k<i<l
q2l−2izkkzklv.
Combining this with the result in the case n = k one gets
zllw = λlw + (1− q
−2)λkw.
The second property follows at once from the second and third relation of A.5
Step 1b: In analogy to Step 1a consider the following ordering on the generators
zij , i > j of V−:
zij < zkl ⇐⇒ (i > k) or (i = k and j > l).
Let v denote a common eigenvector of all zii, i. e.
znnv = λnv ∀n = 1 . . .N
such that
zijv = 0 ∀zij < zkl.(4.4)
Then w : = zklv satisfies
1. znnw = µnw where
µn =


q2λk + (1− q
2)q2k−2N−1 if n = k,
λl + (1− q
2)λk + (q
2 − 1)q2k−2N−1 if n = l,
λn else.
(4.5)
2. zijw = 0 ∀zij < zkl.
As for the case of V+ this implies the existence of a common eigenvector v− of all
zii, i = 1, . . . , N such that V−v− = 0. Such a common eigenvector will be called a
minimal eigenvector.
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Proof of Step 1b: As above the value of µn can be computed by means of the
list in Appendix A. Consider again the case n = l. Then by the second relation in
A.3 and the projector property (2.4) one has
zllzklv = q
2zklzllv + (q
2 − 1)

q2l−2N−1zkl −∑
i≥l
q2l−2izkizil

 v
= q2zklzllv + (q
2 − 1)q2l−2N−1zklv − (q
2 − 1)zklzll − qqˆ
∑
i>l
q2l−2izkizilv.
By assumption and by means of A.9.1 one obtains
k−1∑
i=l+1
q2l−2izkizilv = (1− q
2(l−k+1))(q−2zkkw − q
2k−2N−3w).
Combination with the result in the case n = k yields the desired expression.
The second property follows at once from the second and third relation of A.8.
Step 2a: Let v+ denote a maximal eigenvector. Then there exists a subset
{i1 < i2 < · · · < is} ⊂ {1, . . . , N} such that for all k the eigenvalue λk of zkk is
given by
λk =
{
q2l−2s−1 if k = il for some l
0 else.
Proof of Step 2a: It follows from (2.4) and A.7.1 that
zkkv+ =q
2N+1
∑
j≥k
q−2jzkjzjkv+
=q2N+1−2kz2kkv+ + qˆ
∑
j>k
q2N+1−2j
[
q−1zjjzkk − qz
2
kk − qˆ
j−1∑
i=k+1
zkkzii
]
v+.
Thus λk = 0 or qλk + qˆ
∑
j>k λj = 1. Therefore there exists a subset {i1 < i2 <
· · · < in} ⊂ {1, . . . , N} such that
λk =
{
q2l−2n−1 if k = il for some l
0 else.
The relation (2.3) implies
∑N
k=1 λk = (1− q
−2s)/(q − q−1) which leads to n = s as
q is not a root of unity.
Step 2b: Let v− denote a minimal eigenvector. Then there exists a subset
{i1 < i2 < · · · < ir} ⊂ {1, . . . , N} such that for all k the eigenvalue λk of zkk is
given by λk = q
2k−2N−1 − λ′k where
λ′k =
{
q2l−2N−1 if k = il for some l
0 else.
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Proof of Step 2b: It follows from (2.4) and A.7.2 that
zkkv− =
∑
j≥k
q2N+1−2jzkjzjkv−
=q2N+1−2kλ2kv− + qˆ
∑
j<k
q2N+1−2j
[
− q−1λjλk + q
2k−2j−1λ2j
+ qˆ
∑
i<j
λiλk − q
2k−2j qˆ
∑
i<j
λiλj
]
v−.
This implies
q2λk − λk+1 = q
2N−2k−1(q2λk − λk+1)

λk+1 + λk − qqˆ∑
j<k
λj

 .
Now the result follows in analogy to the proof of Step 2a.
Step 3: Using Steps 1 and 2 we will now prove the claim of the Lemma. Let
v− denote a minimal eigenvector with eigenvalues λi and pick k minimal such that
λk 6= 0. Then by Step 2b we have k ≤ r + 1 and λk = q
2k−2N−1. Multiplication
with suitable elements of V+ transforms v− into a maximal eigenvector v+. By
(4.3)
zkkv+ = q
2k−2l−2N−1v+
where l ≥ 0. Further by Step 2a
zkkv+ = q
−2m+1v+
where m ≤ s. Comparison of the exponents yields k = r + 1 as q is not a root of
unity. This implies in particular that
zkkv− =
{
q2k−2N−1v− if k ≥ r + 1
0 else.
(4.6)
Let now v be an arbitrary common eigenvector with eigenvalues νk of zkk, k =
1, . . . , N . Multiplication with suitable elements of V− transforms v into a minimal
vector v− with eigenvalues λk. By the above considerations λk is given by (4.6).
Note that the tuple (λ1, . . . , λN ) is invariant under the invertible transformation
(4.5). This implies νk = λk and therefore all common eigenvectors correspond to
the same set of eigenvalues independently of the representation. Hence for any
common eigenvector v of V0 one obtains (zii − ε(zii))v = 0.
5. Classification
Lemma 5.1. Let I ⊂ Oq(Gr(r,N)) denote the ideal generated by
{zkl | k ≤ r or l ≤ r}.
Then I = B+.
Proof. By Proposition 2.3 in [Kol01] I is equal to the kernel of the projection
π : B = Oq(Gr(r,N))→ C
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induced by the surjective Hopf algebra homomorphism
Oq(SU(N))→ Oq(SU(N−r))
uij 7→
{
ǫ(uij) if i ≤ r or j ≤ r,
ui−rj−r else.
Thus I ⊂ B+ has codimension 1 in B and therefore I = B+.
Lemma 5.2. Let k ∈ N and f ∈ B◦ be a functional such that f(x) = 0 for all
monomials
x = x−,1 . . . x−,k−x
+
0,1 . . . x
+
0,k0
x+,1 . . . x+,k+ ∈ V− ⊗ V
+
0 ⊗ V+(5.1)
where k− + k0 + k+ ≥ k and xα,l denote generators of Vα. Then f |(B+)2k = 0.
Proof. Take y ∈ (B+)2k. By Lemma 5.1 the element y can be written as a linear
combination of monomials in the generators zij with at least 2k indices smaller
than r + 1. If we write these monomials in standard form (5.1)using the relations
(2.2) the number of such indices will not decrease. Hence the appearing monomials
have at least k factors zij = z
+
ij with i ≤ r or j ≤ r.
Recall that U = U/K+U can be considered as a subset of B◦.
Lemma 5.3. Let T denote the quantum tangent space of a covariant first order
differential calculus over B. Then T ⊂ U .
Proof. By Corollary 1.2 T ε = T⊕Cε ⊂ B◦ is a rightK-module and a left B◦-coideal.
Consider the coalgebra T ′ defined above Lemma 4.2. It is generated by functionals
aij ∈ B
◦ which are matrix coefficients of a finite dimensional representation of B.
By Corollary 4.3 and Lemma 4.4 there exists k ∈ N such that aij(x) = 0 for all
monomials
x = x−,1 . . . x−,k−x
+
0,1 . . . x
+
0,k0
x+,1 . . . x+,k+ ∈ V− ⊗ V
+
0 ⊗ V+
where k−+k0+k+ ≥ k and xα,l denote generators of Vα. Therefore by Lemma 5.2
one has aij |(B+)2k = 0. Corollary 3.8 implies aij ∈ U2k−1. As T
ε ⊂ T ′ the claim of
the lemma follows.
Theorem 5.4. Any covariant first order differential calculus Γ over Oq(Gr(r,N))
is uniquely determined by its quantum tangent space T (Γ ). If dimΓ ≤ 2r(N − r)
then T (Γ ) belongs to the following list.
1. For any N, r: T0 = {0}, dimΓ (T0) = 0
T+ = Lin{Eβi |βi ∈ Φ
+
r },dimΓ (T+) = r(N − r)
T− = Lin{Fβi |βi ∈ Φ
+
r }, dimΓ (T−) = r(N − r)
T = T− ⊕ T+, dimΓ (T ) = 2r(N − r).
2. In addition
if N=2, r=1: T1,+ = Lin{E1, E
2
1}, T1,− = Lin{F1, F
2
1 },
if 4≤N≤7, 2≤r≤N−2: T2,+ = T+ ⊕ V+, T2,− = T− ⊕ V−,
where V± denotes theK-invariant r(r−1)(N−r)(N−r−1)/4-dimensional sub-
space of (U±)2.
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Proof. The proof is performed in several steps.
Step 1: If T (Γ ) ∩ U± 6= {0} then P (U±) ⊂ T (Γ ).
Proof of Step 1: We prove the assertion in the case U+. Choose an element
0 6=u ∈ T (Γ ) ∩ U+ of degree k with respect to the coradical filtration. Then
∆u − 1⊗ u− u⊗ 1 ∈
∑
l
(U+)l ⊗ (U+)k−l.(5.2)
Thus u is primitive or there exists an element 0 6=u′ ∈ T (Γ ) ∩ U+ of degree <k.
Therefore we can assume u to be primitive. As in U+ one has
ErFi = 0, ErKj = q
−2δj,r+δj,r+1+δj,r−1Er, i 6=r,
the irreducible highest weight right K-module ErK⊂P (U+) is r(N−r)-dimen-
sional. By Lemma 3.3 dimP (U+)=r(N−r) and therefore ErK = P (U+). Now
u ∈ T (Γ ) and T (Γ )K ⊂ T (Γ ) implies P (U+) ⊂ T (Γ ).
Note that T (Γ ) is ZN−1-graded as it is invariant under the action of all Ki,
i = 1, . . . , N − 1.
Step 2: Assume that there exist u+ ∈ U+ ∩T (Γ ) and u− ∈ U− ∩T (Γ ), u± 6= 0
and dimT (Γ ) ≤ 2r(N−r). Then T (Γ ) = T = P (U).
Proof of Step 2: By Step 1 P (U+) ⊂ T (Γ ) and P (U−) ⊂ T (Γ ). Since dimP (U±) =
r(N−r) the assertion follows.
Step 3: Suppose that u =
∑
λn1...nMm1...mM
∏
(Fβi)
ni
∏
(Eβ′
i
)mi ∈ T (Γ ) and
u /∈ U+ ⊕ U−. Then dim T (Γ ) > 2r(N − r).
Proof of Step 3: Without loss of generality we can assume u to be homogeneous
with respect to the ZN−1-grading. Let Su denote the subset of N
M
0 defined by
Su := {(m1, . . . ,mM ) | ∃(n1, . . . , nM ) such that λn1...nMm1...mM 6= 0}.
Choose a multiindex (k′1, . . . , k
′
M ) ∈ Su such that
∏
(Eβ′
i
)k
′
i is maximal among the∏
(Eβ′
i
)li , (l1, . . . , lM ) ∈ Su with respect to the filtration F2 from Section 3. By
assumption
∏
(Eβ′
i
)k
′
i 6= 1. Pick (k1, . . . , kM ) such that λk1...kMk′1...k′M 6= 0. Write
∆u ∈ U ⊗T (Γ ) with respect to the basis given in Proposition 3.1 in the first tensor
factor. The second tensor factor corresponding to
∏
(Fβi)
ki is given by
u+ :=
∑
(m1,...,mM )
λk1...kMm1...mM
∏
(Eβ′
i
)mi 6= 0
as u is homogeneous with respect to the ZN−1-grading. Therefore u+ ∈ U+ ∩
T (Γ ) 6= {0}. Similarly one obtains that U− ∩ T (Γ ) 6= {0}. Now Step 2 and
u /∈ U+ ⊕ U− imply the claim.
Step 4: By Steps 2 and 3 it remains to consider the cases where T (Γ ) ⊂ U+ or
T (Γ ) ⊂ U−. Consider the case T (Γ ) ⊂ U+. Recall from the proof of Lemma 3.3
that the right K-module (U+)k is dual to the left K-module Oq(Mat(r,N−r))k of
homogeneous elements of degree k in Oq(Mat(r,N−r)).
By Step 1 one has P (U+) ⊂ T (Γ ). In what follows assume that there exists
u ∈ T (Γ ) ∩ (U+)k for some k ≥ 2. Then the coproduct of u can be written as
in (5.2). If no summands in (U+)l ⊗ (U+)k−l occur for some l ∈ {1, . . . , k − 1}
then u(x) = 0 for all x ∈ Oq(Mat(r,N−r))k. This is a contradiction to the duality
between U+ andOq(Mat(r,N−r)). Thus for each l = 1, . . . , k there exists a nonzero
ul ∈ T (Γ ) ∩ (U+)l.
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If r=1 or r=N−1 then Oq(Mat(r,N−r))2 is an irreducible K-module of dimen-
sion N(N−1)/2. Thus dim(U+)1 + dim(U+)2 ≤ 2(N−1) if and only if N=2. This
proves the theorem if r=1 or r=N−1.
If 2≤r≤N−2 then Oq(Mat(r,N−r))2 = V1 ⊕ V2 is the direct sum of two irre-
ducible K-modules of dimensions
dimV1 = r(r+1)(N−r)(N−r+1)/4, dimV2 = r(r−1)(N−r)(N−r−1)/4.
Since dimV1 > r(N−r) the component V1 can not be a subspace of T (Γ ). Moreover
dimV2 ≤ r(N−r) if and only if 4≤N≤6 or N=7, r=2. In the case N=6, r=3
one has dimV2 = r(N−r). Let V+ ⊂ (U+)2 denote the K-submodule dual to
V2. Then if u ∈ (U+)k, k≥2 and dimT (Γ ) ≤ 2r(N−r) one has 4≤N≤7 and
T2,+ = (U+)1 ⊕ V+ ⊂ T (Γ ). In particular if N=6, r=3 then T (Γ ) = T2,+.
It remains to consider the cases r=2 and r=N−2. Since Oq(Mat(r,N−r))3 =
V ′1 ⊕ V
′
2 where V
′
1,2 are irreducible K-modules of dimesions
dim V ′1 = 2(N−2)(N−1)N/3, dimV
′
2 = 2(N−2)(N−1)(N−3)/3
one obtains
dimV ′1,2 + dim(U+)1 + dimV+ > 4(N−2).
Therefore k ≥ 3 would imply dimT (Γ ) > 2r(N−r) and hence T (Γ ) = T2,+ .
In [Kol01] two differential calculi Γ+ and Γ− of dimension 0 < dim(Γ±) ≤
r(N − r) were constructed (Prop. 3.1 in [Kol01]). Theorem 5.4 implies in partic-
ular that these caluli coincide with Γ(T+) and Γ(T−). Therefore the differential
calculus corresponding to the quantum tangent space T = T− ⊕ T+ is isomorphic
to Γ1q(Gr(r,N)) = Γ+ ⊕ Γ−.
Appendix A. Relations of Oq(Gr(r,N))
For notational convenience set qˆ = q − q−1.
1. V0 is commutative
• b = d < a = c: zaazdd = zddzaa
2. V0 ⊗ V+
• b = d < c < a: zbbzca = zcazbb
• b = d = c < a: zbbzba = q
−2zbazbb − q
−1qˆ
∑
i<b q
2b−2izbizia
• c < b = d < a: zbbzca = zcazbb − qqˆzcbzba − qˆ
2
∑
i<b q
2b−2izcizia
= zcazbb − qˆzbazcb
• c < b = d = a: zaazca = zcazaa + q
−1qˆ
∑
i<a q
2a−2izcizia
• c < a < b = d: zbbzca = zcazbb
3. V0 ⊗ V−
• b = d < a < c: zbbzca = zcazbb
• b = d = a < c: zbbzcb = q
2zcbzbb + qqˆ
∑
i<b q
2b−2izcizib
• a < b = d < c: zbbzca = zcazbb + qqˆzcbzba + qˆ
2
∑
i<b q
2b−2izcizia
= zcazbb + qˆzbazcb
• a < b = d = c: zbbzba = zbazbb − q
−1qˆ
∑
i<b q
2b−2izbizia
• a < c < b = d: zbbzca = zcazbb
4. V+ ⊗ V−
• d < b < a < c : zdbzca = zcazdb
• d < b = a < c : zdazca = qzcazda
• d < a < b < c : zdbzca = zcazdb + qˆzcbzda
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• d = a < b < c : zabzca = qzcazab + qˆzcbzaa + qˆ
∑
i<a q
2a−2izcizib
• a < d < b < c : zdbzca = zcazdb + qˆzcbzda
• d < a < b = c : zdbzba = q
−1zbazdb + q
−1qˆzbbzda
−q−1qˆ
∑
j<b q
2b−2jzdjzja
• d = a < b = c : zabzba = zbazab + q
−1qˆzbbzaa + q
−1qˆ
∑
j<a q
2a−2jzbjzjb
−q−1qˆ
∑
j<b q
2b−2jzajzja
• a < d < b = c : zdbzba = q
−1zbazdb + q
−1qˆzdazbb
−q−1qˆ
∑
j<b q
2b−2jzdjzja
• d < a < c < b : zdbzca = zcazdb + qˆzdazcb = zcazdb + qˆzcbzda
• d = a < c < b : zabzca = qzcazab + qˆzaazcb + qˆ
∑
i<a q
2a−2izcizib
• a < d < c < b : zdbzca = zcazdb + qˆzdazcb
• a < d = c < b : zcbzca = qzcazcb
• a < c < d < b : zdbzca = zcazdb
5. V+ ⊗ V+
• d < b = c < a : zdbzba = q
−1zbazdb − q
−1qˆ
∑
i<b q
2b−2izdizia
• d = c < b < a : zcbzca = q
−1zcazcb
• b > d < c < a : qδbczdbzca = q
δabzcazdb − δbcqˆ
∑
j<b q
2b−2jzdjzja
−(a < b)qˆzcbzda
where (a < b) = 1 if a < b and (a < b) = 0 else.
6. By induction from 5.1
• d < b = c < a : zdbzba = q
−1zbazdb − qˆ
∑b−1
i=d+1 ziazdi − qqˆzddzda
−qqˆ
∑d−1
i=1 q
2d−2izdizia
7. By induction from 4.7
• d = a < b = c : zabzba = zbazab + q
−1qˆzaazbb − qˆ
2
∑b−1
i=a+1 zaazii
−qqˆzaazaa − qqˆ
∑b−1
i=a+1 ziazai
+q−1qˆ
∑a−1
j=1 q
2a−2jzbjzjb + qqˆ
∑a−1
j=1 q
2a−2jzajzja
−qˆ2
∑b−1
i=a+1
∑a−1
j=1 q
2a−2jzijzji
• d = a < b = c : zbazab = zabzba − q
−1qˆzaazbb + qˆ
2
∑
j<a zjjzbb
−qqˆ
∑
j<a zjbzbj + q
−1qˆ
∑b−1
j=a q
2b−2jzajzja
−q2b−2aqˆ2
∑
j<a zjjzaa + q
2b−2a+1qˆ
∑
j<a zjazaj
−qˆ2
∑a−1
i=1
∑b−1
j=a q
2b−2jzijzji
8. V− ⊗ V−
• d > b = c > a : zdbzba = q
−1zbazdb − qˆq
−1
∑
j<b q
2b−2jzdjzja
= qzbazdb + qqˆ
∑
j>b q
2b−2jzdjzja − q
2b−2N qˆzda
• d = c > b > a : zdbzda = qzdazdb
• b < d > c > a : qδbczdbzca = q
−δabzcazdb − δbcqˆ
∑
j<b q
2b−2jzdjzja
−(a > b)qˆzdazcb
where (a > b) = 1 if a > b and (a > b) = 0 else.
9. By induction from 8.1
• d > b = c > a : zdbzba = qzbazdb − qˆq
−1q2d−2N−1zda + qˆ
∑
j>b zjazdj
+q−1qˆzddzda + q
−1qˆ
∑
j>d q
2d−2jzdjzja
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