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Ce travail de recherche s’est déroulé au sein du Laboratoire Instrumentation et Capteurs, 
dans le Département d’Imagerie, Simulation et Contrôle du CEA-LIST, situé à Saclay. Le 
département développe, depuis les années 90, le logiciel de simulation CIVA, une plate-forme 
d’expertise pour le Contrôle Non Destructif (CND).  
Compte tenu des hautes exigences de sécurité, le CND par ultrasons tient une place 
importante dans de nombreux domaines, comme l’énergie nucléaire, ou l’aérospatiale. Le but 
du CND est de détecter et caractériser des défauts à l’intérieur ou à la surface d’assemblages 
mécaniques sans les dégrader. Depuis quelques dizaines d’années, la technologie des 
traducteurs multiéléments prend une place de plus en plus importante dans le domaine 
industriel. Comparés aux traducteurs monoéléments, les multiéléments offrent davantage de 
possibilités de contrôle et se prêtent à l’implémentation de méthodes plus performantes dans 
les chaînes d’inspection, notamment en termes de rapidité (réduction des coûts CND) et de 
précision (caractérisation plus fine et robuste des défauts). Le nombre croissant de techniques 
multiéléments reflète la diversité des problématiques industrielles. Ces techniques doivent, en 
effet, répondre aux exigences de contrôle (rapidité, robustesse, précision) et s’adapter à la 
diversité et à la complexité des composants à inspecter : géométries complexes, matériaux 
hétérogènes, anisotropes. Pouvoir assurer un contrôle optimal avec les outils les mieux 
adaptés est un véritable enjeu industriel. Dans ce contexte, la thèse a pour but de faire un état 
des lieux des méthodes ultrasonores multiéléments les plus utilisées pour proposer des 
optimisations, ou pour mettre au point de nouvelles méthodes alternatives. Pour ce faire, on 
pourra combiner les innovations portant sur les capteurs, les traitements et algorithmes, afin 
de les adapter au problème rencontré. En particulier, on se penchera sur les problèmes de 
détection de défauts de type fissures dans des pièces à géométries et/ou matériaux complexes. 
 
Actuellement, le CND par ultrasons repose essentiellement sur des méthodes 
échographiques. Des travaux de recherche ont permis de mettre au point des méthodes de 
contrôle avancées qui permettent, par exemple, de détecter un défaut en s’affranchissant de la 
connaissance de la géométrie de la pièce (méthode de Décomposition de l’Opérateur de 
Retournement Temporel : DORT) ou d’imager des zones très étendues avec une résolution 
spatiale optimale (imagerie synthétique par Focalisation en Tous Points : FTP). Le travail de 
thèse a donc commencé par une évaluation des méthodes de CND multiéléments les plus 
courantes et les plus prometteuses, en particulier pour l’inspection de pièces à géométries 
complexes. Cette évaluation fera l’objet du premier chapitre dans lequel nous décrirons 
chacune des méthodes multiéléments utilisées durant la thèse. En particulier, nous 
comparerons les méthodes échographiques standards les plus couramment utilisées en 
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industrie avec des méthodes, plus récentes, de post-traitement de la matrice des réponses 
inter-éléments K (imagerie FTP et méthode DORT). Les performances de ces techniques 
seront évaluées expérimentalement dans le cas d’une pièce réaliste dont la géométrie est 
représentative d’un cordon de soudure. Pour obtenir une image correcte d’un défaut dans une 
pièce, il faut évidemment connaître sa géométrie, ce qui devient problématique lorsque celle-
ci est complexe et variable. Nous présenterons alors les différentes techniques existantes pour 
reconstruire la géométrie d’une pièce, mais aussi celle que nous avons mise au point durant la 
thèse. Cette nouvelle méthode, basée sur l’algorithme FTP, tire profit de la qualité de 
l’imagerie synthétique pour reconstruire la géométrie de la pièce avec une plus grande 
précision que les méthodes existantes. À la fin de ce chapitre, on conclura sur les avantages et 
inconvénients des différentes méthodes étudiées, et on retiendra l’imagerie FTP comme étant 
la méthode la plus efficace en termes de détection et de caractérisation.  
 
Dans le chapitre 2, nous proposerons une solution à l’un des inconvénients de l’imagerie 
FTP, à savoir la grande quantité de données à traiter (N² signaux pour un capteur de N 
éléments) et le nombre de tirs à réaliser (N tirs), et qui limite donc son application temps-réel. 
Cette solution consiste à réduire au maximum le nombre de tirs dans l’acquisition SMC 
(Sparse Matrix Capture) tout en conservant une qualité d’image proche de celle obtenue avec 
une acquisition complète FMC (Full Matrix Capture). En d’autres termes, cela revient à 
définir un capteur lacunaire (sparse array) en émission. Pour déterminer le nombre et la 
position des éléments émetteurs, nous avons développé un algorithme basé sur des calculs de 
champs ultrasonores simplifiés (Point Spread Function ou PSF) et sur l’utilisation de 
fonctions d’apodisation. L’algorithme fait intervenir trois critères d’optimisation qui sont 
appliqués aux caractéristiques physiques de la PSF de référence (PSF associée à une 
acquisition FMC). Nous verrons que la réduction du nombre de tirs s’accompagne d’une 
réduction du rapport signal-sur-bruit (RSB) des images SMC-FTP. Cette perte est en partie 
compensée par l’utilisation de sources virtuelles. Des validations expérimentales des résultats 
fournis par l’algorithme ont été réalisées, dans un premier temps avec une pièce homogène 
non bruitée. Enfin, nous finirons par une évaluation dans une configuration plus réaliste, où la 
pièce inspectée présente un bruit de structure important.  
 
Le troisième et dernier chapitre propose une solution à un autre inconvénient de l’imagerie 
FTP, à savoir le faible RSB des images par rapport aux méthodes échographiques standards. 
Cette caractéristique de l’imagerie synthétique devient problématique lorsque les images 
proviennent d’acquisitions SMC et/ou lorsque le milieu présente un bruit de structure 
important. Il est alors plus difficile de détecter et d’imager correctement un défaut, surtout s’il 
est localisé en dehors de l’ouverture du capteur. C’est le cas, notamment lorsque l’on souhaite 
détecter des défauts de type fissures avec des angles de réfraction autour de 45° ou 60°. Nous 
avons donc introduit le concept de sources virtuelles « angulées » afin d’améliorer 
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l’insonification de défauts non localisés sous le capteur. Ces sources permettent une meilleure 
imagerie dans une direction privilégiée (45° ou 60°). Cette amélioration de la détection est 
appréciable dans la méthode DORT qui devient alors plus efficace dans des configurations de 
contrôle au contact. Cependant, en présence d’un bruit de structure important, il arrive que les 
sources virtuelles ne soient pas suffisantes pour améliorer significativement la qualité de 
l’image FTP. Cette observation nous a conduits à développer une nouvelle méthode de 
filtrage du bruit, basée sur les sources virtuelles et sur la méthode DORT. Le filtrage est opéré 
dans le domaine fréquentiel et est effectué par réduction d’espace de la matrice K 
(suppression du sous-espace bruit). Des traitements de signaux originaux sont aussi proposés 
dans le but d’améliorer le filtrage du bruit selon la configuration expérimentale. Enfin, nous 
vérifierons l’efficacité de la méthode lorsqu’elle est appliquée à l’imagerie de défauts 
(volumiques et de type fissures) présents dans une pièce bruitée et localisés en dehors de 
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Ce chapitre a pour objectif d’évaluer les principales méthodes multiéléments en Contrôle 
Non Destructif (CND) par ultrasons, en particulier lorsqu’elles sont appliquées à l’inspection 
de pièces à géométries complexes. Dans la première section, nous introduirons les notions de 
base du CND par ultrasons. La diversité des capteurs multiéléments, liée à leur découpe 
(linéaire, matricielle,…) et/ou à leur nature rigide (monté ou non sur sabot) ou flexible, reflète 
la diversité des modes d’inspection (contrôle au contact ou en immersion) selon l’application 
visée. Nous présenterons ces configurations et expliquerons dans quelles situations elles sont 
le mieux adaptées. De plus, nous décrirons les diverses représentations sous lesquelles on peut 
visualiser et interpréter les données ultrasonores acquises. 
Les systèmes d’acquisition actuels permettent de contrôler individuellement chacun des 
éléments d’un capteur multiéléments. Ils permettent, par différents réglages, de configurer et 
d’appliquer différentes méthodes de contrôle. Dans la deuxième section, les principales 
méthodes d’inspection multiéléments utilisées dans ce travail de thèse seront présentées. Nous 
étudierons, les méthodes échographiques les plus couramment utilisées en industrie (ex. : le 
balayage angulaire, le balayage électronique, …). Ces méthodes sont des techniques 
d’imagerie temps-réel qui reposent sur une focalisation (en émission et en réception) par 
application de lois de retards. La méthode DORT (Décomposition de l’Opérateur de 
Retournement Temporel) et la technique de Focalisation en Tous Points (FTP) sont deux 
autres méthodes qui seront traitées dans cette section. À la différence des méthodes 
échographiques standards, elles sont basées sur le post-traitement de la matrice des réponses 
inter-éléments K. 
Enfin, dans la troisième et dernière section de ce chapitre, les performances des méthodes 
présentées à la section précédente seront évaluées expérimentalement dans le cas d’une pièce 
réaliste dont la géométrie est représentative d’un cordon de soudure. La géométrie d’une 
soudure étant complexe et variable, nous commencerons par présenter les techniques 
existantes permettant de reconstruire sa surface à l’aide d’un traducteur multiéléments. Parmi 
ces techniques figurent  la reconstruction de profil, au contact, à l’aide d’un capteur flexible et 
l’apprentissage de surface, en immersion, via l’analyse des temps de vol. Alors que la 
première méthode permet de retrouver la géométrie complète d’une pièce (surface et fond), la 
méthode en immersion ne permet de reconstruire que la surface. Ces deux méthodes seront 
comparées à celle initiée au cours de cette thèse et qui est basée sur l’imagerie FTP. Employée 
en immersion, elle permet de reconstruire à la fois la surface et le fond d’une pièce. La section 
se termine avec l’évaluation expérimentale des méthodes pour mettre en évidence leurs 






1. Notions de base du CND par ultrasons 
 
1.1. Généralités sur le CND par ultrasons 
 
Les ultrasons sont des ondes mécaniques vibrant à des fréquences trop élevées  pour 
produire des sons audibles par l’oreille humaine (de 20 Hz à 20 kHz). Classiquement, les 
ultrasons sont générés en exploitant l’effet piézoélectrique, propriété qu’ont certains 
matériaux de se comprimer ou se dilater sous l’action d’un champ électrique, et 
réciproquement [1]. La gamme de fréquences utilisée en CND est très étendue (100 kHz à 50 
MHz). La vitesse à laquelle les ultrasons se propagent diffère selon la nature du milieu 
considéré, mais leur fréquence, elle, est invariante. 
L’utilisation des ultrasons permet de sonder la matière sans altérer les pièces inspectées. 
Parmi les différentes techniques de CND exploitant les ultrasons, les méthodes 
échographiques sont les plus répandues. Le principe général consiste à exciter la pièce 
contrôlée avec une onde impulsionnelle ultrasonore qui, au cours de sa propagation dans le 
matériau, va interagir avec les éventuels défauts présents. Chaque fois que l’onde rencontre un 
défaut, une partie de son énergie est renvoyée à la surface, ce qui se traduit par l’apparition 
d’échos sur le signal enregistré. Il est alors possible d’extraire de ces échos, des informations 
sur la position et éventuellement sur les caractéristiques des défauts qui en sont à l’origine.  
 
1.2. Les traducteurs multiéléments 
 
Les traducteurs multiéléments sont employés dans le domaine médical depuis le début des 
années 70. Dans le domaine industriel, cette technologie se déploie depuis un peu plus d’une 
vingtaine d’années, mais reste principalement développée dans les laboratoires de recherche. 
D’après le principe d’Huygens-Fresnel, la pastille d’un traducteur peut être décomposée 
en sources ponctuelles élémentaires sphériques rayonnant en phase. Le faisceau acoustique de 
cette pastille se forme par sommation des contributions de chacune de ces ondes. En partant 
de ce fait, les traducteurs multiéléments ont été conçus en plaçant côte à côte un réseau de 
pastilles piézoélectriques excitables indépendamment les unes des autres. Les retards 
appliqués à chacun des éléments permettent de maitriser les caractéristiques du faisceau 
transmis (en termes de déviation et de focalisation) dans le milieu d’inspection. L’ensemble 
des retards appliqués forme ce qu’on appelle une loi de retards. 
Il existe plusieurs découpages de traducteurs multiéléments. Le choix de la découpe se fait 
en fonction des applications souhaitées. Ainsi, avec un réseau linéaire, il est possible de 
défléchir un faisceau dans le plan d’incidence du capteur alors qu’un réseau matriciel permet 





(a) (b) (c) 
 
 (d) (e) 
 
Figure 1-1 : Différents types de découpages de traducteurs multiéléments : (a) linéaire, (b) 
matriciel, (c) linéaire encerclant, (d) annulaire et (e) sectoriel. 
 
 
1.3. Représentation des données ultrasonores 
 
La représentation des données ultrasonores est essentielle pour visualiser et interpréter les 
informations reçues par un traducteur ultrasonore. Plusieurs représentations de ces données 
(Figure 1-2) peuvent être utilisées pour visualiser et interpréter les signaux reçus.  
La base d’un enregistrement de données ultrasonores est une représentation temps-tension 
qu’on nomme Ascan. Un Ascan est donc la représentation de base issue d’un traducteur 
immobile. Celui-ci détecte un signal en fonction du temps.  
Un Bscan est un cumul d’Ascans pris en des points de balayages successifs. Il s’agit donc 
d’une représentation temps-espace qu’on peut interpréter comme une représentation balayage-
profondeur, si on connaît la vitesse de propagation dans le milieu inspecté. Le Bscan est alors 
une « vue en coupe » de la pièce examinée. L’amplitude du signal en chaque point du Bscan 
est codée selon une échelle de couleurs ou de gris dont la brillance est fonction de l'intensité 
des énergies réfléchies. 
Le Cscan est une représentation, selon les deux axes d’inspection (balayage en abscisse et 
incrément en ordonnée), de l’amplitude maximale (en valeur absolue) de l’Ascan en chaque 
position du traducteur. 
Une échodynamique est une courbe d’amplitude pour laquelle chaque point est obtenu en 







Figure 1-2 : Représentation des données ultrasonores. 
 
 
1.4. Les techniques de contrôles multiéléments 
 
La principale difficulté liée à une inspection par ultrasons réside dans la transmission de 
l’onde ultrasonore depuis la surface émettrice du traducteur jusque dans la pièce inspectée. En 
effet, l'air est très atténuant pour les ultrasons et la rupture d’impédance entre l’air et l’acier 
génère des réflexions importantes à l'interface. Pour améliorer la transmission de l’onde dans 
la pièce, l’utilisation d’un milieu couplant est nécessaire. En général, on contourne le 
problème en plaçant la pièce dans l’eau qui fait alors office de couplant, le contrôle se fait 
alors en immersion. Pour les pièces que l’on ne peut pas immerger, par exemple à cause de la 
nature du composant à inspecter, le contrôle est effectué au contact. Dans ce cas, la 
transmission des ondes est facilitée par l’utilisation d’un gel couplant. Pour les contrôles au 
contact, plusieurs technologies de capteurs peuvent être employées, comme les traducteurs 
munis ou non d’un sabot (mis en forme ou non) en polymère rigide (ex. : plexiglas) ou encore 
les traducteurs flexibles. Ces technologies seront détaillées dans le paragraphe suivant.  
 
1.4.1. Le contrôle en immersion 
 
Dans le cas des contrôles en immersion, la pièce et le capteur sont plongés dans un fluide, 
souvent l’eau (Figure 1-3), qui sert de milieu couplant. Le contrôle peut être réalisé dans une 
cuve, ou au moyen d’un jet d’eau. La distance entre le centre du capteur et la pièce est appelée 
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« hauteur d’eau ». Cette technique est souvent utilisée lorsque l’état de surface ne permet pas 
la mise au contact d’un capteur ou lorsqu’on souhaite contrôler des pièces à grande vitesse. 
L’utilisation d’une telle configuration de contrôle peut être contraignante à mettre en place 
sur site, principalement pour des raisons d’encombrement et de coûts plus élevés de la chaîne 
de contrôle. Par ailleurs, certaines pièces ne peuvent être immergées du fait de la nature même 
de leur matériau. Ainsi, de nombreux contrôles par ultrasons doivent être effectués au contact.  
 
 
Figure 1-3 : Contrôle en immersion. 
 
 
1.4.2. Le contrôle au contact 
 
 Contrôle au contact avec capteurs rigides 
 
Les capteurs classiques (rigides) peuvent être placés directement au contact de la pièce ou 
bien montés sur un sabot selon l’application visée. 
La surface active des capteurs peut être disposée à même la pièce lorsque la surface de la 
pièce est plane et lorsque la zone à contrôler se situe dans l’ouverture du capteur. Si tel n’est 
pas le cas, on peut être confronté à des limitations causées par la directivité du capteur. Pour 
pallier ce problème, ce dernier peut être monté sur un sabot incliné en polymère rigide qui 
permet, par réfraction à l’interface sabot/pièce, d’imposer une direction de propagation 
privilégiée et ainsi d’améliorer la déviation du faisceau. Ce type de capteurs est approprié 
pour l’inspection de pièces planes ou encore pour des pièces à extrusion cylindrique dont le 
rayon de courbure reste grand par rapport à la largeur du sabot. Lorsque ce n’est pas le cas, on 
peut utiliser des sabots mis en forme pour épouser la géométrie cylindrique de la pièce.  
 
Les pièces industrielles présentent souvent une surface dont la géométrie irrégulière 
présente localement de fortes variations de courbure. Ces irrégularités peuvent provoquer un 
mauvais couplage acoustique entre le traducteur (monté ou non sur un sabot) et la pièce. À 
titre d’illustration, la Figure 1-4 présente les résultats d’un calcul du champ de déplacement 
(en ondes longitudinales) réalisé avec CIVA pour un traducteur placé sur une interface plane, 
puis irrégulière. Le profil irrégulier provoque un décollement du sabot qui dégrade fortement 
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le champ émis. On constate une forte atténuation du champ ainsi qu’une déviation, voire un 
dédoublement du faisceau. Cela se traduit par une perte d’amplitude pouvant rendre la 
détection plus difficile. La localisation du défaut est,  par ailleurs, rendue plus difficile car la 
direction de propagation n’est pas maitrisée. 
 
 
Figure 1-4 : Simulations du champ de déplacement transmis à 45° dans une pièce à travers 
une surface plane, puis irrégulière. 
 
 Contrôle au contact avec des capteurs flexibles 
 
Afin d’optimiser le contrôle au contact de pièces à géométries complexes, le CEA a 
développé des capteurs multiéléments souples [2,3,4] pouvant s’adapter à la géométrie de la 
pièce inspectée. Cette technologie optimise le couplage acoustique entre le traducteur et la 
surface de la pièce, ce qui limite les aberrations du faisceau ultrasonore. Le Traducteur 
Contact Intelligent (TCI) (Figure 1-5) a été réalisé pour répondre aux configurations de 
contrôle de pièces 2D [3,4]. Il est composé de 28 éléments piézoélectriques indépendants 
formant un tapis articulé flexible. Il permet de contrôler une pièce au contact suivant un profil 
irrégulier pouvant comporter des rayons de courbure locaux de l’ordre de 15 mm. 
 
 
Figure 1-5 : Photo du Traducteur Contact Intelligent (TCI). 
 
La Figure 1-6 présente les simulations du champ rayonné par un TCI à travers une 
interface plane (Figure 1-6(a)), puis complexe (Figure 1-6(b)). Pour la première simulation, 
un faisceau en onde L dévié de 45° est calculé sous la partie plane en appliquant la loi de 
retards appropriée. Dans la seconde simulation, le plaquage mécanique des éléments du 
traducteur sur la surface de la pièce est effectué mais la mesure de la déformation du 
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traducteur n’est pas prise en compte dans la loi de retards causant le dédoublement du 





Figure 1-6 : Simulations du champ acoustique transmis à travers une interface plane (a) puis 
irrégulière (b). 
 
Pour conserver des caractéristiques de faisceau quasi constantes lors d’un déplacement, il 
est nécessaire de compenser les effets de surface en prenant en compte la déformation du 
capteur dans le calcul de la loi de retards. Pour cela, un profilomètre a été intégré au TCI pour 
mesurer les déformations de la surface émettrice. Un algorithme embarqué dans les systèmes 
d’acquisition adapte en temps réel les lois de retards en fonction des données 
profilométriques. Ces retards sont ensuite appliqués aux éléments du traducteur. Ainsi, dans la 
simulation de la Figure 1-7, les éléments du TCI sont déformés par la surface courbe, mais 
cette déformation a été prise en compte pour le calcul d’une loi de retards, adaptée à la 
position occupée par le traducteur et à sa déformation, qui est appliquée aux éléments. Les 
caractéristiques du faisceau (orientation et profondeur de focalisation) sont alors maintenues, 




Figure 1-7 : Principe de la focalisation adaptative à travers une surface complexe à l’aide 





Le TCI étant limité au contrôle de pièces de géométrie 2D, le concept de ce traducteur a 
été naturellement étendu pour que le module flexible puisse se déformer dans le plan 
d’incidence et dans le plan hors d’axe (géométrie 3D). Sa surface est composée d’une matrice 
d’éléments piézoélectriques indépendants, coulés dans une résine souple. Le capteur est alors 
dit « matriciel conformable » (Figure 1-8). 
 
 





2. Les principales méthodes multiéléments de CND par ultrasons 
 
Les capteurs multiéléments apportent de nombreux avantages par rapport aux capteurs 
monoéléments. Alors qu’il est possible de défléchir dans différentes directions et/ou de 
focaliser un faisceau à différentes profondeurs avec un seul et même capteur multiéléments, 
ces opérations nécessiteraient d’utiliser plusieurs capteurs monoélément. En plus de réduire le 
nombre de traducteurs à utiliser, les capteurs multiéléments augmentent aussi les vitesses 
d’inspection. En effet, nous verrons dans cette section qu’un balayage électronique peut 
localement remplacer un balayage mécanique qui prendrait plus de temps. De plus, selon le 
jeu de lois de retards appliqué par l’électronique et le pilotage des voies en émission et/ou 
réception, il est possible d’obtenir différentes représentations des signaux expérimentaux (cf. 
section 1.3). Un échantillon des méthodes de contrôle exploitant la technologie multiéléments 
sera présenté dans cette section.   
 
2.1. Les méthodes échographiques standards 
 
Dans ce manuscrit, par opposition aux méthodes décrites dans le prochain paragraphe, on 
entendra par méthodes échographiques standards, ou méthodes conventionnelles, l’ensemble 
des techniques d’imagerie temps réel reposant sur une focalisation en émission et/ou en 
réception par application de lois de retards. L’imagerie temps réel signifie que les données 
22 
 
collectées par le système d’acquisition ne requièrent pas de post-traitement via un ordinateur 
pour reconstruire et afficher une image ultrasonore. La simplicité des algorithmes permet 
d’implémenter ces méthodes directement dans les architectures électroniques des systèmes 
pour atteindre des vitesses d’inspection élevées. Ils sont d’ailleurs implantés dans la plupart 
des appareils de contrôle actuels (ex. : systèmes d’acquisition MultiX [5]). Parmi ces 
méthodes, nous nous intéresserons plus particulièrement à la focalisation en un point avec 
balayage mécanique ou électronique, la focalisation avec balayage angulaire, et la focalisation 
dynamique en profondeur (ou en anglais DDF pour « Dynamic Depth Focusing »).  
Nous illustrerons ces méthodes par des résultats de simulation réalisées à l’aide d’un 
capteur de 64 éléments (fréquence centrale 5 MHz, espace inter-éléments = 0,6 mm) disposé 
sur une pièce plane en acier inox (cL = 5740 m/s) présentant 3 séries de TGs situées à 10, 25 
et 42 mm de profondeur. 
 
2.1.1. Focalisation en un point 
 
 Cette technique de base en CND consiste à focaliser, en émission et réception, en un 
seul point de la zone d’inspection. Pour former une image complète de la pièce, c’est-à-dire 
un Bscan (cf. section1.3), le traducteur doit être déplacé mécaniquement. Lorsque le 
traducteur dispose d’une ouverture assez grande, on peut définir une sous-ouverture (c’est-à-
dire un ensemble d’éléments adjacents) que l’on utilise pour focaliser dans la pièce. Le 
déplacement de cette sous-ouverture, par simple commutation électronique, permet de 
construire un Bscan. Que ce soit en balayage mécanique ou électronique, l’angle de tir ainsi 
que la profondeur du point de focalisation restent constants. 
 
 Balayage mécanique 
 
Le choix du capteur (rigide ou flexible) pour effectuer un balayage mécanique dépend de 
la géométrie de la pièce. Ainsi, lorsque la pièce est plane, les traducteurs classiques peuvent 
être employés pour effectuer un balayage mécanique en immersion ou au contact. Ce n’est 
plus le cas lorsque la géométrie de la pièce est complexe. Dans ce cas, les capteurs flexibles 
(TCI, capteur conformable) sont plus adaptés. Par ailleurs, l’inspection en balayage 
mécanique se prête moins bien à un contrôle en immersion lorsque les pièces sont 
irrégulières. En effet, il n’existe actuellement pas d’appareil de contrôle qui adapte et actualise 
les lois de retards tout le long du déplacement du traducteur au-dessus de la pièce. 
Néanmoins, le balayage électronique explicité ci-dessous, est une solution permettant de 





 Balayage électronique 
 
La technique, dont le fonctionnement est schématisé sur la Figure 1-9, consiste à déplacer 
séquentiellement une sous-ouverture active constituée d‘un ou plusieurs éléments adjacents 
du traducteur. Cette méthode d’acquisition s’applique pour une position donnée du capteur. 
Elle fournit un Bscan local de la pièce. La sous-ouverture en émission peut-être différente de 
celle définie en réception. Dans le cas contraire, si les sous-ouvertures sont identiques en 












où Ent[ ] désigne la partie entière, M
 
 est le nombre d’éléments constituant la sous-ouverture, 
NV1 le numéro du premier élément actif, et p le pas avec lequel se déplace la sous-ouverture.  
Cette méthode d’inspection permet de remplacer électroniquement un axe de balayage 
mécanique. Elle montre son intérêt pour le contrôle de pièces à géométries complexes, 
particulièrement en immersion. En effet, dans cette configuration, le balayage électronique 
présente l’avantage, par rapport au balayage mécanique d’un traducteur classique placé au 
contact, de pouvoir former une image sous une surface irrégulière. En effet, certains appareils 
multivoies actuels (ex. : MultiX) incorporent un calcul dynamique des lois de retards en 
fonction de la géométrie rencontrée sous la sous-ouverture. Ce fonctionnement suppose que la 
géométrie complexe soit évidemment connue et que la position du capteur par rapport à la 
pièce soit maitrisée.  
La Figure 1-10 présente un exemple de Bscan dans le cas simple d’une pièce plane et d’un 
traducteur au contact. Ce Bscan a été simulé avec le logiciel CIVA, en imposant un 
déplacement d’une sous-ouverture de 20 éléments le long d’un capteur de 128 éléments. La 
focalisation est assurée, en émission et en réception, à 25 mm de profondeur selon un axe de 
45° au-dessus d’une pièce plane. Le Bscan, ne permet pas d’imager l’ensemble des défauts de 
la pièce. La profondeur du Bscan dépend de la profondeur de numérisation tandis que sa 









Figure 1-10 : Bscan balayage électronique simulé. La sous-ouverture de 20 éléments est 
déplacée le long d’un capteur de 128 éléments. La focalisation en émission et en réception est 
assurée à 25 mm de profondeur le long d’un axe de tir orienté à 45°. 
 
 
2.1.2. Balayage angulaire  
 
Le balayage angulaire est une technique d’imagerie qui fournit une image sectorielle 
d’une zone d’intérêt. La simulation d’un balayage angulaire effectué entre -15° et 70° avec un 
pas de 1° et une focalisation à 25 mm de profondeur donne le Bscan de la Figure 1-11. A la 
différence du balayage électronique (Figure 1-10), le balayage angulaire fournit une image de 
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tous les défauts de la pièce, car la taille du Bscan n’est pas limitée par l’ouverture du 
traducteur. On remarquera que la résolution est optimale uniquement à la profondeur de 
focalisation (25 mm). 
Le balayage angulaire dévie et focalise le faisceau acoustique à une profondeur donnée et 
selon une plage angulaire dont les angles extrêmes définissent la taille maximale du secteur 
sondé. Ces angles limites dépendent des caractéristiques techniques du traducteur, en 
particulier de sa directivité. Le pas angulaire séparant chaque tir est constant. Il définit la 
résolution angulaire de l’image et influe sur la vitesse d’inspection (plus le pas angulaire est 
fin, plus le nombre de tirs est grand, ce qui diminue la cadence d’imagerie). Par ailleurs, avec 
le balayage angulaire aucune direction d’inspection n’est privilégiée, ce qui en fait une 
méthode adaptée à l’inspection de défauts dont l’orientation n’est pas préalablement connue. 
 
 
Figure 1-11 : Bscan simulé résultant d’un balayage angulaire entre -15° et 70°. 
 
 
2.1.3. La focalisation dynamique en profondeur ou Dynamic Depth 
Focusing (DDF) 
 
La focalisation dynamique en profondeur ou en anglais « Dynamic Depth Focusing » 
(DDF) est une fonctionnalité implémentée dans certains appareils de contrôle. Elle permet de 
focaliser dynamiquement en réception à différentes profondeurs le long de l’axe de tir défini 
en émission [7]. La Figure 1-12 illustre les réglages des points focaux lorsque l’axe de tir est 





Figure 1-12 : Points focaux définis en émission et en réception dans la méthode DDF. La 
réception est focalisée sur plusieurs profondeurs situées le long de l’axe défini en émission. 
 
 
Le but de la focalisation dynamique en profondeur est de maintenir une résolution spatiale 
quasi constante le long de l’axe de tir défini en émission. Pour former une image de type 
Bscan, l’algorithme est d’ordinaire appliqué à un balayage mécanique ou électronique. Bien 
que la focalisation s’effectue sur plusieurs profondeurs en réception, les cadences d’imagerie 
restent raisonnables pour des applications temps réel. Après chaque transmission, le signal 
enregistré résulte de la concaténation de signaux acquis dans des portes temporelles centrées 
sur les points de focalisation définis en réception (Figure 1-13) [8]. Une loi de retards adaptée 
est préalablement appliquée à chaque porte pour assurer la focalisation en ces points. Le 
traitement est dit « dynamique » car réalisé en temps réel dans les processeurs FPGA (Field-




Figure 1-13 : Principe de l’algorithme DDF. 
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La focalisation dynamique en profondeur est particulièrement adaptée pour imager des 
pièces où les défauts sont localisés à différentes profondeurs. L’application de l’algorithme 
DDF fournit une image de résolution plus élevée (selon une direction et une épaisseur de 
pièce données) par rapport à l’image issue de méthodes d’imagerie où la focalisation n’est 
assurée qu’en un seul point en émission et en réception.  
La Figure 1-14 montre le résultat d’une simulation d’une DDF à 45° appliquée à un 
balayage électronique d’une sous-ouverture de 20 éléments. L’émission est focalisée à 25 mm 
de profondeur tandis que la réception est focalisée tous les millimètres entre 10 et 42 mm. Si 
l’on compare le résultat de la Figure 1-14 avec celui de la Figure 1-11 on remarque que les 
TGs imagés avec la méthode DDF sont mieux résolus (en particuliers les plus profonds). La 
focalisation dynamique en profondeur permet bien de conserver une résolution d’image quasi 




Figure 1-14 : Bscan simulé résultant d’un balayage électronique d’une sous-ouverture 
émettant et recevant selon l’algorithme de focalisation dynamique en profondeur. 
 
 
2.2. Les méthodes de post-traitement de la matrice K 
 
Les méthodes échographiques présentées dans le précédent paragraphe (2.1) sont, pour la 
plupart, implantées dans les appareils multivoies actuels et permettent de réaliser des 
inspections temps réel sur site. Les deux méthodes présentées ici sont des méthodes de post-
traitement nécessitant un traitement via un ordinateur après acquisition. Cependant, il faut 
souligner que des appareils récents intègrent ces méthodes en traitement temps réel, et 
commencent à être commercialisés pour le CND [9,10].  
Ces techniques sont basées sur l’acquisition de la matrice K(t) des réponses 
impulsionnelles inter-éléments. Une fois K(t) acquise, un certain nombre d’opérations de 
traitement du signal peuvent lui être appliquées afin d’en extraire les informations pertinentes, 
en fonction de l’application visée. 
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2.2.1. La matrice K 
 
Pour un traducteur composé de N éléments (cf. Figure 1-15), K(t) est construite à partir 
des N×N réponses impulsionnelles inter-éléments knm(t), correspondant au signal reçu par 
l’élément n quand on applique un signal impulsionnel δ(t) à l’élément m. Une fois ces signaux 
acquis, pour tout signal appliqué em(t), on peut déduire le signal reçu rn(t) par la relation 
suivante :  
 
 ( ) ( ) ( ),         1 ,n nm mr t k t e t n m N= ⊗ ≤ ≤ . (1-2) 
 
   
Figure 1-15 : Réponse impulsionnelle inter-éléments. Rtr,P représente le trajet entre l’élément 
émetteur m et le point P, Rre,P représente le trajet entre le point P et l’élément récepteur n. 
 
L’acquisition fournissant les N×N signaux knm(t) est communément appelée Full Matrix 
Capture (FMC). Elle consiste à exciter individuellement chacun des éléments du capteur 
tandis que tous les éléments sont utilisés en réception à chaque transmission. Le principe de 
cette acquisition est illustré sur la Figure 1-16.  
 
  
Figure 1-16 : Principe de l’acquisition Full Matrix Capture. 
 
 
La matrice K(t) issue de cette acquisition s’interprète comme la réponse impulsionnelle du 
système linéaire « capteur/milieu d’inspection » à N entrées et N sorties, caractérisant à la fois 
la propagation dans le milieu d’inspection et les phénomènes de transduction. Ainsi, en 
29 
 
définissant un vecteur E(t) de N signaux d’excitation em(t), correspondant par exemple à des 
impulsions décalées les unes par rapport aux autres suivant une loi de retards, le vecteur R(t) 
des signaux reçus ( )nr tɶ  est donné par le produit de convolution : 
 
 ( ) ( ) ( )t t t= ⊗R K E , (1-3) 
 
où chaque composante ( )nr tɶ  de R(t) s’écrit : 
 





r t k t e t
=
= ⊗∑ɶ .  (1-4) 
 
Dans (1-3), les vecteurs E(t) et R(t) sont chacun de dimension Nx1, et K(t) est de 
dimension NxN. En termes de représentation des données expérimentales (cf. paragraphe 1.3), 
le vecteur R(t) s’interprète comme le Bscan « voies/temps » affiché lorsqu’on applique le jeu 
de N signaux d’excitation em(t) en acquisition. Dans le domaine fréquentiel, la relation (1-3) 
s’écrit comme le produit simple suivant : 
 
 ( ) ( ) ( )ω ω ω=R K E ,  (1-5) 
 
où K(ω) est la matrice de transfert du système à la pulsation ω, obtenue en calculant la 
transformée de Fourier de K(t). Nous verrons que cette matrice est à la base de la méthode 
DORT exposée plus loin dans cette section. 
 
Un premier post-traitement de la matrice K(t), suggéré par la relation (1-4), est la 
possibilité de focaliser a posteriori dans une pièce pour obtenir les images issues des 
méthodes échographiques standards. 
En premier exemple, considérons une émission large champ (ou onde plane) où tous les 
éléments du capteur émettent simultanément sans qu’aucun retard ne leur soit appliqué
( ( ) ( ),    1 )
m
e t t m Nδ= ≤ ≤ . Le signal élémentaire ( )ns t  reçu par l’élément n peut s’écrire à 
l’aide des knm(t) comme : 
 
1




s t k t
=
=∑ .  (1-6) 
 
La somme de ces signaux élémentaires forme ce qu’on appelle le « Ascan somme » S(t). 
On l’écrit comme : 
 
1 1 1




S t s t k t
= = =




Si l’on considère désormais une émission focalisée en un point P du milieu d’inspection, 
le signal sommé (1-7) devient : 
 
 ( ) ( ), ,
1 1
( ) ( )
N N
tr P re P
P nm m n
n m
S t k t t tδ τ δ τ
= =
= ⊗ − ⊗ −∑∑ , (1-8) 
 
où tr
mτ  est le retard, en transmission, appliqué à l’élément m, et renτ  celui appliqué, en 
réception, à l’élément n. Dans la plupart des appareils de contrôle, les lois de retards en 
émission et en réception sont identiques (dans le cas contraire, elles sont complémentaires). 





tr P re P P P
m m mt tτ τ= = − ,  (1-9) 
 
où P
mt est le temps de vol de l’élément m au point P, et maxPt  le temps de vol maximal. 
 
En présence d’un réflecteur au point de focalisation P, l’application de ces lois de retards 
va engendrer un maximum d’amplitude sur le signal sommé au temps 
max2
Pt t= . La 
reconstruction d’une image Bscan dans une pièce nécessite que les échos soient recalés 
temporellement. Cette correction place le maximum d’amplitude à un temps de vol 
correspondant à la distance pD  qui sépare le centre du capteur au point P, c’est-à-dire en 
2 /pt D c= (où c est la vitesse de propagation dans le milieu). Pour recaler cet écho à ce temps 
de vol, il convient de corriger l’expression (1-8) de la façon suivante : 
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= =
= ⊗ − ⊗ − ⊗ + −∑∑ , (1-10) 
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tr P re P P
P nm m n p
m n
S t k t t D cτ τ
= =
= − − + −∑∑ . (1-11) 
 
L’expression (1-11) permet de focaliser synthétiquement (numériquement) au point P à 
partir des signaux expérimentaux knm(t) enregistrés. Ainsi, sur la base d’une seule acquisition 
FMC, les images présentées précédemment en balayage électronique (Figure 1-10) ou en 
balayage angulaire (Figure 1-11) peuvent être reconstruites par post-traitement de la matrice 
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K(t) en utilisant la relation (1-11). Chaque ligne de l’image correspond au signal sommé SP(t) 
issu d’un tir focalisé en P. 
L’intérêt de l’imagerie synthétique est que le nombre de tirs pour former l’image n’est 
plus lié au nombre de points de focalisation dans la zone d’intérêt, mais uniquement au 
nombre d’éléments. Ainsi, pour un capteur de N éléments, il est possible de focaliser en un 
nombre quasi illimité de points avec seulement un jeu de seulement N tirs. L’algorithme de 
Focalisation en Tous Points (FTP), tire profit de cet avantage pour focaliser en chaque pixel 
d’une zone de reconstruction, si grande soit-elle. Cette focalisation dite « totale » améliore 
significativement la résolution spatiale de l’image comparativement aux images 
échographiques standards dont la résolution est limitée par le pas électronique ou angulaire, et 
d’autre part par la focalisation, qui est limitée à une seule profondeur (hormis la DDF qui 
compense cet inconvénient). 
 
 
2.2.2. L’imagerie FTP 
 
Comme nous l’avons mentionné ci-dessus, l’imagerie par Focalisation en Tous Points 
permet, à partir des N×N signaux knm(t), de focaliser de façon synthétique, en émission et 
réception, en tous les points d’une région d’intérêt de dimensions étendues [11]. Dans la 
littérature, l’imagerie FTP peut se retrouver sous l’acronyme TFM pour « Total Focusing 
Method » [11]. En un point de focalisation P, l’amplitude A(P) de l’image est donnée par 
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  (1-12) 
 
En injectant dans (1-12) les définitions des retards en émission et en réception de 
l’équation (1-9), A(P) s’écrit simplement :    
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, ,P tr P re P
nm m nT t t= + ,  (1-15) 
 
où P
n mT  représente le temps de vol inter-éléments entre la paire d’éléments (n ; m) et le point 
P.  
 
Lorsque le traducteur est posé au contact d’une pièce homogène et isotrope, le calcul de ce 
temps de vol repose sur des hypothèses simples comme la forme cylindrique des fronts 
d’onde émis une source « ponctuelle ». Il se déduit facilement à l’aide de la distance 
euclidienne Rtr,P entre l’élément émetteur m et le point P, et de la distance Rre,P entre ce point 
et l’élément récepteur n (Figure 1-15), pour tous les couples (n ; m). 
Dans la pratique, l’amplitude au point P est plutôt extraite au temps P
n mT + offsetT  où Toffset est 
un temps correctif déterminé expérimentalement lors de la phase d’étalonnage qui précède les 
mesures. Cet offset correspond à la correction qu’il faut appliquer aux temps de vol 
théoriques pour faire correspondre l’image de l’écho d’un défaut étalon à la bonne 
profondeur. Ainsi, on corrige les erreurs liées au temps de numérisation du signal, de 
l'épaisseur du couplant, du point d'émergence dans le capteur, ou encore à la non prise en 
compte de la durée du signal envoyé (qui n’est pas généralement une impulsion de Dirac). 
 
Le calcul des temps de vol selon la procédure décrite ci-dessus est spécifique au mode de 
reconstruction dit direct (Figure 1-17(a)). Il est habituellement employé pour imager des 
défauts volumiques ou les points diffractant d’un défaut étendu (c’est-à-dire grand devant la 
longueur d’onde) (Figure 1-18). Le logiciel CIVA propose d’autres modes de reconstruction 
tels que le mode écho de coin et le mode indirect [12]. Ces deux modes de reconstruction 
prennent en compte les multiples trajets ultrasonores et les éventuelles conversions de modes 
lorsque les défauts sont localisés à proximité d’une interface de la pièce inspectée. Ainsi, en 
mode indirect (Figure 1-17(b)), les trajets en émission et en réception prennent en compte une 
réflexion de l’onde sur le fond (avec ou sans conversion de modes) et une interaction avec le 
défaut par son(es) point(s) diffractant(s). En mode écho de coin (Figure 1-17(c)), les trajets 
(en émission ou réception) prennent en compte une seule réflexion sur le fond (avec ou sans 
conversion de modes) et l’interaction avec le défaut est une réflexion spéculaire. Le mode 
indirect s’applique généralement aux défauts ramifiés de type fissures et permet d’imager tous 
les points diffractants de ce dernier. Le mode écho de coin est plutôt dédié aux défauts plans 
étendus (entailles), et a la propriété de pouvoir imager ce type de défauts (qui ne sont plus 
considérés comme de simples points diffractant mais comme des défauts plans de géométrie 
canonique) sur toute leur longueur, améliorant ainsi leur caractérisation. Il est à noter que 
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plusieurs modes de reconstruction FTP peuvent être combinés pour imager un même défaut, 





(a) Trajet « direct » (b) Trajet « indirect » 
 
(c) Trajet en « écho de coin » 
Figure 1-17 : Illustration des différents trajets pouvant être à l’origine des échos mesurés. 
Trajet en émission (rouge) et en réception (bleu). 
 
 
Figure 1-18 : Principaux échos générés par l’intéraction entre une onde ultrasonore et un 
défaut plan. 
 
Parce qu’il permet de focaliser en tous les points de la zone que l’on souhaite imager, 
l’algorithme FTP présente l’avantage de fournir des images hautement résolues 
comparativement aux méthodes d’imagerie standards [11,13]. De plus il permet d’imager une 
zone très étendue même en dehors de l’ouverture du capteur [11]. Les dimensions des images 
FTP ne sont pas limitées par le nombre d’éléments formant le capteur comme le sont les 
Bscans obtenus avec un balayage électronique. L’imagerie synthétique exploite le 
rayonnement maximal de la pièce générée par l’excitation individuelle des éléments durant 
l’acquisition (l’onde émise par un seul élément rayonne de manière isotrope dans la pièce).  
 
 
2.2.3. La méthode DORT 
 
La Décomposition de l’Opérateur de Retournement Temporel, ou méthode DORT, est une 
méthode adaptative de détection et de focalisation introduite en 1994. Cette méthode est issue 
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de l’analyse du formalisme matriciel du retournement temporel itératif décrit dans le domaine 
fréquentiel. Le principe est de déterminer et analyser les invariants de l’opérateur de 
retournement temporel qui correspondent aux valeurs singulières de la matrice de transfert 
K(ω) [14].   
Pour introduire l’opérateur de retournement temporel, il suffit d’écrire le processus de 
retournement temporel itératif pour un réseau de N éléments dans le domaine fréquentiel 
[14,15]. Soit E0 une émission initiale, le vecteur en réception correspondant R0 peut s’écrire 
KE0 (cf. équation 3). Pour une pulsation ω, l’opération de retournement temporel équivaut à 
une opération de conjugaison de phase. Ainsi, l’émission E1 à la première itération 
correspond au retourné temporel de R0, soit K*E0*. Le vecteur en réception R1 correspondant 
s’écrit, toujours selon le même processus, comme K (K*E0*). La seconde itération E2 issue du 
retournement temporel de R1 s’exprime alors sous la forme E2 = K*(KE0). Cette séquence 
d’itérations est représentée sur la Figure 1-19. En itérant le processus jusqu’à une itération 




2i i+ =E K K E   (1-16) 
 
La matrice K*K dans la relation (1-16) est appelée l’opérateur de retournement temporel.  
 
 
Figure 1-19 : Itération du retournement temporel. 
 
Du fait de la symétrie de K, l’opérateur K*K est à symétrie hermitienne et donc 
diagonalisable sur une base orthogonale. Ses vecteurs propres peuvent être considérés comme 
des invariants du processus de retournement temporel. Dans la pratique, la diagonalisation de 
K*K est obtenue par Décomposition en Valeurs Singulières (SVD) de la matrice de transfert 











= =∑K USV ,   (1-17) 
avec : 
• S(ω), matrice diagonale à coefficients réels contenant les valeurs singulières λm 
égales à la racine carrée des valeurs propres µm de K*K. Les valeurs singulières 
sont ordonnées de façon décroissante (λ1 ≥ …≥ λN ≥ 0) et sont sans dimension. 
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• U= [u1,…uN] et V= [v1,…vN], matrices unitaires dont les colonnes um et vm sont 
respectivement les vecteurs singuliers en réception et en émission. Ces vecteurs 
sont identiques aux vecteurs propres de K*K. 
• 
H est la transposition conjugaison. 
 
 Cas de diffuseurs isotropes « idéalement résolus » 
 
Dans le cas de D diffuseurs isotropes, ponctuels et idéalement résolus1, la relation (1-17) 




=K HCH , (1-18) 
    
où (1 ,1 )( )  dm d D m NH ≤ ≤ ≤ ≤=H est une matrice de dimension N×D appelée matrice de diffusion. 
Elle décrit la propagation des émetteurs vers les diffuseurs, tandis que sa transposée décrit le 
la propagation des diffuseurs aux récepteurs. La matrice diagonale C contient les coefficients 
de diffusion ci des diffuseurs. L’hypothèse « idéalement résolus » implique que les réponses 
de deux diffuseurs distincts sont orthogonales. Dans ce cas, un invariant de l’opérateur de 
retournement temporel est un vecteur qui focalise sur l’un des diffuseurs et la valeur 
singulière associée peut être considérée comme la « réflectivité apparente » de ce diffuseur à 
la fréquence considérée. Alors l’équation (1-18) est, à des facteurs de normalisation près, la 
décomposition en valeurs singulières de K(ω). Les vecteurs singuliers sont les lignes de H et 










= ∑ , (1-19) 
 
où .  symbolise le module. 
Si la condition « diffuseurs isotropes idéalement résolus » est satisfaite, la méthode DORT 
renseigne sur le nombre de diffuseurs présents dans le milieu inspecté ainsi que sur leurs 
réflectivités apparentes. Le nombre de valeurs singulières fortes indique le nombre de 
diffuseurs en présence, tandis que les valeurs singulières les plus faibles sont associées 
généralement au bruit. Les vecteurs singuliers, associés aux valeurs singulières les plus fortes, 
peuvent être utilisés pour focaliser sélectivement sur chacun des diffuseurs. Cette focalisation 




 Des diffuseurs sont idéalement résolus lorsqu’il est possible de focaliser sur un sans 
transmettre d’énergie aux autres. 
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est réalisée sans connaissance a priori sur la géométrie de la pièce et sur son matériau, même 
lorsque le milieu est inhomogène [17,18]. En effet, il est possible, à partir de la phase d’un 
vecteur singulier, d’extraire la loi de retards optimale pour focaliser sur un défaut. Ces retards 
















 la phase de la composante m du vecteur singulier vm et ω la pulsation à 
laquelle est extraite la phase (en général, on considère la fréquence pour laquelle la ou les 
valeurs singulières sont les plus fortes). 
 
Un point fort de la méthode DORT est sa capacité à détecter et focaliser sur des défauts 
sans connaissance préalable de la géométrie de la pièce. Cependant, à la différence des 
méthodes présentées plus tôt dans ce chapitre, la méthode DORT ne fournit pas d’image des 
défauts. Néanmoins, les propriétés du retournement temporel ont été exploitées par 
Dominguez et al. pour réaliser une méthode d’imagerie ultrasonore dite méthode de l’énergie 
topologique [19]. Cette méthode peut s’interpréter comme une extension de la méthode 
DORT dans le domaine temporel. Elle est basée sur la combinaison de deux champs 
ultrasonores, un direct et un adjoint. Le premier correspond au champ ultrasonore dans un 
milieu de référence tandis que le champ adjoint correspond à la différence, retournée 
temporellement, des réponses du milieu de référence et du milieu inspecté. L’image du milieu 
est obtenue en intégrant, sur le temps d’acquisition, le produit de ces deux champs. Le champ 
direct peut alors être considéré comme un « révélateur photographique » croisant le champ 
adjoint à des temps de vols correspondant aux points de focalisation.  
 
 
3. Evaluation de méthodes de détection et d’imagerie dans une 
pièce complexe 
 
Cette section a pour objectif d’évaluer les méthodes de détection et d’imagerie présentées 
dans la section précédente avec une configuration réaliste de CND. La pièce utilisée, de 
hauteur 40 mm, présente un profil complexe représentatif d’une configuration CND de type 
bourrelet et cordon de soudure. La maquette est en acier inox homogène (la vitesse des ondes 
L dans le matériau est de 5740 m/s). La surface de la pièce est perturbée par un bourrelet de 
soudure tandis que, selon le profil considéré (Figure 1-20), le fond peut être soit plan (profil 
A) soit constitué de deux pentes à ± 10° reliées par le cordon de soudure (profil B). On trouve 
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deux types de défauts dans la pièce : une série de trous génératrices (TG) de diamètre 2 mm 
situés à 30 mm de profondeur localisée dans le profil A, et une entaille de hauteur 3,5 mm, 
inclinée à 20° et débouchant sur le fond près du cordon de soudure dans le profil B.  
 
 
Figure 1-20 : Géométrie de la pièce considérée pour l’évaluation des méthodes. La pièce 
possède deux profils : le profil A comprend une série de Trous Génératices (TG) tandis que le 
profil B contient une entaille débouchant en fond de pièce. 
 
 La connaissance de la géométrie d’une pièce étant indispensable à toutes les méthodes 
d’imagerie (pour le calcul de lois de retards et des temps de vol), cette section commencera 
par présenter, ci-dessous, différentes méthodes existantes d’apprentissage de surface. 
 
3.1. Solutions d’apprentissage de surface 
 
En CND, les composants industriels inspectés ont souvent des surfaces variables. La 
maitrise d’un faisceau ultrasonore au sein d’une pièce à géométrie complexe repose 
essentiellement sur les retards appliqués aux éléments du capteur. Or, le calcul de ces retards 
dépend de la parfaite connaissance de la géométrie de la pièce. Dans le cas contraire, les 
méthodes d’imagerie exposées dans ce chapitre deviennent inopérantes, et leur mise en œuvre 
requiert l’application préalable d’une technique de reconstruction de surface.  
Dans cette section, nous rappelons brièvement les méthodes existantes d’apprentissage de 
surface avant de décrire une nouvelle méthode que nous avons mise au point durant la thèse. 
Cette méthode est basée sur le traitement de l’imagerie FTP et pallie certaines limites 
rencontrées avec les méthodes actuelles.  
 
3.1.1. Solutions d’apprentissage de surface existantes 
 
 Reconstruction de surface au contact 
 
La reconstruction de surface dans une configuration de contrôle au contact (Figure 1-21) 
peut être réalisée au moyen d’un capteur flexible instrumenté. Le déplacement du capteur le 
long de la surface complexe permet une reconstruction mécanique de la surface grâce au 
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profilomètre intégré. En outre, comme l’instrumentation du capteur assure la maîtrise d’un 
faisceau en ondes longitudinales à 0°dans la pièce au cours du déplacement, l’amplitude de 
l’écho de fond est toujours maximisée, même sous la partie complexe [4]. Ceci permet, par 
une mesure de temps de vol, de déduire l’épaisseur locale de la pièce et de reconstruire la 
géométrie du fond de pièce. Les reconstructions de la surface et du fond de pièce sont 
dénommées respectivement profilométries externes et internes. A l’issue de cette 








 Apprentissage de surface en immersion par détection des 
temps de vol 
 
La méthode d’apprentissage de surface présentée ici est une méthode implémentée dans 
CIVA pour reconstruire localement la surface située sous un capteur placé en immersion. 
Contrairement à la méthode au contact, la profilométrie n’est pas réalisée en temps réel, mais 
par post-traitement dans CIVA. Cette profilométrie se base sur une mesure des temps de vol 
entre tous les éléments du capteur et la surface de la pièce, et l’application d’un algorithme de 
reconstruction, introduit dans le domaine radar et sismique [20,21,22].  
La mesure des temps de vol est réalisée sur les signaux résultant d’un balayage 
électronique simple. Ce séquençage consiste à émettre successivement avec tous les éléments, 
les uns après les autres, le même élément étant utilisé en tant qu’émetteur et récepteur pour 
chaque séquence (N signaux reçus pour N éléments). Les temps de vol sont mesurés en 
détectant le maximum de l’enveloppe de chaque Ascan (un seuil en amplitude est imposé afin 
de s’affranchir du bruit) (Figure 1-22). 
Pour être efficace, l’algorithme de reconstruction de profil par mesure de temps de vol 
nécessite que la taille des éléments du capteur soit petite devant la longueur d’onde dans l’eau 
(rayonnement isotrope dans l’eau) et devant les variations de géométrie de la pièce inspectée. 
Ainsi, la description de chaque élément n peut être limitée par son centre géométrique 
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d’abscisse On dans un repère cartésien (Oxy) lié au capteur (Figure 1-24). Comme les 
éléments sont quasi ponctuels, on peut considérer que les temps de vol mesurés correspondent 
à des réflexions spéculaires sur la surface (les temps de vol correspondant aux trajets allers-
retours le long des rayons normaux à la surface et passant par les centres des éléments) 
(Figure 1-23). 
La Figure 1-22 schématise les étapes de l’apprentissage de surface par mesure des temps 
de vol. Dans le cas de figure illustré ci-dessous, le capteur est situé à cheval entre le bourrelet 
et la partie plane de la pièce de la Figure 1-20. La géométrie de la pièce n’étant pas connue, 
on suppose donc expérimentalement que la surface de la pièce est plane. L’application de la 
méthode permet ensuite de reconstruire localement le profil de la pièce, exportable ensuite 
dans un format de fichier CAO. 
 
 
Figure 1-22 : Apprentissage de surface par mesure des temps de vol.  
   





En notant tn (1≤j≤N) les temps de vol spéculaires, le profil peut être reconstruit en 
calculant la courbe tangentielle à la famille de cercles de rayon Rn = tnc/2 et centrés sur les 
éléments n. Autrement dit, la surface recherchée est l’enveloppe de la famille de cercles 


































correspond à la dérivée discrète des rayons Rn par rapport aux abscisses des éléments. Pour un 
traducteur de N éléments, on obtient ainsi N-1 points d’impact décrivant le profil CAO de la 
pièce (une interpolation linéaire est utilisée pour reconstruire le profil entre deux points 
successifs). 
L’inconvénient de cette technique est que le mode d’émission en balayage électronique 
(un seul élément par tir) renvoie parfois des échos de surface d’amplitudes trop faibles pour 
réaliser une mesure fiable des temps de vol. La totalité des temps de vol entre le capteur et la 
surface n’est donc pas mesurée et la géométrie reconstruite peut présenter des écarts 
significatifs par rapport à celle attendue. Des différences peuvent aussi apparaître lorsque les 
surfaces sont trop irrégulières et lorsqu’elles génèrent, par exemple, plusieurs échos 
entrecroisés. Par ailleurs, la méthode décrite ici ne permet d’accéder qu’au profil de la 
surface. Or, nous avons vu dans la section 2.2.2 que certaines méthodes d’imagerie, à l’instar 
de l’imagerie FTP en mode écho de coin, nécessitent la connaissance à la fois de la surface et 
du fond pour imager des défauts étendus. Pour pallier ces limitations, nous proposons dans le 






Figure 1-24 : Apprentissage de surface par calcul d’une enveloppe d’une famille de cercles. 
Rn correspond au rayon du cercle centré sur l’élément n. 
           
 
 
3.1.2.  Apprentissage par imagerie FTP 
 
La méthode de reconstruction de profil proposée durant la thèse exploite les capacités de 
l’algorithme FTP à produire des images hautement résolues. En immersion, il est désormais 
possible d’acquérir la géométrie complète de la pièce inspectée (surface + fond) en post-
traitant une seule et même acquisition FMC. Le profil complet est obtenu en trois étapes 
(acquisition FMC, reconstruction de la surface puis reconstruction du fond) par détection de 
formes sur les images.  
L’obtention du profil complet commence tout d’abord par une acquisition FMC avec une 
porte d’acquisition suffisamment longue pour contenir au moins les échos de la surface et du 
fond. L’étape suivante consiste ensuite à construire une image FTP de la surface. Pour ce 
faire, on suppose que la zone de reconstruction ne contient que de l’eau. Elle doit être 
surdimensionnée dans la mesure où ni la surface de la pièce, ni la hauteur d’eau, ne sont 
connues avec précision. L’image est ensuite traitée pour en extraire le profil par détection des 
maxima d’amplitude le long des lignes verticales de l’image. L’ensemble des points obtenus 
forme alors le profil recherché, et peut ensuite être lissé. Au contraire de la méthode par 
mesure des temps de vols, le nombre de points formant le profil n’est pas limité par le nombre 
d’éléments N du capteur. Une fois la surface reconstruite, cette dernière est utilisée pour 
construire une image du fond de pièce. La profondeur de la zone de reconstruction est 
surévaluée car aucune hypothèse n’est faite sur la géométrie du fond ou de l’épaisseur. 
L’image FTP du fond est ensuite traitée de la même manière que l’image de la surface. Après 
extraction du fond de pièce, on dispose d’un profil complet pouvant être utilisé pour imager 
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d’éventuels défauts, soit avec la même acquisition FMC, soit en utilisant la CAO générée et 
l’appliquer aux méthodes d’imagerie standard.   
La méthode décrite ci-dessus a été validée expérimentalement sur le profil B de la pièce, 
le capteur étant positionné à cheval sur la partie plane et le bourrelet (Figure 1-25). La 




Figure 1-25 : Configuration expérimentale utilisée pour évaluer la reconstruction de profil 
par l’imagerie FTP. 
 
 
Tableau 1-1 : Paramètres de la configuration expérimentale. 








heau cL cT Longueur angle 
Distance/
fond 





m/s 3,5 mm -20° 0 mm 
 
 
Les Figures 1-26(a) et (b) présentent respectivement les images FTP de la surface et du 
fond de pièce. Le traitement de ces deux images fournit les profils reportés sur la Figure 1-27 
et la Figure 1-28. Pour évaluer la précision de la méthode, ces profils sont comparés avec le 
profil théorique. Le profil de la surface est également comparé à celui issu de la méthode 
d’apprentissage par détection de temps de vol. Nous constatons sur la Figure 1-27 que la 
surface obtenue par imagerie synthétique se superpose très bien à la surface théorique. Ce 
n’est pas le cas du profil obtenu par la méthode de détection des temps de vol qui s’avère être 
moins précise pour reconstruire la jonction entre la partie plane de la pièce et le bourrelet. Un 
écart de 0,35 mm entre le profil reconstruit et le profil théorique est mesuré dans ce cas de 
figure. 
La Figure 1-28 compare le profil théorique du fond de pièce avec le profil issu de la 
nouvelle méthode. On remarque que les résultats issus de la méthode FTP sont moins précis 
que ceux que nous avons obtenus pour la surface. Le fond incliné à 10° est très bien 
reconstruit alors que ce n’est pas le cas du cordon de soudure. Ce résultat n’est pas surprenant, 
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car comme le montre la Figure 1-26(b), le bas du cordon n’est quasiment pas imagé. L’image 
ne fait pas ressortir d’information sur cette partie de la pièce à cause de sa géométrie et de la 






Figure 1-26 : Imagerie FTP de la pièce au profil complexe. (a) Image FTP de la surface, (b) 




Figure 1-27 : Comparaison des profils de la surface de la pièce. Le profil théorique est en 





Figure 1-28 : Comparaison des profils du fond de la pièce. Le profil théorique est en rouge, 





3.2. Paramètres de contrôle et de mesures 
 
3.2.1. Configurations de contrôle 
 
Les méthodes décrites dans ce chapitre sont évaluées sur leur capacité à détecter et imager 
deux types de défauts (volumiques et de type fissure) situés dans une pièce de géométrie 
complexe au contact et en immersion. La position des traducteurs est choisie de manière à 
pouvoir détecter l’entaille avec un angle de 45°. Elle nous permet aussi d’étudier l’influence 
de la complexité de la surface puisqu’elle place le centre des capteurs à la jonction entre la 
partie plane et le bourrelet de soudure. La Figure 1-29(a) illustre la configuration en 
immersion tandis que la Figure 1-29(b) montre celle au contact. 
 
 
  (a)                                  (b) 
Figure 1-29 : Configuration expérimentale de contrôle (a) en immersion, (b) au contact. 
 
Les expérimentations menées au contact ont été réalisées à l’aide d’un traducteur flexible 
composé de 24 éléments fonctionnant à la fréquence centrale de 4 MHz. Le pas inter-éléments 
étant de 0,9 mm, l’ouverture du capteur vaut donc 21,3 mm. En immersion, les acquisitions 
sont réalisées à l’aide d’une barrette composée de 128 éléments inter-espacés de 0,6 mm et 
fonctionnant à la fréquence centrale de 5 MHz. La hauteur d’eau utilisée est de 20 mm. Afin 
de comparer les différents résultats, l’ouverture active de la barrette en immersion a été 
réduite à 36 éléments pour conserver des caractéristiques de faisceau équivalentes en 
immersion et au contact. Avec cette ouverture, les faisceaux simulés avec CIVA (focalisation 
selon 0° à 30 mm de profondeur) sur la Figure 1-30, sont très proches. Les caractéristiques 
des faisceaux à -3 dB sont reportées dans le Tableau 1-2 pour les configurations contact et 
immersion.  
 
Tableau 1-2 : Caractéristiques physiques de la tache focale à -3dB des champs simulés avec 
le TCI et le capteur standard. 
 TCI Capteur standard 
Largeur de la tâche focale (mm) 1,72 1,74 
Longueur de tâche focale (mm) 17,44 21,16 








Figure 1-30 : Simulation du champ acoustique émis (a) par le Traducteur Contact 
Intelligent, (b) par le capteur en immersion. 
 
               
Les réglages appliqués aux différentes méthodes employées sont repris dans le Tableau 1-3.  
 
 
Tableau 1-3 : Réglages appliqués expérimentalement. 





DDF + balayage 
électronique FTP DORT 
Balayage de -60 à +60° 
pour les TG, -60° à 0° 
pour l’entaille 
 
Focalisation à 30 mm de 
profondeur 
Focalisation 




Émission : focalisation 
angle (-45°) et profondeur 
(30 mm) 
 
Réception : focalisation  
dynamique (entre 20 et 40 
mm par pas de 1 mm) le 
long de l’axe de tir défini 





3.2.2. Étalonnage et mesure de bruit  
 
Les capacités de chacune des méthodes sont quantifiées par des mesures d’amplitude et de 
Rapport Signal à Bruit (RSB). Ces deux mesures sont exprimées en décibel (dB). 
Les amplitudes reportées dans la suite ont pour référence l’amplitude maximale mesurée sur 
l’Ascan (pour les méthodes échographiques), ou bien l’image FTP obtenue lorsque le Trou 
Génératrice n°5 (TG5) est détecté à 45° avec le capteur situé au-dessus de la partie plane de la 




Figure 1-31 : Configuration de mesure de l’amplitude de référence. L’amplitude maximale 
est mesurée sur le signal du Trou Génératrice (TG) n°5 détecté à 45°. 
 













RSB 10log20  (1-23) 
 
où 
signalA  correspond à l’amplitude maximale mesurée sur l’écho de défaut, tandis que bruitA
correspond à l’amplitude du bruit mesurée à proximité du défaut. Le niveau de bruit retenu est 
égal au niveau de bruit maximal (en valeur absolue) mesuré diminué de 3 dB (Figure 1-32). 
 
 
Figure 1-32 : Protocole de mesure des rapports signal à bruit. 
 
 
3.3. Évaluation avec des défauts canoniques : trous génératrices 
 
3.3.1. Résultats expérimentaux 
 
Les méthodes d’inspection présentées plus tôt dans ce chapitre sont évaluées, dans un 
premier temps, sur leur capacité à détecter et imager un défaut volumique artificiel de type 
Trou Génératrice (TG).  
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Les Figures 1-33 à 1-36 présentent les images fournies par les trois méthodes 
échographiques standards (balayage angulaire, balayage électronique et DDF) et l’imagerie 
FTP dans la configuration immersion. Le Tableau 1-4 reprend les mesures d’amplitude et de 
RSB effectuées pour chaque TG de la pièce. 
Compte tenu de la faible ouverture du traducteur flexible (24 éléments), le balayage 
électronique présente peu d’intérêt pour l’imagerie au contact. Nous nous contentons donc de 
présenter le résultat obtenu en balayage mécanique (Figure 1-37). Puisque pour les autres 
méthodes d’inspection (balayage angulaire, balayage électronique, FTP), la configuration de 
contrôle (immersion ou contact) ne modifie pas significativement les résultats obtenus, seuls 





Figure 1-33 : Bscan sectoriel obtenu 
par balayage angulaire de -60 à 60°. 
Figure 1-34 : Bscan électronique avec 








Figure 1-35 : Bscan électronique avec 
focalisation à 45° en émission et algorithme 
de focalisation dynamique en réception. 
Figure 1-36 : Images FTP des 5 TG avec 







Tableau 1-4 : Amplitude et RSB mesurés en immersion pour la série de TG. 
 Balayage angulaire Balayage électronique DDF FTP 
Amplitude 
(dB) 
TG1 Non détecté -4 -4 -19 
TG2 -7 -7 -6 -5 
TG3 6 -1 -1 8 
TG4 7 Non détecté  Non détecté 9 
TG5 -5 Non détecté  Non détecté  -3 
RSB (dB) 
TG1 Non détecté 36 36 6 
TG2 30 27 28 16 
TG3 43 39 39 29 
TG4 45 Non détecté Non détecté 30 
TG5 32 Non détecté Non détecté 18 
 
Dans un premier temps, l’analyse qualitative des Bscans et des images obtenues montre 
que, selon la méthode employée, le nombre de TGs détectés et imagés n’est pas le même. 
Ainsi, alors que l’imagerie FTP et le balayage angulaire rendent possible le contrôle de tous 
les TGs de la pièce (excepté le TG1 pour le balayage angulaire), le balayage électronique, 
avec ou sans DDF, est limité à la détection des 3 premiers défauts. 
Le balayage angulaire et l’imagerie FTP fournissent des images dont les dimensions ne 
sont pas limitées par le nombre d’éléments du traducteur employé. Ces deux méthodes 
exploitent la directivité des éléments et les capacités de déviation du faisceau acoustique 
(balayage angulaire) pour obtenir l’image d’un défaut localisé en dehors de l’ouverture du 
capteur. Les dimensions de l’image dépendent uniquement des paramètres choisis par 
l’expérimentateur (plage angulaire pour le balayage angulaire ou définition de la région 
d’intérêt pour l’imagerie FTP). La taille de la zone à imager peut être donc aussi grande que 
souhaitée mais la qualité d’image, en termes de niveau de détection, n’est pas uniforme sur 
l’ensemble de l’image. En effet, on voit sur les images issues de ces deux méthodes (Figure 
1-33 et Figure 1-36) que les défauts situés en dehors de l’ouverture du capteur (TG1, TG2 et 
TG5) sont moins bien imagés que les TG3 et TG4 qui sont localisés sous le traducteur. Cela 
se traduit par d’importants écarts d’amplitudes (Tableau 1-4). Plus un défaut est éloigné de 
l’ouverture du capteur, plus sa détection sera mauvaise compte tenu de la directivité des 
éléments. De plus, dans le cas présent, la géométrie de la pièce influe aussi sur la qualité de 
l’imagerie. Alors que le TG1 et le TG5 sont situés à des distances quasiment équivalentes de 
l’axe du capteur, on remarque sur l’image FTP que le TG1 (situé sous la partie complexe) est 
moins bien imagé que le TG5 (situé sous la partie plane).  
Le balayage angulaire et la FTP ont donc comme point commun de pouvoir imager une 
zone étendue. Les différences d’amplitudes mesurées entre les TGs sont liées à leur position 
dans la pièce et à leur position par rapport à l’ouverture du capteur. Néanmoins, ces deux 
méthodes diffèrent au niveau de la résolution de l’image et du Rapport Signal à Bruit. Ainsi, 
même avec un nombre de tirs réduit (32 tirs, au lieu de 120 pour le balayage angulaire), 
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l’algorithme d’imagerie synthétique génère une image plus résolue et cela pour tous les points 
de la région imagée. Ce n’est pas le cas du balayage angulaire pour lequel la résolution est 
optimisée uniquement à la profondeur de focalisation et pour un nombre de tirs plus important 
(120 tirs). Les deux méthodes se différencient aussi par les niveaux de RSB mesurés. Le 
Tableau 1-4 montre que les images FTP sont caractérisées par un faible RSB 
comparativement à la méthode d’imagerie conventionnelle. Le balayage angulaire fournit des 
images avec un RSB supérieur d’environ 14 dB par rapport à celui mesuré sur les images 
FTP. Ce résultat est en accord avec la théorie. En effet, dans un système d’acquisition, le 
signal est proportionnel au nombre d’éléments participant, par tir, en émission (Ne) tandis que 
le bruit est inversement proportionnel à la racine carrée du nombre de signaux reçus (Nr) [18, 














 éch e ro
SignalRSB N N
Bruit
= ∝  (1-26) 
 
Les acquisitions FMC post-traitées dans l’imagerie FTP n’utilisent qu’un seul élément par 
tir ( 1eN = ). Le nombre de signaux, Nr, pour former l’image est donné par les dimensions de 
la matrice K(t), soit Nt × Nrecep où Nt est le nombre de tirs et Nrecep le nombre d’éléments 
utilisés en réception. Par conséquent, le RSB d’un système d’imagerie synthétique est 
proportionnel à la racine carrée du produit du nombre d’éléments récepteurs avec celui du 
nombre de tirs :  
 
 
 FTP t recepRSB N N∝ . (1-27) 
 
Si l’on considère une barrette linéaire de N éléments, en mode échographique standard on 
a e rN N N= = , l’équation (1-26) s’écrit donc : 
 
 échoRSB N N= .  (1-28) 
 
Par contre, pour l’imagerie FTP, on a t recepN N N= = , donc l’équation (1-27) devient : 
 




Ainsi, si l’on compare les équations (1-28) et (1-29), on remarque que le RSB d’une 
image FTP est plus faible d’un facteur N  par rapport à celui d’un système d’imagerie 
conventionnelle. Dans notre cas de figure, avec 36N = , l’écart de RSB vaut en théorie 
20 log( ) 15N = dB. Cette valeur théorique est quasi conforme à celle expérimentale (14 
dB).  
 
Dans le cas d’un balayage électronique, que la réception soit focalisée en un seul point ou 
effectuée dynamiquement sur plusieurs profondeurs, les Bscans obtenus sont similaires : Ils 
imagent uniquement les 3 premiers TGs. Les TG4 et TG5 ne sont pas détectés compte tenu 
des réglages appliqués (plus particulièrement l’angle de tir) et de l’ouverture du traducteur 
employé. En effet, la taille des Bscans issus d’un balayage électronique dépend du nombre 
d’éléments composant le capteur sur lequel s’effectue le déplacement de la sous-ouverture 
émettrice. Avec un capteur possédant 128 éléments, le déplacement d’une sous-ouverture 
active de 36 éléments avec un pas de 1 élément n’autorise que 93 positions, ce qui limite la 
largeur du Bscan à 55 mm environ (93 x 0,6mm).  
Le Tableau 1-4 montre que les relevés d’amplitude et de RSB effectués sur les Bscans 
issus des deux méthodes sont identiques. La configuration dans laquelle sont disposés les 
trous génératrices dans la pièce (tous à 30 mm de profondeur) ne met pas en avant de 
différence entre les deux techniques. La focalisation dynamique n’apporte pas ici 
d’amélioration significative de la qualité de l’image obtenue. Ainsi, quelle que soit la 
méthode employée, on remarque que le TG3 reste le défaut le mieux détecté (-1 dB) alors que 
le TG2 est le moins bien détecté (-7 dB). Cet écart est essentiellement dû à la géométrie de la 
pièce. En effet, la sous-ouverture est située au-dessus de la partie plane lorsque le TG3 est 
détecté à 45°. Il s’agit de la même configuration avec laquelle on a mesuré la référence ce qui 
explique pourquoi on ne mesure que très peu de différence (-1 dB). Ce n’est pas le cas du 
TG2 qui est détecté alors que la sous-ouverture se situe au-dessus de la jonction entre la partie 
plane et le cordon de soudure. Il s’agit de la partie de la pièce pour laquelle la détection est la 
plus faible, compte tenu de la complexité de la surface et de l’épaisseur de pièce plus longue à 
parcourir. Le balayage électronique (avec ou sans DDF) est une méthode adaptée à 
l’inspection de pièces à géométrie complexe. En effet, il remplace électroniquement un axe de 
balayage mécanique lorsqu’il n’est pas possible de déplacer et d’assurer un couplage optimal 
entre les irrégularités du profil rencontré et le traducteur (rigide). Le problème ne se pose 
cependant pas pour les traducteurs flexibles. La Figure 1-37 présente le résultat du  Bscan 
mécanique produit par le déplacement sur la pièce du traducteur flexible décrit à la section 
1.4.2. Les paramètres d’acquisition sont identiques à ceux appliqués en immersion 
(focalisation à 45° et 30 mm de profondeur en émission et la réception). Le Tableau 1-5 
reprend les amplitudes et les RSB mesurés sur le Bscan mécanique. Il montre que, 
contrairement au contrôle en immersion par balayage électronique, tous les TGs sont détectés, 
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avec la même amplitude (±2 dB). En adaptant à la géométrie locale de la pièce les lois de 
retards qui maintiennent constantes les caractéristiques du faisceau ultrasonore le long du 
déplacement, le profilomètre permet de détecter l’ensemble des défauts de manière 
équivalente.  
A la différence du balayage mécanique dont la résolution des images est déterminée par le 
pas d’acquisition (ici 0,5 mm) la résolution des images issues d’un balayage électronique 
dépend du pas du capteur (ici égal à 0,6 mm). Compte tenu de la largeur de la tache focale 




Figure 1-37 : Bscan mécanique avec le Traducteur 
Contact Intelligent et une  focalisation à 45°. 
 
 
Tableau 1-5 : Amplitude et RSB mesurés au contact pour la série de TGs. L’amplitude de 
référence est  mesurée sur le Ascan correspondant à la détection en ondes longitudinales à 45° 
du TG1, avec le TCI posé sur la partie plane de la pièce 
 Amplitude (dB) RSB (dB) 
TG1 -2 26 
TG2 -2 26 
TG3 -4 26 
TG4 -4 26 
TG5 Non détecté Non détecté 
 
La méthode DORT est une méthode de détection et d’autofocalisation qui, contrairement 
aux méthodes échographiques standards et à l’imagerie par focalisation synthétique, ne 
fournit pas d’image des défauts. Cependant, nous verrons dans le chapitre 3 qu’elle peut être 
utilisée pour améliorer significativement l’imagerie FTP. Pour l’instant, il s’agit d’évaluer les 
capacités de détection de la méthode DORT dans le cas d’une pièce complexe en immersion. 
En pratique, pour appliquer le traitement DORT, on sélectionne une fenêtre temporelle de 
traitement supposée contenir les échos d’éventuels défauts. Cette fenêtre est choisie en 
observant les Bscans voies (représentation des signaux élémentaires reçus par tous les 
éléments) issus de l’acquisition FMC. La Figure 1-38 illustre le choix de la fenêtre temporelle 
en prenant pour exemple les Bscans voies enregistrés pour les séquences 1, 18 et 36. 
L’analyse de l’ensemble des 36 Bscans conduit à la sélection d’une fenêtre temporelle 






Figure 1-38 : Bscans voies pour les séquences 1, 18 et 36. 
 
 
Le Tableau 1-6 regroupe les résultats apportés par la méthode DORT appliquée à la 
détection des TGs de la pièce. 
La SVD de la matrice de transfert K(ω) a été effectuée dans la bande passante du capteur, 
de 3 à 7 MHz. On obtient la distribution des valeurs singulières sur la Figure 1-39 dans 
laquelle on voit clairement le détachement des deux premières valeurs singulières (courbes 
bleues et vertes). Compte tenu de la fenêtre temporelle choisie et de la position des TG3 et 
TG4 par rapport au capteur (les défauts sont situés sous l’ouverture du traducteur), on peut 
légitimement supposer que ces valeurs singulières sont associées à ces deux défauts. Pour le 
confirmer, les lois de retards associées aux deux premières valeurs singulières ont été 
calculées à la fréquence pour laquelle on observe le détachement le plus fort. Ces lois, 
obtenues expérimentalement et sans connaissance a priori de la géométrie de la pièce, sont 
extraites de la phase des deux premiers vecteurs singuliers à la fréquence 4,5  MHzf = . Elles 
sont alors comparées avec les lois calculées avec CIVA pour focaliser sur chacun des défauts. 
La Figure 1-40 et la Figure 1-41 montrent la bonne superposition des différentes lois et 
confirment que les deux défauts détectés sont effectivement les TG3 et TG4. Le résultat du 
calcul de champ réalisé avec les lois de retards obtenues expérimentalement est présenté sur la 
Figure 1-42. Comme attendu, les faisceaux sont bien focalisés à l’emplacement des TG3 et 
TG4. Ces résultats confirment que la méthode DORT est une méthode efficace de détection et 
de focalisation ne nécessitant pas la connaissance du profil de la pièce lorsqu’elle est 
appliquée à des défauts ayant un rayonnement isotrope. 
 
Il est à noter que les TG1 et TG2 sont plus difficilement détectables. Pour y parvenir, la 
fenêtre de traitement DORT doit être suffisamment longue pour inclure les échos des défauts 
les plus éloignés. La fenêtre contient alors l’écho de fond de pièce qui, sur la distribution des 
valeurs singulières, va faire apparaître un continuum de valeurs singulières plus fortes que 





Tableau 1-6 : Résultats fournis la méthode DORT appliquée à la détection des TG. 
 
 
Figure 1-39 : Distribution des valeurs 
singulières dans la bande-passante du 
traducteur. 
Figure 1-40 : Comparaison de la loi de retards 
calculée avec CIVA pour focaliser sur le TG3 (en 




Figure 1-41 : Comparaison de la loi de 
retards calculée avec CIVA pour focaliser 
sur le TG4 (en rouge) avec celle fournie 
par la méthode DORT (en bleu). 
Figure 1-42 : Image des champs générés par les 
lois de retards issues de la méthode DORT 





Les méthodes d’inspection présentées dans la section 2 ont été appliquées à la détection et 
l’imagerie de défauts volumiques dans une pièce de géométrie complexe. Le Tableau 1-7 
regroupe les avantages et inconvénients constatés lors de l’étude. La méthode de balayage 
angulaire et l’imagerie FTP sont les techniques les mieux adaptées pour détecter les TGs, 
notamment en immersion. En effet, bien que nous ayons démontré que la méthode DORT 
était une méthode de détection efficace et qui, à la différence des autres techniques, 





Tableau 1-7 : Avantages et inconvénients des méthodes de CND étudiées appliquées à la 
détection de TG dans une pièce de géométrie complexe. 
 Avantages Inconvénients 
Balayage angulaire focalisé 
Bon RSB 
Secteur inspecté large 
 
Taille et résolution du Bscan 
angulaire limité par le nombre 
de tirs 
Focalisation à une seule 
profondeur 
Balayage électronique focalisé Bon RSB 
Taille du Bscan angulaire 
limité par l’ouverture du 
capteur 




Focalisation sur plusieurs 
profondeurs selon un axe de tir 
Taille du Bscan angulaire 




Image haute résolution 
(focalisation en tous points de 
l’image) 
Taille de la zone à imager 
« illimitée » 
RSB inférieur à celui mesuré 
sur les Bscans 
Nombre de données à post-
traiter 
DORT 
Détection et focalisation sans 
connaissance précise de la 
géométrie de la pièce 
Pas d’image 
Nombre de données à post-
traiter 
 
Le balayage électronique, avec ou sans DDF, fournit des images dont la dimension 
latérale est restreinte par l’ouverture du traducteur. Ce n’est pas le cas pour le balayage 
angulaire et l’imagerie FTP qui exploitent la directivité des éléments et les capacités de 
déviation des technologies multiéléments pour générer des images de grande taille. 
Néanmoins, ces deux méthodes diffèrent sur 3 points : le temps de calcul, la résolution des 
images, et le Rapport Signal à Bruit. 
Le principal inconvénient de l’imagerie FTP est le grand nombre de données à traiter pour 
construire une image. Contrairement à l’algorithme de balayage angulaire, embarqué dans les 
systèmes d’acquisition actuels, la détection et l’imagerie des défauts par Focalisation en Tous 
Points ne sont pas immédiates. Néanmoins, l’algorithme FTP permet d’imager une grande 
zone avec une résolution optimale en tous ses points. Ce n’est pas le cas des images 
échographiques pour lesquelles la résolution est maximale uniquement aux points de 
focalisation. Cette résolution est limitée par le nombre de tirs pour le balayage angulaire, et 
par le pas inter-éléments du traducteur pour les Bscans produits par balayage électroniques. 
Nous avons aussi constaté que les images échographiques produites par balayage 
échographique présentent un rapport signal à bruit plus élevé que les images FTP. 
Néanmoins, compte tenu de la nature peu bruitée du matériau constituant la pièce, cette 




3.4. Evaluation sur un défaut de type fissure : petite entaille inclinée 
 
Dans le paragraphe 3.3, les différentes méthodes de CND ont été évaluées sur des défauts 
volumiques. Ici, nous présenterons les résultats obtenus lorsque ces mêmes méthodes sont 
utilisées pour détecter un défaut plus réaliste, à savoir une entaille de hauteur 3,5 mm, inclinée 
selon un angle de 20° et située à proximité d’une géométrie représentant un cordon de 
soudure. Cette étude permettra d’évaluer le potentiel des différentes méthodes pour des 
applications industrielles visant à détecter des défauts de type fissures se formant au sein des 
soudures. 
 
3.4.1. Résultats expérimentaux  
 
Les Figures 1-43 à 1-46 présentent les images fournies par les trois méthodes 
échographiques standards (balayage angulaire, balayage électronique et DDF) et l’imagerie 
FTP, dans la configuration immersion. Les résultats obtenus avec le TCI étant très proches, 
nous ne les présentons pas ici, par souci de clarté. Les relevés d’amplitude et de RSB sont 
repris dans le Tableau 1-8.  
 
 
Tableau 1-8 : Amplitude et RSB mesurés sur l’entaille. Les amplitudes sont référencées par 
rapport à l’amplitude de référence c’est-à-dire celle mesurée sur le TG1 détecté à 45° avec le 










Echo de coin -9 -12 -12 2 
Echo de 
diffraction -21 -23 -24 -9 
RSB (dB) 
Echo de coin 24 25 25 13 
Echo de 
diffraction 16 17 16 4 
 
 
Que ce soit avec les méthodes échographiques standards (Figure 1-43 à Figure 1-45) ou 
par imagerie FTP (Figure 1-46), il est possible de détecter et d’imager l’entaille. En mode 
direct LL, l’entaille est caractérisée par deux échos de diffraction, celui provenant du haut de 
l’entaille et celui provenant du bas de l’entaille (communément appelé écho de coin). Dans 
notre configuration et pour toutes les techniques d’imagerie testées, l’écho de coin produit une 







Balayage angulaire focalisé zoom 
 
 
Figure 1-43 : Bscan sectoriel obtenu par balayage angulaire de 0 à 60°. 
 
Balayage électronique Zoom 
 
 
Figure 1-44 : Bscan électronique avec focalisation à 45°. 
 
 
Balayage électronique avec DDF Zoom 
 
 










Figure 1-46 : Images FTP de l’entaille (a) en mode direct Longitudinal-Longitudinal, (b) en 
mode écho de coin Transverse-Transverse-Longitudinal.  
 
 
Le Tableau 1-8 montre que les amplitudes et les RSB mesurés sur les Bscans issus des 
trois méthodes échographiques sont identiques à 3 dB près. Malgré cela, l’analyse qualitative 
des trois Bscans fait apparaître quelques différences. Ainsi, la méthode de balayage angulaire 
est celle qui fournit une image de l’entaille la plus « claire », c'est-à-dire pour laquelle les 
échos de diffraction sont les mieux imagés, les mieux résolus. En effet, le balayage angulaire 
permet d’attaquer le défaut selon plusieurs directions, ce qui s’avère particulièrement efficace 
lorsque ce dernier est incliné. Ce n’est pas le cas des méthodes de balayage électronique où 
l’angle de tir reste fixe le long du déplacement. Par ailleurs, que la réception soit focalisée en 
une profondeur ou qu’elle soit focalisée dynamiquement en plusieurs profondeurs, on obtient 
quasiment les mêmes Bscans. Les mesures d’amplitude et de RSB sont les mêmes au dB près. 
Néanmoins, on relève une légère différence au niveau de l’écho de diffraction du haut de 
l’entaille. Ce dernier apparaît légèrement moins résolu, moins « net » sans DDF. Cette 
différence, bien que minime, est due à la focalisation en plusieurs points en réception. 
L’entaille mesurant 3,5 mm (soit environ 3 longueurs d’onde (3λ ), les points de focalisation 
placés tous les millimètres (≈ 0,9λ) assurent une résolution maximale sur toute la longueur de 
l’entaille. 
A la différence des méthodes échographiques standards, l’imagerie FTP fournit deux 
représentations de l’entaille. La reconstruction en mode direct LL (Figure 1-46(a)), donne une 
image « classique » de l’entaille, qui reste caractérisée par ses deux échos de diffraction. Au 
contraire, la reconstruction en mode écho de coin TTL permet d’imager l’entaille sur toute sa 
longueur (Figure 1-46(b)). Par ailleurs, on peut noter que, contrairement au mode direct, le 
mode écho de coin permet de s’affranchir de l’écho du cordon de soudure. La prise en compte 
du rebond de l’onde sur le fond de la pièce améliore donc la caractérisation du défaut et 
permet de s’affranchir de l’écho de géométrie lié au fond de la pièce (seule la signature 
acoustique du défaut est présente). 
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En dernière remarque sur les résultats fournis par FTP, on vérifie à nouveau  que les 
images obtenues par imagerie synthétique présentent un RSB plus faible que celui de la 
méthode échographique de balayage angulaire. On constate ici une différence de 12 dB entre 
les deux images. 
 
Nous avons montré dans la section 3.3 l’efficacité de la méthode DORT pour détecter et 
focaliser sur des défauts volumiques localisés sous une surface complexe. Ici, nous évaluons 
ses capacités à détecter un défaut de type fissure, débouchant en fond de pièce. Ainsi, notre 
étude se distingue de celles menées [14,24,18,23,25] sur la méthode DORT, qui portent 
majoritairement sur la détection et caractérisation de petits défauts volumiques (plus petits par 
rapport à la longueur d’onde), éloignés des interfaces de la pièce dans laquelle ils se trouvent. 
Les défauts rencontrés sur site présentent peu de similitudes avec ces défauts artificiels [20] . 
Il s’agit le plus souvent de fissures, apparaissant et se propageant à la racine d’un cordon de 
soudure, qu’il faut détecter le plus tôt possible avant rupture de la pièce. 
En immersion, la méthode DORT ne nous a pas permis de détecter l’entaille. La 
distribution des valeurs singulières obtenue est un continuum. Ce résultat est caractéristique 
du traitement DORT en présence d’une interface (ici le fond) [23]. Il est alors difficile de 
conclure sur la présence ou non d’un défaut puisqu’il n’y a pas de réel détachement d’une 
valeur singulière par rapport aux autres. De plus, comme l’écho d’interface est beaucoup plus 
fort que celui du défaut, les valeurs singulières du fond dominent celles de l’entaille. Dans le 
but d’améliorer la détection de petits défauts proches d’une interface, Robert et al. proposent 
l’utilisation de la méthode DORT-1bit [23]. Dans la pratique, elle consiste à n’enregistrer que 
le signe des signaux inter-éléments reçus : si ( ) 0nmk t <  alors 1 ( ) 1bitnmk t− = + , si ( ) 0nmk t >  alors 
1)(1 −=− tk bitij . Cette méthode, validée dans une configuration simple (capteur au contact d’une 
surface plane et défauts localisés sous l’ouverture du capteur), n’a pas montré son efficacité 
lorsque nous l’avons appliquée, en immersion pour détecter notre défaut situé à 45° du 
capteur sous une surface complexe.  
La méthode DORT, appliquée au contact, fournit les résultats intéressants présentés sur la 
Figure 1-47. La SVD calculée entre 3 et 7 MHz, donne la distribution des valeurs singulières 
de la Figure 1-47(a). On constate qu’une valeur singulière est nettement plus forte (courbe 
rouge) que les autres. La loi de retards associée, extraite du vecteur propre à 4 MHz, est 
similaire à la loi théorique calculée avec CIVA pour focaliser sur le bas de l’entaille (Figure 
1-48). Cela confirme que la première valeur singulière est bien associée à notre défaut. Le 
résultat du calcul de champ réalisé avec CIVA en appliquant la loi de retards fournie par 
DORT est donné sur la Figure 1-49. Comme attendu, le faisceau est bien orienté vers 
l’entaille (Figure 1-49(a)). La Figure 1-49(b) est une image du champ instantané pris à un 
temps correspondant au temps de vol pour capteur/entaille. On peut voir que le champ 
instantané est bien localisé sur l’entaille. 
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On précise que la fenêtre temporelle utilisée pour obtenir la SVD de la Figure 1-47(a) a 
été choisie pour contenir les échos situés à des temps de vol proches du temps de vol 
défaut/capteur. Sa largeur a été définie pour minimiser la proportion des échos du fond de 
pièce et du cordon de soudure. En effet, selon que la fenêtre contienne ou pas des échos du 
fond et du cordon de soudure, la distribution des valeurs singulières change énormément. 
Ainsi, une fenêtre temporelle plus large génère la distribution de la Figure 1-47 (b). Elle 
diffère énormément de celle obtenue avec une fenêtre plus étroite (Figure 1-47(a)) qui montre 
un continuum de valeurs singulières d’amplitudes proches. Des calculs de champs ont 
confirmé que les premiers vecteurs propres associés aux premières valeurs singulières ne 
permettaient pas de focaliser sur l’entaille mais plutôt sur le fond de la pièce.  
 
Au vu de ces résultats, on peut affirmer qu’il est possible grâce à la méthode DORT de 
détecter des défauts de type fissure localisés dans une pièce au profil complexe. Néanmoins, 
on aura aussi pu se rendre compte que la méthode DORT pouvait être très sensible lorsqu’elle 
est appliquée à ce type de configuration où le défaut est à proximité d’une interface fortement 
échogène. Elle perd ainsi la robustesse dont elle peut faire preuve lorsqu’elle est utilisée dans 






Figure 1-47 : Distribution des valeurs singulières (a) avec une fenêtre temporelle ajustée, (b) 






Figure 1-48 : Comparaison de la loi de retards calculée avec CIVA (en noir) avec celle 







Figure 1-49 : Champ généré par la loi de retards issue de la méthode DORT. (a) faisceau 





Les méthodes de CND par ultrasons présentées dans la section 2 ont été appliquées à la 
détection et l’imagerie d’une entaille débouchant sur le fond d’une pièce de géométrie 
complexe (surface et fond). Cette étude a permis de confirmer et de compléter la liste des 
avantages et inconvénients que nous avions relevés lorsque les méthodes ont été appliquées à 
la détection de défauts volumiques de type TGs. 
Nous avons évalué les performances de détection de la méthode DORT sur  une entaille 
située en fond de pièce. Si un tel défaut a pu être détecté, l’étude a également permis de nous 
rendre compte des inconvénients inhérents à la mise en œuvre de cette technique. En effet, la 
nature du défaut (défaut de type fissure) ainsi que sa position dans la pièce complexe 
(débouchante sur le fond) influe notablement sur la sensibilité de la méthode. Ainsi, pour être 




Toutes les méthodes d’imagerie échographiques standards permettent de détecter et 
d’imager l’entaille, qui est alors caractérisée par deux échos de diffraction. Les performances 
de détection de ces méthodes sont très proches. En effet, les relevés d’amplitude et de RSB 
montrent moins de 3 dB de différence. Cependant, qualitativement, la méthode de balayage 
angulaire est celle qui fournit le Bscan de meilleure qualité. Elle apparaît ainsi comme la 
technique la mieux adaptée pour imager un défaut incliné car la multitude des angles 
d’attaque maximise les chances de détection et améliore l’imagerie. 
 
Tableau 1-9 : Avantages et inconvénients des méthodes de CND appliquées à la détection 
d’une entaille inclinée dans une pièce de géométrie complexe.  





Secteur inspecté large 
Angles d’attaque permettant une meilleure 
détection des défauts inclinés 
Taille et résolution du Bscan 
angulaire limité par le nombre de tirs 





Légère perte de résolution selon la 
profondeur 
Taille du Bscan angulaire limité par 
l’ouverture du capteur 
Focalisation à une seule profondeur 
Un seul angle d’attaque 
DDF 
Bon RSB 
Focalisation sur plusieurs profondeurs 
selon un axe de tir 
Résolution quasi constante en fonction de 
la profondeur 
Taille du Bscan angulaire limité par 
l’ouverture du capteur 
Cadence de tir plus faible que les 
autres méthodes échographiques 
FTP 
Image haute résolution (focalisation en tous 
points de l’image) 
Taille de la zone à imager « illimitée » 
Angle d’attaque synthétique illimité 
Caractérisation de défauts étendus 
améliorée par le mode écho de coin 
Suppression des échos de géométrie 
Une acquisition FMC pour reconstruire 
profil et défauts d’une pièce 
RSB inférieur à celui mesuré sur les 
Bscans 
Nombre de données à post-traiter 
+cadence de tir pour les applications 
temps-réel 
DORT 
Détection et focalisation sans connaissance 
précise de la géométrie de la pièce 
Sensible au fenêtrage temporel 
Détection difficile pour des défauts de type 
fissure proche d’une interface 
Pas d’image 
Nombre de données à post-traiter 
+cadence de tir pour les applications 
temps-réel 
 
A la différence des méthodes d’imagerie conventionnelles, l’algorithme FTP fournit 
plusieurs représentations de l’entaille. En mode direct LL, l’image obtenue par focalisation 
synthétique diffère peu des images échographiques, car l’entaille reste caractérisée par ses 
deux échos de diffraction. Ce n’est pas le cas de la reconstruction en mode écho de coin TTL, 
qui fournit une toute autre image de l’entaille. La prise en compte du rebond de l’onde sur le 
fond de la pièce et de sa conversion de mode permet d’imager l’entaille sur toute sa longueur. 
Ce mode de reconstruction peut être utile pour confirmer un contrôle en mode direct, 
notamment lorsque l’écho de diffraction du haut du défaut est à peine plus fort que le niveau 
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de bruit. De plus, les échos de géométrie (écho du cordon et du fond de pièce) sont filtrés  et 
ne viennent pas compliquer la lecture des images comme en imagerie conventionnelle. 
L’algorithme FTP se distingue donc des méthodes échographiques standards et apparaît ainsi 
comme la technique la plus adaptée pour la détection et l’imagerie de l’entaille.  
 
 
4. Conclusion du chapitre 
 
Les principaux aspects du CND par ultrasons employant les techniques multiéléments ont 
été présentés dans ce chapitre. Nous avons commencé par un état de l’art des principales 
méthodes échographiques standards, puis nous avons présenté deux méthodes de post-
traitement de l’acquisition FMC : l’algorithme FTP et la méthode DORT. Ces méthodes ont 
été évaluées expérimentalement sur leur capacité à détecter et imager des défauts dans une 
pièce représentative des problématiques rencontrées dans l’industrie, à savoir une pièce avec 
une géométrie typique d’un bourrelet de soudure.  
Toutes les méthodes étudiées nécessitent une connaissance de la géométrie de la pièce, 
que ce soit pour le calcul des lois de retards (méthodes échographiques), des temps de vol 
(algorithme FTP), ou des fonctions de Green du milieu pour obtenir une image du champ 
émis (méthode DORT). La recherche de cette donnée nous a menés au développement d’une 
nouvelle méthode de reconstruction de géométrie basée sur l’imagerie FTP. Applicable en 
immersion, elle permet de retrouver le profil de la surface et du fond d’une pièce. Son 
évaluation a montré une plus grande robustesse et une plus grande précision de la 
reconstruction par rapport aux méthodes de l’état de l’art actuel.  
Les méthodes ont été comparées, dans un premier temps, sur leur capacité à détecter et 
imager des défauts volumiques (Trous Génératrices). Les avantages et les inconvénients de 
ces méthodes ont été relevés et complétés avec ceux mis en évidence grâce à une seconde 
étude plus proche des problématiques industrielles.  Les défauts volumiques ont été remplacés 
par une entaille de 3.5 mm inclinée de 20° et débouchant sur un cordon de soudure. Les 
résultats obtenus mettent en évidence la qualité de l’imagerie FTP sur les autres méthodes, 
que ce soit par la haute résolution des images ou par la caractérisation plus fine du défaut. De 
plus, nous avons montré que l’imagerie FTP peut être appliquée en mode adaptatif puisqu’elle 
permet, sur la base d’une seule et même acquisition FMC, d’accéder à la géométrie d’une 
pièce en immersion, puis de prendre en compte cette géométrie pour imager les défauts 
localisés sous la surface. La taille de la zone à imager n’est pas restreinte par la taille de 
l’ouverture du capteur comme peuvent l’être certaines méthodes conventionnelles. Les 
différents modes de reconstruction (mode direct, écho de coin ou indirect) permettent 
l’obtention de différentes représentations d’un même défaut, en particulier pour les défauts 
étendus. Ainsi, la reconstruction en mode écho de coin permet d’imager une entaille sur toute 
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sa longueur et permet aussi de s’affranchir des échos de géométrie que l’on retrouve en mode 
direct, ce qui améliore la caractérisation. Néanmoins, l’imagerie FTP souffre de quelques 
inconvénients. En premier lieu, la grande quantité de données à traiter pour obtenir une image 
FTP de haute qualité, ce qui est un frein à son application industrielle car limitant son 
exécution en temps-réel. Ensuite, le faible RSB qui caractérise les images FTP, 
comparativement aux méthodes échographiques standards. Cependant, appliquée à des 
matériaux homogènes et non bruités, l’imagerie synthétique génère des images de bonne 
qualité avec un RSB correct. Néanmoins, les matériaux industriels peuvent présenter un bruit 
de structure plus ou moins important, pouvant alors porter préjudice à la qualité de l’imagerie. 
L’étude comparative des méthodes multiéléments tend finalement à mettre en avant 
l’imagerie FTP pour ses meilleures performances. La suite des travaux présentés dans ce 
manuscrit a pour but de développer et d’optimiser l’imagerie FTP, en proposant des solutions 
pour pallier aux principaux inconvénients de la méthode. Le chapitre suivant présentera une 











Chapitre 2  : Réduction du nombre de 
données à traiter par l’algorithme FTP   
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Dans le chapitre précédent, nous sommes arrivés à la conclusion que, parmi les méthodes 
étudiées, l’algorithme FTP était le plus performant pour imager des défauts. Dans la 
littérature, on lui attribue quelquefois le qualificatif de « gold-standard » [26,13]. Cependant, 
par rapport aux méthodes échographiques standards, cet algorithme nécessite des appareils de 
contrôle à l’architecture électronique plus complexe et plus onéreuse. De plus, la technique 
s’applique le plus souvent en post-traitement des données numériques acquises, pour 
reconstruire et restituer une image. Une implémentation temps réel dans les systèmes 
d’acquisition s’avère donc difficile, de par la grande quantité de données à traiter (N² signaux 
pour un capteur de N éléments), et de par le nombre de tirs à réaliser (N tirs) pour former une 
image. Ce dernier point peut réduire drastiquement la cadence d’imagerie lorsque les capteurs 
possèdent un grand nombre d’éléments. Ainsi, nous présenterons dans ce chapitre une 
solution pour résoudre, dans une certaine mesure, ce problème. Cette solution consiste à 
réduire au maximum le nombre de tirs tout en conservant la qualité d’image issue d’une 
acquisition complète (acquisition FMC). En d’autres termes, la méthode permet de définir un 
réseau lacunaire, ou sparse array en anglais, où seule une partie des éléments du capteur est 
utilisée en émission. Pour déterminer le nombre et la position des éléments émetteurs, nous 
avons développé un algorithme itératif basé sur des calculs de champs ultrasonores simplifiés 
(Point Spread Function (PSF)). 
 
Ce chapitre commencera par une présentation, non exhaustive, des algorithmes existants 
pour définir un réseau lacunaire. Les notions théoriques d’apodisation, de PSF et d’ouverture 
effective seront présentées afin de mieux comprendre les méthodes liées aux traducteurs 
lacunaires présentes dans la littérature, qu’ils soient périodiques ou apériodiques.  
Nous considérerons, dans ce chapitre, les traducteurs apériodiques. L’objectif est de 
proposer un algorithme rapide pour déterminer le nombre minimal de tirs dans la FMC, ainsi 
que la position optimale des éléments émetteurs, pour générer une image FTP de qualité. En 
opposition à la FMC, l’acquisition incomplète des signaux inter-éléments sera nommée SMC 
pour Sparse Matrix Capture. L’algorithme d’optimisation de réseaux lacunaires sera présenté, 
puis comparé à un algorithme heuristique basé sur le recuit simulé [36,40,44,45]. Les résultats 
obtenus seront ensuite évalués expérimentalement. Pour commencer, la validation sera 
effectuée sur  une pièce homogène et non bruitée. Nous verrons qu’il est possible de diviser le 
nombre de tirs par 10 (par rapport à une acquisition FMC) sans perte visible de la qualité 
d’image. Néanmoins, les images SMC-FTP présentent un RSB plus faible que les images 
FMC-FTP standards. Cela devient problématique lorsque la pièce présente un bruit de 
structure important. Pour compenser partiellement cette perte nous avons utilisé des sources 
virtuelles (regroupement de plusieurs éléments adjacents transmettant une onde cylindrique 
plus puissante que celle émise par un seul élément). Ces dernières, déterminées à l’aide de la 
simulation, ont permis de constater une amélioration du  RSB des images SMC-FTP, même 
dans un matériau bruité.   
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1. Etat de l’art des méthodes d’optimisation des réseaux 
lacunaires   
 
Généralement, les capteurs linéaires multiéléments sont conçus avec un espacement inter-
éléments égal ou inférieur à une demi-longueur d’onde (λ/2), afin de satisfaire la condition de 
Nyquist  [27,28]. Cet espacement minimise la formation de lobes de réseaux résultant de la 
périodicité de la distribution des éléments. Ce phénomène apparaît pour des déviations 
angulaires importantes du faisceau ou lorsque la découpe du traducteur est grossière par 
rapport à la demi-longueur d’onde. C’est le cas en CND, où il n’est pas rare de rencontrer des 
capteurs dont l’espacement inter-éléments est supérieur à λ/2. 
 En imagerie ultrasonore, la résolution spatiale et le contraste peuvent être améliorés avec 
l’utilisation de capteurs de grande ouverture. Or, le respect de la condition de Nyquist, 
appliqué à de tels capteurs, nécessiterait d’y placer un grand nombre d’éléments. Ceci a pour 
inconvénient d’augmenter la quantité de données à traiter, ainsi que le nombre de tirs pour 
former une image. L’électronique des appareils de contrôle doit alors être plus perfectionnée 
et donc plus coûteuse, pour conserver des cadences d’imagerie acceptable. De plus, la 
réduction des coûts, que ce soit en imagerie médicale ou dans l’industrie, tend à restreindre le 
nombre de voies dans les systèmes d’acquisition multi-voies. Les sparse arrays, ou réseaux 
lacunaires, constituent une solution à ce problème puisqu’ils permettent de disposer d’une 
large ouverture, mais avec peu d’éléments. C’est dans ce contexte que la recherche sur de tels 
capteurs s’est développée dans les années 90, et tout particulièrement dans le domaine 
médical et radar.  
En CND, les théories visant à optimiser le découpage multiéléments d’un capteur ont deux 
utilités. La première est l’aide à la fabrication de capteurs multiéléments, dits « exotiques », 
possédant une grande ouverture mais peu d’éléments [29]. La seconde consiste à  déterminer 
quels éléments éteindre dans un capteur déjà conçu, mais possédant un trop grand nombre 
d’éléments pour faire de l’imagerie rapide (ou pour être compatible avec un système ne 
possédant pas suffisamment de voies) [30,31]. Un exemple de conception de capteur exotique 
est proposé dans le logiciel CIVA, où le découpage multiéléments obéit à une distribution de 
Poisson. Il est établit qu’une telle distribution permet d’éviter les problèmes d’aliasing causés 
par un échantillonnage ne respectant pas le critère de Nyquist.  
Dans ce chapitre, l’objectif n’est pas de concevoir un capteur exotique avec un découpage 
particulier, mais de déterminer quels éléments éteindre dans un réseau périodique 
conventionnel (de grande ouverture) possédant un trop grand nombre d’éléments. Le réseau 
incomplet est alors dit sparse ou lacunaire. Plusieurs méthodes ont été développées dans le 
but d’optimiser la position des éléments à conserver. Dans cette section, nous ferons une 
présentation non exhaustive de ces méthodes qui peuvent être groupées en deux catégories : 
celles cherchant à déterminer un réseau lacunaire périodique à partir d’un réseau déjà 
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périodique, et celles dédiées aux réseaux lacunaires apériodiques (définis également à partir 
de réseaux déjà périodiques). Mais avant cela, nous introduirons quelques notions théoriques 
sur lesquelles sont basées ces optimisations, à savoir le concept d’ouverture effective et celui 
de Point Spread Function (PSF ou en français, fonction d’étalement du point). 
 
 
1.1. Notions théoriques : apodisation, ouverture effective et PSF 
 
1.1.1.  Lien entre imagerie FTP, PSF et ouverture effective 
 
Les notions de PSF et d’ouverture effective peuvent être introduites en réécrivant 
l’algorithme FTP dans le domaine fréquentiel. Dans le chapitre 1, nous avons vu qu’il permet 
de focaliser synthétiquement en chaque point d’une zone d’intérêt en sommant de façon 
cohérente les N×N signaux inter-éléments knm(t) contenus dans la matrice K(t). L’équation (1-
15) permet de calculer l’amplitude A(P) de l’image en un point P de coordonnées (x, z). Elle 
peut être généralisée par la formule (2-30) prenant en compte les poids ou coefficients wtr(m) 
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La loi d’amplitude formée par l’ensemble des N poids wtr(m) ou  wre(n) appliqués aux 
éléments, en transmission ou en réception, est ce qu’on appelle communément une fonction 
ou fenêtre d’apodisation. Comme nous le verrons plus tard, l’utilisation de ces fenêtres  
modifie les caractéristiques physiques du champ émis par le traducteur et, par conséquent, 
influe sur la qualité de l’image (sa résolution et son contraste). 
 
Lorsque le traducteur est posé au contact d’une pièce homogène et isotrope, le temps de 
vol inter-éléments  se calcule simplement à partir des distances euclidiennes séparant les 
émetteurs m et les récepteurs n au point P. Avec les notations de la Figure 2-1, ce temps de 
vol s’écrit :  
 
 , (2-31) 
 
où et  sont respectivement la distance entre l’émetteur et le point P et celle entre le 















Figure 2-1 : Géométrique et notations utilisées pour introduire la PSF à partir de la 
formulation analytique de l’imagerie FTP. 
 
Dans le domaine fréquentiel, l’équation (2-30) peut s’écrire comme : 
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=∑∑∑ , (2-32) 
 
où knm(ω) représente le spectre fréquentiel des données acquises et dnm sont les coefficients de 
focalisation [32] tels que : 
 
 . (2-33) 
 
En faisant l’hypothèse que les réflecteurs sont localisés en champ lointain par rapport au 
capteur, c’est-à-dire tels que :  
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Ainsi, les expressions de et se simplifient comme suit : 
, ,( , ) exp ( )tr P re Pnmd P jk R Rω  = + 





, sintr P mR r x θ= −  (2-37) 
 
, sinre P nR r x θ= −  (2-38) 
 
où :  
 
tr
mx r md= =






nx r nd= =

,  (2-40) 
 
avec d l’espace inter-élément. 
 
Compte tenu de ces approximations, dans le domaine fréquentiel, l’amplitude d’un point P 
d’une image FTP (équation (2-32)) peut se réécrire comme : 
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=∑∑∑ , (2-41) 
où 
 ( ) [ ] [ ], ( ) ( ) exp sin exp sintr renm n mA w m w n jkx jkxω θ θ θ= − − . (2-42) 
 
Les deux premiers termes de l’équation (2-41) sont associés à la propagation radiale tandis 
que Anm(ω,θ) détermine, en champ lointain, la résolution angulaire  à la fréquence ω . La PSF 
est alors définie en sommant Anm(ω,θ) sur tous les couples émetteurs-récepteurs, ce qui 
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où λ est la longueur d’onde et θ l’angle mesuré depuis l’axe perpendiculaire au réseau.  
La PSF décrit la réponse du système d’imagerie (le réseau) à une source ponctuelle (le 
défaut) située en champ lointain [33]. En fonction de certaines de ses caractéristiques (largeur 
de son lobe principal et niveau de ses lobes secondaires), elle permet de prédire rapidement la 
qualité d’image (résolution latérale et contraste) fournie par un réseau.  
Par ailleurs, il est bien connu que la PSF d’un réseau, assimilable au champ en émission-
réception, s’exprime comme la transformée de Fourier de son ouverture. Ainsi, en posant 
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 avec p comme indice de fréquence, le champ W (en émission ou réception) 
peut s’écrire comme la Transformée de Fourier Discrète (TFD) de la fonction d’ouverture w : 
 
 
( ) ( ) ( )1   
0
2
exp ,p 0,  1,  , N 1
N
n





 = = − = … −∑    
.  (2-44) 
 
Ce résultat permet d’écrire l’équation (2-43) sous la forme : 
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PSF p W p W p
TFD w n w n
=
 = ⊗ 
 (2-45) 
 
La PSF correspond donc à la transformée de Fourier discrète du produit de convolution 
entre l’ouverture en émission et l’ouverture en réception. On appelle ouverture effective, , 
le produit : 
 
 ( ) ( ) ( )tr reERe n w n w n= ⊗ . (2-46) 
 
L’ouverture effective représente une ouverture virtuelle produisant un diagramme de 
rayonnement identique à celui du réseau en émission-réception [34,35,36]. La largeur du lobe 
principal de la PSF et le niveau de ses lobes secondaires déterminent les paramètres 
définissant la qualité des images (résolution latérale et contraste). Or, le diagramme de 
rayonnement est lui-même déterminé par la position des éléments (c'est-à-dire les ouvertures 
en émission et en réception). C’est pourquoi, dans la pratique, la relation simple qui relie 
ouverture effective et PSF est employée pour simplifier la définition et l’optimisation de 
réseaux lacunaires. 
Un capteur linéaire de N éléments, participant tous en émission et en réception (comme 
lors d’une acquisition FMC), possède une ouverture effective triangulaire dont la transformée 
de Fourier donne la PSF illustrée sur la Figure 2-2. Elle est caractérisée par un niveau 
maximal de lobe secondaire égal à -27 dB.  
 
 










Selon les fonctions d’apodisation choisies, le contraste et la résolution de l’image peuvent 
être plus ou moins améliorés. En effet, le contraste des images est lié au niveau des lobes 
secondaires de la PSF tandis que la largeur du lobe principal régit la résolution latérale. 
L’utilisation de fenêtres d’apodisation abaisse le niveau des lobes secondaires (amélioration 
du contraste, réduction du bruit) mais, en contrepartie, augmente la largeur du lobe principal 
(perte de résolution latérale) [37]. 
 
Parmi les fenêtres d’apodisation les plus courantes dans la littérature, on trouve : 
 
- la fenêtre rectangulaire :  
 
( ) 1,    1 n Nw n = ≤ ≤
 ;  (2-47) 
 
- la fenêtre de Hamming :  
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- la fenêtre de Blackman-Harris :  
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Selon les caractéristiques souhaitées pour la PSF, on peut être amené à définir des fenêtres 
moins communes, comme par exemple des fenêtres trapézoïdales. Ainsi, dans la suite de ce 
chapitre, nous évaluerons une fenêtre trapézoïdale définie par : 
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  (2-50) 
 
La Figure 2-3 présente les PSF pour un réseau complet (réseau de référence) lorsqu’on 
applique ces fenêtres en émission et en réception (cf. équation (2-43)). Elles sont calculées 
pour N=64 et un espacement inter-éléments égal à / 2λ . 
Le Tableau 2-1 permet de comparer la largeur du lobe principal et le niveau maximal des 
lobes secondaires pour les 4 fenêtres d’apodisation. Ainsi, on constate, systématiquement, que 
plus le lobe principal du spectre est fin, plus le niveau de ses lobes secondaires est important, 
et inversement. Le choix d’une fenêtre d’apodisation n’est donc qu’un compromis entre 
largeur du lobe principal souhaitée (impactant la résolution spatiale) et l’importance des lobes 
secondaires (impactant le contraste d’une image).  
 
Tableau 2-1 : Mesure de la largeur du lobe principal et du niveau maximal des lobes 
secondaires des fenêtres d’apodisation. 
Fenêtre Demi-largeur du lobe principal (°) 
Niveau maximal des lobes 
secondaires (dB) 
Rectangulaire 2,69  -27 
Trapézoïdale 3,52 -33 
Hamming 4,24 -84 





Figure 2-3 : Variation de la PSF pour un capteur plein en fonction de la fonction d’apodisation 
employée en réception. 
 
 
1.2. Définition de réseaux lacunaires périodiques 
 
Un réseau lacunaire est un capteur multiéléments standard pour lequel on n’active qu’une 
partie des éléments (non adjacents). On rompt alors la condition de Nyquist, qui impose un 
pas inter-éléments régulier égal à λ/2, pour ainsi éviter la formation de lobes de réseau. 
Cependant, si les éléments actifs restants sont disposés périodiquement, les images obtenues 
présenteront d’importants lobes de réseau. Lockwood et al. proposent alors dans [34] 
différentes stratégies basées sur le concept d’ouverture effective, pour définir des sparse 
arrays périodiques générant peu de lobes de réseau. La méthode consiste à définir deux 
ouvertures périodiques différentes, une en émission et l’autre en réception, de sorte que leur 
produit de convolution génère l’ouverture effective désirée (généralement proche de celle 
issue d’un capteur dont tous les éléments sont actifs en émission et en réception). Une 
première démarche proposée par Lockwood et al. considère l’ouverture en émission comme 
une fonction d’interpolation qui viendrait compléter les éléments manquant de l’ouverture en 
réception (et inversement), et ainsi générer l’ouverture effective désirée [34]. Par ailleurs, il 
est à préciser que l’ouverture effective idéale ne peut être obtenue que pour certaines 
configurations de réseaux lacunaires en émission. Si les exemples cités dans [34] conduisent à 
une solution exacte (l’ouverture effective obtenue est identique à celle désirée), la difficulté 
inhérente à la détermination de la position et du poids des éléments complémentaires à 
activer, fait que ce n’est généralement pas le cas.  
La littérature [34,38,39] propose une autre méthode pour définir des réseaux 
lacunaires périodiques. Elle est basée sur une analogie avec la graduation d’un vernier. Si le 
réseau en émission (ou en réception) possède un espacement inter-éléments égal à pd (où p est 
un entier et d l’espacement inter-éléments du réseau initial) et que les éléments du réseau en 
réception (ou en émission) sont espacés de (p-1)d, alors l’ouverture effective résultant du 
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produit de convolution des deux réseaux sera caractérisée par un pas inter-élément de d. Elle 
permettra d’obtenir une PSF proche de celle que l’on obtient avec une FMC effectuée avec un 
capteur dont le pas inter-élément est d.  
Des fenêtres d’apodisation en émission et/ou en réception peuvent être utilisées avec les 
deux procédures que nous venons de décrire pour optimiser la forme de l’ouverture effective 
et éventuellement atteindre celle désirée. Néanmoins, pour y parvenir, les poids appliqués 
doivent varier en fonction des tirs. Une implémentation temps-réel de l’algorithme FTP avec 
de telles acquisitions semble compliquée car elle nécessiterait de stocker dans les appareils, 
les lois d’apodisation de chaque tir et de chaque réception. C’est pourquoi, dans la méthode 
que nous proposons, les fenêtres d’apodisation seront appliquées uniquement en réception et 
ne varieront pas avec les tirs. 
 
1.3. Définition de réseaux lacunaires apériodiques 
 
Le diagramme de rayonnement en émission-réception d’un sparse array apériodique (ce 
diagramme est décrit par la PSF) est caractérisé par des lobes secondaires d’amplitude plus 
importante que ceux d’un capteur standard [39,40,41]. Ceci dégrade la qualité de l’image, en 
particulier son contraste [37]. Les méthodes développées pour définir des capteurs lacunaires 
apériodiques ont alors pour objectif de minimiser le niveau des lobes secondaires et/ou la 
largeur du lobe principal, en optimisant la position et/ou le poids des éléments activés. On 
trouve dans la littérature, notamment en imagerie médicale, de nombreuses méthodes 
d’optimisation conçues dans ce but. Le plus souvent, ces méthodes sont basées sur des 
algorithmes de programmation linéaire [28,42], des algorithmes génétiques [41,43] ou encore 
des approches de recuit simulé (simulated annealing en anglais) [36,40,44,45] .  
Les méthodes de programmation linéaire, comme l’algorithme du simplex [28], 
fournissent, lorsqu’elle existe, une solution exacte au problème. Ces méthodes, deviennent 
rapidement laborieuses et compliquées à mettre en œuvre du fait des grandes capacités de 
mémoire nécessaires et du temps de calcul important, et ce, même pour des problèmes de 
taille moyenne. 
Les méthodes génétiques sont des algorithmes itératifs appartenant à la famille des 
algorithmes évolutionnistes. Elles fournissent une solution à un problème d'optimisation en un 
temps raisonnable. L’efficacité de l’algorithme dépend du choix des paramètres d’entrée du 
problème, qui sont parfois difficiles à déterminer. De plus, la solution obtenue n’est pas 
nécessairement la solution optimale au problème et il n’est pas possible de s’en assurer, même 
après un grand nombre d’itérations [46].  
Enfin, le recuit simulé est une méthode d’optimisation empirique. Elle est inspirée d’un 
processus employé en thermodynamique métallurgique pour améliorer la qualité d’un solide 
en atteignant un état d'énergie minimale, qui correspond à une structure stable du métal. Le 
principe du recuit simulé, en optimisation combinatoire, est de simuler numériquement une 
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opération de recuit thermique. Pour un système composé de N éléments, la méthode consiste à 
définir l’énergie E du système comme la fonction à minimiser. On introduit également un 
paramètre fictif, la température T du système qui permet de contrôler l’acceptation des 
solutions. Lorsque la méthode est appliquée à la définition de capteurs lacunaires, le système 
correspond à un capteur de N éléments et les fonctions à minimiser (ou énergie du système) 
sont le niveau des lobes secondaires et la largeur du lobe principal. De manière succincte et 
générale, en partant d'une configuration aléatoire (ou choisie astucieusement en fonction du 
problème), le recuit simulé consiste à tirer au sort une modification de la configuration initiale 
et vérifier si l’énergie du système diminue. Si tel est le cas, le changement est temporairement 
adopté (avec une probabilité dépendant de T) et utilisé comme un nouveau point de départ 
pour un nouvel essai (ou nouvelle itération). Lorsque le système a atteint un équilibre 
thermodynamique (au bout d'un certain nombre de changements), on diminue la température 
du système. On parle alors de paliers de température. La longueur d’un palier est déterminée 
par le nombre d’itérations à effectuer avant de changer la température. Compte tenu de sa 
nature probabiliste et de certaines études théoriques en mathématiques, le recuit simulé est 
connu pour générer des solutions quasi optimales à condition que la température initiale et 
que la longueur des paliers de températures soient suffisamment grandes (temps de calcul 
longs) [40,46]. De ce fait, le recuit simulé est largement employé pour résoudre des 
problèmes d’optimisation difficiles, à l’instar de l’optimisation de la position des éléments 
d’un réseau lacunaire.  
  
  
2. Algorithme d’optimisation de réseaux lacunaires 
 
L’objectif de ce chapitre est de réduire la quantité de données à traiter par l’algorithme 
FTP (N² signaux pour un capteur de N éléments) pour limiter les temps d’acquisition et 
accélérer les cadences d’imagerie des applications temps-réel. Pour ce faire, l’approche 
adoptée ici consiste à réduire le nombre de tirs et à conserver tous les éléments actifs en 
réception. En d’autres termes, cela revient à effectuer une acquisition dite SMC pour Sparse 
Matrix Capture. Dans la littérature, le traitement FTP d’une telle acquisition se retrouve sous 
le terme de sparse synthetic transmit aperture imaging [36] ou sparse TFM imaging [33]. 
L’algorithme que nous proposons permet de réduire significativement le nombre de tirs tout 
en préservant une qualité d’image proche de celle obtenue par le traitement d’une FMC. 
 
2.1. Démarche initiale 
 
Conserver la qualité d’une image donnée implique de maintenir au mieux sa résolution 
spatiale et son contraste. En termes de PSF, ceci revient à conserver la largeur de son lobe 
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principal et contenir l’augmentation du niveau de ses lobes secondaires. Or, ces deux 
paramètres dépendent de la position des éléments émetteurs. Dans la littérature, M. Nikolov et 
V. Behar proposent un algorithme de recuit simulé pour optimiser la conception d’un réseau 
lacunaire en émission en imposant des contraintes sur ces deux paramètres [36,44]. 
Les algorithmes d’optimisation par recuit simulé fournissent des résultats reconnus pour 
être quasi optimaux. Pour le confirmer, nous avons, dans un premier temps, comparé  les 
réseaux lacunaires déterminés dans [36] avec ceux générés par un algorithme qui fournirait 
une réponse exacte (algorithme dit de « force brute »). Cet algorithme teste une à une, toutes 
les combinaisons possibles et choisit celle qui répond le mieux aux contraintes imposées. Pour 
un capteur de N éléments, le nombre de combinaisons possibles pour placer K éléments 












L’utilisation d’un algorithme de force brute est possible car K est petit. 
Nikolov et al. ont cherché dans [36] à optimiser l’emplacement de 
 
éléments 
émetteurs dans un réseau de  éléments. Compte tenu de N, K et de la fonction 
d’apodisation appliquée aux éléments en réception, l’algorithme consiste à choisir K positions 
 parmi N afin de minimiser la largeur du lobe principal de la PSF et de 
respecter un niveau maximal de lobes secondaires, noté Q. Pour réduire le temps de calcul, la 
PSF est calculée en effectuant une transformée de Fourier rapide (ou, FFT en anglais pour 
Fast Fourier Transform) de l’ouverture effective. Ainsi, pour  éléments, l’ouverture 
effective est de taille . La FFT est donc effectuée sur 127 points. De plus, 
toujours pour des raisons de rapidité d’exécution et pour conserver au mieux la résolution 
latérale, il a été imposé que 2 des K éléments à placer se trouveraient d’office à la position 1 
et N. Ainsi, l’algorithme de Nikolov et al. n’optimise la position que de  éléments.  
Nous avons repris les critères de calcul et d’optimisation décrits ci-dessus et nous les 
avons appliqués à notre algorithme de force brute. Le Tableau 2-2 reprend les résultats de la 
littérature tandis que le Tableau 2-3 rapporte nos résultats.  
 





Largeur du lobe principal (°) Niveau max des lobes 
secondaires (dB) -6 dB -20 dB -40 dB 
1, 2, 63, 64 Sans apodisation 0,33 1,11 3,2 -33 
1, 26, 39,64 Hamming 1,34 2,92 6,2 -50 




( )1 2, ,..., Kp p p
64N =
1 127N N+ − =
2 2K − =
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Largeur du lobe principal (°) Niveau max des lobes 
secondaires (dB) -6 dB -20 dB -40 dB 
1, 2, 63, 64 Sans apodisation 0,33 1,10 3,18 -33 
1, 26, 39,64 Hamming 1,38 3,0 6,23 -50 
1, 21, 44,64 Blackman-Harris 1,33 4,1 11,16 -100 
 
Les positions déterminées par l’algorithme de force brute sont identiques à celles trouvées 
par recuit simulé. On vérifie ainsi que les résultats générés par la méthode heuristique sont, 
dans ce cas, optimaux. Néanmoins, ils sont sujets à controverse. En effet, ils sont obtenus à 
partir de mesures effectuées sur des PSF qui semblent avoir été calculées sur un nombre 
insuffisant de points. On le devine aisément à l’allure des PSF tracées dans [36] et celles que 
nous avons obtenues avec les mêmes paramètres de calcul (Figure 2-4(a), Figure 2-5(a) et 
Figure 2-6(a)).  
 
Figure 2-4 : Influence de l’échantillonnage sur les courbes de PSF sans apodisation en 
réception (a) PSF calculée sur 127 points, (b) PSF calculée sur 2048 points. 
 
 
Figure 2-5 : Influence de l’échantillonnage sur les courbes de PSF avec apodisation de 
Hamming en réception (a) PSF calculée sur 127 points, (b) PSF calculée sur 2048 points. 
 
 
Figure 2-6 : Influence de l’échantillonnage sur les courbes de PSF avec apodisation de 
Blackman-Harris en réception (a) PSF calculée sur 127 points, (b) PSF calculée sur 2048 points. 
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Si on améliore l’échantillonnage en calculant les FFT sur un plus grand nombre de points 
(2048 points), l’allure de ces mêmes courbes s’en trouve significativement modifiée (Figure 
2-4(b), Figure 2-5(b) et Figure 2-6(b)). Par conséquent, les résultats fournis précédemment 
par les algorithmes ne sont plus valables. En calculant les PSF sur 2048 points, l’algorithme 
génère alors de nouvelles positions optimisées. Elles sont reprises dans le Tableau 2-4. 
 
Tableau 2-4 : Comparaison des positions optimisées selon l’échantillonnage de la PSF.  
Apodisation 
Position des éléments avec une 
PSF échantillonnée sur 127 
points (résultats de la 
littérature) 
Position des éléments avec une 
PSF échantillonnée sur 2048 
points (algorithme de force 
brute) 
Sans apodisation 1, 2, 63, 64 1, 29, 47, 64 
Hamming 1, 26, 39, 64 1, 26, 39, 64 
Blackman Harris 1, 21, 44, 64 1, 24, 41, 64 
 
Pour évaluer l’effet du sous-échantillonnage des PSF, nous avons comparé les images 
obtenues avec les positions fournies par les PSF calculées sur 127 et 2048 points. Les résultats 
présentés ici sont obtenus sans qu’aucune apodisation ne soit appliquée en réception. Les 
deux acquisitions SMC ont été réalisées avec un capteur de 64 éléments, de pas inter-éléments 
1,4 mm et de fréquence centrale 2 MHz. Le capteur est placé au contact d’une pièce en 
aluminium (cL = 6300 m/s). La reconstruction FTP fournit les images présentées sur la Figure 
2-7. L’image (a) résulte d’une acquisition SMC effectuée sur la base des positions des 
éléments émetteurs déterminées par une PSF calculée sur 127 points. L’image (b) est obtenue 
avec les positions issues d’une PSF échantillonnée sur 2048 points.  
Sur la Figure 2-7, on peut voir que les positions obtenues après correction de 
l’échantillonnage fournissent des images de meilleure qualité. Il y a visiblement moins de 
bruit et la résolution semble meilleure. On peut donc désormais affirmer qu’un 
échantillonnage correct de la PSF est préférable pour obtenir des positions optimisées. 
 
Figure 2-7 : Image FTP issue d’une acquisition SMC définie par (a) une PSF calculée sur 





Les résultats que nous venons de présenter, et ceux de la littérature, résultent de 
l’optimisation de la position d’un nombre donné d’éléments, ce nombre étant fixé 
arbitrairement. Notre objectif est, à la différence de ce qui existe déjà, de déterminer à la fois 
la position et le nombre minimal d’éléments émetteurs. Idéalement, la solution pourrait être 
obtenue à partir de l’algorithme de force brute que l’on aurait rendu itératif en ajoutant une 
boucle pour trouver le nombre de tirs idéal. Il faudrait, pour un nombre d’éléments fixé K, tel 





 possibles, qui 
permette de générer la meilleure PSF sur des critères de largeur de lobe principal et de niveau 
de lobes secondaires. Si cette PSF répond aux critères d’optimisation, alors on considère que 
l’on a trouvé la solution idéale. Si tel n’est pas le cas, cela signifie qu’il n’y a pas assez 
d’éléments participant en émission. On itère alors le processus de sélection en ajoutant un 
élément de plus ( 1)K K= +  jusqu’à satisfaire les critères imposés. La complexité du 
problème, en termes de temps de calcul et de mémoire nécessaire, rend impossible l'utilisation 
d’un tel algorithme dès que le nombre d’éléments à optimiser dépasse quelques dizaines 
(croissance exponentielle du nombre de combinaisons possibles). Dans la pratique, les 
ordinateurs ne permettent pas de générer et mettre en mémoire l’ensemble des combinaisons 
possibles pour des valeurs de K supérieures à 6 (lorsque 64N = ). C’est pourquoi nous 
proposons un autre algorithme permettant d’éluder le problème. Il est expliqué en détail dans 
la suite. 
 
2.2. Description de l’algorithme 
 
Nous décrivons ici l’algorithme proposé pour réduire au maximum la quantité de données 
traitées par l’algorithme d’imagerie synthétique. A la différence des algorithmes décrits dans 
la littérature, il détermine à la fois le nombre et la position des éléments nécessaires en 
émission. Une seconde différence entre notre démarche et celle de l’état de l’art réside dans 
les critères d’optimisation utilisés. Dans la littérature, les deux critères employés (ensemble 
ou séparément) consistent à minimiser le niveau maximal des lobes secondaires et la largeur 
du lobe principal de la PSF. Dans l’algorithme que nous proposons, le nombre et la position 
des éléments émetteurs sont déterminés en ajoutant un troisième critère d’optimisation. Les 
trois critères retenus sont : 
 
- niveau maximal des lobes secondaires inférieur à un seuil toléré Amax ; 
- largeur du lobe principal de la PSF inférieure à un seuil toléré Bmax ; 
- niveau de l’énergie des lobes secondaires inférieur à un niveau maximal Cmax. 
 
1 K N≤ ≤
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Les acquisitions SMC, dont la position des éléments émetteurs est optimisée, doivent 
générer des images FTP proches de celles que l’on obtiendrait par avec une acquisition FMC. 
Pour ce faire, nous optimiserons 3 caractéristiques physiques du diagramme de rayonnement : 
le niveau maximal des lobes secondaires A, la largeur du lobe principal B, et l’énergie des 
lobes secondaires C. L’optimisation de ces 3 paramètres dépendra des valeurs mesurées sur 
une PSF de référence. On choisit comme PSF de référence celle qui est associée à une 
acquisition FMC. Les trois critères d’optimisation sont alors définis à partir des 
caractéristiques physiques A0, B0, et C0 de cette PSF de référence.   
Ainsi, pour être retenu, le niveau maximal des lobes secondaires, A, devra être inférieur ou 
égal au niveau maximal A0 des lobes secondaires mesurés sur la PSF de référence max 0( )A A= . 
Afin de limiter la perte de résolution latérale, la largeur du lobe principal, B, ne devra pas être 
supérieure de plus de 20% de celle de la PSF de référence ( max 0 20 %B B= + ). Le troisième 
critère, C, limitera le niveau d’énergie associé aux lobes secondaires en imposant un seuil 
maximal égal à celui de la référence augmenté de 3 dB max 0( 3 dB)C C= + . 
Le nouvel algorithme conserve l’esprit de l’algorithme de force brute, à savoir comparer 
toutes les combinaisons de positions possibles pour ne garder que la meilleure. Cependant, 
pour limiter le nombre de combinaisons générées, nous avons modifié la manière de les 
définir. Ainsi, si à l’itération i les K positions déterminées ne sont pas suffisantes pour 
répondre aux critères d’optimisation, alors à l’itération i+1, au lieu de rechercher les 
 
autres meilleures positions parmi les N possibles, on fait le choix de conserver les K 
précédentes et on n’optimise que la position de l’élément supplémentaire parmi les 
 
positions restantes. Si la PSF résultante satisfait les trois critères, on considère que 
l’algorithme a convergé et le que le réseau associé est optimisé. Dans le cas contraire, on itère 
le processus jusqu’à la convergence. Cette démarche, inspirée autant par l’algorithme de force 
brute (comparaison de combinaisons) que par le recuit simulé (conservation de la 
configuration de l’itération i comme point de départ de l’itération i+1) présente l’avantage 
d’être moins coûteuse en temps de calcul et en mémoire (pour N=64, les positions du réseau 
lacunaire sont obtenues en moins d’une minute). Cependant, on précise que, comme pour le 
recuit simulé, il n’est pas possible de s’assurer que la solution obtenue soit optimale. 
 
L’algorithme développé pour optimiser le nombre et la position des éléments émetteurs 
dans un réseau de N transducteurs peut être résumé comme suit : 
 
1. Calcul de la PSF de référence et détermination des critères d’arrêt Amax, Bmax et 


















2. Définition d’un réseau lacunaire en émission de N éléments où seuls le premier et 
le dernier sont activés (l’amplitude d’un élément activé est égale à 1, 0 si l’élément 
est éteint). Conserver les deux éléments extrêmes actifs permet de préserver au 
mieux la résolution latérale mais aussi de réduire les temps de calculs. Le réseau 
en réception n’est pas lacunaire, les N éléments sont actifs et peuvent être apodisés 
(la fenêtre d’apodisation en réception est identique quel que soit le tir). 
 
3. Ajout d’un élément émetteur supplémentaire parmi les N-2 positions possibles; 
 
4. Calcul et stockage de la PSF associée à chaque position possible et estimation des 
paramètres A, B, et C. 
 
5. Choix de la position optimisée de l’élément ajouté en sélectionnant celle associée à 
la « meilleure » PSF. Cette dernière est déterminée selon les critères suivants : 
 
a. Minimisation de la largeur du lobe principal mesurée à -20 dB 
b. Minimisation du niveau maximal de lobes secondaires (et de leur énergie) 
 
6. Une fois la position du nouvel élément déterminée, mesure de A, B, et C et 
comparaison avec Amax, Bmax et Cmax  
  













Alors les positions déterminées peuvent être considérées comme optimisées. 
 
Sinon on conserve ces positions et on itère le processus en ajoutant un autre élément à 
positionner parmi les emplacements restant et on répète les étapes 4 à 7 jusqu’à ce que les 





2.3. Résultats de l’algorithme en fonction de la fenêtre d’apodisation 
 
L’algorithme a été appliqué à un capteur de fréquence centrale 2 MHz, composé de 58 
éléments, avec un pas inter-éléments de 0,8 mm. Pour cette configuration, l’algorithme fournit 
les résultats du Tableau 2-5 qui rapporte, en fonction de la fenêtre d’apodisation employée en 
réception, le nombre et la position des éléments à utiliser en émission. 
 
Tableau 2-5 : Résultats numériques fournis par l’algorithme d’optimisation.  
 
Sans apodisation = 
fenêtre rectangulaire Trapèze Hamming 
Nombre de tirs 13 6 4 
Séquences optimisées 1, 13, 18, 22, 24, 30, 32, 35, 38, 44, 46, 51, 58 1, 17, 29, 43, 44, 58 1, 22, 29, 58 
 
 
On remarque que, selon la fenêtre d’apodisation appliquée en réception, l’algorithme 
converge vers des résultats très différents. En effet, sans apodisation, le réseau en émission est 
constitué de 13 éléments. Si des poids sont appliqués aux éléments récepteurs, le nombre de 
tirs est diminué. Pour une fenêtre trapézoïdale, le nombre d’émissions nécessaires est égal à 
6 ; il passe à 4 lorsqu’une fenêtre de Hamming est utilisée. Ces résultats s’expliquent par les 
propriétés des fenêtres d’apodisation qui tendent à abaisser plus rapidement le niveau des 
lobes secondaires de la PSF. L’algorithme converge donc vers les critères d’optimisation 
souhaités pour un nombre de tirs plus faible. Par ailleurs, nous avons vu (cf. Figure 2-3) que, 
sur les trois fenêtres utilisées, la fenêtre rectangulaire est celle qui présente des lobes 
secondaires les plus importants tandis que la fenêtre de Hamming est celle qui minimise le 
plus ces derniers. On comprend alors pourquoi le recours à la fenêtre de Hamming fournit un 
nombre de séquences trois fois plus faible par rapport à une réception non apodisée.  
La superposition des PSF des réseaux lacunaires avec la PSF de référence est présentée 
sur la Figure 2-8. On voit bien que, sans apodisation (Figure 2-8(a)), le lobe principal de la 
PSF est plus fin que celui observé avec une apodisation en réception (Figure 2-8(b) et Figure 
2-8(c)). L’élargissement du lobe principal est dû à la réduction du nombre de tirs et par 
l’utilisation de fenêtre d’apodisation. Les pourcentages d’élargissement par rapport au lobe de 
référence sont rapportés dans le Tableau 2-6. On constate cependant que cet élargissement 
reste modéré. On évite une trop grande perte de résolution en conservant une largeur 
d’ouverture effective constante (rendue possible par l’activation du premier et du dernier 
élément) mais surtout parce que l’algorithme limite l’élargissement à +20 %. Par ailleurs, on 
remarque que, parmi les fonctions d’apodisation testées, c’est la fenêtre trapézoïdale qui 








Figure 2-8 : Comparaison des PSF résultantes de l’optimisation (en bleu) avec la PSF de 
référence (en rouge) : (a) sans apodisation, (b) avec une apodisation trapézoïdale, (c) avec une 
apodisation de Hamming. 
 
 
Tableau 2-6 : Mesures de l’élargissement du lobe principal de la PSF à -20 dB. (La référence 
est la largeur du lobe de la PSF de référence associée à une acquisition FMC). 
 Sans apodisation Fenêtre trapézoïdale Fenêtre de Hamming 
Elargissement du lobe 
principal à -20 dB + 5 % + 6 % + 10 % 
 
 
2.4. Résultats de l’algorithme en fonction de la fréquence 
 
Les séquences données par l’algorithme (Tableau 2-5) ont été calculées pour la fréquence 
centrale du capteur, c'est-à-dire à 2 MHz. Or, dans la pratique, un capteur possède une bande 
passante qui lui est propre. Avant de valider expérimentalement les résultats fournis par 
l’algorithme, nous avons voulu vérifier qu’ils restaient valables dans la bande passante de 
notre capteur, c’est à dire entre 1,4 MHz et 2,5 MHz. Les Tableaux 2-7 à 2-9 reprennent les 
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résultats générés par l’algorithme en fonction de la fréquence et de la fenêtre d’apodisation 
employée en réception.  
 
Tableau 2-7 : Algorithme sans apodisation : évolution des séquences avec la fréquence. 
Fréquence 
(MHz) Nombre de tirs Position des éléments 
1,4 11 1, 13, 18, 22, 24, 30, 35, 38, 44, 51, 58 
1,5 11 1, 13, 18, 22, 24, 30, 35, 38, 44, 51, 58 
1,6 13 1, 8, 13, 15, 21, 24, 27, 29, 35, 37, 41, 46, 58 
1,7 13 1, 13, 18, 22, 24, 30, 32, 35, 38, 44, 46, 51, 58 
1,8 13 1, 13, 18, 22, 24, 30, 32, 35, 38, 44, 46, 51, 58 
1,9 13 1, 13, 18, 22, 24, 30, 32, 35, 38, 44, 46, 51, 58 
2,0 13 1, 13, 18, 22, 24, 30, 32, 35, 38, 44, 46, 51, 58 
2,1 13 1, 13, 18, 22, 24, 30, 32, 35, 38, 44, 46, 51, 58 
2,2 15 1, 8, 13, 15, 21, 24, 27, 29, 34, 35, 37, 41, 46, 51, 58 
2,3 15 1, 8, 13, 18, 22, 24, 25, 30, 32, 35, 38, 44, 46, 51, 58 
2,4 15 1, 8, 13, 18, 22, 24, 25, 30, 32, 35, 38, 44, 46, 51, 58 
2,5 15 1, 8, 13, 18, 22, 24, 25, 30, 32, 35, 38, 44, 46, 51, 58 
 
Tableau 2-8 : Algorithme avec apodisation trapézoïdale : évolution des séquences avec la 
fréquence. 
Fréquence 
(MHz) Nombre de tirs Position des éléments 
1,4 6 1, 15, 16, 30, 42, 58 
1,5 6 1, 17, 29, 43, 44, 58 
1,6 6 1, 15, 16, 30, 42, 58 
1,7 6 1, 17, 29, 43, 44, 58 
1,8 6 1, 17, 29, 43, 44, 58 
1,9 6 1, 15, 16, 30, 42, 58 
2,0 6 1, 17, 29, 43, 44, 58 
2,1 6 1, 17, 29, 43, 44, 58 
2,2 6 1, 17, 29, 43, 44, 58 
2,3 6 1, 15, 16, 30, 42, 58 
2,4 6 1, 17, 29, 43, 44, 58 
2,5 6 1, 17, 29, 43, 44, 58 
 
 
Tableau 2-9 : Algorithme avec apodisation de Hamming : évolution des séquences avec la 
fréquence. 
Fréquence 
(MHz) Nombre de tirs Position des éléments 
1,4 4 1, 30, 37, 58 
1,5 4 1, 22, 29, 58 
1,6 4 1, 30, 37, 58 
1,7 4 1, 22, 29, 58 
1,8 4 1, 22, 29, 58 
1,9 4 1, 30, 37, 58 
2,0 4 1, 22, 29, 58 
2,1 4 1, 22, 29, 58 
2,2 4 1, 22, 29, 58 
2,3 4 1, 22, 29, 58 
2,4 4 1, 22, 29, 58 




La lecture des 3 tableaux ci-dessus (Tableaux 2-7 à 2-9) montre que, selon la fréquence et 
la fenêtre d’apodisation utilisée, l’algorithme génère des séquences différentes, de par le 
nombre et la position des éléments. On remarque que, sans fenêtrage, le nombre d’éléments 
du réseau lacunaire dépend de la fréquence. Ainsi, pour les fréquences les plus basses (entre 
1,4 MHz et 1,5 MHz), le nombre de tir est diminué (11 tirs au lieu de 13). Inversement, pour 
les fréquences supérieures ou égales à 2,2 MHz, le nombre de tirs augmente (15 tirs au lieu de 
13). L’algorithme d’optimisation semble donc moins robuste lorsqu’il est employé sans 
fenêtrage. Ce résultat s’explique par le lien existant entre le rapport pas inter-
éléments/longueur d’onde (d/λ) et le niveau des lobes secondaires. Plus la fréquence 
augmente, plus la longueur d’onde diminue, et plus les lobes secondaires sont importants car 
le rapport d/λ prend des valeurs qui vont tendre vers, ou dépasser, 0,5 (valeur pour laquelle le 
critère de Nyquist n’est plus respecté). Au contraire, plus la fréquence diminue, plus d/λ est 
faible, les lobes secondaires sont donc moins importants. L’algorithme corrige le nombre 
d’éléments émetteurs en le diminuant ou en l’augmentant selon la fréquence considérée. 
Ainsi, pour les hautes fréquences, l’algorithme fournit un nombre d’éléments plus grand que 
pour la fréquence centrale afin d’abaisser le niveau et l’énergie des lobes secondaires. En 
dessous de 1,5 MHz, l’énergie des lobes secondaire est plus faible, l’algorithme converge plus 
rapidement et, par conséquent, le nombre d’éléments est diminué. 
Lorsqu’une apodisation est appliquée aux éléments récepteurs, le nombre d’éléments 
compris dans le réseau lacunaire reste identique pour toutes les fréquences comprises dans la 
bande passante du capteur. Cette constance s’explique par la capacité des fenêtres 
d’apodisation à contrôler l’enveloppe de la PSF et à abaisser plus rapidement le niveau des 
lobes secondaires (cf. paragraphe 2.3). Ce dernier reste toujours inférieur au seuil imposé 
quelle que soit la fréquence. Par conséquent, l’algorithme n’a pas besoin de compenser les 
variations en modifiant le nombre d’éléments nécessaire. 
Les Tableaux 2-7 à 2-9 montrent aussi que, même si le nombre d’éléments reste constant, 
la position des éléments à activer peut changer en fonction de la fréquence. Les positions qui 
diffèrent de celles trouvées à la fréquence centrale sont inscrites en gras dans les tableaux. 
Après analyse, on constate qu’elles correspondent aux symétriques (par rapport au centre du 
capteur) des positions trouvées pour la fréquence centrale (Figure 2-9). Ainsi, la position 
symétrique n′ de l’élément positionné en n peut être retrouvée en appliquant la relation 
suivante :  
 
 
' 1n N n= − +
  (2-52) 
   
La PSF résultant des positions symétriques est identique à celle calculée à la fréquence 




Figure 2-9 : Symétrie des séquences fournies par l’algorithme.  
 
 
2.5. Validation expérimentale 
 
Les résultats fournis par l’algorithme d’optimisation ont été utilisés pour effectuer des 
acquisitions sur une pièce plane en acier ferritique (cL=5900 m/s) contenant plusieurs Trous 
Génératrices (TG) de 2 mm de diamètre, situés entre 30 mm et 60 mm de profondeur. Le 
traducteur, composé de 58 éléments espacés de 0,8 mm et de fréquence centrale de 2 MHz, est 
placé au contact de la pièce. 
 
Figure 2-10 : Configuration expérimentale. 
 
 
La Figure 2-11 correspond à l’image FTP issue d’une acquisition FMC (58 tirs). On 
considérera cette image comme notre référence. 
Les Figures 2-12 à 2-14 présentent les images FTP reconstruites à partir d’acquisitions 
SMC. Les images de gauche (images (a)) sont issues d’acquisitions SMC dont les séquences 
ont été déterminées par l’algorithme d’optimisation. Les images de droite (images (b)) ont été 
obtenues pour un nombre de tirs équivalent mais avec une position des éléments émetteurs 
choisie arbitrairement. Le Tableau 2-10 rapporte, selon la fenêtre d’apodisation employée en 





Figure 2-11 : Image de référence obtenue par FMC-FTP. 
 
 
Tableau 2-10 : Positions des éléments activés en émission pour les acquisitions SMC.  
 Positions optimisées Positions arbitraires 
Sans apodisation 1, 13, 18, 22, 24, 30, 32, 35, 38, 44, 46, 51, 58 
1, 2, 5, 15, 16, 25, 39, 40, 44, 
49, 55, 57, 58 
 
Apodisation trapézoïdale 1, 17, 29, 43, 44, 58 1, 12, 30, 44, 56, 58 
 





Figure 2-12 : Images FTP pour une acquisition SMC non apodisée et déterminée (a) par 
l’algorithme d’optimisation, (b) arbitrairement.  





Figure 2-13 : Images FTP pour une acquisition SMC apodisée avec une fenêtre trapézoïdale 








Figure 2-14 : Images FTP pour une acquisition SMC apodisée avec une fenêtre de Hamming 
et déterminée (a) par l’algorithme d’optimisation, (b) arbitrairement. 
 
On remarque que les acquisitions SMC pour lesquelles les éléments émetteurs ont été 
choisis aléatoirement fournissent des images (Figure 2-12(b), Figure 2-13(b) et Figure 
2-14(b)) de moins bonne qualité que celles pour lesquelles les positions ont été optimisées 
(Figure 2-12(a), Figure 2-13(a), Figure 2-14(a)). Les images SMC-FTP non optimisées sont 
plus « bruitées », en particulier sur la zone située sous les défauts. Ces résultats prouvent que, 
pour un nombre de tirs donné, la position des éléments émetteurs influe significativement sur 
la qualité d’une image FTP. De ce fait, elle ne doit pas être choisie de façon aléatoire. 
 
Les artefacts de reconstruction qui apparaissent sur les images issues d’acquisitions SMC 
se situent principalement sous la série des TGs. Le matériau étant homogène et peu bruité à 2 
MHz, ces artefacts ne correspondent pas à du bruit de structure. Il s’agit en fait des échos des 
ondes Transversales (ondes T) reconstruits en ondes Longitudinales (ondes L). Des 
simulations sous CIVA permettent de le vérifier. La simulation des échos uniquement en onde 
L fournit, après reconstruction, les images FTP sur la Figure 2-15. Aucune d’elles ne présente 
les échos observés expérimentalement. On simule à nouveau les acquisitions en prenant en 
compte cette fois-ci les échos en ondes L, T, et les conversions de modes. La reconstruction 
FTP en onde L avec ces nouvelles simulations fournit les images présentées sur la Figure 
2-16. Celles-ci font apparaître des artefacts de reconstruction identiques à ceux observés 
expérimentalement. On démontre ainsi que le « bruit » observé sous les défauts n’est pas du 
bruit de structure. Il correspond à la reconstruction en ondes L des échos en ondes T et 
éventuellement en conversions de modes. 
 
La comparaison des images expérimentales (Figure 2-12(a), Figure 2-13(a) et Figure 
2-14(a)) montre que, sur une échelle de couleur limitée à -35 dB, l’image résultante présente 
davantage d’artefacts quand le nombre d’émission diminue. L’importance de ces artefacts 
dépend du nombre de tirs. En effet, réduire le nombre de tirs contribue à réduire l’écart en 
amplitude entre les échos des défauts et les artefacts. La palette de couleur seuillée à -35 dB 
fait alors apparaître les artefacts dont l’amplitude reste tout de même faible par rapport à celle 
des échos des défauts. Ainsi, avec une dynamique limitée à -30 dB, c'est-à-dire celle 
employée dans de nombreuses applications industrielles [33], les artefacts n’apparaissent plus 
et ne viennent plus perturber l’image (Figure 2-17).  
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Jusqu’ici, l’analyse des images SMC-FTP optimisées montre que ces dernières sont 
visuellement très proches de l’image de référence. Néanmoins, de manière quantitative, on 
mesure des différences causées par la réduction du nombre de tirs et par l’utilisation des 





Figure 2-15 : Images FTP obtenues par la simulation des échos des TGs en ondes L 
uniquement : (a) image FMC-FTP de référence, (b) image SMC-FTP sans apodisation, (c) image 







Figure 2-16 : Images FTP obtenues par la simulation des échos des TGs en onde L et T, et 
avec conversion de modes, (a) image FMC-FTP de référence, (b) image SMC-FTP sans 
apodisation, (c) image SMC-FTP avec apodisation trapézoïdale, (d) image SMC-FTP avec 












Figure 2-17 : Images FTP expérimentales sur une échelle de couleur seuillée à -30 dB : (a) 
image de référence FMC-FTP, (b) SMC-FTP sans apodisation, (c) SMC-FTP avec apodisation 




On remarque que, sur les images expérimentales (Figure 2-11 à Figure 2-14), les échos 
des défauts sur les images SMC-FTP sont légèrement plus larges que sur l’image de 
référence. Cette perte de résolution latérale est la conséquence, d’une part, de la réduction du 
nombre de tirs et, d’autre part, de l’utilisation de fenêtres d’apodisation. En effet, nous avons 
vu plus tôt (paragraphe 2.3), que le lobe principal des diagrammes de rayonnement de réseaux 
lacunaires est plus large que celui d’un réseau complet. Cette dégradation de la résolution 
latérale peut être quantifiée expérimentalement en mesurant, par exemple, la largeur à -20 dB 
de l’écho du TG central situé à 50 mm de profondeur. Ces mesures sont rapportées dans le 
Tableau 2-11. Sans apodisation, ou lorsqu’une fenêtre trapézoïdale est appliquée, on constate 
que l’élargissement de l’écho du TG est de seulement +6 %. En revanche, avec une fenêtre de 
Hamming, l’écho est plus large de 31 %. On notera que la valeur mesurée expérimentalement 
est plus élevée que celle relevée directement sur le lobe principal de la courbe de PSF 
correspondante. Cette différence est probablement due au non-respect de l’hypothèse de 
champ lointain dans nos conditions expérimentales. En effet, le diagramme de rayonnement, 
tel qu’il est calculé, caractérise l’image si l’hypothèse de champ lointain est respectée. Or, nos 





Tableau 2-11 : Quantification des différences entre les images FTP (La référence en 
amplitude et en résolution latérale est celle mesurée sur le TG de l’image de référence situé à 50 












Nombre de tirs 58 13 6 4 
Elargissement de 
la dimension 
latérale du TG à 
-20 dB 
- 6 % 6 % 31 % 
Amplitude du 
TG 0 dB -13 dB -22 dB -29 dB 
RSB 45 dB 40 dB 36 dB 35 dB 
Perte mesurée de 
RSB - -5 dB -9 dB -10 dB 
Perte théorique 
de RSB - -6 dB -10 dB -12 
 
 
La Figure 2-18 représente les courbes échodynamiques des images SMC-FTP. Chaque 
point d’une courbe échodynamique représente l’amplitude maximale le long d’une colonne 
d’une image FTP. Les courbes de la Figure 2-19 correspondent aux coupes de chaque image 
prises à la profondeur z = 50 mm. Toutes les courbes ont été normalisées par rapport à 
l’amplitude maximale mesurée sur l’image de référence. L’évolution de l’amplitude avec le 
nombre de tirs peut se lire dans le Tableau 2-11 grâce aux relevés d’amplitude pratiqués sur le 
TG situé à z = 50 mm. Ainsi, on constate que plus le nombre de tirs diminue, plus l’amplitude 
des défauts est faible. Cette diminution est la conséquence d’une baisse de l’énergie 
acoustique transmise dans la pièce du fait de la réduction du nombre de tirs. 
On remarque aussi que la diminution du RSB est corrélée à la réduction du nombre des 
séquences . Les relevés de RSB dans le Tableau 2-11 ont été effectués sur les coupes de la 
Figure 2-19. La perte de RSB entre l’image de référence et les images SMC-FTP atteint 10 
dB lorsque le nombre de tirs est divisé par 3. Elle est mesurée selon la relation suivante : 
 
 10 1020log ( ) 20log ( )PerteRSB N MN= −   (2-53) 
 
où N représente le nombre total d’éléments utilisés en réception  et M le nombre de tirs (M=N 
pour une acquisition FMC). Cette équation s’obtient à partir de l’équation (1-28) du chapitre 1 
qui indique que le RSB des images FTP est proportionnel à la racine carrée du produit du 
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nombre de tirs N et du nombre d’éléments utilisés en réception [27]. Les pertes mesurées 
(Tableau 2-11) concordent avec celles prévues par la théorie. 
 
 
Figure 2-18 : Courbes échodynamiques normalisées par l’amplitude maximale de l’image 
FTP de référence. 
 
 
Figure 2-19 : Coupes des images FTP à la profondeur z = 50 mm. Les amplitudes sont 





L’utilisation de réseaux lacunaires en émission permet, grâce à la réduction du nombre de 
tirs, d’effectuer des acquisitions plus rapidement et de réduire la quantité de données à traiter 
par l’algorithme FTP. Nous avons vu que, pour préserver une qualité d’image proche de celle 
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résultante d’une acquisition FMC, la position des éléments émetteurs doit être déterminée 
avec soin. En effet, la réduction du nombre d’émetteurs provoque une dégradation de la PSF 
du réseau en émission. Or, les caractères physiques de ce diagramme de rayonnement influent 
sur les propriétés de l’image. Ainsi, la largeur du lobe principal détermine la résolution 
latérale de l’image, tandis que le niveau des lobes secondaires caractérise le contraste et la 
sensibilité au bruit de structure [47]. Nous avons donc proposé un algorithme permettant 
d’optimiser la position et le nombre des éléments en émission pour générer une PSF aussi 
proche que possible de celle d’un réseau complet en émission. Nous avons constaté qu’une 
pondération des éléments récepteurs réduit significativement le nombre de tirs. Les  résultats 
de l’algorithme ont été évalués expérimentalement sur une pièce en acier ferritique, non 
bruitée. Les images obtenues sont toutes qualitativement très proches de l’image de référence. 
Cependant, du fait de la réduction de l’énergie transmise dans la pièce, ces images présentent 
un RSB plus faible que celui de l’image de référence. Ce RSB peut décroitre 
significativement lorsque le nombre d’émetteurs utilisés devient très faible. Bien que l’impact 
sur l’image finale soit négligeable pour un matériau non-bruité, il peut être plus gênant pour 
des matériaux présentant un fort bruit de structure. 
 
 
3. Optimisation de la méthode pour les matériaux bruités 
 
Un inconvénient des acquisitions FMC est lié à l’utilisation d’un unique élément pour 
chaque tir. Cela limite l’énergie acoustique transmise dans le milieu et la profondeur de 
pénétration des ondes qui sont rapidement atténuées au fur et à mesure de leur propagation. 
Par conséquent, les images FTP peuvent présenter un faible RSB. Par ailleurs, comme nous 
l’avons vu dans la section précédente, ce dernier s’abaisse encore dans le cas d’acquisitions 
SMC, pour lesquelles le nombre de tirs est réduit. En supposant que le bruit rencontré est 
uniquement électronique, il est possible d’améliorer la profondeur de pénétration et le RSB 
des images issues d’acquisitions SMC. Une solution a en effet été proposée par Karaman et 
al. [48]. Contrairement à une acquisition FMC ou SMC classique, cette solution consiste à 
utiliser, non pas un seul, mais plusieurs éléments adjacents par tir. Le groupement de ces 
éléments forme alors ce qu’on appelle une source virtuelle. 
 
3.1. Les sources virtuelles 
 
Un élément d’un traducteur linéaire produit une onde cylindrique, de faible intensité, qui 
se propage dans le milieu de manière quasi omnidirectionnelle. Une source virtuelle génère 
également une onde cylindrique, se propageant de manière quasi similaire à celle produite par 
un seul élément mais plus énergétique. Elle est créée en groupant  éléments adjacents SVN
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auxquels on applique une loi de retards adaptée afin qu’ils transmettent une onde cylindrique 
plus puissante. Selon la loi de retards utilisée, l’élément virtuel peut être localisé au-dessus ou 




Figure 2-20 : Schéma de principe de la formation d’une source virtuelle (a) créée au-dessus 
du réseau réel, (b) ou en dessous du réseau réel. 
 
Le premier avantage apporté par les sources virtuelles est l’augmentation de l’énergie 
transmise dans le milieu. D’après la littérature [48], cette dernière est proportionnelle à la 
racine carrée du nombre d’éléments utilisés pour créer chaque source. Cette relation a été 
trouvée empiriquement par Karaman et al. Les simulations que nous avons effectuées avec 
CIVA confirment les résultats de la littérature. Comme on peut le voir sur la Figure 2-21, 
l’amplitude émise par une source virtuelle constituée de NSV  éléments varie bien comme
1, 25 SVN .  
 
 
Figure 2-21 : Amplitude moyenne du champ transmis par une source virtuelle en fonction 
du nombre d’éléments utilisés pour la créer. 
 
Le diagramme de directivité d’une source virtuelle est proche de celui d’un seul élément 
pris isolément, uniquement sur une plage angulaire θ. Le secteur angulaire θ dépend des 
retards appliqués aux éléments. Pour le comprendre, considérons le cas où la source virtuelle 




Figure 2-22 : Schéma de la création d’une source virtuelle. 
 
Les retards appliqués aux NSV éléments adjacents permettent de focaliser l’onde émise en 
un point P situé à une profondeur F. L’évolution du front d’onde peut être décrite en deux 
étapes. Dans un premier temps, l’onde avance vers le point focal P pour s’y concentrer. Une 
fois arrivée au point P, l’onde continue sa progression et commence à diverger. Pour un 
observateur situé à une profondeur supérieure à F, tout se passe comme si l’onde provenait 
d’un élément virtuel localisé en P. L’onde, provenant du point focal P, n’est pas 
omnidirectionnelle. Elle présente une directivité limitée à un angle θ, dépendant de la taille de 
la sous-ouverture D et de la profondeur de focalisation F. Cet angle est défini par la relation 
géométrique suivante : 
 
 . (2-54) 
 
Ainsi, lorsque F=D/2, l’onde provenant de la source virtuelle peut être considérée comme 
cylindrique sur un secteur angulaire de 90°. La divergence de la source virtuelle dépend donc 
du choix de la profondeur de focalisation F et de la taille de la sous-ouverture D, c’est-à-dire 
du nombre d’éléments utilisés pour créer la source virtuelle. Dans ce qui suit, nous 
expliquerons la démarche utilisée pour déterminer NSV.  
 
 
3.2. Choix du nombre d’éléments pour créer une source virtuelle  
 
Le nombre NSV d’éléments à grouper pour former une source virtuelle doit être choisi de 
manière à ce que le champ produit soit aussi proche que possible de celui d’un seul élément 
du capteur. L’onde doit être cylindrique, son amplitude doit être constante et sa phase doit 
être synchrone dans le secteur angulaire θ. Pour former une source virtuelle répondant à ces 










L’évolution du champ émis en fonction du nombre d’éléments utilisés pour former la 
source virtuelle est illustrée sur la Figure 2-23 . La zone de calcul a pour dimensions 100×150 
mm² et les champs sont présentés à un temps t correspondant à une distance de propagation de 
R = 50 mm. On remarque sur les Figure 2-23 (a), (b) et (c), que pour des petites valeurs de 
NSV, telles que , le champ transmis par la source virtuelle est très proche de celui émis 
par un seul élément (Figure 2-23 (a)). Pour des sous-ouvertures plus grandes (Figure 2-23 (d), 
(e), et (f)), l’amplitude sur le front d’onde est moins uniforme et on voit apparaître un 
deuxième front d’onde correspondant aux ondes de diffraction provenant des bords de la 
sous-ouverture. 
Pour s’assurer que les champs produits par les sources virtuelles sont bien cylindriques, 
les champs sur la Figure 2-24 sont représentés en fonction de l’angle θ entre -45° et 45°. 
L’onde émise par un seul élément est cylindrique ; sa représentation en fonction de θ donne 
une bande bien horizontale (phase synchrone) et quasi uniforme en amplitude (Figure 2-24 
(a)) [48]. On recherche le nombre NSV qui génèrera une onde avec les mêmes caractéristiques. 
Les champs sur la Figure 2-24 montrent que plus NSV est grand, plus la plage angulaire pour 
laquelle la bande est parfaitement horizontale est réduite. On remarque aussi que plus NSV est 
grand, moins l’amplitude est uniforme sur le secteur angulaire. La Figure 2-25 donne les 
amplitudes maximales mesurées sur les bandes de la Figure 2-24. Les courbes d’amplitudes 
sont normalisées par rapport à l’amplitude maximale mesurée pour NSV = 1. On note que, sur 
le secteur angulaire choisi ( ), et pour 7SVN ≠ , les courbes d’amplitude ne sont 
plus constantes.  
 
 
(a)                 (b)            (c) 
 
(d)               (e)            (f) 
Figure 2-23 : Champs simulés instantanés transmis par une source virtuelle composée de (a) 
NSV = 1, (b) NSV = 3, (c) NSV = 7, (d) NSV = 11, (e) NSV = 15, (f) NSV = 19 éléments. 
7SVN ≤




Figure 2-24 : Champs simulés instantanés transmis par une source virtuelle composée de (a) 





Figure 2-25 : Amplitudes maximales des champs incidents en fonction de l’angle. Les 
amplitudes sont normalisées par rapport à l’amplitude maximale obtenue pour NSV = 1. 
 
 
Ainsi, les Figures 2-23 à 2-25 nous permettent de constater que, pour des valeurs de NSV 
supérieures à 7, le champ émis par la source virtuelle s’éloigne significativement de celui qui 
produit par un seul élément. Pour NSV >7, on voit apparaître des échos de diffraction plus 
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importants, l’onde n’est plus parfaitement cylindrique et l’amplitude n’est plus uniforme. 
Compte tenu des caractéristiques de notre capteur, le nombre optimal pour former une source 
virtuelle est donc 7. 
Par conséquent en imposant , on augmente l’énergie dans le milieu par un facteur 
1,25 7 3,3=  (ou 10,4 dB) par rapport à celui qui serait transmis par un seul élément. Nous le 
vérifierons expérimentalement dans le paragraphe 3.4.  
 
 
3.3. Les sources virtuelles dans l’algorithme FTP  
 
La position du réseau virtuel par rapport au réseau réel, si elle est bien prise en compte 
dans le calcul des temps de vol, n’a pas d’impact sur la construction des images FTP. 
On rappelle que pour un point P(x,z) de l’image, le temps de vol  entre un élément 





P tr P re P
m nT t t= +  . (2-55) 
 
Le temps de vol ,re P
nt  associé au trajet « retour » de l’onde, du point P(x,z) à l’élément n, 
ne change pas avec la position de la source virtuelle. En notant  l’abscisse de l’élément 












=  . (2-56) 
 
En revanche, la position de la source virtuelle par rapport au capteur physique modifie le 
temps de vol 
 
associé au trajet « aller », c'est-à-dire partant de l’élément virtuel m de 
coordonnées au point P(x,z). La Figure 2-26 illustre les cas de figure où la source 
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(a)          (b) 
Figure 2-26 : Trajets pour le calcul des temps de vol lorsque : (a) la source virtuelle est créée 
en-dessous du réseau réel, (b) la source virtuelle est créée au-dessus du réseau réel. 
 
Lorsque la source virtuelle est située en-dessous du réseau réel (Figure 2-26 (a)), les temps 
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= + ∆  , (2-57) 
 
où  représente un offset correspondant au temps nécessaire pour que le front d’onde 
provenant de la sous-ouverture localisée sur le réseau réel se focalise en F pour former la 
source virtuelle. De ce fait, cela revient à considérer que la source virtuelle émet avec un 
retard ∆T. Lors de la construction de l’image, on cherche alors des amplitudes pour des temps 
de vol plus longs de ∆T. 
  
Lorsque la source virtuelle est localisée au-dessus du réseau physique, les temps de vols 
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= − ∆ .  (2-58) 
 
Dans cette configuration, on retranche au temps de vol l’offset T∆ . En effet, par analogie, 
la source virtuelle étant à une distance F au-dessus du réseau réel, il existe un délai T∆  avant 
que l’onde émise par la source virtuelle n’arrive au niveau du capteur réel. Cela revient à 
considérer que la source virtuelle « émet » ∆T plus tôt. On recherche donc des amplitudes à 






3.4. Evaluation expérimentale avec une pièce non bruitée 
 
Pour évaluer l’apport des sources virtuelles sur l’imagerie synthétique, nous avons repris 
la configuration expérimentale présentée à la section 2.5. La Figure 2-27(a) correspond à 
l’image FTP issue d’une acquisition FMC où chacun des 58 tirs est réalisé avec une source 
virtuelle créée en focalisant 7 éléments adjacents. Les Figure 2-27(b), (c) et (d) correspondent 
à des images FTP obtenues à partir d’acquisitions SMC employant des sources virtuelles. Les 
émissions sont effectuées avec des sources virtuelles dont les positions sont identiques à 
celles du Tableau 2-5 (positions déterminées par l’algorithme d’optimisation. Les 4 images 
sur la Figure 2-27 présentent une résolution spatiale identique aux images FTP obtenues sans 
sources virtuelles (Figure 2-17). Par contre, on note que l’amplitude des échos des images 
FTP avec sources virtuelles (cf. Tableau 2-12) est supérieure de 10 dB par rapport à celle 
mesurée sur les images FTP conventionnelles. Cette augmentation concorde avec celle prévue 
par la simulation (paragraphe 3.2). Les sources virtuelles émettent une onde plus énergétique 
qui permet d’améliorer le Rapport Signal à Bruit de 4 dB (cf. Tableau 2-12). Alors qu’on 
pouvait s’attendre à une augmentation de RSB de 1,25× 1020 log ( )SVN ,
 
soit environ 10 dB 
pour NSV = 7, on mesure uniquement un gain de +3 à +4 dB. Dans la littérature, la relation 
entre le RSB et NSV a été vérifiée en simulation (dans ce cas, seul le bruit électronique est pris 
en compte) [27], et expérimentalement dans des milieux peu bruités assimilables à de l’eau 
(fantômes utilisés dans le domaine médical) [48]. Or, en CND les matériaux rencontrés sont 
composés d’alliages de métaux qui présentent naturellement un bruit de structure plus ou 
moins important. Bien que la pièce utilisée ici soit très peu bruitée, le bruit de structure, aussi 








Figure 2-27 : Images FTP avec sources virtuelles (a) image de référence FMC-FTP, (b) 
SMC-FTP sans apodisation, (c) SMC-FTP avec apodisation trapézoïdale, (d) SMC-FTP avec 




Sur le Tableau 2-12, la Figure 2-28 et la Figure 2-29, il est intéressant d’observer que 
l’image SMC-FTP obtenue sans apodisation et avec uniquement 13 tirs de sources virtuelles, 
est quasiment identique à l’image FMC-FTP conventionnelle (58 tirs de 1 élément). Le RSB 
reste inchangé (1 dB de différence) et l’amplitude des TGs augmente de seulement 3 dB.  
 
Tableau 2-12 : Evaluation de l’utilisation des sources virtuelles (La référence en amplitude 
est celle mesurée sur le TG situé à 50 mm de profondeur sur l’image de référence acquise sans 















Nombre de tirs 58 13 6 4 
Amplitude mesurée 
sans source virtuelle 0 dB -13 dB -22 dB -29 dB 
Amplitude mesurée 
avec source virtuelle 10 dB -3 dB -12 dB -19 dB 
RSB sans source 
virtuelle 45 dB 40 dB 36 dB 35 dB 
RSB avec source 






Figure 2-28 : Comparaison de coupes (à la profondeur z = 50 mm) d’images FTP avec et 
sans utilisation de sources virtuelles. Les amplitudes sont normalisées par rapport à l’amplitude 







Figure 2-29 : Comparaison des courbes échodynamiques avec et sans utilisation de sources 
virtuelles. Les amplitudes sont normalisées par rapport à l’amplitude maximale mesurée sur 
l’image FTP issue d’une acquisition FMC conventionnelle. 
 
L’emploi de sources virtuelles compense donc la perte d’énergie et de profondeur de 
pénétration causées par la réduction du nombre de tirs. Nous avons ainsi montré que des 
acquisitions SMC peuvent fournir, avec 4 fois moins de tirs, des images FTP identiques à 
celles issues d’une acquisition FMC. 
 
3.5. Evaluation expérimentale avec une pièce bruitée 
 
Nous avons montré dans le paragraphe précédent que les sources virtuelles augmentent 
l’énergie transmise dans la pièce et améliorent le RSB des images SMC-FTP lorsque la pièce 
est peu bruitée. Cependant, dans l’industrie, on est amené à inspecter des pièces présentant un 
bruit de structure plus important (ex. : acier moulé ou forgé à gros grains). Ce bruit  rend la 
détection et l’imagerie nettement plus difficiles. Dans ce paragraphe, nous étudierons la 
qualité de l’imagerie FTP dans un milieu bruité, selon que l’on post-traite une acquisition 
FMC ou SMC, avec ou sans sources virtuelles. La pièce inspectée est constituée d’acier 
moulé (cL = 5851 m/s) et comporte une série de trous génératrices de 2 mm de diamètre. La 
configuration expérimentale est schématisée sur la Figure 2-30. Le capteur employé est 
identique à celui utilisé pour les acquisitions précédentes (58 éléments d’espace inter-
éléments 0,8 mm et de fréquence centrale 2 MHz). 
 
 





Afin d’évaluer l’impact du bruit de structure dans l’imagerie FTP, nous commençons par 
comparer les images obtenues avec une acquisition FMC classique effectuée sur une pièce 
bruitée (Figure 2-31 (b)), puis non bruitée (Figure 2-31 (a)). Pour ces deux acquisitions, nous 
avons employé le même capteur et effectué un nombre de tirs identique. Les deux pièces 




Figure 2-31 : Images FTP obtenues après post-traitement d’une acquisition FMC pour (a) 
une pièce en acier ferritique, (b) et une pièce en acier moulé. 
 
Les images sur la Figure 2-31 montrent que la qualité de l’image FTP obtenue dans le 
matériau en acier moulé (Figure 2-31(b)) est considérablement dégradée par rapport à celle 
obtenue avec de l’acier ferritique (Figure 2-31(a)). La comparaison des deux images et des 
coupes associées (Figure 2-32), met en évidence une nette différence de RSB. Sur la pièce en 
acier moulé, on constate (cf. Tableau 2-13) une perte de 2 dB sur le signal et un RSB atténué 
de 20 dB. Cette perte importante de RSB rend les défauts les plus profonds et les plus 
éloignés de l’axe du capteur, à peine perceptibles. Cette dégradation s’explique par la 
réduction de la profondeur de pénétration des ondes, du fait de la nature bruitée du matériau 
de la pièce. 
 
 
Figure 2-32 : Coupe de l’image FTP, à la profondeur z = 50 mm, dans la pièce en acier moulé 





Tableau 2-13 : Comparaison des amplitudes et des RSB pour une pièce en acier ferritique et 
une pièce en acier moulé. 
 
Pièce en acier ferritique 
(référence) Pièce en acier moulé 
Amplitude sur le TG à z = 50mm 0 dB -2 dB 
RSB 45 dB 25 dB 
 
Comme souligné au paragraphe 2.5, la qualité de l’image FTP (en termes de RSB) 
diminue avec le nombre de tirs. Cette détérioration est d’autant plus importante que le 
matériau présente un fort bruit de structure. On note sur la Figure 2-31(a), que pour une 
palette de couleur fixée à -30 dB, les défauts de la pièce en acier moulé imagés par FMC-FTP 
sont « noyés » dans le bruit. A fortiori, avec des acquisitions SMC, la distinction des défauts 
sur l’image FTP résultante sera encore plus délicate. Dans la suite, pour faciliter la 
comparaison des images dans la pièce bruitée, nous fixerons le seuil de la palette de couleur 
des images FTP dans l’acier moulé à -22 dB. Cette palette sera plus sensible à l’utilisation des 
sources virtuelles et facilitera la comparaison entre les différentes images SMC-FTP.  
Les Figure 2-33 à 2-36 correspondent aux images FTP issues d’acquisitions FMC et SMC 
avec ou sans sources virtuelles. On remarque sur les images (a) (sans sources virtuelles) que 
l’amplitude des défauts décroît au fur et à mesure que le nombre de tirs diminue ce qui fait  
ressortir plus intensément le bruit de structure. Cependant, cette diminution du RSB est en 
partie compensée par l’utilisation de sources virtuelles (images (b)). Le Tableau 2-14 rapporte 
l’augmentation de RSB consécutive à l’utilisation des sources virtuelles. On mesure sur les 
coupes des images (Figure 2-37) une augmentation de 3 dB. Cette amélioration est néanmoins 
suffisante pour diminuer le bruit apparent sur les images. 
 
(a) (b) 
Figure 2-33 : Images FTP issues d’une acquisition FMC (58 tirs) réalisée avec une pièce en 







Figure 2-34 : Images SMC-FTP non apodisée (13 tirs) réalisée avec une pièce en acier moulé 
(a) sans sources virtuelles (b) avec sources virtuelles. 
 
(a) (b) 
Figure 2-35 : Images SMC-FTP apodisée avec une fenêtre trapézoïdale (6 tirs) réalisée avec 
une pièce en acier moulé (a) sans sources virtuelles (b) avec sources virtuelles. 
 
(a) (b) 
Figure 2-36 : Images SMC-FTP apodisée avec une fenêtre de Hamming  (4 tirs) réalisée avec 
une pièce en acier moulé (a) sans sources virtuelles (b) avec sources virtuelles. 
 
Tableau 2-14 : Evaluation de l’utilisation des sources virtuelles pour un matériau présentant 
un bruit de structure. (La référence en amplitude est celle mesurée sur le TG situé à 50 mm de 












avec apodisation de 
Hamming 
Nombre de tirs 58 13 6 4 
Amplitude mesurée 
sans source virtuelle 
0 dB 
(référence) -13 dB -21 dB -28 dB 
Amplitude mesurée 
avec source virtuelle 12 dB -1 dB -9 dB -16 dB 
RSB sans source 
virtuelle 25 dB 21 dB 21 dB 17 dB 
RSB avec source 






Figure 2-37 : Comparaison des coupes des images FTP à la profondeur z = 50 mm pour une 
acquisition (a) FMC (58 tirs), (b) SMC non apodisée (13 tirs), SMC apodisée par une fenêtre 
trapézoïdale (6 tirs), SMC apodisée par une fenêtre de Hamming (4 tirs). Chaque coupe est 
normalisée par le maximum d’amplitude relevée sur l’image correspondante. 
 
 
La Figure 2-38 présente la superposition de la coupe de l’image FMC-FTP de référence 
(58 tirs) avec celles des images SMC-FTP (avec et sans sources virtuelles) obtenues avec 13 
tirs. Cette figure, ainsi que les mesures reportées dans le Tableau 2-14, montrent que 
l’utilisation de sources virtuelles permet de construire, avec 5 fois moins de tirs, une image 





Figure 2-38 : Comparaison de coupes des images FTP à la profondeur z = 50 mm. Les 
amplitudes sont normalisées par rapport à l’amplitude maximale mesurée sur l’image FTP issue 






Dans cette section, nous avons mis en évidence la sensibilité de l’imagerie FTP au bruit de 
structure. Les acquisitions FMC et SMC conventionnelles (c’est-à-dire ne faisant intervenir 
qu’un seul élément par tir) génèrent des images FTP de faible qualité lorsqu’elles sont 
effectuées sur un matériau fortement hétérogène comme l’acier moulé. Le RSB des images est 
alors fortement réduit par rapport à celui mesuré dans un matériau peu bruité tel que l’acier 
ferritique. Cette dégradation de l’image est, par ailleurs, accentuée du fait de la réduction du 
nombre de tirs. Pour la compenser, nous avons utilisé des sources virtuelles. Nous avons 
montré que celles-ci peuvent améliorer, dans une certaine mesure, la qualité des images en 
présence de bruit de structure. Nous présenterons dans le chapitre suivant une méthode de 
filtrage du bruit, qui permet d’augmenter la qualité des images FTP. Plus efficace, elle est 
basée sur le concept de réseau virtuel et sur la méthode DORT. 
 
 
4. Conclusion du chapitre 
 
Les travaux présentés dans ce chapitre avaient pour objectif de réduire la quantité 
d’information à acquérir et à traiter pour l’imagerie FTP, en minimisant le nombre de tirs à 
réaliser au cours d’une acquisition. Pour cela, nous avons proposé un algorithme qui permet 
de déterminer un nombre minimal d’éléments à activer en émission et leurs positions 
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optimales sur le capteur. Cet algorithme est basé sur la relation qui existe entre l’imagerie 
FTP et la PSF qui décrit le diagramme de rayonnement d’un traducteur multiélément. La 
démarche suivie pour développer  l’algorithme nous a permis de constater l’importance qui 
incombe au choix des éléments émetteurs. En effet, ce choix détermine les caractéristiques 
physiques du diagramme de rayonnement du capteur (largeur du lobe principal et niveau des 
lobes secondaires) et influe sur la qualité de l’image.   
L’optimisation de la position des éléments émetteurs par l’algorithme implémenté permet 
de générer une PSF proche de celle d’un réseau complet (avec tous les éléments actifs en 
émission). L’algorithme proposé est itératif : il augmente le nombre de tirs jusqu’à ce que la 
PSF converge vers les 3 critères d’optimisation que l’on s’est fixés. Ces critères sont fonction 
dela largeur du lobe principal, du niveau maximal des lobes secondaires, ainsi que de 
l’énergie contenue dans ces lobes secondaires. Nous avons constaté que le nombre de tirs 
pouvait être réduit en utilisant des fenêtres d’apodisation. Ainsi, l’utilisation d’une fenêtre 
trapézoïdale permet de diviser par 10 le nombre d’éléments actifs en émission tout en 
conservant la qualité de l’image d’origine. Les résultats expérimentaux obtenus en utilisant 
les paramètres fournis par l’algorithme, dans le cas d’une pièce en acier ferritique non bruitée, 
montrent que les images reconstruites sont très proches de celle issue d’une acquisition 
complète FMC. Néanmoins, le RSB des images SMC-FTP reste plus faible que celui de 
l’image de référence. L’utilisation d’un seul élément par tir, dans une acquisition FMC ou 
SMC classique, limite l’énergie transmise dans le milieu. Celle-ci est d’autant plus réduite 
que le nombre d’émissions est faible. Bien que l’impact sur l’image finale soit négligeable 
pour une pièce non-bruitée, ce n’est plus le cas en présence d’un bruit de structure important. 
Les défauts les plus profonds sont alors moins bien imagés et le RSB fortement abaissé. 
L’utilisation des sources virtuelles est un moyen de compenser cette perte. Chaque source est 
créée en regroupant  plusieurs éléments adjacents auxquels on applique des retards pour que 
l’onde émise ait les propriétés de celle générée par un seul élément plus puissant. Une 
évaluation expérimentale a montré que les sources virtuelles permettent bien d’augmenter le 
RSB des images FTP. Cette amélioration est plus faible que celle prévue par la théorie, 
valable uniquement en présence d’un bruit électronique aléatoire. Néanmoins, elle permet 
d’améliorer notablement la qualité des images FTP en présence de bruit de structure.  
Nous avons remarqué qu’il était possible, avec une acquisition SMC et des sources 
virtuelles, d’obtenir une image FTP identique à une image standard FMC-FTP. Cependant, en 
fonction des exigences que l’on s’impose, en termes d’imagerie ou de RSB, il se peut que la 
qualité des images FMC-FTP ne soit pas suffisante. Dans le prochain chapitre, nous 
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L’imagerie FTP présente de sérieux avantages par rapport aux méthodes échographiques 
standards (résolution spatiale, focalisation synthétique en un nombre quasi illimité de points, 
reconstruction multi-modes). Elle est cependant caractérisée par un RSB plus faible, ce qui 
peut devenir problématique lorsque les images proviennent d’acquisitions SMC, ou lorsque la 
pièce présente un bruit de structure trop important. Dans le chapitre 2, nous avons vu qu’il 
était possible d’augmenter le RSB des images FTP en mettant en œuvre la solution proposée 
par Karaman et al., qui exploite l’utilisation de sources virtuelles. Cependant, l’amélioration 
constatée est limitée et souvent inférieure à ce que prédit la théorie, car elle n’est valable 
qu’en présence d’un bruit électronique. Or, en CND, il arrive régulièrement que le bruit de 
structure domine largement le bruit électronique. Par ailleurs, les défauts étendus de type 
fissures sont mieux caractérisés sous des incidences obliques, le défaut pouvant alors être 
situé en dehors de l’ouverture du traducteur. Les acquisitions FMC (ou SMC), avec ou sans 
sources virtuelles, (telles que décrites dans la littérature et le chapitre précédent), ne sont pas 
optimales pour la détection de ces défauts. Les travaux présentés dans ce chapitre s’inscrivent 
dans ce contexte en proposant une solution pour améliorer l’imagerie FTP de défauts situés en 
dehors de l’ouverture du capteur, dans une pièce bruitée. 
 
La première section de ce chapitre mettra en évidence les limites de l’imagerie FTP en 
présence de bruit de structure. Nous verrons que les acquisitions FMC, avec ou sans sources 
virtuelles standards, ne sont pas adaptées pour la détection des défauts situés en dehors de 
l’ouverture du capteur. Ce problème a été résolu via l’implémentation d’un réseau virtuel 
composé de sources dites « angulées ». Contrairement aux sources virtuelles standards, les 
sources virtuelles « angulées » génèrent une onde cylindrique rayonnant selon un angle non 
nul.  
Cependant, lorsque le bruit de structure devient trop important, les sources virtuelles, 
qu’elles soient angulées ou non, ne sont pas suffisantes pour améliorer significativement la 
qualité de l’image FTP. Pour y arriver, un filtrage du bruit s’avère nécessaire. Nous 
débuterons donc la deuxième section par un état de l’art des méthodes de filtrage du bruit. Ces 
méthodes, employées dans de nombreux domaines (sismique, imagerie biomédicale, 
géophysique, télédétection, etc...), sont basées sur la décomposition en valeurs singulières de 
la matrice des données acquises, dans le domaine temporel ou fréquentiel. Cette opération, qui 
se retrouve dans la méthode DORT, gagne en robustesse suite à l’utilisation de sources 
virtuelles angulées. Dans la troisième section, nous proposons une méthode de filtrage du 
bruit, appelée « filtrage DORT », basée sur les sources virtuelles et la méthode DORT. Nous 
conclurons ce chapitre par l’évaluation expérimentale de cette méthode. Nous vérifierons son 
efficacité lorsqu’elle est appliquée à l’imagerie FTP de défauts volumiques, puis à des défauts 
étendus de type fissures. Nous présenterons, par la même occasion, les outils de traitements 





1. Imagerie FTP dans les matériaux bruités 
 
1.1. Limite du concept des sources virtuelles en CND 
 
Alors que les méthodes échographiques standards utilisent plusieurs éléments pour chaque 
émission, l’acquisition FMC n’emploie qu’un seul élément, ce qui réduit l’énergie émise dans 
la pièce. Dans le chapitre 1, nous avons constaté que cela avait pour conséquence de réduire le 
RSB des images FTP issues d’une acquisition FMC ou SMC conventionnelle, par rapport aux 
images des méthodes échographiques standards. 
 Dans le chapitre 2, nous avons montré que l’utilisation de sources virtuelles telles que 
proposées par  Karaman et al. améliore le RSB des images synthétiques. Pour rappel, une 
source virtuelle se compose d’un ensemble d’éléments adjacents auxquels on applique une loi 
de retards spécifique pour focaliser le rayonnement en un point situé au centre de la sous 
ouverture et à la profondeur F (Figure 3-1). Ce point est alors assimilable à une source 
ponctuelle, rayonnant une onde cylindrique ou sphérique, similaire à celle générée par un 
élément seul, mais véhiculant plus d’énergie (cf. chapitre 2, section 3.1 et 3.2).  
 
Figure 3-1 : Source virtuelle proposée par Karaman et al.[48] 
 
Théoriquement, émettre avec des sources virtuelles augmente le RSB d’un facteur SVN , 
à condition que le bruit soit principalement du bruit électronique [48]. Cependant, nous avons 
montré expérimentalement que l’apport des sources virtuelles est moindre en CND. En effet, 
on ne satisfait plus les conditions nécessaires à l’augmentation de RSB théorique puisque le 
bruit des images provient principalement du bruit de structure. Ce bruit est présent dans les 
matériaux comme l’acier austénitique, l’acier moulé ou l’acier forgé et limite l’efficacité des 
sources virtuelles, même à basse fréquence.  
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Comme l’illustre la Figure 3-1, une source virtuelle conventionnelle rayonne dans la pièce 
avec une ouverture angulaire d’angle θ et centrée autour de 0°. Compte tenu de cette 
définition, l’onde émise favorise l’insonification de défauts situés sous l’ouverture du capteur. 
Cependant, en CND, les défauts sont fréquemment localisés à des angles non nuls pour des 
raisons d’accessibilité, ou encore pour caractériser des défauts de type fissure. Le défaut peut 
alors être situé en dehors de l’ouverture du capteur. Pour mettre en évidence les limites des 
sources virtuelles, des essais ont été menés avec un bloc en acier austénitique (acier bruité). 
Comme illustré sur la Figure 3-2, on cherche ici à détecter un défaut artificiel de type Trou 
Génératrice (TG) situé à 40 mm de profondeur. Le capteur est placé à 45° par rapport au 
défaut. Il est constitué de 64 éléments, de fréquence centrale 1,1 MHz et d’espace inter-
éléments 1,4 mm. Pour les mesures expérimentales qui suivent, seul un sous-réseau (réel ou 
virtuel) de 32 éléments a été utilisé, (avec NSV = 7, un réseau de 32 éléments virtuels 
correspond à 38 éléments actifs dans la barrette de 64 éléments).    
 
 
Figure 3-2 : Montage expérimental utilisé pour évaluer l’apport et les limites des sources 
virtuelles dans le cas d’un matériau bruité. 
 
La Figure 3-3 montre les images FTP obtenues avec une FMC conventionnelle (image (a)) 
et une FMC acquise avec un réseau virtuel de 32 éléments (image (b)). La comparaison des 
images montre bien que les sources virtuelles conventionnelles, telles que définies et 
employées dans la littérature (c'est-à-dire rayonnant autour de 0°), ne réduisent l’impact du de 
bruit de structure, notamment lorsque la zone à imager se situe en dehors de l’ouverture du 
capteur. On remarque que la partie gauche de l’image, située sous l’ouverture du capteur 
(l’abscisse x=0 localise le centre du traducteur), est plus bruitée. La raison vient du fait que le 
rayonnement de l’onde émise par chaque source virtuelle favorise l’inspection à 0° alors que 
le défaut se trouve à 45°. Une amélioration de l’image FTP n’est possible que si la zone à 
imager à 45° est mieux insonifiée et donc si les ondes émises par les sources virtuelles sont 
dirigées vers celle-ci. Pour y parvenir, nous avons élargi le concept des sources virtuelles à 







Figure 3-3 : Image FTP : (a) sans sources virtuelles, (b) avec sources virtuelles 
conventionnelles rayonnant autour de 0°. 
 
 
1.2. Les sources virtuelles angulées 
 
Une source virtuelle angulée est une source virtuelle qui rayonne avec une ouverture 
angulaire θ centrée sur un angle non nul, par exemple 45°. Cet angle est fixé par 
l’expérimentateur selon la direction d’inspection souhaitée. Le contrôle de la directivité de la 
source virtuelle est effectué en modifiant les retards appliqués aux éléments de la sous-
ouverture (Figure 3-4). Les sources virtuelles angulées privilégient une direction 




Figure 3-4 : Source virtuelle angulée. 
 
Comme nous l’avons vu dans le chapitre 2, l’utilisation de sources virtuelles impose, dans 
l’algorithme FTP, une légère modification du modèle de calcul des temps de vol de afin 
reconstruire correctement une image. Pour des sources virtuelles angulées, le modèle de 
calcul des temps de vol reste identique, seule la position des sources est modifiée. 
A titre d’exemple, nous décrirons ici comment placer une source virtuelle pour émettre 
préférentiellement à 45°, ainsi que les modifications à apporter au calcul des temps de vol 
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pour reconstruire correctement une image. Comme pour les sources virtuelles 
conventionnelles, il est possible de positionner une source virtuelle angulée au-dessus ou en-
dessous du réseau réel (cf. chapitre 2). Nous ne décrirons que la configuration où la source est 
située sous le réseau physique. Le raisonnement à suivre pour une source virtuelle au-dessus 
du capteur est semblable à celui décrit dans le chapitre précédent. 
Pour créer une source virtuelle angulée à 45° (Figure 3-5), on applique à la sous-ouverture 
une loi de retards permettant de focaliser à 45° et à la profondeur F = D/2, où D est la taille de 
la sous-ouverture. Le point de focalisation F constitue notre source virtuelle qui est alors 
localisée à position (D/2, D/2) par rapport au centre de la sous-ouverture (cf. Figure 3-4). 
 
 
Figure 3-5 : Trajets considérés pour le calcul des temps de vol dans l’algorithme FTP pour 
des sources virtuelles angulées à 45°. 
 
Comme pour les sources virtuelles à 0°, la position de la source virtuelle angulée dans le 
repère du capteur réel modifie le temps de vol ,tr Pmt  associé au trajet en émission qui relie 
l’élément virtuel de coordonnées  au point P. On rappelle que le temps de vol associé 
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Le temps de vol associé au trajet retour de l’onde (reliant le  point P(x,z) à l’élément 
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Pour évaluer l’apport des sources virtuelles angulées à 45° dans l’imagerie FTP, nous 
conserverons le montage expérimental décrit sur la Figure 3-2. L’image issue d’une 




acquisition FMC conventionnelle (image (a)) et celle employant des sources virtuelles 
angulées à 45° (image (b)) peuvent être comparées sur la Figure 3-6 ci-dessous.  
 
(a) (b) 




Figure 3-7 : Courbes échodynamiques des images FTP de la Figure 3-6. 
 
 
Comme le montre la Figure 3-6, l’image obtenue avec des sources virtuelles à 45° est 
moins bruitée que celle issue d’une acquisition FMC conventionnelle. Cependant, 
l’augmentation du RSB est faible. La superposition des courbes échodynamiques sur la Figure 
3-7 indique un gain de RSB inférieur à 3 dB. Dans les matériaux présentant un bruit de 
structure important, l’emploi des sources virtuelles angulées n’est donc pas suffisant. Un 
filtrage du bruit, directement dans la matrice K(t), semble nécessaire pour améliorer 





2. Etat de l’art des méthodes de filtrage du bruit en sismique 
 
La sismique est une méthode de prospection qui utilise les informations issues de 
l’analyse de la propagation des ondes élastiques dans le sol. Elle permet d’accéder à une 
connaissance des structures géologiques du sol. Les signaux à traiter peuvent être d’une 
grande complexité du fait de la diversité des milieux étudiés. L’analyse visuelle des données 
issues des campagnes sismiques est alors impossible. Dans ce contexte, le traitement de signal 
fournit des méthodes de représentation et de caractérisation facilitant l’analyse de ces signaux. 
Une étape préliminaire à tout traitement consiste à séparer les ondes du bruit et/ou les ondes 
entre elles [49,50]. On trouve, dans la littérature, de nombreuses techniques conçues dans ce 
but. Cette section a pour objectif de faire un état de l’art des méthodes de filtrage qui se 
rapprochent le plus de celle mise au point durant la thèse. Ces méthodes sont dites matricielles 
car elles sont basées sur la décomposition d’une matrice de données, celle-ci étant ensuite 
filtrée par réduction de rang.  
Nous distinguons 3 méthodes de filtrage par décomposition en valeurs singulières (ou 
propres) d’une matrice de données. Les deux premières méthodes (une dite « classique » et 
l’autre par analyse en composantes indépendantes) utilisent une matrice de données dans le 
domaine temps-distance. La troisième est, quant à elle une méthode de filtrage de la matrice 
spectrale qui s’effectue, par conséquent, dans l’espace fréquentiel. 
 
2.1. Filtrage par SVD classique 
 
Parmi les nombreuses méthodes de filtrage, l’une des plus utilisée est fondée sur la 
Décomposition en Valeurs Singulières (SVD pour Singular Value Decomposition en anglais) 
[51]. Ce type de filtrage est employé depuis de nombreuses années sur des données 2D et 3D 
dans de nombreux domaines, tels que l’imagerie biomédicale, la géophysique, ou la 
télédétection [50]. En sismologie ou en radar, on l’applique à des signaux situés dans le 
domaine temps-distance dans le but de faire de la séparation d’ondes et de la réduction de 
bruit [50,51,52]. Le filtrage SVD repose sur la recherche d’un sous espace de dimension la 
plus faible possible, afin d’isoler les signaux utiles. Le bruit est supprimé par réduction 
d’espace. 
Le principe de ce filtre est basé sur la décomposition en valeurs singulières des données 
collectées X x tN N×∈R
,
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Nx étant le nombre de capteurs et Nt le nombre d’échantillons temporels. La matrice X peut se 











= =∑X USV  , (3-62) 
avec : 
- N = min(Nx, Nt), soit N=Nx en sismique où, généralement, le nombre de capteurs est 
plus petit que le nombre d’échantillons temporels. 
- 1, , tN
v v = … V  est une matrice orthogonale de taille t tN N×  contenant les vecteurs 
singuliers kv de la matrice X (correspondant aux vecteurs propres kv  de la matrice 
XTX). Ces derniers sont appelés « ondelettes normalisées » et caractérisent la 
dépendance en fonction du temps de la kème image singulière, xk, définie comme le 
produit Tk ku v . 
- 1, , xN
u u = … U  est une matrice orthogonale de taille x xN N×  contenant les vecteurs 
singuliers uk de la matrice X (correspondant aux vecteurs propres uk de la matrice 
XXT). En sismique, ces vecteurs singuliers, appelés « vecteurs de propagation », 
donnent la variation d’amplitude de l’ondelette normalisée vk en fonction de la 
distance. 
- S est une matrice pseudo-diagonale, de taille Nx× Nt, contenant sur sa diagonale les 
valeurs singulières λk telles que λ1 ≥…≥ λN ≥ 0. Elles peuvent être interprétées comme 
l’amplitude associée à la kème image singulière. 
 
La matrice des données initiales X peut se décomposer selon deux sous-espaces 
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Le sous-espace constitué des P premières valeurs singulières forme le sous-espace signal.  
Le sous-espace bruit est associé aux N-P autres valeurs singulières. Dans la pratique, la 
séparation des deux sous-espaces est effectuée de manière empirique et dépend des écarts 
d’amplitudes entre les valeurs singulières [53,54]. L’indice P est obtenu par étude de la 
courbe de décroissance des valeurs singulières. Il est égal à l’indice de la valeur singulière 
pour laquelle la courbe de décroissance présente un changement de courbure ou une cassure 
[50,51,53,54]. Le filtrage s’opère en ne conservant que les informations appartenant au sous-





2.2. Filtrage par SVD - ICA 
 
La contrainte d’orthogonalité imposée par la SVD sur les vecteurs U et V peut induire des 
erreurs dans l’estimation des sous-espaces signal et bruit. En effet, en présence de plusieurs 
ondes, il n’y a pas de raison physique au fait que leurs vecteurs de propagation associés 
(vecteurs singuliers uk) soient orthogonaux les uns aux autres [50,51,54,55]. Ainsi, pour 
relâcher cette contrainte et améliorer la qualité des sous-espaces signal et bruit estimés, la 
SVD est combinée à une analyse en composantes indépendantes (ICA pour, en anglais, 
Independant Composent Analysis) pour former la méthode appelée SVD-ICA [50,54,55]. Le 
principe consiste à trouver une autre matrice orthogonale [ ]1, , Pb b= …B  dans laquelle les 
vecteurs singuliers (ou ondelettes normalisées) pv sont les plus « indépendants  possibles ».  
La première étape de la méthode consiste à effectuer une première SVD pour déterminer 
un premier sous-espace signal XS et un sous-espace bruit XB (cf. équation (3-63)). Le sous-
espace signal XS est défini par les P plus grands vecteurs singuliers [ ]1, , Pv v= …PV . Ces P 
ondes peuvent être réparties en Q ondes caractérisées par un fort degré de corrélation inter-
capteurs et (P-Q) ondes ayant un faible degré de corrélation inter-capteurs et associées au 
bruit. Afin de les séparer, l’ICA consiste à appliquer à la matrice PV  une matrice de rotation 
B de dimension P×P afin d’obtenir une matrice de signaux sources indépendants ɶ PV  telle 
que : 
 
 =P PV V Bɶ  . (3-64) 
 










= =∑S P P PX U S V   (3-65) 
 




S PX CVɶ  , (3-66) 
  
avec  




La matrice C de vecteurs 1[ ,..., ]Pc c  peut être décomposée en deux matrices ɶ PU
 
et P∆ , avec 
[ ]1, , Puu= …ɶ ɶ ɶPU  les nouveaux vecteurs de propagation non orthogonaux et 




= ∆S P P PX U Vɶ ɶ  . (3-68) 
 
La décomposition de ce premier sous-espace signal permet de le séparer en deux autres sous-
espaces où les Q premières valeurs singulières les plus fortes sont associées aux ondes les 
plus corrélées tandis que les P-Q autres valeurs singulières sont associées au bruit et aux 
ondes ayant un faible degré de corrélation inter-capteurs.  
La SVD-ICA permet donc de mieux décomposer la matrice des données initiales qui peut 
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Le filtrage SVD-ICA améliore la qualité des sous-espaces estimés, ce qui permet un 
meilleur filtrage et/ou une meilleure séparation des ondes. 
 
 
2.3. Le filtrage par décomposition de la matrice spectrale 
 
Le filtrage par décomposition de la matrice spectrale, ou Spectral Matrix Filtering en 
anglais, est une méthode matricielle applicable dans l’espace des fréquences. Son principe 
consiste à décomposer l’espace des données de départ X(ω) en deux sous-espaces 
complémentaires : le sous-espace signal et le sous-espace bruit [51,56,57,58].  
La matrice spectrale, ou matrice de covariance [59,60], Γ(ω), est définie par : 
 
 ( ) ( ) ( ){ }E Hω ω ω=Γ X X  , (3-70) 
 
où E est l’espérance mathématique et H est la transposition conjugaison. 
La matrice spectrale étant carrée, il est possible de la diagonaliser par décomposition en 
valeurs propres selon la relation suivante : 
 




où U est une matrice contenant les vecteurs propres uk et Σ est une matrice diagonale 
contenant les vecteurs propres σk.  
La décomposition en valeurs propres de Γ(ω) permet de la séparer en deux sous-
espaces orthogonaux : le sous-espace signal ( )ωΓs  et le sous-espace bruit ( )ωΓs :  
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Les P valeurs singulières les plus fortes caractérisent le sous-espace signal tandis que le 
reste constitue le sous-espace bruit. L’indice P est obtenu par observation de la décroissance 
des valeurs propres. 
Le filtrage exploite l’orthogonalité des sous-espaces signal et bruit. Leur séparation est 
effectuée en projetant les données initiales sur les vecteurs propres du sous-espace signal. Les 
données initiales relatives au signal s’obtiennent dans le domaine fréquentiel selon la formule 
suivante : 
 
( ) ( ) ( )
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avec ,   le produit scalaire de deux vecteurs. 
Enfin, on applique une transformée de Fourier inverse aux données projetées ( )ωsX  pour 
revenir dans le domaine temps-distance. 
 
Un inconvénient de cette méthode de filtrage réside dans la manière de calculer et de 
diagonaliser la matrice spectrale [51]. En effet, ces calculs sont effectués à chaque fréquence 
ce qui peut poser problème lorsqu’on est en présence de plusieurs ondes ou d’ondes 
dispersives. Par exemple, si l’onde à isoler n’est pas dominante à toutes les fréquences, alors 
la projection sur le vecteur propre ne correspondra pas à l’onde souhaitée pour les fréquences 
où l’onde ne domine pas. Il se peut aussi que le nombre de vecteurs propres nécessaires pour 
décrire l’espace signal ne soit pas constant suivant les fréquences. 
 
 
3. Le filtrage DORT 
 
Comme nous l’avons vu dans la section 2.2.3 du chapitre 1, la méthode DORT est une 
méthode de détection et d’auto-focalisation dont le principe est de déterminer les invariants de 
l’opérateur de retournement temporel défini comme K(ω)K(ω)*. La matrice de transfert K(ω) 
est obtenue par transformée de Fourier de la matrice des données acquises K(t). En pratique, 
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diagonaliser l’opérateur de retournement temporel est équivalent à décomposer en valeurs 









= =∑K USV  
où les matrices U(ω) et V(ω) sont des matrices unitaires contenant les vecteurs singuliers um 
et vm et S(ω) est une matrice diagonale (ou pseudo diagonale pour des matrices rectangulaires) 
contenant les valeurs singulières de K(ω).  
En présence de petits réflecteurs bien résolus, le nombre de valeurs singulières fortes est 
égal au nombre de réflecteurs tandis que les valeurs singulières les plus faibles sont associées 
au bruit. Chaque vecteur singulier associé à une valeur singulière importante correspond à la 
réponse d’un défaut au réseau de transducteurs. Cette dernière peut être utilisée pour focaliser 
sur le défaut sans connaissance a priori de la géométrie de la pièce et/ou des propriétés 
acoustiques du matériau. L’ordre des valeurs et vecteurs singuliers est fonction de la position 
et de la réflectivité du diffuseur. Ainsi, le premier vecteur singulier correspond au diffuseur le 
plus fort, le défaut le plus proche du capteur par exemple, et ainsi de suite. 
Comme la plupart des méthodes en CND, la méthode DORT est une technique de 
détection dite « active » dans la mesure où le milieu d’inspection doit être insonifié pour créer 
les sources secondaires (les défauts) à détecter et caractériser. Elle se distingue donc des 
méthodes de séparation de sources employées en sismique ou en radar (cf. section 2) qui sont 
dites « passives » car la matrice des données X ne résulte pas de l’insonification du milieu 
d’inspection.  
Cependant, Prada et al. ont montré qu’il est possible d’établir un lien entre la méthode 
DORT et les méthodes de détection passive, en particulier celle basée sur la décomposition de 
la matrice spectrale [11]. Ces travaux montrent que l’opérateur de retournement temporel peut 
s’interpréter comme la matrice de covariance (ou spectrale) introduite dans la méthode de 
décomposition de la matrice spectrale. La méthode DORT peut donc être considérée comme 
une variante « active » du procédé classique de séparation de sources décrit dans la section 
2.3. Cette analogie nous a amenés à proposer un procédé de filtrage du bruit dans l’imagerie 
FTP. Sa description sera donnée après avoir mis en évidence une limite de la méthode DORT, 
qui peut être contournée avec des sources virtuelles.  
 
 
3.1. La méthode DORT avec des sources virtuelles 
 
Le principe de détection avec la méthode DORT  repose essentiellement sur la lecture de 
la courbe de distribution des valeurs singulières, et plus exactement sur l’analyse de la, ou des 
valeurs singulières s’en détachant. Cependant, comme on a pu le constater dans le chapitre 1, 
la méthode montre ses limites lorsque les défauts se situent proches d’une interface fortement 
réfléchissante, comme un fond de pièce. En effet, dans ce cas particulier, on n’observe pas de 
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réel détachement d’une valeur singulière. Il est alors difficile de faire correspondre une valeur 
singulière à un éventuel défaut et la détection est rendue plus délicate. Il existe d’autres cas de 
figure qui rendent difficile la détection d’un défaut avec la méthode DORT. C’est le cas 
lorsqu’on souhaite détecter un défaut situé en dehors de l’ouverture du traducteur et a fortiori 
dans un matériau bruité. Pour mettre en évidence les limites de la méthode DORT en CND, 
des essais ont été réalisés avec le même montage expérimental que précédemment (cf. Figure 
3-2). 
 
La décomposition en valeurs singulières de K(ω), obtenue à partir d’une acquisition FMC 
conventionnelle, donne la distribution sur la Figure 3-8 (a). On observe le détachement d’une 
seule valeur singulière autour de 0,55 MHz. Deux valeurs singulières se détachent aussi 
autour de 0,83 MHz et, de manière moins prononcée, autour de 1,1 MHz. 
Idéalement, lorsqu’un défaut est bien détecté avec la méthode DORT, la valeur singulière 
qui lui est associée présente une amplitude maximale à la fréquence centrale du capteur, soit 
1,1 MHz dans notre cas. Cela ne semble pas être le cas ici puisqu’aucun détachement 
significatif  n’est présent à cette fréquence. Il est alors difficile de conclure sur la présence ou 
non du défaut. Pour interpréter les détachements autour de 0,55 MHz et 0,83 MHz, nous 
avons réalisé la même acquisition en l’absence de défaut. La SVD donne alors la distribution 
de valeurs singulières sur la Figure 3-8 (b) sur laquelle on n’observe plus le détachement à 
1,1MHz, mais toujours ceux autour de 0,55 Mhz et 0,83 MHz. On peut donc affirmer que les 
détachements de valeurs singulières sur la Figure 3-8 (a) ne sont pas associés au défaut. 
Pour interpréter les résultats sur la Figure 3-8(b), nous avons étudié les échos contenus 
dans la fenêtre temporelle utilisée pour calculer la matrice K(ω). Avec ou sans défaut, 
l’intervalle temporel considéré reste identique : 13 µs ≤ t ≤24 µs. Il est délimité, sur la Figure 
3-10, par des lignes blanches sur les Bscans voies enregistrés au 32ème tir. Cette fenêtre a été 
choisie de façon à contenir l’écho du TG dans son intégralité, quel que soit le numéro de tir. 
On peut voir qu’elle intègre des contributions provenant des ondes de surface. Sans défaut 
(Figure 3-10(b)), ce sont les seules ondes présentes dans la fenêtre temporelle. On en déduit 
que les détachements observés sur la Figure 3-8(b) sont associés à ces ondes. De plus, sur le 
Bscan de la Figure 3-10(a) ,  on peut noter que les ondes de surface présentent une amplitude 
plus forte que celle de l’écho du TG, en partie noyé dans le bruit. Cela explique pourquoi le 
détachement des valeurs singulières associées aux ondes de surface, autour de 0,55 MHz et 














Figure 3-8 : Distribution des valeurs singulières de la matrice K(ω) (a) sans sources virtuelles 
et en présence du TG, (b) sans sources virtuelles et en l’absence de défaut, (c) avec sources 
virtuelles angulées à 45°. 
 
Ces résultats mettent en évidence une limite de la méthode DORT. Ses capacités de 
détection sont clairement réduites lorsque le défaut est situé en-dehors de l’ouverture d’un 
capteur placé au contact. La raison se trouve, non pas dans le principe de la méthode, mais 
dans la manière d’acquérir la matrice K(t). Lors d’une acquisition FMC conventionnelle, 
l’activation d’un seul élément par tir limite l’énergie transmise dans la pièce. Par ailleurs, la 
région la plus insonifiée se situe sous le capteur, un défaut localisé en dehors de l’ouverture 
ne recevra qu’une faible part de l’énergie transmise (notamment de la part des éléments les 
plus éloignés), et aura alors peu de chance d’être détecté.  
Nous avons vu, dans la section 1.2, que le fait d’employer des sources virtuelles angulées 
améliore l’imagerie FTP des défauts qui ne sont pas situés sous l’ouverture du traducteur 
(Figure 3-6). La Figure 3-10(c) correspond au Bscan voies, enregistré au 32ème tir, avec des 
sources virtuelles angulées à 45°. Dans la porte d’acquisition, l’écho du TG présente 
désormais une amplitude plus forte que celle des ondes de surface. Le spectre des valeurs 
singulières obtenu avec des sources virtuelles angulées est représenté sur la Figure 3-8 (c). A 
la différence des précédents résultats (Figure 3-8 (a) et (b)), il n’y a plus de valeur singulière 
dominante autour de 0,55 MHz, mais il en reste une autour de 0,83 MHz, provenant de la 
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contribution des ondes de surface. Par contre, l’amplitude de la valeur singulière mesurée à 
1,1 MHz est maintenant nettement plus forte, ce qui semble clairement indiquer la présence 
du défaut. Ceci fut confirmé en rétro-propageant le vecteur singulier associé, qui focalise alors 




Figure 3-9 : Rétro-propagation du premier vecteur propre. L’image représente le champ 
ultrasonore au temps de vol correspondant à la distance capteur/défaut. 
 
 
Ces résultats montrent que la détection du TG par la méthode DORT est nettement 
améliorée lorsqu’on utilise des sources virtuelles. Appliquer la méthode DORT à une matrice 
K(t) acquise avec un réseau virtuel est conceptuellement très proche de la méthode FDORT 
proposée par Robert et al. [61]. Néanmoins, ces deux méthodes diffèrent dans la manière de 
positionner les points de focalisation pour la création des sources virtuelles. Dans notre cas, 
K(t) est obtenue avec un réseau virtuel créé quelques millimètres en dessous du réseau réel, 
alors que pour la méthode FDORT, le réseau virtuel se situe à la profondeur du défaut. 
Focaliser très près du défaut améliore sa détection (but recherché par FDORT), mais limite 
l’insonification de la pièce, ce qui se révèle être un inconvénient lorsque l’on souhaite imager 
le milieu avec l’algorithme FTP. Cependant, comme nous l’avons remarqué sur la Figure 3-6, 
émettre avec des sources virtuelles n’est parfois pas suffisant pour augmenter 
significativement le RSB de l’image d’un milieu bruité. La réduction du bruit requiert donc 
l’emploi d’une méthode de filtrage qui s’appliquera directement à la matrice K(ω) avant 










Figure 3-10 : Bscan voies pour le 32ème tir (a) sans sources virtuelles et en présence d’un TG, 




3.2. Description de la méthode de filtrage 
 
Les similitudes entre la méthode DORT et les méthodes de filtrage décrites dans la 
littérature (plus particulièrement l’étape de SVD), de même que l’apport des sources virtuelles 
sur la détection, nous ont amenés à proposer un procédé original de filtrage du bruit pour la 
reconstruction FTP. Cette méthode, basée sur la méthode DORT, permet de filtrer 
efficacement, dans le domaine fréquentiel, les informations relatives au bruit contenues dans 
la matrice K(t). Une fois filtrée, celle-ci est ramenée dans le domaine temporel pour être post-
traitée par l’algorithme FTP et ainsi construire une image dénuée de bruit. Le principe du 
filtre peut être décrit par les 6 étapes ci-dessous: 
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• Etape 1 : Acquisition des données ultrasonores 
La première étape consiste à enregistrer la matrice des données initiales K(t). De manière 
générale, pour un capteur de N éléments, elle est obtenue après L=N‒NSV+1 tirs, en rappelant 
que NSV est le nombre d’éléments utilisés à chaque tir. Si 1SVN = , alors K(t) correspond à une 
acquisition FMC conventionnelle. Si 1SVN > , alors on applique à la sous-ouverture, formée 
par les NSV éléments, une loi de retards pour créer une source virtuelle. Les retards sont 
choisis pour diriger l’onde vers la zone à imager. Le nombre NSV dépend des caractéristiques 
techniques du capteur. On se réfèrera à la section 3.2 du chapitre 2 pour le déterminer.  
 
 
• Etape 2 : Calcul de la matrice de transfert 
Une fois la matrice K(t) acquise, on calcule la matrice de transfert K(ω). Cette dernière 
s’obtient en calculant la transformée de Fourier de la matrice K(t) dans une fenêtre temporelle 
1 2t t t≤ ≤  supposée contenir l’écho du défaut à imager. Dans notre étude, nous nous sommes 
généralement limités à une fenêtre correspondant à une porte d’acquisition « droite », c’est-à-
dire pour laquelle le retard et la longueur de numérisation restent identiques, quels que soient 
le tir et les voies en réception.  
 
  
• Etape 3 : Décomposition en valeurs singulières de la matrice de transfert 
La troisième étape du procédé de filtrage consiste à diagonaliser la matrice de transfert 
calculée à l’étape précédente. La décomposition en valeurs singulières de K(ω) est effectuée 
sur une plage de fréquence, 1 2ω ω ω≤ ≤ , correspondant à la plus large bande passante possible 
pour le capteur. Après SVD, la matrice de transfert peut s’écrire comme le produit de trois 
matrices :   
 
 
( ) ( ) ( )
1





u vω ω ω ω λ ω ω ω
=
= =∑K U S V ,  (3-74) 
 
avec : 
• U= [u1,…uL] et V=[v1,…vN], respectivement, des matrices unitaires de taille L×L et 
N×N contenant les vecteurs singuliers en réception et en émission, qui sont 





• S est une matrice pseudo-diagonale de taille L×N contenant, sur sa diagonale, les 
valeurs singulières λl (ordonnées de façon décroissante λ1 ≥ …≥ λL ≥ 0) de K(ω). 
 
 
• Etape 4 : Séparation des sous-espaces signal et bruit 
A l’issue des 3 premières étapes, on obtient un spectre de valeurs singulières qui indiquera 
la présence éventuelle d’un ou plusieurs défauts. Pour rappel, les valeurs singulières 
dominantes sont, dans le cas idéal, associées à des défauts alors que les plus faibles sont 
attribuées au bruit. De ce fait, il est possible de décomposer la matrice de transfert K(ω) en 
deux matrices KS(ω) et KB(ω). La matrice KS(ω) estime le sous-espace signal et KB(ω) décrit 
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En pratique, la séparation des deux sous-espaces se fait empiriquement, par l’étude de la 
courbe de décroissance des valeurs singulières pour une fréquence donnée (en général, la 
fréquence centrale du capteur).  Le rang P du sous-espace signal est égal à l’indice de la 
valeur singulière pour laquelle la courbe de décroissance des valeurs singulières présente un 
changement de courbure ou une importante variation d’amplitude. Ainsi, le sous-espace créé 
par les P plus fortes valeurs singulières définit le sous-espace signal tandis que les N-P autres 
valeurs forment le sous-espace bruit. Dans le cas de petits défauts idéalement résolus, et en 




• Etape 5 : Filtrage et retour dans le domaine temporel 
Après séparation des deux sous-espaces, le filtrage consiste à réduire le rang de la matrice 
K(ω) en ne conservant que le sous-espace signal KS(ω). Ainsi, toute l’information (supposée) 
relative au bruit est éliminée. 
Pour obtenir une image filtrée, il suffit de revenir dans le domaine temporel où l’on 
appliquera l’algorithme FTP. La nouvelle matrice filtrée ( )tKɶ  s’obtient en calculant la 






• Etape 6 : Application de l’algorithme d’imagerie synthétique 
L’algorithme FTP est appliqué à la nouvelle matrice des données filtrées ( )tKɶ pour 
reconstruire une image présentant moins de bruit.  
 
Remarque 1 : ces six étapes peuvent être complétées, avant la séparation des sous-espaces, 
par une étape supplémentaire réalisée avant la séparation des sous-espaces, qui consiste à trier 
les valeurs singulières via une méthode basée sur la corrélation des valeurs singulières 
fréquence par fréquence. Cette méthode sera décrite section 4.2. 
 
Remarque 2 : La méthode de filtrage que nous proposons dans ce manuscrit se rapproche 
des travaux initiés par Alexandre Aubry [62] et Sharfine Shahjahan [63] , qui consistent à 
effectuer un filtrage entre la diffusion simple et la diffusion multiple dans le but de faire de la 
détection dans les aciers à gros grains (inconel 600). En ce qui nous concerne, nous ne nous 
intéresserons qu’aux milieux où la diffusion simple prédomine (ex. : acier inox et acier 
ferritique austénitique).  
 
 
4. Evaluation expérimentale du filtrage DORT sur des défauts 
volumiques 
 
Dans cette section, nous évaluerons l’apport du filtrage DORT pour améliorer l’imagerie 
d’un défaut volumique situé dans une pièce bruitée et en dehors de l’ouverture du capteur. 
Compte tenu de la position du défaut par rapport au capteur, le TG sera détecté à l’aide de 
sources virtuelles angulées à 45°. Dans une seconde partie, nous nous intéresserons à une 
configuration où le défaut, localisé sous l’ouverture du traducteur, ne nécessite pas l’emploi 
de sources virtuelles pour optimiser sa détection et son imagerie. Cette configuration sera 
l’occasion d’introduire une méthode de tri des valeurs singulières susceptible de  consolider le 
filtrage. 
 
4.1. Imagerie d’un défaut volumique situé en dehors de l’ouverture du 
capteur  
 
Pour cette première évaluation du filtrage DORT, nous avons utilisé la configuration 
expérimentale schématisée sur la Figure 3-2 du paragraphe 1.1.  
Dans un premier temps, nous avons voulu observer le résultat du filtrage DORT lorsque 
K(t) correspondait à une acquisition FMC conventionnelle (la détection du défaut n’est alors 
pas optimisée). La décomposition en valeurs singulières de la matrice de transfert, calculée 
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entre 0,5 MHz et 1,5 MHz, fournit le spectre sur la Figure 3-8(a). La représentation des 32 




Figure 3-11 : Courbe de décroissance des valeurs singulières à la fréquence centrale du 
capteur lorsque K(t) correspond à une acquisition FMC. 
 
Comme nous l’avions remarqué plus tôt, sans sources virtuelles, le TG est mal détecté : la 
courbe de décroissance à la fréquence centrale ne présente pas un détachement particulier 
d’une valeur singulière (et le vecteur singulier associé à la valeur la plus forte, P=1, ne semble 
pas focaliser sur le défaut). Cependant, pour illustrer l’apport des sources virtuelles dans la 
séparation des sous-espaces signal et bruit, nous allons appliquer le filtrage pour améliorer la 
caractérisation de notre défaut, même si la valeur singulière ne se détache pas des autres. Le 
filtrage DORT fournit alors l’image FTP sur la Figure 3-13(c). On remarque que l’image est 
moins bruitée que l’image de départ (Figure 3-13(a)) mais on observe, autour du défaut, des 
artefacts de reconstruction. Ces résultats confirment que pour être efficace, le défaut doit être 
bien insonifié. De ce fait, l’utilisation des sources virtuelles est nécessaire lorsque le défaut est 
situé en dehors de l’ouverture du traducteur. 
 
Compte tenu de la position du défaut par rapport au capteur, la matrice K(t) a été acquise 
en employant des sources virtuelles angulées à 45°. La décomposition en valeurs singulières 
de la matrice de transfert, calculée entre 0,5 MHz et 1,5 MHz, fournit une distribution de 
valeurs singulières identique à celle de la Figure 3-8 (c). En représentant les 32 valeurs 
singulières à la fréquence centrale, on obtient la courbe décroissante tracée sur  la Figure 3-12. 
Cette courbe fait apparaître un écart important entre la 1ère et la 2ème valeur singulière. Cette 
importante variation caractérise clairement la séparation des sous-espaces signal et bruit. 
L’indice P, défini à l’étape 4, et qui délimite les deux sous-espaces, sera donc ici égal à 1.  
Pour s’en convaincre, nous avons évalué l’outil introduit par Quinlan et al. qui permet de 
déterminer de manière automatique le nombre de diffuseurs présents dans le milieu inspecté 
[64]. La méthode, valable pour des petits défauts isotropes « ponctuels », consiste à 
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superposer la courbe expérimentale de décroissance des valeurs singulières avec une courbe 
théorique modélisant la décroissance des valeurs singulières du bruit. 
Selon Quinlan et al., les valeurs singulières λl  (1 )l L≤ ≤  du bruit décroissent selon la 
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. (3-78) 
 
Le nombre de défauts présents est égal à l’indice de la valeur singulière pour laquelle on 
observe une cassure entre la courbe expérimentale et la courbe théorique. Ces deux courbes, 
tracées sur la Figure 3-12(b), montrent que, dans notre cas,  les courbes se superposent bien 
excepté pour la première valeur singulière. Cela indique la présence d’un seul défaut. Le sous-
espace signal n’est donc associé qu’à la première valeur singulière. On confirme alors la 
valeur de P =1 déterminée plus tôt. 
En prenant P=1, on obtient l’image filtrée présentée sur la Figure 3-13(c). La comparaison 
de cette dernière avec les images (a) et (b) de la Figure 3-13 montre une nette amélioration de 
l’image du défaut. Ainsi, si l’utilisation des sources virtuelles permet d’accroître la qualité de 
l’image de base (Figure 3-13(b)), elle ne permet pas de se débarrasser totalement du bruit qui 
reste très présent avec  une échelle logarithmique comprise entre -23 dB et 0dB. Ce n’est plus 
le cas lorsque le filtrage DORT est appliqué (Figure 3-13(c)). 
L’amélioration sur  l’image peut être quantifiée grâce aux différentes courbes reportées 
sur les Figures 3-14 et 3-15. La première figure correspond aux coupes horizontales des 
images FTP à la profondeur du défaut. Elle nous permet de comparer le RSB des trois images 
de la Figure 3-13 et de mesurer le gain apporté par le filtrage DORT. On mesure ainsi une 
augmentation du RSB proche de 40 dB. Le même constat est fait avec la Figure 3-15, qui 
représente la superposition des courbes échodynamiques des trois images de la Figure 3-13. 
Ces résultats démontrent que le filtrage DORT est une méthode efficace pour éliminer le bruit 













Figure 3-12 : Courbes de décroissance des valeurs singulières à la fréquence 1,1 MHz : (a) 







Figure 3-13 : Comparaison des images FTP (a) sans sources virtuelles, (b) avec sources 
virtuelles angulées et sans filtrage, (c) sans sources virtuelles angulées et filtrage DORT, (d) avec 











Figure 3-15 : Courbes échodynamiques des images FTP sur la Figure 3-13.  
 
 
4.2. Méthode de tri des valeurs singulières par intercorrélation 
 
Dans certains cas, il arrive qu’il ne soit pas possible de recourir aux sources virtuelles, 
comme, par exemple, lorsque le capteur employé possède peu d’éléments. Il existe aussi des 
configurations pour lesquelles l’emploi des sources virtuelles n’est pas nécessaire, comme par 
exemple, lorsque le défaut se situe sous l’ouverture du capteur. La méthode DORT permet 
alors de détecter correctement le défaut, mais des informations non désirées peuvent subsister. 
Nous étudions ici les résultats du filtrage DORT sans sources virtuelles, et introduisons une 




Reprenons la configuration étudiée plus tôt (même capteur, même pièce, même défaut), 
mais avec le TG localisé sous le réseau (il forme un angle de 13° avec l’axe du capteur). La 
Figure 3-16 schématise les conditions employées. 
 
 
Figure 3-16 : Schéma du dispositif expérimental utilisé pour évaluer le filtrage DORT, sans 
sources virtuelles.  
 
 
Compte tenu de la position du défaut par rapport au capteur, il n’est pas nécessaire de 
recourir aux sources virtuelles (classiques à 0° ou angulées) pour acquérir  la matrice K(t). En 
effet, sur la distribution des valeurs singulières (Figure 3-17(a)), on remarque qu’autour de la 
fréquence centrale du capteur (1,1 MHz), la première valeur singulière se détache largement 
des autres. La rétro-propagation du premier vecteur propre confirme que la bonne détection 
du TG. On extrait alors aisément de la Figure 3-17(b), l’indice P délimitant les sous-espaces 
signal et bruit. Compte tenu de la cassure provoquée par l’importante différence d’amplitude 
entre la première et la deuxième valeur singulière sur la courbe de décroissance, P est égal à 
1. Cette valeur de P est validée par l’outil proposé par Quinlan et al. [64] qui confirme la 
cassure entre la première valeur singulière expérimentale et celle de la courbe théorique. 
Cependant, il est intéressant de noter que sur la Figure 3-17(a), une ou deux valeurs 
singulières se détachent autour des fréquences 0,55 MHz et 0,83 MHz. Comme expliqué dans 
la section 3.1, ces détachements sont liés aux ondes de surface. Le filtrage DORT ne 
conservant, avec P=1, que la première valeur singulière, cela signifie donc que pour des 
fréquences inférieures à 0,95MHz, il éliminera les informations liées au TG pour ne garder 








Figure 3-17 : (a) Distribution des valeurs singulières dans la bande passante du traducteur, 







Figure 3-18 : Comparaison des Bscans avant et après filtrage DORT (a)Bscan initial (b) 
Bscan filtré sans tri des valeurs singulières. 
 
 
La Figure 3-18 permet de bien visualiser l’effet du filtrage DORT tel que nous l’avons 
décrit dans la section 3.2. La Figure 3-18(a) représente le Bscan original pour le tir n°32 
(13 23 )µs t µs≤ ≤ . On y distingue une partie de l’onde de surface ainsi que l’écho du TG. Le 
filtrage de toutes les valeurs singulières, excepté la première, donne le Bscan de la Figure 
3-18(b). On peut voir qu’une partie du bruit a été éliminée après filtrage DORT, ce qui fait 
mieux ressortir l’écho du TG. Cependant, il reste encore une partie de l’onde de surface. Cela 
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démontre que la première valeur singulière n’est pas associée au défaut pour toutes les 
fréquences. Pour certaines fréquences, elle est liée aux ondes de surface.  
Pour extraire uniquement l’information liée au défaut et filtrer intégralement les ondes de 
surface (et a fortiori le bruit), nous avons développé un outil de tri des valeurs et vecteurs 
singuliers. Cet outil réorganise la matrice K(ω) avant séparation des sous-espaces et optimise 
le filtrage DORT. Les étapes à suivre pour chaque valeur singulière λl (1 )l L≤ ≤  sont les 
suivantes : 
 
a. Définition des valeurs singulières et des vecteurs singuliers de référence 
 
En premier lieu, on choisit une fréquence de référence refω  dans la bande passante du 
traducteur [ω1 ; ω2]. Le plus souvent, il s’agit de la fréquence centrale du capteur pour 
laquelle la première valeur singulière λl présente une amplitude maximale. On précise que le 
choix de cette fréquence suppose que l’on soit sûr que la première valeur singulière est 
associée au défaut à imager.  
Le vecteur singulier associé à ( )l refλ ω , ( )l refu ω , est choisi comme vecteur singulier de 
référence. Dans la suite, on le notera refu . Comme nous l’avons vu dans la section 2.2.3 du 
chapitre 1, on peut utiliser la phase d’un vecteur singulier afin d’extraire une loi de retards. 
Celle issue de refu sera notre loi de retards de référence. On la notera refτ . 
  
 
b. Tri des valeurs singulières et des vecteurs singuliers  
 
Cette étape permet de trouver, pour chaque fréquence ω comprise dans la bande de 
fréquence de travail [ω1 ; ω2], l’indice [ ]1;k L∈ de la valeur singulière λk(ω) et des vecteurs 
singuliers uk(ω) et vk(ω) associés, pour lesquels la loi de retards ( )kτ ω  présente un maximum 
de corrélation avec refτ . Dans la pratique, pour chaque fréquence ω comprise entre ω1 et ω2 : 
- on extrait la loi de retards ( )kτ ω  à partir de la phase du vecteur singulier ( )ku ω ,  
- on calcule la corrélation entre ( )kτ ω  et la loi de référence refτ , 
- on détermine la valeur j de k  pour laquelle la corrélation est la plus forte,  
- on affecte à ( )lλ ω la valeur de ( )jλ ω  , à ( )lu ω la valeur de ( )ju ω , et à ( )lv ω  la 






c. Construction de la nouvelle matrice ( )ωK réorganisée 
 
Une fois le tri effectué, il est alors possible, pour chaque fréquence, de construire trois 
nouvelles matrices réorganisées U ,S  et V  dans lesquelles les valeurs et vecteurs singuliers 
des matrices U, S et V sont ordonnées selon les indices trouvés à l’étape b. Le produit de ces 
3 matrices forme une nouvelle matrice K  telle que : 
 
 







u vω λ ω ω ω
=
= =∑K USV .  (3-78) 
 
Ainsi, dans la nouvelle matrice réorganisée ( )ωK , un défaut est associé au même indice 
de valeur singulière pour chaque fréquence comprise dans la bande passante du capteur. 
 
Nous avons appliqué la méthode de tri des valeurs et vecteurs singuliers de la matrice 
K(ω) afin de faciliter le filtrage et d’éliminer complètement la contribution des ondes de 
surface (et du bruit) dans l’imagerie FTP. La loi de retards de référence a été calculée à 1,1 
MHz. Afin d’illustrer l’efficacité de l’outil de tri, nous avons représenté sur la Figure 3-19, le 
spectre des 32 valeurs singulières et le suivi de celle associée au défaut. La valeur singulière 
associée au défaut, après tri, est marquée par des cercles rouges. Cela permet de vérifier 
qu’aux basses fréquences, les informations liées au TG n’étaient pas associées à la première 
valeur singulière. Le tri a bien permis d’isoler, pour toutes les fréquences considérées, les 









Une fois la valeur singulière déterminée, on filtre la matrice K(ω) en ne conservant que 
les vecteurs singuliers associés au TG. La Figure 3-20 présente les Bscan voies pour le tir 
n°32 avant et après filtrage. On voit qu’une fois filtrés, les Bscans de la nouvelle matrice K(t) 






Figure 3-20 : Comparaison des Bscans avant et après filtrage de la matrice K(t) : (a) Bscan 
original (b) Bscan filtré après tri des valeurs singulières. 
 
 
La comparaison de la Figure 3-18(b) avec la Figure 3-20(b) montre que la réorganisation 
de la matrice K(ω) a rendu le filtrage plus efficace. Le tri des valeurs singulières a amélioré le 
filtrage en éliminant toutes les informations non relatives au TG (bruit et onde de surface) tout 
en minimisant la perte d’information utile. Il s’agit donc d’un moyen efficace pour s’assurer 
que la valeur singulière conservée correspond, dans toute la bande passante, au défaut 
considéré. 
La Figure 3-21permet d’apprécier l’évolution de la qualité de l’image FTP consécutive au 
filtrage DORT. La comparaison de l’image initiale (Figure 3-21(a)) avec l’image filtrée 
(Figure 3-21(b)) montre bien l’amélioration apportée par ce dernier. Elle se traduit sur les 
coupes et les courbes échodynamiques (Figures 3-22 et 3-23 respectivement) par une 
augmentation du RSB d’environ 30 dB. On peut donc affirmer que, dans le cas où le défaut se 
situe à l’aplomb du capteur, le filtrage DORT, complété par une étape de réorganisation de la 





Figure 3-21 : Comparaison des images FTP avant et après filtrage DORT : (a) image 
originale, (b) image après filtrage. La matrice K(t) est acquise sans sources virtuelles. 
 
 








5.  Evaluation expérimentale du filtrage DORT sur une entaille  
 
Dans la section précédente, nous avons montré l’intérêt du filtrage DORT lorsqu’il est 
appliqué à l’imagerie d’un défaut volumique. Dans cette section, nous évaluons cette méthode 
pour l’imagerie et la caractérisation de défauts plus réalistes, comme une fissure débouchant 
sur le fond d’une pièce.  
 
5.1. Application à une pièce non bruitée  
 
5.1.1. Apport des sources virtuelles dans l’imagerie FTP d’une 
entaille  
 
Pour pouvoir être caractérisée par ses échos de diffraction, une entaille doit être détectée 
selon un angle supérieur à 0° par rapport à l’axe du traducteur (souvent 45°). Le défaut peut 
donc être contrôlé alors qu’il se situe en dehors de l’ouverture du capteur, ce qui peut avoir un 
impact sur la qualité d’une image FTP issue d’une acquisition FMC conventionnelle. 
Comme nous l’avons vu dans la section 1.2, les sources virtuelles améliorent, dans une 
certaine mesure, la qualité de l’image d’un défaut volumique. Ici, nous allons évaluer l’apport 
des sources virtuelles angulées pour l’imagerie FTP d’une entaille située en dehors de 
l’ouverture du capteur. Pour cela, considérons la configuration expérimentale schématisée sur 
la Figure 3-24. Elle met en scène une entaille haute de 10 mm débouchant au fond d’une pièce 
en acier inox (cL = 5750 m/s) de 40 mm d’épaisseur. On cherche à détecter et imager le défaut 
à 45° avec les 48 éléments (réels ou virtuels) d’un capteur de fréquence centrale 1,1 MHz et 




Figure 3-24 : Schéma du dispositif expérimental utilisé pour imager l’entaille. 
 
La Figure 3-25 montre l’image FTP de l’entaille lorsque K(t) correspond à une FMC 
conventionnelle (image (a)) et lorsque des sources virtuelles angulées à 45° ont été utilisées 
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(image (b)). Sans sources virtuelles, l’écho de diffraction est très faible (Figure 3-25(a)), 
tandis qu’il apparaît plus nettement avec les sources virtuelles angulées (Figure 3-25(b). On 
mesure, sur l’écho de diffraction du haut, une différence d’amplitude de +14 dB en faveur de 
celui imagé avec des sources virtuelles. Ces dernières permettent de mieux insonifier le défaut  





Figure 3-25 : Images FTP de l’entaille issues (a) sans sources virtuelles, (b) avec des sources 
virtuelles angulées.  
 
 
Les sources virtuelles participent à améliorer l’imagerie FTP et la caractérisation de 
l’entaille. Dans ce qui suit, nous cherchons à voir, si, comme pour un défaut volumique, elles 
facilitent la détection, par la méthode DORT, d’une entaille débouchant sur un fond de pièce. 
La Figure 3-26 montre la distribution des valeurs singulières de la matrice K(ω) pour une 
FMC classique. Avec des sources virtuelles angulées, on obtient les résultats de la Figure 
3-27. Quelle que soit la méthode d’acquisition (FMC avec ou sans sources virtuelles), la 
distribution des valeurs singulières de la matrice K(ω) est un continuum. Un tel continuum est 
caractéristique d’un réflecteur plan étendu, ici, le fond de pièce. En général, les valeurs 
singulières de l’entaille ont une faible amplitude par rapport à celles associées au fond car 
l’écho de ce dernier domine largement l’écho du défaut. L’entaille reste donc difficile à 










Figure 3-26 : Distribution des valeurs singulières de la matrice de transfert issue d’une 
acquisition FMC conventionnelle, (a) représentation sur toute la bande de fréquence, (b) 





Figure 3-27 : Distribution des valeurs singulières de la matrice de transfert issue d’une 
acquisition FMC employant des sources virtuelles, (a) représentation sur toute la bande de 
fréquence, (b) représentation à 1,1 MHz. 
 
Cependant, alors que sans sources virtuelles (Figure 3-26(a)) on retrouve les pics associés 
aux ondes de surface autour de 0,55 MHz et 0,83 MHz, ces détachements n’apparaissent plus 
lorsqu’on utilise des sources virtuelles angulées (Figure 3-27(a)). On vérifie donc à nouveau 
que les sources virtuelles diminuent la contribution des ondes de surface. Ce n’est pas le cas 
pour le fond dont la contribution augmente. On le constate sur la Figure 3-28 où sont 
superposées les valeurs singulières avec et sans sources virtuelles angulées. Ainsi, avec des 
sources virtuelles, les premières valeurs singulières (que l’on sait appartenir au fond via la 
rétro-propagation des vecteurs singuliers associés) sont nettement plus fortes que celles 
calculées pour une acquisition FMC standard. L’augmentation de la contribution du fond de 
pièce par les sources virtuelles angulées, en même temps que celle du défaut, ne facilite pas la 
séparation des sous-espaces comme dans le cas du TG. Le fait que la fenêtre temporelle de 
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traitement ne soit pas optimisée, car incorporant la totalité de l’écho de fond, nous est très 
défavorable.  
 
   
Figure 3-28 : Comparaison des valeurs singulières pour une acquisition FMC 
conventionnelle une acquisition FMC avec sources virtuelles angulées. 
 
 
5.1.2. Amélioration de la séparation des sous-espaces par optimisation 
du fenêtrage temporel 
 
Jusqu’à présent, la fenêtre temporelle de traitement DORT était une fenêtre « droite », 
c’est-à-dire identique (même longueur et même position temporelle) quel que soit le signal 
knm(t) de l’acquisition. Cette fenêtre droite doit être suffisamment large pour contenir l’écho 
d’intérêt pour tous les couples émetteurs/récepteurs (n ; m) De ce fait, elle englobe d’autres 
échos gênants pour la définition du sous-espace signal commel’écho de fond, ici responsable 
du continuum de valeurs singulières (Figure 3-30). La solution envisagée pour éliminer autant 
que possible l’écho de fond, consiste à adapter la fenêtre temporelle à chaque couple 
émetteur/récepteur (n ; m). Pour ce faire, on définit une zone d’intérêt centrée sur le(s) 
défaut(s), appelée zone effective, puis on annule les signaux knm(t) lorsque le temps t 
correspond à un temps de vol d’un point en dehors de cette zone effective. (cf. Figure 3-29). 
Ce filtrage temporel ne change pas l’imagerie FTP en soit, il permet seulement de faciliter la 
définition du sous-espace signal en réduisant la contribution du fond. 
Les cartographies sur la Figure 3-29 donnent en chaque point de la zone de reconstruction, 
le nombre de signaux knm(t) non nuls avant et après optimisation du fenêtrage temporel par 
zone effective (Figures 3-29(a) et 3-29(b) respectivement). La couleur turquoise indique que 
tous les couples émetteurs/récepteurs (n, m) participent à la reconstruction du point, la couleur 
verte aucun. On précise que ces cartographies sont construites sans prendre en compte la 
directivité des éléments ni l’atténuation, ce qui explique pourquoi on observe, entre autre, du 
turquoise au niveau de la surface. Avec une fenêtre droite (Figure 3-29(a)), toutes les 
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combinaisons contribuent à reconstruire le fond. Le filtrage temporel de la matrice K(t), avec 
une zone effective rectangulaire centrée sur le défaut (Figure 3-29(b)), réduit 
considérablement la quantité d’information en dehors de cette zone, et en particulier la 
contribution du fond. On remarquera cependant que, malgré cela, une partie de l’écho de fond 






Figure 3-29 : Cartographies du nombre d’éléments émetteurs-récepteurs participant à la 
reconstruction de chaque point de l’image : (a) avec une fenêtre temporelle droite, (b) avec 
fenêtrage temporel par zone effective. 
 
 
Nous avons appliqué ce filtrage à la configuration expérimentale précédente (cf. Figure 
3-24). La zone d’intérêt, de dimensions 10 × 15 mm² est centrée sur l’entaille, le côté bas de 
la zone coïncidant avec le fond de pièce. Pour évaluer l’intérêt de ce pré-filtrage, nous 
comparons les résultats avec ceux obtenus avec une fenêtre temporelle droite, identique à 
celle qui nous a permis d’obtenir la distribution sur la Figure 3-27(a). La Figure 3-30 montre 
3 Bscans voies (pour les tirs n°1, 24 et 48) avant optimisation du fenêtrage. La Figure 3-31 
donne, pour la même fenêtre temporelle, les 3 Bscans (pour les mêmes tirs) de la matrice K(t) 
après optimisation du fenêtrage par zone effective. La comparaison de ces 2 figures montre 
que sur la totalité de la fenêtre temporelle traitée, seule une mince bande arquée contient les 
échos issus de la zone d’intérêt définie plus tôt. Les ondes de surface ont été éliminées ainsi 
qu’une très grande partie de l’écho de fond (en mode direct, en conversion mode et après 
rebond). On notera que, malgré le filtrage temporel par zone effective, on conserve une partie 








Figure 3-31 : Bscans voies après optimisation de la fenêtre de traitement DORT. 
 
Pour évaluer les effets du fenêtrage temporel optimisé, nous décomposons en valeurs 
singulières la matrice de transfert. Les valeurs singulières sont tracées sur la Figure 3-32. On 
remarque que même en optimisant  la fenêtre de traitement DORT, la SVD de la matrice 
K(ω) donne toujours un continuum de valeurs singulières. Ce résultat n’est pas surprenant : il 






Figure 3-32 : Distribution des valeurs singulières de la matrice de transfert issue d’une 
acquisition FMC avec des sources virtuelles et filtrées temporellement, (a) représentation sur 




Figure 3-33 : Comparaison des valeurs singulières avec (courbe verte) et sans filtrage 
temporel de la matrice K(t) (courbe rouge). 
 
En superposant les courbes de distribution des valeurs singulières avant après fenêtrage 
temporel par zone effective (respectivement Figure 3-27(b)) et Figure 3-32(b)), on obtient la 
Figure 3-33. On peut alors noter que l’optimisation de la fenêtre de traitement DORT diminue 
l’amplitude des premières valeurs singulières. Ainsi, la première valeur singulière passe de 
2,3.107 à 1,4.107. Optimiser le fenêtrage temporel n’élimine pas totalement le fond mais 
permet de réduire sa contribution. 
 
A la différence des défauts volumiques, les courbes de décroissance obtenues à la 
fréquence centrale, pour une entaille débouchant sur un fond de pièce, ne sont pas 
caractérisées par une nette rupture de pente. Le fond, qui peut être considéré comme un 
réflecteur plan étendu, génère en effet un nombre important de valeurs singulières. Ces 
dernières forment alors un troisième sous-espace, les deux autres étant associés 
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respectivement au défaut et au bruit. A moins de repropager un à un chacun des vecteurs 
singuliers, il est ici plus difficile d’identifier clairement chacun des trois sous-espaces formant 
la matrice K. Par conséquent, nous avons fait le choix de considérer comme espace signal 
celui associé aux valeurs singulières les plus fortes (tantôt attribuées au sous-espace défaut, 
tantôt au sous-espace fond). Le reste des valeurs singulières, les plus faibles, forment le sous-
espace bruit. Le filtrage DORT consistera à éliminer le sous-espace bruit.  
 
   
Figure 3-34 : Comparaison des courbes normalisées de distribution des valeurs singulières à 
la fréquence 1,1 MHz. 
 
La Figure 3-34 ci-dessus présente le résultat de la normalisation et de la superposition des 
courbes de valeurs singulières prises à la fréquence centrale. Comme on peut le constater, 
l’utilisation des sources virtuelles et l’optimisation du fenêtrage temporel permettent une 
décroissance plus rapide des valeurs singulières : Pour un seuil d’amplitude donné, le sous-
espace signal est associé à un nombre de valeurs singulières plus petit. Ainsi, sur la Figure 3-
34, on voit que pour un seuil de 0,1, seules 12 premières valeurs singulières sont concernées 
lorsque l’on combine sources virtuelles et fenêtrage temporel par zone effective. Ce niveau est 
atteint pour la valeur singulière n°16 sans optimisation du fenêtrage temporel  et la n°21 pour 
une acquisition FMC standard. La dimension du sous-espace signal est donc réduite et 
contient alors moins de données relatives au fond et au bruit. L’amélioration de la séparation 
des sous-espaces signal et bruit laisse donc présager un meilleur filtrage de l’image finale. 
 
 
5.1.3. Evaluation du filtrage DORT appliqué à une entaille 
 
Comme nous l’avons vu dans le paragraphe précédent (5.1.2), la séparation du sous-
espace signal (comprenant les valeurs singulières de l’entaille et du fond) et du sous-espace 
bruit est améliorée par l’utilisation de sources virtuelles angulées et par un fenêtrage temporel 
optimisé de la matrice K(t). Contrairement aux défauts volumiques, la rupture de pente 
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permettant de séparer les deux sous-espaces est beaucoup moins marquée, voire inexistante. 
De ce fait, le critère que nous choisissons pour déterminer la valeur de P est un seuil en 
amplitude. Nous considérerons les valeurs singulières dont l’amplitude normalisée est 
inférieure à 0,05 comme étant associées au bruit car on peut voir sur la Figure 3-35 que c’est 
pour cette amplitude que les courbes de valeurs singulières présentent un changement de 
pente. Le Tableau 3-1 donne le nombre de valeurs singulières associées au sous-espace signal 
selon la méthode d’acquisition et selon le fenêtrage temporel utilisé.  
 





FMC avec sources 
virtuelles  
FMC avec sources virtuelles 
et filtrage temporel  





Figure 3-35 : Seuil de séparation des sous-espaces signal et bruit. La ligne rose représente le 
seuil en amplitude. Le code couleur des courbes est identique à celui de la Figure 3-34. 
 
Bien que la pièce ne présente pas de bruit de structure important, celui-ci n’est jamais 
vraiment nul. Nous évaluerons donc ici les capacités du filtrage DORT à éliminer le bruit 
présent dans la matrice K(t). Compte tenu de la position du défaut par rapport au capteur, K(t) 
est acquise avec des sources virtuelles angulées à 45°. La bande de fréquences sur laquelle on 
effectue la SVD est comprise entre 0,5 MHz et 1,5 MHz. A l’étape 4 (séparation des sous-













Figure 3-36 : Images FTP de l’entaille (a) sans filtrage (b) après filtrage DORT, (c) après 
fenêtrage optimisé et filtrage DORT.  
 
 
 La Figure 3-36 permet de comparer l’image de l’entaille avant (image (a)) et après 
filtrage DORT (images (b) et (c)). La porte temporelle utilisée pour la Figure 3-36(b) est 
droite, tandis que celle de la Figure 3-36(c) résulte du fenêtrage temporel de K(t) selon la 
zone effective décrite à la section 5.1.2.   
La pièce ne présentant pas de bruit de structure, il est difficile de constater visuellement 
une amélioration de RSB sur les images. Pour mieux en juger, il est plus aisé de comparer, sur 
la Figure 3-37, les coupes horizontales des trois images à la profondeur de l’écho de 
diffraction, soit 30 mmz = . La superposition des trois coupes confirme bien que l’image 
originale est plus bruitée que les images filtrées : Le filtrage DORT a amélioré le RSB de 
l’image d’environ +10dB.   
On notera que le fenêtrage temporel optimisé de la matrice K(t) n’a quasiment pas eu 
d’incidence sur le résultat du filtrage DORT ; les images sont à peu de choses près identiques 




Figure 3-37 : Coupes horizontales des images FTP de la Figure 3-36 à la profondeur de 




Comme nous l’avons souligné plus tôt dans cette section, la détermination du sous-espace 
signal est approximative du fait de la contribution marquée des valeurs singulières du fond 
dans ce dernier. Faute de nette  rupture de pente, ce sous-espace comprend sûrement 
beaucoup d’informations non relatives au défaut, en particulier celles associées au fond. On 
peut donc légitimement réduire la taille du sous-espace signal pour éliminer un maximum de 
ces informations. La Figure 3-38 présente les images FTP obtenues pour un espace signal de 
même dimension P, avec et sans optimisation du fenêtrage temporel de K(t) (images de droite 
et de gauche respectivement).   
En première remarque, on constate sur la Figure 3-38 que, pour un espace signal de même 
dimension P, l’amplitude de l’écho du haut de l’entaille est légèrement plus élevée lorsqu’un 
filtrage temporel optimisé est appliqué à K(t). On vérifie alors le fenêtrage temporel optimisé 






















Figure 3-38 : Images FTP pour un espace signal défini par P = 14  (images (a) et (b), P = 12 
(images (c) et (d)), P = 10 (images (e) et (f)), P = 10 (images (g) et (h)).Les images de gauche (a, c, 
e et g) sont obtenues sans filtrage temporel par zone effective. Les images de droite (b, d, f et h) 






Afin d’étudier l’évolution des images en fonction de la réduction du sous-espace signal, 
nous nous intéresserons maintenant uniquement au cas où le fenêtrage temporel de K(t) est 
optimisé. La dynamique des images étant référencée par rapport à l’amplitude de l’écho de  
diffraction du haut de l’entaille augmenté de 5 dB, la diminution de l’amplitude de cet écho 
avec P traduit donc une perte de signal associé à l’entaille. L’évolution de l’amplitude de 
l’écho du haut de l’entaille en fonction de P peut se voir sur les coupes horizontales de la 
Figure 3-39. Ces coupes sont prises à la profondeur de l’écho de diffraction et sont 
référencées par rapport à l’amplitude de l’écho de diffraction mesuré pour P=14. On voit que 
la réduction de la dimension du sous-espace de deux unités ne modifie que de très peu le 
signal de l’entaille (-1 dB). Les valeurs singulières n° 13 et n° 14 ne sont donc pas associées à 
l’entaille. Le passage de P=12 à P=10 a plus de conséquences sur le signal de l’entaille, qui 
diminue alors de 10 dB. Le signal perd 2 dB de plus si on réduit le sous-espace signal aux 8 
premières valeurs singulières. On comprend que les valeurs singulières comprises entre 8 et 
12 sont liées au défaut, les 7 premières étant très certainement associées au fond. Une manière 
de le démontrer est de filtrer la matrice K en prenant comme sous-espace signal celui 
constitué uniquement des valeurs singulières 8 à 12. La Figure 3-40 représente l’image 
obtenue après ce filtrage. Elle ne fait plus apparaître l’écho du fond. Le filtrage des premières 
et des dernières valeurs singulières a permis d’éliminer efficacement la contribution du fond 
et du bruit électronique.  
 
  
Figure 3-39 : Coupes des images FTP à la profondeur de l’écho de diffraction du haut pour 





Figure 3-40 : Image FTP obtenue avec un espace signal constitué des valeurs singulières 8 à 
12. 
 
A la différence d’un défaut volumique loin d’une interface, une fissure à proximité d’un 
fond génère une distribution de valeurs singulières dans laquelle il est difficile de discriminer 
celles appartenant au défaut. Généralement, elles sont mélangées aux valeurs singulières du 
fond. La séparation des sous-espaces signal et bruit est donc moins évidente que pour un 
défaut volumique. Cependant, au vu des résultats ci-dessus, on peut affirmer que, bien que 
plus délicat à appliquer, le filtrage DORT peut améliorer la qualité de l’image FTP d’une 
entaille débouchant sur un fond de pièce. La méthode a été appliquée à une pièce ayant un 
bruit de structure faible. L’intérêt de la technique prend tout son sens lorsque le défaut est 
situé dans une pièce présentant du bruit de structure. 
 
5.2. Application à une pièce bruitée 
 
Après avoir appliqué le filtrage DORT pour améliorer l’image d’une entaille localisée au 
fond d’une pièce non bruitée, nous l’évaluons ici dans une configuration proche de celle 
rencontrée dans les pièces industrielles (par exemple : sur le circuit primaire des centrales 
nucléaires). L’entaille débouche désormais sur le fond d’une pièce bruitée (acier austénitique) 
d’épaisseur 70 mm. Il est à noter que par rapport aux précédentes expériences, le capteur se 
situe ici à grande distance du défaut, ce qui constitue une difficulté supplémentaire. Nous 
cherchons à détecter et imager ce défaut en OL45° avec le même capteur que précédemment 
(1,1 MHz, espace inter-élément égal à 1.4 mm). Dans tout ce qui suit, les acquisitions FMC 
ont été réalisées avec 58 tirs (58 tirs avec des éléments réels ou virtuels). La Figure 3-41 





Figure 3-41 : Schéma du dispositif expérimental pour imager une entaille dans une pièce en 
acier austénitique. 
 
Avant d’appliquer la méthode du filtrage DORT, commençons par observer l’imagerie 
« brute », sans filtrage, et analyser l’effet des sources virtuelles. Les deux images ci-dessous 
ont été obtenues avec une FMC conventionnelle (Figure 3-42 (a)), puis avec sources virtuelles 







Figure 3-42 : Image FTP de l’entaille (a) sans sources virtuelles, (b) avec sources virtuelles 
angulées à 45°. 
 
Alors que les sources virtuelles angulées améliorent l’image FTP d’une entaille à 45° dans 
une pièce non bruitée (cf. Figure 3-25), elles deviennent inefficaces dans l’acier austénitique. 
Quelle que soit la méthode d’acquisition, l’écho de diffraction du bas de l’entaille est 
facilement identifiable tandis qu’on devine à peine l’écho de diffraction du haut du défaut 
(RSB < 4 dB). Il en est de même sur une image échographique standard (Figure 3-43) obtenue 
avec un balayage angulaire entre 0° et 70°, focalisé à la profondeur du défaut. L’emplacement 
de l’entaille par rapport au capteur, sa profondeur et le bruit de structure la rendent 
difficilement caractérisable. Nous allons donc évaluer les performances de la méthode de 








Figure 3-43 : Image de l’entaille avec un balayage angulaire : (a) secteur angulaire complet, 
(b) zoom sur l’entaille. 
 
Comme nous l’avons vu à la section 5.1, selon la fenêtre de traitement DORT utilisée 
(fenêtre droite ou optimisée avec une zone effective), on obtient des distributions de valeurs 
singulières assez différentes. Le fenêtrage temporel optimisé permet de réduire la contribution 
du fond. La décroissance des valeurs singulières est plus rapide et il est possible de définir un 
sous-espace signal de dimension plus petite. Ce type de fenêtrage a été appliqué à l’ensemble 
des résultats qui vont suivre. La fenêtre optimisée employée est définie en éliminant toutes les 
informations de la matrice K(t) ne provenant pas d’une zone d’intérêt de dimension 
13 15 mm²×
 centrée sur l’entaille. Le fond de la zone coïncide avec le fond de la pièce. Après 
SVD, on obtient le spectre des valeurs singulières et la courbe de décroissance extraite à la 
fréquence centrale sur la Figure 3-44.  
 
 
   
(a) (b) 
Figure 3-44 : Distribution des valeurs singulières (a) dans la bande passante du capteur, (b) 
courbe de décroissance des valeurs à la fréquence centrale (1,1 MHz), La ligne horizontale rose 




Ici encore, les valeurs singulières forment un continuum caractéristique du fond de pièce 
et l’identification des trois différents sous-espaces (entaille, fond, bruit) est difficile. Pour 
simplifier le problème, on cherchera à filtrer uniquement le sous-espace lié au bruit. Le sous-
espace du fond et de l’entaille forment le sous-espace signal qui sera conservé. 
Puisque la courbe de décroissance des valeurs singulières à la fréquence centrale n’est pas 
caractérisée par une nette rupture de pente, nous choisissons un seuil en amplitude pour 
déterminer la valeur de P. Ce seuil est fixé à 0,2 car c’est pour cette amplitude qu’on observe 
un changement de courbure sur la Figure 3-44(b) ; P vaut alors 10. 
Nous appliquons le filtrage DORT à la matrice de transfert calculée entre 0,5 MHz et 1,5 
MHz. En utilisant la valeur de P trouvée à l’amplitude seuil (P=10), on obtient l’image sur la 





Figure 3-45 : Images FTP de l’entaille : (a) avant filtrage DORT, (b) après filtrage DORT. 
 
Pour P=10, l’image FTP de l’entaille après filtrage DORT (Figure 3-45(b)) est nettement 
améliorée. On obtient une image sur laquelle l’écho de diffraction du haut de l’entaille est 
clairement identifiable, ce qui n’était pas le cas sans filtrage (Figure 3-45(a)) ou avec une 
échographie classique (Figure 3-43). La caractérisation du défaut est donc améliorée grâce au 
filtrage DORT 
On le vérifie en superposant sur la Figure 3-46, la courbe échodynamique de l’image 
filtrée avec l’image de base. La différence entre les 2 courbes n’est pas aussi remarquable que 
pour un défaut volumique mais on constate tout de même que le niveau de bruit est abaissé 
après filtrage. Ce résultat s’explique par la séparation délicate et approximative des sous-
espaces signal et bruit. Le choix de P nécessite donc un travail de recherche supplémentaire 
pour le déterminer de manière plus fiable et plus robuste. 
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Figure 3-46 : Courbes échodynamiques des images FTP de la Figure 3-45. 
 
 
6. Conclusion du chapitre 
 
Dans ce chapitre, nous avons proposé une solution à un problème relativement fréquent, à 
savoir la détection et l’imagerie de défauts dans des pièces bruitées. La solution consiste à 
mettre en place une méthode de filtrage associant un nouveau concept de sources virtuelles et 
la méthode DORT. 
L’acquisition FMC, avec ou sans sources virtuelles telles que définies dans la littérature, 
n’optimise pas la détection des défauts situés en dehors de l’ouverture du capteur. On constate 
que les images résultant de ces acquisitions sont de basse qualité (bruit plus important, écho 
mal reconstruit). Nous avons donc cherché à améliorer l’insonification de ces défauts en 
dirigeant, préférentiellement vers ces derniers, les ondes émises par chaque tir, introduisant 
ainsi le concept de sources virtuelles angulées. Ces sources virtuelles, du fait de l’application 
d’une loi de retards adaptée aux éléments la constituant, émettent une onde cylindrique (ou 
sphérique) se propageant selon une direction privilégiée. La détection des défauts localisés en 
dehors de l’ouverture du traducteur est alors nettement améliorée dans les matériaux non 
bruités. Ainsi, on mesure un RSB plus important sur les images FTP issues de telles 
acquisitions, et on améliore la caractérisation des défauts de type fissure (l’écho de diffraction 
du haut est mieux imagé). Cette amélioration de la détection se constate aussi pour la méthode 
DORT. En effet, en utilisant les sources virtuelles angulées, la distribution des valeurs 
singulières reflète de manière plus notable la présence d’un défaut volumique. Les valeurs 
singulières associées au défaut se détachent plus significativement de celles associées au 
bruit.  
En présence d’un bruit de structure important, le recours aux sources virtuelles n’est plus 
suffisant. Il est alors nécessaire de filtrer le bruit pour améliorer la qualité de l’image FTP. 
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Pour cela, nous avons développé un procédé de filtrage du bruit basé sur l’utilisation de 
sources virtuelles et sur la méthode DORT (plus particulièrement la SVD). Le filtrage est 
effectué par réduction du rang de la matrice K. Cette dernière peut se décomposer en deux 
matrices KS et KB estimant respectivement le sous-espace signal et le sous-espace bruit. Le 
filtrage consiste à  supprimer le sous-espace bruit, associé aux valeurs singulières les plus 
faibles. Pour y parvenir, six étapes sont nécessaires auxquelles on peut ajouter deux autres 
étapes optionnelles en fonction la configuration expérimentale. Ces dernières consistent en 
des traitements de signaux originaux (optimisation du fenêtrage temporel et tri des valeurs 
singulières) qui permettent d’améliorer et de faciliter la séparation des sous-espaces signal et 
bruit. L’évaluation expérimentale de cette méthode a montré son efficacité,  en améliorant de 
façon notable la qualité des images FTP de défauts situés en dehors de l’ouverture du capteur. 
Appliqué à l’imagerie d’un défaut volumique, le filtrage DORT s’est révélé être simple 
d’utilisation (séparation des sous-espaces aisée) et surtout très efficace. Il a alors permis 
d’augmenter le RSB de l’image de +40 dB. Même si plus délicat lorsque le défaut est de type 
fissure débouchant sur un fond de pièce,  le filtrage DORT permet également d’améliorer, 
dans une moindre mesure, la qualité de l’image. La séparation des sous-espaces reste tout de 
même perfectible car elle demeure encore approximative et non optimale. Par conséquent, 
l’augmentation de RSB après filtrage est moindre. Il permet néanmoins de faire apparaître 
plus distinctement l’écho de diffraction sur l’image. Le filtrage DORT réussi à améliorer la 
caractérisation du défaut, là où les méthodes échographiques de balayage angulaire et 













Les travaux réalisés dans le cadre de cette thèse visaient à développer et optimiser des 
méthodes d’imagerie synthétique pour le contrôle par ultrasons de composants industriels à 
géométries et/ou matériaux complexes.  
 
La première partie de ce travail consistait à évaluer plusieurs méthodes de CND par 
ultrasons (méthodes échographiques, imagerie synthétique FTP, méthode DORT) sur leur 
capacité à détecter et imager des défauts dans une pièce représentative des problématiques 
rencontrées dans l’industrie. Les résultats obtenus ont montré la qualité de l’imagerie FTP sur 
les autres méthodes. En effet, l’algorithme FTP génère des images mieux résolues et les 
différents modes de reconstruction autorisés permettent d’affiner la caractérisation d’un 
défaut de type fissure. De plus, nous avons judicieusement exploité les avantages de 
l’imagerie FTP pour reconstruire la géométrie d’une pièce (surface et fond). Cette donnée, 
nécessaire à toutes les méthodes d’imagerie, peut être déterminée grâce à l’imagerie FTP. 
Appliquée sur une configuration en immersion, la méthode a montré une plus grande 
robustesse par rapport aux méthodes proposées dans la littérature. L’imagerie FTP devient 
alors adaptative puisqu’elle permet, à l’aide d’une même acquisition FMC (Full Matrix 
Capture), d’accéder à la connaissance du profil de la pièce, puis d’imager les éventuels 
défauts. Bien que cette méthode présente de nombreux avantages par rapport à l’imagerie 
conventionnelle, nous avons mis en évidence quelques inconvénients. La grande quantité de 
données à traiter pour obtenir une image FTP constitue une première difficulté pour son 
application industrielle car elle ne permet pas une implémentation temps-réel à haute cadence 
dans les appareils de contrôle. Par ailleurs, les images obtenues synthétiquement sont 
caractérisées par un faible rapport signal-sur-bruit (RSB), surtout lorsque le matériau présente 
un bruit de structure important. La suite de la thèse visait donc à trouver des solutions 
innovantes à ces problèmes. 
 
L’objectif des travaux de la deuxième partie de ce travail de recherche était de réduire la 
quantité d’informations à traiter dans l’imagerie FTP en minimisant le nombre de tirs à 
effectuer sur une acquisition. Pour cela, nous avons proposé un algorithme qui permet de 
déterminer le nombre minimal et les positions optimales des éléments à activer en émission. 
En d’autres termes, l’algorithme permet de déterminer l’acquisition SMC (Sparse Matrix 
capture) optimale à effectuer. Les éléments émetteurs doivent être choisis avec soin car ils 
déterminent le diagramme de rayonnement (ou PSF) du traducteur et, par conséquent, la 
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qualité de l’image. L’algorithme, itératif, est basé sur la relation qui existe entre l’imagerie 
FTP et la PSF. Le nombre de tirs augmente jusqu’à ce que la PSF converge vers 3 critères 
d’optimisation appliqués aux caractéristiques physiques de la PSF de référence (c’est-à-dire la 
PSF d’un réseau complet) : largeur du lobe principal, le niveau maximal et l’énergie des lobes 
secondaires.  Nous avons vérifié que, pour un matériau peu bruité, les images SMC-FTP 
étaient très proches des images FMC-FTP. Néanmoins, le RSB des images obtenues avec un 
capteur lacunaire est plus faible que celui des images issues d’une acquisition complète FMC. 
Cette différence s’explique par la réduction de l’énergie transmise dans le milieu. Bien que 
l’impact sur l’image finale soit négligeable pour une pièce peu bruitée, il ne l’est plus en 
présence d’un bruit de structure important. Pour compenser partiellement la diminution du 
RSB, nous avons eu recours aux sources virtuelles. Chacune d’elle est créée par le 
regroupement de plusieurs éléments adjacents auxquels on applique des retards pour qu’ils 
transmettent une onde cylindrique, plus puissante que celle émise par un seul élément. Les 
sources virtuelles ont permis d’augmenter le RSB des images FTP. Nous avons montré qu’il 
était possible avec une acquisition SMC et des sources virtuelles, de construire une image 
FTP identique à une image standard FMC-FTP. Cependant, même ainsi, il se peut que la 
qualité de l’image ne soit pas suffisante, surtout dans une pièce bruitée. C’est pourquoi, nous 
avons mis en œuvre, dans une troisième partie, une méthode de filtrage du bruit basée sur la 
méthode DORT et les sources virtuelles. 
 
Le dernier chapitre s’est intéressé à un problème relativement fréquent en industrie : 
l’amélioration de la détection et de l’imagerie de défauts dans des pièces bruitées. La solution 
développée durant la thèse consiste à mettre en place une méthode filtrage du bruit basée sur 
l’emploi d’un nouveau concept de sources virtuelles et de la méthode DORT. Pour améliorer 
l’imagerie d’un défaut, il faut avant tout améliorer sa détection. Or, les défauts de type 
fissures nécessitent d’être détectés avec un angle qui peut nécessiter de les placer en dehors de 
l’ouverture du traducteur. Une acquisition FMC n’employant qu’un élément par tir, ou une 
source virtuelle conventionnelle, n’optimise pas la détection de défauts situés en dehors de 
l’ouverture du capteur. La région la plus insonifiée est située sous l’ouverture du capteur. 
Pour améliorer la détection de défauts situés, par exemple, autour de 45°, nous avons 
développé le concept de sources virtuelles angulées. Ces sources émettent une onde 
cylindrique avec une amplitude maximale dans la direction souhaitée, dans notre cas autour 
de 45°. Ce nouveau concept optimise la détection, avec la méthode DORT, de défauts situés 
en dehors de l’ouverture du capteur. Les valeurs singulières associées au défaut se détachent 
plus significativement de celles associées au bruit de structure. La méthode de filtrage que 
nous avons mis en œuvre, nommée « filtrage DORT », repose sur cette optimisation de la 
méthode DORT. Le filtrage consiste à décomposer dans le domaine fréquentiel, la matrice des 
données initiales K en deux matrices KS et KB associées respectivement au sous-espace signal 
et au sous-espace bruit. L’élimination du bruit est effectuée en supprimant le sous-espace KB 
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associé aux valeurs singulières les plus faibles avant de repasser dans le domaine temporel. 
Pour améliorer la séparation des deux sous-espaces, nous avons mis au point des techniques 
de traitements de signaux originaux qui ont montré leur efficacité lors d’essais 
expérimentaux. Nous avons ainsi évalué la capacité du filtrage DORT à améliorer la qualité 
d’images FTP de défauts situés dans des matériaux bruités.  Selon la nature du défaut 
(volumique ou de type fissure), le procédé de filtrage est plus ou moins délicat à appliquer. 
Cependant, il s’est toujours révélé efficace pour améliorer significativement le RSB des 




Les perspectives de ces travaux sont multiples et couvrent l’ensemble des développements 
et optimisations proposés durant la thèse. 
Au commencement de la thèse, l’implémentation de l’algorithme d’imagerie FTP dans les 
systèmes d’acquisition MultiX++ (commercialisés par la société M2M) était un objectif 
majeur de mon laboratoire d’accueil. C’était aussi l’objectif de la thèse de Mickael Njiki, 
commencée quatre mois après la mienne, dans le même laboratoire. Pendant qu’il cherchait à 
mettre en adéquation l’architecture électronique du système avec l’algorithme FTP, mes 
travaux consistaient à trouver un moyen de réduire la quantité de données à traiter pour 
augmenter la cadence d’imagerie (cf. chapitre 2). A quelques mois de la fin de nos thèses 
respectives, le traitement FTP est désormais fonctionnel en temps réel, avec une cadence de 
10 images/s (pour une image de 400x400 pixels). Cependant, seule la configuration mettant 
en scène un capteur linéaire standard a été traitée pour l’instant. 
 L’algorithme d’optimisation de SMC développé au cours de ma thèse est, lui aussi, 
uniquement valide pour ce type de configuration. Le calcul de champ (PSF) employé dans 
l’algorithme ne prend pas en compte la géométrie de la pièce. Or, comme nous l’avons vu 
dans le chapitre 1, les capteurs linéaires standards  ne sont pas adaptés à l’inspection de pièces 
irrégulières à cause des problèmes de couplage. Les contrôles en immersion et les capteurs 
flexibles permettent de contourner ce problème. Il serait donc intéressant d’étendre le 
domaine de validité de l’algorithme proposé dans cette thèse au cas de pièces à géométries 
complexes, contrôlées en immersion ou au contact avec des traducteurs contact intelligents. 
Une autre perspective intéressante serait d’utiliser et d’étendre l’algorithme de 
détermination de SMC aux capteurs matriciels. Ces derniers permettent d’imager en 3D mais 
sont généralement constitué de beaucoup d’éléments. L’extension de l’algorithme 
d’optimisation aurait alors un grand intérêt pour ce genre de capteurs.  
Quant au filtrage DORT, des travaux pourraient être menés pour définir une méthode, 
robuste et non empirique, améliorant la séparation des sous-espaces signal et bruit notamment 
lorsque le défaut à imager est une entaille débouchant sur le fond de la pièce. Il serait 
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également intéressant de comparer, dans les aciers testés au cours de la thèse, notre méthode 
et celle initiée par Alexandre Aubry qui sépare la contribution de la diffusion simple de celle 
de la diffusion multiple. 
Enfin, une étude intéressante consisterait à confronter, dans le cadre l’amélioration de 
l’imagerie FTP et du filtrage DORT, les méthodes d’acquisition utilisant des codes de Golay 
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Développement et optimisation de méthodes d'imagerie synthétique pour le contrôle 
non-destructif par ultrasons de composants industriels complexes 
 
Le but de cette thèse est, dans un premier temps, de faire un état des lieux des 
méthodes multiéléments de Contrôle Non-Destructif (CND) par ultrasons pour ensuite 
proposer des optimisations ou développer de nouvelles méthodes alternatives. En particulier, 
nous nous sommes intéressés aux problèmes de détection de défauts dans des pièces à 
géométries et/ou matériaux complexes. 
L’imagerie synthétique par Focalisation en Tous Points (FTP) fournit des images de 
haute résolution et permet de représenter, de plusieurs manières, un même défaut grâce aux 
différents modes de reconstruction. Ces propriétés ont été judicieusement exploitées pour 
proposer une méthode d’imagerie adaptative pour les configurations en immersion. Nous 
avons montré que l’imagerie synthétique permet de caractériser plus finement les défauts. 
Cependant, elle présente deux inconvénients majeurs : la grande quantité de données à traiter 
et un faible rapport signal-à-bruit (RSB), en particulier pour les matériaux bruités. La suite 
des travaux consistait donc à proposer une solution à chacun de ces problèmes. Pour réduire la 
quantité de données, l’approche des réseaux lacunaires a été suivie et un algorithme a été 
développé pour définir au mieux ce type de réseaux. Quant au RSB, nous avons réussi à 
l’améliorer en développant une méthode de filtrage basée sur la méthode DORT 
(Décomposition de l’Opérateur de Retournement Temporel) et le principe des réseaux de 
sources virtuelles.  
 
Development and improvement of synthetic imaging methods for non-destructive 
ultrasonic testing of complex industrial components 
 
The goal of this thesis was, initially, to evaluate phased array methods for ultrasonic Non 
Destructive Testing (NDT) in order to propose optimizations, or to develop new alternative 
methods. In particular, this works deals with the detection of defects in complex geometries 
and/or materials parts.  
The TFM (Total Focusing Method) algorithm provides high resolution images and several 
representations of a same defect thanks to different reconstruction modes. These properties 
have been exploited judiciously in order to propose an adaptive imaging method in immersion 
configuration. We showed that TFM imaging can be used to characterize more precisely the 
defects. However, this method presents two major drawbacks: the large amount of data to be 
processed and a low signal-to-noise ratio (SNR), especially in noisy materials. We developed 
solutions to these two problems. To overcome the limitation caused by the large number of 
signals to be processed, we propose an algorithm that defines the sparse array to activate.  As 
for the low SNR, it can be now improved by use of virtual sources and a new filtering method 
based on the DORT method (Decomposition of the Time Reversal Operator).  
