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iAbstract
This thesis describes the application of Nuclear Magnetic Resonance (NMR),
with particular reference to paramagnetic effects, to the characterization of
structural and dynamical features of some biomolecules. The research re-
ported is framed into a critical conspectus of the state of the art of biomolec-
ular NMR.
Motions in solution give rise to sets of averaged experimental observables.
The reconstruction of the motion involved in the averaging is not a triv-
ial task: a method is developed to obtain accurate information on dynamics
from average data. Paramagnetism-based restraints obtained in solution are
used to study the dynamics of two-domain proteins calmodulin and matrix-
metalloproteinase 1 (MMP1).
In the solid state any molecule is surrounded by a number of neighbors: thus
if the molecule is paramagnetic, it will sense a contribution to paramagnetic
observables also from crystal neighbors. To recover this information an algo-
rithm is developed and implemented. Such contribution is explicitly included
in the calculations as restraints obtained in the solid state and allows for the
refinement of the structure of MMP12 and of its crystalline environment at
the same time.
Solid state NMR is gaining interest because it allows one to overcome some
limitations (especially in size) of solution state NMR, and has recently seen
a profound development. Anyway, sample preparation in solid state NMR
has not completely followed up: usually microcrystalline preparations are
employed to achieve high resolution, yet protein crystallization is a highly
unpredictable process and simpler approaches are sought for. We developed
a new technique, that we refer to as “sedimented solutes NMR” (SedNMR),
that allows for the observation in the solid state of soluble macromolecules
without the need for crystallization, lyophilization or freezing. A theoretical
description of the process is provided and, from this, a number of experiments
are proposed.
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Chapter 1
Introduction
1.1 Preface
1.1.1 Integrated Structural Biology - reconciliation
Since the resolution of the very first structures of biological macromolecules
[1,2] biology has come to rely ever-increasingly on the structural information.
Since then, a number of different techniques have been proposed to address
the structural problem from different perspectives and at different levels and
resolutions. And since then all these methods have taken different pathways.
Nowadays the complexity of biological systems is understood as a feature
and not as a problem, thus reductionist approaches are no longer sustainable
and great efforts should be devoted to put back together this very diverse
contributions, to build a unified view of biology, from the molecular level to
the cell and, eventually, to the whole organism.
The sequencing of the human genome [3] (and of the genomes of hundreds of
other organisms) has disclosed the amino acid sequences of all the proteins
encoded therein. The knowledge of their three-dimensional structure (i.e. of
their fold) is an important piece of information required in order to under-
stand their functions.
But biomolecules are inherently moving structures, that often act in com-
plexes rather than themselves, so a crucial step in understanding the mecha-
nism of action of a number of proteins is to add a fourth dimension (time) to
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the picture and explore conformational flexibility. [4] Yet, detailed informa-
tion on mobility may prove difficult or impossible to access experimentally.
Proteins may be composed by two or more domains that have well-defined
structure, connected by flexible linkers, for which no structural information is
available. In many instances interdomain mobility is critical to the function
of the protein.
The experimental techniques able to solve protein folds at atomic resolu-
tion are X-ray diffraction and NMR spectroscopy. The former provides 3D
structures in protein crystals, the latter in solution, crystals and disordered
aggregates. X-ray crystallography is currently routine and proves an ex-
tremely fast method, [5] but it may not be fully informative: crystals may
not form or, if a crystal is formed, only one frozen conformation is observed
that might be different from what is found in solution. [6–12]
On the other hand, NMR techniques have long been used to obtain precious
information on the mobility of the investigated systems. Of course, it is
easy to understand that a complete description of such motions will never be
obtained, because the number of experimental data is far smaller than the
number of unknowns to be determined.
1.1.2 The contribution of Nuclear Magnetic Resonance
Nuclear magnetic resonance (NMR) is a technique that has intrinsic atomic
resolution, because it is based on the interaction of the nuclear spin with the
electromagnetic radiation, in the presence of an external magnetic field.
NMR was introduced by Isidor Rabi in 1938. [13] Felix Bloch and Ed Purcell
proved the technique for liquids and solids in 1946. [14, 15]
Nuclei are extremely sensitive to the electronic structure of the molecule,
thus NMR was immediately promoted from an exotic toy for physicists to a
capital tool for chemists. This is clearly testified by the name of the main
observable in NMR: the Chemical Shift.
Any magnetic nucleus in equivalent sites of a molecule contributes to the
spectrum. Complication in the spectrum arises already at moderate-size
1.1 Preface 3
molecules and becomes more and more severe in the case of proteins. The
spectral overlap prevents extraction of site-specific information. To solve
this issue, and to encode even more information into the spectrum, two-
dimensional NMR was introduced. Two dimensional NMR was proposed as
a gedankenexperiment by Jean Jeener in 1971 at the Basko Polje Ampere
School and was then translated to reality by Richard R. Ernst in 1976 [16]. By
2DNMR, and by multidimensional NMR in general, it is possible to encode in
the spectra the information that is needed to reconstruct the structure of the
biomolecules. This possibility was demonstrated by Kurt Wu¨trich in 1981.
[17] Such structural information is not readily available as in crystallography
or in microscopy, but rather requires a complicated analysis to decode the
distance informations that can be encoded in the spectra. [18]
For X-ray crystallography the presence of heavy atoms can be regarded as a
blessing from the above, [19–23] while the biological NMR community needs
to overcome, besides the several intrinsic limitations of the technique, the
presence of paramagnetic metals in the molecule, which may be a source of
severe line broadening. Anyway, It has been increasingly recognized that the
spectral complication due to the electron-nucleus interactions can provide
useful structural information. [24]
A large fraction of the enzymes use metals for catalysis [25], over 30% of
the proteins with known structure bind metals, and a rough estimate of
the fraction of proteins able to bind metal is set to about 50% of the total
proteins [26], and a significant number of these are paramagnetic, so the issue
is not an irrelevant one.
1.1.3 Dynamic Nuclear Polarization - DNP
The sensitivity of a spectroscopic technique is related to the energy sepa-
ration between the levels between which transitions are observed. NMR is
based on nuclear spin transitions, that are of the order of 0.01 cm−1 (0.03
at the highest available fields), while kBT ￿ 200 cm−1 at room temperature.
It is easy to calculate that approximately only 1 molecule out of 10000 will
respond to NMR (see appendix B.1).
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Dynamic Nuclear Polarization is a method that can be used to improve NMR
sensitivity, by increasing the difference in population of the nuclear spin en-
ergy levels beyond Boltzmann distribution via the electron spin polarization.
The maximum theoretical enhancement is
γe
γn
(i.e.: 658 for 1H, 2617 for 13C
and 6490 for 15N , to mention the more common nuclei for biological NMR).
DNP was proposed by Al Overhauser in 1953 [27] and demonstrated by Tim
Carver and Charlie Slichter [28] on ammonia solutions of alkali metals.
In biological applications the electron spins are introduced as radicals (TEM-
POL, TEMPONE, TEMPAMINE). [29–32] Recently, biradicals as TOTAPOL
or SPIROPOL have been introduced to exploit the intramolecular electron-
electron dipolar coupling to drive the nuclear transitions in the solid state.
[33–35] For biological applications the protein is usually dispersed in a glyc-
erol containing medium that forms an amorphous glass upon freezing and
prevents the radical to segregate.
1.2 Solution studies
1.2.1 Paramagnetic NMR
Many of the relevant effects that the presence of paramagnetic metals has
on the behavior of the protein nuclei have to do with the metal magnetic
susceptibility (see later on). Most of these effects have been well known since
the 50s and 60s, but a few have been described more recently. In any case,
the theoretical and instrumental advances in NMR have promoted even the
more exotic effects from the rank of curiosities to that of useful structural
tools [24, 36,37].
Pseudocontact Shift
The pseudocontact shift (PCS) is the effect on the nuclear chemical shift of
the average residual dipolar interaction between the nucleus and the electron
spin magnetic moment (see B.2.2). PCS are dependent on the position of the
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nucleus in the frame provided by the susceptibility anisotropy of the metal
center. In principle, if three different susceptibility anisotropy tensors from
three different metals were known, the pseudocontact shift would provide
enough information for locating all the protein atoms. In practice, the ex-
perimental indetermination is far too large to obtain an acceptable structure
without the use of additional information.
The pseudocontact shift is a contribution to the nuclear energy levels and
has the same symmetry of chemical shift with respect to spin and space
operations. Thus it is preserved under Magic Angle Spinning in the solid
state.
Residual Dipolar Coupling
Magnetic anisotropy induces difference in energy between different molec-
ular orientation with respect to the magnetic field. Partial orientation in
a high magnetic field can thus be induced by magnetic anisotropy.Magnetic
anisotropy thus prevents the dipolar coupling energies from averaging to zero
for all the pairs of atoms of the protein. Residual dipolar couplings (RDC,
see B.2.2) in paramagnetic compounds, like PCS’s, can be used as structural
constraints. They can provide information on the relative orientation of in-
ternuclear pairs and, since they do not depend on the distance of the pairs
from the metal ion, they are extremely long-range reporters of structural
information.
Paramagnetic Relaxation Enhancements
In general, nuclei experience fluctuating fields, whose contribution to the
spectrum averages to zero on the timescale of the NMR experiment. These
fluctuations are not negligible anyway, because their overall effect is to per-
turb the distribution of populations (T1) or dephase coherences (T2). In the
presence of unpaired electrons, the nuclear spins sense (a) a random fluctua-
tion of the electron dipolar field (Solomon, Bloembergen and Morgan mech-
anism) and (b) a dipolar interaction with the average magnetic moment of
the electron that “deforms” the magnetic field as sensed by the nuclei (Curie-
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Spin mechanism). See appendix B.3.
As compared to PCS and RDC the averaging to PRE in multidomain sys-
tems is more complex: indeed it may be the movement of the domain itself
to modulate PRE. The discussion is part of this thesis (2.2.3).
1.2.2 Small Angle X-Ray Scattering
Small-angle scattering (SAS) both of X-Rays and neutrons [38] is a universal
low-resolution method to study native particles in solution and to analyze
structural changes in response to variations of external conditions. SAS needs
monodisperse solutions of purified macromolecules, but, normally, does not
require special sample preparation. The scattering of X-Rays and neutrons
yields information about the overall shape of the macromolecule, and, thanks
to the recent progress in the analysis methods, particle shapes can be recon-
structed from the SAS data ab initio. [39]
1.3 Solid State studies
1.3.1 Solid State NMR
Magic Angle Spinning
As already mentioned (1.1.2), nuclei are extremely sensitive reporters of the
electronic and nuclear environment they sense. Such environment is usu-
ally anisotropic. The interactions that the nucleus sense (chemical shift and
dipolar coupling for spins S = 1/2) usually span a large spread of values
upon reorientation of the molecule with respect to the magnetic field. When
working in solution all the anisotropic interactions are averaged due to ran-
dom tumbling of the molecules, and the nucleus sense only the isotropic
value. In the solid state the molecules do not tumble freely (with a few no-
table exceptions in highly symmetric compounds such as adamantane and
fullerenes). [40]
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Figure 1.1: Axial CSA distribution. Crystallites corresponding to the ex-
treme values (Z and XY) and to zero (at the magic angle 54 73 ’)
In a crystal, all the equivalent nuclei in different molecules sense the same
orientation with respect to the magnetic field1, thus the line is narrow and
centered at some value, generally different from the isotropic one. If the
crystal is rotated, the value changes. When the crystal is powdered, all the
crystallites have different orientations, thus all the different frequencies are
present at the same time and show up in the spectrum. This is summarized
in figure 1.1 for the case of Chemical Shielding Anisotropy and discussed in
deep detail by M. J. Duer. [41]
The appearence of the spectra is thus rather complicated also in the simple
case of two-carbon compounds (1.2).
1assuming a single molecule per asymmetric unit
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Figure 1.2: Proton-enhanced 13C spectra of polycrystalline compounds con-
taining carbonyl groups. The low-field peaks are from the carbonyl and the
high-field ones from methyl groups. [42]
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To partially solve this problem a coherent averaging can be introduced by
rotating the sample at the magic angle, arccos(1/
√
3) = 54.73. [43–46] This
method is referred to as Magic Angle Spinning (MAS). To obtain efficient
averaging, the sample should spin at a rate larger than the frequency of
interactions. The maximum achievable rotation rate available in commercial
probes is 70 kHz. The size of interactions is reported in table 1.1.
Interaction Frequency
(kHz)
13C CSA 6÷ 22 (at 20 T field)
13C-13C DD 6
13C-15N DD 2
1H-13C DD 23
1Hα-1HN DD 50
1Hali-1Hali DD 210
Table 1.1: Frequency of interactions encountered in solid state NMR of bio-
logical solids
From the last line in table 1.1 it is immediately clear that proton detec-
tion in solid state NMR is severely hampered by a dipolar coupling that is so
large that it cannot be removed by magic angle spinning. The discussion of
the effect of dipolar coupling in the MAS spectrum of proton can be found
in Duer. [41]
A brief summary of notable application and history of Solid State
NMR
Until very recently, [47–53] solid state NMR has thus relied on exclusively
heteronuclear detection.
Recent developments in sample preparation [47, 52, 54] and in theoretical
background [55–60] have brought solid state NMR to compete with the stat-
of-the-art solution NMR for the determination of structure [52, 61–64] and
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dynamics [53, 65–67] in micro- to nanocrystalline protein preparations. Pi-
oneering studies in the use of MAS in biological NMR have been made by
the Griffin group at MIT, that contributed to the biological understanding of
rhodopsin. [68–71] Soon the topic extended to cover other relevant targets.
In particular, it is worth to mention the work by Griffin, [72] Meredith [73]
and Tycko, who first provided the structure of a plaque-forming amyloid fib-
ril in 2000, [74] because they undisclosed the key feature of solid state NMR:
the ability to address at the atomic level biological questions about systems
that lack long range order, such as amyloid fibrils, [75–90] or insoluble ag-
gregates [91–94] for which X-ray crystallography is of limited use.
Sample preparation in solid state NMR
In order for MAS to be effective in the coherent averaging of the nuclear inter-
actions it must have frequency higher than the interaction that it is meant to
average, and at the same time incoherent molecular motions should be slower
than in order not to interfere with it, [95] but even very large molecules have
reorientational correlation times that are around 1-2 orders of magnitude
faster than the usual spinning rates (3.1.2). [96] Thus MAS-NMR requires
the proteins to be immobilized by some mean.
Over the years, different possibilities have been proposed and used, among
them lyophilization [69, 97, 98] and freezing [98, 99] are the most notable.
Freezing in the presence of cryoprotectants is one of the most common ap-
proaches to DNP sample preparation. [100] However lyophilized or frozen
samples usually give rise to severely broadened spectra. [101,102] The mech-
anism for this broadening is not yet fully understood. [103] Well ordered sam-
ples usually provide improved quality over other sample preparations. [101]
The use of crystalline preparations in solid state NMR dates back to the
early ’80, where the crystals of paramagnetic proteins were suspended in a
saturated solutions and magnetically aligned. [104–106] Since then, the usual
crystallization approaches for x-ray crystallography [5] have been extended
to NMR, although smaller crystals are required for the latter. [101]
Chapter 2
Paramagnetic NMR for protein
dynamics
2.1 Maximum Occurrence of conformations
from average data
2.1.1 Contributions of this thesis
During the research work described in this thesis, I have contributed to this
field of research through the following papers:
“Conformational space of flexible biological macromolecules from aver-
age data” where the concept of Maximum Occurrence is proposed. [107]
“MaxOcc: a web portal for Maximum Occurence Analysis”, where the
implementation of the algorithm in a user-friendly interface is reported
and the results obtained from ensemble averaging are discussed. [108]
“Paramagnetic relaxation enhancements for the characterization of the
conformational heterogeneity in two-domain proteins”, where PRE are
used as restraints and their averaging is discussed [109]
The MO analysis on MMP1 is under consideration in a peer-reviewed inter-
national journal.
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2.1.2 Ensemble averaging
In the case of flexible systems composed of entities of known, rigid struc-
ture, as it can be the case for protein complexes or multidomain proteins,
the entity to which the metal ion is not bound experiences different positions
and orientations with respect to the metal-bound entity. Once the magnetic
susceptibility anisotropy tensor has been determined, PCSs and RDCs can
be calculated for any hypothetical conformation. Possible ensembles of con-
formations can be determined by selecting the families of conformations pro-
viding averaged PCSs and RDCs in agreement with the experimental data.
The same approach can be used for PREs only if the conformational aver-
aging occurs on time scales longer than the rotational correlation time but
shorter than the nuclear transverse relaxation times (see previous section).
The rate of interconversion must be larger than the differences in chemical
shifts corresponding to the different states. Differently, the motional mod-
ulations of PCS cause additional exchange contribution to the transverse
relaxation rates, as shown for the case of the cobalt(II)-substituted two-
domain protein PA0128, where the observed rate enhancements have been
ascribed to a concerted domain motion on a time scale of a few millisec-
onds. [110] This was shown by 15N relaxation rate measurements performed
with relaxation-compensated CPMG sequences, which resulted dependent on
the delays between π pulses due to the exchange process. It is clear that the
limited number of experimental data resulting from averaging do not contain
enough information to retrieve the ensemble itself. It can in fact be easily
proven that multiple different conformational ensembles can reproduce any
set of experimental data corresponding to systems with extensive conforma-
tional variability. [108] Therefore, no reliability can be granted to any mem-
ber of the reconstructed ensembles of being really sampled by the system.
In the case of proteins with restricted internal motions, ensemble average
approaches have been used to recover the protein conformational variability
using NMR data. [111–115] Paramagnetic restraints have also been used in
this respect. [116, 117] Ensemble averaging can actually provide a clear in-
dication of the presence of internal mobility and its extent, but only if the
2.1 Maximum Occurrence of conformations from average data 13
smallest number of conformations that is sufficient to achieve fair agreement
with the experiment is used. [118] The use of a redundant number of confor-
mations in the ensemble can in fact introduce noise through the inclusion of
counterbalanced conformations. On the opposite extreme, ensemble averag-
ing approaches have also been applied for the characterization of intrinsically
disordered proteins, using PREs arising from paramagnetic spin labels to-
gether with other NMR data. [119, 120] The resulting ensembles, containing
a very large number of conformations, have been analyzed to obtain infor-
mation on long range structural features. PRE-derived distances were also
incorporated as ensemble-averaged restraints in molecular dynamics simula-
tions to characterize the free energy landscape (expected to correlate with the
statistical weights) of the protein α-synuclein as a function of the gyration
radius and the solvent exposed surface area. [121] The quantity and quality of
the experimental restraints that are needed to extract parameters providing
an accurate representation of the system are however still debated. [122,123]
Paramagnetic spin labels have been used in several works through alternative
attachment in different points of proteins, to detect the presence of conforma-
tional ensembles which include low weight conformations together with the
known predominant conformation of the system: the paramagnetic broaden-
ing affecting the residues in close contact, although transiently, with the spin
labels can in fact provide information on conformational variability. This is
due to the sixth power dependence of the distance between the nucleus and
the paramagnetic center, which causes very large PREs at short distances,
so that conformations with nuclei close to the paramagnetic center, although
sampled only for a short time, can be detected. For instance, in the case of
the complex between cytochrome c and cytochrome c peroxidase, the avail-
able crystal structure is not consistent with the experimental paramagnetic
enhancements observed for nuclei that, according to the crystal structure,
should be far from the paramagnetic center. The PRE data can only be
explained if ≈30% of the lifetime is spent by the complex in an ensemble of
different conformations. [124–126] The latter can be visualized by mapping
the areas around the spin labels giving rise to PREs and those not giving rise
to PREs. In another study, spin labels were used to assess the presence of a
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compact conformation, with a weight as low as 5%, in rapid exchange with
the conformation seen in the crystal structure of the apo maltose-binding
protein, where the amino-terminal and carboxy-terminal domains adopt an
extended conformation. [127] Analogously, an equilibrium between open and
closed conformations was found to occur for the tandem RNA recognition
motif domains RRM1-RRM2, even in the absence of RNA ligands represent-
ing the polypyrimidine tract, [128] and Mn2+-PREs indicated the presence
of low weight conformations in a protein-DNA complex [129] with a known
predominant structure. PREs induced by spin labels revealed conforma-
tional heterogeneity in the complex between the phosphocarrier protein HPr
and the N-terminal domain of enzyme I. A single structure of this complex
had been obtained through NMR using NOEs and RDCs induced by orient-
ing media. [130] This structure, as well as any single rearrangement of the
protein positions, could not account for the observed PREs, unless comple-
mented by an ensemble of conformations amounting in total to 10% of the
weight. [117, 131] These conformations indicate that the distribution of HPr
molecules is qualitatively correlated with the negative electrostatic potential
isosurface of the N-terminal domain of enzyme I. In the complex between
cytochrome c and adrenodoxin, the lack of significant intermolecular PREs
(expected from the paramagnetic FeS cluster contained in adrenodoxin) and
PCSs (expected by changing the oxidation state of iron in cytochrome c)
has been ascribed to extensive averaging among very different conforma-
tions. [132] The simulations showed in fact that cytochrome c must sample a
large area of the adrenodoxin surface to reduce PCSs to insignificant values,
in agreement with the large area of interaction identified by the chemical shift
perturbation. This result was confirmed by the small RDC values measured
for adrenodoxin when a lanthanide tag was attached to cyctochrome c. [133]
In order to recover information on the structural ensemble experienced by
a system composed of rigid bodies, in our laboratory, we have developed a
rigorous approach that can be used to analyze averaged data resulting from
the internal mobility of systems, in the absence of any predefined model for
the overall structure and dynamics. [107] This approach, described in detail
in the next section, does not provide a probability distribution for the pro-
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tein conformations, but the largest possible weight that any conformation
can have and still be compatible with the experimental data. This measure
is called the Maximum Occurrence. Although there is no direct proof that
Maximum Occurrence is related to the actual probability, strong experimen-
tal evidence (vide infra) is available in this sense. Furthermore , this is the
only kind of information that can be reliably obtained from average data,
given the redundancy of the solutions to the problem.
For many metalloproteins it is possible to substitute more than one para-
magnetic metal ion in the same site [134, 135], without significant changes
in the conformation of the protein. When metal substitution is not possible
or inefficient, it is possible to anchor rigidly ligands for paramagnetic metal
ions. [136–146]
2.1.3 Theoretical Background
A theorically exact method for deriving the MO value has been described
using RDC data only. [147] Due to their nature, the dipolar interaction be-
tween nuclear pairs do depend only upon the relative orientation of nuclear
pairs in the common frame defined by the magnetic susceptivity tensor χ.
They do not depend on the distance of the pair itself from the metal ion, as
described by the equation
δrdcab =
Crdc
r5ab
p†abχpab (2.1)
where Crdc is a constant, pab = (xab, yab, zab) is the position vector in the
same reference system as the tensor χ and uab is the difference between the
u coordinate of the selected pair of atoms a and b.
Since the isotropic part of the magnetic susceptibility tensor does not influ-
ence the RDCs (i.e. such interactions average out to zero under isotropic
tumbling), we may only consider the anisotropic part of the tensor, that has
null trace. As noted elsewhere [148], data from different metal ions can be
combined to remove some non-uniqueness issues.
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The RDCs can monitor the motions that occur on a timescale faster than, or
of the order of, 10−2 s, i.e.: all longer than those timescales that are relevant
for protein motions. Under these conditions singly averaged RDC values are
obtained. These can be expressed in the form of
δ¯rdcab =
Crdc
r5ab
￿
SO3
(Rp†ab)χ(Rpab)dp(R) (2.2)
The orientation of one domain with respect to χ can be represented by the
rotation matrix R, with an unknown probability measure p in the set of
rotations SO3. Using the mean magnetic susceptibility tensor χ¯, defined by
χ¯ij =
￿
SO3
(R∗χR)ijdp(R) (2.3)
the formula (2.2) can be recast in the form
δ¯rdcab =
Crdc
r5ab
p†abχ¯pab (2.4)
Clearly, the mean RDC of any pair can be calculated from χ¯ that, in turn,
can be evaluated from a number of mean RDC of one protein domain. Specif-
ically, five values are enough if the mean RDC are exact, a larger number is
needed in numerical approaches if errors are present.
In the case of a metalloprotein, χ moves rigidly with the atoms of the do-
main containing the binding site. These can be used to evaluate the tensor
itself. On the other hand, pairs belonging to a different domain reflect the
movement of that domain with respect to that containing the binding site.
Therefore, for this domain, we measure a mean tensor, averaged over all the
orientations sampled by the moving domain.
From two extreme cases, it is already clear that this mean tensor contains
information about the motion of the moving domain:
Suppose the protein domain does not move, then p = δR0 is a Dirac
function for a particular rotation R0 and χ¯ = R∗0χR0 has the same
eigenvalues as χ;
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Suppose that all the orientations of the protein domain are equally
likely, then p(R) = const. ∀ R and χ¯ = 0.
It is often very instructive to compare the effects of an averaged (panel B in
Fig.2.1) with respect to a non-averaged (panel A in Fig.2.1) tensor on the
distribution of RDC values: the ratio between the two tensors can be regarded
as a generalized order parameter and can provide qualitative insights on
the kind of motions that are involved. It is also to be noticed that the
reorientation of the domain cannot be fully isotropic because of steric limits,
resulting in a non-null average tensor (panel C in Fig.2.1).
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Figure 2.1: RDC distributions A) calculated in the limit of no movement,
B) experimentally determined for MMP1 (generalized order parameter ∼ 0.3
and C) calculated from a large ensemble of sterically allowed conformations.
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Given a finite set of structures every magnetic susceptibility tensor can
be expressed as:
χ¯ =
￿
i
piR∗iχRi (2.5)
Let, for a set k of n metal ions
Vk =
￿
χ¯k : χ¯k =
￿
i
piR∗iχkRi,
￿
i
pi = 1, pi ≥ 0
￿
(2.6)
be the set of mean magnetic susceptibility tensor, then pmax is defined as [147]
pmax = sup
￿
0 ≤ t < 1 : P (t) = χ¯
1,...,m − tR∗iχ1,...,mR0
1− t ∈ V
1,...,m
￿
(2.7)
From the RDC data sets, a solution can be found analytically: in a previous
work [149], the orientational space for Calmodulin was sampled and the value
of pmax(R) was accurately calculated. As already mentioned, this quantity
is an upper bound of the real probability p(R). Unfortunately, there is no
mathematical proof that the shape of pmax(R) resembles that of the true
p(R). Yet the numerical tests gave clues that the most favoured orientations
R assumed by one domain with respect to the other lay amongst those with
a large value of pmax(R). [150]
Since the PCSs depend on the distance between the selected atoms and the
metal, they can discriminate between both orientation and spatial position
of the protein domain. Here the disadvantage appeares that, being ra not
a constant, the data structure of RDCs that allowed the calculation of the
mean tensor is lost. Thus the MO approach is still applicable but the theory
underneath has not yet come to an analytical solution of the problem.
Independently from, but in strict analogy with equation (2.7), an analytical
approach to obtaining pmax from PRE data was proposed. [124]
The equation there proposed can be generalized as follows: Let us assume
that we have a number i of data to represent a conformation. According to
the definition of MO we have to find the best completing ensemble. Let us
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assume also that this ensemble is made only by one conformation represented
by the data cei and that c
min
i ≤ cei ≤ cmaxi , i.e: that the ensemble has a finite
compensation capacity with respect to the selected conformation.
In the mathematical form
oi = pci + (1− p)ce (2.8)
This equation can be recast in the following form, from which we note that
pmax is reached when the ensemble cannot compensate anymore for the se-
lected conformation:
pmax = min
i
￿
oi − climi
ci − climi
￿
(2.9)
where climi =
cmini , ci > oicmaxi , ci < oi
2.1.4 The MO profile
Let us assume that we have a single datum to represent a conformation.
According with what defined above (2.8), the discrepancy between the cal-
culated and the experimental value for this single datum can be evaluated as
a function of the weight that the structure can have.
TF (ps) = min
ce
{(c− o)2}. (2.10)
In the simple, yet generic, case of o = 0,
TF (ps, cs) = min
ce
{p2s(cs − ce)2 + 2ps(csce − c2e) + c2e}. (2.11)
This is intuitively monotonically increasing. To extend this simple reasoning
to an arbitrary number of correlated data is rather involved. yet, the take-
home message is that the profiles of min{T.f.(w)} are overall monothonically
increasing, as view in figure 2.2. By this consideration, any local stationary
point is not possible, and if found during any calculation, it just points out
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that a local minimum of the multidimensional topology was found and that
the minimization procedure did not find the proper solution. The maximum
allowed probability is then defined as
pmax = {p : Tf(p)/Tf(0) ≥ 1.1} . (2.12)
2.1.5 Computational aspects
The Algorithm for MO calculation
In a previous implementation, used for instance in [149], any conformation
were generated during the calculations by rotation/translation of the moving
domain and the relative data were calculated at each step. While this was still
reasonable for PCS and RDCs data, the calculation of SAXS was excessively
time-consuming, thus, as a part of this thesis, a new algorithm was developed
for faster MO analysis. The calculation of MO proceeds through the steps
that are summarized in figure 2.2. A large pool of conformations is generated,
ideally covering all the accessible conformations without steric clashes (1).
From this pool one conformation is selected and assigned a weight (2). Then,
an ensemble is sought to fit the experimental data together with the selected
conformation (3). To minimize the number of the conformations required
to fit , the conformations in the ensemble have adjustable weight. This
procedure is repeated increasing the weight of the selected conformer and
searching for new ensembles, until no more ensembles can be found to fit the
data (4).
2.1 Maximum Occurrence of conformations from average data 22
Figure 2.2: Pictorial view of MO calculations
Ensemble Optimization
Ensembles are built according to the protocol based on the EOM approach
by Bernado´ et al. [151]. Ensembles contain one predefined structure at a
given weight. Structures are represented by arrays of numbers representing
the corresponding experimental data. Such numbers are averaged over the
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ensemble
vcalc = wpredvpred +
N￿
i=1,
wivi (2.13)
and compared with the experimental data to define a Target function of the
form reported below (2.14). The weight of all the structures belonging to the
ensemble is adjusted to give the best possible agreement via Conjugate Gra-
dients [152] minimization. This ensures that a limited number of structures
can be used also to fit RDCs. As described in the flowchart 2.3, the ensembles
are iteratively built through several steps of simulated annealing. [107,108]
Figure 2.3: Current Algorithm for the Ensemble Optimization in the MaxOcc
program
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Figure 2.4: Description of the generation and initial selection of the ensembles
used for the calculations process (step A).
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Figure 2.5: The best ensemble is optimized through several steps of heuristic
steepest descent(step B).
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Figure 2.6: The best ensemble is optimized through several steps of simu-
lated annealing, where the moves are preferentially confined to the nearest
neighbors of the high-weight conformations (step C).
Each step, labeled with a capital letter in 2.3 is explained in deeper detail
as follows:
1. The number m of ensembles that are initially calculated is set to M
(400). Each ensemble comprises one selected conformation with a fixed
weight and n other conformations randomly selected from the entire
RanCh pool. This number n is calculated from the maximum number
of structures that are required in the final ensemble, N, the number of
steps ns, and the number of structures added at each step, na (6).
2. For every ensemble, the discrepancy to the experimental data is mini-
mized by changing the weights of the randomly selected conformations
through a conjugate gradient minimization (400). The ensembles are
thus sorted according to their target function.
3. The best fitting ensemble is replicated m times and structures with low
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weight are randomly replaced with structures belonging to the pool
generated with RanCh. This is done twenty times or until no improve-
ment is achieved. The best fitting ensemble is the starting point for
m steps of heuristic steepest descent, during which the n completing
structures composing the ensemble are randomly replaced.
4. The minimization proceeds with a simulated annealing schedule of mi
(10) steps comprising mt (2000) random moves each, during which
the structures of the completing ensemble are again randomly replaced
with structures belonging to the RanCh pool. Differently from the
previously published version, if the ensemble does not improve over
all the random moves taken at the same temperature, the program
switches to an informed version of the algorithm in which the moves
are confined to the 10 nearest neighbors of the conformations having
higher weights.
5. When the minimum temperature is reached, the ensemble is replicated
in order to have a total number of ensembles decreased by ms (11) with
respect to step 1) to reduce the computational burden and a number
na (4) of new conformations are included to each ensemble. The whole
schedule is repeated again (from step 2), until the number of conforma-
tions within the ensembles matches the maximum number N allowed
by the user (50).
Each multidomain protein is represented by the structures of the rigid do-
mains (in PDB format) and a chain of Cα’s. One reference domain is held
fixed, while the others are moved through rotation of the flexible linkers.
Not all the conformations are allowed for linkers: the Cα trace cannot clash
and the angles between the Cα cannot exit a quasi-ramachandran plot. [153]
This search is accomplished using RanCh (Random Chain generator) from
the EOM package [151] that was adapted to comply with the web implemen-
tation of MaxOcc. [108].
As mentioned above, the program performs the minimization of a combined
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target function of form
TF = aPCSTFPCS + aRDCTFRDC + aPRETFPRE + aSAXSTFSAXS (2.14)
being
TFNMR =
￿NNMR
i=1 [(vi,exp − vi,calc)]2￿NNMR
i=1 v
2
i,exp
(2.15)
TFSAXS =
1
Nscattering
Nscattering￿
i=1
￿
Iexp(si)− cIcalc(si)
err(si)
￿2
(2.16)
where c is a scaling factor calculated as
c =
Nscattering￿
i=1
￿
Iexp(si)Icalc(si)
err(si)2
￿ ￿
Icalc(si)
err(si)2
￿−1
(2.17)
.
Overall T.F. The aPCS, aPRE, aRDC and aSAXS in (2.14) are arbitrary
values to make all corresponding contribution to the target function compa-
rable. To make the minimization with the weights by conjugate gradients
as simple as possible, every i-th confromation is assigned its own weight wi,
instead of letting one have wN = 1−
￿N−1
i=1 wi. Thus normalization must be
accomplished through a term of the form
TFw = 1000
￿
1−
N−1￿
i=1
wi
￿2
(2.18)
that is added to the overall target function.
To sample a reasonable amount of the conformational space, MO must be
evaluated over hundreds of conformations. [107] The number of conformations
to be scored varies with the quality of the data and is probably inversely
proportional to the mobility of the system. We systematically evaluated
how many conformations are needed to obtain a satisfactory representation
of the conformational space of calmodulin. The evaluation was carried on
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according to the following approach: MO was evaluated over the first 2000
conformations out of 50000 and the values plotted as a histogram. Then 4
groups comprising 100, 200, 300, 400 and 500 conformations out of the 2000
were randomly selected and the same histogram of MO values was prepared
2.7. If the number of conformations provides an appropriate description
of the MO distribution, the histogram will not change significantly upon
increase, as it is apparent on increasing above 400 conformations.
Figure 2.7: Comparison of the histograms of MO for 2000 calmodulin con-
formations and subsets comprising different number of conformations
Since every structure can be scored independently, the calculations can
be performed through grid-distributed computing. For this reason, the pro-
gram for the calculation has been developed on the e-NMR grid infrastruc-
ture [107] and then implemented in a user-friendly web interface (available at
http://py-enmr.cerm.unifi.it/access/index/maxocc, under We-NMR). [108]
The web interface is currently able to handle PCS, RDC, PRE and SAXS.
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2.2 Calmodulin
2.2.1 Calmodulin biochemisty
Calmodulin (CALcium MODULated proteIN,CaM), is a ubiquitous calcium
binding protein, involved in many physiologically relevant events linked to
the sudden raise of calcium concentration in cells. Furthermore, this protein
is a paradigm case in structural biology [135]. CaM is a two-domain protein
belonging to the large family of EF-hand proteins. It contains 148 amino
acid residues, organized into two domains of ∼70 aa each and connected
by a short linker. Each domain is made up of two helix-loop-helix motifs
(EF-hand motifs). Calmodulin binds up to four calcium (II) ions in the
four EF-hand loops: one of them with a higher affinity (KDiss ∼ 10−7M)
so that it is able to bind even at the low concentrations in a resting cell,
and more weakly in the other (KDiss ∼ 10−6M).Upon metal binding, this
protein undergoes a change in conformation to recognize, bind and activate,
a number of proteins and enzymes.Early X-ray data [154, 155] reported the
four-calcium (Ca2)N(Ca2)CCaM form to have a dumbbell shape, with helix
4, the last helix of the N-terminal domain, and helix 5, the first helix of
the C-terminal domain, together with the interdomain linker, forming a long
continuous helical structure (Fig.2.8).
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Figure 2.8: Crystal structure of Calmodulin [PDB 1CLL]
The fully elongated structure was consistent also with some X-ray scat-
tering data. [156, 157]
On the other hand it was soon recognized that the NMR properties of the
four-calcium form of CaM in solution were inconsistent with the rigid dumb-
bell shape observed in the early X-ray work, and that the central part of the
helix loses its helical character and allows for reciprocal reorientation of the
two domains (Fig.2.9) [6].
Figure 2.9: Comparison between the X-ray structure [1CLL] (red) and the
solution NMR structures [1J7O, 1J7P] of the two domains of CaM
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Molecular dynamics simulations confirmed the flexibility of the linker be-
tween the two domains. [158, 159]
An extended model-free analysis characterized the relative motions as occur-
ring on a time scale of about 3 ns, with a squared order parameter of 0.7 with
respect to the overall tumbling of the molecule, at room temperature [160].
When temperature was raised to 40 C, a larger interdomain motion was
observed, as a result of a doubling of the random coil residues in the central
linker [161]. Disorder in the central part of the interdomain helix was ob-
served in an X-ray structure at 1.0 A˚ resolution [162]. It has also been shown
that native calcium-loaded CaM can crystallize in the closed conformation
(Fig.2.10) [163].
Figure 2.10: Crystal structure of compact Calmodulin [PDB 1PRW]
The pmax approach was applied to Calmodulin before the research for
this thesis started. Through the analysis of PCS and RDC from three para-
magnetic metals it was suggested that partially closed conformation may
provide significant contribution to the real ensemble, with pmax = 0.35
(Fig.2.11). [149]
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Figure 2.11: Structures with pmax = 0.35 obtained by combining RDC and
PCS data
2.2.2 Joint use of SAXS and paramagnetic NMR
The SAXS data alone were found to be in fair agreement with a single CaM
conformation, however, NMR data ruled out such possibility. The RDC mea-
sured for the C-terminal domain of CaM are reduced of about a factor of 10
with respect to what is expected in the case of the rigid adducts. [135] PCS,
RDC and SAXS data were then used in conjunction to score 400 confor-
mations on the basis of their maximum occurrence. As reported in figure
2.12, the crystal structures as well as the canonical closed conformations can
contribute only up to 15% of the conformational ensemble, while structures
with MO as large as 45% are present.
With these results we not only confirmed that CaM can undergo a very large
mobility but also that two regions of the conformational space may be more
sampled than the others. These regions correspond to partially bent struc-
tures, on the way towards the canonical closing position and on the opposite
side. [107]
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Figure 2.12: Pictorial representation of the MO of calmodulin conformations
obtained with PCS, RDC and SAXS. Conformations are represented as a set
of three orthogonal vectors (orientation cartesian tensor) rotated according
to the rotation of the C-terminal domain with respect to the crystallographic
position, centered at the center of mass of the C-terminal domain and color-
coded according to their MO from blue (less than 5%) to red (more than
40%). In panel a) the two crystallographic structures (1CLL and 1PRW)
are represented both as 3D model and with the tensor representation. In
panel b) the MO of 400 conformations is represented. The crystallographic
structures are marked with a circle.
Simulations
To understand how MO is related to the actual probability and how a MO
distribution can map the original probability distribution, a series of synthetic
tests was performed. A synthetic dataset is generated from an ensemble
comprising 10 structures differing of about 30 in rotation from each other
(black in figure 2.13). The MO of the same 400 conformations of figure 2.12
is calculated. It is evident that the conformations with high MO (bold in
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figure 2.13) are nicely overlapped with the original ensemble.
Figure 2.13: MO calculation for 400 CaM conformations with a synthetic
dataset. The starting ensemble is represented in black. The conformations
are represented as described for figure 2.12 and color coded from blue (less
than 5%) to red (more than 40%). For the sake of clarity conformations with
higher MO (more than 28%) are bold.
Contribution of the different experimental datasets
By the use of the web interface MO calculations were performed on CaM
using different combinations of experimental datasets: RDC+PCS, SAXS
and the three together, over the same number of conformations (300). [108]
The MO distribution obtained from the 300 structures in the three cases is
shown in figure 2.14. The MO values calculated from SAXS alone are sizably
larger than the values calculated from the paramagnetic data. However, the
different conformations are still discriminated according to the largest weight
that they can have. In addition, when SAXS data are included together with
the paramagnetic restraints, the number of conformations with the largest
MO values in the distributions decreases sizably with respect to calculations
performed with NMR data alone. Altogether, the present data thus indicate
that SAXS by itself is less restrictive than NMR data by themselves, but still
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useful to constrain the allowed conformational space. The simultaneous use
of all the data is advantageous. The MO values resulting for 300 randomly
selected conformations are shown in figure 2.15 with a color code, as in 2.12.
The MO values of the different conformations ranged from 0 to 0.31 when
all restraints were used, from 0 to 0.35 when the paramagnetic restraints
only were used and from 0.23 to 0.72 when the SAXS restraints only were
used. The larger the number of restraints, the smaller the MO values of
conformations occurring less frequently (figure 2.15). The latter situation
corresponds to an enhanced capability of the MaxOcc portal to distinguish
the conformations that can occur only for small or very small time lengths
and the conformations that may be populated in solution for relatively long
times.
Figure 2.14: Distribution of the MO values calculated for 300 structures from
SAXS restraints (red), PCS and RDC restraints (green) and both of them
(blue).
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Figure 2.15: Orientation tensors positioned in the centre of mass of the C-
terminal domain color coded with respect to the MO of the corresponding
conformation. The N-terminal domain is depicted as a cartoon, with the
position of the paramagnetic Ln3+ ion as a red sphere. MO values obtained
from pcs, rdc and SAXS data (range 0.00-0.35, from blue to red) (right),
from pcs and rdc data (range 0.00-0.35) (center), and from SAXS data (range
0.23-0.72) alone (left).
Figure 2.16: Frequency of the conformations as a function of the radius of
gyration in the initial pool of structures with randomized interdomain linkers
(black) and in the selected ensembles (red) (left panel). The latter distribu-
tion is obtained by the averaging of several calculations. The right panel
shows the distribution of gyration radius within four different ensembles, all
in featuring the same level of agreement with the experimental data, in order
to appreciate the distribution variability. All histograms are normalized to
the integral value of unity.
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Figure 2.17: Total weight of the conformations within the 2,000 best fit
ensembles for the different regions of the conformational space (see text)
(black bars in the upper panel). The white bars indicate the percentage of
structures within each region of the random pool of 50,000 structures. In
the lower panel, the weights of the conformations belonging to the different
regions calculated in four best-fit ensembles are shown.
From figures 2.16 and 2.17 it is important to notice that a defined set of
substructures are selected preferentially over the random distribution gener-
ated by RanCh (left panel in figure 2.16 and top panel 2.17). But it is also
important to notice that the preferential selection varies from one ensemble
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to the next (right panel in figure 2.16 and lower panel 2.17).
This statistical analysis of the best fit ensembles can provide some informa-
tion on the structural variability of the investigated system . [11, 111–113,
151,164,165]
This analysis is beyond the concept of MO, for which the MaxOcc program
and portal have been developed. Nevertheless, MaxOcc does calculate the
conformational ensembles in best agreement with the experimental data; this
prompted us to analyze whether there are common features in these ensem-
bles that can be used to characterize the system. 2,000 best fit ensembles
of calmodulin conformations were calculated allowing the program to freely
select 50 structures among the pool of 50,000 conformations, with a negligi-
ble weight for the imposed structure. Figure 2.16 shows the distribution of
the radius of gyration for the pool of 50,000 conformations generated ran-
domly by RanCh, compared to that calculated from all best fit ensembles
of conformations. The former distribution is rather broad, peaked at 20 A˚,
and covers a range of gyration radii from about 16 to 25 A˚, corresponding
to compact and completely extended conformations, respectively. Instead,
the distribution of gyration radii of the selected ensembles is flatter, with
comparable contributions from relatively compact (18 A˚) and extended (24
A˚) structures. However, individual best-fit ensembles (any of which might
actually represent the real system) differ considerably from one another, as
shown in the right panel of figure 2.16. A common feature is the absence
of any preference for structures with gyration radius around 20 A˚. The cal-
culated best fit ensembles are all composed of different conformations. In
order to devise some overall similarities we clustered the conformations into
regions, using the following relationship:
∆t+ f(1− cosα) ≤ 10 (2.19)
where ∆t is the cartesian distance (in A˚) between the center of the region
and the center of mass of the C-terminal domain of the conformation under
consideration, α is the angle between the quaternions corresponding to the
average orientation of the region and that of the conformation under con-
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sideration, and f was set to 26. In short, two conformations belong to the
same region if their centers of mass coincide and their orientation differs for
less than 100 , or if their orientation is the same and they are translated
by less than 20 A˚. 133 regions were defined. In figure 2.17 the weight of the
conformations belonging to all the 2,000 best fit ensembles for the different
regions is reported. The percentage of structures within each region of the
random pool of 50,000 structures is also shown as white bars. Analogously
to what observed in Figure 2.16, the system tends to select structures in
specific regions, independently of the distribution in the random pool. Any-
way, the presence of most populated regions is not a guarantee that those
regions will be populated in solution. The lower panel in figure 2.17 shows
the weight of the conformations belonging to 4 different best fit ensembles,
again clustered according to the same regions. It is clear that there is no
univocal solution, i.e. conformations may or may not belong to any region.
Therefore, these results suggest that when interpreting average data with
ensemble approaches, only a large number of ensembles can grasp some of
the features of the ensemble and that none of the obtained conformations
is endowed with physical significance. [108] The use of MO is thus the only
numerically accurate approach when structural information on the ensemble
is sought.
2.2.3 The use of PRE
Theoretical discussion of the validity of the averaging approaches
The use of PRE as a restraint for ensemble averaging calculations is rather
tricky. PREs are averaged over conformations with a rate of interconver-
sion larger than the nuclear relaxation rate (which for proteins is usually
of the order of 103 s−1 for transverse relaxation) and fast on the chemical
shift timescale (differently, several NMR signals will be observed, each with
its own relaxation rate). Differently from PCSs and RDCs, which amount
to the weighted average of the values corresponding to all conformations
sampled by the protein, in the presence of mobility PRE cannot be obtained
from the weighted average of the PRE of the single conformations in all cases
2.2 Calmodulin 41
when the time of interconversion among conformers is shorter or of the order
of the time constants modulating the electron-nucleus interaction that gives
rise to the PRE values themselves for the rigid conformations. Therefore,
the model that should be used to analyze the PRE data depends on the cor-
relation times of the intervening motions.
In the presence of a fast exchange regime, i.e. of a rate of interconversion over
the different conformations much larger than the differences in nuclear chem-
ical shifts among the conformations, when this rate is large with respect to
the relaxation rates but slower than the inverse of the correlation time for the
relaxation process itself, averaged relaxation rates are obtained depending on
￿r−6￿, where r is the nucleus-electron distance in the different conformations
(to be noted that ￿r−6￿ can be sizably larger than ￿r￿−6). If, on the con-
trary, the conformational changes occur on time scales shorter than or of the
same order of the overall tumbling time of the protein in those particular
conformations and of the electron relaxation time, this time of interconver-
sion among different conformations becomes a correlation time modulating
the electron-nucleus interaction. The influence of this time on the nuclear
relaxation rate depends on the degree of spatial restriction of the motion. An
order parameter is usually defined according to the model free and the N-site
discrete jump model. This order parameter has a radial dependence and an
angular dependence. The former indicates the fluctuations of the distance r
between the dipolarly coupled spins in the sampled conformations; the lat-
ter the fluctuations in the orientation of the vector connecting the dipolarly
coupled spins. As far as the radial dependence is concerned, the resulting
averaged relaxation rates depend on ￿r−3￿2. [166]
In summary,
ΓPRE2 = ￿r−6￿
￿
S2sf(τc) + (1− S2s )f(τf )
￿
(2.20)
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with f(τ) = k￿SBM + k
￿
Curie and τ
−1
f = τ
−1
c + τ
−1
interdomain. The S
2
s order
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￿
(2.21)
where i and j are indices cycling on the elements of the structure ensemble
which are sampled by the system during its overall reorientation time, ri
are the nucleus-metal vectors and wi the weights of the corresponding con-
formations. Whereas all conformations sampled by the system should be
considered for the calculation of ￿r−6￿ in Equation (2.20), if the interdomain
reorientation occurs in a time shorter than the overall reorientation time of
the protein, only the subset of the protein conformations sampled during
the reorientation of the protein must be considered in the calculation of S2s .
Since the Lorentzian dispersions in k￿SBM and k
￿
Curie provide a negligible con-
tribution with respect to the non dispersive terms for correlation times of the
order of nanoseconds, an effective correlation time, τ˜c = S2sτc+(1−S2s )τf , can
be defined to take into account both the overall protein reorientation time
and the fast motions, [109, 166–170] besides the electron relaxation time. If
the Curie contribution is not negligible, an effective correlation time, τ˜Curie
, can also be defined, which does not depend in any case on the electron
relaxation time but only on the global and local mobility. This results in
ΓPRE2 = ￿r−6￿
￿￿µ0
4π
￿2 γ2Hg2eµ2BS(S + 1)4τ˜c
15
+
1
5
￿µ0
4π
￿2 ω2Hg4eµ4BS2(S + 1)24τ˜Curie
(3kBT )2
￿
(2.22)
If τe > τr, the Curie contribution can be neglected and the value of τ˜c can be
empirically determined in order to calculate PRE values in best agreement
with the experimental data. [109] A value for τe can be estimated from the
kind of involved paramagnetic center and the applied magnetic field.The
value for τr can be estimated from the protein molecular weight, calculated
through the hydrodynamics properties with HYDRONMR, [171] or obtained
experimentally from 15N relaxation measurement.
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Results
As noted before (2.1.3) the Maximum Occurrence of a conformation can be
calculated analytically applying equation (2.9).
Figure 2.18: MO from PREs alone (left, range 0-1), from PCSs and RDCs
(center, ranges: 0.05-0.3) and from the minimum between the two calcula-
tions made separately (right, ranges: 0.05-0.3) at 298 K.
Figure 2.19: MO calculated for the selected 400 conformations from PREs,
PCSs and RDCs (black symbols), PCSs and RDCs (green symbols) and PREs
only (red symbols) at 298 K. The conformations have been sorted according
to the MO values calculated from PRE, PCS and RDC data.
In order to evaluate the effect of PRE data on the MO analysis, the MO
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values calculated using the three sets of data simultaneously were compared
to the MO values calculated from the minimum of the MO values obtained
using PRE data separately from PCSs and RDCs. Figure 2.18 shows the
MO calculated from PREs alone (left), and the MO calculated from PCSs
and RDCs (center). The minimum of the two is depicted in the right panel.
Each map is color coded with respect to the minima and maxima of the
MO obtained with that specific set of data. It is immediately evident that
although PRE restraints alone are quite effective in reducing the MO of
some more compact conformations, they are not very efficient in the case
of extended conformations. On the contrary, PCSs and RDCs are equally
effective in restricting the MO of all conformations in the overall conforma-
tional space. These two sets of independent information can complement
each other for providing a more informative MO ranking of the protein con-
formations. The MO values of the 400 conformations calculated from all the
three sets of restraints simultaneously, or from the PRE data, or the PCS
and RDC data alone, are better shown in figure 2.19, sorted by ordering the
conformations by increasing MO values calculated from all data: the limiting
MO is determined by PREs for some conformations and by PCSs and RDCs
for others. To be noted that the maximum MO calculated for any of the
400 conformations, using only the PRE data, is not 1 but 0.96. Therefore,
even the extended conformation cannot reproduce the PRE data, if taken
alone. This is in agreement with the results recently obtained through the
analysis of PRE data arising from the presence of spin labels attached to the
protein. [172] On the other hand, the calculations performed using PCSs and
RDCs indicated that no single conformation can have a weight larger than
0.3.
2.3 MMP1
2.3.1 Implications of mobility in MMP1 biochemisty
Matrix Metalloproteinases (MMPs) are a family of proteases capable of hy-
drolizing variety of structurally unrelated substrates. The breadth of the
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enzymatic activity is the result of evolution in the function of protein do-
mains and the flexibility of the overall shape. In particular, several active
MMPs, including MMP-1, are two-domain [catalytic (CAT) and hemopexin-
like (HPX)] enzymes capable of catalyzing the hydrolysis of highly structured
substrates such as triple-helical, interstitial (types I-III) collagen
Interdomain flexibility has a capital role in the hydrolisis of type I triple
helical collagen. In this case flexibility is particularly important to allow for
unraveling the collagen and accomodate the otherwise inaccessible peptide
chain in the active site.
The active form of MMP1 was observed by NMR and SAXS to experience
sizable interdomain flexibility [173],that may lead to an open-closed equilib-
rium. The compact arrangement of the two domains on MMP1 observed
in the crystal structures (1SU3, 2CLT, 4AUO) is not fully representative
of the conformations sampled by the protein in solution: for at least one
third of the time, the enzyme exists in a extended conformation, [173] con-
sistently with the idea that CAT-HPX should move apart to reveal some ex-
osites involved in substrate recognition. In the crystal structure, some of the
residues of HPX domain, essential for collagen binding (291,292,301,311-326)
are buried between the two domains and inaccessible to the substrate. [174]
More recently, the interaction of MMP-1 with a THP has been investigated
utilizing NMR spectroscopy, leading to a plausible multistep mechanism for
collagenolysis. [175] In this model, the initial binding of the HPX domain to
the THP is followed by the interaction of the CAT domain with the THP
in front of the cleavage site, and by a subsequent back rotation of the CAT
and HPX domains toward the closed conformation that drives the unwind-
ing of the triple-helix and causes the displacement of one peptide chain into
the active site. While there is experimental evidence for the formation of
the initial MMP-1/THP complex, the mechanism that leads to the observed
two-domain interaction is still unclear.
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2.3.2 MO analysis
The MO analysis was performed using as restraints the motionally averaged
PCSs and RDCs for the HPX domain and the SAXS data.
Most of the conformations (80%) have a MO smaller than 20%. Only 0.3%
have a MO larger than 40%. To visualize the results, the CAT domains of all
the structures were superimposed and the position of the HPX domain was
schematized as done above (figure 2.12) for calmodulin. Tensors were color-
coded with respect to the MO of the corresponding conformations, from blue
(MO lower than 5%) to red (highest MO, 47%) Figure 2.20.
2.3 MMP1 47
Figure 2.20: Stereo view (cross-eye) of the MO of MMP-1 conformations
obtained with PCS, RDC and SAXS. The MO of 1000 conformations is
represented.
The conformations having the HPX domain in the region proximal to
(Ln3+)CLaNP-5 (and distal to the catalytic site cleft) were found to have
a negligible weight in solution, with MO values below 5% (blue tensors in
Figure 2.20). Thus, these conformations are not sampled significantly by
the protein. A striking finding is that most of the conformations with the
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highest MO (orange-red tensors in Figure 2.20) are clustered in a well-defined
region of the distribution, corresponding to relatively elongated structures.
To increase the resolution of the regions populated by the conformations with
the highest MO, the MO values of 281 additional conformations near those
with high MO, have been evaluated (Figure 2.21).
Figure 2.21: Stereo view (cross-eye) of the high-MO conformations of MMP-1
All available X-ray structures of human full-length MMP-1 (pdb entries:
1SU3 [176] and 2CLT [177, 178]) display relatively closed conformations. It
is crucial to understand how much these structures are represented in the
ensemble sampled by the protein in solution. The MO values obtained for
all the X-ray [178, 179] structures are below 20%. The radii of gyration
(Rg) of the two crystallographic structures are 25.5 and 25.7 A˚, respectively,
whereas the structures with highest MO (>35%) have Rg of 28.9 ± 1.3 A˚.
This range of Rg is in better agreement with the experimentally determined
values from the SAXS data alone, confirming that the X-ray structures are
more compact than the average solution conformation. Furthermore, the
relative orientations of the HPX and CAT domains in the structures with the
highest MO are different from those in the X-ray crystallographic structures.
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High MO structures as the prologue to collagenolysis
Analysis of the conformational space experienced by the free protein is useful
to investigate the mechanism of binding, and to determine the role of the do-
mains in the identification of substrates, to predict new possible substrates,
and to investigate natural and new mechanisms of inhibition. [114, 117, 126,
170,172,180,181]
The MO analysis performed for MMP-1 can provide a description of the con-
ditions that are required for the onset of catalysis. The MMP-1 conforma-
tions with large MO values (up to 47%) are restricted into a relatively small
conformational region, and all conformations with high MO values largely
differ from the closed MMP-1 structures obtained by X-ray crystallography.
In all the high MO conformations, the CAT and HPX domains are not in
tight contact, and the residues of the HPX domain reported to be responsible
for the binding to the THP are solvent exposed.
This indicates that all highest MO structures are characterized by an in-
terdomain orientation and position that can be defined relatively well.
In the highest MO structures, the residues of the HPX domain essential for
the binding to collagen are not buried between the CAT and HPX domains,
and the open space between the two domains is wider than in the crys-
tallographic structures. Furthermore, and more importantly, the secondary
binding sites (exosites) of the HPX domain responsible for collagen interac-
tion, and the active site of the CAT domain, face the same side. If triple
helical collagen is modeled in its experimentally determined bound position
to the HPX domain, [175] the CAT domain faces closely the collagen cleav-
age site, and in about half of the highest MO structures even penetrates the
triple helical substrate. Actually all the high MO conformations (MO >35%)
fall along the boundary between the penetrating and non penetrating con-
formations. Therefore, the largest MO conformations sampled by MMP-1 in
solution appear to be much more poised for interaction with collagen than
the compact X-ray crystallographic structures. Therefore, the high MO con-
formations that are not colliding can be seen as a possible antecedent step
for the recently proposed mechanism of collagenolysis. [175]
Chapter 3
Sed-NMR
3.1 Sed-NMR
3.1.1 Contribution of this thesis
During the research work described in this thesis, I have contributed to this
field of research through the following papers:
“Solid-state NMR of proteins sedimented by ultracentrifugation” where
the method is first proposed. [182]
“NMR properties of sedimented solutes”, where the theory is further
developed, the effect of sample preparation are discussed and the use
of ultracentrifugal devices is proposed. [183]
“On the use of ultracentrifugal devices for sedimented solute NMR”,
where the use of ultracentrifugal devices is explained and theoretically
described and the guidelines for device production are given. [184]
During my Ph.D. I spent a period at MIT under the guidance of Prof. Dr.
Robert Guy Griffin: the methodology of SedDNP was experimentally veri-
fied. The results are under consideration in a peer-reviewed journal.
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3.1.2 Theoretical Background
Magic angle spinning (1.3.1) is required to obtain high resolution solid state
NMR spectra. It can also be used to increase the resolution in inhomogeneus
liquids/suspensions. In this case, Magic Angle Spinning generates a mod-
erate to strong centrifugal force on the solutes. Even separation of cream
from milk was observed under moderate MAS. [185] Based on this observa-
tion we developed the technique referred to as “Sedimented Solutes NMR”
(SedNMR). [182,183]
Depending on the molecular weights of the solutes, they can form a con-
centration gradient. For a protein of molecular weight M, density ρprotein
in solution in a solvent of density ρsolvent, sealed in a rotor of radius b and
spinning at ωr the equation describing the concentration as a function of the
distance from the rotation axis is the following [186]:
c(r) =
RT
M (1− ρsolvent/ρprotein)ω2rr
dc
dr
(3.1)
an empirical limit to the concentration can be imposed, [187] reflecting a
phase separation, modifying the previous equation into
c(r) =
RT
M (1− ρsolvent/ρprotein) (1− c/climit)ω2rr
dc
dr
(3.2)
Introducing, for the sake of simplicity
KSed =
M (1− ρsolvent/ρprotein)ω2r
RT
(3.3)
equation (3.2) recasts into:
dc/climit
dr
= KSed
c
climit
r
￿
1− c
climit
￿
(3.4)
Substituting for
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x =
c
climit
(3.5)
and separating the variables, the following form is obtained:
dx
x(1− x) = K
Sedr dr (3.6)
That integrates to
c(r) =
climit
A exp
￿
−M (1− ρsolvent/ρprotein)ω
2
rr
2
2RT
￿
+ 1
(3.7)
For the cylindric geometry of the problem, for a rotor of radius b and
a starting concentration c0, the integration constant A can be evaluated
analytically:
A =
exp
￿
M (1− ρsolvent/ρprotein)ω2rb2
2RT
￿
1− co
climit
￿￿
− 1
1− exp
￿
−M (1− ρsolvent/ρprotein)ω
2
rb
2
2RT
co
climit
￿ (3.8)
To exemplify the meaning of this equation, concentrations profiles for
apoferritin of 480 kDa at 60 mg/ml in a 4 mm rotor are reported in figure
3.1. [183]
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Figure 3.1: Concentration as a function of the distance from the rotor axis
at different spinning rates for apoferritin (MW 480 kDa and concentration
in the static solution 60 mg/ml), in a 4 mm rotor (1.5 mm internal radius).
The limiting concentration is set to 700 mg/ml.
At the MAS rate attainable in commercial probeheads, molecules above
30 kDa molecular weight can sediment. By sedimentation, a protein may
reach concentrations of the order of 700 mg/ml. [188, 189] These concentra-
tions, that are not reached even inside the crowded environment of a cell, [190]
cause a) the translational diffusion of the molecule to stop, b) the rotational
diffusion to slow down. [191] If rotational diffusion is slowed and intercon-
version between different orientation occurs at a frequency lower than the
frequencies of the nuclear interactions, the system appears as a solid, thus it
can be polarized by CP and be observed as a solid. [182, 183, 192] If trans-
lational diffusion is hampered, the system appears as a glass. It has been
experimentally observed that such glass has no long range order. [193]
This approach, called ”MAS-induced” or in-situ sedimentation, was applied
to apoferritin (480 kDa), [182] bovine serum albumin (64 kDa) and carbonic
anhydrase II (30 kDa). [183]
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High resolution spectra are obtained, [182] with transverse relaxation rates
up to 5 times longer than what observed for the microcrystals: [183] sedi-
ments are, in principle, more amenable for multidimensional NMR than the
corresponding microcrystals.
In situ sedimentation allows for the study of large complexes that exceed
the size for satisfactory characterization by solution state NMR. This cate-
gory comprises a number of biologically relevant targets, such as complexes
and oligomeric aggregates.
In particular, the possibility of having a water solution containing the inter-
acting partners allows for detection of small proteins in large complexes, ei-
ther stable or fluxional. In fact, under sedimentation, the complexed molecules
are subtracted from the bulk solution, so that the equilibrium is further
shifted towards the formation of the complexes. On the other hand, at the
sediment level, the kinetics of dissociation is expected to be hampered by self
crowding.
When MAS is stopped, the protein tends to diffuse back from the sediment
layer to the bulk solution, in a time that depends on the translational diffu-
sion coefficient of the protein: at some point, the sample will be again in the
initial buffer/concentration conditions. This allows for the sample handling
that is common for solution state NMR, even allowing for titration. [194]
Anyway, this approach suffers from an intrinsic limitation: at its best,
a solution sample contains no more that 2/3 of the corresponding micro-
crystalline preparation [183]: also in the case of extremely soluble proteins
dissolution at concentrations higher than 400 mg/ml is unpractical while the
average concentrations in crystals is of the order of 650 mg/ml [195]. This
results in lower overall sensitivity of the experiment.
To partially alleviate this problem we have proposed to pre-sediment the
sample via common ultracentrifugation, [183] allowing one to fill the rotor
with the sedimented material (”UC-induced” or ex-situ sedimentation). This
is summarized in figure 3.2
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Figure 3.2: Comparison of in-situ and ex-situ sediment preparations
This is especially important in the case of the 1.3 rotor that can be used
to achieve high resolution spectra but has a low internal volume (∼ 2 µl).
To prove this, two different preparations of apoferritin were compared: the
first was 2 µl of a 90 mg/ml solution, the second was the same volume of
a sediment obtained by ex situ sedimentation (Figure 3.3. The increase in
sensitivity is dramatic, since the same signal-to-noise ratio was achieved at
64-fold reduced experimental time (in line with the calculated amount of
sedimented material inside the rotor in the two cases).
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Figure 3.3: 1H −13 C CP spectra of in-situ (top) and ex-situ (bottom) sedi-
ment preparations of apoferritin. The top spectrum was acquired with 1024
scans, the bottom spectrum with 16 scans.
On the same preparation a 2D NCO spectrum with S3E homonuclear
decoupling [196] was recorded to prove the feasibility of multidimensional
experiments on sedimented samples. [183]
Sample manipulation can be further simplified upon the introduction of the
use of especially designed fixtures [197], like the one depicted in figure 3.4,
that can withstand ultracentrifugal operations and that can be used to in-
crease the amount of solute that sediments into the NMR rotor from a large
solution reservoir. [184, 193].
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Figure 3.4: Ultracentrifugal device for ex-situ sedimentation designed as a
part of the present thesis and realized in collaboration with the workshop of
the University of Florence. The device is made of Delrin acetal resin and has
an inner volume of 1.36 ml.
The use of ultracentrifugal devices, other than alleviating the insensitivity
of the method, has a number of features that come from the practice of
ultracentrifugation: it allows for sedimentation of even smaller solutes and
allows for fractional ultracentrifugation, i.e.: selecting the desired fraction
out of a complex mixture.
For ex-situ sedimentation using ultracentrifugal devices a further point can
be considered: it is not possible to integrate analytically equation (3.7).
Numerical integration is anyway possible in the following form:
￿
c(r)S(r)d r = c0Vdevice. (3.9)
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Relation to previous methods and notable applications
Sedimented Solutes NMR was developed by us starting from the observation
by Mainz et al. [192] that αB crystallin, a multimer of 600 kDa, in a solution
containing 20% glycerol, spun at 12 kHz at 260 K gave rise to solid state
NMR spectra. The glycerol and the low temperature can indeed increase
viscosity and slow down the molecular tumbling, but not to the extent that
would be required for MAS to properly average the anisotropic interactions.
Thus, for solid state NMR to work on such preparations a further contribu-
tion from sedimentation itself is needed. The preparation involving glycerol
has successfully been applied to the study of αB crystallin. [192, 194, 198].
Sedimented solutes NMR was also applied to the study of a dodecameric
elicase of 708 kDa. [193]
3.2 Dynamic Nuclear Polarization on Sedi-
mented Solutes
Since the sediment is expected to contain only bound water or water with
limited mobility. [182,183], upon freezing this water may not form an ordered
ice crystal but an amorphous glassy state.
Formation of ice crystals forces the radicals to segregate in grains and the
addition of a glass-forming agent is common to prevent this phenomenon
from occurring.
We proposed that the sedimented protein itself may act as the glass forming
agent: to some extent the sediment may be regardad as a separate phase
that may not be as susceptible to glass formation within the bulk solvent
as a homogeneous solution is. In turn, this would allow for ideal dispersion
of the biradical throughout the sample. The idea has been proven both as
in-situ preparation [199] or ex-situ [200].
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3.2.1 In situ SedDNP
To demonstrate the difference between frozen sediment and frozen solution,
we studied three samples:
1. ApoF sedimented by MAS at room temperature from an aqueous so-
lution containing TOTAPOL and then frozen;
2. aqueous solution of ApoF and TOTAPOL frozen sans sedimentation;
3. same as the first but without the addition of TOTAPOL.
All samples were prepared at a protein concentration of 30 mg/ml in 90/10
(v/v) D2O/H2O in 3 mM tris-(hydroxymethyl)-aminomethane (Tris) buffer.
Samples (i) and (ii) also contain 2 mM TOTAPOL. The reduced proton
concentration of 10% in the matrix is known to yield optimal conditions for
1H DNP. [33] Figure 3.5 illustrates significant gains in signal from DNP under
micro-wave irradiation (on-signal) for sample (i), indicating the incorporation
of the radical into the sediment.
Figure 3.5: Comparison of DNP enhanced signals from a frozen sedimented
sample (i) and for a frozen solution (ii) using cross-polarization (13C −1 H)
DNP enhanced spectra (on-signals) are given in blue while thermal polariza-
tion spectra (off-signals) are given in red. Spectra are also scaled by a factor
5 for better visualization (given in light red or blue color).
1H polarization yielded a 42-fold increase in signal by comparison with
the off-signal Direct polarization of 13C was observed via a Bloch decay;
the enhancement factor was determined to be 22 in this case. Due to the
absence of 13C in the matrix, polarization has to be transferred directly
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Therefore the protein must be in close proximity to TOTAPOL, limiting the
distance between the unpaired electron spins and the protein. In contrast,
the frozen solution (ii) provides very poor enhancements (￿ ≈ 2) for both
1H and 13C polarization due to the inability to form a glass with consequent
phase separation of water, protein and TOTAPOL, that inhibits effective
electron-nuclear spin polarization (Figure 3.5). This shows that sedimenta-
tion provides a layer of glassy-like protein on the wall of the sapphire rotor,
which enables the biradical to be homogeneously dispersed throughout the
sediment providing glass-like properties and efficient e− → 1H(13C) polar-
ization transfer. We measured polarization build-up time constants (TB) and
found them to be unusually short for the sedimented sample (i), suggesting
direct protein-TOTAPOL interaction is occurring.
Sample 1H TB ￿(1H) 1H ξ
(s) s−1/2
Frozen sediment 2 mM
TOTAPOL (i)
1.2 42 38
Frozen solution 2 mM
TOTAPOL (ii)
2.1 2.1 1.4
Frozen sediment w/o
TOTAPOL (iii)
2.1 - -
Cryoprotected 2 mM
TOTAPOL (A)
20.4/1.1 70 16
Cryoprotected 15 mM
TOTAPOL (B)
5.0/0.6 100 45
Table 3.1: Summary of DNP enhancements and 1H, 13C polarization build-
up time constants sediment and standard samples.
1H spin-polarization build-up time constants were found to be of the order
of 1.2 s (i) and 2.1 s (ii and iii). As suggested (vide supra), the difference
in the observed polarization times could indicate an increased TOTAPOL
concentration in the sediment with respect to the bulk solution.
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The results reported here represent an important step towards DNP of
proteins sedimented into an MAS rotor by ultracentrifugation; experiments
that are currently underway.
3.2.2 Ex situ SedDNP
Cryoprotection is often required when temperature cycling a protein, in order
to avoid degeneration and maintain the protein structure at low temperatures
(<-75 C). [201, 202] The addition of a glass-forming solvent, often glycerol,
is used to lower the freezing point of water and inhibit bulk ice crystalliza-
tion to form, enabling the formation of an amorphous solid that protects the
protein. However, if the highly concentrated soluble protein forms a glassy
state upon freezing of the water matrix due to self-crowding, the addition of
a cryoprotectant becomes unnecessary. [199] BSA is also known as a cryopro-
tectant. [203] The feasibility of cryoprotectant-free DNP by sedimenting BSA
was tested from a 100 mg/ml solution in 90/10 (v/v) D2O/H2O to which 5
mM TOTAPOL was added. After centrifugation, the sediment (∼50 µl) was
packed into a sapphire rotor and inserted into the NMR probe, which had
been pre-cooled to cryogenic temperatures (between 85 and 100 K). Irradia-
tion with 8 W of 140 GHz microwaves resulted in a 66-fold enhancement (ε)
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Figure 3.6: DNP-enhanced and thermal equilibrium polarization 13C-
CPMAS spectrum of natural abundance BSA sedimented from a 100 mg/ml
solution in 90/10 (v/v) D2O/H2O solution with 5 mM TOTAPOL.
The magnitude of this enhancement is comparable to typical DNP exper-
iments on proteins, where samples have been prepared in a conventional way
(i.e., by dissolving the protein in a glycerol/water mixture). However, the 1H
polarization build-up time constant of TB= 1.8 s is short compared to a con-
ventional approach. The fast polarization build-up of protons is most likely
caused by the high protein proton concentration in the sediment in combi-
nation with an increased biradical concentration due to potential protein-
TOTAPOL interactions. In the previous section the preferential enrichment
of TOTAPOL in the sediment layer in SedDNP is reported. In order to fur-
ther investigate this situation, TOTAPOL concentration of the BSA solution
was varied prior to sedimentation. Three samples were prepared with 200
mg/mL BSA each and 2.5, 5, and 10 mM TOTAPOL concentration, respec-
tively. The results are shown in figure 3.7. DNP enhancements increase, ε =
29, 48, and 64, with increasing TOTAPOL concentration, while 1H buildup
times showed an inverse trend with TB = 3.6, 2.6, and 1.6 s, respectively. In
a control experiment the spin-lattice relaxation time constant, T1 = 6.3 s was
measured for a sample prepared under identical manner sans TOTAPOL.
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Figure 3.7: TOTAPOL concentration effect (2.5, 5, and 10 mM) on nat-
ural abundance BSA sedimented from 200 mg/ml (about 3 mM) protein
solutions in 90/10 (v/v) D2O/H2O. (A) DNP enhancements with increasing
TOTAPOL concentration, (B) 1H enhancement and (C) polarization buildup
rates as doping ratio (i.e., TOTAPOL/protein) increase. Red open circles
represent the sediment obtained from 100 mg/ml BSA solutions in 90/10
(v/v) D2O/H2O where 5 mM TOTAPOL was added.
Interestingly, when comparing enhancements as well as build-up rates
(i.e., T−1B ) in Figure 3.7B and 3.7C, we observe very similar values for the
sample sedimented from 100 mg/ml BSA and 5 mM TOTAPOL (red open
circle) and that sedimented from 200 mg/ml BSA and 10 mM TOTAPOL
(blue filled circles). This suggests that it is not the TOTAPOL concentra-
tion in the solution prior to centrifugation that is determining the TOTAPOL
amount in the sediment, but rather the TOTAPOL to protein ratio (doping
ratio), that is preserved during sedimentation. That would be the case if
TOTAPOL were tightly binding to the protein: this is represented in the
upper panel of Figure 3.8. Further parameters and details for all samples are
listed in Table 1. A similar case has been observed during in situ SedDNP of
apoferritin, but it is important to notice that the enrichment in the apofer-
ritin layer is most probably aspecific and due to the fact that the hydrophobic
patches present on the protein surface are more concentrated in the sediment,
thus providing the radical with a more suitable environment to partition in
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with respect to the bulk solution, as represented in the middle panel of Fig-
ure 3.8. The bottom panel in Figure 3.8 represents a situation that has not
been encountered yet where the protein does not interact with the radical. In
this case, it is expected that the concentration of the radical will be uniform
throughout the sample, regardless of the gradient formed by the protein,
and this situation is not different from the radical distribution observed in
the usual DNP sample. Direct binding between BSA and TOTAPOL is not
unexpected. BSA contains two hydrophobic binding sites which might pro-
vide a preferential environment for the partially hydrophobic TOTAPOL.
Furthermore, TOTAPOL possesses a relatively flexible structure, allowing
it to adopt a conformation suitable for binding. The combination of am-
phiphilicity and flexibility could further improve TOTAPOLs tendency to
interact with the protein, allowing a molar ratio between bound TOTAPOL
and BSA larger than 2. Yet, it is important to observe that radical binding
to the protein is not intrinsic of the method but rather of the chemistry of
the biomolecule under investigation, in this case a protein that is able to bind
a number of aspecific partners. [204]
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Figure 3.8: Comparison between different SedDNP preparationsTop panel
depicts the situation described in the present work: the radical binds to the
protein thus the protein/radical ratio is preserved when moving from solution
to the sediment. Middle panel depicts the situation described for ApoF where
the radical is partitioned in the more hydrophilic sediment. Bottom panel
shows a theoretical case in which the protein is sedimented but the radical
preserves the same distribution along the sample. Dashed line indicates that
this is a theoretical situation, not yet observed in any case.
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cBSA cTOTAPOL cTOTAPOL/cBSA ￿ TB
mmol dm−3 mmol dm−3 s
3.03 0 0 1 6.3
3.03 2.5 0.83 29 3.6
3.03 5 1.7 48 2.6
3.03 10.0 3.29 64 1.6
1.52 5.0 3.3 66 1.8
Table 3.2: Summary of DNP enhancements and 1H, 13C polarization build-
up time for sedimented samples at different protein/radical concentrations.
Using the model globular protein BSA, ex situ sedimentation preparation
has been demonstrated, which reduces the need for a cryoprotecting matrix
in DNP experiments. Proteins in natural isotopic abundance impose a rather
delicate sample system in DNP studies. While DNP is particularly well suited
to compensate for the intrinsically low sensitivity due to the low 13C content,
the signals in the Cα−Cα region are often masked by the unfortunate artifact
observed from the equally enhanced cryoprotectant background being up to
several factors stronger in intensity than the signals of interest. In order
to reduce the glycerol signal one can use 13C-depleted and fully deuterated
glycerol. However, for high volume sample screening and/or optimization of
DNP conditions this is often not affordable due to high costs associated with
either biological samples or cryoprotectant.
Chapter 4
Pseudocontact shift in the solid
state
4.1 Previous literature
Pseudocontact shift has the same symmetry with respect to spin operation
as the chemical shift operator, as shown in equation (B.23). Thus, Magic
Angle Spinning can average the dipolar powder pattern (Curie-spin/ DSA)
as it averages the Chemical Shielding Anisotropy (CSA) powder pattern.
This symmetry relationship is evident also in relaxation: since interconver-
sion between two positions in the powder pattern is unlikely at extreme
rotational correlation times, [95] Curie-spin relaxation is suppressed in Solid
state NMR, [205] as well as CSA relaxation. [206] This makes solid state
NMR extremely attractive for paramagnetic substances, expecially for large
molecules in which Curie-spin relaxation broadens beyond detection the lines
in solution NMR spectra.
4.1.1 PRE for faster acquisition
The development of fast MAS methods allowed, among other things, for the
introduction of low power 1H−13C decoupling schemes. [207–210] The lower
deposition of power into the sample and the probehead, in turn, would in
principle allow for faster recycling. Anyway, relaxation in the solid state is
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usually slower as compared to what is observed in solution: 1H relaxation
rates range from one to several seconds, whereas in solution they can be as
fast as 500 ms for proteins of comparable size.
The Ishii group has introduced a smart approach to solve this problem: dop-
ing the sample with paramagnetic ions that shorten 1H relaxation. [211–213]
This is even simpler if the paramagnetic center is bound to the protein. [51]
4.1.2 Paramagnetism for structural determination
Determination of high-quality atomic-resolution structures by solid state
NMR is far from being routine. The main culprit in the structure determi-
nation process is the difficulty in obtaining unambiguous long-range distance
restraints, that are needed to obtain the fold of the protein.
Recovering through-space connectivity under MAS is tricky, because di-
rect 13C − 13C recoupling is susceptible to artifacts due to dipolar trunca-
tion, [214,215] and spin diffusion is inhibited at high field and high spinning
frequencies. [216, 217] Several experimental techniques have been proposed
recently to overcome such limitations. Another great problem persists any-
way: if a cross-peak due to a long-range interaction appears in the spectrum,
it must be correctly assigned and tracked through a series of spectra that
become more and more crowded with increased mixing times.
In this regard, paramagnetic interactions are far simpler to frame: once the
sequential assignment of the spectrum is available, one can easily measure
PCS and PRE for any single nucleus. Moreover, while nucleus-nucleus inter-
actions can be detected up to 9-10 A˚, paramagnetic interactions can extend
well beyond 20 A˚.
In the assumption that only dipolar relaxation (SBM mechanism) is ac-
tive, relaxation is inversely proportional to the metal-nucleus distance to
the sixth power (1/r6), although deviations can be expected for heteronu-
clei. [218] PRE have been used to obtain structural information in several
solid-state NMR works, through paramagnetic tagging [219, 220] or in met-
alloproteins. [53]
Other than PRE, if the paramagnetic center has anisotropic magnetic sus-
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ceptibility, pseudocontact shifts are present. With a 1/r3 dependence the re-
straints available have longer range with respect to PRE and can be detected
with higher precision. The presence of PCS gives unambiguous long range
restraints and it is also useful to assist in the assignment of the spectra [221]
and finally to achieve high-resolution structures in the solid state. [62]
4.2 NMR Crystallography
4.2.1 Contribution of this thesis
During this thesis work i contributed to this area of research with the pa-
per “Solid state NMR crystallography through paramagnetic restraints”, [61]
where we used pseudocontact shifts for refinement of protein structure and
crystal arrangement at the same time.
4.2.2 NMR Crystallography made crystal clear
NMR crystallography is rapidly gaining interest. For micro- and nanocrys-
talline powders of small molecules it permits to access both the atomic details
of the molecular structure and the crystal packing. [222–227] A small protein
(GB1, 6kDa) has also been recently tackled. [63] But what makes pseudocon-
tact shift a very suitable restraint for for protein NMR crystallography? As
mentioned above, PCS are long range structural restraints [12, 24, 228–230]
In crystals, molecules sense a magnetic environment that is affected by both
intramolecular and intermolecular contributions, so that the presence of para-
magnetic ions in neighboring molecules determines PCS values. [221,229,231]
As a result, while intramolecular PCS are valuable restraints to obtain the
molecular structure, intermolecular PCS can provide information on the rela-
tive arrangement of the molecules within the crystal. [231] Indeed, PCS have
been used to perform NMR crystallography of small lanthanide chelates. [231]
For paramagnetic proteins, the two contributions to the total PCS can be
separated using dilution of the paramagnetic molecules in combination with
different labelling strategies. [64,93,219–221] Intramolecular PCS were mea-
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sured with this approach for the high-spin cobalt(II)-substituted protein ma-
trix metalloproteinase 12 (CoMMP-12), a 17 kDa protein, for nuclei up to
about 20 A˚from the metal. [62,221,232] The use of intramolecular PCS, cou-
pled to distance restraints measured for the native zinc(II)-containing pro-
tein, provided a protein structural family with reasonably high resolution. [62]
The strength of using PCS to help solid state NMR (SS-NMR) structure de-
termination resides in the fact that PCS are immediately available, while
many distance restraints are initially ambiguous and can be introduced only
after the first emerging structural family can be used to resolve ambiguities.
A drawback is represented by the need of diluting the paramagnetic protein
into a larger amount of the diamagnetic protein to ensure that the measured
PCS are all intramolecular. Thus the concentration of the labelled species is
low, resulting in a low signal-to-noise ratio. Furthermore, all information on
the crystal lattice is lost. We have shown, on the same metalloprotein system
CoMMP-12, that total PCS can be used as such on non-diluted systems, and
that a refinement scheme based on such PCS data and other intramolecular
restraints is feasible to obtain:
1. the structure of the protein and
2. the crystal packing, once the cell parameters are available from powder
spectra.
Due to the higher signal-to-noise, the number of measureable total PCS
(476) [51] is sizably larger than that of intramolecular PCS (319). [62]
Solving protein structures through solid state NMR can be advantageous
for those systems which cannot be solved through solution NMR, like large
proteins, membrane proteins, or fibrils.
1. Calculation of the molecular structure using total PCS:
The total PCS, together with dihedral angle restraints and the
unambiguous distance restraints found initially, are used to per-
form ab initio structure calculations for the determination of the
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protein fold, including from the very beginning n+1 (1 intra and n
inter) independently positioned paramagnetic metals. The num-
ber n can be empirically found as the minimum number of metals
needed to reproduce the experimental data at best (i.e., for which
there is no significant further decrease of the target function, TF).
The obtained structural fold is used to iteratively resolve ambi-
guities in the NMR spectra and to determine additional distance
restraints, similarly to what has been shown to work in the case
of purely intramolecular PCS. [62]
The values of the anisotropy parameters, ∆χax and ∆χrh, initially
set to literature values typical of the paramagnetic metal,are re-
fined by performing a grid search. The anisotropy parameters are
thus fixed to the values providing the minimum of the TF.
In the case of CoMMP-12, the total PCS, the dihedral angle restraints
and the 240 unambiguous distance restraints found initially, used as
upper distance limits (upl) between protein nuclei, provided a protein
structure with lowest target function by including 3+1 paramagnetic
metals (line 1 of Table 4.1). As expected, the obtained structural family
permitted to determine additional distance restraints. The anisotropy
parameters were then fixed to the refined values, which corresponded
to (9±1)10−32 and (3.0±0.3)10−32m3 for ∆χax and ∆χrh, respectively.
By doing so, we could obtain a structure of approximately the same
quality as the one previously obtained with intramolecular PCS only:
the 20 structures with lowest TF have a backbone (BB) root mean
square deviation (RMSD) to the mean of 0.95 and an RSMD to the
X-ray structure of 1.4 (line 2 of Table 4.1 and Figure 4.1).
2. Calculation of the crystal structure using total PCS, at this stage, the
global information on the position of all crystal mates should be added:
For this final step, a crystallographic space group must be im-
posed. In X-ray crystallography, such information is usually ex-
tracted during the structural refinement, [233] and in the present
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case we relied on the existing unit cell parameters from the sin-
gle crystal X-ray structure. [234] Obviously, a crystal structure
is not available if one resorts to NMR crystallography, where
microcrystalline powders are employed. However, a powder X-
ray diffraction pattern is in principle enough to obtain dimen-
sion and shape of the unit cell. [235] Microcrystalline powders are
frequently obtained in failed attempts to grow the desired crys-
tals. [236] The unit cell dimensions extracted from powder spectra
can be very accurate, [237] with a precision even larger than that
usually achieved from single-crystal X-ray diffraction. [236]
Once the cell parameters have been determined, the correct sym-
metry must be identified. Structure calculations including all
paramagnetic metals in the crystal must be then performed for
each of the possible space groups.
The implementation of the symmetry-generated PCS is not straight-
forward and requires a substantial modification of the PARAM-
AGNETIC CYANA program. [238, 239] A pseudoresidue is in-
troduced to freely position the crystallographic origin and refer-
ence frame. The positions of the metals of neighboring molecules,
and the orientations of the corresponding magnetic susceptibility
anisotropy tensors, with respect to this crystallographic frame are
obtained according to the symmetry rules. In turn, the position of
the crystallographic frame is determined during the minimization,
by introducing in the TF the intermolecular contributions to PCS
due to all the neighboring molecules in the crystal. It should be
noted that the introduction of the pseudoresidue mimicking the
crystallographic frame reduces the number of degrees of freedom
with respect to those present in step 1.
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TF range RMSD BB RMSD mean
to X-ray
structure
Secondary
structures
RMSD mean
to X-ray
structure
A˚2 A˚ A˚ A˚
1 240 upl + 476
PCS, 4 inde-
pendent met-
als
2.97-7.09 4.3 4.5 2.2
2 727 upl + 476
PCS, 4 inde-
pendent met-
als
0.70-0.86 0.9 1.4 1.0
3 Crystal
(P21212)
0.86-1.22 0.9 1.2 0.9
4 Crystal
(P212121)
1.97-2.72 0.9 1.6 0.9
5 Paramagnetically
diluted pro-
tein [62]
2.66-4.22 1.0 1.3 0.9
Table 4.1: Parameters for the MMP-12 structures obtained through solid-
state NMR restraints.
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Figure 4.1: Structural family of MMP-12 calculated using four independently
positioned metal ions (green) and metal ions positioned according to the im-
posed crystallographic symmetry (blue), superimposed to the X-ray structure
(orange)
Figure 4.2: The position of the metals if independently positioned (green),
positioned according to the crystallographic symmetry (blue) and crystallo-
graphically determined (orange)
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Figure 4.3: Cartoon representation of crystal packing obtained by NMR
(cyan) as compared to the packing obtained by X-ray (green).
In the case of CoMMP-12 the good quality of the NMR spectra and the
absence of signal doubling ensure lack of crystal heterogeneity. The unit
cell parameters are a = 69.194, b = 62.564, c = 37.262, α = β = γ =
90◦, indicating an orthorhombic symmetry. [234] Nine different orthorhombic
symmetries are possible, differing by the number of molecules per unit cell.
The Matthews coefficient [240, 241] indicates that it is reasonable to expect
four molecules per unit cell. Therefore, only the P222, P2221, P21212 and
P212121 space groups are allowed.
The first two symmetries (P222 and P2221) did not provide any accept-
able solutions because all structures showed severe compenetration among
symmetry-related molecules. In the case of the P212121 symmetry, non com-
penetrating structures were calculated, but with a TF >2 times larger than
in the P21212 case (lines 3 and 4 of Table 4.1 for comparison). Therefore, the
experimental data strongly point to the P21212 symmetry. Figure shows the
superposition of the lowest TF structure with the X-ray structure together
with all surrounding symmetry-related molecules. The agreement is very
good, showing that PCS have indeed been able to reconstruct the crystal with
good accuracy, once the cell parameters are available. This indicates that
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the intermolecular contributions to PCS have been indeed able to correctly
locate the crystallographic origin and reference frame. This achievement is
quite striking, considering that no information on van der Waals attractive
or repulsive potentials has been included in the calculations. Finally, it is
noteworthy that the structural family calculated with the crystallographic
restraints shows a further non negligible improvement with respect to the
family calculated using independently positioned metal ions, the BB RMSD
to the X-ray structure decreasing from 1.4 to 1.2 A˚(see lines 2 and 3 in Table
4.1).
Appendix A
Methods
A.1 Solid State Studies
A.1.1 Solid State NMR
Magic Angle Spinning solid state NMR spectroscopy (MAS-NMR) exper-
iments were acquired at CERM on 700 MHz and 850 MHz instruments,
equipped with 4 mm and 3.2 mm probeheads and 3.2 mm and 1.3 mm probe-
heads respectively.
Rotors of different sizes have different inner radii, volumes and are capable
of different spinning rates, as summarized in table A.1.
Outer diameter Inner radius Inner volume Max. spinning rate
(mm) (mm) (µl) (kHz)
4 1.5 52 15
3.2 1.06 22 23
1.3 0.35 2 60
Table A.1: Characteristics of the rotors for MAS NMR available at CERM
The experimental conditions are reported along with the spectra in the
“Results” chapter.
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1H decoupling
At low spinng rates (< 35 kHz), high power (ωh/2π ≥ 75 kHz) H-X decou-
pling is required and is optimized maximizing the X-nuclei T2. [242] At higher
spinning rates, low power decoupling (ωh ≤ ωrot/2) can be sufficient. [209,243]
H-X Cross Polarization
CP is used to increase the sensitivity and the time efficiency of the solid
state NMR experiments. It is accomplished through spin-locking of H and
X nuclei a the same nutation frequency or at frequencies that are related by
sum/subtraction of multiples of the sample rotation. [244–247]
A.1.2 DNP
Dynamic nuclear polarization experiments were performed at Francis Bit-
ter Magnet Laboratory (Massachusetts Institute of Technology, Cambridge,
MA) using a custom-built 212 MHz (5 T, 1H) NMR spectrometer (courtesy
of David Ruben) and a custom-built 140 GHz gyrotron oscillator high power
microwave source generating up to 15 W. [248] Spectra were recorded using
a custom-built 4 mm triple resonance (1H, 13C and 15N) MAS DNP NMR
probe utilizing an overmoded circular corrugated waveguide to efficiently
couple microwaves to the sample and a sample eject mechanism allowing
sample changing during cryogenic operation. [249] Experimental tempera-
tures were maintained between 80 and 90 K by cooling the bearing and drive
gas (N2) using a custom-built external heat exchanger. [250] The magnetic
field was set to the value yielding the maximum DNP enhancement for each
biradical using a superconducting sweep coil with 50 mT sweep width. One-
dimensional experiments involved destruction of nuclear thermal equilibrium
polarization by a pre-saturation pulse train on both 1H and 13C, polarization
of the proton matrix by continuous microwave irradiation during a variable
polarization period followed by 1H13C ramped cross-polarization (CP). [251]
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1H and 13C r.f. field strengths were adjusted to 100 kHz (γB1) for each
sample; spin-lock field strength of 1H was set to 100 kHz, while that of 13C
was optimized for efficient Hartmann-Hahn matching conditions at a MAS
frequency (ωr/2π) of 4.80 kHz. The CP contact time was found to be op-
timal at 1.2 ms. All spectra were acquired with high power 1H decoupling
using TPPM [252] with 100 kHz field strength. 1H build-up times (TDNP )
were measured by varying the polarization period using an exponential in-
crease from 0.1 to 64 seconds; recycle delays where chosen to be 1.3TDNP in
order to maximize spectral S/N per unit of time. Depending on the sample
concentration and sensitivity between 8 and 90,000 co-added transients were
collected.
Appendix B
Basics of NMR
B.1 Boltzmann distribution for a spin 1/2
Due to statistical thermodynamics, the population of the spin levels of an
ensemble of like sins is given by the Boltzmann distribution:
pα/β =
e±γB0￿/2kBT
2 cosh(γB0￿/2kBT )
. (B.1)
The denominator 2 cosh(γB0￿/2kBT ) is related to the partition function of
the ensemble and ensures normalization pα + pβ = 1.
The z-magnetization at equilibrium is given by µαpα + µβpβ, where µα/β =
±1/2γh. Expressing the p in terms of Boltzmann populations we get:
(pα − pβ) = sinh(γB0￿/2kBT )
cosh(γB0￿/2kBT )
≈ 1/2γh(γB0￿/kBT ). (B.2)
That evaluates to 10−4 for γB0/2π = 600MHz
B.2 Magnetic Susceptibility
The effect of an external magnetic field H0 on a particle with spin S is to to
split the energies of the S manifolds. In a system made up by many particles,
this results in the populations of these levels being different according to the
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Boltzmann law, and thus the lower energy state, the one with the particles
having magnetic moment aligned with the field, is more populated than the
higher energy state with the magnetic moment opposite to the field, as de-
scribed in appendix B.1. As a consequence, an induced magnetic moment
µind along H0 is established. The magnetization per unit volume, M, cor-
responds to the induced magnetic moment per unit volume and, for many
substances, is found to be proportional to the applied magnetic field H0:
M =
µind
V
= χVH0 (B.3)
where χV (dimensionless) is called magnetic susceptibility per unit of vol-
ume. A magnetic flux density B0 is defined as µ0(H0 +M); where µ0 is the
permeability of vacuum. Since χV ￿ 1 (except for ferromagnetic systems),
B0 ￿ µ0H0 and
M =
1
µ0
χVB0 (B.4)
The magnetic susceptibility per molecule χ is defined as: [36]
χ =
χM
NA
=
VMχV
NA
=
µ0￿µ￿
B0
. (B.5)
B.2.1 Anisotropy
If the electron orbital magnetic moment contribution is non null, the mag-
netic susceptibility becomes anisotropic.
This can be represented by an anisotropy of the ge factor, thus a g tensor is
introduced with gkk components for any direction of the magnetic field given,
to the first order, by
￿φ|Lkk + geSkk|φ￿ = gkkMS (B.6)
where the φ indicates the Zeeman eigenfunctions.
Then, the values of ￿µ￿ for the three main directions of the reference frame
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are:
￿µkk￿ = −µBgkk￿Skk￿ = −µB
￿
i￿φi|Lkk + geSkk|φi￿(1− Eikk/kBT )￿
i(1− Eikk/kBT )
(B.7)
Where Eikk = gkkµBMSB0 is the Zeeman energy. This results in χ being a
tensorial quantity.
A consequence of the anisotropy of the magnetic susceptibility is that ￿µ￿
depends on the orientation of χ with respect to B0:
￿µ￿ = χB0
µ0
. (B.8)
B.2.2 Anisotropy effects
Equation (B.8) state that ￿µ￿ is proportional to the magnetic field. Being χ
anisotropic, the proportionality constant is different in different directions.
In explicit form, equation (B.8) reads:
￿µ￿i = 1
µ0
￿
j
χijB0j (B.9)
The energy of a magnetically anisotropic molecule has an orientation-dependent
contribution given by
E = −
￿ ￿µ￿
0
B0d￿µ￿ = −B0χB0
2µ0
(B.10)
and this results in removing the degeneracy among the different orientations.
The latter, thus, become not equal , so that the paramagnetic center (being
an ion or a cluster) acts as an internal orienting medium. When not all
the orientations of the molecule are equally likely, all of the interactions will
average to values different from the isotropic one.
Partial orientation at high magnetic field is induced by magnetic anisotropy.
The induced partial orientation tensor S will be proportional to the molecular
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χ tensor, for the derivation please refer to [253].
Sii =
B20
15µ0kBT
∆χax (B.11)
Residual Dipolar Couplings
The Hamiltonian for the interaction of two dipoles of two different nuclei A
and B is given by
HˆDipole−dipole = −µ0
4π
￿2γAγB
r3AB
IAz I
B
z (3cos
2ϑ− 1) (B.12)
where ϑ is the angle between the interspin vector rAB and the applied mag-
netic field.
The average value obtained by integration over the angle ϑ when every ori-
entation of rAB has equal probability is:
1
2
￿ 1
−1
(3 cos2 ϑ− 1)d(cosϑ) = 1
2
(cosϑ3 − cosϑ)|1−1 = 0. (B.13)
In the presence of a partial orientation described by the tensor S, the former
equation does not hold since different weights must be considered for dif-
ferent directions. Therefore the so-called Residual Dipolar Coupling arises,
provided by
∆νrdc =
∆E
h
= −µ0￿γAγB
4π2r3AB
Tzz (B.14)
where
Tzz = ￿(3 cos2 ϑ− 1)/2￿ = Tr(T)2
3
￿
pq
SpqTpq (B.15)
where p, q are the principal directions of the molecular frame. Since Tr(T)
provides no contribution, equation (B.14) recasts to
∆νrdc = −µ0￿γAγB
4π2r3AB
2
3
￿
Sxx
￿
3l2 − 1
2
￿
+ Syy
￿
3m2 − 1
2
￿
+ Szz
￿
3n2 − 1
2
￿￿
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(B.16)
Where l,m, n are the direction cosines of the internuclear vector with respect
to the principal directions of the traceless tensor S. The previous equations
may be rewritten in the form
∆νrdc = −µ0￿γAγBSLS
8π2r3AB
￿
Szz(3 cos
2Θ− 1) + (Sxx − Syy) sin2Θ cos 2Φ
￿
(B.17)
Where Θ is the angle between the rAB vector and the z axis of the S tensor
and Φ is the angle between the x axis of that tensor and the projection of
rAB on the xy plane.
SLS (not to be confused with the S tensor) is the Lipari-Szabo order param-
eter introduced to take onto account the internal motion of the internuclear
vector. Usually, the observed tensor is reduced by about 20%.
Substituting equation (B.11) into equation (B.17), the following equation for
the RDC is obtained.
∆νrdc = − 1
4π
B20
15kBT
γAγB￿
2πr3AB
￿
∆χax(3 cos
2Θ− 1) + 3
2
∆χrh sin
2Θ cos 2Φ
￿
(B.18)
Pseudocontact Shift
The nuclei sense the sum of the external magnetic field and the field origi-
nated by the electron static magnetic moment, resulting in an effect on the
chemical shift termed the pseudocontact shift.
The Hamiltonian which describes the dipolar interaction between two mag-
netic moment µ1 and µ2 is:
HD = −µ0
4π
￿
3(µ1 · r)(µ2 · r)
r5
− µ1 · µ2
r3
￿
(B.19)
When the interaction is between a nucleus and the electron, the generic form
of the magnetic moment is replaced by:
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µ1 = µI = ￿γII for the nucleus, and
µ2 = µS = −geµBS for the electron
under the assumption that the electron is localized on the metal nucleus,
with I and S being the spin moment of the nucleus and of the electron,
respectively. For the interaction between the proton and µI and the average
induced electron magnetic moment ￿µ¯￿, the Hamiltonian reads:
HD = −µ0
4π
￿
3(￿γII · r)(￿µ¯￿ · r)
r5
− ￿γII · ￿µ¯￿
r3
￿
(B.20)
When the zeeman splitting is larger than the hyperfine interaction, the nu-
clear spin is quantized along the direction of the external magnetic field rep-
resented it can be represented as Ikk. By substituting the previous relation
and using equation (B.8), one gets:
HD = −￿γIB0
4πr5
Ikk
†[3r⊗ (rχ)− r2χ]k (B.21)
A dipolar shielding tensor σ is defined as:
σ = 3r⊗ (rχ)− r2χ (B.22)
so that the dipolar energy is:
E = −￿γIB0MIk†σk. (B.23)
If a reference frame is chosen on the protein, the external magnetic field con-
tinuosly moves in this frame and an orientational average must be performed.
Under the saecular approximation (already implicit in the equation (B.21)),
this is performed by taking the average of the values calculated along three
principal directions ex, ey, ez and the pseudocontact shift is:
δPCS =
E
￿γIB0MI
= −1
3
Tr(σ) (B.24)
Saecular Approximation Consider a single spin-1/2, with the following
Hamiltonian terms
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Aˆ = ω0Iˆz
Bˆ = ωxIˆx + ωz Iˆz
The term Aˆ represent the interaction of the spin with a strong field along the
z-axis, while Bˆ represents the interaction of the spin with a small additional
field, with longitudinal component proportional to ωz and a transverse com-
ponent proportional to ωx. Assuming that ωz,ωx ￿ ω0, Bˆ corresponds to
the full form of the chemical shift interaction. The eigenbasis of Aˆ is defined
by the two kets |1￿ = |+ 1/2￿ and |2￿ = |− 1/2￿:
Aˆ|1￿ = a1|1￿
Aˆ|2￿ = a2|2￿
with eigenvalues:
a1 = +1/2ω0
a2 = −1/2ω0
The matrix representation of Bˆ in the basis of Aˆ is:
Bˆ =
1
2
￿
ωz ωx
ωx −ωz
￿
(B.25)
Therefore the secular approximation of Bˆ has the form
Bˆ =
1
2
￿
ωz 0
0 −ωz
￿
(B.26)
I.e.: a matrix element of Bˆ may be dropped if its magnitude is small compared
to the corresponding difference in the eigenvalues of Aˆ.
B.3 Paramagnetic Relaxation
B.3.1 Solomon Relaxation
In the absence of a magnetic field, nucleus and electron magnetic moments
are randomly oriented and thus average to zero. When an external magnetic
field B0 is applied, the magnetic moments µ orient along the magnetic field
direction. The energy of the interaction between two magnetic moments µ1
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and µ2 depends on the relative orientation of the two vectors, and is given
by equation (B.19). Fluctuations in this value can arise by changes in the r
modulus, the r orientation, and the direction of the electron magnetic mo-
ment. Physically, these correspond to changes in the metal-nucleus distance
(e.g., detachment of the coordinated molecule), rotation of the complex with
respect to the external magnetic field, and electron spin relaxation, respec-
tively. Each of the above processes is a random process and therefore leads
to nuclear relaxation. In paramagnetic metalloproteins the electron spin re-
laxation is usually the fastest process and is considered to be at equilibrium
with the lattice.
The equation for R1M , called the Solomon equation, is expressed in terms
of the probabilities of the transitions involving nuclear spin flipping. Such
nuclear spin flipping involves the nuclear frequency ωI only (single quantum
transition), the sum of the nuclear frequency and the frequency corresponding
to the transition frequency between the various electron spin levels, ωS + ωI
(double quantum transition), and ωS − ωI (zero quantum transition).
R1M =
2
15
￿µ0
4π
￿2 γ2I g2eµ2BS(S + 1)
r6￿
τc
1 + (ωI − ωS)2τ 2c
+
3τc
1 + ω2Iτ
2
c
+
6τc
1 + (ωI + ωS)2τ 2c
￿ (B.27)
where τc is the correlation time related to the mechanism responsible for the
relaxation:
τ−1c = τ
−1
s + τ
−1
s + τ
−1
M (B.28)
where τs is the electron relaxation time, τr is the reorientational time and
τM is the exchange time. An analogous equation may be derived for the
transverse relaxation rate (recall the cylindrical symmetry of an NMR ex-
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periment)
R2M =
1
15
￿µ0
4π
￿2 γ2I g2eµ2BS(S + 1)
r6￿
4τc +
τc
1 + (ωI − ωS)2τ 2c
+
3τc
1 + ω2Iτ
2
c
+
6τc
1 + (ωI + ωS)2τ 2c
+
6τc
1 + (ωS)2τ 2c
￿
(B.29)
Both of the previous equations hold in the point dipole-point dipole approx-
imation. Although the unpaired electrons are partially delocalized over the
ligand atoms, the deviation from such approximation is neglibible for nuclei
7− 8A˚ away from the metal ion.
B.3.2 Curie-spin Relaxation
The interaction of the nuclear spins with the static magnetic moment related
to ￿Sz￿ provides a further relaxation contribution. Of course, such an inter-
action cannot be modulated by electron relaxation because ￿Sz￿ is already an
average over the electron spin states. The correlation time for the coupling
is only determined by τr (or possibly by τM). This relaxation mechanism
is usually called magnetic susceptibility relaxation or Curie spin relaxation.
The contributions to R1M and R2M provided by this mechanism are
R1M =
2
5
￿µ0
4π
￿2 γ2I g2eµ2BS(S + 1)
r6
￿Sz￿2 3τr
1 + ω2Iτ
2
r
(B.30)
R2M =
1
5
￿µ0
4π
￿2 γ2I g2eµ2BS(S + 1)
r6
￿Sz￿2
￿
4τr +
3τr
1 + ω2Iτ
2
r
￿
(B.31)
It is to be noted that for the lanthanoids S should be replaced by J, because
of the very strong spin-orbit coupling.
Since the Curie-spin shielding (or Dipolar Shielding) and the Chemical Shield-
ing have the same symmetry with respect to the spin and space operations,
they also act in the same way to affect relaxation, thus the Curie-spin re-
laxation can be seen as the chemical shielding anisotropy relaxation due to
spanning the shielding values provided by equation (B.23)
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