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Анотація. До  цих  пір  були  запропоновані  різні  методи  планування,  в  яких  розглядається
проблема  автоматизованої  композиції  Веб-сервісів.  Однак,  в  реальних  випадках,  проблема
планування  ще  далека  від  тривіальної:  планувальник  повинен  мати  справу  з  недетермінованою
поведінкою Веб-сервісів, частковою спостережністю їх внутрішнього стану, а також з комплексними
цілями, наприклад, вираження часових умов і вимог переваг. Ми пропонуємо метод планування для
автоматизованої  композиції  Веб-сервісів,  які  описані  в  OWL-S  моделях  процесу,  який  може
ефективно  боротися  з  недетермінізмом,  частковою  спостережністю  і  складними  цілями.  Метод
дозволяє  синтез   планів,  які  кодують  композиції  Веб-сервісів  звичайними  конструкціями
програмування, наприклад, умовні оператори і ітерації.  Створені таким чином плани можуть бути
трансльовані у виконувані процеси, наприклад, BPEL4WS програми. Ми реалізуємо наші рішення в
планувальнику і зробили деякі попередні експериментальні оцінки, які показують можливості нашого
підходу  і  виграш  в  продуктивності  автоматизації  композиції  на  семантичному  рівні  щодо
автоматизованої композиції на рівні виконуваних процесів.
1 Вступ
Однією з найбільших проблем, яка стосується Веб-сервісів,  є забезпечення автоматизованої
підтримки композиції сервіс-орієнтованих розподілених процесів, в цілях зменшення зусиль, часу і
витрат на їх розробку, інтеграцію та обслуговування. В даний час проблема композиції Веб-сервісів
вирішується шляхом двох ортогональних зусиль. 
З  одного боку, більшість  великих  гравців  галузі  пропонують  низький  рівень  моделювання
процесу і  мов  виконання,  таких  як  BPEL4WS [1].  Ці  мови дозволяють  програмістам  реалізувати
складні Веб-сервіси як розподілені процеси і композувати їх у загальний  спосіб, наприклад, шляхом
чергування  часткового  виконання  різних  сервісів  зі  звичайними  (паралельними)  керуючими
конструкціями  програмування,  як  if-then-else,  while-цикли,  вилки,  вибір  і  т.д.  Однак,  визначення
нових процесів, які взаємодіють з існуючими, повинно бути зроблено вручну, програмістами, а це
важко, вимагає багато часу, і схильне до помилок завдання. 
З  іншого боку, дослідження  в  рамках семантичної  Веб-спільноти  пропонують  однозначний
опис Веб-сервісів зверху вниз, наприклад, стандартними мовами, такими як DAML-S [2] і OWL-S
[10],  що  дозволяє  можливість  міркувати  про  Веб-сервіси,  а  також автоматизувати  завдання  Веб-
сервісів, такі як виявлення та композиція. Однак, реальне  прийняття семантичних Веб-сервісів для
практичних  застосувань  потребує  здатності   автоматичної  композиції  сервісів,  які  можуть  бути
безпосередньо виконані в стилі BPEL4WS програм, тим самим зменшуючи зусилля, час і помилки,
пов'язані з ручною композицією на рівні програмування.
Кілька робіт запропонували різні автоматизовані методи планування для вирішення проблеми
автоматизованої композиції (див., наприклад, [18, 19, 22, 24]). Тим не менш, проблема планування є
далеко не тривіальною, і навряд чи може бути розглянута   методами «класичного планування".  У
реальних випадках, OWL-S моделі процесу описують недетерміновану поведінку процесів, де виходи
процесу, а  також входи  від  зовнішніх  процесів,  не  можуть  бути  передбачені  апріорно виконання
(наприклад,  сервіс  резервування  квитків  не  може  знати  заздалегідь,  чи  буде  резервування
підтверджене або скасоване). Крім того, внутрішній стан сервісу (наприклад, чи є ще місця доступні
в польоті) не доступний для зовнішніх сервісів, а планувальник може тільки спостерігати виклики та
відповіді  сервісів.  Нарешті,  цілі  (мета)  композиції  потребує  виразити  складні  вимоги,  які  не
обмежуються  умовами досяжності  (наприклад,  дістатися  до стану, в  якому, як  політ, так  і  готель
зарезервовані).  Найчастіше, цілі повинні виражати темпоральні  умови (наприклад, не резервувати
готель, поки ви не зарезервували політ), і переваги різних цілей (спробуйте зарезервувати як політ,
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так і готель, але якщо не представляється можливим, переконайтеся, що ви не забронювали будь-який
з двох). Як наслідок, автоматизована композиція повинна чергувати (часткове виконання) доступні
сервіси з типовими конструкціями мов програмування, такими як умови, цикли і т.д., аналогічно як
композитні сервіси, які програмуються вручну, наприклад, в BPEL4WS.
У цій  статті  пропонується  метод  для  автоматизованої  композиції  Веб-сервісів,  описаних  в
OWL-S, який дозволяє автоматичне створення виконуваних процесів, наприклад, у вигляді BPEL4WS
програм.  Враховуючи  набір  доступних  сервісів,  ми  переводимо  їх  OWL-S  моделі  процесу, тобто
декларативні  описи  процесів  Веб-сервісів,  в  недетерміновані  і  частково  спостережувані  системи
переходів і стану (state transition systems), які описують динамічну взаємодію з зовнішніми сервісами.
Цілі для сервісу, який буде автоматично генерований, подаються мовою EaGle [11], мова з чіткою
семантикою,  яка  може  виражати  складні  вимоги.  Таким  чином,  можна  використовувати  підхід
"планування як перевірка моделі"  (Planning as  Model  Checking),  заснований на методах перевірки
символічної  моделі [14, 9, 6, 11, 4], який, як було показано, забезпечує практичне рішення задачі
планування з недетермінованими діями, частковою спостережністю і складними цілями, і,  як було
показано  експериментально,  масштабується  до  великого  простору  станів.  У  результаті,  алгоритм
планування генерує плани, які є автоматами, і які можуть бути переведені в код BPEL4WS.
Ми реалізували  запропонований  метод в  MBP (Model Based Planner)  [3],  планувальник  на
основі  планування як підходу Model  Checking,  а  також виконали  експериментальні  оцінки.  Хоча
результати все ще попередні, і заслуговують подальшого вивчення та оцінки, вони надають свідчення
можливості нашого підходу. Крім того, ми порівняємо експериментальні результати з результатами,
отриманими при застосуванні того ж методу безпосередньо до (генерованих з систем переходу стану)
BPEL4WS процесів. Порівняння показує, що автоматизована композиція, виконана на високому рівні
OWL-S моделей  процесу, є  порядків  більш ефективно,  ніж  яка  застосовується  на  низькому рівні
виконуваних  процесів,  демонструючи  тим  самим  експериментально  практичну  перевагу  підходу
Семантичного Веб до Веб-сервісів. 
Робота побудована таким чином. У розділі 2 ми даємо огляд підходу і вводимо пояснювальний
приклад, який буде використовуватися  по всій статті.  У розділі 3 ми пояснимо, як OWL-S моделі
процесу можуть бути переведені в системи переходів станів, а в розділі 4 ми описуємо мову мети. Ми
пояснюємо, як ми виконуємо планування композиції Веб-сервісу, в розділі 5. Ми надаємо попередні
експериментальні оцінки в розділі 6, і порівняння з відповідними роботами в розділі 7.
2 Огляд підходу
Під  автоматизованою  композицією  ми  маємо  на  увазі  задачу  автоматичної  генерації,
враховуючи  набір  доступних  Веб-сервісів,  нового  Веб-сервісу,  який  досягає  поставленої  мети,
взаємодіючи з (деякими) доступними Веб-сервісами. Більш конкретно, ми взяли за відправну точку
OWL-S онтологію Моделі процесу [10], тобто декларативний  опис програми, яка реалізує  сервіс.
Враховуючи OWL-S опис моделі процесу п доступних сервісів (W1, …, Wn), ми кодуємо кожного з них
у систему переходу з одного стану в інший (ΣW1, …, ΣWn), див. рис 1. Системи переходів забезпечують
свого роду операційну  семантику до OWL-S моделей процесу. Кожна з них описує відповідний Веб-
сервіс як динамічну систему на основі стану, яка може розвиватися, наприклад, змінювати стан, і яка
може  бути  частково  контрольованою  і  спостерігатися  зовнішніми  агентами.  Таким  чином,  вона
описує протокол, який визначає, як зовнішні агенти можуть взаємодіяти з сервісом. 
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Рисунок 1 -  Автоматизована композиція на основі OWL-S
З точки зору нового композитного сервісу, який повинен бути створений, скажімо  W, системи
переходів  ΣW1,  …,  ΣWn являють собою середовище,  в  якому  W повинен  працювати  по прийому й
відправленню запитів  на сервіс.  Вони складають те,  що в  літературі  по плануванню,  називається
доменом  планування,  тобто  область,  де   планувальник  планує  мету.  У  нашому  випадку,  домен
планування являє собою систему переходів, який поєднує ΣW1, …, ΣWn. Формально, ця комбінація є
синхронним  продуктом,  який  дозволяє  п сервісам  розвиватися  незалежно  і  паралельно.   Σ
представляє  тому  всі  можливі  поведінки,  еволюції  області  планування,  без  будь-якого  контролю,
виконаного сервісом, який буде генерований, тобто, W.
Мета  композиції  G (див.  рис.  1)  накладає  певні  вимоги  на  бажану  поведінку  області
планування. Враховуючи Σ і G, планувальник генерує план π, який управляє доменом  плануванням,
тобто взаємодіє із зовнішніми сервісами  W1, …,  Wn певним чином, так що еволюції задовольняють
мету  G.  План π кодує  новий сервіс  W,  який повинен  бути  створений,  який динамічно  отримує  і
відправляє  виклики  в/з  зовнішні  сервіси  W1,  …,  Wn,  спостерігає  за  їх  поведінкою,  і  веде  себе  в
залежності від відповідей, отриманих від зовнішніх сервісів. План π тому повинен мати можливість
кодування нормальних  конструкцій програмування, таких як перевірка за спостереженнями, умови,
цикли і т. д. Як ми побачимо далі, π кодується як автомат, який, в залежності від спостережень і від
свого внутрішнього стану, виконує різні дії. Ми можемо транслювати π на виконувану  мову процесу,
як BPEL4WS. 
Решта статті описує крок за кроком завдання автоматизованої композиції,  введеної вище, на
наступному прикладі.
Приклад 1. Наш приклад полягає в наданні сервісу купівлі & доставки меблів, скажемо P&S
сервіс, який задовольняє деякий запит користувача. Ми робимо це шляхом об'єднання двох окремих,
незалежних і існуючих сервісів: виробник меблів Producer, і сервіс доставки Shipper. Ідея полягає в
тому, щоб поєднати ці два сервіси так, що користувач може прямо запитати композитний сервіс P&S,
щоб придбати і доставити даний предмет в дане місце. Для цього ми використовуємо опис очікуваної
взаємодії  між  P&S сервісом  та  іншими  акторами.  У  випадку  Producer (виробник)  і  Shipper
(вантажовідправника) взаємодії визначаються в термінах запитів на сервіс,  які приймаються двома
акторами. У разі User, ми описуємо взаємодію з точки зору запитів, які користувач може відправити
P&S.  Як  наслідок,  P&S сервіс  повинен  взаємодіяти  з  трьома  доступними  сервісами:  Producer,
Shipper та  User (див. рис. 2). Це є три доступні сервіси  W1,  W2,  W3, які описані як OWL-S моделі
процесу і переведені в системи переходів стану. Проблема полягає в автоматичній генерації (плану,
який відповідає) P&S сервісу, тобто W на рис. 1.
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Рисунок 2 – Простий приклад
Надалі ми опишемо неформально три доступних сервіса. Producer приймає запити на надання
інформації про даний продукт, і, якщо продукт доступний, у ньому міститься інформація про його
розмір. Producer також приймає запити на купівлю даного продукту, в цьому випадку вона повертає
пропозицію з  витратами і  часом виробництва.  Ця пропозиція  може бути  прийнята  або відхилена
зовнішнім сервісом,  який викликав  Producer.  Сервіс  Shipper приймає запити на транспортування
продукту заданого розміру в дане місце призначення. Якщо поставка можлива,  Shipper забезпечує
пропозицію  доставки  з  витратами  і  часом  поставки,  які  можуть  бути  прийняті  або  відхилені
зовнішнім   сервісом,  який  викликав  Shipper.  User надсилає  запит, щоб  отримати  даний  виріб  в
даному місці, і очікує або негативну відповідь, якщо це не можливо, або пропозицію із зазначенням
ціни і вартості сервісу. Користувач може прийняти або відхилити пропозицію. Таким чином, типова
(номінальна) взаємодія між користувачем, комбінованим сервісом P&S (purchase&delivery – покупки
і доставки), виробником і вантажовідправником виражається наступним чином:
1). Користувач запитує P&S про товар а, який він хоче, щоб його транспортували до  місця l.
2). P&S просить у виробника деякі дані про товар, а саме його розмір, вартість і скільки часу
займе його виробництво.
3). P&S запитує сервіс доставки про ціну і час, необхідний для транспортування об'єкту такого
розміру до місця l.
4). P&S надає користувачеві пропозицію, яка враховує загальну вартість (плюс додана вартість
для P&S) і час, щоб досягти своєї мети.
5). Користувач відправляє підтвердження замовлення, яке відправляється P&S до  виробника і
вантажоперевізника.
Звичайно, це тільки номінальний випадок, і інші взаємодії слід теж розглядати, наприклад, для
випадків,  коли сервіси  виробника та/або  доставки  не  в  змозі  задовольнити  запит, або користувач
відмовляється від остаточної пропозиції.  На високому рівні, рис. 2 описує потік даних між нашим
інтегрованим  Веб-сервісом,  двома  його  складовими  сервісами  і  користувачем.  Це  може  бути
сприйнято як (абстракція) WSDL опис потоку даних. 
<process:CompositeProcess rdf:ID=”Shipper”>
 
 <process:Sequence>
    <process:AtomicProcess rdf:about=”#DoShippingRequest”/>
      <process:CompositeProcess>
        <process:IfThenElse>
          <process:ifCondition rdf:resource=”#ShippingPossible”/>
            <process:then>
              <process:CompositeProcess>
                <process:Choice>
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                  <process:AtomicProcess rdf:about=”#AcceptShippingOffer”/>
                  <process:AtomicProcess rdf:about=”#RefuseShippingOffer”/>
                </process:Choice>
               </process:CompositeProcess>
            </process:then>
           </process:IfThenElse>
          </process:CompositeProcess>
         </process:Sequence>
</process:CompositeProcess>
<process:AtomicProcess rdf:ID=”DoShippingRequest”>
  <process:Input rdf:ID=”size”>
   <process:parameterType rdf:resource=”#Size”>
  </process:Input>
  <process:Input rdf:ID=”destination”>
    <process:parameterType rdf:resource=”#Location”>
  </process:Input>
<process:ConditionalOutput rdf:ID=”price”>
  <process:coCondition rdf:resource=”#ShippingPossible”/>
  <process:parameterType rdf:resource=”#Cost”>
</process:ConditionalOutput>
<process:ConditionalOutput rdf:ID=”duration”>
  <process:coCondition rdf:resource=”#ShippingPossible”/>
  <process:parameterType rdf:resource=”#Delay”>
</process:ConditionalOutput>
<process:ConditionalOutput rdf:ID=”na”>
  <process:coCondition rdf:resource=”#NoShippingPossible”/>
  <process:parameterType rdf:resource=”#NotAvailable”>
</process:ConditionalOutput>
</process:AtomicProcess>
<process:AtomicProcess rdf:ID=”AcceptShippingOffer>...
<process:AtomicProcess rdf:ID=”RefuseShippingOffer>...
5
Рисунок 3 - OWL-S Process Model і State Transition System для Shipper Service
3 Від OWL-S моделей процесів до систем станів і переходів 
OWL-S моделі процесу [10] являють собою декларативний опис властивостей програм Веб-
сервісу. Моделі процесів розрізняють атомарні процеси, тобто нерозкладні процеси, які виконуються
за один виклик і повертають відповідь, і композитні процеси, тобто процеси, які складаються з інших
атомарних або композитних процесів за допомогою керуючих конструкцій, таких як послідовність, if-
then-else, while цикли, вибір, розгалуження і т.д..
Приклад 2. OWL-S модель процесу сервісу Shipper (див. Приклад 1) показано на рис. 3 (зліва).
OWL-S  модель  була  дещо  спрощена  для  зручності  читання  результатів,  видаливши  деякі
(надлишкові)  теги  в  описі  процесів.  Сервіс  Shipper є  композитним   сервісом,  що  складається  з
атомарних  процесів  DoShippingRequest,  AcceptShippingOffer,  і  RefuseShippingOffer.
DoShippingRequest отримує  на  вході  опис  Size та  місце  призначення  Location для  доставки.
Умовний вихід моделює факт, що сервіс повертає в якості виходу пропозицію, тільки якщо доставка є
можливою, і повертає повідомлення NotAvailable в іншому випадку. Пропозиція включає в себе ціну
(Cost) та тривалість  (Delay) перевезення. Якщо транспортування можливе (контрольна конструкція
IfThenElse), вантажовідправник чекає на недетерміноване зовнішнє рішення (контрольна конструкція
Choice), яка або приймає (AcceptShippingOffer), або відхиляє (RefuseShippingOffer) пропозицію.
Аналогічно,  ми  можемо  моделювати  взаємодію  з  виробником  з  композицією   атомарних
процесів AskProductInfo, DoProductRequest, AcceptProductOffer і RefuseProductOffer, і взаємодію
з користувачем з процесами DoP&SRequest і EvaluateOffer (в останньому процесі користувач вказує,
чи пропозиція P&S приймається, чи ні).
Ми кодуємо OWL-S моделі  процесу як системи переходів і  станів,  які описують динамічні
системи,  які  можуть  перебувати  в  одному  зі  своїх  можливих  станів  (деякі  з  яких  відзначені  як
початкові стани) і може розвиватися до нових станів в результаті виконання деяких дій.  Перехідна
функція описує, як (виконання) дія веде від одного стану до можливо багатьох різних станів. Еволюції
системи  можна  відстежувати  за  допомогою  спостережень (observations),  які  описують  видиму
частину стану системи. Функція спостереження визначає спостереження, пов'язані з кожним станом
домену.
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Визначення 1  (система  переходів  і  станів).  Система  переходів  і  станів   (недетермінована,
частково спостережувана)  - це кортеж Σ =  XTIAS ,,,,, O , де:
- S – це набір станів;
- А - це набір дій;
- O є безліч спостережень;
- І   S - це набір початкових станів, ми вимагаємо, що І ≠ 0;
- T: S х А → 2S є функцією переходів, вона пов’язує кожен поточний стан s   S і кожну дію а    А  з
набором T (s, а)   S наступних станів;
- X: S→O - це функція спостереження.
Системи переходів і станів є недетермінованими, тобто одна дія може призвести до кількох
різних  результатів.  Це  моделюється  тим  фактом,  що  функція  переходів  повертає  набір  станів.
Недетермінізм потрібен, так як система часто не може знати апріорі, який результат буде дійсно мати
місце, наприклад, чи він отримає підтвердження або відмову від зовнішнього сервісу. Крім того, наші
системи частково спостерігаються, тобто зовнішні сервіси можуть спостерігати тільки частину стану
системи, наприклад, її зовнішні комунікації можна спостерігати, але інші сервіси не мають доступу
до її внутрішнього стану і змінних. Часткова спостережуваність моделюється тим фактом, що різні
стани можуть призвести до того ж спостереження.
Ми асоціюємо кожну доступну OWL-S модель процесу, що описує Веб-сервіс,  із системою
переходів і станів відповідно до визначення 1. Інтуїтивно, це робиться наступним чином. Стани  S
використовуються  для  кодифікації  різних  етапів  розвитку  сервісу  (наприклад,  якої  позиції  було
досягнуто всередині композитного процесу  Shipper) і значення предикатів, визначених внутрішньо
для  сервісу  (наприклад,  предикат  ShippingPossible на  рис.  3  ).  Дії  А використовуються  для
моделювання  виклику  зовнішніх  атомарних  процесів  (наприклад,  DoShippingRequest).  Дії  також
моделюють  виклики  зовнішніх  акторів  сервісів,  які  повинні  забезпечити  композитний  сервіс  (у
нашому  прикладі,  виклик  користувачем  User сервісу  DoP&SRequest).  У  цьому  випадку  дві  дії
необхідні для моделювання прийому виклику (дія acceptDoP&SRequest) і відповідної відповіді (дія
answerDoP&SRequest). Спостереження  O використовуються для моделювання виходів викликаних
зовнішніх процесів (і входів зовнішніх викликів).
Приклад 3.  У  випадку  моделі  процесу   сервісу   Shipper (див.  рис.  3  (справа)),  стани
моделюють  можливі  кроки  сервісу:  START,  який  виконується  на  початковому  етапі,  і
DoShippingRequest.done,  AcceptShippingOffer.done,  RefuseShippingOffer.done,  пов'язані  з
проміжними  фазами  складного  процесу.  Внутрішні  змінні  ShippingPossible і  NoShippingPossible
описують  значення  відповідних  умов  в  OWL-S  моделі.  На  рис.  3  ми  пов'язуємо  кожен  стан  з
відповідним кроком у складному процесі і предикатами, які істинні в стані. Для простоти на рис. 3,
ми не відрізняємо стани,  які  відрізняються  для внутрішніх  змінних,  які  відповідають параметрам
виклику сервісу.
Дії  відповідають  виклику  атомарних  процесів  DoShippingRequest,   AcceptShippingOffer і
RefuseShippingOffer. Більш складна дія є перша: вона має два параметри, що визначають розмір і
місце  призначення.  Крім  того,  вона  має  два  можливих  недетермінірованих  результати.  Перший
відповідає випадку, коли вантажовідправник може зробити доставку, призводить до стану, де умова
ShippingPossible це  істина;  вихід,  пов'язаний  з  цим  станом,  відповідає  призначенню  в  OWL-S
умовним виходам Cost і Delay. Другий результат, відповідний випадку, коли вантажовідправник не в
змозі зробити доставку, призводить до стану, де умова NoShippingPossible є істина.
Формальне  визначення  трансляції  OWL-S  моделі  процесу  в  систему  переходів  і  станів
концептуально  просте,  але  воно  ускладнюється  кількома  технічними деталями.  З  цієї  причини,  а
також через відсутність місця ми не приводимо тут це визначення. Бажаючі можуть звернутися до
[20].
4 Цілі (мета) композиції
7
Цілі  композиції  виражають  вимоги  до  сервісу,  який  буде  генерований  автоматично.  Вони
повинні представляти умови на темпоральну еволюцію сервісів,  і,  як показує  наступний приклад,
вимоги різних сил і привілейованих умов.
Приклад 4. У нашому прикладі (див. рис. 2), розумна мета композиції для сервісу P&S полягає
в наступному:
Мета 1: Сервіс повинен спробувати досягти ідеальної ситуації,  коли користувач підтвердив
своє  замовлення,  і  сервіс  підтвердив  пов'язані  (суб-)  замовлення  для  сервісів   виробника  і
вантажовідправника. У цій ситуації, дані, пов'язані з замовленнями, повинні бути взаємно погоджені,
наприклад, час для створення і доставки меблів повинен дорівнювати сумі часу для створення і часу
для його доставки.
Однак, це ідеальна ситуація, яка не може бути забезпечена сервісом P&S: продукт може бути
недоступним,  доставка  може  бути  неможливою,  користувач  може  не  погодитися  із  загальною
вартістю або загальним часом, необхідним для виробництва і поставки продукту... Ми хотіли б, щоб
сервіс P&S вів себе належним чином і в цих випадках, а також можливість послідовної ситуації, коли
P&S не підтверджує жодного з двох сервісів для виробництва і доставки, в іншому випадку  P&S
може, наприклад, втратити гроші. Точніше, у нас є також наступна ціль:
Мета 2:  P&S сервіс  повинен  абсолютно  досягти  ситуації  відступу  (fall-back),  коли  кожне
(суб-) замовлення було скасовано. Тобто, не повинно бути ніякого шансу, що сервіс  здійснив деякі
(суб-) замовлення, якщо користувач може скасувати своє замовлення.
Деякі зауваження в порядку. Перш за все, є різниця в «силі», в якій ми вимагаємо, щоб ціль 1 і
ціль 2 були задоволені. Ми знаємо, що може бути неможливо задовольнити мету 1: ми хотіли б, щоб
сервіс  P&S спробував (робити все можливе) задовольнити мету, але ми не вимагаємо, щоб сервіс
гарантував її досягнення у всіх ситуаціях. Інакше йде справа для мети 2: завжди є можливість для
сервісу  P&S скасувати  замовлення  до  виробника  і  відправника  вантажу  та  інформувати  про  це
користувача. Ми можемо зажадати гарантію задоволення цієї мети, незважаючи ні на яку поведінку
інших сервісів. Більш того, мета 1 і мета 2 не на тому ж рівні бажання. Звичайно, ми не хотіли сервісу
P&S, який задовольняє завжди мету 2 (наприклад, шляхом відмови всіх запитів користувача), навіть
якщо це було б можливо, щоб задовольнити мету 1. Нам потрібно виразити сильну перевагу щодо
мети 1 відповідно до мети 2. Неформально, ми можемо тому описати композитну мету таким чином: 
Композитна мета: спробувати задовольнити мету 1, у випадку невдачі, виконати задоволення
мети 2. 
Як показує попередній приклад, композитним цілям необхідно вміння виражати умови на цілу
поведінку  сервісу,  умови  різної  сили  і  переваги  серед  різних  підцілей.  Мова  EAGLE [11]  була
розроблена з метою задоволення таких вимог виразності. Нехай пропозиціональні формули p   Prop
визначають умови на стани системи переходів і станів. Цілі композиції g   G над Prop  визначаються
наступним чином:
g := p  | g And g |  g Then g |  g  Fail  g |  Repeat g |  DoReach p |  TryReach p|  DoMaint p|
TryMaint p
Мета DoReach р вказує, що умова р повинна бути в кінці кінців досягнута  строгим  чином,
для всіх можливих недетермінованих еволюцій системи переходів і станів. Аналогічним чином, мета
DoMaint q вказує,  що  властивості  q слід  зберегти  істину,  незважаючи  на  недетермінізм.  Цілі
TryReach р і  TryMaint q - слабкіші версії цих цілей, де план зобов'язаний робити "все, що можна",
щоб  досягти  умови  р або  підтримувати  умову  q,  але  відмова  приймається,  якщо  неминуча.
Конструкція  g1 Fail g2 використовується для моделювання переваг серед цілей і відновлення після
відмови. Точніше, мета g1 розглядається першою. Тільки якщо досягнути або підтримати цю мету не
вдається, то мета  g2   використовується в якості відновлення або мети другого вибору. Розглянемо,
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наприклад, мету  TryReach с Fail DoReach d. Підціль  TryReach с вимагає, щоб знайти план, який
намагається досягти умови с. Під час виконання плану, може бути досягнуто стан, з якого неможливо
досягти  с.  Коли  такий  стан  досягається,  мета  TryReach с не  виконується  і  враховується  мета
відновлення DoReach d. Мета g1 Then g2  вимагає  спершу досягнення мети g1, а потім рухатися до
мети g2. Мета Repeat g вказує, що підціль  g має бути досягнуто циклічно, поки вона не виконується.
Нарешті, мета g1 And  g2  вимагає досягнення як підцілі g1, так  і g2 . Формальна семантика і алгоритм
планування для цілей EAGLE в повністю спостережуваних недетермінованих доменах можуть бути
знайдені в [11].
Приклад 5. EAGLE формалізація цілі в прикладі 4 полягає в наступному.
TryReach /* Goal 1 */
(AcceptProductOffer.done & AcceptShippingOffer.done &
EvaluateOffer.done & EvaluateOffer.accepted &
DoP&SRequest.price = DoShippingRequest.price + DoProductRequest.price &
DoP&SRequest.duration = DoShippingRequest.duration + DoProductRequest.duration)
Fail
DoReach /* Goal 2 */
(RefuseProductOffer.done & RefuseShippingOffer.done &
EvaluateOffer.done & not EvaluateOffer.accepted)
Пропозиції,  як  AcceptProductOffer.done використовуються  для  опису  станів   планування
домену Σ, які відповідні конкретним станам систем переходів і станів, отриманих з OWL-S процесів
(процес  Producer у  нашому  випадку).  Пропозиції,  як  DoShippingRequest.price або
EvaluateOffer.accepted відносяться до значень вхідних/ вихідних повідомлень у виклику сервісу.
5 Автоматизована композиція
Планувальник  має  два  входи  (див.  рис.  1):  мету  композиції  та  домен  планування  Σ,  який
представляє всі способи, в яких сервіси (представлені) ΣW1, …, ΣWn можуть  розвиватися. Формально,
ця комбінація є синхронним продуктом, тобто Σ = ΣW1× … × ΣWn.
Завдання  автоматизованої  композиції полягає  в  знаходженні  плану, який  задовольняє  мету
композиції  G на домені Σ. Ми зацікавлені в комплексних планах, які можуть кодувати послідовні,
умовні і  ітеративні  поведінки,  і,  таким чином, досить виразні для представлення потоки взаємодії
синтезованого композитного сервісу з  іншими сервісами та  досить виразні  для подання необхідні
спостереження за іншими сервісами. Тому ми моделюємо план, як автомат.
Визначення 2 (план). План для домену планування  Σ =  XTIAS ,,,,, O  є кортеж 
π =  єcC ,,, 0  , де 
C – набір контекстів планів;
с0   C – початковий контекст;
α :  С ×О А – функція дії; вона асоціює з контекстом плану с і спостереженням  о дію а =
α(с,о), яка буде виконана; 
є:  С ×О С  –  функція  еволюцій  контексту;  вона  асоціює  з  контекстом  плану  с і
спостереженням о контекст нового плану с′ = є(с,о).
Контексти  являють  собою внутрішні  стани  плану;  вони  дозволяють  врахувати,  наприклад,
знання, зібрані в ході попередніх етапів виконання. Дії, що виконуються, які визначені функцією α
(альфа),  залежать  від  спостережень  і  від  контексту. Після  того,  як  дія  буде  виконана,  функція  є
поновлює контекст плану. Функції α і  є детерміновані (ми не розглядаємо недетерміновані плани), і
можуть бути частковими, оскільки план може бути невизначеним на парах контекст-спостереження,
які ніколи не були досягнуті у ході виконання плану.
Приклад 6. У наступній таблиці визначається фрагмент плану для провайдера сервісу  P&S.
Для простоти ми будемо описувати дуже вибірковий план, який приймає запити тільки для одного
конкретного продукту.
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На P&S запит від користувача (дія acceptDoP&SRequest в контексті C0) негайно йде відмова,
якщо потрібний продукт відрізняється від Prod1 (дія answerDoP&SRequest (NoAvailable) в контексті
C1). В іншому випадку, запит направляється виробнику (дія  DoProductRequest (Prod1) в контексті
C1).  Якщо  тривалість  виконання  є  прийнятною,  то  пропозиція  направляється  користувачеві  (дія
answerDoP&SRequest (Cost2,  Dur2) в контексті  C2). Якщо тривалість не є прийнятною, або якщо
продукт не доступний, негативна відповідь відправляється користувачеві (дія answerDoP&SRequest
(NoAvailable)  в контексті  C3 і  C4),  і  пропозиція  виробника відхиляється,  якщо це необхідно (дія
RefuseProductOffer в контексті C3). З DONE ми представляємо кінцевий контекст плану. 
В попередньому прикладі, контексти плану були вибрані довільно. Якщо план отримується із
композитної мети, то контексти відповідають підформулам мети. Наприклад, в плані для композитної
мети Прикладу 5 можна було б мати деякі контексти, пов'язані з метою 1 та інші контексти, пов'язані
з метою 2. Виконання плану на домені  може бути описане в термінах переходів між конфігураціями,
які описують стан домену та плану.
Визначення 3  (конфігурація).  Конфігурація  для  домену Σ =   XTIAS ,,,,, O  і  плану  π  =
 єcC ,,, 0   є   пара  (s,  c)  така,  що  s   S і  с   C.  Конфігурація  (s,  c)  може  розвиватися  у
конфігурацію  (s′,  c′),  записують   (s,  c)  →  (s′,  c′),  якщо  s′   T (s,  α(с, X(s)))  і  c′ =  є(с, X(s)).
Конфігурація (s, c) являється початковою, якщо  s   І  і с = с0 .
Інтуїтивно,  конфігурація  є  знімок  домену,  який  контролюється  планом.  У  зв'язку  з
недетермінізмом домену, ми, можливо, матимемо нескінченну кількість різних виконань  плану. Ми
надаємо скінченне представлення цих виконань зі  структурою виконання, тобто Структура  Kripke
[13] з конфігураціями як стани.
Визначення 4 (структура виконання).  Структура виконання, яка відповідає домену Σ і плану π
являє собою структуру Kripke Σπ =  R,Q,Q 0 , де 
Q – набір конфігурацій;
Q0  Q – початкові конфігурації;
R  Q × Q – переміщення між конфігураціями. 
Структура  виконання Σπ представляє  еволюції  домену Σ,  контрольованого планом  π.  Це є
структура виконання  Σπ, яка повинна задовольняти композитну мету G (див. рис.  1). Якщо Σπ |= G,
ми говоримо, що π є допустимим планом для  G на Σ. Формальне визначення Σπ |= G можна знайти в
[11]. 
Тим не менш, зауважимо, що при виконанні плану, виконавець плану взагалі не може точно
знати, який поточний стан домену: обмежений доступ до внутрішнього  стану  кожного зовнішнього
сервісу блокує  усунення невизначеності,  присутньої  на початковому етапі  виконання або введеної
виконанням недетермінованих дій. Наприклад, у випадку з сервісом  Shipper,  описаного на рис. 3,
виконавець не має доступу до значень предикатів ShippingPossible і NoShippingPossible, навіть якщо
він  може  вивести  ці  значення  із  спостережуваних  результатів  дії  DoShippingRequest  (а  саме,
пропозиція або NoAvailable повідомлення).
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При наявності часткової спостережуваності,  на кожному кроці виконання плану виконавець
плану  повинен  враховувати  безліч  станів  домену,  кожен  однаково  правдоподібний,  враховуючи
початкові  знання  та  спостережену  досі  поведінку  домену.  Такий  набір  станів  називається  стан
переконання (belief state) (або просто переконання) [8, 6]. Виконання дії  а розвиває переконання B в
інше  переконання B0,  яке містить всі можливі стани, які можуть бути досягнуті  через  а з деякого
стану B. Доступні сприйняття використовуються на початковому етапі і після кожного виконання дії:
якщо  спостереження  о справедливе  після  виконання  дії  а,  то  в  результаті  переконання повинно
виключати стани, які не сумісні з о. Таким чином, загалом, враховуючи переконання B, виконання дії
а (виконуваної  у всіх станах  B),  і  з  урахуванням отриманого спостереження  о,   потрапляє в нове
переконання Evolve (B, а, о):
Evolve (B, а, о) = { s : s   B.s′   T (s, a)   X(s′) = 0}.
Планування в цій структурі полягає в пошуку через можливі зміни початкових  переконань,
щоб отримати умовний курс дій, який призводить до переконань, які задовольняють мету. Простір
пошуку для частково спостережуваного домену є те, що називається  простором переконання (belief
space), його вузли є переконання, пов'язані ребрами, які описують функцію Evolve. Пошук в частково
спостережуваному домені можна охарактеризувати як пошук всередині повністю спостережуваного
"переконання-рівень"  домену   ΣК,  стани  якого  є  переконання Σ,  і  чия  недетермінована  функція
переходу імітує Evolve.
Визначення 5 (домен рівня знань) (knowledge level domain). Домен рівня знань для домену Σ
являє собою кортеж ΣК =  B, A, O, IB, TB, XB  , де:
 B  = { B   S : B ≠ 0    s,  s′   B. X(s) = X(s′)}.
A і O визначені як у домені Σ.
IB = { B   S : B ≠ 0    о  O.( s   S.s B  ( s   I    X(s) = о))} – набір початкових
переконань, тобто всі переконання, сумісні з I і з деяким початковим значенням спостереження. 
TB: B хА → 2B – функція переміщення; вона відображає поточне переконання BB і дію аА
так, що T (s, а) ≠ 0 для всіх sB у набір наступних переконань T B (B, а) = {Evolve(s, a, o): o   X(T
(B, а))}.
XB: B  → O асоціює кожному переконанню B спостереження XB (B) = X(s) для всіх s   B.
Таким чином, алгоритми планування при частковій спостережуваності можуть бути отримані
відповідно, переробляючи алгоритми для повної спостережуваності на відповідному  домені на рівні
знань. Насправді, має місце наступний результат [7]:
Факт 6. Нехай Σ буде домен граунд-рівня і  g метою на рівні знання для Σ (тобто, мета, яка
виражає умови на переконання, досягнутих в ході виконання плану). Нехай також ΣК буде доменом
рівня знань для Σ і  gК буде метою інтерпретації  g на ΣК. Тоді π є дійсним планом для g на Σ тоді і
тільки тоді, коли π  є допустимим планом для gК на ΣК.
Таким  чином,  враховуючи  мету  композиції  та  домен  планування,  вирішення  проблеми
передбачає  використання  спеціальних  алгоритмів  планування  при  частковій  спостережуваності  з
цілями EAGLE, або, навпаки, планування повністю спостережуваної асоційованої області рівня знань
та інтерпретації мети, як граунд (ground) мети (а не як мети  рівня знань). Ми притримуємось цього
останнього підходу, так що ми можемо використовувати існуючі алгоритми планування EAGLE під
повним спостереженням [11]. Ми генеруємо домен рівня знань шляхом об'єднання систем переходів і
станів,  заданих раніше.  Аналогічно тому, що відбувається в області  рівня граунд,   це обчислення
складається з синхронного продукту. Нарешті, ми плануємо на цьому домені по відношенню до мети
EAGLE.  Факт  6  гарантує,  що  підхід,  викладений  вище  для  планування  в  умовах  часткової
спостережуваності з цілями EAGLE, є правильним та повним. Потенційна проблема цього підходу
полягає в тому, що в більшості випадків домени на рівні знань являються експоненціально більшими,
ніж граунд домени. У роботах [6, 5] визначені ефективні евристичні методи, щоб уникнути генерації
всього домену планування (рівня знань). Ці методи можуть бути поширені на планування з цілями
EAGLE.
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Отже,  ми  маємо  алгоритми  для  створення  допустимого  плану  π,  який  задовольняє  мету
композиції.  Оскільки  π   є  автоматом,  він  може  бути  легко  перетворений  на  мови  виконуваного
процесу, як BPEL4WS. Генерований код не для розуміння людиною, однак, він відображає контексти,
визначені  у  плані  (див.  визначення  2),  який,  у  свою  чергу,  відображає  структуру  мети.  Це  дає
можливість  контролювати  виконання  коду  BPEL4WS  і  виявити,  наприклад,  коли  основна   мета
композиції (наприклад, ціль 1 в прикладі 4) не виконується і допоміжна ціль (наприклад, мета 2) стає
активною.
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