Abstract: In this paper we consider a distributed optimization scenario in which a set of agents has to solve a convex optimization problem with separable cost function, local constraint sets and a coupling inequality constraint. We propose a novel distributed algorithm based on a relaxation of the primal problem and an elegant exploration of duality theory. Despite its complex derivation based on several duality steps, the distributed algorithm has a very simple and intuitive structure. That is, each node solves a local version of the original problem relaxation, and updates suitable dual variables. We prove the algorithm correctness and show its effectiveness via numerical computations.
INTRODUCTION
A common set-up in large-scale optimization consists in minimizing the sum of local cost functions, each one depending on a local variable, subject to a constraint coupling the local decision variables. This optimization structure arises in several concrete problems as, e.g., in resource allocation problems (e.g., in Communications or Robotics) or energy flow optimization in smart grids. Solutions in a parallel, master-subproblem architecture have been known for a while, see, e.g., (Bertsekas and Tsitsiklis, 1989) . More recently Tran-Dinh et al. (2016) propose a parallel inexact dual decomposition scheme combined with smoothing techniques for solving these separable convex optimization problems.
In the last years a new distributed computation paradigm has been investigated to solve optimization problems arising in a network context. Since the above mentioned class of optimization problems has important applications in network scenarios, proposing distributed algorithms is subject of great interest. This class of problems has been addressed in a distributed set-up in (Bürger et al., 2014) , where a cutting-plane consensus scheme is proposed to solve the dual problem. The idea is to iteratively approximate a local problem with linear constraints (cutting planes) and exchange the active ones with neighboring nodes. A similar approach was applied in (Bürger et al., 2013) to design a distributed model predictive control scheme. Simonetto and Jamali-Rad (2016) propose a consensus-based distributed algorithm to generate approximate dual solutions for this class of problems. This distributed optimization set-up is also addressed by Falsone et al. (2016) . A consensus-based proximal minimization on the dual problem is proposed to generate a dual solution.
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In these last two papers a primal recovery mechanism is proposed to obtain a primal optimal solution. A special coupling is considered in (Notarnicola et al., 2016) , where a preliminary version of the idea proposed in this paper is applied to a min-max optimization problem for demand side management. Chang (2016) considers problems with a linear coupling constraint and proposes a proximal dual consensus ADMM to solve it in a distributed way. Chang et al. (2014) propose a consensus-based primal-dual perturbation algorithm to solve optimization problems with a slightly more general cost function (a coupling term known to all agents is allowed). Mateos-Núñez and Cortés (2015) address a class of min-max optimization problems which are strictly related to the same problem set-up investigated in this paper. They solve the min-max problem through a Laplacian-based saddle-point subgradient scheme.
The main paper contribution is the design of a novel distributed method, based on relaxation and duality, to solve convex optimization problems with separable cost function and coupling constraint. The proposed algorithm is based on two main methodological approaches. First, we consider a relaxation of the primal problem by constraining its dual with an additional box constraint. Such a dual is shown to have the same dual (and then primal) cost if the bound is sufficiently large. We show that without such a relaxation the algorithmic idea is not guaranteed to be implementable. Second, we apply duality on a series of equivalent problems. Specifically, we generate an equivalent version of the box-constrained dual problem in order to enforce the graph sparsity. By applying dual decomposition another dual problem is introduced. This final problem has a sparse structure, so that a subgradient algorithm applied to it turns out to be a distributed algorithm. In order to explicitly compute a local subgradient at each node, a further duality step is performed on the local subproblem, thus obtaining an optimization problem in the original primal variables. Despite this lengthy and complex duality tour, the resulting distributed algorithm arXiv:1804.09105v1 [cs.SY] 24 Apr 2018 has a simple and clean structure: each node finds a primaldual optimal solution pair of a relaxed, local version of the original primal problem, and linearly updates some additional local dual variables.
The outline of the paper is as follows. In Section 2 we formalize the distributed optimization set-up and give some preliminaries. In Section 3 we show a first attempt to design a distributed algorithm, which turns out not to be implementable. In Section 4 we introduce the relaxation approach, derive our distributed optimization algorithm, and analyze it. In Section 5 we corroborate the theoretical results with a numerical example.
DISTRIBUTED OPTIMIZATION SET-UP AND PRELIMINARIES
In this section we set-up the distributed optimization framework and recall useful preliminaries on duality.
Distributed optimization set-up
Consider the following optimization problem
where for all i ∈ {1, . . . , N }, the set X i ⊆ R ni with n i ∈ N, the functions f i : R ni → R and g i :
Assumption 2.1. For all i ∈ {1, . . . , N }, each function f i is convex, and each X i is a non-empty, compact, convex set. Moreover, for all s ∈ {1, . . . , S} each component
The following assumption is the well-known Slater's constraint qualification. Assumption 2.2. There existx 1 ∈ X 1 , . . . ,x N ∈ X N such that
We consider a network of N processors communicating according to a connected, undirected graph G = ({1, . . . , N }, E), where E ⊆ {1, . . . , N } × {1, . . . , N } is the set of edges. Edge (i, j) models the fact that node i sends information to j. Note that, since we assume the graph to be undirected, for each (i, j) ∈ E, then also (j, i) ∈ E. We denote by |E| the cardinality of E and by N i the set of neighbors of node i in G, i.e., N i := {j ∈ {1, . . . , N } | (i, j) ∈ E}.
Preliminaries on Optimization and Duality
Consider a constrained optimization problem, addressed as primal problem, having the form min
where Z ⊆ R N is a convex and compact set, f : R N → R is a convex function and g :
The following optimization problem max
is called the dual of problem (2), where q : R S → R is obtained by minimizing with respect to z ∈ Z the Lagrangian function L(z, µ) := f (z) + µ g(z), i.e., q(µ) = min z∈Z L(z, µ). Problem (3) is well posed since the domain of q is convex and q is concave on its domain.
It can be shown that the following inequality holds inf
which is called weak duality. When in (4) the equality holds, then we say that strong duality holds and, thus, solving the primal problem (2) is equivalent to solving its dual formulation (3). In this case the right-hand-side problem in (4) is referred to as saddle-point problem of (2). Definition 2.3. A pair (z , µ ) is called a primal-dual optimal solution of problem (2) if z ∈ Z and µ 0, and (z , µ ) is a saddle point of the Lagrangian, i.e.,
A more general min-max property can be stated. Let Z ⊆ R N and W ⊆ R S be nonempty convex sets. Let φ : Z × W → R, then the following inequality inf
holds true and is called the max-min inequality. When the equality holds, then we say that φ, Z and W satisfy the strong max-min property or the saddle-point property.
The following theorem gives a sufficient condition for the strong max-min property to hold. Proposition 2.4. ( (Bertsekas, 2009, Propositions 4.3) ).
Let φ be such that (i) φ(·, w) : Z → R is convex and closed for each w ∈ W , and (ii) −φ(z, ·) : W → R is convex and closed for each z ∈ Z. Assume further that W and Z are convex compact sets. Then sup w∈W inf z∈Z φ(z, w) = inf z∈Z sup w∈W φ(z, w) and the set of saddle points is nonempty and compact.
TOWARDS A DISTRIBUTED OPTIMIZATION ALGORITHM
In this section we provide a first attempt to design a duality-based distributed algorithm to solve problem (1), but then show that in general it is not guaranteed to be implementable.
A First Dual Problem Derivation
We start by deriving the equivalent dual problem of (1) as formally stated in the next lemma. Lemma 3.1. Let Assumptions 2.1 and 2.2 hold. The optimization problem
with
for all i ∈ {1, . . . , N }, is the dual of problem (1). Moreover, both problems (1) and (5) have finite optimal cost, respectively f and q , and strong duality holds, i.e., f = q .
The proof of this lemma is omitted for the sake of space, but can be shown by using classical methods from duality theory.
is the dual function of (1), it is concave on its convex domain, which can be shown to be the entire µ 0.
Tentative Distributed Dual Subgradient
We focus now on the solution of problem (5). In order to make problem (5) amenable for a distributed solution, we need to enforce a sparsity structure. To this end, we introduce copies of the common optimization variable µ, and enforce coherence constraints having the sparsity of the connected graph G, thus obtaining
Being problem (7) an equivalent version of problem (5), it has the same optimal cost q .
On this problem we would like to use a dual decomposition approach with the aim of obtaining a distributed algorithm. That is, the tentative idea is to derive the dual of problem (7) and apply a dual subgradient algorithm.
We start deriving the dual of (7) by dualizing only the coherence constraints. Thus, we write the partial Lagrangian
where Λ ∈ R S·|E| is the vector stacking each Lagrange multiplier λ ij ∈ R S , with (i, j) ∈ E, associated to the constraint µ i − µ j = 0.
Since the communication graph G is undirected and connected, we can exploit the symmetry of the constraints. In fact, for each (i, j) ∈ E we also have (j, i) ∈ E, and, expanding all the terms in (8), for given i and j, we always have both the terms λ ij (µ i − µ j ) and λ ji (µ j − µ i ). Thus, after some simple algebraic manipulations, we get
which is separable with respect to µ i , i ∈ {1, . . . , N }. Thus, the dual function of (7) is η(Λ) = sup
where, for all i ∈ {1, . . . , N },
Finally, by denoting the domain of η as
we can state the dual of problem (7) as
Since problem (10) is the dual of (7) we recall, (Bertsekas et al., 2003 , Section 8.1), how to compute the components of a subgradient 1 of η at a given Λ ∈ D Λ . That is, it holds
where∂ η(·) ∂λij denotes the component associated to the variable λ ij of a subgradient of η, and
It is worth noting that since Λ ∈ D Λ , then each η k {λ kh , λ hk } h∈N k defined in (9) is finite and therefore a µ k in (12) exists.
A viable solution to solve problem (7) is to apply a dual projected subgradient method, which can be stated as: (S1) for each i ∈ {1, . . . , N }, collect λ ji (t), j ∈ N i , and compute a subgradient µ i (t + 1) by solving
(S2) for each i ∈ {1, . . . , N }, exchange with neighboring nodes the updated µ j (t + 1), j ∈ N i , and computẽ λ ij , j ∈ N i , viã
, with γ(t) a suitable step-size; (S3) update λ ij , with (i, j) ∈ E, via
At this point it is worth discussing algorithm (S1)-(S3) since there are two main issues that need to be addressed if we want to turn it into an implementable distributed algorithm. First of all, it is interesting to notice that the cost function of problem (10) is separable and each term η i depends only on neighboring variables λ ij and λ ji with j ∈ N i . As a consequence steps (S1) and (S2) have a distributed structure. However, it is not clear how to implement step (S1) since function q i in (13) is not given explicitly. Second, one should characterize D Λ and its projection [ · ] D Λ .
In the next section we will address these two issues and propose a distributed optimization algorithm that solves problem (1). Specifically, we will further explore the dual subgradient algorithm in order to have an implementable version of step (S1). Moreover, we will propose a strategy to extend the domain D Λ to be the entire R S·|E| and thus remove the projection step (S3).
RELAXATION AND SUCCESSIVE DISTRIBUTED DECOMPOSITION METHOD
In this section we propose a strategy to overcome the issues raised up in the previous one. We introduce a relaxation approach, then present our distributed algorithm and finally state its convergence in objective value.
Relaxation Approach
We start by introducing the optimization problem
with M > 0 and 1 = [1, . . . , 1] . This problem is very similar to (5), but an additional constraint, namely µ M 1, has been added to make the constraint set compact.
It is worth noting that, in light of Lemma 3.1, the optimal cost of (5) is a finite value q and, thus, is attained at some µ ∈ R S , such that q(µ ) = q . The next result establishes the relation between problem (14) and problem (5). Lemma 4.1. Let µ be an optimal solution of problem (5) and M > 0 be such that M > µ ∞ . Then, problem (14) and problem (5) have the same optimal cost, namely q = f . Moreover, µ is an optimal solution also of (14).
Next we show that problem (14) is the dual of a relaxed version of problem (1). In fact, let us consider the following optimization problem
This problem is a relaxation of problem (1) in which we allow for the violation of the coupling constraint, but at the same time we also penalize the magnitude of the violation.
To show that problem (14) is the dual of problem (15), consider the (partial) Lagrangian of (15)
The maximization of the dual function q R (µ) over µ 0 turns out to be the maximization of q(µ) over 0 µ M 1, which is problem (14).
At this point, we try to solve problem (14) instead of the "original" dual problem (5) by using the procedure described in Section 3.
In order to make problem (14) amenable for a distributed computation, we can rewrite it into an equivalent form. To this end, we introduce copies of the common optimization variable µ and coherence constraints having the sparsity of the connected graph G, thus obtaining
This problem has the same structure of problem (7) with additional constraints µ i M 1, i ∈ {1, . . . , N }.
We retrace the same derivation already developed for the "non-relaxed" case discussed in the previous section. Thus, we apply a dual decomposition approach with the aim of obtaining a distributed algorithm. Differently from the previous section, we will see that there is no restriction on the domain of η and thus a dual subgradient algorithm applied to problem (16) turns out to be a distributed optimization algorithm.
Since many objects in the derivation are the counterpart of the ones in the previous section, we slight abuse notation and use the same symbols for formally different objects.
First, we notice that when the box constraints 0 µ i M 1, i ∈ {1, . . . , N }, are not dualized, the partial Lagrangian of (16) is (8), thus the dual function of problem (16) is
for all i ∈ {1, . . . , N }. Notice that η i introduced in (18) is different from the one introduced in (9) due to the presence of the constraint µ i M 1. Finally, by denoting the domain of η as D Λ = Λ ∈ R S·|E| | η(Λ) < +∞ , the dual of problem (16) 
In the next lemma we characterize the domain for problem (19). (17) is R S·|E| , thus optimization problem (19) is unconstrained.
Distributed Algorithm Derivation
Next, we introduce the distributed duality-based algorithm. As already shown in the previous section, the separability structure of the dual function η gives rise to a sparse computation. Specifically, the subgradients of η can be computed as in (11), where µ i and µ j are not the ones in (12), but are given by
The dual subgradient algorithm for problem (16) can be summarized as follows. For each node i ∈ {1, . . . , N }: (R1) receive λ ji (t), j ∈ N i , and compute a subgradient µ i (t + 1) by solving (20) (R2) exchange with neighbors the updated µ j (t + 1), j ∈ N i , and update λ ij , j ∈ N i , via
with γ(t) a suitable step-size.
Notice that (R1)-(R2) is a distributed algorithm. Here in fact, in light of Lemma 4.2, no projection is needed (differently from the previous steps (S1)-(S3)). Indeed, in this case, as shown in Lemma 4.2, problem (20) has a solution for every λ ij and λ ji due to the compactness of the constraint set 0 µ i M 1.
However, we want to stress, once again, that the algorithm is not implementable as it is written, since functions q i are still not available in closed form. In the following, we propose a technique to explicit step (20) for computation and thus obtain our distributed algorithm.
We can rephrase problem (20) by plugging in the definition of q i , given in (6), thus obtaining the following max-min optimization problem
The next lemma allows us to recast problem (21) in terms of the primal-dual optimal solution pair of a suitable optimization problem. Lemma 4.3. Max-min optimization problem (21) is the saddle point problem associated to the problem
Moreover, a finite primal-dual optimal solution pair of (22), call it ((x i (t + 1), ρ i (t + 1)), µ i (t + 1)), does exist and (x i (t + 1), µ i (t + 1)) is a solution of (21).
We are now ready to present our Relaxation and Successive Distributed Decomposition method (RSDD). Informally, the algorithm consists of a two-step procedure. First, each node i ∈ {1, . . . , N } stores a set of variables ((x i , ρ i ), µ i ) obtained as a primal-dual optimal solution pair of problem (22), which is a local version of the relaxed centralized problem. The coupling with the other nodes in the original (hard) formulation is replaced by a relaxed constraint depending on neighboring variables λ ij , j ∈ N i and on ρ i . The variables λ ij , j ∈ N i , are updated in the second step according to a suitable linear law, which weights the difference of neighboring µ i . Nodes use a suitable step-size denoted by γ(t) and can initialize the variables λ ij , j ∈ N i to arbitrary values. In the next table we formally state the distributed algorithm from the perspective of node i.
Distributed Algorithm RSDD Processor states: x i , ρ i , µ i and λ ij for j ∈ N i Evolution:
We point out that here, once again, we slightly abuse notation since in (R1)-(R2) we use µ i (t) as in RSDD, but we have not proven the equivalence yet. Since we will prove it in the next, we preferred not to further overweight the notation.
Convergence
In this section we give the converge results of the proposed distributed algorithm. The proofs will be provided in a forthcoming document. To this end we start by giving some results which will act as building blocks to prove the convergence in objective value of RSDD algorithm. Lemma 4.4. For any Λ(t) ∈ R S·|E| with components λ ij (t) ∈ R S , (i, j) ∈ E, any subgradient of the function η at Λ(t) is bounded. Lemma 4.5. Let µ be an optimal solution of problem (5) and M > 0 be such that M > µ ∞ . Problem (19), which is the dual of problem (16), has a bounded optimal cost, call it η , and strong duality holds. Moreover, η = f , with f the optimal solution of primal problem (1).
We are now ready to state the main result of the paper, namely the convergence of the RSDD distributed algorithm. First, we need the following assumption on the stepsize. Assumption 4.6. The sequence {γ(t)}, with γ(t) ≥ 0 for all t ≥ 0, satisfies the diminishing condition
Theorem 4.7. Let µ be an optimal solution of problem (5) and M > 0 be such that M > µ ∞ and the step-size γ(t) satisfy Assumption 4.6.
Let {x i (t), ρ i (t)}, i ∈ {1, . . . , N }, be a sequence generated by the RSDD distributed algorithm. Then, the sequence { N i=1 f i (x i (t)) + M 1 ρ i (t) } converges to the optimal cost f of (1).
NUMERICAL SIMULATIONS
In this section we propose a numerical example in which we show the effectiveness of the proposed method. We consider the following quadratic optimization problem
with decision variables x i ∈ R, i ∈ {1, . . . , N }. We randomly generated (positive) w i ∈ R in [1, 20] and set r i = −20w i . Moreover, the local constraint sets are X i = [ i , u i ], with the extremes uniformly randomly generated in [−35, −30] and [30, 35] , respectively. Finally, the coupling constraint is linear with a i and b i randomly generated in [1, 11] and [0, 10] respectively. We set M = 1200, which turns out to be large enough to contain a dual solution.
In the proposed numerical example we consider a network of N = 20 agents communicating according to an undirected connected Erdős-Rényi random graph G with parameter 0.2. We used a diminishing step-size sequence in the form γ(t) = 1 2 t −0.8 , which satisfies Assumption 4.6.
In Figure 1 it is shown the convergence rate of the distributed algorithm, i.e., the difference between the centralized optimal cost f and the sum of the local costs N i=1 f i (x i (t)), in logarithmic scale. It can be seen that the proposed algorithm converges to the optimal cost with a sublinear rate O(1/ √ t) as expected for a subgradient method. Notice that the cost error is not monotone since the subgradient algorithm is not a descent method. In Figure 2 we show the violation of the coupling constraint at each iteration t. It is interesting to notice that the violation asymptotically goes to a nonpositive value. In Figure 3 we show the behavior of ρ i (t), i ∈ {1, . . . , N }, which become zero after some initial iterations, as highlighted in the zoom. This behavior reveals that primal local problems at those iterations would be unfeasible if the relaxation were not present. Thus, the "non-relaxed approach" discussed in Section 3 would not work for this particular numerical example, showing the strength of our relaxed approach. 
CONCLUSIONS
In this paper we have proposed a novel distributed method to solve convex optimization problems with separable cost function and coupling constraints. While the algorithm has a very simple structure (a local minimization and a linear update) its derivation involves a relaxation approach and a deep tour into duality theory. After a constructive derivation of the algorithm, we have proven its convergence. Simulations have corroborated the theoretical results and shown how a first tentative approach, without the relaxation, would not guarantee convergence a priori.
