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Chapitre 0
Introduction générale
0.1 Position du problème
Le travail présenté dans cette thèse porte sur la modélisation et la commande des réacteurs
chimiques tubulaires.
Les réacteurs chimiques peuvent être déﬁnis comme étant des procédés sièges de réactions
chimiques. Leurs modèles se diﬀérencient par leur géométrie : réacteurs agités ou réacteurs
tubulaires, et par leur mode d’utilisation : réacteurs continus, fermés (batch), semi-continus
[85].
Le réacteur tubulaire est un tube qui peut atteindre jusqu’à plusieurs dizaines de mètres
au sein duquel ont lieu des réactions chimiques ainsi que d’autres phénomènes tels que la
convection de la matière et de la dispersion. Le réacteur tubulaire est par nature exploité
en mode continu. C’est un procédé dont les propriétés dynamiques dépendent des variables
d’espace qui sera représenté par un modèle décrit par des Équations aux Dérivées Partielles
(EDP)[21]. La littérature concernant la modélisation des réacteurs en dimension inﬁnie est très
fournie [21, 24, 29, 72]. Par ailleurs les lois constitutives thermodynamiques et les cinétiques
de réaction sont en général très non linéaires [24] ce qui rend le problème de commande de ce
procédé très complexe.
Le problème de commande des réacteurs tubulaires a été abordé par de nombreux cher-
cheurs par diﬀérentes méthodes : soit en synthétisant des contrôleurs à partir du système
linéarisé en dimension inﬁnie [63, 3], soit en se basant sur des méthodes de réduction spatiale
et en synthétisant un contrôleur en dimension ﬁnie [25, 90, 57, 61].
Dans cette thèse nous abordons le problème de commande sur ce système non linéaire en
nous appuyant sur ses propriétés thermodynamiques. L’utilisation de cette approche nécessite
l’utilisation d’un modèle ayant comme variables d’état les variables thermodynamiques clas-
siques (les variables extensives) sur lesquelles nous écrirons les bilans avec la contrainte que
ces bilans vériﬁent l’équation de Gibbs [29]. Une des variables thermodynamiques, l’énergie
ou l’entropie n’apparaît pas explicitement dans le modèle mais est reliée aux autres variables
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d’état par l’équation de Gibbs. Le modèle ainsi obtenu varie par rapport aux modèles pré-
cédemment cités utilisés dans les travaux portant sur la commande : la capacité caloriﬁque
totale et l’enthalpie de réaction sont des fonctions non linéaires de l’état.
L’approche thermodynamique a déjà été utilisée pour la synthèse de commandes stabili-
santes non linéaires du modèle du Réacteur Parfaitement Agité Continu (RPAC) [44, 46] en
utilisant des fonctions issues de la thermodynamique comme fonction de Lyapunov.
Dans cette thèse nous avons souhaité généraliser cette démarche au cas du réacteur tubu-
laire en prenant en compte le caractère distribué du modèle.
Par la suite, nous proposons de revenir à des aspects de modélisation aﬁn de mettre
en avant la structure sous-jacente des équations et leur potentielle utilisation à des ﬁn de
discrétisation ou de commande. L’objectif est d’obtenir une représentation similaire à la re-
présentation Hamiltonienne pour ce type de système irréversible. La représentation thermody-
namique du réacteur tubulaire constitue un premier pas vers sa représentation hamiltonienne
à port puisque ces deux représentations utilisent les mêmes grandeurs physiques, les variables
d’état et les variables de co-état dans l’écriture des modèles dynamiques. Ces variables sont
déﬁnies à partir d’un hamiltonien, qui pour la représentation thermodynamique est soit l’éner-
gie (on parle alors de représentation énergétique) soit l’entropie (représentation entropique).
L’obtention d’une telle représentation hamiltonienne permettra à échéance d’utiliser, pour la
commande du réacteur tubulaire, tous les outils existants pour la commande des systèmes
hamiltoniens à port [32].
0.2 Organisation du document et principales contributions
Ce mémoire est organisé en cinq chapitres qui s’articulent de la façon suivante :
Le chapitre 1 concerne la modélisation du réacteur tubulaire. Nous rappelons les propriétés
fondamentales de la thermodynamique sur lesquelles repose le modèle du réacteur tubulaire.
Ces propriétés seront utilisées aussi au Chapitre 2. Nous présentons ensuite les représentations
énergétiques et entropiques du modèle de réacteur tubulaire puis les conditions aux frontières
qui sont considérées. En particulier nous montrons l’existence, à la frontière amont du réacteur,
d’une production irréversible d’entropie due au mélange entre les constituants d’alimentation
et le début du réacteur qui ne sont pas dans le même état thermodynamique. Nous terminons
le chapitre en proposant un modèle discrétisé par la méthode des diﬀérences ﬁnies. Ce modèle
servira pour les simulations numériques présentées dans la suite de la thèse.
Le chapitre 2 est dédié à la présentation des deux fonctions de Lyapunov candidates, la
disponibilité thermodynamique et la disponibilité thermodynamique réduite, qui seront uti-
lisées pour la synthèse de commande développée au chapitre 3. Nous rappelons la déﬁnition
de la disponibilité thermodynamique et ses propriétés en dimension ﬁnie puis en dimension
inﬁnie. En dimension inﬁnie nous montrons comment on peut utiliser cette fonction pour étu-
dier la passivité du réacteur tubulaire. Nous présentons quelques résultats de simulation sur la
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disponibilité pour le réacteur tubulaire. Nous montrons que la disponibilité thermodynamique
est composée de deux termes, tous deux positifs. Nous utilisons le terme qui est aﬃne par
rapport aux fractions molaires (et / ou massiques) comme fonction de Lyapunov alternative.
Nous l’appelons disponibilité réduite. Nous développons ensuite les propriétés de la disponi-
bilité réduite en dimension ﬁnie puis en dimension inﬁnie. Nous illustrons en simulation sur
le système en boucle ouverte les diﬀérences de comportement entre ces deux fonctions.
Le chapitre 3 concerne la synthèse de lois de commande en utilisant les deux fonctions de
disponibilité comme fonction de Lyapunov. Ce chapitre suppose l’existence des solutions du
système d’EDPs considéré. Dans un premier temps, nous présentons une bibliographie sur la
commande des réacteurs tubulaires. Nous établissons ensuite le problème de commande que
nous souhaitons résoudre en utilisant la disponibilité thermodynamique comme fonction de
Lyapunov et en prenant la température de double enveloppe comme commande distribuée.
Plusieurs stratégies de commande sont abordées pour lesquelles nous avons montré la
stabilité asymptotique globale du système en boucle fermée. Des simulations illustrent ces
résultats ainsi que l’eﬃcacité des commandes en présence de perturbations sur la température
d’entrée des réactants. Nous proposons ensuite la résolution du problème de commande en
utilisant la disponibilité réduite comme fonction de Lyapunov. Cette nouvelle fonction per-
met d’obtenir des lois qui stabilisent asymptotiquement et globalement le système et dont
les performances sont bien meilleures qu’avec la disponibilité thermodynamique en terme de
temps de réponse et d’amplitude de la commande. Nous proposons aussi deux stratégies de
commande qui tiennent compte des contraintes d’actionnement au niveau de la double enve-
loppe. La première loi de commande est donnée par une moyennisation par morceaux d’une
commande distribuée. La seconde loi est entièrement synthétisée à partir de la disponibilité
réduite avec la contrainte que la température de la double enveloppe est uniforme le long du
réacteur.
Le chapitre 4 est consacré à la formulation hamiltonienne des systèmes thermodynamiques.
La structure de Stokes-Dirac est obtenue en étendant les vecteurs de variables de ﬂux et
d’eﬀort. Dans une première section nous illustrons cette démarche sur l’exemple académique
de la ligne de transmission pour laquelle nous considérons le domaine thermique qui n’est
généralement pas représenté. Ce couplage avec le domaine thermique est donné par la relation
de dissipation par eﬀet Joule. Les deux premiers principes de la thermodynamique découlent
naturellement de cette représentation. Dans la section suivante nous reprenons la méthodologie
pour les équations d’un procédé tubulaire de type réaction-diﬀusion en vision énergétique et
entropique. Nous montrons dans les deux cas qu’en utilisant une extension des couples de
variables eﬀort-ﬂux thermodynamiques classiques nous obtenons une structure de Stokes-
Dirac. Cette extension comprend deux groupes de variables :
– les variables de port correspondant au phénomène de dissipation,
– les variables de port correspondant à l’énergie source apparaissant dans le domaine
thermique suite à l’irréversibilité des phénomènes de dissipation,
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Enﬁn nous donnons quelques résultats aboutissant à une représentation pseudo hamiltonienne
pour laquelle les matrices de structure dépendent des variables d’eﬀort.
Le chapitre 5 concerne la paramétrisation de l’ensemble des conditions aux frontières
qui peuvent être utilisées comme variables de commande pour le réacteur tubulaire tout
en assurant l’existence des solutions pour le modèle isotherme. Nous présentons diﬀérentes
paramétrisations pour le cas isotherme et nous abordons aussi le cas du modèle non isotherme
linéarisé.
Le document se termine par une conclusion et quelques perspectives concernant les travaux
de cette thèse.
En annexe, nous fournissons les transparents de la soutenance de thèse qui reprennent une
partie des travaux présentés dans le manuscrit.
Les principales contributions par chapitre
– Chapitre 1 : les représentations du réacteur tubulaire sous forme entropique et énergé-
tique.
– Chapitre 2 : une présentation exhaustive de la fonction de disponibilité et de ses pro-
priétés.
– Chapitre 3 : cinq lois de commande stabilisantes basées sur la disponibilité et la dispo-
nibilité réduite pour le réacteur tubulaire.
– Chapitre 4 : l’obtention de structures de Stokes-Dirac pour le modèle réaction-diﬀusion
en vision énergétique et entropique et aussi pour la ligne de transmission.
– Chapitre 5 : la paramétrisation de l’ensemble des variables frontières qui permettent
d’assurer l’existence de solution pour un modèle de réacteur tubulaire linéarisé en vision
isotherme.
Chapitre 1
Représentation thermodynamique du
réacteur tubulaire
1.1 Introduction
La modélisation du réacteur tubulaire est basée sur l’écriture des diﬀérents bilans à savoir
les bilans de matière par espèce de réactif, le bilan d’énergie et d’entropie dans le cas où aucun
phénomène mécanique ne devient prédominent [72][85]. Une fois les bilans écrits, le modèle
représentant le réacteur tubulaire inclut soit le bilan de matière par espèce et celui d’énergie,
ce qui donne un modèle dit en représentation entropique dans lequel le bilan d’entropie est
implicitement vériﬁé. Ou bien le modèle inclut le bilan de matière par espèce et celui de
l’entropie, ce qui donne un modèle dit en représentation énergétique dans lequel le bilan
d’énergie est implicitement vériﬁé.
La représentation couramment utilisée pour la modélisation du réacteur tubulaire est la
représentation entropique avec des hypothèses simpliﬁcatrices telles que l’utilisation d’une
capacité caloriﬁque globale constante et une enthalpie de réaction constante [14, 23, 4]. La
représentation proposée, avec aucune hypothèse simpliﬁcatrice, nous permet de déﬁnir des
fonctions thermodynamiques basées sur l’entropie qui serviront à la synthèse de loi de com-
mande et de déﬁnir une représentation hamiltonienne à port. La représentation énergétique
n’est pas couramment utilisée dans la littérature pour la commande des réacteurs tubulaires.
Nous l’utilisons dans cette thèse pour déﬁnir une représentation hamiltonienne à port.
1.1.1 Organisation du chapitre
L’objectif de ce chapitre est de présenter la démarche de modélisation du réacteur chi-
mique tubulaire. Le chapitre est organisé comme suit : Dans la section 1.2, nous rappelons les
fondements thermodynamiques de la modélisation du réacteur : les deux premiers principes
de la thermodynamique puis l’hypothèse d’équilibre local basée sur l’équation de Gibbs pour
les systèmes hors équilibre.
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Dans la section 1.3, nous présentons les lois constitutives des diﬀérents phénomènes consi-
dérés. Nous présentons ensuite l’ensemble des équations de bilans. Dans la section 1.4, en
combinant des diﬀérents bilans avec l’hypothèse d’équilibre local, nous fournissons l’expres-
sion de la production irréversible d’entropie.
Nous présentons respectivement en section 1.5 et 1.6 la représentation entropique et éner-
gétique du réacteur chimique tubulaire.
Nous discutons les conditions aux frontières et les modèles d’interface dans la section 1.7.
Enﬁn des résultats de simulation du réacteur en boucle ouverte seront présentés en section
1.8.
1.1.2 Mes contributions
La contribution principale de ce chapitre est la formulation d’un modèle dynamique 1D
du réacteur chimique tubulaire dans la représentation entropique puis énergétique. Dans ce
modèle nous considérons les phénomènes suivants : la réaction, la dispersion et la convection
avec des relations constitutives fortement non linéaires.
Nous montrons aussi que sous nos hypothèses de travail, les variables intensives peuvent
s’exprimer du point de vue thermodynamique à partir des variables locales. A notre connais-
sance ce dernier résultat bien qu’implicitement appliqué est rarement démontré dans la litté-
rature. De ce résultat nous en déduisons une égalité concernant l’équation de Gibbs Duhem.
Finalement nous proposons un modèle d’interface en entrée et en sortie du réacteur qui
permet de calculer la production irréversible d’entropie à partir de certaines hypothèses sur les
variables aux frontières choisies. Ces hypothèses correspondent à des relations de continuité
de ﬂux de type Danckwert qui sont très utilisées en génie des procédés [28].
1.2 Les fondements thermodynamiques de la modélisation du
réacteur
Dans cette section nous rappelons les fondements thermodynamiques de la modélisation
du réacteur tubulaire. Ces fondements sont largement renseignés dans la littérature. Le lecteur
pourra trouver une présentation détaillée dans l’ouvrage de H. Callen [24].
1.2.1 La thermodynamique à l’équilibre
Nous pouvons déﬁnir l’équilibre thermodynamique comme étant l’état que tout système
isolé atteint après un temps suﬃsamment long, et qui est caractérisé macroscopiquement par
un nombre ﬁni de variables d’état.
La thermodynamique à l’équilibre est construite à partir des postulats fondamentaux
suivants [24] :
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Postulat 1.1. Les états d’équilibre d’un système simple ∗ sont complètement caractérisés ma-
croscopiquement par son énergie interne U , son volume V , et les nombres de moles N1, N2, ...Nn
de ses n constituants chimiques
Ce postulat caractérise les variables dites extensives, fonctions homogènes de degré 1, sur
lesquelles les bilans sont écrits et qui sont en même temps les variables d’état du système.
Postulat 1.2. Il existe une fonction des grandeurs extensives déﬁnie pour tous les états
d’équilibre appelée entropie et notée S et qui possède les propriétés suivantes :
– Dans un système isolé, les valeurs prises par les grandeurs extensives sont celles qui
maximisent l’entropie sur l’ensemble des états d’équilibres.
– L’entropie S est une fonction des variables extensives U, V,N1, N2, ..., Nn.
– S est une fonction homogène de degré 1 en ces variables :
S(λU, λV, λN1, λN2, ...λNn) = λS(U, V,N1, N2, ...Nn), ∀λ ∈ Rn (1.2.1)
– S est une fonction monotone strictement croissante de l’énergie interne U . Par consé-
quent, l’inégalité stricte suivante est obtenue :
∂S
∂U
> 0 (1.2.2)
L’entropie est donc une variable sur laquelle un bilan s’écrit.
Postulat 1.3. L’entropie s’annule dès que l’état thermodynamique est tel que :
∂U
∂S
= 0 (1.2.3)
Grâce à la propriété (1.2.2) nous pouvons alternativement écrire :
U = U(S, V,N1, N2, ..., Nn) (1.2.4)
Nous en déduisons la forme diﬀérentielle de cette équation :
dU =
(
∂U
∂S
)
V,N1,...,Nn
dS +
(
∂U
∂V
)
S,N1,...,Nn
dV +
n∑
i=1
(
∂U
∂Ni
)
S,V,...,Nn
dNj (1.2.5)
Ces dérivées partielles des variables extensives déﬁnissent les variables intensives, fonc-
tions homogènes de degré 0 [24] ; elles sont notées communément :
T =
(
∂U
∂S
)
V,N1,...,Nn
, la température (1.2.6)
p = −
(
∂U
∂V
)
S,N1,...,Nn
, la pression (1.2.7)
μi =
(
∂U
∂Ni
)
S,V,...,Nk,...
, le potentiel chimique du constituant i (1.2.8)
∗. Un système simple est par déﬁnition homogène, isotrope, non chargé, suﬃsamment grand pour pouvoir
négliger les eﬀets de bord, et non soumis à des champs (électrique, magnétique ou gravitationnel) [24]
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Avec les notations ci-dessus , l’équation (1.2.5) devient :
dU = TdS − pdV +
n∑
1
μidNi (1.2.9)
La propriété (1.2.2) est ﬁnalement équivalente à la positivité de la température (T > 0) et le
postulat 1.3 déﬁnit une origine pour la température (T = 0) à laquelle l’entropie est nulle.
L’équation (1.2.9) est appelée équation de Gibbs en représentation énergétique.
Dans cette représentation, l’énergie interne U joue le rôle de la fonction implicite et toutes
les autres grandeurs extensives jouent le rôle de variables d’état indépendantes. Cette relation
fondamentale de la thermodynamique relie les variables extensives aux variables intensives.
Nous écrivons l’équation de Gibbs (1.2.9) sous la forme compacte suivante :
dU = wTdZ (1.2.10)
avec
Z =
(
S V N1 ... Nn
)T
(1.2.11)
le vecteur des variables extensives et
w =
(
T −p μ1 ... μn
)T
(1.2.12)
le vecteur des variables intensives.
U étant une fonction homogène de degré 1 par rapport aux variables extensives Z , nous
pouvons alors réécrire explicitement l’expression de l’énergie en utilisant le théorème d’Euler
[24] :
U = wTZ (1.2.13)
Enﬁn, à partir de l’expression de l’énergie (1.2.13) et de l’équation de Gibbs (1.2.9) nous
déduisons la relation dite de Gibbs-Duhem :
dwTZ = 0 (1.2.14)
En représentation entropique, l’entropie S joue le rôle de fonction implicite et toutes
les autres grandeurs extensives jouent le rôle de variables d’état.
A partir de l’équation (1.2.9) , nous pouvons écrire l’équation de Gibbs en représentation
entropique :
dS =
1
T
dU +
p
T
dV −
n∑
1
μi
T
dNi (1.2.15)
Dans cette représentation, les vecteurs Z et w correspondent aux variables suivantes :
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w =
(
1
T
p
T −μ1T ... −μnT
)T
Z =
(
U V N1 ... Nn
)T
et sous forme compacte (1.2.15) s’écrit :
dS = wTdZ (1.2.16)
S étant une fonction homogène de degré 1 des variables extensives Z , nous obtenons :
S = wTZ (1.2.17)
ainsi que la relation de Gibbs-Duhem en représentation entropique :
dwTZ = 0 (1.2.18)
Remarque 1.1. Nous obtenons en particulier : ∂w∂Z
T
Z = 0.
En eﬀet en partant de la relation (1.2.17) et en la dérivant par rapport à Z nous obtenons :
∂S
∂Z
=
∂w
∂Z
T
Z + w
Or
∂S
∂Z
= w
Nous en déduisons le résultat.
Remarque 1.2. Tout le raisonnement précédent aurait pu être fait en considérant
U = U(S, V,m1,m2, ...,mn) (1.2.19)
avec mi la masse du constituant i dans le mélange
Nous en déduisons la forme diﬀérentielle de l’équation de Gibbs :
dU = TdS − pdV +
n∑
1
μidmi (1.2.20)
avec μi en J/kg.
1.2.2 Les deux premiers principes
Le premier principe de la thermodynamique stipule que l’énergie totale est conservée. Dans
un système à plusieurs domaines d’énergie (mécanique, électrique, thermique, chimique...)
l’énergie peut passer d’un domaine à l’autre tout en conservant l’énergie totale du système.
Par exemple dans le cas d’un système thermodynamique fermé sans réaction, il s’énonce de
la manière suivante :
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Au cours d’une transformation quelconque d’un système fermé, la variation de son éner-
gie est égale à la quantité d’énergie échangée avec le milieu extérieur, sous forme d’énergie
thermique et de travail.
Le deuxième principe de la thermodynamique établit l’irréversibilité des phénomènes phy-
siques par le biais de la fonction entropie. Dans un système à plusieurs domaines d’énergie
incluant le domaine thermique, certaines transformations ne sont possibles que partiellement.
L’autre partie de l’énergie part de manière irréversible dans le domaine thermique et ne pourra
jamais revenir dans le domaine énergétique de départ. Ce principe implique une production
irréversible d’entropie.
1.2.3 Le principe du minimum d’énergie à l’équilibre thermodynamique
Dans cette section nous allons relier les deux principes de la thermodynamique avec les
postulats présentés en début de ce chapitre.
De par le premier point du postulat 2 nous obtenons le principe du maximum d’en-
tropie [24] : Nous avons vu que l’état d’équilibre stable est caractérisé par une entropie
maximale.
L’état d’équilibre stable est donc caractérisé par les relations suivantes en représentation
entropique : (
∂S
∂Z
)
= 0 (1.2.21)
(
∂2S
∂Z2
)
≤ 0 (1.2.22)
La relation (1.2.22) montre que l’entropie est concave par rapport aux variables extensives
Z.
Nous en déduisons le principe du minimum d’énergie : l’état d’équilibre stable est
caractérisé par une énergie minimale.
En eﬀet il est facile de montrer à partir de la fonction Ψ(S,U,X) = S − S(U,X) = 0
avec Z = (U,X)T où dans cette expression S représente la variable d’état et S(U,X) la
fonction thermodynamique dépendant de U et X. En prenant la diﬀérentielle totale de Ψ et
en remplaçant dU par l’équation de Gibbs :
dU =
(
∂U
∂X
)
dX +
(
∂U
∂S
)
dS (1.2.23)
on obtient : (
∂U
∂X
)
= −
(
∂S
∂X
)(
∂S
∂U
) (1.2.24)
En redérivant cette expression par rapport à X, nous obtenons :(
∂2U
∂X2
)
= −
(
∂2S
∂X2
)
(
∂S
∂U
) + ( ∂S
∂X
) ( ∂2S
∂X∂U
)
(
∂S
∂U
)2 (1.2.25)
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A l’équilibre thermodynamique en utilisant les relations suivantes (1.2.21) et (1.2.22) nous
déduisons : (
∂U
∂Z
)
= 0 (1.2.26)
(
∂2U
∂Z2
)
≥ 0 (1.2.27)
puisque ∂S∂U = T > 0.
La relation (1.2.27) montre que l’énergie est convexe par rapport aux variables extensives
Z et que l’équilibre thermodynamique est celui qui minimise l’énergie U par rapport à Z.
1.2.4 L’hypothèse d’équilibre local pour les systèmes hors équilibre
La thermodynamique des processus traite des systèmes supposés à l’équilibre thermody-
namique à chaque instant. Cette hypothèse est loin d’être vériﬁée pour les systèmes réels dans
lesquels il existe le plus souvent un déséquilibre thermodynamique soit à l’intérieur du système
ou bien entre le système et son environnement extérieur. Malgré ce déséquilibre thermodyna-
mique, l’hypothèse dite d’équilibre local est toutefois admise :
Cette hypothèse fondamentale pour la thermodynamique irréversible consiste à considérer
que les relations locales et instantanées d’un système physique sont les mêmes que celles d’un
système à l’équilibre thermodynamique.
Cette hypothèse implique :
– Toutes les variables locales déﬁnies en thermodynamique à l’équilibre garde un sens.
– Toutes les relations établies en thermodynamique à l’équilibre restent valides
Ainsi nous avons en dimension ﬁnie pour l’équation de Gibbs :
dU
dt
= T
dS
dt
− pdV
dt
+
n∑
1
μi
dmi
dt
(1.2.28)
avec les mêmes déﬁnitions des variables intensives que celles données dans le postulat 1.3.
En dimension inﬁnie cette hypothèse consiste à considérer que localement (échelle méso-
scopique) les relations entre les variables locales (exprimées par unité de masse) tendent vers
les grandeurs spéciﬁques (issues de thermodynamique à l’équilibre). On peut l’énoncer comme
[70] :
Pour tout  > 0 , il existe δ > 0 , telle que si le volume local V est tel que V < δ , alors∥∥∥zˆ(x, t)− Zˆ(x, t)∥∥∥ < ,
avec Zˆ représente les grandeurs spéciﬁques, zˆ(x, t) les variables locales (par unité de masse)
et x la coordonnée spatiale en 1D.
Les variables intensives sont déﬁnies comme :
w =
∂sˆ
∂zˆ
(1.2.29)
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L’hypothèse d’équilibre local qui implique l’équation de Gibbs est applicable aux quantités
élémentaires de matière. En présence de phénomène de transport, notamment la convection,
pour que l’équation de Gibbs reste vériﬁée il faut suivre la matière dans son mouvement moyen
(déﬁni par la vitesse de convection v). Ceci implique dans le cas 1D que la diﬀérentielle dans
l’équation de Gibbs prend le sens d’une dérivée matérielle ( DDt =
∂
∂t + v
∂
∂x ) lorsqu’on écrit la
dynamique temporelle des variables extensives :
Duˆ
Dt
= wT
Dzˆ
Dt
(1.2.30)
Ainsi l’intérêt principal de l’hypothèse d’équilibre local, c’est que nous pouvons utiliser,
lorsque le volume est inﬁnitésimal, les variables locales zˆ(x, t) pour caractériser l’état thermo-
dynamique du système.
Il faut noter que le vecteur zˆ(x, t) n’est plus un vecteur de variables extensives ou homo-
gènes de degré 1. Ces composantes sont des variables homogènes de degré 0 ou tout simplement
des fonctions. Les quantités extensives locales peuvent être écrites comme zˆ(x, t)dm où dm
représente la masse élémentaire. Sachant que dm = ρdV avec dV le volume élémentaire et ρ
la masse volumique du mélange considéré, les variables extensives peuvent être écrites comme
ρzˆ(x, t)dV = z(x, t)dV . z(x, t) = ρzˆ(x, t) représentent dans ce cas des quantités par unité de
volume.
A partir de l’hypothèse d’équilibre local appliquée à un volume suﬃsamment petit V ,
l’énergie totale U de ce volume s’écrit :
U = u(x, t)V = Ts(x, t)V − p(x, t)V +
n∑
1
μiρi(x, t)V (1.2.31)
où ρi(x, t) représente la concentration massique par espèce. En partant de l’équation de Gibbs
écrite sur les quantités extensives totales dans le volume V nous déduisons l’équation de Gibbs
en dimension inﬁnie :
dU = [TdS − pdV +
n∑
1
μidMi]
d(u(x, t)V ) = [Td(s(x, t)V )− pdV +
n∑
1
μid(ρi(x, t)V )] (1.2.32)
En développant la diﬀérentielle nous obtenons :
V du+
[
u− Ts+ p−
n∑
1
μiρi
]
︸ ︷︷ ︸
=0
dV = V [Tds(x, t) +
n∑
1
μidρi(x, t)] (1.2.33)
A partir des équations (1.2.31) et (1.2.33) nous déduisons ﬁnalement l’équation de Gibbs
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en dimension inﬁnie :
du(x, t) = Tds(x, t) +
n∑
1
μidρi(x, t)
= wTdz(x, t) (1.2.34)
avec w =
(
T μ1 ... μn
)T
et z(x, t) =
(
s(x, t) ρ1(x, t) ... ρn(x, t)
)T
et
u = wT z (1.2.35)
Nous avons aussi :
Du
Dt
= wT
Dz
Dt
(1.2.36)
Nous pouvons aussi écrire cette équation de Gibbs en représentation entropique comme suit :
ds = wTdz (1.2.37)
Avec w =
(
1
T −μ1T ... −μnT
)T
et z(x, t) =
(
u(x, t) ρ1(x, t) ... ρn(x, t)
)T
et
s = wT z (1.2.38)
Ainsi nous obtenons :
Ds
Dt
= wT
Dz
Dt
(1.2.39)
1.2.5 Cas des systèmes à pression constante
Lorsque la pression P est supposée constante, nous utilisons une autre variable d’état
appelée l’enthalpie qui est notée h donnée par :
H = h(x, t)V = U + pV = (u+ p)V (1.2.40)
D’où h(x, t) = u(x, t) + p(x, t) est la densité volumique de l’enthalpie. Ainsi, l’équation de
Gibbs peut être réécrite en fonction de h(x, t) :
dh(x, t) = Tds(x, t) +
n∑
1
μidρi(x, t)
= wTdz(x, t) (1.2.41)
Avec w =
(
T μ1 ... μn
)T
et z(x, t) =
(
s(x, t) ρ1(x, t) ... ρn(x, t)
)T
Nous pouvons aussi écrire l’enthalpie en fonction de s(x, t) et ρi(x, t) comme suit :
h(x, t) = Ts(x, t) +
n∑
1
μiρi(x, t) (1.2.42)
Nous obtenons encore :
Dh
Dt
= wT
Dz
Dt
(1.2.43)
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En vision entropique nous obtenons de manière équivalente
ds(x, t) =
1
T
dh(x, t)−
n∑
1
μi
T
dρi(x, t)
= wTdz(x, t) (1.2.44)
avec w =
(
1
T −μ1T ... −μnT
)T
et z(x, t) =
(
h(x, t) ρ1(x, t) ... ρn(x, t)
)T
ainsi que
Ds
Dt
= wT
Dz
Dt
(1.2.45)
1.2.6 L’équation de Gibbs Duhem
Dans le cas d’une représentation entropique l’équation de Gibbs aboutit à :
Ds
Dt
= wT
Dz
Dt
(1.2.46)
soit
∂s
∂t
+ v
∂s
∂x
= wT
∂z
∂t
+ wT v
∂z
∂x
(1.2.47)
A partir de (1.2.47) , l’équation de Gibbs-Duhem en dimension inﬁnie s’écrit :
D
Dt
(s− wT z) = −Dw
T
Dt
z = 0 (1.2.48)
Cette relation peut s’aﬃner sous certaines hypothèses. En particulier le terme ∂w∂x
T
z peut
s’annuler sous certaines hypothèses. Nous allons eﬀectuer cette étude dans le cas où la pression
est constante et en représentation entropique.
Dans ce cas nous avons
dS =
dH
T
− V
T
=0︷︸︸︷
dP −
∑
i
μi
T
dMi (1.2.49)
Pour l’instant les variables intensives ont été déﬁnies à partir des variables extensives
déﬁnies sur une masse élémentaire comme :
w =
∂S
∂Z
=
∂sˆM
∂zˆM
(1.2.50)
avec w =
(
1
T −μ1T ... −μnT
)T
et Z(x, t) =
(
H M1(x, t) ... Mn(x, t)
)T
.
Il faut trouver le lien entre les variables intensives w et les dérivées partielles ∂s∂z .
Nous avons :
1
T
=
∂S
∂H
=
∂(sV )
∂(hV )
=
∂(sV )
∂h
∂h
∂(V h)
(1.2.51)
=
(
s
∂V
∂h
+ V
∂s
∂h
)(
∂V
∂h
+ V
)−1
(1.2.52)
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Nous constatons à partir de cette relation que si aucune hypothèse particulière n’est faite,
il n’y a pas identité entre la variable intensive ∂S∂H et la dérivée partielle
∂s
∂h puisque V n’est
pas une variable indépendante.
Cependant dans le cas où le volume massique reste constant, nous obtenons :
∂S
∂H
=
∂s
∂h
(1.2.53)
ainsi que
∂S
∂Mi
=
∂s
∂ρi
(1.2.54)
.
A partir de la remarque 1.1 (∂w∂Z
T
Z = 0), nous déduisons l’équation de Gibbs-Duhem dans
le cas où p et ρ sont constants :
∂w
∂x
T
z = 0 (1.2.55)
En eﬀet
∂w
∂x
T
z =
(
∂w
∂z
∂z
∂x
)T
z
=
∂z
∂x
T ∂w
∂z
T
z = 0 (1.2.56)
1.3 Les hypothèses de modélisation
Ci-dessous, nous donnons les hypothèses utilisées pour écrire le modèle du réacteur chi-
mique tubulaire.
1. Le réacteur tubulaire est siège d’un phénomène de convection, d’une réaction chimique
r, de phénomènes de dispersion de la matière et de la chaleur.
2. Nous considérons une symétrie axiale au niveau du réacteur pour les variables d’état ;
seul l’axe longitudinal de coordonnée x est pris en considération.
3. La masse volumique totale ρ est constante.
4. La vitesse de convection v est constante. La vitesse d’alimentation du réacteur est iden-
tique à celle de la convection.
5. On considère un mélange idéal.
6. La viscosité du mélange est négligée.
7. L’échange de chaleur distribué avec la double enveloppe est caractérisée par une équa-
tion du type q(x, t) = C(Tj(x, t) − T (x, t)) où Tj(x, t) est la température de la double
enveloppe.
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8. Les capacités thermiques spéciﬁques cpA et cpB sont constantes.
Les diﬀérents phénomènes considérés sont présentées dans les sections suivantes.
1.3.1 La convection
Le ﬂux convectif massique de l’espèce i, noté F iconv, de vitesse v est donné par :
F iconv = vρi (1.3.1)
où ρi est la concentration massique de l’espèce i . La vitesse de convection v est supposée
constante et égale à la vitesse d’alimentation.
Le ﬂux convectif en l’enthalpie est induit par la convection de la matière. Il s’écrit comme
suit pour une solution à n composants :
F hconv =
n∑
1
F iconvhi (1.3.2)
avec hi l’enthalpie spéciﬁque de l’espèce i. De la même manière le ﬂux convectif de l’entropie
est induit par la convection de la matière. Il s’écrit comme suit :
F sconv =
n∑
1
F iconvsi (1.3.3)
Avec si l’entropie spéciﬁque de l’espèce i .
1.3.2 La dispersion
Le phénomène de dispersion 1D qui s’applique dans le cas d’un faible écart à l’écoulement
piston, repose sur la superposition d’un écoulement piston convectif de vitesse v et d’une
diﬀusion aléatoire obéissant formellement à une loi constitutive (comme la loi de Fick). Ce
phénomène correspond à une diﬀusion moléculaire à laquelle vient s’ajouter la projection de
phénomènes hydrodynamiques relatifs aux autres dimensions (Voir [77] [78] [85] [13]).
Le ﬂux dispersif massique par espèce i, provenant d’une dispersion axiale, est décrit par
la loi de Fick :
F idis = −Dρ
∂θi
∂x
(1.3.4)
avec θi = ρiρ la fraction massique et D le coeﬃcient de diﬀusion supposé constant.
L’intérêt de l’utilisation de cette loi est que la somme totale des ﬂux dispersifs est nulle et
donc n’engendre pas de convection :
∑n
i=1 F
i
dis =
∑n
i=1−Dρdθidx = 0.
Le ﬂux dispersif d’enthalpie et d’entropie sont induits par la dispersion de la matière. Ils
s’écrivent comme suit :
F hdis =
n∑
i=1
F idishi (1.3.5)
F sdis =
n∑
i=1
F idissi (1.3.6)
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1.3.3 La dispersion thermique
Le ﬂux de dispersion thermique noté F hcond est donné par :
F hcond = −λ
∂T
∂x
(1.3.7)
avec λ le coeﬃcient de dispersion supposé constant. Le ﬂux de dispersion d’entropie est
quand à lui induit par le ﬂux de dispersion thermique. Il s’écrit comme suit :
F scond =
1
T
F hcond (1.3.8)
1.3.4 La réaction chimique
Nous considérons une réaction du premier ordre de type : νAA → νBB où νA et νB sont les
coeﬃcients stœchiométriques de la réaction. La cinétique de réaction, notée r, est modélisée
par la loi d’Arrhenius [21] :
r = k0e
− E
RT ρ
θA
MA
(1.3.9)
Avec :
– k0 la constante cinétique
– E l’énergie d’activation
– R la constante des gaz parfaits
– T la température au sein du réacteur
– θa la fraction massique de l’espèce A
– MA la masse molaire de l’espèce A
1.4 Le modèle du réacteur tubulaire
Dans cette section, nous allons écrire les diﬀérents bilans nécessaires aﬁn d’établir le modèle
du réacteur tubulaire dans la représentation entropique et énergétique.
1.4.1 Les bilans de matière
Le bilan par espèce i (pour i = A, B) s’écrit :
∂ρi
∂t
= − ∂
∂x
(
F iconv + F
i
dis
)
+Miν
s
i r (1.4.1)
Où Mi, νsi sont respectivement la masse molaire de l’espèce i et le coeﬃcient stœchiomé-
trique signée de l’espèce i. En considérant la fraction massique θi = ρiρ et l’équation (1.4.1) et
avec les hypothèses que ρ et v sont constants et uniformes le long du réacteur, nous obtenons
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les égalités suivantes :
∂ρi
∂t
=
∂ρ
∂t
θi +
∂θi
∂t
ρ =
− ∂
∂x
F iconv︷ ︸︸ ︷
−ρv∂θi
∂x
− θi ∂
∂x
(ρv)− ∂
∂x
F idis +Miν
s
i r (1.4.2)
ρ
∂θi
∂t
+ ρv
∂θi
∂x
= −θi (∂ρ
∂t
+
∂
∂x
(ρv))− ∂
∂x
F idis +Miν
s
i r (1.4.3)
ρ
Dθi
Dt
= − ∂
∂x
F idis +Miν
s
i r (1.4.4)
l’expression ﬁnale du bilan de matière par espèce devient
ρ
Dθi
Dt
= − ∂
∂x
F idis +Miν
s
i r (1.4.5)
1.4.2 Le bilan d’énergie
Compte tenu des hypothèses, l’énergie totale correspond à l’énergie interne. Comme nous
supposons la pression constante ce bilan est égal au bilan d’enthalpie. Nous avons :
∂
∂t
h = − ∂
∂x
F hconv −
∂
∂x
F hdis −
∂
∂x
F hcond + q(x, t) (1.4.6)
Par le même calcul utilisé pour les bilans de matière par espèce (1.4.5), le bilan d’énergie
totale en dimension inﬁnie peut s’écrire comme suit :
Dh
Dt
= q(x, t)− ∂
∂x
F hdis −
∂
∂x
F hcond (1.4.7)
1.4.3 Le bilan d’entropie
Le bilan local d’entropie est donné par
∂
∂t
s = − ∂
∂x
F sconv −
∂
∂x
F sdis −
∂
∂x
F scond +
q
Tj
+ σs (1.4.8)
En dérivée matérielle, le bilan d’entropie s’exprime comme :
Ds
Dt
= − ∂
∂x
F sdis −
∂
∂x
F scond +
q
Tj
+ σs (1.4.9)
1.4.4 La production irréversible d’entropie
Pour calculer la production irréversible d’entropie en dimension inﬁnie, nous combinons
l’équation exprimant l’hypothèse d’équilibre local en dimension inﬁnie (1.2.43) et les bilans
d’entropie (1.4.8), d’énergie (1.4.6) et de matière par espèce (1.4.5).
σs = q(
1
T
− 1
Tj
)− 1
T
n∑
i=1
μiMiν
s
i r −
1
T
n∑
i=1
F idis
∂μi
∂x
− 1
T
F sdis
∂T
∂x
− 1
T
F scond
∂T
∂x
(1.4.10)
où
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– q( 1Tj − 1T ) représente la production d’entropie due au transfert de chaleur par la double
enveloppe.
– − 1T
∑
μiMiν
s
i r représente la production d’entropie due à la réaction chimique.
– − 1T
∑
F idis
∂μi
∂x − 1T F sdis ∂T∂x représente la production d’entropie due à la dispersion. Le pre-
mier terme de la somme représente la contribution matérielle et le second la contribution
thermique à la production irréversible d’entropie..
– − 1T F scond ∂T∂x représente la production irréversible d’entropie due à la dispersion ther-
mique.
Vu que F sdis =
∑
F idissi, nous déduisons une autre expression pour la production irréver-
sible d’entropie en fonction des ﬂux d’enthalpie :
σs = q
(
1
T
− 1
Tj
)
+
∑
Miν
s
i
(−μi
T
)
r +
∑
F idis
∂(−μiT )
∂x
+ F hdis
∂( 1T )
∂x
+ F hcond
∂( 1T )
∂x
(1.4.11)
Remarque 1.3. Le terme de production irréversible d’entropie est donné respectivement sous
forme énergétique (1.4.10) et sous forme entropique (1.4.11).
1.5 Représentation entropique du réacteur tubulaire
Dans la représentation dite entropique, l’entropie s est considérée comme étant une fonc-
tion implicite et toutes les autres grandeurs (h, ρA, ρB) sont les variables d’état. Ainsi cette
représentation inclut le bilan d’énergie (1.4.6) et les bilans de matière par espèce (1.4.1).
Le modèle du réacteur chimique tubulaire en représentation entropique est donnée par le
bilan d’enthalpie et le bilan de matière par espèce :
∂h
∂t
= −∂F
h
conv
∂x
− ∂F
h
cond
∂x
− ∂F
h
dis
∂x
+ q (1.5.1)
∂ρA
∂t
= −∂F
A
conv
∂x
− ∂F
A
dis
∂x
− νAr (1.5.2)
∂ρB
∂t
= −∂F
B
conv
∂x
− ∂F
B
dis
∂x
+ νBr (1.5.3)
Nous avons choisi ici de prendre tous les coeﬃcients stœchiométriques positifs. En considé-
rant les expressions des diﬀérents ﬂux, nous pouvons écrire le modèle sous forme matricielle :
∂
∂t
⎛⎜⎜⎝
h(x, t)
ρA(x, t)
ρB(x, t)
⎞⎟⎟⎠ = − ∂∂x
⎡⎢⎢⎣
⎛⎜⎜⎝
v 0 0
0 v 0
0 0 v
⎞⎟⎟⎠−D
⎛⎜⎜⎝
0 hA(x, t) hB(x, t)
0 1 0
0 0 1
⎞⎟⎟⎠ ∂∂x
⎤⎥⎥⎦
⎛⎜⎜⎝
h(x, t)
ρA(x, t)
ρB(x, t)
⎞⎟⎟⎠
(1.5.4)
− ∂
∂x
⎡⎢⎢⎣−λ
⎛⎜⎜⎝ −T
2(x, t)
∂ 1
T (x,t)
∂x
0
0
⎞⎟⎟⎠
⎤⎥⎥⎦+
⎛⎜⎜⎝
0
−νAr(x, t)
+νBr(x, t)
⎞⎟⎟⎠+
⎛⎜⎜⎝
CT (x, t)(
Tj(x,t)
T (x,t) − 1)
0
0
⎞⎟⎟⎠
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avec hi = cpi(T − Tref ) + hiref , i = A,B qui représente les enthalpies massiques partielles
pour un mélange idéal. Le ﬂux de dispersion peut s’exprimer en fonction des variables d’état(
h ρA ρB
)T
en utilisant l’expression suivante pour la température :
T =
h− ρA(hAref − cpATref )− ρB(hBref − cpBTref )
cpAρA + cpBρB
(1.5.5)
Sous une forme compacte le modèle peut aussi s’écrire comme suit :
∂z
∂t
= − ∂
∂x
F (z, x, t) +R(z, x, t) + gq(z, x, t) (1.5.6)
où z =
(
h ρA ρB
)T
est le vecteur de variables d’état formé par les variables locales
correspondant à la concentration massique d’enthalpie et les concentrations massiques des
deux espèces A et B. F est le vecteur de ﬂux total, comportant la dispersion et la convection.
R est le vecteur de la réaction et g =
(
1 0 0
)T
et q est le vecteur d’échange thermique avec
l’extérieur.
Le vecteur du ﬂux total est donné par :
F = Fconv + Fd (1.5.7)
Fconv =
(
F hconv F
A
conv F
B
conv
)T
=
(
vh vρa vρb
)T
(1.5.8)
Fdis =
(
F hdis F
A
dis F
B
dis
)T
(1.5.9)
F hd = F
h
dis + F
h
cond (1.5.10)
FAd = F
A
dis (1.5.11)
FBd = F
B
dis (1.5.12)
Le vecteur de réaction est déﬁni par R =
(
0 −νAr νBr
)T
, q représente le ﬂux d’échange
de chaleur avec l’extérieur et g =
(
1 0 0
)T
.
1.5.1 Le modèle standard du génie des procédés
L’équation (1.5.1) écrite en fonction de l’enthalpie peut s’exprimer en fonction de la tempé-
rature T en utilisant l’expression des enthalpies massiques partielles et h =
∑
ρihi, i = A,B.
Nous obtenons ainsi l’équation aux dérivées partielles de la température T :
∂T
∂t
=
1
cp(x, t)
((
DcpA
∂ρA
∂x
+DcpB
∂ρB
∂x
− vcp(x, t)
)
∂T
∂x
+ (1.5.13)
λ
∂2T
∂x2
+ (νAhA(x, t)− νBhB(x, t)) r(x, t) + C(Tj(x, t)− T )
)
(1.5.14)
où cp(x, t) = cpAρA+cpBρB et (νAhA(x, t)−νBhB(x, t)) représente l’enthalpie de réaction.
En utilisant l’équation aux dérivées partielles sur la température au lieu de celle sur
l’enthalpie on aboutit au modèle largement utilisé dans la littérature pour la synthèse de
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commande moyennant quelques hypothèses simpliﬁcatrices supplémentaires, en particulier en
considérant la capacité caloriﬁque totale cp et l’enthalpie de réaction constantes [14, 25, 2, 23,
70, 63, 3, 90, 57, 61]. Ce point sera abordé plus en détail dans le chapitre 3.
1.6 Représentation énergétique du réacteur tubulaire
Dans la représentation dite énergétique, l’énergie interne U est considérée comme étant
une fonction et toutes les autres grandeurs sont des variables d’état. Ainsi cette représentation
inclut le bilan d’entropie (1.4.8) et les bilans de matière par espèce (1.4.1) :
∂s
∂t
= −∂F
s
conv
∂x
− ∂F
s
cond
∂x
− ∂F
s
d
∂x
− q
Tj
+ σs (1.6.1)
∂ρA
∂t
= −∂F
A
conv
∂x
− ∂F
A
dis
∂x
− νAr (1.6.2)
∂ρB
∂t
= −∂F
B
conv
∂x
− ∂F
B
dis
∂x
+ νBr (1.6.3)
La modèle sous forme matricielle est donnée par :
∂t
⎛⎜⎜⎝
s
ρA
ρB
⎞⎟⎟⎠ = − ∂∂x
⎡⎢⎢⎣
⎛⎜⎜⎝
v 0 0
0 v 0
0 0 v
⎞⎟⎟⎠−D
⎛⎜⎜⎝
0 sA(x, t) sB(x, t)
0 1 0
0 0 1
⎞⎟⎟⎠ ∂∂x
⎤⎥⎥⎦
⎛⎜⎜⎝
s
ρA
ρB
⎞⎟⎟⎠
(1.6.4)
− ∂
∂x
⎡⎢⎢⎣−λ
⎛⎜⎜⎝
1
T (x,t)
∂T (x,t)
∂x
0
0
⎞⎟⎟⎠
⎤⎥⎥⎦+
⎛⎜⎜⎝
0
−νAr(x, t)
+νBr(x, t)
⎞⎟⎟⎠++
⎛⎜⎜⎝
σs
0
0
⎞⎟⎟⎠+
⎛⎜⎜⎝
C(1− T (x,t)Tj(x,t))
0
0
⎞⎟⎟⎠
1.7 Les modèles d’interface aux frontières et les conditions fron-
tières
Dans cette section nous étudions le modèle d’interface basé sur la continuité des ﬂux de
matière par espèce et d’énergie dans un cas général. Nous exprimons en particulier le modèle
d’interface en entropie. Ce modèle permet de calculer la production irréversible d’entropie
due aux échanges du système avec son environnement extérieur aux bords du réacteur. Nous
donnons ensuite les conditions aux frontières. Enﬁn nous terminons cette section en exprimant
le taux de production irréversible d’entropie dans le cas de nos conditions frontière.
1.7.1 Modèle d’interface
Un modèle d’interface est déterminé par deux choix distincts. Le premier consiste à choi-
sir les variables manipulées à la frontière, les variables de port et le deuxième à choisir les
conditions opératoires relativement aux variables choisies, les conditions limites.
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Nous avons choisi les variables de ﬂux comme variables du port aux frontières.
En général, les variables aux frontières sont choisies comme étant les variables de ﬂux éva-
luées aux frontières du réacteur. Sur ces variables de ﬂux nous supposons aussi des conditions
de continuité de ﬂux entre l’extérieur et l’intérieur du réacteur. Cela nous donne un modèle
d’interface basée sur des conditions connues sous le nom de Danckwerts [28] [73].
Dans la suite nous allons utiliser ces conditions de continuité de ﬂux pour établir un modèle
d’interface caractérisé par une production irréversible d’entropie :
Figure 1.7.1 – Les ﬂux en interface
Nous notons par − le coté gauche de l’interface qui correspond à l’extérieur du réacteur
et + le coté interne au réacteur. Reprenons les diﬀérentes conditions de continuité de ﬂux :
– La continuité de ﬂux de matière par espèce :
F−i = F
+
i (1.7.1)
où Fi présente le ﬂux total lié à l’espèce i.
– La continuité de ﬂux d’enthalpie :
F−h = F
+
h (1.7.2)
Nous pouvons par ailleurs écrire le ﬂux d’enthalpie total comme la somme d’un ﬂux
induit par la dispersion de matière avec un ﬂux de dispersion thermique :
Fh =
∑
Fihi +Φ (1.7.3)
avec Fi = (F iconv + F idis) et Φ = F
h
cond.
Ainsi l’équation de continuité du ﬂux d’enthalpie devient :
∑
F−i h
−
i +Φ
− =
∑
i
F+i h
+
i +Φ
+ (1.7.4)
Le ﬂux d’entropie subit une discontinuité à la frontière due à la production irréversible
d’entropie entre l’environnement et le réacteur :
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F−s +ΣI = F
+
s (1.7.5)
avec
F−s =
∑
F−i s
−
i +
Φ−
T−
(1.7.6)
F+s =
∑
F+i s
+
i +
Φ+
T+
(1.7.7)
Par les relations thermodynamiques liant les ﬂux d’enthalpie aux ﬂux entropiques, nous
obtenons :
∑
F−i h
−
i +Φ
− =
∑
i
μ−i F
−
i + T
−∑F−i s−i + T−Φ−T− (1.7.8)∑
F+i h
+
i +Φ
+ =
∑
i
μ+i F
+
i + T
+
∑
F+i s
+
i + T
+Φ
+
T+
(1.7.9)
Avec la continuité de ﬂux d’énergie (1.7.2) et les relations (1.7.6),(1.7.5),(1.7.1),(1.7.2),
nous avons :∑
i
μ−i F
−
i + T
−∑F−i s−i +Φ− =∑
i
μ+i F
−
i + T
+
(∑
F−i s
−
i +
Φ−
T−
+ΣI
)
(1.7.10)
Ainsi nous trouvons la production d’entropie créée en interface :
ΣI =
∑
i
F−i
(∑
h−i − T+s−i
)
T+
−
∑
i
F−i
(
h+i − T+s+i
)
T+
+ (T− − T+) Φ
−
T+T−
(1.7.11)
Soit :
ΣI =
∑
i
F−i
(
h−i − T+s−i − μ+i
)
T+
+
Φ−
T+
− Φ
−
T−
(1.7.12)
Remarque 1.4. Le premier terme de la production irréversible d’entropie obtenu dans 1.7.12
correspond à celui obtenu pour le cas du du RPAC ([44])
σmel =
∑
i
F ini
(
hini − Tsini − μi
)
T
(1.7.13)
où
– F ini représente le débit massique partiel de espèce i
– hini l’enthalpie massique partielle de l’ espèce i
– sini l’entropie massique partielle de l’espèce i
– μi le potentiel chimique de l’espèce i
– T la température au sein du RPAC
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1.7.2 Les conditions aux frontières
Nous admettons les hypothèses suivantes pour les conditions aux frontières :
– Nous supposons qu’il n’y a que l’espèce A à l’entrée du réacteur. Cette espèce est
convectée à la même vitesse que dans le réacteur.
– Il n’y a pas de dispersion thermique à l’extérieur du réacteur.
– A la sortie, le réacteur est ouvert à la dispersion et à la dispersion thermique.
Avec ces hypothèses de continuité de ﬂux. Nous obtenons en entrée :
ρvθAin = F
A
in|0− = (FAdis + FAconv)|0+ (1.7.14)
0 = FBin|0− = 0 = (FBdis + FBconv)|0+ (1.7.15)
F hin|0− = (F hdis + F hconv)|0+ (1.7.16)
et en sortie :
FAdis|L = 0, (1.7.17)
FBdis|L = 0 (1.7.18)
F hdis|L = 0 (1.7.19)
1.7.2.1 Production irréversible d’entropie aux frontières
Nous déduisons directement à partir des équations (1.7.17),(1.7.18) et (1.7.19) et de l’ex-
pression de ΣI que la production irréversible d’entropie due à l’interface en sortie du réacteur
est nulle.
En prenant l’expression générale pour la production en interface (1.7.12)
ΣI =
∑
i
F−i
(
h−i − T+s−i − μ+i
)
T+
+
Φ−
T+
− Φ
−
T−
(1.7.20)
= FA|0−
(
hA|0− − T0+sA|0− − μA|0+
)
T |0+
+ FB|0−
(
hB|0− − T |0+sB|0− − μB|0+
)
T |0+
+
Φ0−
T |0+
− Φ0−
T |0−
Avec l’hypothèse que FB|0− = 0 et Φ0− = 0 ( il n’y a pas de dispersion thermique à
l’entrée), nous avons :
ΣI = F
A
0−
(
hA|0− − T |0+sA|0− − μA|0+
)
T |0+
(1.7.21)
1.8 Simulation du réacteur en boucle ouverte
Dans cette section, nous présentons les équations obtenues à partir de la méthode de
discrétisation par diﬀérences ﬁnies puis nous présentons les résultats de simulation sur le
système en boucle ouverte. Les simulations sont faites sur le logiciel Matlab.
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1.8.1 Réduction spatiale pour la simulation
Nous utilisons la méthode de discrétisation par diﬀérences ﬁnies pour la simulation. Le
domaine spatial est divisé en un nombre ﬁni d’intervalles, appelés pas de discrétisation. Nous
utilisons un maillage à pas ﬁxe donnant un nombre ﬁni de points de discrétisation xi. Sur
l’axe discret à pas ﬁxe de taille Δx, les variables d’état z sont supposées dérivables deux fois,
les développements de Taylor à l’ordre 2 au voisinage de xi s’écrivent :
z(xi +Δx, t) = zi+1(t) = zi(t) + Δx
∂z(t)
∂x
|x=xi +
Δx2
2
∂2z(t)
∂x2
|x=xi +O(Δz) (1.8.1)
z(xi −Δx, t) = zi−1(t) = zi(t)−Δx∂z(t)
∂x
|x=xi +
Δx2
2
∂2z(t)
∂x2
|x=xi +O(Δz) (1.8.2)
Nous utilisons un schéma centré pour la discrétisation. Nous obtenons :
1. pour la dérivée du premier ordre :
∂zi
∂x
=
zi+1 − zi−1
2Δx
(1.8.3)
2. pour la dérivée d’ordre 2 :
∂2zi
∂x2
=
zi+1 − 2zi + zi−1
Δx2
(1.8.4)
1.8.1.1 Le modèle discretisé
A partir du schéma de discrétisation et des conditions aux frontières du domaine, nous
obtenons pour les dérivées premières :
1. Pour les fractions massiques θi
∂θi
∂x
=
α
2Δx
⎛⎜⎜⎜⎜⎜⎝
θi1
θi2
.
θin
⎞⎟⎟⎟⎟⎟⎠+ γ1θiin (1.8.5)
2. Pour la température
∂T
∂x
=
αT
2Δx
⎛⎜⎜⎜⎜⎜⎝
T1
T2
.
Tn
⎞⎟⎟⎟⎟⎟⎠+ γ1TTiin (1.8.6)
Remarque 1.5. Pour des raisons de simplicité, nous avons choisi de simuler la température
au lieu de l’enthalpie.
Il est facile à partir de la condition frontière sur l’enthalpie d’obtenir celle en température :
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Nous rappelons la condition frontière concernant l’enthalpie (1.7.16) :
F hin|0− = (F hdis + F hconv)|0+ (1.8.7)
ρvhAin = (F
A
dis + F
A
conv)|0+hA|0+ + (FBdis + FBconv)|0+hB|0+ + Fcond|0+ (1.8.8)
Avec la continuité de ﬂux de matière 1.7.14 et 1.7.15
(FAdis + F
A
conv)|0+ = ρvθAin (1.8.9)
(FBdis + F
B
conv)|0+ = 0 (1.8.10)
nous obtenons :
ρvhAin = ρvθAinhA|0+ − λ
dT
dx
|0+ (1.8.11)
Nous avons donc la condition frontière pour la température :
λ
∂T
∂x
|0 = vρ(hA|0 − hAin) (1.8.12)
Pour les dérivées secondes, nous obtenons pour les fractions massiques et la température :
∂2z
∂x2
=
β
Δx2
⎛⎜⎜⎜⎜⎜⎝
z1
z2
.
zn
⎞⎟⎟⎟⎟⎟⎠+ γ2zin (1.8.13)
En considérant les conditions frontières (1.7.14) à (1.7.16), nous obtenons :
∂θA
∂x
|0 = v
D
(θA|0 − 1) (1.8.14)
∂θB
∂x
|0 = v
D
θB|0 (1.8.15)
λ
∂T
∂x
|0 = vρ(hA|0 − hAin) (1.8.16)
et avec les contraintes en sortie
θA|L = θA|L+ , (1.8.17)
θB|L = θB|L+ (1.8.18)
T |L = T |L+ (1.8.19)
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Nous obtenons les matrices de discrétisation ci-dessous :
α =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2Δx vD 0 0 . . . 0 0 0
−1 0 1 . . . 0 0 0
0 −1 0 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . 0 1 0
0 0 0 . . . −1 0 1
0 0 0 . . . 0 −1 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, αT =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2ΔxvρcpA
λ 0 0 . . . 0 0 0
−1 0 1 . . . 0 0 0
0 −1 0 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . 0 1 0
0 0 0 . . . −1 0 1
0 0 0 . . . 0 −1 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1.8.20)
γT1 =
(
− vD 0 0 . . . 0 0 0
)
, γ1
T
T = −
(
xvρcpA
λ 0 0 . . . 0 0 0
)
(1.8.21)
β =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−2 1 0 . . . 0 0 0
1 −2 1 . . . 0 0 0
0 1 −2 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . −2 1 0
0 0 0 . . . 1 −2 1
0 0 0 . . . 0 −1 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1.8.22)
γT2 =
(
1
δx2
0 0 . . . 0 0 0
)
(1.8.23)
1.8.2 Valeurs numériques et conditions opératoires
Le nombre de pas de discrétisation est ﬁxé à 100. A partir de ce nombre de pas les
résultats sont précis et sont identiques à ceux correspondant à un nombre plus grand de pas
de discrétisation.
Pour réaliser la simulation en boucle ouverte, nous avons ﬁxé les conditions opératoires
suivantes :
– Tj(x, t) = 370K,
– Tin(t) = 330K,
– θAin = 1.
Nous choisissons comme proﬁl initial d’état le proﬁl stationnaire correspondant à Tj(x, t) =
350K.
1.8.3 Résultats de simulation
Dans cette section nous donnons l’évolution dynamique des diﬀérentes variables d’état.
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Symb. Valeur numérique Symb. Valeur numérique
cpA 150.48J/(K · g) cpB 120J/(K · g)
C 1.25 · 105W/(m ·K) E 72.335KJ/mol
hAref 0J/g hBref −9150J/g
k0 0.12 10
101/s L 1m
MA 0.5g/mol MB 0.5g/mol
R 8.314J/(K ·mol) sAref 210.4J/(K · g)
sBref 180.2J/(K · g) Tref 300 K
v 0.0005m3/mol V 0.001m3
λ 1.25 · 108J/(K ·m · s)
Table 1.1 – Valeur numérique des paramétres.
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Figure 1.8.1 – Réponse temporelle du système
La ﬁgure 1.8.1 nous montre la réponse temporelle d’erreur entre la température T et son
proﬁl initial Tinitial et de fraction massique θB avec son proﬁl initial θBinitial .
Nous montrons aussi la validité de l’équation de Gibbs Duhem (1.2.55) : ∂w
T
∂x z = 0 en
ﬁgure 1.8.1 pour le cas traité dans cette thèse.
1.9 Conclusion et perspectives
Dans ce chapitre, nous avons présenté les modèles en représentation entropique et énergé-
tique qui serviront tout au long du manuscrit. Nous rappelons que les modèles obtenus ne font
aucune hypothèse sur la capacité thermique totale ni sur l’enthalpie de réaction. Ces deux
quantités deviennent des fonctions dépendant de l’état. Nous avons aussi présenté les résul-
tats de simulation du réacteur en boucle ouverte. Nous allons maintenant nous intéresser aux
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Figure 1.8.2 – Validation numérique de l’équation de Gibbs-Duhem
fonctions thermodynamiques, la disponibilité thermodynamique et la disponibilité réduite,
qui serviront pour la synthèse de commande.
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Chapitre 2
La disponibilité thermodynamique
2.1 Introduction
La stabilisation des systèmes dynamiques telle que nous l’envisageons dans cette thèse
nécessite l’emploi d’une fonction de Lyapunov. Les potentiels ou fonctions thermodynamiques
pour la commande ou l’analyse de stabilité sont très peu utilisées.
J. Tarbell [76] utilise une fonction de Lyapunov issue de la thermodynamique et qui res-
semble à la production irréversible d’entropie pour l’analyse de la stabilité locale du RPAC.
A. Alonso et E. Ydstie étudient la passivité d’une classe de systèmes thermodynamiques en
utilisant l’énergie libre de Helmhotz ∗ qui, dans le contexte où les auteurs l’utilisent, est une
fonction bornée inférieurement puisque toujours positive ou nulle. A. Favache et D. Dochain
discutent de l’utilisation de la production irréversible d’entropie, de l’entropie et de l’énergie
interne comme fonction de Lyapunov candidate pour l’étude de stabilité du RPAC. Ces fonc-
tions sont toutes très insatisfaisantes quant à leur utilisation comme fonction de Lyapunov
dans le cas du RPAC.
Dans ce chapitre, nous allons présenter la disponibilité thermodynamique qui sera utilisée
au chapitre suivant comme fonction de Lyapunov candidate pour la stabilisation du réacteur.
2.1.1 Historique de la fonction de disponibilité thermodynamique
La fonction de disponibilité thermodynamique est liée aux concepts de travail disponible
et d’exergie [53]. Ces notions sont basées sur la capacité des systèmes à échanger de l’énergie
utile, c’est-à-dire de l’énergie qui pourra être utilisée par exemple pour fournir un travail, et
permet de quantiﬁer du point de vue d’un des systèmes l’eﬃcacité de cet échange. Ces notions
ont été établies pour les systèmes ouverts sans réaction avec un environnement supposé à
température, pression et potentiel chimique constants [86],[87],[75].
La disponibilité thermodynamique est la généralisation de ces concepts aux systèmes avec
réaction pour un environnement quelconque. Elle a été introduite par A. Alonso and E. Ydstie
∗. F = H − TS avec l’enthalpie H, T la température absolue et S l’entropie
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[5, 6]. La disponibilité thermodynamique est déﬁnie à partir de l’entropie. La convexité de
cette dernière est basée sur la concavité de l’entropie pour un mélange homogène. Les auteurs
l’ont utilisée pour étudier la passivité des systèmes de transport avec réaction [7][91][70]. Cette
notion de disponibilité est aussi appelée disponibilité en vision entropique.
Remarque 2.1. Une notion de disponibilité en vision énergétique peut aussi être déﬁnie
à partir de l’énergie interne. La convexité de cette dernière sera basée sur la convexité de
l’énergie interne pour un mélange homogène.
Cette fonction de disponibilité en vision entropique a été utilisée pour la synthèse de
commande pour les réacteurs en dimension ﬁnie (CSTR) dans [44].
2.1.2 Organisation du chapitre
L’objectif de ce chapitre est de présenter la fonction de la disponibilité thermodynamique
ainsi qu’une autre fonction thermodynamique intéressante pour la commande et que nous
nommons disponibilité réduite.
Le chapitre est organisé comme suit : Dans la section 2.3, nous rappelons la fonction de
la disponibilité thermodynamique en vision entropique et ses propriétés. Nous discutons aussi
la fonction de la disponibilité en vision énergétique et ses propriétés.
Dans la section 2.4, nous présentons la fonction de disponibilité en dimension inﬁnie.
Pour l’objectif de commande, nous présentons la disponibilité locale ainsi que la disponibilité
globale. Par ailleurs nous rappelons certains résultats concernant la passivité des systèmes de
transport avec réaction en utilisant cette fonction de disponibilité.
Nous introduisons respectivement en section 2.5 la fonction de la disponibilité réduite.
Nous discutons dans un premiers temps ses propriétés en dimension ﬁnie puis en dimension
inﬁnie. Nous donnons la disponibilité réduite locale et globale. La passivité du système est
aussi analysée en utilisant cette fonction.
2.2 Mes contributions
Les contributions principales de ce chapitre sont le développement de la notion de dis-
ponibilité réduite en dimension inﬁnie et une présentation exhaustive des propriétés de la
disponibilité et de la disponibilité thermodynamique.
2.3 La disponibilité thermodynamique en dimension ﬁnie
Dans cette section, nous rappelons la déﬁnition de la disponibilité thermodynamique et
donnons ses propriétés.
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Déﬁnition 2.1. La disponibilité thermodynamique A en vision entropique est déﬁnie par
rapport à un état de référence déﬁni par le couple de variables extensives Zd et intensives
w(Zd) = wd comme :
A(Z) = S(Zd) + w
T
d (Z − Zd)− S(Z) = −w˜TZ (2.3.1)
où Z le vecteur des variables extensives, w(Z) celui des variables intensives dans la représen-
tation entropique déﬁnie au chapitre 1 :
w =
(
1
T
p
T −μ1T ... −μnT
)T
Z =
(
U V N1 ... Nn
)T
et w˜ = w − wd.
2.3.1 L’interprétation géométrique
Nous rappelons que les variables intensives ωTd sont déﬁnies comme (voir chapitre 1)
ωTd = (
∂S(Z)
∂Z
)|Z=Zd (2.3.2)
cette relation peut aussi être interprétée comme la tangente à S en Z = Zd.
On remarque que l’expression (2.3.1) se décompose en deux termes :
– un hyperplan S(Zd) + wTd (Z − Zd) tangent à la courbe d’entropie au point Zd
– l’entropie S(Z)
La disponibilité est l’écart entre l’hyperplan et l’entropie.
Par ailleurs de par l’hypothèse d’équilibre local (voir chapitre 1), on sait que l’entropie est
une fonction concave par rapport à Z. On sait qu’une fonction concave est telle que sa courbe
représentative est au-dessous de chacune de ses tangentes, donc en particulier au dessous de
l’hyperplan S(Zd) +wTd (Z − Zd) ; On en déduit que la disponibilité est une fonction convexe
non négative.
La Figure 2.3.1 illustre en dimension 1 cette interprétation géométrique.
2.3.2 Les propriétés de la disponibilité thermodynamique
Propriété 2.1. [44] A(Z) est une fonction homogène de degré 1 par rapport à z
A(γZ) = γA(Z) ∀γ constante positive (2.3.3)
Démonstration. Par déﬁnition :
A(Z) = −w˜TZ = (wd − w)TZ = (wd − w)TZ (2.3.4)
38 2. DISPONIBILITÉ
Figure 2.3.1 – Représentation de la fonction de la disponibilité par rapport l’état de référence Zd
On en déduit :
A(γZ) = (wd − w(γZ))TγZ = γ(wd − w(Z))TZ = γA(Z,Zd) (2.3.5)
puisque w˜ est une fonction homogène de degré 0 par rapport à Z.
Propriété 2.2. [44] Si l’entropie est concave alors
A(Z) > 0, Z = γZd γ > 0 (2.3.6)
A(Z) = 0, Z = γZd (2.3.7)
Démonstration. Nous avons déjà montré que A est une fonction non négative. Les vecteurs
directeurs de l’hyperplan tangent à l’entropie correspondent aux élément du vecteur w =(
∂S
∂U
∂S
∂V
∂S
∂Mi
)T
=
(
1
T
P
T −μiT
)T
. Les composantes de w sont des variables homogènes
de degré 0. On a donc pour toute constante positive γ
T (γZ) = T (Z)
p(γZ) = p(Z) (2.3.8)
μi(γZ) = μi(Z)
Ainsi il existe une inﬁnité de points Z ayant une tangente commune à celle indexée par
d :
U
Ud
=
V
Vd
=
N1
N1d
= ... =
Nn
Nnd
= γ (2.3.9)
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où Zd = (Ud, Vd, N1d , ...Nnd) est un point dans l’espace des variables extensives. La relation
(2.3.9) déﬁnit le rapport d’homogénéité.
Ainsi pour ces points Z = γZd, puisque w est une vecteur de fonction homogène de degré
0, on a :
A(Z) = A(γZd) = −w˜TZ = (wd − w(γZd))TZd = 0 ∀γ (2.3.10)
Si l’entropie n’est pas strictement concave, il y a un sous-espace déterminé par la base
(U, V,N1, ...Nn) satisfaisant (2.3.9). Ainsi la disponibilité s’annule sur un sous espace de di-
mension 1 par rapport à l’espace de dimension (n+ 2).
Pour illustrer cette propriété, La Figure 2.3.2 montre la fonction de disponibilité d’un mé-
lange idéal en phase liquide de deux espèces dans le cas isotherme et isobare. Nous considérons
que l’entropie S(N1, N2) est donnée par
S = −N1ln
( N1
N1 +N2
)
−N2ln
( N2
N1 +N2
)
(2.3.11)
La fonction de disponibilité est calculée pour Zd =
(
N1d N2d
)T
=
(
Nd Nd
)T
. Par
ailleurs en rouge on voit la droite singulière qui correspond aux points où A(Z) = 0 et plus
particulièrement ici à la droite N1 = N2.
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Figure 2.3.2 – La fonction de la disponibilité et la droite singulière
Aﬁn d’assurer que la disponibilité s’annule en un seul point, il faut ﬁxer le rapport d’ho-
mogénéité. En posant une contrainte sous forme d’une combinaison linéaire non nulle des
variables extensives [47], on rend l’entropie strictement concave et la disponibilité thermody-
namique devient strictement convexe.
On en déduit :
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Propriété 2.3. [6] Si l’entropie est strictement concave alors
A(Z) > 0, Z = Zd (2.3.12)
A(Z) = 0, Z = Zd (2.3.13)
2.3.3 Fonction de Lyapunov et disponibilité thermodynamique
L’objectif de cette section est de préciser certaines notations qui seront utilisées dans le
chapitre suivant. Tout d’abord nous rappelons la déﬁnition d’une fonction de Lyapunov :
Déﬁnition 2.2. [54]
Soient Z = 0 un point d’équilibre et D ∈ Rn un domaine contenant Z = 0. Soit V :
D → R une fonction continûment diﬀérentiable telle que :
V (0) = 0 and V (Z) > 0 in D − {0} (2.3.14)
V˙ (Z) ≤ 0 in D (2.3.15)
La fonction V (Z) satisfaisant (2.3.14) et (2.3.15) est appelée fonction de Lyapunov.
On peut remarquer compte tenu de la propriété 2.3 que la disponibilité thermodynamique
satisfait uniquement les relations (2.3.14) de la déﬁnition 2.2. On déﬁnit :
Déﬁnition 2.3. Soient Z = 0 un point d’équilibre et D ∈ Rn un domaine contenant Z = 0.
Soit V : D → R une fonction continûment diﬀérentiable telle que :
V (0) = 0 and V (Z) > 0 in D − {0} (2.3.16)
La fonction V (Z) satisfaisant (2.3.16) est appelée fonction de Lyapunov candidate.
La fonction de disponibilité est une fonction de Lyapunov candidate.
2.3.4 Disponibilité thermodynamique en vision énergétique
Outre la disponibilité en vision entropique, on peut aussi utiliser la disponibilité en vi-
sion énergétique. Cette notion est équivalente à la notion d’accumulation disponible (c’est la
maximum d’énergie qu’on peut extraire du système) proposée par J. Willems ([88]).
Cette fonction de la disponibilité Au est basée sur l’équation de Gibbs (1.2.10) en vision
énergétique :
dU = wTu dZu (2.3.17)
avec le vecteur des variables extensives Zu et le vecteur des variables intensives wu(Zu)
suivants :
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Zu =
(
S V N1 ... Nn
)T
wu =
(
T −p μ1 ... μn
)T
Déﬁnition 2.4. La fonction de disponibilité énergétique par rapport à l’état de référence déﬁni
par le couple de variables Zud et w(Zud) = wud est donnée par :
Au(Z) = U(Zu)− U(Zud)− wTud(Zu − Zud) = w˜uTZu (2.3.18)
avec w˜u = wu − wud et
wu = (
∂U(Zu)
∂Zu
)T wud = (
∂U(Zu)
∂Zu
)T |Z=Zud (2.3.19)
Tout comme dans la section 2.3.1, on peut représenter facilement la disponibilité thermo-
dynamique Au comme l’écart entre l’énergie U qui est une fonction convexe et l’hyperplan
tangent à l’énergie en Z = Zud . Cette quantité est non négative (voir Figure 2.3.3).
Figure 2.3.3 – Représentation de la disponibilité Au par rapport à l’état de référence Zud
Nous pouvons aussi montrer les propriétés suivantes :
Propriété 2.4. Au est une fonction homogène de degré 1 par rapport à z
Au(γZu) = γA(Zu) (2.3.20)
Propriété 2.5. Si l’énergie est strictement convexe alors
Au > 0, Zu = Zud (2.3.21)
Au = 0, Zu = Zud (2.3.22)
Nous n’utiliserons pas dans cette thèse cette notion de disponibilité.
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2.4 La fonction de disponibilité en dimension inﬁnie
Dans cette section, nous allons analyser la fonction de disponibilité en dimension inﬁnie.
2.4.1 Formulation locale de la disponibilité
Pour les systèmes en dimension inﬁnie, nous déﬁnissons une densité de fonction de la
disponibilité a(z(x, t)) :
a(z(x, t)) = −(w(z(x, t))−
wd︷ ︸︸ ︷
w(zd(x)))
T z(x, t) (2.4.1)
Dans le cas en dimension 1, nous obtenons la disponibilité globale A :
A =
ˆ L
0
a(z(x, t))dx (2.4.2)
2.4.2 Les propriétés de la densité de disponibilité
Le vecteur d’état z est composé de fonctions qui sont des concentrations linéiques, qui ne
sont pas des fonctions homogènes de degré 1. Pour les ramener à des variables homogènes de
degré 1, il faut déﬁnir des extensités inﬁnitésimales. Nous rappelons que si on multiplie les
quantités de matière d’un système par k alors les extensités sont aussi multipliées par k.
Avec les notations déﬁnies au chapitre 1 nous déﬁnissons les extensités inﬁnitésimales
suivantes sur les variables d’état z :
ρzˆdx = zdx = zf (2.4.3)
avec z =
(
h ρA ρB
)
où ρA = ρθA, ρB = ρθB et h = ρAhA+ρBhb. Par exemple la masse
élémentaire dm se ramène par le biais de ρ, la masse linéique totale supposée dans notre cas
constante, à dm = ρdx où dx est l’élément spatial élémentaire. Les quantités globales sur le
réacteur sont obtenues comme :
Z =
ˆ L
0
zdx =
ˆ L
0
zf (2.4.4)
Propriété 2.6. La forme diﬀérentielle af = (wd − w(z))zf est une fonction homogène de
degré 1 par rapport à zf .
af (γzf ) = γaf (zf ) (2.4.5)
Démonstration. Nous avons par hypothèse les propriétés suivantes :
– zf est une fonction homogène de degré 1
– z est une fonction homogène de degré 0
– w est une fonction homogène de degré 0
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En réexprimant l’expression locale de la disponibilité (2.4.1) :
a = (wd − w(z))z (2.4.6)
en formes diﬀérentielles :
af (zf ) = (wd − w(z))zf (2.4.7)
nous obtenons :
af (γzf ) = γaf (zf ) (2.4.8)
Propriété 2.7. [6] Si l’entropie s est strictement concave alors
1. a est strictement convexe
2. a(z) > 0, z = zd
3. a(z) = 0, z = zd
Démonstration. La première propriété découle de la stricte concavité de l’entropie basée sur
l’hypothèse que ρ est constant.
Avec cette hypothèse, nous avons les égalités (1.2.53) et (1.2.54) : ∂S∂H =
∂s
∂h et
∂S
∂Mi
= ∂s∂ρi
qui déﬁnissent bien les variables intensives w.
Nous avons avec la remarque 1.1 du chapitre 1 :
∂a
∂z
= −(w(z)− wd) (2.4.9)
Nous calculons le Hessien de a :
M =
∂2a
∂zi∂zj
=
∂2 − s
∂zi∂zj
(2.4.10)
Par hypothèse, l’entropie est strictement concave donc ∂
2s
∂zi∂zj
< 0
On en déduit facilement la stricte convexité de a :
M =
∂2a
∂zi∂zj
> 0 (2.4.11)
Avec la stricte convexité de a, nous avons l’inégalité ci-dessous :
a(z) >
∂a(z)
∂z
|z=z′(z − z′) + a(z′) ∀z, z′ z = z′ (2.4.12)
Cette inégalité est valide en particulier pour z′ = zd :
a(z) >
∂a(z)
∂z
|z=zd(z − zd) + a(zd) ∀z = zd (2.4.13)
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On en déduit les points 2 et 3 de la propriété :
a(z) > −(w(zd)− wd)(z − zd) + a(zd) = 0 ∀z = zd
a(zd) = 0
(2.4.14)
Propriété 2.8. [6]
Soit la fonction g(z, zd) = −w˜z˜ avec w˜ = w(z) − w(zd) et z˜ = z − zd. Si l’entropie s est
strictement concave alors on a :
1. 0 ≤ a(z) ≤ g(z, zd)
2. w˜ = −Q(z, zd)z˜, où Q(z, zd) est une matrice déﬁnie positive.
Démonstration. Pour le point 1, nous avons déjà montré que a(z) ≥ 0.
Repartons de l’inégalité (2.4.12) :
a(z) ≥ ∂a(z)
∂z
|z=z′(z − z′) + a(z′)∀z′
Cette inégalité reste vraie pour z = zd :
0 = a(zd) ≥ ∂a(z)
∂z
|z=z′(zd − z′) + a(z′)∀z′
Cette inégalité peut se réécrire comme
0 ≥
−g(z′,zd)︷ ︸︸ ︷
−(w(z′)− wd)(zd − z′)+a(z′)∀z′
On obtient alors le résultat :
0 ≥ a(z′) ≥ g(z′, zd)∀z′ (2.4.15)
Pour le point 2, nous utilisons le lemme suivant :
Lemme 1. [30] (page 71-72)
Soit une fonction f continûment diﬀérentiable sur un ouvert D ⊂ Rn. Alors pour x ∈ D
et pour toute perturbation non nulle p ∈ Rn on a :
f(x+ p) = f(x) +
1ˆ
0
∇f(x+ τp)T p dτ (2.4.16)
où ∇f(x+ τp) = [ ∂f∂x1 (x+ τp), · · · · · · ,
∂f
∂xn
(x+ τp)]T
Si nous considérons que f = ∂a∂z = −(w − wd), p = −(z − zd), x = z, nous avons donc
l’expression :
0 = −ω(zd) + ωd = −ω(z) + ωd +
⎡⎣ 1ˆ
0
∇ω(z − τ(z − zd))T dτ
⎤⎦ (z − zd) (2.4.17)
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On en déduit à partir de la relation (2.4.11)
w(z)− w(zd) = −[
ˆ 1
0
M(z − τ(z − zd))dτ ](z − zd) (2.4.18)
Posons Q = [
´ 1
0 M(z − τ(z − zd))dτ ]. Comme M est déﬁnie positive grâce à la convexité
de a, Q est déﬁnie positive. Il existe donc une injection entre w˜ et z˜.
Propriété 2.9. [6]
La disponibilité locale a(z) vériﬁe :
0 ≤ q0z˜T z˜ ≤ a(z) ≤ q1z˜T z˜ (2.4.19)
pour deux constantes positives q0 et q1. L’égalité est vériﬁée pour z = zd uniquement.
Démonstration. Nous déﬁnissons deux constantes positives :
q0 =
1
2
inf
0≤τ≤1,||x||=1
xTM(z − τ(z − zd))x
xTx
(2.4.20)
q1 = sup||x||=1
xTQx
xTx
(2.4.21)
Le développement en série de Taylor de a permet d’obtenir a(z) =
=0︷ ︸︸ ︷
a(zd)+
=0︷ ︸︸ ︷
∂a
∂z
|Tz=zd(z −
zd) +
1
2(z − zd)TM(z − τ(z − zd))|z=zd(z − zd) + o((z − zd)3). Nous obtenons donc :
a(z) ≥ q˜0zT z˜ (2.4.22)
puisque a est convexe et qo correspond au point de courbure le plus faible. La borne
supérieure découle de la propriété 2.8 et de la positivité de Q : a(z) ≤ g(z, zd).
On a g(z, zd) = −(w(z)− w(zd))(z − zd) = (z − zd)TQ(z − zd) ≤ q1z˜T z˜
Nous obtenons a ≤ q1z˜T z˜.
2.4.3 Droite singulière en dimension inﬁnie
En dimension ﬁnie, nous avons montré qu’il existe une droite singulière due à la non stricte
concavité de l’entropie. La solution proposée pour rendre l’entropie strictement concave a été
de contraindre une variable extensive à rester constante. Pour les systèmes à paramètres
distribués, il suﬃt de ﬁxer une variable extensive globale. Ces variables correspondent aux
variables d’inventaires ([52]).
Nous proposons de ﬁxer la masse totale dans le réacteur. Nous choisissons de ﬁxer la masse
totale :
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ρA + ρB = ρ (2.4.23)
Avec cette hypothèse, la fonction d’entropie locale devient strictement concave.
2.4.4 La dynamique de la disponibilité
Pour calculer la dérivée temporelle de la disponibilité locale, nous allons utiliser la dérivée
matérielle décrite au chapitre 1 et l’équation de Gibbs en dimension inﬁnie (1.2.30) : DsDt =
wT DzDt .
Avec la notation w˜ = w − wd, nous obtenons :
Da
Dt
=
D
(− s+ wdz)
Dt
= −(wT Dz
Dt
− wTd
Dz
Dt
) + v
∂wd
∂x
T
z (2.4.24)
ou encore :
∂a
∂t
= −w˜T (∂z
∂t
+ v
∂z
∂x
)− v ∂a
∂x
+ v
∂wd
∂x
T
z
= −w˜T ∂z
∂t
+ v
∂w˜
∂x
T
z + v
∂wd
∂x
T
z
= −w˜T ∂z
∂t
+ v
∂w
∂x
T
z (2.4.25)
On a vériﬁé au chapitre 1 que le terme convectif v ∂w∂x
T
z est nul (cf.(1.2.56)). La dérivée
temporelle de la fonction de la disponibilité devient :
∂a
∂t
= −w˜T ∂z
∂t
(2.4.26)
Pour la dérivée temporelle de la disponibilité globale nous obtenons :
dA(t)
dt
=
ˆ L
0
∂a
∂t
dx =
ˆ L
0
−w˜T ∂z
∂t
dx (2.4.27)
En reprenant la formulation compacte du modèle de réacteur tubulaire (1.5.6) que nous
rappelons :
∂z
∂t
= − ∂
∂x
F +R+ gq
Nous obtenons :
dA(t)
dt
= −
ˆ L
0
w˜T (R+ gq)dx+
ˆ L
0
w˜T
∂F
∂x
dx (2.4.28)
Remarque 2.2. Nous avons aussi
∂a
∂t
= −w˜T ∂z˜
∂t
(2.4.29)
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avec ∂zd∂t = − ∂∂xF |d +R|d + gq|d = 0 où F |d = F |zd , R|d = R|zd , q|d = q|zd .
De même que
dA(t)
dt
= −
ˆ L
0
w˜T (R˜+ gq˜)dx+
ˆ L
0
w˜T
∂F˜
∂x
dx (2.4.30)
avec F˜ = F − F |d, R˜ = R−R|d, q˜ = q|d − q.
2.4.5 Utilisation de la disponibilité pour étudier la passivité en boucle
ouverte
Dans cette sous-section, nous utilisons la fonction de la disponibilité pour étudier la pas-
sivité en boucle ouverte pour le réacteur tubulaire. Ces résultats ont été montrés dans [6, 70]
dans le cas de lois constitutives linéaires pour les phénomènes sans convection puis généralisés
pour des lois non linéaires.
Nous rappelons la notion de la passivité :
Déﬁnition 2.5. [80, 81] Un système avec une entrée u ∈ Rm et une sortie y ∈ Rm est dit
passif s’il existe une fonction non négative W (z) qui, le long des trajectoires du système, vériﬁe
la relation suivante :
dW
dt
(z) = uT y − d(z)
où u et y sont, respectivement, l’entrée et la sortie du système et d(z) ≥ 0 ∀z est un terme
représentant la dissipation. Si d(z) > 0 le système est dit strictement passif
A partir de la dynamique de la disponibilité globale (2.4.30), nous faisons l’intégration par
partie du terme des ﬂux F˜ :
dA
dt
= −
ˆ L
0
w˜(−∂F˜
∂x
+ R˜+ gq˜)dx
= [w˜T F˜ ]L0 −
ˆ L
0
(
∂w˜
∂x
T
F˜ )dx−
ˆ L
0
w˜T (R˜+ gq˜)dx (2.4.31)
Remarque 2.3. F˜ est composé des ﬂux de convection F˜conv = Fconv −Fconv|d = v(z− zd) et
des ﬂux de dispersion F˜d = Fd − Fd|d.
Nous allons par la suite examiner le cas sans convection
2.4.5.1 Cas linéaire et sans convection
Dans [70], les auteurs examinent le cas sans convection avec des lois constitutives linéaires
de la forme :
F = L
∂w
∂x
R = Kw (2.4.32)
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où L et K sont symétriques déﬁnies non-négatives.
Ces lois constitutives sont basées sur la thermodynamique irréversible linéaire [29, 35]. Les
ﬂux pour la dispersion sont des fonctions linéaires des forces thermodynamiques X = ∂w∂x .
Aﬁn d’assurer la positivité des termes de production irréversible d’entropie qui seront
de la forme ∂w∂x
T
L∂w∂x pour la dispersion et de la forme w
tKw pour la réaction, les matrices
symétriques L et K doivent être déﬁnies non-négatives.
Proposition 2. [70] Sous l’hypothèse que la matrice L est déﬁnie positive le système sans
convection
∂z˜
∂t
= − ∂
∂x
F˜ + R˜+ gq˜
avec les lois linéaires (2.4.32) est strictement passif :
dA
dt
≤ [F˜ T w˜]L0 −
ˆ L
0
w˜T gq˜ − α0
ˆ L
0
(
∂w˜
∂x
T ∂w˜
∂x
)dx (2.4.33)
avec la constante positive α0 (qui est la plus petite valeur propre de L).
Démonstration. Avec les relations (2.4.32), la dynamique de la disponibilité devient :
dA
dt
= [F˜ T w˜]L0 −
ˆ L
0
gq˜dx−
ˆ L
0
(
∂w˜
∂x
T
L
∂w˜
∂x
+ w˜TKw˜)dx (2.4.34)
Avec l’hypothèse que L est déﬁnie positive nous avons ∂w˜∂x
T
L∂w˜∂x ≥ α0 ∂w˜∂x
T ∂w˜
∂x avec α0 la
plus petite valeur propre de L. Nous avons aussi w˜TKw˜ ≥ 0.
Remarque 2.4. Un objectif de commande sera de choisir les variables de commande à la
frontière et la commande distribuée q de telle sorte :
[F˜ T w˜]L0 −
ˆ L
0
w˜gq˜dx ≤ 0 (2.4.35)
2.4.5.2 Cas linéaire avec convection
A notre connaissance, ce cas n’a pas été étudié dans la littérature. On a
dA
dt
= [w˜T F˜ ]L0 −
ˆ L
0
(
∂w˜
∂x
T
F˜d)dx−
ˆ L
0
(
∂w˜
∂x
T
F˜conv)dx−
ˆ L
0
w˜T (R˜+ gq˜)dx(2.4.36)
Si on examine en particulier le terme concernant la convection, on a avec la relation de Gibbs
Duhem (1.2.55) :
ˆ L
0
(
∂w˜
∂x
T
F˜conv)dx =
ˆ L
0
(
∂w˜
∂x
T
v(z − zd))dx (2.4.37)
=
ˆ L
0
v(−∂wd
∂x
T
z − ∂w
∂x
T
zd)dx
Ce terme n’a pas de signe déﬁni.
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Proposition 3. Sous les hypothèses :
1. w˜, z˜ ∈ H1([0, 1],R3) l’espace de Sobolev des fonctions faiblement dérivables
2. La matrice L est déﬁnie positive avec ∂w˜∂x
T
L∂w˜∂x ≥ α0 ∂w˜∂x
T ∂w˜
∂x
3. w˜(z(t, 0)) = 0
le système avec convection
∂z˜
∂t
= − ∂
∂x
F˜ + R˜+ gq˜
avec les lois linéaires (2.4.32) est strictement passif si v < α02ν0 où ν0 = sup||x||=1
xTQ−1x
xT x
.
Démonstration. Reprenons à partir du terme de convection de l’équation (2.4.36) :
−
ˆ L
0
(
∂w˜
∂x
T
F˜conv)dx = −
ˆ L
0
v
∂w˜
∂x
T
z˜dx
Avec la propriété 2.8, w˜ = −Qz˜ avec Q est une matrice déﬁnie positive. Nous pouvons
écrire
−
ˆ L
0
(
∂w˜
∂x
T
F˜conv)dx =
ˆ L
0
v
∂w˜
∂x
T
Q−1w˜dx (2.4.38)
Avec l’inégalité de Cauchy Schwartz, nous obtenons :∣∣∣∣− ˆ L
0
(
∂w˜
∂x
T
F˜conv)dx
∣∣∣∣ ≤ v ∥∥∥∥Q−1T ∂w˜∂x
∥∥∥∥
L2[0,1]
‖w˜‖L2[0,1] (2.4.39)
où ‖f(x)‖2L2[0,1] =
´ 1
0 f
T fdx.
Avec l’inégalité de Poincaré-Friedrichs [74] nous pouvons borner ‖w˜‖L2[0,1] par :
‖w˜‖L2[0,1] ≤ 2
(
w˜(0)T w˜(0) + ‖∂w˜
∂x
‖L2[0,1]
)
(2.4.40)
Avec l’hypothèse que les conditions frontières soient telles que w˜(z(t, 0)) = 0, nous obte-
nons :
−
ˆ L
0
(
∂w˜
∂x
T
F˜conv)dx ≤ 2vν0
∥∥∥∥∂w˜∂x
∥∥∥∥2
L2[0,1]
(2.4.41)
avec ν0 = sup||x||=1
xTQ−1x
xT x
.
Il s’ensuit que
∂A
∂t
≤ [F˜ T w˜]L0 −
ˆ L
0
w˜T gq˜ − α0
ˆ L
0
(
∂w˜
∂x
T ∂w˜
∂x
)dx+ 2vν0
ˆ L
0
(
∂w˜
∂x
T ∂w˜
∂x
)dx (2.4.42)
2.4.6 Illustration de la disponibilité en boucle ouverte
Nous traçons avec les conditions opératoires décrites dans la section précédente la disponi-
bilité locale avec diﬀérentes valeurs numériques de vitesse de convection v. Elle est tracée avec
zd correspondant au proﬁl d’équilibre à vitesse v donnée. Les ﬁgures 2.4.1 et 2.4.2 montrent
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l’évolution temporelle de la disponibilité locale a pour v = 0.01, 0.005, 0.003, 0.001 à diﬀérentes
coordonnées spatiales x.
Comme attendu toutes les courbes locales convergent vers 0, ce qui montre que les cinq
systèmes convergent vers leurs proﬁls d’équilibre respectifs.
Nous constatons que pour certaines vitesses de convection v = 0.01, 0.005, 0.003, que la
disponibilité ne convergent pas uniformément. Plus la vitesse de convection est grande, plus
l’amplitude des rebonds est importante. Le point d’amplitude maximale du rebond corres-
pond à la coordonnée spatiale où la réaction chimique a le plus d’intensité. Par ailleurs nous
remarquons que les valeurs numériques de a sont les plus grandes pour v = 0.03 ; c’est à cette
vitesse que la réaction est la plus active. Pour des vitesses très lentes ou très rapides ce rebond
est inexistant et correspond dans les deux cas à une réaction chimique faible avec des valeurs
numériques de a relativement faible.
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Figure 2.4.1 – La disponibilité locale avec v = 0.01m/s et v = 0.005m/s
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Figure 2.4.2 – La disponibilité locale avec v = 0.003m/s et v = 0.001m/s
La ﬁgure 2.4.3 montre l’évolution temporelle de la disponibilité globale à diﬀérentes vitesse
de convection. Le rebond est encore présent. Par ailleurs nous avons tracé en Figure 2.4.4 la
disponibilité globale dans le cas sans convection. Les conditions aux frontières pour ce cas sont
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Figure 2.4.3 – La disponibilité globale à diﬀérentes vitesses de convection
données en annexe. Nous notons bien l’absence de rebond alors que la réaction est active.
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Figure 2.4.4 – La disponibilité globale sans convection
2.5 La fonction de disponibilité réduite en dimension ﬁnie
Dans [47] dans le cas d’un mélange idéal à pression constante, les auteurs ont proposé
de décomposer la fonction de disponibilité en vision entropique en deux contributions : la
première correspond à la contribution thermique Ar(Z) et la seconde à la contribution due
au mélange Am(Z).
A(Z) = Ar(Z) +Am(Z) avec ZT =
(
HNANB
)
(2.5.1)
Ils ont alors utilisé la fonction Ar comme fonction de Lyapunov candidate pour la synthèse
de commande stabilisante d’un RPAC. Nous donnons par la suite le nom de disponibilité
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réduite à ce terme. Dans cette section, nous allons rappeler la déﬁnition de Ar dans le cas
d’un mélange idéal et nous donnerons ses principales propriétés ainsi que celle de Am.
Déﬁnition 2.6. La disponibilité réduite en vision entropique Ar est déﬁnie par :
Ar(Z) = −w˜rTZ (2.5.2)
Le vecteur w˜r est déﬁnie comme w˜r = wr − wrd où wr =
(
wH =
1
T wrA wrB
)T
et wrd =
wr(Zd) avec
wri = −cpi +
1
T
(cpiTref − hiref ) + cpi ln(
T
Tref
) + siref (2.5.3)
pour i = A,B.
Remarque 2.5. Les variables intensives réduites wrA et wrB sont déduites à partir de l’ex-
pression des potentiels chimiques à pression constante (avec P = Pref ) dans un mélange
idéal :
μi = μi0(T ) +RTln(xi) (2.5.4)
avec
μi0 = cpi(T − Tref ) + hiref − cpiT ln(
T
Tref
)− Tsiref (2.5.5)
où xi est la fraction molaire du constituant i, l’indice ref correspond à l’état thermodynamique
de référence [29] et cpi correspond à la capacité caloriﬁque de l’espèce i.
Nous avons :
− μi
T
=
wri︷ ︸︸ ︷
−μi0
T
−Rln(xi) (2.5.6)
Nous obtenons ainsi :
w˜r =
⎛⎜⎜⎝
1
T − 1Td
( 1T − 1Td )(cpATref − hAref ) + cpA ln( TTd )
( 1T − 1Td )(cpBTref − hBref ) + cpB ln( TTd )
⎞⎟⎟⎠ (2.5.7)
2.5.1 Propriétés
Propriété 2.10. [47, 17]
1. Sous l’hypothèse que le nombre total de moles est diﬀérent de 0, la disponibilité réduite
Ar est positive et s’annule sur le sous espace déﬁni par : H + NA(cpATref − hAref −
cpATd) +NB(cpBTref − hBref − cpBTd) = 0.
2. Ar est convexe.
Démonstration. A partir de l’expression (2.5.2) de Ar et de (2.5.7), avec l’enthalpie totale
H =
∑n
1 hiNi hi = cpi(T − Tref ) + hiref , la disponibilité réduite Ar s’écrit :
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Ar = −( 1
T
− 1
Td
)
n∑
1
[cpi(T − Tref ) + hiref ]Ni
−
n∑
1
(
(
1
T
− 1
Td
)(cpiTref − hiref ) + cpi ln(
T
Td
)
)
Ni
Nous en déduisons l’expression suivante :
Ar = −(1− T
Td
+ ln(
T
Td
))Cp (2.5.8)
avec la capacité caloriﬁque totale Cp = cpANA + cpBNB
– Le nombre de moles par espèce est positif et la capacité caloriﬁque molaire d’une phase
homogène est toujours positive [72]. Ainsi la capacité caloriﬁque totale Cp est aussi
positive avec l’hypothèse que le nombre de moles total est diﬀérent de 0.
– La fonction η(y) = −(1−y+ln(y)) où y = TTd est positive dans l’intervalle T > 0, Td > 0.
Nous en concluons que la fonction de la disponibilité Ar est positive.
Remarque 2.6. Par ailleurs nous avons que η est déﬁnie positive par rapport à T avec un
minimum à 0 pour T = Td. Ar est donc convexe par rapport à T .
Nous rappelons l’expression de la température T en fonction des variables d’état :
T =
H −NA(hAref − cpATref )−NB(hBref − cpBTref )
cpANA + cpBNB
(2.5.9)
La disponibilité réduite s’annule pour T = Td :
Td =
H −NA(hAref − cpATref )−NB(hBref − cpBTref )
cpANA + cpBNB
(2.5.10)
Nous en déduisons que la disponibilité s’annule sur un sous espace de l’espace d’état
satisfaisant (2.5.11) :
H +NA(cpATref − hAref − cpATd) +NB(cpBTref − hBref − cpBTd) = 0 (2.5.11)
Pour montrer que Ar est convexe par rapport à Z, nous calculons le hessien de Ar : Hes.
Si le hessien Hes est déﬁni positif alors la disponibilité réduite sera convexe.
Posons βA = (hAref − cpATref ), βB = (hBref − cpBTref ) et γ = βAcpB − βBcpA .
A partir de l’expression de Ar suivante :
Ar = −(1−
H−NAβA−NBβB
cpANA+cpBNB
Td
+ ln(
H−NAβA−NBβB
cpANA+cpBNB
Td
))
(
cpANA + cpBNB
)
(2.5.12)
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Nous obtenons :
Hes =
1
(H −NAβA −NBβB)2
⎛⎜⎜⎝
Cp −(HcpA +NBγ) −(HcpB +NAγ)
−(HcpA +NBγ) (HcpA+NBγ)
2
Cp
(HcpA+NBγ)(HcpB+NAγ)
Cp
−(HcpB +NAγ) (HcpA+NBγ)(HcpB+NAγ)Cp
(HcpB+NAγ)
2
Cp
⎞⎟⎟⎠
(2.5.13)
Par calcul, le hessien a deux valeurs propres nulles et la valeur propre suivante :
C2p + (hcpA +NBγ)
2 + (hcpB +NAγ)
2
Cp(NAβA +NBβB − h)2 (2.5.14)
Il est facile de vériﬁer que la troisième valeur propre est positive, ainsi nous concluons
que la fonction de la disponibilité réduite Ar est convexe mais pas strictement convexe par
rapport à Z car nous avons deux valeurs propres nulles. La direction de convexité correspond
à la température.
La partie matérielle de la fonction de la disponibilité Am est déﬁnie :
Am = −w˜mTZ (2.5.15)
Avec wmT =
(
0 −Rln(xA) −Rln(xB)
)
Propriété 2.11. [47][17] Am possède les propriétés suivante :
1. Am est une fonction convexe.
2. Am est une fonction homogène de degré 1 par rapport à N.
3. Sous l’hypothèse que le nombre total de moles est diﬀérent de 0, Am est positive.
Démonstration. A partir de (2.5.15) nous avons :
Am = R
∑
i=A,B
ln(
NiNTd
NidNT
)Ni (2.5.16)
ou encore :
Am =
ϑ︷ ︸︸ ︷
R
∑
i=A,B
ln(
Ni
NT
)Ni−R
∑
i=A,B
ln(
Nid
NTd
)Ni (2.5.17)
où NT = NTd = NA +NB est le nombre de moles total.
Nous calculons le hessien de Am par rapport à Z :
HAm =
⎛⎜⎜⎝
∂2Am
∂H2
= 0 ∂
2Am
∂H∂NA
= 0 ∂
2Am
∂H∂NB
= 0
∂2Am
∂NA∂H
= 0 ∂
2Am
∂N2A
= NBRNA(NA+NB)
∂2Am
∂NA∂NB
= − RNA+NB
∂2Am
∂NB∂H
= 0 ∂
2Am
∂NB∂NA
= − RNA+NB
∂2Am
∂N2B
= NARNB(NA+NB)
⎞⎟⎟⎠ (2.5.18)
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Par calcul, le hessien a deux valeurs propres nulles et une valeur propre égale à R(N
2
A+N
2
B)
NANB(NA+NB)
.
Il est évident que le troisième valeur propre est déﬁnie positive donc le hessien est semi déﬁni
positif. Ainsi Am est convexe par rapport à Z mais pas strictement convexe.
Nous considérons
ϑ = R
∑
i=A,B
ln(
Ni
NT
)Ni (2.5.19)
Pour montrer que Am est une fonction homogène de degré 1 par rapport à N il suﬃt de
montrer qu’on peut écrire que
Am =
∂Am
∂N
T
N, NT =
(
NA NB
)
(2.5.20)
Pour cela nous calculons ∂Am∂N ou plus simplement
∂ϑ
∂Ni
car le second terme est linéaire en
Ni :
∂ϑ
∂Ni
= Rln(
Ni
NT
) (2.5.21)
Il s’ensuit que l’on peut écrire Am sous la forme (2.5.20) et donc Am est une fonction
homogène de degré 1 par rapport à N .
Am est la distance D entre le plan tangent de la fonction ϑ passant par Nd et ϑ. Cette
distance s’écrit :
D = ϑ− ( ∂ϑ
∂N
|N=Nd(N −Nd) + ϑ) ≥ 0 (2.5.22)
et donc nous obtenons de par la convexité de la fonction ϑ :
Am = D = ϑ− ∂ϑ
∂N
|N=NdN ≥ 0 (2.5.23)
2.6 La fonction de disponibilité réduite en dimension inﬁnie
Pour l’analyse de commande des systèmes à paramètres distribués, nous développons la
notion de la disponibilité réduite en dimension inﬁnie.
2.6.1 Formulation locale de la disponibilité réduite
En dimension inﬁnie, les variables locales sont des densités. Ainsi la fonction locale de la
disponibilité réduite s’écrit :
ar(z(x, t)) = −(wr(x, t)− wrd(x))T z(x, t) (2.6.1)
On déﬁnit pour la fonction de la disponibilité réduite :
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Ar =
ˆ L
0
ardx =
ˆ L
0
arf (2.6.2)
où arf = ardx
Et nous avons la forme diﬀérentielle :
arf = −(wr(x, t)− wrd(x))T zf (2.6.3)
2.6.2 Propriété
Propriété 2.12. La forme diﬀérentielle arf est une fonction homogène de degré 1 par rapport
à z
arf (γz, γzd) = γarf (z, zd) (2.6.4)
La démonstration de cette propriété est identique pour la homogénéité de fonction de la
disponibilité originale (cf propriété 2.6).
Propriété 2.13. La fonction de la disponibilité réduite locale ar
1. Dans la cas où ρ est diﬀérent de 0, ar est positive.
2. S’annule sur le sous espace déﬁni par :
T = Td ⇔ h+ (cpA(Tref − Td)− hAref )ρA + (cpB (Tref − Td)− hBref )ρB = 0
3. ar est convexe.
La démonstration de cette propriété est identique à celle de la propriété 2.10.
2.6.3 La dynamique de la disponibilité réduite locale et globale
La fonction de la disponibilité réduite globale est obtenue en intégrant la forme locale,
soit :
Ar(t) =
ˆ L
0
ardx =
ˆ L
0
−w˜r(x, t)T z(x, t)dx (2.6.5)
Proposition 4. La dérivée temporelle de la fonction de la disponibilité réduite est donnée
par :
∂ar
∂t
= −w˜Tr
∂z
∂t
(2.6.6)
Démonstration. La fonction de la disponibilité réduite est déﬁnie :
ar = −w˜Tr z (2.6.7)
en appliquant la dérivée matérielle, nous avons donc :
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Dar
Dt
= −w˜Tr
Dz
Dt
− Dw˜r
Dt
T
z
= −w˜Tr
Dz
Dt
−
((Dwr
Dt
)T
z −
(∂wrd
∂t
)T
z − v
(∂wrd
∂x
)T
z
)
= −w˜Tr
Dz
Dt
+ v
(∂wrd
∂x
)T
z −
(Dwr
Dt
)T
z (2.6.8)
Par déﬁnition, nous avons w = wr + wm avec wm =
(
0 wmA wmB
)T
. La relation du
Gibbs-Duhem donne :
Dw
Dt
T
z =
Dwr
Dt
T
z +
Dwm
Dt
T
z = 0 (2.6.9)
La partie matérielle s’écrit wmi = −Rln(θi)
Dwr
Dt
T
z = −Dwm
Dt
T
z
= −
(∂wm
∂t
)T
z − v
(∂wm
∂x
)T
z
= R
1
θA
∂θA
∂t
ρθA +R
1
θB
∂θB
∂t
ρθB − v
(∂wm
∂x
)T
z
= R(
∂θA
∂t
+
∂θB
∂t
)− v
(∂wm
∂x
)T
z
= −v
(∂wm
∂x
)T
z (2.6.10)
Comme DwrDt z = 0, nous avons :
Dar
Dt
= −w˜Tr
Dz
Dt
+ v
(∂wrd
∂x
)T
z −
(Dwr
Dt
)T
z
Dar
Dt
= −w˜Tr
Dz
Dt
+ v
(∂wrd
∂x
)T
z + v
(∂wm
∂x
)T
z
∂ar
∂t
= −w˜Tr
Dz
Dt
+ v
(∂wrd
∂x
)T
z + v
(∂wm
∂x
)T
z − v
(∂ar
∂x
)T
z
= −w˜Tr
Dz
Dt
+ v
(∂wrd
∂x
)T
z + v
(∂wm
∂x
)T
z + v
(∂w˜r
∂x
)T
z + vw˜r
∂z
∂x
= −w˜Tr
∂z
∂t
+ v
(∂wrd
∂x
)T
z + v
(∂wm
∂x
)T
z + v
(∂w˜r
∂x
)T
z
= −w˜Tr
∂z
∂t
+ v
(∂w
∂x
)T
z (2.6.11)
Nous avons démontré au chapitre 1 que v
(
∂w
∂x
)T
z = 0, donc ∂ar∂t = −w˜Tr ∂z∂t
Avec la dynamique du système ∂z∂t = − ∂∂xF+R+gq (1.5.6), nous avons donc la dynamique
de la disponibilité réduite globale suivante :
dAr(t)
dt
= −
ˆ L
0
w˜r
T (R+ gq)dx+
ˆ L
0
w˜r
T ∂F
∂x
dx (2.6.12)
58 2. DISPONIBILITÉ
2.6.4 Illustration de la disponibilité réduite locale en boucle ouverte
Nous traçons avec les conditions opératoires décrites dans la section précédente la dispo-
nibilité réduite locale avec diﬀérentes valeurs numériques de vitesse de convection v. Elle est
tracée avec zd correspondant au proﬁl d’équilibre relatif à v. Les ﬁgures 2.6.1 et 2.6.2 montrent
l’évolution temporelle de la disponibilité réduite locale ar pour v = 0.01, 0.005, 0.003, 0.001 à
diﬀérentes coordonnées spatiales x.
Comme attendu toutes les courbes locales convergent vers 0, ce qui montre que dans tous
les cas le système converge vers son proﬁl d’équilibre.
Les résultats obtenus sont très semblables aux résultats de simulation de la disponibilité
thermodynamique avec cependant des valeurs beaucoup plus faibles.
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Figure 2.6.1 – La disponibilité réduite locale avec v = 0.01m/s et v = 0.005m/s
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Figure 2.6.2 – La disponibilité réduite locale avec v = 0.003m/s et v = 0.001m/s
Les ﬁgures (2.6.3) et (2.6.4) montrent en même temps l’évolution temporelle de la dispo-
nibilité a, de la disponibilité réduite ar et de la partie matérielle am à la coordonnée x = 0.5m
pour v = 0.01, 0.005, 0.003, 0.001 .
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Figure 2.6.3 – La disponibilité réduite locale avec v = 0.01m/s et v = 0.005m/s
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Figure 2.6.4 – La disponibilité réduite locale avec v = 0.003m/s et v = 0.001m/s
2.7 Conclusion
Dans ce chapitre, nous avons donné les principales propriétés des fonctions de disponibilité
et de disponibilité réduite en dimension ﬁnie et inﬁnie et inﬁnie. Ces deux fonctions seront
utilisées dans le chapitre suivant pour la synthèse de loi de commande stabilisante du réacteur
tubulaire.
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Chapitre 3
Commande stabilisante distribuée du
réacteur tubulaire
3.1 Mes contributions
La contribution principale dans ce chapitre est la synthèse de cinq lois de commande non
linéaires distribuées permettant de stabiliser le réacteur tubulaire vers un proﬁl d’équilibre
désiré. Nous avons considéré pour cela la température de la double enveloppe comme entrée
de commande eﬀective du système. La synthèse de ces lois de commande est basée sur une
approche thermodynamique à partir d’un modèle en vision entropique. Plus précisément, nous
utilisons la disponibilité thermodynamique et la disponibilité réduite, déﬁnies à partir de la
fonction d’entropie comme une fonction de Lyapunov candidate pour la synthèse des lois de
commandes (voir chapitre 2).
Nous allons aussi montrer que ces lois de commande permettent de rejeter certaines pertur-
bations sur le système. Cette propriété sera illustrée pour une perturbation sur la température
d’entrée du réacteur.
L’approche adoptée ici pour la synthèse des diﬀérentes lois de commande est une extension
des travaux de Hoang et al. [44, 47], où les auteurs ont utilisé la disponibilité thermodynamique
et la disponibilité réduite en dimension ﬁnie pour la stabilisation d’un RPAC.
Nous présentons aussi dans ce chapitre une application d’une commande quasi-distribuée
(uniforme par morceau) le long du réacteur, donnée comme une moyennisation de commandes
distribuées. Enﬁn nous proposons une loi de commande stabilisante uniforme le long du réac-
teur en utilisant la disponibilité réduite comme fonction de Lyapunov.
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3.2 Bibliographie sur la commande des réacteurs et position du
problème
Le réacteur tubulaire étant un système à paramètres distribués, modélisé par des équa-
tions aux dérivées partielles. Nous distinguons deux familles d’approches adoptées pour la
stabilisation du réacteur. La première est l’approche basée sur un modèle de dimension ﬁnie
issu de la discrétisation des équations aux dérivées partielles. La deuxième approche est celle
basée sur le modèle en dimension inﬁnie du réacteur tubulaire. Dans la suite nous présenterons
pour les deux familles d’approche un certain nombre de travaux de recherche concernant la
commande du réacteur tubulaire. Nous commencerons cette section bibliographique par un
aperçu des travaux concernant la commande du Réacteur Parfaitement Agité Continu.
3.2.1 Commande du RPAC : bibliographie
Le modèle du RPAC est donné par les équations des diﬀérents bilans de masse pour les
espèces considérés ainsi que le bilan d’énergie. Certaines hypothèses sont souvent rajoutées au
modèle telles que l’enthalpie de réaction ou la capacité caloriﬁque totale supposées constantes.
D’un point de vue commande, on trouve dans la littérature plusieurs travaux traitant le
problème de stabilisation du réacteur en utilisant soit des approches linéaires [13, 8, 9, 10] ou
non linéaires. Dans ces dernières nous pouvons retrouver des approches de commande basées
sur des fonctions de Lyapunov [11, 47], des approches de commande par retour d’état non
linéaire couplée avec un observateur [51], des approches basées sur la passivité [69, 45, 68] ou
des approches basées sur les techniques de modelage de puissance [37].
Notamment dans [47], la fonction de disponibilité thermodynamique a été utilisée comme
fonction de Lyapunov candidate pour la stabilisation du réacteur.
3.2.2 Commande du Réacteur tubulaire : bibliographie
Nous retrouvons dans la littérature beaucoup de travaux de recherche traitant de la com-
mande du réacteur chimique tubulaire. Dans cette sous-section, nous allons présenter une
classiﬁcation des diﬀérentes stratégies de commandes synthétisées selon le problème de com-
mande considéré, les méthodes de synthèse mais aussi les modèles utilisés dans la synthèse.
3.2.2.1 Classiﬁcation des problèmes du commandes
Les problèmes de commande formulés pour le réacteur tubulaire peuvent être caractérisés
par le choix des variables de commande (actionnement du système) ainsi que les variables
ou grandeurs commandées. D’un point de vue des variables de commande nous distinguons
principalement la commande distribuée et les commandes aux frontières du réacteur.
Dans le cas de la commande distribuée, la température de la double enveloppe est souvent
considérée comme entrée de commande eﬀective du système. Cette entrée de commande distri-
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buée permet de commander le ﬂux de chaleur échangé entre le réacteur et le ﬂuide calo-porteur
de la double enveloppe. Bien que le caractère distribué de cet actionnement du système reste
loin d’être réalisable en pratique, il est souvent choisi pour la commande du réacteur [83].
Concernant la commande frontière, les entrées de commande sont multiples et parmi ces
possibilités nous pouvons citer les débits d’alimentation des espèces chimiques, leur concen-
tration d’alimentation, mais aussi leur température d’admission dans le réacteur [33, 34, 19,
48, 23].
Les variables commandées sont soit le proﬁl de température et/ou les proﬁls de concentra-
tion des espèces chimiques le long du réacteur. Le proﬁl d’équilibre désiré est souvent choisi
comme étant le proﬁl instable (dans le cas où il existe) car il représente en général un bon
compromis entre rendement de la réaction et une température de réaction pas trop élevée
[43, 42, 23].
3.2.2.2 Classiﬁcation des méthodes de synthèse et des modèles utilisés
Naturellement, nous retrouvons les deux familles de modèles, à savoir les modèles de di-
mension inﬁnie (EDPs) et les modèles de dimension ﬁnie obtenus soit par une simpliﬁcation du
modèle original ou par discrétisation spatiale. Pour les deux familles de modèle, nous pouvons
aussi décliner les classes de modèles non linéaires et les classes de modèles linéaires obtenus
soit par linéarisation ou bien en considérant directement des lois phénoménologiques linéaires.
Dans la suite nous allons présenter quelques travaux pour les deux familles de modèles.
La démarche classique utilisée pour résoudre le problème de commande consiste à discré-
tiser spatialement les équations aux dérivées partielles par une méthode d’approximation aﬁn
d’obtenir un système de dimension ﬁnie représenté par des équations diﬀérentielles ordinaires.
Nous pouvons citer en dimension ﬁnie des travaux obtenus à partir de schémas de discrétisa-
tion tels que les diﬀérences ﬁnies [23], les collocations orthogonales [60] ou la décomposition
orthogonale aux valeurs propres [22, 1]. Nous ajoutons à cela le fait que les lois constitutives
des diﬀérents phénomènes dans le réacteur tubulaire sont fortement non linéaires. Ces non
linéarités, en plus du caractère distribué du système, complexiﬁent le problème de commande.
Nous pouvons citer [39, 2, 83] pour la synthèse de lois de commande linéaires, [23] pour
la commande par Backstepping, [14, 12, 33, 34] pour la commande par retours d’état non
linéaires.
Il existe aussi beaucoup de travaux de recherche qui proposent des lois de commande en
se basant sur le modèle EDPs. Parmi les premiers travaux nous pouvons citer [27] pour la
méthode de placement de pôles du système de dimension inﬁnie et [18] pour une commande de
dimension inﬁnie approchée par un commande de dimension ﬁnie. Pour la commande du réac-
teur tubulaire en utilisant le modèle à paramètres distribués, dans [50] et [49] nous trouvons
la synthèse de lois de commande adaptative basée sur une fonction de Lyapunov proposée
pour le système de dimension inﬁnie et cela pour le cas d’un réacteur piston (convection et
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réaction). Le problème de stabilisation du réacteur tubulaire a aussi été abordé par l’approche
de la commande optimale [3] dans laquelle un modèle linéarisé du réacteur tubulaire à été
utilisé. Dans [66] nous trouvons une approche de commande composée d’un retour d’état non
linéaire couplée avec un observateur synthétisé en dimension inﬁnie.
3.2.3 Commande par inventaires des réacteurs
Le concept de commande des réacteurs par inventaires proposé dans [36] consiste à consi-
dérer des quantités globales (intégrales) extensives (additives) et bornées inférieurement, ap-
pelées inventaires, qui induisent la passivité du système vis à vis d’un certain couple d’entrées-
sorties (qui ne sont pas forcément les entrées-sorties naturelles du système). La stabilisation de
ces inventaires autour d’un point d’équilibre permettent indirectement de stabiliser le système
autour d’un proﬁl d’équilibre. Sous certaines hypothèses d’inversibilité, la commande eﬀective
du système peut être calculée.
3.3 Position du problème de commande
L’objectif de commande que nous considérons ici est la stabilisation d’un réacteur tubulaire
autour d’un proﬁl d’équilibre en utilisant la température de la double enveloppe comme entrée
de commande distribuée. Ce proﬁl d’équilibre est à la fois déﬁni pour la température et pour
les fractions massiques des espèces A et B le long du réacteur. Nous rappelons le modèle du
réacteur tubulaire obtenu dans la vision entropique, donné dans le chapitre 1 :
ρ
∂h
∂t
= −∂F
h
conv
∂x
− ρ∂F
h
cond
∂x
− ∂F
h
dis
∂x
+ q (3.3.1)
ρ
∂θA
∂t
= −∂F
A
conv
∂x
− ∂F
A
dis
∂x
− r (3.3.2)
ρ
∂θB
∂t
= −∂F
B
conv
∂x
− ∂F
B
dis
∂x
+ r (3.3.3)
Cet ensemble d’équations s’écrit sous la forme compacte suivante :
∂z
∂t
= − ∂
∂x
(
F︷ ︸︸ ︷
Fconv + Fd) +R+ gq (3.3.4)
où z =
(
h ρA ρB
)T
est le vecteur d’état formé par les variables extensives corres-
pondant, respectivement, à la densité d’enthalpie et aux concentrations massiques des deux
espèces considérées. F est le vecteur du ﬂux total décomposé en deux parties : F Tconv =(
vh vρA vρB
)
représentant le vecteur du ﬂux de convection et F Td =
(
F hdis + Fcond F
A
dis F
B
dis
)
représentant le ﬂux de dispersion et de dispersion thermique. RT =
(
0 −r r
)
est le vec-
teur de la réaction chimique. g =
(
1 0 0
)T
et q est le ﬂux de chaleur échangé avec l’extérieur
via la double enveloppe.
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A ce modèle nous associons les conditions aux frontières ainsi que le modèle d’interface
déﬁnis dans la section 1.7. Nous rappelons aussi la dynamique de la fonction de disponibilité
le long des trajectoires du système, donnée préalablement dans (2.4.28) :
dA(z)
dt
= −
ˆ L
0
w˜T (R+ gq)dx+
ˆ L
0
w˜T
∂F
∂x
dx (3.3.5)
Avec w˜T = wT − wTd =
(
1
T − 1Td −
μA
T +
μAd
Td
−μBT +
μBd
Td
)
, où Td, μAd et μBd sont, respec-
tivement la température désirée et les potentiels chimiques désirés des espèces A et B. La
dynamique (3.3.5) de la disponibilité peut être aussi réécrite comme suit :
dA(z)
dt
=
ˆ L
0
w˜T (
∂F
∂x
−R)dx−
ˆ L
0
w˜hqdx (3.3.6)
Où nous avons utilisé la relation w˜T g = w˜h = 1T − 1Td .
3.4 Synthèse de commandes stabilisantes utilisant la disponi-
bilité thermodynamique
Nous présentons ici la synthèse de lois de commande stabilisantes pour le modèle du réac-
teur tubulaire en utilisant la disponibilité globale A(z) comme fonction de Lyapunov candi-
date. Nous déclinons deux diﬀérentes lois de commande correspondant à deux choix possibles
de la dynamique aﬀectée à A(z) en boucle fermée en utilisant la température de la double en-
veloppe Tj comme entrée de commande distribuée. Nous noterons dans la suite le proﬁl d’équi-
libre désiré par zd =
(
hd ρAd ρBd
)T
et z˜T = (z − zd)T =
(
h− hd ρA − ρAd ρB − ρBd
)
le vecteur d’erreur de stabilisation :
Proposition 5. Le système (3.3.4) en boucle fermée avec la loi de commande suivante pour
Tj :
Tj1 =
[
w˜T ∂F∂x − w˜TR+ z˜TK(z)z˜
]
Cw˜h
+ T (x) (3.4.1)
est globalement asymptotiquement stable en zd dès que K(z) une matrice symétrique déﬁnie
positive.
Démonstration. En utilisant l’expression de la commande (3.4.1) dans l’équation constitutive
du ﬂux de chaleur q nous obtenons :
q := C(Tj1 − T ) =
[
w˜T ∂F∂x − w˜TR+ z˜TK(z)z˜
]
w˜h
(3.4.2)
En remplaçant l’expression du ﬂux de chaleur q dans la dynamique de la la fonction de
disponibilité (3.3.6) nous obtenons :
66 3. COMMANDE STABILISANTE DISTRIBUÉE DU RÉACTEUR TUBULAIRE
dA(z)
dt
= −
ˆ L
0
z˜TK(z)z˜dx ⇒
⎧⎪⎪⎨⎪⎪⎩
dA(z)
dt < 0 , ∀z = zd
dA(z)
dt = 0 , z = zd
(3.4.3)
En utilisant la propriété 2.7 et la positivité de A(z) nous pouvons écrire, le long de la dyna-
mique en boucle fermée, les relations suivantes :
lim
t→∞
A(z) = 0 ⇒ lim
t→∞
a(z) = 0 ∀x ∈ [0, L]
⇒ lim
t→∞
z = zd. (3.4.4)
Ainsi la fonction A(z) est une fonction de Lyapunov dont la variation est déﬁnie négative le
long des des trajectoires du système en boucle fermée. Elle ne s’annule qu’au proﬁl d’équi-
libre désiré zd. Le système (3.3.4) en boucle fermée avec la loi de commande 3.4.1 est donc
globalement asymptotiquement stable en zd.
Remarque 3.1. La commande (3.4.1) fait apparaître une division par w˜h. Le caractère bien
posé (la convergence à une valeur ﬁnie) reste à démontrer quand w˜h → 0
Proposition 6. Le système (3.3.4) en boucle fermée avec la loi de commande suivante pour
Tj :
Tj2 =
[
w˜T ∂F∂x − w˜TR+K(z)a(z)
]
Cw˜h
+ T (x) (3.4.5)
est globalement asymptotiquement stable en zd avec K(z) une fonction positive de z
Démonstration. En utilisant l’expression de la commande (3.4.5) dans l’équation constitutive
du ﬂux de chaleur q nous obtenons :
q := C(Tj2 − T ) =
[
w˜T ∂F∂x − w˜TR+K(z)a(z)
]
w˜h
(3.4.6)
En remplaçant l’expression du ﬂux de chaleur q dans la dynamique de la la fonction de
disponibilité (3.3.6) nous obtenons :
dA(z)
dt
= −
ˆ L
0
K(z)a(z)dx (3.4.7)
Nous avons par ailleurs dans la propriété 2.7 :⎧⎪⎪⎨⎪⎪⎩
a(z) > 0 , ∀z = zd
a(z) = 0 , z = zd
(3.4.8)
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Nous déduisons que :
dA(z)
dt
= −
ˆ L
0
K(z)a(z)dx ⇒
⎧⎪⎪⎨⎪⎪⎩
dA(z)
dt < 0 , ∀z = zd
dA(z)
dt = 0 , z = zd
(3.4.9)
Le long de la dynamique du système en boucle fermée, nous pouvons écrire comme pour la
proposition (5) ce qui suit :
lim
t→∞
A(z) = 0 ⇒ lim
t→∞
a(z) = 0 ∀x ∈ [0, L]
⇒ lim
t→∞
z = zd. (3.4.10)
La fonction A(z) est donc une fonction de Lyapunov pour le système (3.3.4) en boucle fermée
avec la loi de commande (3.4.5) et le système en boucle fermée est globalement asymptoti-
quement stable en zd.
3.4.1 Résultat de simulation
Nous présentons dans cette section des résultats de simulation concernant les réponses
temporelles du système en boucle fermée avec la loi de commande Tj1 donnée par (3.4.1)
ensuite avec Tj2 donnée par (3.4.5).
Le proﬁl d’équilibre désiré, autour duquel nous voulons stabiliser le système, est celui
correspondant aux conditions opératoires suivantes :
Tj = 370K ∀x ∈ [0, L]
Tin = 330K (3.4.11)
θAin = 1
Le système est initialisé au proﬁl d’équilibre correspondant à Tj = 350K pour tout x ∈ [0, L],
avec les mêmes conditions aux frontières données dans (3.4.11). Pour la loi de commande Tj1 ,
nous proposons les valeurs suivantes pour la matrice K(x, t) :
K(x, t) =
⎛⎜⎜⎝
K1(x, t) 0 0
0 K1(x,t)100 0
0 0 K1(x,t)100
⎞⎟⎟⎠ (3.4.12)
Avec K1(x, t) donné par :
K1(x, t) = min{δexp−x2 + δvt(1− exp−x2 ), δ} (3.4.13)
où v est la vitesse de convection et δ une constante positive.
Remarque 3.2. Ce choix particulier de matrice K s’avère intéressant car, comme nous le
montrerons dans la suite, il permet d’obtenir des amplitudes et des variations de commandes
68 3. COMMANDE STABILISANTE DISTRIBUÉE DU RÉACTEUR TUBULAIRE
admissibles. Il est basé sur l’évolution spatiale de K1(x, t) à partir d’un proﬁl initial par un
déplacement dans le sens de l’écoulement à la même vitesse que le ﬂux de convection. Comme
on l’observe dans sa déﬁnition, ce proﬁl du gain est par déﬁnition saturé à une valeur égale
à δ. Nous avons numériquement vériﬁé que δ doit être inférieur ou égal à 6000. Au-delà de
cette valeur seuil nous avons observé des problèmes numériques.
Nous présentons d’abord les résultats de simulations en utilisant la commande Tj1 donnée
dans 3.4.1 avec δ = 6000. L’évolution temporelle et spatiale de l’erreur entre la température
T à l’intérieur du réacteur et son proﬁl d’équilibre Td ainsi que la fraction massique θB et
son proﬁl d’équilibre θBd en boucle fermée sont présentés dans la ﬁgure 3.4.1. Comme nous
pouvons l’observer, ces erreurs convergent globalement et asymptotiquement vers zéro ce qui
implique la convergence globale et asymptotique des variables d’état z vers le proﬁl d’équilibre
désiré zd.
Figure 3.4.1 – Erreurs de stabilisation pour T et θB en boucle fermée avec la commande Tj1
La ﬁgure 3.4.2 montre l’évolution temporelle et spatiale de la température de la double
enveloppe, qui est l’entrée de commande distribuée du système.
Figure 3.4.2 – La commande Tj1
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Nous remarquons que le système en boucle fermée converge plus vite que le système en
boucle ouverte vers les proﬁls d’équilibre zd (voir ﬁgure (1.8.1) du chapitre 1) . Précisément,
le temps de réponse en boucle fermée est à peu près 100s au lieu de 200s en boucle ouverte.
L’amplitude de la température de la double enveloppe reste très élevée pendant le régime
transitoire.
La ﬁgure 3.4.3 montre l’évolution temporelle et spatiale de la fonction de disponibilité
locale. Nous remarquons qu’elle converge globalement et asymptotiquement vers zéro le long
du réacteur tubulaire. La ﬁgure 3.4.4 présente l’évolution temporelle la fonction disponibilité
globale qui converge asymptotiquement vers zéro.
Figure 3.4.3 – La disponibilité locale en boucle fermée avec la commande Tj1
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Figure 3.4.4 – La disponibilité globale en boucle fermée avec la commande Tj1
La ﬁgure 3.4.5 montre l’évolution temporelle et spatiale du gain K1(x, t).
Nous présentons maintenant les résultats de simulation du système en boucle fermée avec
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Figure 3.4.5 – Le gain K1
le retour d’état Tj2 donné dans la Proposition 6. Nous présenterons cela pour le même scénario
que celui utilisé avec Tj1 (proﬁl initial et proﬁl d’équilibre désiré).
Nous utiliserons pour le gain K la même expression donnée pour K1 dans (3.4.13) avec
δ = 0.08. L’évolution temporelle et spatiale de l’erreur entre la température T à l’intérieur du
réacteur et son proﬁl d’équilibre Td ainsi que la fraction massique θB et son proﬁl de équilibre
θBe en boucle fermée sont présentées dans la ﬁgure(3.4.6). Comme nous pouvons l’observer,
ces erreurs tendent vers zéro ce qui implique la convergence des variables d’état z globalement
et asymptotiquement vers le proﬁl d’équilibre désiré zd.
Figure 3.4.6 – Erreurs de stabilisation pour T et θB en boucle fermée avec la commande Tj2
La ﬁgure 3.4.7 montre l’évolution temporelle et spatiale de la température de la double
enveloppe, qui est l’entrée de commande distribuée du système.
Nous pouvons noter une diminution importante de l’amplitude de la température de la
double enveloppe Tj2 comparativement à celle obtenue avec Tj1 . Par exemple, au début de la
simulation nous constatons que le pic en x = 0.2m, t = 0.1s est approximativement 500K au
lieu de 1500K avec Tj1 .
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Figure 3.4.7 – La commande Tj2
La ﬁgure 3.4.8 montre l’évolution temporelle et spatiale de la fonction de disponibilité
locale. Nous remarquons qu’elle converge asymptotiquement vers zéro le long du réacteur
tubulaire. La ﬁgure 3.4.9 présente l’évolution temporelle de la fonction disponibilité globale,
qui converge asymptotiquement vers zéro.
Figure 3.4.8 – La disponibilité locale en boucle fermée avec la commande Tj2
3.5 Commande stabilisante avec la disponibilité réduite
Dans cette section, nous proposons deux autres lois de commande, toujours sous la forme
d’un retour d’état non-linéaire. Nous utilisons pour cela la fonction de la disponibilité réduite
Ar (2.6.2) introduite dans le chapitre 2 comme fonction de Lyapunov à la place de la fonction
de disponibilité A. Comme nous allons le voir, l’usage de la fonction de disponibilité réduite
nous permettra d’améliorer considérablement les performances en terme de temps de stabili-
sation mais aussi de diminuer l’amplitude et les variations de l’entrée de commande, à savoir
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Figure 3.4.9 – La disponibilité globale avec la commande Tj2
la température de la double enveloppe, durant le régime transitoire. Nous rappelons d’abord
l’expression de la dynamique de Ar le long des trajectoires du système (3.3.4) :
dAr(t)
dt
= −
ˆ L
0
w˜r
T (R+ gq)dx+
ˆ L
0
w˜r
T ∂F
∂x
dx
=
ˆ L
0
w˜r
T (
∂F
∂x
−R)dx−
ˆ L
0
w˜hqdx (3.5.1)
Où nous avons utilisé la relation w˜rT g = w˜h = 1T − 1Td . dans la suite nous considérons
l’hypothèse suivante :
Hypothèse 3.1. Pour une température T (x) à l’équilibre à l’intérieur du réacteur tubulaire
correspond une seule répartition des concentrations ρA,ρB.
Cette hypothèse a pour conséquence de réduire le sous-espace où la disponibilité réduite
locale ar est nulle, sous espace donné dans la propriété 2.13 :
h+ (cpA(Tref − Td)− hAref )ρA + (cpB (Tref − Td)− hBref )ρB = 0 (3.5.2)
au seul point zd = (hd ρAd ρBd).
Nous présenterons dans la suite deux lois de commande sous forme de retour d’état non
linéaire en utilisant Ar comme fonction de Lyapunov candidate.
Proposition 7. Le système (3.3.4) en boucle fermée avec la loi de commande suivante pour
Tj :
Tj3 =
[
w˜r
T ∂F
∂x − w˜rTR+ z˜TK(z)z˜
]
Cw˜h
+ T (x) (3.5.3)
est globalement asymptotiquement stable en zd. Avec K(z) une matrice déﬁnie positive.
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Démonstration. En utilisant l’expression de la commande (3.5.3) dans l’équation constitutive
du ﬂux de chaleur q nous obtenons :
q := C(Tj3 − T ) =
[
w˜r
T ∂F
∂x − w˜rTR+ z˜TK(z)z˜
]
w˜h
(3.5.4)
En remplaçant l’expression du ﬂux de chaleur q dans la dynamique de la fonction disponibilité
réduite (3.5.1) nous obtenons :
dAr(z)
dt
= −
ˆ L
0
z˜TK(z)z˜dx ⇒
⎧⎪⎪⎨⎪⎪⎩
dAr(z)
dt < 0 , ∀z = zd
dAr(z)
dt = 0 , z = zd
(3.5.5)
Donc Ar(z) est une fonction de Lyapunov pour le système en boucle fermée. Nous déduisons
la convergence de Ar vers 0, le long des trajectoires du système en boucle fermée. En tenant
compte de la (semi-)positivité de ar (voir propriété 2.13) nous pouvons écrire que :
lim
t→∞
Ar(z) = 0 ⇒ lim
t→∞
ar(z) = 0 ∀x ∈ [0, L]
⇒ lim
t→∞
T = Td ∀x ∈ [0, L] (3.5.6)
En utilisant l’hypothèse 3.1 nous pouvons conclure sur la convergence en zd.
lim
t→∞
T = Td ∀x ∈ [0, L] ⇒ lim
t→∞
z = zd (3.5.7)
Nous déduisons ainsi que le système (3.3.4) est globalement asymptotiquement stable en
boucle fermée en zd avec le retour d’état non-linéaire (3.5.3).
Proposition 8. Le système (3.3.4) en boucle fermée avec la loi de commande suivante pour
Tj :
Tj4 =
[
w˜r
T ∂F
∂x − w˜rTR+K(z)ar(z)
]
Cw˜h
+ T (x) (3.5.8)
est globalement asymptotiquement stable en zd, avec K(z) une fonction strictement positive
de z. Cette commande est bien posée.
Démonstration. En utilisant l’expression de la commande (3.5.8) dans l’équation constitutive
du ﬂux de chaleur q nous obtenons :
q := C(Tj4 − T ) =
[
w˜r
T ∂F
∂x − w˜rTR+K(z)ar(z)
]
w˜h
(3.5.9)
En remplaçant l’expression du ﬂux de chaleur q dans la dynamique de la fonction disponibilité
réduite (3.5.1), nous obtenons :
dAr(t)
dt
= −
ˆ L
0
K(z)ar(z)dx (3.5.10)
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avec K(z) une fonction strictement positive de z. Nous avons par ailleurs (voir propriété 2.13)⎧⎪⎪⎨⎪⎪⎩
ar(z) < 0 , ∀T = Td
ar(z) = 0 , T = Td
(3.5.11)
Rappelons que T = Td déﬁnit un sous espace en z donné dans la propriété 2.13. Nous déduisons
ainsi :
dAr(z)
dt
= −
ˆ L
0
K(z)ar(z)dx ⇒
⎧⎪⎪⎨⎪⎪⎩
dAr(z)
dt < 0 , ∀T = Td
dAr(z)
dt = 0 , T = Td
(3.5.12)
Donc Ar(z) est une fonction de Lyapunov pour le système en boucle fermée. Nous dédui-
sons la convergence de Ar vers 0, le long des trajectoires du système en boucle fermée. En
tenant compte de la (semi-)positivité de ar (voir propriété 2.13) nous pouvons écrire que :
lim
t→∞
Ar(z) = 0 ⇒ lim
t→∞
ar(z) = 0 ∀x ∈ [0, L]
⇒ lim
t→∞
T = Td ∀x ∈ [0, L] (3.5.13)
En utilisant l’hypothèse 3.1 nous pouvons conclure sur la convergence en zd.
lim
t→∞
T = Td ∀x ∈ [0, L] ⇒ lim
t→∞
z = zd (3.5.14)
Nous concluons que le système (3.3.4) est globalement asymptotiquement stable en boucle
fermée, avec le retour d’état non-linéaire (3.5.8) en zd.
Nous cherchons les expressions (asymptotes) des variables intensives wrA et wrB lorsque
T → Td. Nous pouvons écrire le développement limité du terme ln( TTd ) autours de T = Td :
ln(
T
Td
) = ln(1) +
1
T/Td
|T=Td(
T
Td
− 1) = −Tw˜h (3.5.15)
Nous obtenons donc les expressions suivantes autours de T = Td pour les variables inten-
sives :
w˜rA = w˜h(cpA(Tref − T )− hAref ) = w˜hhA (3.5.16)
w˜rB = w˜h(cpB(Tref − T )− hBref ) = w˜hhB (3.5.17)
En remplaçant l’expression des variables intensives w˜rA et w˜rB autour de T = Td dans l’ex-
pression de la commande q nous trouvons :
q = V T (∂xF −R−Kz) (3.5.18)
avec V T = (1 hA hB). La commande q reste donc bornée lorsque T → Td.
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3.5.1 Résultat de simulation
Nous présentons ici des résultats de simulation pour les deux lois de commandes Tj3 et
Tj4 synthétisées en utilisant la fonction de disponibilité réduite comme fonction de Lyapunov.
Nous utiliserons le même proﬁl d’équilibre initial et celui désiré en boucle fermée ainsi que
les mêmes conditions aux frontières déjà utilisés pour les commandes Tj1 et Tj2. La même
expression pour le gain K sera utilisée dans les deux cas.
Nous présentons d’abord les résultats de simulations en utilisant le retour d’état Tj3 donné
dans la proposition 7 avec K donné par l’expression (3.4.13) où δ = 350. L’évolution tempo-
relle et spatiale de l’erreur entre la température T à l’intérieur du réacteur et son proﬁl d’
équilibre Td ainsi que la fraction massique θB et son proﬁl de équilibre θBd en boucle fermée
sont présentées dans la ﬁgure 3.5.1. Comme nous pouvons l’observer, ces erreurs convergent
asymptotiquement et globalement vers zéro ; cela implique la convergence des variables d’état
z asymptotiquement et globalement vers le proﬁl d’équilibre désiré zd.
Figure 3.5.1 – Erreurs de stabilisation pour T et θB en boucle fermée avec la commande Tj3
Le système converge globalement et asymptotiquement vers le proﬁl d’équilibre en 60s
contre 100s avec Tj1 . La ﬁgure 3.5.2 montre l’évolution temporelle et spatiale de la tempéra-
ture de la double enveloppe. Nous remarquons une diminution des l’amplitude ainsi que des
variations de Tj .
La ﬁgure 3.5.3 montre l’évolution temporelle et spatiale de la fonction de disponibilité
réduite locale. Nous remarquons qu’elle converge globalement et asymptotiquement vers zéro
le long du réacteur tubulaire avec une forte baisse des amplitudes de ar par rapport à celles
obtenues pour a. La ﬁgure 3.5.4 présente l’évolution temporelle de la fonction disponibilité
globale A et celle réduite Ar avec la même lois de commande Tj3. Nous remarquons que Ar
converge plus rapidement vers zéro que A avec aussi une amplitude plus petite par rapport à
celle de A.
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Figure 3.5.2 – La commande Tj3
Figure 3.5.3 – La disponibilité réduite locale ar en boucle fermée avec la commande Tj3
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Figure 3.5.4 – La disponibilité globale A et la disponibilité globale réduite Ar avec la commande Tj3
Nous présentons maintenant des résultats de simulation pour le système en boucle fermée
avec la loi de commande Tj4 donnée dans la proposition 8.
L’évolution temporelle de l’erreur entre la température T à l’intérieur du réacteur et son
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proﬁl d’ équilibre Td ainsi qu’entre la fraction massique θB et son proﬁl de équilibre θBd en
boucle fermée sont présentées dans la ﬁgure 3.5.5 le long du réacteur. Ces erreurs convergent
asymptotiquement vers zéro ce qui implique la convergence des variables d’état z globalement
et asymptotiquement vers le proﬁl d’équilibre désiré zd.
Figure 3.5.5 – Erreurs de stabilisation pour T et θB en boucle fermée avec la commande Tj4
Nous constatons dans les simulations de la ﬁgure 3.5.5 un temps de réponse, approximati-
vement, de 100s. La ﬁgure 3.5.6 montre l’évolution temporelle de la température de la double
enveloppe le long du réacteur. Nous remarquons des amplitudes similaire à celles de Tj3 par
contre avec des variations moins brusques.
La ﬁgure 3.5.7 montre l’évolution temporelle et spatiale de la fonction de disponibilité
réduite locale. Nous remarquons qu’elle converge globalement et asymptotiquement vers zéro
le long du réacteur tubulaire avec une forte baisse des amplitudes de ar par rapport à celles
obtenues pour a. La ﬁgure 3.5.8 présente l’évolution temporelle la fonction disponibilité globale
qui converge asymptotiquement vers zéros.
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Figure 3.5.6 – La commande Tj4
Figure 3.5.7 – La disponibilité réduite locale ar en boucle fermée avec la commande Tj4
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Figure 3.5.8 – La disponibilité globale A et disponibilité globale réduite Ar avec la commande Tj4
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3.6 Rejet de perturbation
Nous présentons dans cette section quelques résultats de simulation des précédentes lois de
commandes en présence de perturbations. Nous considérons notamment une perturbation sur
la température à l’entrée du réacteur à savoir Tin. A la place d’une température Tin = 330K
nous appliquerons Tin = (330 + 1)K.
Nous commençons d’abord par montrer l’eﬀet de cette perturbation sur le proﬁl d’équilibre
en température. La ﬁgure 3.6.1 montre cet eﬀet par une erreur entre le proﬁl d’équilibre avec
et sans perturbation à t = 5000s de la simulation en boucle ouverte.
Maintenant, en appliquant l’un des quatre retours d’état synthétisés précédemment(par
exemple Tj3 dans le cas présenté ici), nous allons montrer que l’erreur due à la perturbation
introduite dans la température d’entrée Tin est rejetée. Nous l’observons bien dans la ﬁgure
3.6.2 qui montre une erreur nulle entre le proﬁl de température ﬁnal à l’intérieur du réacteur et
du proﬁl de température désiré. Nous concluons donc que la commande appliquée permet de
rejeter ce type de perturbation. La ﬁgure 3.6.3 montre la température de la double enveloppe
pour cette simulation.
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Figure 3.6.1 – Erreur entre T et Td à t = 5000s en boucle ouverte en présence de perturbation
3.7 Approche pratique de la commande distribuée
Nous avons montrer précédemment l’eﬃcacité en terme de stabilisation et de rejet de
perturbation des lois de commande proposées. Les lois de commande données pour la tem-
pérature de la double enveloppe suppose la capacité de l’appliquer d’une manière distribuée
le long du réacteur tubulaire. Tout de même, en pratique nous ne pouvons actionner que
par morceau le long de la double enveloppe en utilisant soit un ﬂuide calo-porteur ou bien
des résistances chauﬀantes (par morceau). Pour tenir compte de cela nous proposons deux
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Figure 3.6.2 – Erreur entre T et Td à t = 5000s en boucle fermée en présence de perturbation avec
Tj3
Figure 3.6.3 – La commande Tj3 pour le rejet de perturbation
solutions. La première consiste à procéder à une répartition de la double enveloppe en un
certain nombre d’intervalle. Sur chaque intervalle nous appliquerons une température uni-
forme donnée par la moyenne de la commande obtenue par un retour d’état non linéaire sur le
même intervalle. Nous appellerons cette approche "commande quasi-distribuée". La deuxième
consiste à synthétiser une commande uniforme le long du réacteur.
3.7.1 Commande quasi-distribuée avec k intervalles
Nous considérons k-intervalles de longueur égale le long de la double enveloppe. La com-
mande appliquée sur chaque intervalle i (x ∈ [xi, xi+1]), notée T ij (t) est donnée par :
T ij (t) =
1
xi+1 − xi
ˆ xi+1
xi
Tj(x, t)dx (3.7.1)
où Tj(x, t) est une des quatre lois de commande synthétisées précédemment. Nous illustrons
dans la suite le cas avec k = 5 en utilisant la lois de commande pour Tj celle de la proposition
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7. La ﬁgure 3.7.1 présente la réponse temporelle et spatiale de l’erreur de stabilisation pour
T et θB. Les ﬁgures 3.7.2, et 3.7.3 montrent le proﬁl spatial ﬁnal (à un temps de simulation
t=200s) de l’erreur de stabilisation pour θB et T respectivement. Nous pouvons noter que
l’erreur de stabilisation en température est de l’ordre du centième de Kelvin et celle de la
fraction θB est de l’ordre de 10−3.
Figure 3.7.1 – Erreurs de stabilisation pour T et θB en boucle fermée avec la commande Tj3 appliquée
sur 5 intervalles
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Figure 3.7.2 – Proﬁl ﬁnal de l’erreur entre θB et θBd
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Figure 3.7.3 – Proﬁl ﬁnal de l’erreur entre T et Td
La ﬁgure 3.7.4 montre l’évolution temporelle et spatiale de la température de la double
enveloppe appliquée pour les 5 intervalles le long du réacteur.
Figure 3.7.4 – Commande Tj3 avec 5 intervalles
La ﬁgure 3.7.5 montre l’évolution temporelle et spatiale de la fonction de disponibilité ré-
duite locale. La ﬁgure 3.7.6 présente le proﬁl spatial ﬁnal (à un temps de simulation t=200s) de
la disponibilité réduite locale. Nous remarquons que la disponibilité réduite locale ne converge
pas vers 0 ; ceci est l’image d’une erreur statique.
3.7.2 Commande uniforme
Nous considérons dans cette section que Tj est uniforme le long du réacteur (Tj(x, t) =
Tj(t)).
Proposition 9. Le système (3.3.4) en boucle fermée avec la loi de commande suivante pour
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Figure 3.7.5 – La disponibilité réduite locale avec la commande Tj3 appliquée sur 5 intervalles
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Figure 3.7.6 – Proﬁl spatial ﬁnal de la disponibilité réduite locale avec la commande Tj3 appliquée
sur 5 intervalles
Tj (supposée uniforme) :
Tj5(t) =
´ L
0 (Cw˜hT (x, t) + w˜r
T ∂F
∂x − w˜rTR+ z˜K(z)z˜)dx
C
´ L
0 w˜hdx
(3.7.2)
est globalement asymptotiquement stable en zd. Avec K(z) une matrice déﬁnie positive de z.
Démonstration. à partir de l’expression de la commande (3.7.2) nous pouvons écrire :
ˆ L
0
w˜hq(t) = w˜r
T ∂F
∂x
− w˜rTR+ z˜K(z)z˜dx (3.7.3)
où q := C(Tj5 − T ). En remplaçant le terme
´ L
0 w˜hq(t)dx dans la dynamique de la fonction
de disponibilité réduite (3.5.1), nous obtenons :
dAr(z)
dt
= −
ˆ L
0
z˜TK(z)z˜dx (3.7.4)
En utilisant les mêmes arguments que dans la démonstration de la proposition 7 nous concluons
sur la stabilité asymptotique du système en zd.
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Figure 3.7.7 – Erreurs de stabilisation pour T et θB en boucle fermée avec la commande Tj5
Nous constatons dans les résultats de la ﬁgure 3.7.7 un temps de réponse, approximati-
vement, de 100s, et qu’en régime stationnaire le système converge exactement vers le proﬁl
d’équilibre. La ﬁgure 3.7.8 montre l’évolution temporelle et spatiale de la température de la
double enveloppe le long du réacteur.
Figure 3.7.8 – La commande uniforme Tj5
La ﬁgure 3.7.9 montre l’évolution temporelle et spatiale de la fonction de disponibilité
réduite locale. Nous remarquons qu’elle converge asymptotiquement et globalement vers zéro
le long du réacteur tubulaire.
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Figure 3.7.9 – La disponibilité réduite locale pour la commande uniforme Tj5
3.8 Conclusion et perspectives
Dans ce chapitre, nous avons synthétisé plusieurs lois de commande distribuées données
sous la forme de retour d’état non-linéaire pour la stabilisation du réacteur tubulaire chimique
incluant les phénomènes de réaction, convection et diﬀusion. Pour cette synthèse, nous avons
utilisé la fonction de disponibilité et disponibilité réduite comme fonctions de Lyapunov dé-
ﬁnies à partir de l’entropie du système. Les commandes proposées permettent de rendre la
dérivée de la fonction de disponibilité (ou celle réduite) déﬁnies négatives le long des trajec-
toires du système en boucle fermée. Cela a été possible en forçant le terme de dérive à être
un terme quadratique déﬁni négatif en z˜ ou bien à être un terme homogène à la fonction de
disponibilité. La stabilité du système en boucle fermée est donnée en utilisant en plus l’hy-
pothèse d’unicité de la composition des espèces chimiques à l’intérieur du réacteur pour une
température ﬁxe.
Nous avons proposé des lois de réglage des gains des diﬀérentes commandes aﬁn d’assurer
des amplitudes et des variations admissibles pour la température de la double enveloppe.
Néanmoins, les commandes basées sur la disponibilité réduite présentent le double avantage
d’accélérer la stabilisation du système au proﬁl d’équilibre mais aussi d’assurer les plus faibles
amplitudes et variations de l’entrée de commande.
Nous avons proposé aussi dans ce chapitre, deux approches de commande dites pratiques,
dans le sens où elles intègrent un modèle de double enveloppe réaliste en terme d’actionnement.
La première est calculée comme une moyenne des commandes distribuées sur un certain
nombre de segments de la double enveloppe. Elle constitue donc une approximation de la
commande distribuée qui induit une erreur statique dans la stabilisation. La deuxième, est une
nouvelle commande synthétisée en utilisant la fonction de disponibilité avec l’hypothèse d’une
température de la double enveloppe considérée uniforme (en espace). Cette commande permet
de stabiliser asymptotiquement et globalement le réacteur tubulaire au proﬁl d’équilibre désiré.
Dans ce chapitre nous n’avons pas abordé le problème du contrôle à la frontière. Cet aspect
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sera abordé dans le chapitre 5 par l’analyse de l’existence des solutions des systèmes contrôlés
à la frontière.
Comme perspectives à ce chapitre il serait intéressant d’optimiser les gains des diﬀérentes
commandes dans l’objectif d’améliorer les performances de stabilisation, notamment en terme
de temps de réponse et d’amplitude de la commande. Nous envisageons aussi de généraliser
la répartition de la fonction de disponibilité en deux parties : la partie matérielle AM et la
partie thermique Ar aﬁn de déﬁnir une nouvelle fonction de Lyapunov qui tiendrai compte
des avantages de Ar pour laquelle la convexité non stricte serait corrigée par une pondération
particulière de AM .
Chapitre 4
Représentation hamiltonienne à port
du réacteur tubulaire
4.1 Introduction et mes contributions
Dans le chapitre précédent nous avons proposé une commande stabilisante basée sur une
fonction de Lyapunov issue de la thermodynamique des systèmes irréversibles. Nous souhai-
terions pouvoir utiliser de manière plus systématique les propriétés structurelles de la ther-
modynamiques des systèmes irréversibles ; pour cela nous proposons ici une représentation
hamiltonienne à port d’un procédé de réaction diﬀusion sur laquelle nous pourrons nous ap-
puyer dans le futur tant pour des méthodes de discrétisation structurée, de réduction spatiale
ou de synthèse de commande basée sur la passivité [32].
La modélisation hamiltonienne des systèmes physiques fait apparaître les propriétés struc-
turelles et géométriques qui sont au cœur du comportement énergétique et dynamique des
systèmes. Ces propriétés sont mises en évidence par une structure géométrique dite de Dirac
[26, 31] qui représente l’interconnexion entre tous les éléments énergétiques du système et qui
traduit le principe de conservation de la puissance. La formulation hamiltonienne à port des
systèmes en dimension ﬁnie a été largement étudiée pour les systèmes mécaniques [71, 32],
les systèmes électriques [38, 32]. Pour les systèmes thermodynamiques, une telle représen-
tation n’existe pas [45, 67, 68]. Il est cependant possible de mettre en avant une structure
d’interconnexion reliant les diﬀérents ﬂux énergétiques et dans ce cas très particulier la créa-
tion irréversible d’entropie, ﬂux très important dans la mesure où le domaine thermique est
prépondérant. Des études concernant la représentation du RPAC ont été publiées :
– une étude concernant une représentation pseudo hamiltonienne du modèle du RPAC
[45] ; les matrices de structure de la représentation dépendent de la variable de co-
énergie, la température. Cette représentation est basée sur la propriété que toute matrice
M peut se décomposer en une partie symétrique et une partie antisymétrique :M =
M−MT
2 +
M+MT
2 qui correspondront au matrice d’interconnexion et de dissipation.
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– une seconde étude concernant une représentation quasi-hamiltonienne appelée Système
Hamiltonien à Port Irréversible (IPHS) [67, 68]. Dans ce cas les matrices de structure
sont indépendantes des variables de co-énergie mais elles sont prémultipliées par une
fonction de modulation dépendant de ces variables de co énergie.
La représentation hamiltonienne à port a été étendue au cas des systèmes à paramètres
distribués en généralisant la notion de structure de Dirac. Cette nouvelle structure est appelée
structure de Stokes-Dirac [82]. Cette structure traduit le couplage entre tous les phénomènes
énergétiques sur le domaine spatial sur lequel est déﬁni le système ainsi que la conservation
d’énergie. La formulation hamiltonienne à port en dimension inﬁnie est largement utilisée dans
le domaine mécanique et électrique ([62]). Son utilisation dans le domaine thermodynamique
est plus restreinte de par la classe de nonlinéarités des lois constitutives des réactions chimiques
en particulier. Elle a été utilisée pour un procédé d’adsorption isotherme [16, 15] ainsi que
pour la dispersion de la chaleur [32].
A titre d’introduction nous considérons dans un premier temps l’exemple de la ligne de
transmission puis nous étendrons la représentation aux systèmes thermodynamiques.
4.1.1 Mes contributions
Dans ce chapitre, nous proposons comme contribution originale une représentation hamil-
tonienne à port (l’obtention d’une structure de Stokes -Dirac) d’un système réaction-diﬀusion
en représentation énergétique et entropique. Nous proposons également une représentation
pseudo hamiltonienne (les matrices de structure dépendent des variables de co-état) de ce
même système réaction-diﬀusion en représentation énergétique et entropique.
La principale diﬃculté pour l’obtention de cette représentation, autre que celle due à la non
linéarité de la cinétique de la réaction chimique, concerne la représentation de l’irréversibilité
des phénomènes et la conservation de l’énergie. Pour ce faire nous avons ouvert les ports de
dissipation comme pour un système avec dissipation. Mais comme le domaine thermique est
représenté on doit réinjecter cette énergie dans ce domaine aﬁn de satisfaire le premier principe.
L’obtention des représentations hamiltoniennes en vision énergétique est obtenue dans tous les
cas en étendant les variables d’eﬀort et de ﬂux thermodynamiques en y rajoutant les couples
de variables dus aux phénomènes physiques ainsi que les couples de variables de port associés à
l’irréversibilité de ces phénomènes, à savoir la température et le taux de production irréversible
d’entropie dans le domaine thermique. En vision entropique un même type d’extensions est
proposé.
4.1.2 Organisation du chapitre
En guise d’illustration de la méthode, dans la première section nous donnons les représen-
tations hamiltoniennes de la ligne de transmission dans le cas de la dimension 1 , système à
deux domaines d’énergie :
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– dans le cas non dissipatif [32]
– dans le cas dissipatif [32]
– dans le cas dissipatif avec la représentation du domaine thermique
Cette section permet de comprendre toute la problématique des représentations proposées
dans le reste du chapitre et aussi de montrer comment l’irréversibilité se représente dans le
cas des systèmes mécaniques ou électriques.
La seconde section concerne la représentation hamiltonienne à port en vision énergétique
du système réaction diﬀusion. La troisième section concerne une représentation hamiltonienne
à port en vision entropique du système réaction diﬀusion.
4.2 Représentation en dimension inﬁnie des systèmes hamilto-
niens à port
Nous présentons sur la base de l’exemple de la ligne de transmission la représentation en
dimension inﬁnie des systèmes hamiltoniens à port.
4.2.1 La ligne de transmission sans perte
La ligne de transmission est déﬁnie sur l’intervalle X = [a, b]. Nous choisissons comme
variables d’état la densité linéique de charge q(x, t) et la densité de ﬂux magnétique ϕ(x, t)
et comme hamiltonien l’énergie électro-magnétique totale
H(q, ϕ) =
ˆ b
a
H(q, ϕ)dx (4.2.1)
où H(q, ϕ) représente la densité linéique d’énergie :
H(q, ϕ) = 1
2
[
q(x, t)2
C(x)
+
ϕ(x, t)2
L(x)
]
Le bilan sur les deux variables d’état aboutit à :{
∂tq(x, t) = −∂xiL
∂tϕ(x, t) = −∂xvC
(4.2.2)
où C(x) et L(x) représentent les capacités et inductances distribuées et avec le courant
iL(x, t) =
δH(q,ϕ)
δϕ =
∂H(q,ϕ)
∂ϕ =
ϕ(x,t)
L(x) et le voltage vC(x, t) =
δH(q,ϕ)
δq =
∂H(q,ϕ)
∂q =
q(x,t)
C(x) .
δH(q,ϕ)
δϕ représente la dérivée variationnelle de H par rapport à ϕ qui dans notre cas est
égale à ∂H(q,ϕ)∂ϕ .
Notons z =
[
q
ϕ
]
. Avec ces notations le système (4.2.2) peut s’écrire :
∂tz =
(
0 −∂x
−∂x 0
)[
∂H(z)
∂q
∂H(z)
∂ϕ
]
= J δH(z)
δz
(4.2.3)
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Nous considérons le vecteur de ﬂux fTz = (fq fϕ) = (∂tq ∂tϕ) donné par la dérivée temporelle
des variables (q, ϕ) ainsi que le vecteur d’eﬀort eTz = (eq eϕ) = (
∂H(z)
∂q
∂H(z)
∂ϕ ) donné par
la dérivée variationnelle de H par rapport aux variables d’état (q, ϕ). Nous complétons le
système (4.2.3) avec les variables à la frontière suivantes :
e∂ =
(
ea∂(t)
eb∂(t)
)
=
(
eq|z=a
eq|z=b
)
, f∂ =
(
fa∂ (t)
f b∂(t)
)
=
(
eϕ|z=a
eϕ|z=b
)
(4.2.4)
Nous déﬁnissons l’espace des variables de ﬂux étendues à la frontière comme suit :
F =
{
f =
(
fz
f∂
)
∈ C∞(X )2 × R{a,b})
}
(4.2.5)
et l’espace des variables d’eﬀort :
E =
{
e =
(
ez
e∂
)
∈ C∞(X )2 × R{a,b})
}
(4.2.6)
que nous munissons du produit bilinéaire suivant qui correspond au bilan intégral de
puissance électro-magnétique :
〈.|.〉 : E × F → R
(e, f) → 〈e|f〉 =
ˆ
X
(
eqfq + eϕfϕ
)
dx+ e∂(b)f∂(b)− e∂(a)f∂(a) (4.2.7)
Nous pouvons déﬁnir ce qu’est une structure de Stokes-Dirac
Deﬁnition 1. Une structure de Stokes-Dirac D est un sous espace de P = F × E maximale-
ment isotropique par rapport au produit symétrisé
<< (e1, f1), (e2, f2) >>:=< e2|f1 > + < e1|f2 > ∀(ei, fi) ∈ P (4.2.8)
soit : D = D⊥ avec D⊥ =
{
p ∈ P| << p, p1 >>= 0, ∀p1 ∈ D
}
Dans le cas considéré ci dessus, nous avons :
Proposition 10. [32] Le sous espace linéaire D ⊂ F × E déﬁni par :
D =
{(⎛⎜⎜⎝
fq
fϕ
f∂
⎞⎟⎟⎠ ,
⎛⎜⎜⎝
eq
eϕ
e∂
⎞⎟⎟⎠
)
∈ P|
(
fq
fϕ
)
= J
(
eq
eϕ
)
et
[
f∂
e∂
]
|a,b =
(
0 1
1 0
)[
eq
eϕ
]
|a,b
}
(4.2.9)
est une structure de Stokes-Dirac par rapport au produit symétrisé (4.2.8) déﬁni à partir du
produit bilinéaire (4.2.7) avec J déﬁni en (4.2.3).
Nous laissons le lecteur se référer à [32] pour la démonstration.
Le système (4.2.2) déﬁni à partir de l’hamiltonien (4.2.1) avec les conditions aux frontières
(4.2.4) et la structure de Dirac (4.2.9) est un système hamiltonien à port de dimension inﬁnie.
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4.2.2 La ligne de transmission avec perte
Nous considérons ici la dissipation par eﬀet joule d’un élément résistif distribué présent
dans la ligne de transmission.
Le système (4.2.2) devient
{
∂tq(x, t) = −∂xiL
∂tϕ(x, t) = −∂xvC −RiL
(4.2.10)
où R est une résistance distribuée. En considérant l’extension suivante des variables de
ﬂux et d’eﬀort fR = iL et eR = RiL nous obtenons avec
l’espace des variables de ﬂux comme suit :
F =
{
fT =
(
fq fϕ f∂ fR
)
∈ C∞(X )2 × R{a,b} × C∞(X )
}
(4.2.11)
et l’espace des variables d’eﬀort :
E =
{
eT =
(
eq eϕ e∂ eR
)
∈ C∞(X )2 × R{a,b} × C∞(X )
}
(4.2.12)
Proposition 11. [32] Le sous espace linéaire D ⊂ F × E déﬁni par :
D =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎜⎝
fq
fϕ
f∂
fR
⎞⎟⎟⎟⎟⎟⎠ ,
⎛⎜⎜⎜⎜⎜⎝
eq
eϕ
e∂
eR
⎞⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎠ ∈ P|
⎛⎜⎜⎝
fq
fϕ
fR
⎞⎟⎟⎠ =
⎛⎜⎜⎝
0 −∂x 0
−∂x 0 −1
0 1 0
⎞⎟⎟⎠
⎛⎜⎜⎝
eq
eϕ
eR
⎞⎟⎟⎠
et
[
f∂
e∂
]
|a,b =
(
0 1 0
1 0 0
)⎡⎢⎢⎣
eq
eϕ
eR
⎤⎥⎥⎦ |a,b
⎫⎪⎪⎬⎪⎪⎭
(4.2.13)
est une structure de Stokes-Dirac par rapport au produit symétrisé(4.2.8) déﬁni à partir du
produit bilinéaire suivant qui correspond au bilan intégral de puissance :
〈.|.〉 : E × F → R
(e, f) → 〈e|f〉 = ´X
(
eqfq + eϕfϕ + fReR
)
dx
+e∂(b)f∂(b)− e∂(a)f∂(a)
(4.2.14)
Nous laissons le lecteur se reporter à [84] pour la démonstration.
Remarque 4.1. Le système (4.2.10) peut aussi s’écrire
∂z
∂t
= (J − GDG)δH
δz
(4.2.15)
où , D=R, G =
(
0
1
)
, son adjoint G =
(
0 1
)
et la matrice
⎛⎜⎜⎝
0 −∂x 0
−∂x 0 −1
0 1 0
⎞⎟⎟⎠ est égale à
(
J G
−G∗ 0
)
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4.2.3 La ligne de transmission avec perte avec représentation du domaine
thermique
Nous prenons en compte la dissipation par eﬀet joule qui est un phénomène irréversible et
nous représentons son eﬀet dans le domaine thermique. Nous ne considérons pas de phénomène
de conduction et le système est supposé isolé.
Nous considérons comme hamiltonien l’énergie totale :
H(q, ϕ, s) = 1
2
[
q(x, t)2
C(x)
+
ϕ(x, t)2
L(x)
]
+ T (x, t)s(x, t)
où la température T (x) de la résistance est la dérivée variationnelle de H par rapport à la
densité linéique d’entropie s. Le système (4.2.10) devient⎧⎪⎪⎨⎪⎪⎩
∂tq(x, t) = −∂xiL
∂tϕ(x, t) = −∂xvC −RiL
∂ts(x, t) = σ
(4.2.16)
où s est la densité linéique d’entropie et σ = eRfRT est la production irréversible d’entropie
due à l’échauﬀement de la résistance dérivée de la conservation de l’énergie totale.
En considérant les extensions suivantes des variables de ﬂux et d’eﬀort fs = ∂ts,es = T =
δH(q,ϕ,s)
δs , fσ = −σ et fσ = T nous obtenons les espaces de ﬂux et d’eﬀort étendus F et E :
F =
{
fT =
(
fq fϕ fs f∂ fR fσ
)
∈ C∞(X )3 × R{a,b} × C∞(X )2
}
(4.2.17)
et
E =
{
eT =
(
eq eϕ es e∂ eR eσ
)
∈ C∞(X )3 × R{a,b} × C∞(X )2
}
(4.2.18)
Proposition 12. Le sous espace linéaire D ⊂ F × E déﬁni par :
D =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
fq
fϕ
fs
f∂
fR
fσ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
eq
eϕ
es
e∂
eR
eσ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ P|
⎛⎜⎜⎜⎜⎜⎜⎜⎝
fq
fϕ
fs
fR
fσ
⎞⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
0 −∂x 0 0 0
−∂x 0 0 −1 0
0 0 0 0 −1
0 1 0 0 0
0 0 1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎝
eq
eϕ
es
eR
eσ
⎞⎟⎟⎟⎟⎟⎟⎟⎠
et
[
f∂
e∂
]
|a,b =
(
0 1 0 0 0
1 0 0 0 0
)
⎡⎢⎢⎢⎢⎢⎢⎢⎣
eq
eϕ
es
eR
eσ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
|a,b
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(4.2.19)
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est une structure de Stokes-Dirac par rapport au produit symétrisé (4.2.8) déﬁni à partir
du produit bilinéaire suivant qui correspond au bilan intégral de puissance :
〈e|f〉 =
ˆ
X
(
eqfq + eϕfϕ + fses + fReR + fσeσ
)
dx+ e∂(b)f∂(b)− e∂(a)f∂(a) (4.2.20)
Démonstration. Nous allons d’abord montrer que D ⊂ D⊥. Pour cela nous considérons deux
paires de variables de ﬂux et d’eﬀort appartenant à D :
f =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
fq
fϕ
fs
f∂
fR
fσ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, e =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
eq
eϕ
es
e∂
eR
eσ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
et f ′ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f ′q
f ′ϕ
f ′s
f ′∂
f ′R
f ′σ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, e′ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
e′q
e′ϕ
e′s
e′∂
e′R
e′σ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
dont nous faisons le
produit symétrisé :
<< (e, f), (e′, f ′) >>: =< e|f ′ > + < e′|f >
=
´
X
(
eqf
′
q + eϕf
′
ϕ + f
′
ses + f
′
ReR + f
′
σeσ
)
dx+ e∂(b)f
′
∂(b)− e∂(a)f ′∂(a)
+
´
X
(
e′qfq + e′ϕfϕ + fse′s + fRe′R + fσe
′
σ
)
dx+ e′∂(b)f∂(b)− e′∂(a)f∂(a)
=
´
X
(
− eq∂xe′ϕ + eϕ
(−∂xe′q − e′R)+ f ′ses + f ′ReR + f ′σeσ)dx
+eq(b)e
′
ϕ(b)− eq(a)e′ϕ(a)
+
´
X
(
− e′q∂xeϕ + e′ϕ (−∂xeq − eR) + fse′s + fRe′R + fσe′σ
)
dx
+e′q(b)eϕ(b)− e′q(a)eϕ(a)
(4.2.21)
En réarrangeant les terme nous obtenons :
<< (e, f), (e′, f ′) >>: =
−[eqe′ϕ]
b
a︷ ︸︸ ︷ˆ
X
(
− eq∂xe′ϕ − e′ϕ∂xeq
)
dx+
−[e′qeϕ]
b
a︷ ︸︸ ︷ˆ
X
(
− eϕ∂xe′q − e′q∂xeϕ
)
dx
+eq(b)e
′
ϕ(b)− eq(a)e′ϕ(a) + e′q(b)eϕ(b)− e′q(a)eϕ(a)
− ´X
(
eϕe
′
R + e
′
ϕeR
)
dx
+
´
X
(
f ′ses + f ′ReR + f
′
σeσ + fse
′
s + fRe
′
R + fσe
′
σ
)
dx
(4.2.22)
qui peut encore s’écrire comme :
<< (e, f), (e′, f ′) >>: =
´
X
(
− eϕe′R − e′ϕeR + f ′ses + f ′ReR + f ′σeσ + fse′s + fRe′R + fσe′σ
)
dx
(4.2.23)
En remplaçant les ﬂux par leur expression en fonction des eﬀorts nous obtenons :
<< (e, f), (e′, f ′) >>: =
´
X
(
− eϕe′R − e′ϕeR − e′σes + e′ϕeR + e′seσ − eσe′s + eϕe′R + ese′σ
)
dx
= 0
(4.2.24)
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Nous avons donc bien D ⊂ D⊥.
La deuxième partie de la preuve consiste à montrer que D⊥ ⊂ D. Pour cela nous consi-
dérons une paire de variables d’eﬀort et de ﬂux (e′, f ′) ∈ E × F telle que pour tout élément
(e, f) ∈ D le produit symétrisé est nul :
<< (e, f), (e′, f ′) >>:= 0 (4.2.25)
De la déﬁnition de la structure (4.2.19) nous remarquons que le choix des variables eq,
eϕ, es, eR et eσ est libre. Donc pour l’élément de D nous pouvons choisir arbitrairement ces
éléments.
Prenons dans un premier temps des fonctions eq, eϕ qui s’annulent sur le bord du domaine.
Tous d’abord nous calculons < e′|f > en remplaçant f par les relations données dans
(4.2.19) en considérant les conditions frontières nulles sur eq, eϕ :
< e′|f > = ´X
(
− e′q∂xeϕ + e′ϕ (−∂xeq − eR)− e′seσ + e′Reϕ + e′σes
)
dx+
=0︷ ︸︸ ︷
e′∂(b)eϕ(b)− e′∂(a)eϕ(a)
=
´
X
(
eϕ∂xe
′
q + eq∂xe
′
ϕ − e′ϕeR − e′seσ + e′Reϕ + e′σes
)
dx
(4.2.26)
Par la relation qui doit être vériﬁée << (e, f), (e′, f ′) >>:=< e′|f > + < e|f ′ >= 0 Nous
avons :
< e|f ′ >= −
ˆ
X
(
eϕ∂xe
′
q + eq∂xe
′
ϕ − e′ϕeR − e′seσ + e′Reϕ + e′σes
)
dx (4.2.27)
mais nous avons aussi :
< e|f ′ >=
ˆ
X
(
eqf
′
q + eϕf
′
ϕ + f
′
ses + f
′
ReR + f
′
σeσ
)
dx+
=0︷ ︸︸ ︷
eq(b)f
′
∂(b)− eq(a)f ′∂(a) (4.2.28)
Les relations (4.2.27) et (4.2.28) doivent être égales et ceci quel que soit l’ élément e :ˆ
X
(
eϕ∂xe
′
q+eq∂xe
′
ϕ−e′ϕeR−e′seσ+e′Reϕ+e′σes
)
dx+
ˆ
X
(
eqf
′
q+eϕf
′
ϕ+f
′
ses+f
′
ReR+f
′
σeσ
)
dx = 0
(4.2.29)
Nous en déduisons que l’égalité ci dessous doit être vériﬁée quel que soit l’ élément e :ˆ
X
(
eϕ
(
∂xe
′
q + f
′
ϕ
)
+ eq
(
∂xe
′
ϕ + f
′
q
)
+ eR
(
− e′ϕ + f ′R
)
+ es
(
e′σ + f
′
s
)
+ eσ
(
f ′σ − e′s
))
dx = 0
(4.2.30)
Nous en déduisons par identiﬁcation que l’élément f ′ doit obligatoirement vériﬁer :
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
f ′ϕ = −∂xe′q − e′R
f ′q = −∂xe′ϕ
f ′R = e
′
ϕ
f ′s = −e′σ
f ′σ = e′s
(4.2.31)
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qui correspondent aux relations déﬁnies pour les éléments de D ((4.2.19)).
Considérons maintenant le cas où les variables frontières ne sont pas nulles. Nous utilisons
les relations de f ′ (4.2.31) dans l’équation (4.2.21) ainsi que celle de f :
<< (e, f), (e′, f ′) >> =
´
X
(
eq
(−∂xe′ϕ)+ eϕ (−∂xe′q − e′R)+ (−e′σ) es + (e′ϕ) eR + (e′s) eσ) dx
+e′∂(b)eϕ(b)− e′∂(a)eϕ(a)
+
´
X
(−e′q∂xeϕ + e′ϕ (−∂xeq − eR)− eσe′s + eϕe′R + ese′σ) dx
+eq(b)f
′
∂(b)− eq(a)f ′∂(a)
=
´
X
(
eq
(−∂xe′ϕ)+ eϕ (−∂xe′q)) dx+ e′∂(b)eϕ(b)− e′∂(a)eϕ(a)
+
´
X
(−e′q∂xeϕ + e′ϕ (−∂xeq)) dx+ eq(b)f ′∂(b)− eq(a)f ′∂(a)
=
[−eqe′ϕ]ba + [−eϕe′q]ba (b)
+e′∂(b)eϕ(b)− e′∂(a)eϕ(a) + eq(b)f ′∂(b)− eq(a)f ′∂(a)
:= 0
(4.2.32)
l’égalité doit rester vraie quelles que soient les conditions à la frontière e∂ , f∂ , nous obte-
nons ainsi :
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
e′∂(a) = e
′
q(a)
e′∂(b) = e
′
q(b)
f ′∂(a) = e
′
ϕ(a)
f ′∂(b) = e
′
ϕ(b)
(4.2.33)
qui correspondent aux relations à la frontière de la structure (4.2.19). Ainsi nous avons montré
que D⊥ ⊂ D.
Nous concluons que D = D⊥ et donc que D est une structure de Stokes-Dirac.
4.2.4 Conclusion
Nous avons montré comment on peut représenter sur la ligne de transmission un phéno-
mène irréversible. Pour ce faire nous avons analysé le cas où nous ne prenons pas en compte
le domaine thermique et donc il y a dissipation de l’énergie électro-magnétique et aussi le cas
où nous prenons en compte le domaine thermique pour lequel il y a conservation de l’énergie
totale. En plus de cela, nous avons mis en évidence une structure d’interconnexion sur l’espace
étendu des variables de ﬂux et eﬀort qui traduit précisément la conservation d’énergie dans
le cas d’un système irréversible. En annexe, nous fournissons dans les transparents de la re-
présentation des schémas qui permettent de mieux comprendre la structure étendue adoptée
dans les cas dissipatifs et aussi avec représentation du domaine thermique.
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4.3 Représentation hamiltonienne à port en vision énergétique
Nous allons dans la suite de ce chapitre reprendre ce même type d’extension pour ob-
tenir une représentation hamiltonienne à port d’un système 1D réaction-diﬀusion déﬁni sur
l’intervalle X = [0, L] présenté par (4.3.1) :⎛⎜⎜⎝
∂z
∂t
eR
eσ
⎞⎟⎟⎠ = Je
⎛⎜⎜⎝
δH
δz
fR
fσ
⎞⎟⎟⎠+ Beu avec fσeσ = fReR (4.3.1)
où z(t, x) est le vecteur des variables d’état du système, u(t, x) ∈ C∞(Z) est la variable
de commande distribuée, Je est un opérateur diﬀérentiel antisymétrique donné par Je =
P1
∂
∂z + P0 avec P1 une matrice symétrique et P0 une matrice antisymétrique et H(x) est
l’hamiltonien du système. Be est un opérateur linéaire. Les extensions nécessaires sont données
par les couples eﬀort ﬂux (ext, fxt).
Dans cette section, nous rappelons le modèle thermodynamique associé à un système
réaction-diﬀusion. Nous présentons ensuite une formulation hamiltonienne de ce modèle ob-
tenue en ouvrant tous les ports de dissipation puis un formulation quasi hamiltonienne en
laissant fermé le port de dissipation du à la réaction.
4.3.1 Formulation énergétique du modèle réaction-diﬀusion
Dans ce chapitre, nous considérons un système réaction-diﬀusion. Le modèle est présenté
en annexe.
Le ﬂux de diﬀusion F idis d’espèce i (pour i = A,B) est modélisé en fonction de la force
thermodynamique [79, 15, 29] ∂xμi :
FAdis = −D∂x(μA − μB) (4.3.2)
et
FBdis = −D∂x(μB − μA) (4.3.3)
où D est le coeﬃcient de diﬀusion. Avec les lois constitutives ci-dessus nous avons la
contrainte FAdis + F
B
dis = 0 satisfaite.
La réaction et la dispersion thermique ont les mêmes lois constitutives que celles présentées
dans les chapitres précédents.
Le modèle est donné par :
ρ∂tθA = −∂xFAdis −MAνAr
ρ∂tθB = −∂xFBdis +MBνBr
ρ∂ts = −∂xF s + qTj + σ
(4.3.4)
où Mi est la masse molaire d’espèce i, q est l’échange de chaleur avec la double en-
veloppe, Tj est la température distribuée de la double enveloppe. Le ﬂux total d’entropie
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F s =
∑
i=A,B F
s
dis +F
s
cond avec le ﬂux d’entropie due à la diﬀusion F
s
dis =
∑
i=A,B F
i
dissi et le
ﬂux d’entropie due à la diﬀusion thermique F scond =
fhcond
T . si est l’entropie massique partielle
de l’espèce i.
La production irréversible d’entropie σs est donnée par :
σ =
σext︷ ︸︸ ︷
q(
1
T
− 1
Tj
)
σr︷ ︸︸ ︷
+
r
T
(μAMAνA − μBMBνB)
σA︷ ︸︸ ︷
− 1
T
FAdis∂xμA
σB︷ ︸︸ ︷
− 1
T
FBdis∂xμB
σS︷ ︸︸ ︷
−F s∂xT
T
(4.3.5)
Tous les termes de σ sont positifs ([40],[24]).
4.3.2 Représentation hamiltonienne du modèle réaction-diﬀusion
Cette représentation est basée sur l’équation de Gibbs en vision énergétique (1.2.9) :
ρdu = Tρds+
∑
ρμidθi. Les équations d’état sont le bilan d’entropie et les bilans d’espèce et
l’Hamiltonien est l’énergie interne.
Le choix des variables d’eﬀort et de ﬂux va découler des couples de variables apparaissant
dans le bilan intégral d’énergie :
d
dt
´ L
0 udx =
´ L
0 ∂tudx
=
´ L
0 (Tρ∂ts+
∑
μiρ∂tθi) dx
(4.3.6)
Les couples de variables (ﬂux, eﬀort) conjugués de puissance suivants apparaissent natu-
rellement :
Table 4.1 – Couples ﬂux-eﬀort thermodynamiques en vision énergétique
Flux Eﬀorts
FA = ρ∂tθA eA = μA
FB = ρ∂tθB eB = μB
Fs = ρ∂ts es = T
En développant les calculs pour faire apparaître les variables aux frontières nous obtenons :
d
dt
´ L
0 udx =
´ L
0
(
T
(
−∂xF s + qTj + σ
)
+ μA
(−∂xFAdis −MAνAr)+ μB (−∂xFBdis +MBνBr)) dx
=
´ L
0
(
F s∂xT + F
A
dis∂xμA + F
B
dis∂xμB
)
dx+
[−TF s − μAFAdis − μBFBdis]L0
+
´ L
0
⎛⎝T ( qTj + σ)−
=A︷ ︸︸ ︷
(μAMAνA − μBMBνB) r
⎞⎠ dx
(4.3.7)
Nous voyons apparaître les couples de variables récapitulés dans le tableau 4.2 :
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Table 4.2 – Couples ﬂux-eﬀort supplémentaires en vision énergétique
Flux Eﬀorts Flux a la frontière Eﬀorts à la frontière
fA = F
A
dis EA = −∂xμA fA∂ = fA eA∂ = eA
fB = F
B
dis EB = −∂xμB fB∂ = fB eB∂ = eB
fs = F
s Es = −∂xT f s∂ = fs es∂ = es
fr = r Er = A
fσA = −σA eσA = T
fσB = −σB eσB = T
fσS = −σs eσS = T
fσr = −σr eσr = T
u = − qT y = T
Le bilan d’énergie peut se réécrire en utilisant (4.3.6) et (4.3.7) comme
´ L
0 (Tρ∂ts+
∑
μiρ∂tθi) −
´ L
0
(
F s∂xT + F
A
dis∂xμA + F
B
dis∂xμB
)
dx
− [−TF s − μAFAdis − μBFBdis]L0
− ´ L0
⎛⎝T ( qTj + σ)−
=A︷ ︸︸ ︷
(μAMAνA − μBMBνB) r
⎞⎠ dx = 0 (4.3.8)
En remplaçant par les variables de port, nous obtenons :
´ L
0 (eAFA + eBFB + esFs + EAfA + EBfB + Esf + Erfr + eσAfσA + eσBfσB + eσSfσS + eσrfσr + uy) dx
+
[
eA∂ f
A
∂ + e
B
∂ f
A
∂ + e
s
∂f
s
∂
]L
0
= 0
(4.3.9)
Nous considérons les vecteurs E ∈ E = C∞(X )11 et F ∈ F = C∞(X )11 :
E =
(
eA eB es fA fB fs fr fσA fσB fσS fσr
)T
F =
(
FA FB Fs EA EB Es Er eσA eσB eσS eσr
)T (4.3.10)
et avec les variables de port aux frontières suivantes :
e∂ =
⎛⎜⎜⎝
eA∂
eB∂
es∂
⎞⎟⎟⎠ , f∂ =
⎛⎜⎜⎝
fA∂
fB∂
f s∂
⎞⎟⎟⎠ (4.3.11)
nous avons : (
e∂
f∂
)
(0, L) =
(
I3 03 03×5
03 I3 03×5
)
E|0,L (4.3.12)
où 03, I3 ∈ R3×3, représentent respectivement la matrice zéro et la matrice identité et
03×5 ∈ R3×5 est une matrice de zéros.
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Nous déﬁnissons les ensembles
F =
{⎡⎢⎢⎣
F
u
f∂
⎤⎥⎥⎦ ∈ F× C∞(X )× R3×{0,L}
}
et
E =
{⎡⎢⎢⎣
E
y
e∂
⎤⎥⎥⎦ ∈ E× C∞(X )× R3×{0,L}
}
ainsi que le produit bilinéaire :
<
⎡⎢⎢⎣
E
y
e∂
⎤⎥⎥⎦ |
⎡⎢⎢⎣
F
u
f∂
⎤⎥⎥⎦ >:=< E,F >L2 + < y, u >L2
+ < eL∂ , f
L
∂ >R3 − < e0∂ , f0∂ >R3 (4.3.13)
avec
< E,F >L2 =
´ L
0 (eAFA + eBFB + esFs + EAfA + EBfB + Esfs + Erfr
+ eσAfσA + eσBfσB + eσSfσS + eσrfσr) dx
< u, y >L2=
ˆ L
0
uydx
< eL∂ , f
L
∂ >R3= e
A
∂ f
A
∂ + e
B
∂ f
B
∂ + e
s
∂f
s
∂
Proposition 13. Le sous-ensemble linéaire D ⊂ E×F déﬁnie par : D =
{⎛⎜⎜⎝
⎡⎢⎢⎣
F
u
f∂
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
E
y
e∂
⎤⎥⎥⎦
⎞⎟⎟⎠ ∈
E×F| F = JeE+
⎛⎜⎜⎝
B
03×1
05×1
⎞⎟⎟⎠u , y = −[B 01×3 01×5]E,
(
e∂
f∂
)
(0, L) =
(
I3 03×3 03×5
03×3 I3 03×5
)
E|0,L
}
est une structure de Stokes Dirac par rapport au produit symétrisé (4.2.8) construit à partir
du produit bilinéaire (4.3.13) avec
– l’opérateur antisymétrique Je = P1∂x+P0, P1 =
⎛⎜⎜⎝
03 −I3 03×5
−I3 03 03×5
05×3 05×3 05
⎞⎟⎟⎠ , P0 =
⎛⎜⎜⎝
03 03 P
03 03 03×5
−P T 05×3 05
⎞⎟⎟⎠
et P =
⎛⎜⎜⎝
−νAMA 0 0 0 0
νBMB 0 0 0 0
0 −1 −1 −1 −1
⎞⎟⎟⎠,
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– l’opérateur d’entrée B =
⎛⎜⎜⎝
0
0
−1
⎞⎟⎟⎠.
De plus, l’irréversibilité est déﬁnie par :
− ET
⎛⎜⎜⎝
03 03×4 03×4
04×3 04 04
04×3 04 I4
⎞⎟⎟⎠F > 0 ⇔ −fTσ eσ > 0 (4.3.14)
Remarque 4.2. La représentation proposée dans la proposition 13 est basée sur une extension
des variables de port (ﬂux et eﬀort) correspondant aux variables duales naturelles pour les
phénomènes de diﬀusion, réaction mais aussi de la production irréversible d’entropie.
Cette méthode revient à ’ouvrir’ l’élément RS du bond graph (voir [32]). Cet élément est
formé par la partie résistive R qui représente la dissipation due aux lois constitutives entre
l’eﬀort eR et sa variable de ﬂux fR : eR = R(fR). Comme l’énergie interne est conservative,
cette dissipation apparaît comme un terme source S dans le domaine thermique. Les ports
supplémentaires, dotés d’une paire des variables conjugués σ, T satisfont la relation de produit
de puissance : TσR = eRfR où σR est la production irréversible d’entropie associée à la loi
constitutive déﬁni par R.
Démonstration. Pour démontrer que D est une structure de Stokes-Dirac, nous suivons la
même démarche que pour la démonstration de la proposition 12.
Tout d’abord nous allons montrer D ⊂ D⊥ .
•D ⊂ D⊥ :
Nous considérons deux éléments deD : d1 =
⎛⎜⎜⎝
⎛⎜⎜⎝
F1
u1
f∂1
⎞⎟⎟⎠ ,
⎛⎜⎜⎝
E1
y1
e∂1
⎞⎟⎟⎠
⎞⎟⎟⎠ et d2 =
⎛⎜⎜⎝
⎛⎜⎜⎝
F2
u2
f∂2
⎞⎟⎟⎠ ,
⎛⎜⎜⎝
E2
y2
e∂2
⎞⎟⎟⎠
⎞⎟⎟⎠
et leur produit symétrisé :
<< d1, d2 >> =
ˆ L
0
(ET1 F2 + E
T
2 F1 + y1u2 + y2u1)dx
+[eT∂1f∂2 + e
T
∂2f∂1 ]
0
L
=
ˆ L
0
Ldx+M (4.3.15)
où L est la partie distribuée et M est la partie frontière.
En utilisant les déﬁnitions des variables données par la relation (4.3.10), nous avons :
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L = eA1FA2 + eB1FB2 + es1Fs2 + fA1EA2 + fB1EB2 + fs1Es2 + fr1Er2
+fσA1eσA2 + fσB1eσB2 + fσS1eσS2 + fσr1eσr2
+eA2FA1 + eB2FB1 + es2Fs1 + fA2EA1 + fB2EB1 + fs2Es1 + fr2Er1
+fσA2eσA1 + fσB2eσB1 + fσS2eσS1 + fσr2eσr1
+y1u2 + y2u1 (4.3.16)
En remplaçant les expressions F1 et F2 par leur relation Fi = JEi +
⎛⎜⎜⎝
B
03×1
05×1
⎞⎟⎟⎠ui dans
l’équation ci-dessus, nous avons en posant la notation σsi = −(fσAi + fσBi + fσSi + fσri ) :
L = eA1(−∂xfA2 −MAνAfr2) + eB1(−∂xfB2 +MBνBfr2) + es1(−∂xfs2 + σs2 − u2)
+eA2(−∂xfA1 −MAνAfr1) + eB2(−∂xfB1 +MBνBfr1) + es2(−∂xfs1 + σs1 − u1)
+fA1(−∂xeA2) + fB1(−∂xeB2) + fs1(−∂xes2) + fr1(νAMAeA2 − νBMBeB2)
+fA2(−∂xeA1) + fB2(−∂xeB1) + fs2(−∂xes1) + fr2(νAMAeA1 − νBMBeB1)
−σs1es2 − σs2es1 + y1u2 + y2u1
Par la relation yi = −[B 0 0]Ei nous avons yi = esi , ainsi les termes en u et y s’annulent.
Les termes en σs1 s’annulent aussi. Par ailleurs en regroupant les termes en ∂x on a :
L = −∂x(eA1fA2)− ∂x(eB1fB2)− ∂x(es1fs2)− ∂x(eA2fA1)− ∂x(eB2fB1)− ∂x(es2fs1)
+eA1(−MAνAfr2) + eB1(+MBνBfr1) + eA2(−MAνAfr1) + eB2(MBνBfr2)
+fr1(νAMAeA2 − νBMBeB2) + fr2(νAMAeA1 − νBMBeB1)
L’expression eA1(−MAνAfr2)+eB1(+MBνBfr1)+eA2(−MAνAfr1)+eB2(MBνBfr2)+fr1(νAMAeA2−
νBMBeB2) + fr2(νAMAeA1 − νBMBeB1) est nulle. Nous concluons que :
L = −∂x(eA1fA2)− ∂x(eB1fB2)− ∂x(es1fs2)− ∂x(eA2fA1)− ∂x(eB2fB1)− ∂x(es2fs1)
et que
ˆ L
0
Ldx = − [eT∂1f∂2 + eT∂2f∂1]
Nous avons :
M = [eT∂1f∂2 + eT∂2f∂1 ]0L
Ainsi nous obtenons :
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ˆ L
0
Ldx+Mdx = 0 (4.3.17)
Nous avons donc << d1, d2 >>= 0, qui montre que D ⊂ D⊥ .
• D⊥ ⊂ D : Pour montrer ce point, nous supposons d1 ∈ D⊥ , ce qui implique que pour
tous les éléments d2 ∈ D on a << d1, d2 >>= 0
Par la déﬁnition de la structure donnée dans la proposition 13 le choix des variables de
E2 est libre. Dans un premier temps nous prenons des fonctions fA, fB, fs et eA, eB, es
qui s’annulent au bord du domaine. Par ailleurs on suppose que le réacteur est en régime
autonome de sorte que u=0
Le produit symétrisé se simpliﬁe et il vient :
ˆ L
0
(ET1 F2 + E
T
2 F1)dx = 0 (4.3.18)
Nous remplaçons F2 par les lois déﬁnies dans la structure de la proposition 13 dans l’équa-
tion (4.3.18) puisque d2 ∈ D, nous avons donc :
ET1 F2 = eA1(−∂xfA2 −MAνAfr2) + eB1(−∂xfB2 +MBνBfr2) + es1(−∂xfs2 − (fσA2 + fσB2 + fσS2 + fσr2 )
+fA1(−∂xeA2) + fB1(−∂xeB2) + fs1(−∂xes2)
+fr1(νAMAeA2 − νBMBeB2) + fσA1eσA2 + fσB1eσB2 + fσS1eσS1 + fσr1eσr2
= fA2∂xeA1 + fB2∂xeB1 + fs2∂xes1 + eA2∂xfA1 + eB2∂xfB1 + es2∂xfs1
−∂x(eA1fA2)− ∂x(eB1fB2)− ∂x(es1fs2)− ∂x(eA2fA1)− ∂x(eB2fB1)− ∂x(es2fs1)
−(MAνAeA1 −MBνBeB1)fr2 + (MAνAeA2 −MBνBeB2)fr1
−es1(fσA2 + fσB2 + fσS2 + fσr2 ) + fσA1eσA2 + fσB1eσB2 + fσS1eσS2 + fσr1eσr2
Avec la relation
´ L
0 E
T
2 F1dx =
´ L
0 (−ET1 F2)dx donné par (4.3.18), nous avons donc :
ˆ L
0
ET2 F1 = −
ˆ L
0
(fA2∂xeA1 + fB2∂xeB1 + fs2∂xes1 + eA2∂xfA1 + eB2∂xfB1 + es2∂xfs1)dx
+[eA1fA2 ]
L
0 + [eB1fB2 ]
L
0 + [es1fs2 ]
L
0 + [eA2fA1 ]
L
0 + [eB2fB1 ]
L
0 + [es2fs1 ]
L
0
+
ˆ L
0
((MAνAeA1 −MBνBeB1)fr2 − (MAνAeA2 −MBνBeB2)fr1
+es1(fσA2 + fσB2 + fσS2 + fσr2 )− fσA1eσA2 − fσB1eσB2 − fσS1eσS2 − fσr1eσr2
)
dx
Par hypothèse tous les termes frontières s’annulent :
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ˆ L
0
ET2 F1 =
ˆ L
0
(eA2(−∂xfA1) + eB2(−∂xfB1) + es2(−∂xfs1) + fA2(−∂xeA1) + fB2(−∂xeB1) + fs2(−∂xes1))dx
+
ˆ L
0
((MAνAeA1 −MBνBeB1)fr2 − (MAνAeA2 −MBνBeB2)fr1
+es1(fσA2 + fσB2 + fσS2 + fσr2 )− fσA1eσA2 − fσB1eσB2 − fσS1eσS2 − fσr1eσr2
)
dx
Ainsi, nous avons :
ET2 F1 = eA2(−∂xfA1 −MAνAfr1) + eB2(−∂xfB1 +MBνBfr1) + es2(−∂xf sd1 − fσA1 − fσB1 − fσS1 − fσr1 )
+fA2(−∂xeA1) + fB2(−∂xeB1) + fs2(−∂xes1)
+fr2(νAMAeA1 − νBMBeB1) + es1(fσA2 + fσB2 + fσS2 + fσr2 ) (4.3.19)
Par identiﬁcation, nous trouvons pour F1 :
F1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
FA1 = ∂tρA1
FB1 = ∂tρB1
Fs1 = ρ∂ts1
EA1 = −∂xeA1
EB1 = −∂xeB1
Es1 = −∂xes1
Er1 = A1
eσA1 = es1
eσB1 = es1
eσS1 = es1
eσr1 = es1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
T
(4.3.20)
F1 vériﬁe donc la structure donnée dans la proposition 13 .
Deuxièmement aﬁn de ﬁnir la démonstration, nous considérons que la partie frontière n’est
plus nulle, et nous allons démontrer que cette partie de d1 vériﬁe aussi les propriétés de la
structure de la proposition 13.
Nous remplaçons les équations (4.3.20) dans le produit symétrisé :
´ L
0 (−∂x(eA1fA2)− ∂x(eB1fB2)− ∂x(es1fs2)− ∂x(eA2fA1)− ∂x(eB2fB1)− ∂x(es2fs1))dx
+[eT∂1f∂2 + e
T
∂2
f∂1 ]
0
L = 0
soit :
− [eA1fA2 ]L0 − [eB1fB2 ]L0 − [es1fs2 ]L0 − [eA2fA1 ]L0 − [eB2fB1 ]L0 − [es2fs1 ]L0 +[eT∂1f∂2 +eT∂2f∂1 ]0L = 0
(4.3.21)
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Nous rappelons que les variables de port aux frontières satisfont :
e∂2{0, L} =
⎛⎜⎜⎝
eA∂2
eB∂2
es∂2
⎞⎟⎟⎠ |0,L =
⎛⎜⎜⎝
eA2
eB2
es2
⎞⎟⎟⎠ |0,L et f∂2{0, L} =
⎛⎜⎜⎝
fA∂2
fB∂2
f s∂2
⎞⎟⎟⎠ |0,L =
⎛⎜⎜⎝
fA
fB
fs
⎞⎟⎟⎠ |0,L
Nous avons donc :
−[eA1fA2 ]L0 − [eB1fB2 ]L0 − [es1fs2 ]L0 − [eA2fA1 ]L0 − [eB2fB1 ]L0 − [es2fs1 ]L0 + [eA∂1fA2 + eB∂1fB2+
es∂1fs2 + eA2f
A
∂1 + eB2f
B
∂1 + es2f
s
∂1]
L
0 = 0
(4.3.22)
Cette équation doit être satisfaite pour tout f∂2, e∂2. Il vient donc
fA2(L)
(
eA∂1(L)− eA1(L)
)
+ fB2(L)
(
eB∂1(L)− eB1(L)
)
+
fs2(L)
(
es∂1(L)− es1(L)
)
+ eA2(L)
(
fA∂1(L)− fA1(L)
)
+
eB2(L)
(
fB∂1(L)− fB1(L)
)
+ es2(L) (f
s
∂1(L)− fs1(L)) = 0
(4.3.23)
On a la même équation pour x = 0.
Ainsi, nous obtenons facilement f∂1 =
⎛⎜⎜⎝
fA1
fB1
fs1
⎞⎟⎟⎠ et e∂1 =
⎛⎜⎜⎝
eA1
eB1
es1
⎞⎟⎟⎠
montrant que d1 ∈ D
• Troisièmement, il est facile de vériﬁer l’irréversibilité en utilisant la structure et la déﬁ-
nition des variables de port :
−ET
⎛⎜⎜⎝
03 0 0
0 04 0
0 0 I4
⎞⎟⎟⎠F = ET
⎛⎜⎜⎝
03 0 0
0 I4 0
0 0 04
⎞⎟⎟⎠F
= rA− fAd ∂xμA − fBd ∂xμB − f s∂xT > 0 (4.3.24)
Dans cette section nous avons obtenu au prix de l’ouverture de tous les éléments dissipatifs
à une structure de Stokes-Dirac.
4.3.3 Représentation pseudo-hamiltonienne du modèle de réaction diﬀu-
sion
Dans cette section, nous allons présenter une autre représentation du modèle de réaction
diﬀusion qui ne sera que pseudo hamiltonienne dans la mesure où la matrice d’interconnexion
dépend des variables d’eﬀort ; on aura en particulier P0(e). Cette représentation peut s’avérer
suﬃsante pour de la synthèse de commande par des méthodes basées sur la passivité [45].
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Table 4.3 – Couples ﬂux-eﬀort en vision énergétique - représentation pseudo hamiltonienne
Flux Eﬀorts Flux a la frontière Eﬀorts à la frontière
FA = ρ∂tθA eA = μA f
A
∂ = fA e
A
∂ = eA
FB = ρ∂tθB eB = μB f
B
∂ = fB e
B
∂ = eB
Fs = ρ∂ts es = T f
s
∂ = fs e
s
∂ = es
fA = F
A
dis EA = −∂xμA
fB = F
B
dis EB = −∂xμB
fs = F
s Es = −∂xT
fσA = −σA eσA = T
fσB = −σB eσB = T
fσS = −σs eσS = T
fσr = −σr eσr = T
u = − qT y = T
Cette structure est basée sur le choix suivant de variables (4.3) :
En considérant les vecteurs E ∈ E = C∞(X )10 et F ∈ F = C∞(X )10 :
E =
(
eA eB es fA fB fs fσA fσB fσS fσr
)T
F =
(
FA FB Fs EA EB Es eσA eσB eσS eσr
)T (4.3.25)
et avec les variables de port aux frontières suivantes :
e∂ =
⎛⎜⎜⎝
eA∂
eB∂
es∂
⎞⎟⎟⎠ , f∂ =
⎛⎜⎜⎝
fA∂
fB∂
f s∂
⎞⎟⎟⎠ (4.3.26)
nous avons : (
e∂
f∂
)
(0, L) =
(
I3 03 03×4
03 I3 03×4
)
E|0,L (4.3.27)
Comme précédemment nous déﬁnissons les ensembles F =
{⎡⎢⎢⎣
F
u
f∂
⎤⎥⎥⎦ ∈ F × C∞(X ) ×
R
3×{0,L}
}
et E =
{⎡⎢⎢⎣
E
y
e∂
⎤⎥⎥⎦ ∈ E× C∞(X )× R3×{0,L}
}
ainsi que le produit bilinéaire :
<
⎡⎢⎢⎣
E
y
e∂
⎤⎥⎥⎦ |
⎡⎢⎢⎣
F
u
f∂
⎤⎥⎥⎦ >:=< E,F >L2 + < y, u >L2 + < eL∂ , fL∂ >R3 − < e0∂ , f0∂ >R3 (4.3.28)
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avec
< E,F >L2 =
´ L
0 (eAFA + eBFB + esFs + EAfA + EBfB + Esfs
+ eσAfσA + eσBfσB + eσSfσS + eσrfσr) dx
< u, y >L2=
ˆ L
0
uydx
< eL∂ , f
L
∂ >R3= e
A
∂ f
A
∂ + e
B
∂ f
B
∂ + e
s
∂f
s
∂
Le modèle de réaction-diﬀusion déﬁni dans la sous-section (4.3.1) s’écrit sous la forme :
{
F = JE + Beu
y = −BeE
(4.3.29)
avec
J = P1∂x + P0(e), P1 =
⎛⎜⎜⎝
03 −I3 0
−I3 03 0
0 0 01
⎞⎟⎟⎠ , P0(e) =
⎛⎜⎜⎝
J (e) 03 P
03 03 0
−P T 0 01
⎞⎟⎟⎠ (4.3.30)
avec
J (e) =
⎛⎜⎜⎝
0 0 −νA MArT
0 0 νB MBrT
νA MAr
T −νB MBrT 0
⎞⎟⎟⎠ (4.3.31)
La matrice P1 est associée aux phénomènes de diﬀusion et diﬀusion thermique. Les trois
premières lignes de P1 correspondent à la divergence des ﬂux dans les trois bilans. Les trois
lignes suivantes correspondent aux gradients des eﬀorts concernés dans les phénomènes. La
partie réaction apparaît dans les deux lignes de la matrice antisymétrique J .
Nous pouvons énoncer :
Proposition 14. Le sous-ensemble D ⊂ E×F déﬁnie par : D =
{⎛⎜⎜⎝
⎡⎢⎢⎣
F
u
f∂
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
E
y
e∂
⎤⎥⎥⎦
⎞⎟⎟⎠ ∈
E × F| F = JE + Beu avec Be =
⎛⎜⎜⎝
B
03×1
04×1
⎞⎟⎟⎠ et B =
⎛⎜⎜⎝
0
0
−1
⎞⎟⎟⎠, y = −BeE,
(
e∂
f∂
)
(0, L) =
(
I3 03×3 03×4
03×3 I3 03×4
)
E|0,L
}
est une structure conservative avec le produit de puissance
(4.3.28).
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Démonstration. Nous écrivons le produit de puissance associé à la structure bilinéaire <
E,F >L2=< E, JE >L2 + < E, JBeu >L2
Nous avons
< E, JE >L2 =
ˆ L
0
−(eA(∂xfA) + eB(∂xfB) + es(∂xfs))dx
ˆ L
0
−(fA(∂xeA) + fB(∂xeB) + fs(∂xes))dx
=
ˆ L
0
−(∂x(eAfA + eBfB + esfs))dx
= −eT∂ f∂ |L + eT∂ f∂ |0
= − < e∂ |L, f∂ |L >R3 + < e∂ |0, f∂ |0 >R3 (4.3.32)
Ainsi, nous avons
< E, JE >L2 + < E,Beu >L2 + < e∂ , f∂ >R3= 0 (4.3.33)
Comme < E,Beu >L2=<
y︷ ︸︸ ︷
−BeE, u >L2 Le produit de puissance total comprenant le ﬂux de
puissance externe distribué est :
< E,F >L2 + < y, u >L2 + < e∂ , f∂ >R3= 0 (4.3.34)
Ce résultat montre que l’énergie du système est conservative.
4.3.4 Conclusion
Dans cette section nous nous sommes intéressé à la représentation hamiltonienne des
systèmes en vision énergétique.
Nous avons vu en section 4.3.2 que par une extension des variables de ﬂux et d’eﬀort
on déﬁnit une structure antisymétrique qui traduit la conservation de l’énergie totale du
système. Ces extensions correspondent aux variables de ports liées à la dissipation ainsi qu’à
la production irréversible d’entropie. La structure antisymétrique couplée avec les relations
constitutives sur les diﬀérents ports permettent de déduire directement le caractère irréversible
du système. En section 4.3.3 la représentation pseudo hamiltonienne montre que ces extensions
de variables de port ne sont pas nécessaires lorqu’on laisse les ports dissipatifs fermés.
4.4 Représentation hamiltonienne à port en vision entropique
Nous allons reprendre ce même type d’extension pour obtenir une représentation hamil-
tonienne à port d’un système 1D réaction-diﬀusion déﬁni sur l’intervalle [0, L] présenté par
(4.4.1) :
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∂z
∂t
= (J − GDG)δH
δz
+ Bu (4.4.1)
où z(t, x) = (q p) est la variable d’état du système, u(t, x) ∈ C∞(Z) est la variable de
commande distribuée, J est un opérateur diﬀérentiel antisymétrique J = P1 ∂∂z + P0 avec
P1 une matrice symétrique et P0 une matrice antisymétrique , G est un opérateur diﬀérentiel
et B est un opérateur linéaire, D est une matrice non négative et H(x) est l’hamiltonien du
système.
Comme pour la section précédente, nous rappelons le modèle dynamique considéré puis
nous donnons une représentation hamiltonienne du système et une représentation pseudo
hamiltonienne.
4.4.1 Formulation entropique du modèle réaction-diﬀusion
Avec les mêmes lois constitutives et les mêmes notations que celles présentées dans la
section 4.3.1, nous obtenons le modèle suivant :
ρ∂tθA = −∂xFAdis −MAνAr
ρ∂tθB = −∂xFBdis +MBνBr
ρ∂th = −∂xF h + q
(4.4.2)
où h = u+ P 1ρ est l’enthalpie massique et F
h = F hdis + f
h
cond est le ﬂux total d’enthalpie,
F hdis =
∑
i=A,B F
i
dishi est le ﬂux d’enthalpie du à la diﬀusion et f
h
cond = − lambda∂T∂x est le
ﬂux de diﬀusion thermique. hi est l’enthalpie massique partiel de l’espèce i.
En utilisant la relation μi = hi−Tsi et avec des simpliﬁcations, la production irréversible
d’entropie (4.3.5) peut s’écrire aussi comme :
σ =
σext︷ ︸︸ ︷
q(
1
T
− 1
Tj
)
σr︷ ︸︸ ︷
+r(
μA
T
MAνA − μB
T
MBνB)+
σ˘A︷ ︸︸ ︷
fAd ∂x(−
μA
T
)+
σ˘B︷ ︸︸ ︷
fBd ∂x(−
μB
T
)+
σ˘H︷ ︸︸ ︷
fh∂x
1
T
(4.4.3)
4.4.2 Représentation hamiltonienne du modèle réaction-diﬀusion en vision
entropique
Cette représentation est basée sur l’équation de Gibbs en vision entropique (1.2.15) :
ds = 1T dh−
∑ μi
T θi en prenant −s comme hamiltonien.
En prenant la même méthodologie que pour la vision énergétique pour déﬁnir les couples
de variables eﬀort-ﬂux duales au sens de notre hamiltonien nous obtenons les couples donnés
dans le tableau 4.4.
En considérant les vecteurs E et F comme suit :
E =
(
eA eB eh fA fB fh fr
)T
(4.4.4)
F =
(
FA FB Fh EA EB Eh er
)T
(4.4.5)
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Table 4.4 – Les couples ﬂux eﬀort en vision entropique
Flux Eﬀorts Flux à la frontière Eﬀorts à la frontière
FA = ρ∂tθA eA =
μA
T f
A
∂ = fA e
A
∂ = eA
FB = ρ∂tθB eB =
μB
T f
B
∂ = fB e
B
∂ = eB
Fh = ρ∂th eh = − 1T fh∂ = fh eh∂ = eh
fA = F
A
dis EA = −∂x
(μA
T
)
fB = F
B
dis EB = −∂x
(μB
T
)
fh = F
h Eh = −∂x
(−1
T
)
fr = r er =
A
T
u = −q y = 1T
Avec E ∈ E = (C∞(X ))7 et F ∈ F = (C∞(X ))7
et avec les variables de port aux frontières suivantes :
e∂ =
⎛⎜⎜⎝
eA∂
eB∂
eh∂
⎞⎟⎟⎠ , f∂ =
⎛⎜⎜⎝
fA∂
fB∂
fh∂
⎞⎟⎟⎠ (4.4.6)
nous avons : (
e∂
f∂
)
(0, L) =
(
I3 03 03×1
03 I3 03×1
)
E|0,L (4.4.7)
Soient les ensembles F =
{⎡⎢⎢⎣
F
u
f∂
⎤⎥⎥⎦ ∈ F × C∞(X ) × R3×{0,L}
}
et E =
{⎡⎢⎢⎣
E
y
e∂
⎤⎥⎥⎦ ∈
E× C∞(X )× R3×{0,L}
}
ainsi que le produit de dualité :
<
⎡⎢⎢⎣
E
y
e∂
⎤⎥⎥⎦ |
⎡⎢⎢⎣
F
u
f∂
⎤⎥⎥⎦ >:=< E,F >L2 + < y, u >L2 + < eL∂ , fL∂ >R3 − < e0∂ , f0∂ >R3(4.4.8)
avec
< E,F >L2 =
´ L
0 (eAFA + eBFB + ehFh + EAfA + EBfB + Ehfh + Erfr) dx
< u, y >L2=
ˆ L
0
uydx
< eL∂ , f
L
∂ >R3= e
A
∂ f
A
∂ + e
B
∂ f
B
∂ + e
h
∂f
h
∂
Le système (4.4.2) sous forme hamiltonienne compact s’écrit donc :
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{
F = JE + Beu
y = −BeE
(4.4.9)
où J est un opérateur antisymétrique donné par :
J = P1∂x+P0, avecP1 =
⎛⎜⎜⎝
03 −I3 0
−I3 03 0
0 0 0
⎞⎟⎟⎠ , P0 =
⎛⎜⎜⎝
03 03 P
03 03 0
−P T 0 0
⎞⎟⎟⎠ et P =
⎛⎜⎜⎝
−νAMA
νBMB
0
⎞⎟⎟⎠
(4.4.10)
L’opérateur d’entrée est donné par :
Be =
⎛⎜⎜⎝
B
03
0
⎞⎟⎟⎠ avec B =
⎛⎜⎜⎝
0
0
1
⎞⎟⎟⎠ (4.4.11)
avec B =
⎛⎜⎜⎝
0
0
−1
⎞⎟⎟⎠
Nous pouvons énoncer :
Proposition 15. Le sous-ensemble linéaire D ⊂ E×F est déﬁnie par : D =
{⎛⎜⎜⎝
⎡⎢⎢⎣
F
u
f∂
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
E
y
e∂
⎤⎥⎥⎦
⎞⎟⎟⎠ ∈
E ×F| F = JE+Beu, y = −BEe et
(
e∂
f∂
)
(0, L) =
(
I3 03 03×1
03 I3 03×1
)
E|0,L
}
est une struc-
ture Stokes Dirac structure par rapport au produit symétrisé (4.2.8) construit à partir du
produit de dualité (4.4.8).
La preuve de la proposition est omise car elle est en tout point semblable à celle de la
proposition 13
4.4.3 Représentation pseudo hamiltonienne du modèle réaction-diﬀusion
Comme précédemment en laissant le port de réaction fermé nous obtenons une représen-
tation pseudo -hamiltonienne. Nous choisissons les variables données dans le tableau 4.5 :
En considérant les vecteurs E et F comme suit :
E =
(
eA eB eh fA fB fh
)T
(4.4.12)
F =
(
FA FB Fh EA EB Eh
)T
(4.4.13)
Avec E ∈ E = (C∞(X ))6 et F ∈ F = (C∞(X ))6
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Table 4.5 – Les couples ﬂux eﬀort en vision entropique- représentation pseudo hamiltonienne
Flux Eﬀorts Flux à la frontière Eﬀorts à la frontière
FA = ρ∂tθA eA =
μA
T f
A
∂ = fA e
A
∂ = eA
FB = ρ∂tθB eB =
μB
T f
B
∂ = fB e
B
∂ = eB
Fh = ρ∂th eh = − 1T fh∂ = fh eh∂ = eh
fA = F
A
dis EA = −∂x
(μA
T
)
fB = F
B
dis EB = −∂x
(μB
T
)
fh = F
h Eh = −∂x
(−1
T
)
u = −q y = 1T
et avec les variables de port aux frontières suivantes :
e∂ =
⎛⎜⎜⎝
eA∂
eB∂
eh∂
⎞⎟⎟⎠ , f∂ =
⎛⎜⎜⎝
fA∂
fB∂
fh∂
⎞⎟⎟⎠ (4.4.14)
nous avons : (
e∂
f∂
)
(0, L) =
(
I3 03
03 I3
)
E|0,L (4.4.15)
Soient les ensembles F =
{⎡⎢⎢⎣
F
u
f∂
⎤⎥⎥⎦ ∈ F × C∞(X ) × R3×{0,L}
}
et E =
{⎡⎢⎢⎣
E
y
e∂
⎤⎥⎥⎦ ∈
E× C∞(X )× R3×{0,L}
}
ainsi que le produit de dualité :
<
⎡⎢⎢⎣
E
y
e∂
⎤⎥⎥⎦ |
⎡⎢⎢⎣
F
u
f∂
⎤⎥⎥⎦ >:=< E,F >L2 + < y, u >L2 + < eL∂ , fL∂ >R3 − < e0∂ , f0∂ >R3(4.4.16)
avec
< E,F >L2 =
´ L
0 (eAFA + eBFB + ehFh + EAfA + EBfB + Ehfh) dx
< u, y >L2=
ˆ L
0
uydx
< eL∂ , f
L
∂ >R3= e
A
∂ f
A
∂ + e
B
∂ f
B
∂ + e
h
∂f
h
∂
Le système (4.4.2) sous forme hamiltonienne compact s’écrit donc :{
F = (J −R)E + Beu
y = −BeE
(4.4.17)
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avec
J = P1∂x+P0(e), P1 =
(
03 −I3
−I3 03
)
︸ ︷︷ ︸
P1
, P0(e) =
(
J (e) 03
03 03
)
, J (e) = αrT
2
⎛⎜⎜⎝
0 −1 0
1 0 0
0 0 0
⎞⎟⎟⎠
(4.4.18)
R =
(
R(e) 03
03 03
)
, R(e) =
⎛⎜⎜⎝
rT
2
MAνA
μA
rT
2 β 0
rT
2 β −rT MBνBμB 0
0 0 0
⎞⎟⎟⎠ (4.4.19)
où α = MAνA2μA +
MBνB
2μB
, β = −MAνA2μA +
MBνB
2μB
.
et l’ opérateur d’entrée
Be =
(
B
03
)
avec B =
⎛⎜⎜⎝
0
0
−1
⎞⎟⎟⎠ (4.4.20)
Remarque 4.3. Pour cette représentation, nous avons décomposé les termes de réaction en
deux parties :une partie antisymétrique déﬁnie par J (e) et une partie symétrique déﬁnie par
R(e). Le produit de puissance concernant la partie antisymétrique est nul et celui de la partie
symétrique est égale à l’opposé de la production irréversible d’entropie due à la réaction, ce
qui montre que la réaction est dissipative.
Nous avons :
Proposition 16. Le sous-ensemble linéaire D ⊂ E×F déﬁnie par : D =
{⎛⎜⎜⎝
⎡⎢⎢⎣
F
u
f∂
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
E
y
e∂
⎤⎥⎥⎦
⎞⎟⎟⎠ ∈
E × F| F = JE +
(
B
03
)
u avec B =
⎛⎜⎜⎝
0
0
−1
⎞⎟⎟⎠, y = −[B 03 ]E et les variables de port à
la frontière
(
e∂
f∂
)
(0, L) =
(
I3 03
03 I3
)
E|0,L
}
déﬁnit un système pseudo-hamiltonien avec
dissipation.
Démonstration. Nous calculons le produit de puissance déﬁnie par < E, JE >L2 :
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< E, JE >L2 =
ˆ L
0
−(eA(∂xfA) + eB(∂xfB) + eh(∂xfh))dx
ˆ L
0
−(fA(∂xeA) + fB(∂xeB) + fh(∂xeh))dx
=
ˆ L
0
−(∂x(eAfA + eBfB + ehfh))dx
= −eT∂ f∂ |L + eT∂ f∂ |0
= − < e∂ |L, f∂ |L >R3 + < e∂ |0, f∂ |0 >R3 (4.4.21)
Ainsi, nous avons
< E, JE >L2 + < e∂ , f∂ >R3= 0 (4.4.22)
Le produit de puissance totale avec le ﬂux de puissance externe distribué est :
< E,F >L2 + < y, u >L2 + < e∂ , f∂ >R3= 0 (4.4.23)
Ce résultat montre la partie conservative du système.
Maintenant nous étudions la partie dissipation déﬁnie par la matrice symétrique R en
calculant < E,RE > :
< E,RE >L2 =
ˆ L
0
(eA
rT
2
MAνA
μA
eA + eA
rT
2
βeB + eB
rT
2
βeA − eB rT
2
MBνB
μB
eB)︸ ︷︷ ︸
R1
dx
ˆ L
0
−fAd ∂x(
μA
T
)− fBd ∂x(
μB
T
) + fhd ∂x(
1
T
)︸ ︷︷ ︸
R2
dx (4.4.24)
Nous constatons que R1 est la partie réaction de la production irréversible d’entropie et
R2 est la partie diﬀusion.
Ce résultat montre que la partie dissipative du système correspond à −σ
Remarque 4.4. Pour avoir une structure de Stokes-Dirac basée sur cette formulation pseudo-
hamiltonienne, nous pouvons faire des hypothèses sur la cinétique de réaction qui pourra être
aﬃne par rapport aux variables intensives aﬁn que des variables d’eﬀort n’interviennent plus
dans la structure.
Plus précisément, en vision énergétique r est aﬃne à la température r = T r¯(x) et x est le
vecteur des variables d’état, et en vision entropique r est aﬃne à l’aﬃnité chimique r = Ar¯(x).
Par ces moyens, des variables d’eﬀort n’interviennent plus dans la matrice J , donc nous avons
une structure de Stockes-Dirac.
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4.4.4 Conclusion
Dans cette section nous avons étudié la représentation hamiltonienne du modèle réaction-
diﬀusion en vision entropique. Cette fois l’hamiltonien est l’opposé de l’entropie et l’énergie
est une variable d’état. Par des extensions adéquates des variables de ﬂux et d’eﬀort, le bilan
d’ectropie est vériﬁée. Dans le cas où les ports résistifs sont ouverts, nous retrouvons une
structure purement conservative. Dans le cas où le port résistif du à la réaction est fermé, nous
retrouvons un système pseudo hamiltonien avec dissipation. Le caractère pseudo hamiltonien
provient du fait que la structure dépend des variables d’eﬀort tel que la température. Ceci est
du à la forme des lois constitutives couramment utilisé pour représenter la réaction chimique.
4.5 Conclusion et perspectives
Dans ce chapitre, nous avons proposé une formulation hamiltonienne à port pour un
modèle diﬀusion-réaction siège d’une réaction de type A ⇒ B. Nous avons montré comment les
phénomènes de diﬀusion et réactions chimiques donnés dans la représentation hamiltonienne
à port en utilisant une structure Stokes-Dirac. Dans les deux cas, la dissipation du système
est liée à la production irréversible d’entropie due à la réaction, la diﬀusion et la diﬀusion
thermique.
Les résultats obtenus sont encourageants. Cependant la prise en compte du phénomène
de convection reste encore ouverte.
Chapitre 5
Problème de commande à la frontière
5.1 Motivation et mes contributions
Dans le chapitre 3, nous avons utilisé la disponibilité thermodynamique pour la synthèse
d’une loi de commande stabilisante distribuée dans l’espace (en utilisant la température de la
double enveloppe). D’un point de vue pratique les réacteurs tubulaires sont cependant souvent
commandés à la frontière en utilisant comme variables de commande la température, le débit
et la composition d’alimentation. Nous pouvons citer par exemple [33, 34, 23, 20] où un proﬁl
d’équilibre est stabilisé par le biais des débits d’entrée du réacteur. D’un point de vue théorique
les problèmes de commande à la frontière sont plus diﬃciles à traiter car ils font appel à des
opérateurs d’entrée non bornés et le problème d’existence de solutions reste d’un point de vue
général un problème ouvert. Dans le cas linéaire il a été cependant démontré [59, 84] que la
formulation Hamiltonienne à ports permettait d’établir des conditions matricielles simples à
vériﬁer pour garantir l’existence et la contractivité des solutions d’un système commandé à la
frontière. L’objectif de ce chapitre est d’étudier l’existence de solutions associées à un modèle
linéarisé de réacteur tubulaire complet commandé à la frontière. Pour cela nous présentons
dans un premier temps les outils théoriques associés à l’analyse des systèmes Hamiltonien
linéaires dissipatifs de dimension inﬁnie commandés à la frontière. Ces outils reposent sur une
extension de l’opérateur diﬀérentiel et l’utilisation de relations de fermeture sur les variables
étendues. Nous utilisons ensuite un modèle simpliﬁé de réacteur tubulaire isotherme pour
montrer l’impact de cette paramétrisation (extension+ équation de fermeture) sur l’analyse
d’existence de solutions. Cet exemple illustrera l’importance du choix des variables étendues
et de l’aspect canonique de la structure d’interconnexion. Dans un second temps nous étudions
le modèle linéarisé du réacteur tubulaire au voisinage d’un proﬁl d’équilibre. Nous montrons
que le modèle linéarisé fait apparaître des équations de fermeture dépendant de l’espace. Dans
ce cas, bien que la factorisation fasse apparaître une structure canonique d’interconnexion,
la condition de positivité associée aux équations de fermeture reste diﬃcile à vériﬁer, même
numériquement.
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5.2 Systèmes Hamiltoniens à ports dissipatifs
Nous considérons ici une classe de systèmes linéaires à paramètres distribués composés
d’une partie réversible associée à un opérateur antisymétrique J et une partie dissipative
irréversible associée à un opérateur symétrique non négatif R. Ce phénomène irréversible est
décrit par le biais de relations constitutives déﬁnies par l’opérateur S agissant sur des variables
d’état étendues via l’application linéaire G. Ainsi le système est écrit sous la forme générale
suivante :
∂z
∂t (t, x) = (J − GSG∗)Lz(t, x)
u(t) = Bz(t, x),
y(t) = Cz(t, x)
z(0, x) = z0(x)
où S et L sont des opérateurs déﬁnis coercifs sur L2((a, b),n). Les opérateurs B et C,
sont des opérateurs d’entrée et de sortie.
L’opérateur diﬀérentiel antisymétrique J est déﬁni de la manière suivante :
J x =
N∑
i
Pi
∂ix
∂zi
(5.2.1)
où Pi est une matrice réelle déﬁnie sur ∈ (n×n) qui satisfait Pi = (−1)i+1P Ti .
L’opérateur G et son dual G∗ sont déﬁnis par :
Gx =
N∑
i
Gi
∂ix
∂zi
,G∗x =
N∑
i
(−1)iGTi
∂ix
∂zi
(5.2.2)
avec Gi est une matrice réelle déﬁnie sur (m×n).
En utilisant l’extension des variables d’eﬀort et la déﬁnition des équations de fermeture
via l’opérateur S le système (5.2.1) devient :
(
f
fr
)
= Je
(
e
er
)
(5.2.3)
avec :
Je =
(
J G
−G∗ 0
)
(5.2.4)
Cet opérateur explicite la structure d’interconnexion associée aux ﬂux d’énergie dans le
système [32]. Dans notre cas en considérant la relation constitutive linéaire associée aux phé-
nomènes dissipatifs irréversibles, nous avons :
er = Sfr, S + S
∗ ≥ 0 (5.2.5)
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Proposition 17. [59] L’opérateur Je déﬁni par (5.2.4),(5.2.1), et (5.2.2) est antisymétrique
et s’écrit :
Je
(
e
er
)
=
N∑
i=0
˜Pi︷ ︸︸ ︷[
Pi Gi
(−1)(i+1)GTi 0
]
∂i
∂xi
(
e
er
)
(5.2.6)
avec
P˜i = (−1)i+1P˜iT (5.2.7)
où P˜N n’est pas forcément de rang plein.
Théorème 18. [59] Je est un opérateur antisymétrique déﬁni par (5.2.4), et HN ((a; b);R2n)
dénote l’espace de Sobolev des fonctions diﬀérentiables ordre N sur l’intervalle (a, b). Ainsi
pour deux fonctions quelconques ee,i =
(
e1
er
)
∈ HN ((a; b);R2n), i ∈ {1, 2}, nous avons
donc :
´ b
a (e
T
e,1(x)(Jeee,2)(x) + eTe,2(x)(Jeee,1)(x))dx (5.2.8)
=
⎡⎢⎢⎣( eTe,1(x) ... dN−1eTe,1dN−1 (x) ) Q˜
⎛⎜⎜⎝
eTe,2(x)
...
dN−1eTe,2
dN−1 (x)
⎞⎟⎟⎠
⎤⎥⎥⎦
b
a
(5.2.9)
où
Q˜ =
⎛⎜⎜⎜⎜⎜⎝
P˜1 P˜2 P˜3 · · · P˜N−1 P˜N
−P˜2 −P˜3 −P˜4 · · · P˜N 0
...
. . . . . . . . .
...
(−1)N−1P˜N 0 · · · · · · 0
⎞⎟⎟⎟⎟⎟⎠ (5.2.10)
avec P˜i donné par (5.2.7). Q est une matrice symétrique non singulière.
Dans le cas où P˜N n’est pas de rang plein, nous déﬁnissons la matrice Q˜1 qui permettra
de déﬁnir une structure géométrique non dégénérée. Pour cela nous utilisons M une base de
l’ensemble image de Q˜ et déﬁnissons Q˜1 = MT Q˜M , M ˜Q = (M
TM)−1MT .
La matrice Rext issue de cette paramétrisation est déﬁnie par :
Rext =
1√
2
(
Q˜1 −Q˜1
I I
)(
M
˜Q
0
0 M
˜Q
)
(5.2.11)
où I ∈ (n+m)N×(n+m)N est la matrice identité.
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Déﬁnition 5.1. Les variables de port aux frontières associées à l’opérateur diﬀérentiel Je
sont les vecteurs ee,∂ , fe,∂ ∈ R2nN déﬁnis par :
(
fe,∂
ee,∂
)
= Rext
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ee(b)
...
dN−1ee
dN−1z
(b)
ee(a)
...
dN−1ee
dN−1z
(a)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(5.2.12)
où eTe = (e,−SG∗e) est un vecteur étendu des variables d’eﬀort.
Le théorème suivant donne la condition de positivité qui doit être satisfaite pour assurer
l’existence de solution et pour déﬁnir un système de commande aux frontières.
Théorème 19. [58] Soit W une matrice de rang plein de dimensions (n+m)N ×2(n+m)N
satisfaisant WΣW T ≥ 0, où Σ =
(
0 I
I 0
)
. Le système
∂z
∂t
(x, t) = (J − GRSG∗R)Lz(t, x) (5.2.13)
ayant pour entrée
u(t) = W
(
fe,∂
ee,∂
)
(5.2.14)
est un système de commande frontière dissipatif et l’opérateur A = (J − GRSG∗R) ayant
pour domaine :
D(A) =
{
e ∈ HN ((a, b);Rn)
∣∣∣ SG∗Re ∈ HN ((a, b);Rn),(
ff,∂
fe,∂
)
∈ kerW
}
. (5.2.15)
génère un semi-groupe de contraction.
Dans le cas des systèmes conservatifs de puissance (S = 0) une condition nécessaire et
suﬃsante d’existence de solution est la condition WΣW T ≥ 0. Dans le cas des systèmes avec
dissipation cette condition devient une condition suﬃsante. Ce point est discuté dans [56, 55].
On retiendra que dans le cas qui nous préoccupe l’existence de solution est associée au fait
que les deux conditions suivantes sont simultanément satisfaites (conditions suﬃsantes) :
1. S + S∗ ≥ 0
2. WΣW T ≥ 0
Dans ce qui suit, nous étudions l’impact de la factorisation de l’opérateur R sous la forme
GSG∗ sur l’analyse d’existence de solutions.
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5.3 Existence de solution : Application aux systèmes isothermes
Dans cette section, nous considérons un réacteur tubulaire isotherme sous forme :
∂ρA
∂t
= D
∂2ρA
∂x2
− v∂ρA
∂x
− kρA (5.3.1)
Cela revient à considérer que les termes de réaction, de convection, et de dispersion sont
linéaires à variable d’espace x ∈ [a, b]. D, v, k sont choisies constantes en temps et ne dé-
pendant pas de la variable d’espace. Dans ce qui suit nous étudions l’existence de solutions
de ce système en fonction de la factorisation de l’opérateur diﬀérentiel. Dans le premier cas,
cet opérateur est non canonique et dépend des paramètres du système. Dans le second cas la
factorisation met en œuvre des opérateurs diﬀérentiels canoniques.
L’existence de solutions dans un cas particuliers de conditions frontières a aussi été montré
dans ce cas dans [89].
5.3.1 Cas A : Opérateurs diﬀérentiels non canoniques
L’objectif est d’écrire l’opérateur diﬀérentiel sous la forme :
D
∂2ρA
∂x2
− v∂ρA
∂x
− kρA = J − GSG∗
où J est formellement anti-symétrique. Le choix le plus simple est de considérer :
J = −v ∂
∂x
et − GSG∗ = ∂
2
∂x2
− k
D
Soit
G = ∂
∂x
+
√
k
D
, ;G∗ = − ∂
∂x
+
√
k
D
, S = D
Dans ce cas la condition S + S∗ ≥ 0 est triviale car le paramètre D est par déﬁnition positif.
Le système étendu s’écrit alors :
(
f1
f2
)
=
⎛⎝ −v ∂∂x ∂∂x +√ kD
∂
∂x −
√
k
D 0
⎞⎠( e1
e2
)
(5.3.2)
Avec
f1 =
∂ρA
∂t , f2 =
(
∂
∂x −
√
k
D
)
ρA
e1 = ρA, e2 = Sf2 = Df2
En suivant les notations (5.2.1)(5.2.2) il vient :
P1 = −v, G1 = 1, P0 = 0, G0 =
√
k
D
(5.3.3)
La matrice symétrique Q est non singulière et s’écrit :
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P˜ =
(
−v 1
1 0
)
= Q (5.3.4)
A partir de la déﬁnition (5.2.12), nous explicitons les variables de port à la frontière :
(
fe,∂
ee,∂
)
= Rext
⎛⎜⎜⎜⎜⎜⎝
vρA(b)
D ∂ρA∂x (b)−
√
DkρA(b)
vρA(a)
D ∂ρA∂x (a)−
√
DkρA(a)
⎞⎟⎟⎟⎟⎟⎠ (5.3.5)
avec
Rext =
1√
2
⎛⎜⎜⎜⎜⎜⎝
−1 1 1 −1
1 0 −1 0
1 0 1 0
0 1 0 1
⎞⎟⎟⎟⎟⎟⎠ (5.3.6)
Soit :
(
fe,∂
ee,∂
)
=
1√
2
⎛⎜⎜⎜⎜⎜⎝
v(ρA(a)− ρA(b)) +D(∂ρA∂x (b)− ∂ρA∂x (a)) +
√
kD(ρA(a)− ρA(b))
v(ρA(b)− ρA(a))
v(ρA(b) + ρA(a))
D(∂ρA∂x (a) +
∂ρA
∂x (b))−
√
kD(ρA(a) + ρA(b))
⎞⎟⎟⎟⎟⎟⎠
(5.3.7)
Nous choisissons comme conditions limites les conditions de Danckwerts [28] [73] qui
consistent à imposer le ﬂux d’entrée du réacteur vρA−D ∂ρA∂x et à imposer un gradient de ﬂux
en sortie égal à zéro, ce qui se traduit en terme de variables d’entrée par :
u =
(
vρA(a)−D ∂ρA∂x (a)
D ∂ρA∂x (b)
)
(5.3.8)
En utilisant la relation u = W
(
fe,∂
ee,∂
)
, on peut déduire que :
W =
1√
2
(
1
√
kD
v 1−
√
kD
v −1
1 1 +
√
kD
v
√
kD
v 1
)
(5.3.9)
Pour que le système soit bien posé, il faut satisfaire la condition WΣW T ≥ 0, soit :
WΣW T =
(
2− 4
√
kD
v 0
0 2 + 4
√
kD
v
)
≥ 0 (5.3.10)
Ce qui revient à assurer que :
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2− 4
√
kD
v
≥ 0
soit
4kD ≥ v2
Nous concluons donc que sous la condition (5.3.11) le système (5.3.1) controlé à la frontière
à l’aide des variables de bord (5.3.8) déﬁnit un système de commande frontière.
Remarque 5.1. L’analyse d’existence de solution repose sur le fait que les opórateurs dif-
férentiels impliqués soient linéaires et ne dépendent pas de la variable d’espace. Dans le cas
présent cette condition n’est remplie que parce que les paramètres sont choisis constants et ne
dépendant pas de la variable d’espace, ce qui n’est habituellement pas le cas.
5.3.2 Cas B : Opérateurs diﬀérentiels canoniques
Nous écrivons maintenant notre système sous forme J1−G1S1G∗1 . Dans ce cas les opérateurs
J , G1 et G∗1 sont choisis indépendants des paramètres du système et donc indépendants des
variables d’espace. La formulation canonique est donnée par :
G1 =
(
1 − ∂∂x
)
,G∗1 =
(
1
∂
∂x
)
, S1 =
(
k 0
−v D
)
(5.3.11)
Le système étendu est donc déﬁni par :⎛⎜⎜⎝
f1
f2
f3
⎞⎟⎟⎠ =
⎛⎜⎜⎝
0 1 − ∂∂x
−1 0 0
− ∂∂x 0 0
⎞⎟⎟⎠
⎛⎜⎜⎝
e1
e2
e3
⎞⎟⎟⎠ (5.3.12)
Avec la relation constitutive linéaire suivante :
(
e2
e3
)
=
(
k 0
−v D
)(
f2
f3
)
(5.3.13)
Avec
f1 =
∂ρA
∂t , f2 = −e1, f3 = −∂e1∂x
e1 = ρA, e2 = −ke1, e3 = vρA −D ∂ρA∂x
Nous allons maintenant nous intéresser à la positivité de S. Pour cela nous décomposons
l’opérateur S en une partie antisymétrique Sa = 12
(S−S∗)
2 et partie symétrique Ss =
1
2
(S+S∗)
2 .
Ainsi il suﬃt de démontrer que la partie symétrique de l’opérateur S1 est déﬁnie positive.
Nous calculons Sa = 12(S1 + S
∗
1) c’est à dire :
Sa =
(
k −12v
−12v D
)
(5.3.14)
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La matrice Sa est déﬁnie non négative si toutes les valeurs propres sont positives ou nulles.
Calculons ces valeurs propres ; elles sont solution de l’équation :
(2k − λ)(2D − λ)− v2 = 0 (5.3.15)
Pour que les solutions soient déﬁnies positives, il faut donc que :
1. k +D > 0
2. 4kD − v2 ≥ 0
Les paramètres étant tous positifs, la première condition est satisfaite. La seconde condi-
tion correspond à la condition établie dans le Cas A. Une fois cette condition satisfaite, il est
possible de déﬁnir les variables de port à la frontière en appliquant la paramétrisation de la
section 5.2. Pour cela nous déﬁnissons. :
P1 = 0, G1 =
(
0 −1
)
, P0 = 0, G0 =
(
1 0
)
(5.3.16)
et en déduisons la matrice symétrique non singulière Q˜
Q˜ = P˜ =
⎛⎜⎜⎝
0 0 −1
0 0 0
−1 0 0
⎞⎟⎟⎠ (5.3.17)
La matrice P˜ n’est pas de rang plein, il est donc nécessaire de faire une projection. Les
variables de port sont déﬁnies par :
(
fe,∂
ee,∂
)
=
1√
2
(
Q˜1 −Q˜1
I I
)(
M
˜Q
0
0 M
˜Q
)(
eb
ea
)
(5.3.18)
M =
⎛⎜⎜⎝
1 0
0 0
0 1
⎞⎟⎟⎠ est une base d’image de P˜ et à l’aide des relations Q˜1 = MT Q˜M ,
M
˜Q
= (MTM)−1MT , nous obtenons :
Q˜1 = M
T Q˜M =
(
0 −1
−1 0
)
(5.3.19)
et :
M
˜Q
=
(
1 0 0
0 0 1
)
(5.3.20)
A partir de l’équation (5.3.18) , nous obtenons les variables de port à la frontière :
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(
fe,∂
ee,∂
)
=
1√
2
⎛⎜⎜⎜⎜⎜⎝
0 0 −1 0 0 1
−1 0 0 1 0 0
1 0 0 1 0 0
0 0 1 0 0 1
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ρA(b)
−kρA(b)
vρA(b)−D ∂ρA∂x (b)
ρA(a)
−kρA(a)
vρA(a)−D ∂ρA∂x (a)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(5.3.21)
Soit :
(
fe,∂
ee,∂
)
=
1√
2
⎛⎜⎜⎜⎜⎜⎝
D ∂ρA∂x (b)− vρA(b) + vρA(a)−D ∂ρA∂x (a)
−ρA(b) + ρA(a)
ρA(b) + ρA(a)
−D ∂ρA∂x (b) + vρA(b) + vρA(a)−D ∂ρA∂x (a)
⎞⎟⎟⎟⎟⎟⎠ (5.3.22)
Comme pour le cas non canonique, nous choisissons les conditions de Danckwerts [28] [73]
comme une combinaison linéaire des variables de port aux frontières, soit :
u =
(
vρA(a)−D ∂ρA∂x (a)
D ∂ρA∂x (b)
)
= W
(
fe,∂
ee,∂
)
(5.3.23)
Nous en déduisons que :
W =
√
2
(
1
2 0 0
1
2
1
2 −v2 v2 −12
)
(5.3.24)
et
WΣW T = 2
(
0 0
0 v
)
≥ 0 (5.3.25)
Nous concluons que, si la condition (5.3.11) est satisfaite, induisant la coercivité de S, le
système (5.3.1) avec les variables de commande à la frontière déﬁnies par (5.3.23) déﬁnit un
système commandé à la frontière.
5.4 Représentation linéarisée
Dans cette section, nous considérons le réacteur tubulaire non isotherme en vision entro-
pique déﬁni dans le Chapitre (1) linéarisé autour d’un proﬁl d’équilibre (Td, ρAd , ρBd). Les
variables intensives wT = ( 1T ,−μAT ,−μBT ) sont considérées comme étant les variables d’eﬀort.
Le modèle du réacteur tubulaire linéarisé est donnée sous la forme matricielle suivante (cf
Annexe .2) :
dz
dt
= − ∂
∂x
⎛⎜⎜⎝α
⎛⎜⎜⎝
ω1
ω2
ω3
⎞⎟⎟⎠− β
⎛⎜⎜⎝
∂ω1
∂x
∂ω2
∂x
∂ω3
∂x
⎞⎟⎟⎠
⎞⎟⎟⎠+ αR
⎛⎜⎜⎝
ω1
ω2
ω3
⎞⎟⎟⎠ (5.4.1)
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où z est le vecteur des variables d’état (h, ρA, ρB)T et les matrices,
α =
⎛⎜⎜⎝
α1 α2 α3
α4 α5 0
α6 0 α7
⎞⎟⎟⎠ β =
⎛⎜⎜⎝
β1 β2 β3
β2 β4 0
β3 0 β5
⎞⎟⎟⎠ αR =
⎛⎜⎜⎝
0 0 0
αR1 αR2 0
−αR1 −αR2 0
⎞⎟⎟⎠ (5.4.2)
étant déﬁnies suite à la linéarisation du système et explicitées dans la Table 1 en annexe.
Il est important de noter que les matrices α,β,αR sont des matrices dépendant de variable
d’espace x.
5.5 Existence de solutions pour le modèle linéarisé
Nous écrivons notre système sous forme J1 − G1S1G∗1 en considérant J1 = 0. Dans notre
cas on considère :
G1 =
(
I3 −I3 ∂∂x
)
,G∗1 =
(
I3
I3
∂
∂x
)
, S1 =
(
αR 03
−α β
)
(5.5.1)
C’est à dire on étend le système de la manière suivante :⎛⎜⎜⎝
f1
f2
f3
⎞⎟⎟⎠ =
⎛⎜⎜⎝
0 I3 −I3 ∂∂x
−I3 03 03
−I3 ∂∂x 03 03
⎞⎟⎟⎠
⎛⎜⎜⎝
e1
e2
e3
⎞⎟⎟⎠ (5.5.2)
où 03, I3 ∈ 3×3 Avec
f1 =
∂z
∂t
f2 = −e1
f3 = −∂e1
∂x
e1 = ω
e2 = αRw
e3 = αω − β∂ω
∂x
Il reste à démontrer que S1 + S∗1 est semi déﬁnie non négative. S1 + S∗1 est déﬁnie par :
S1 + S
∗
1 =
(
αR + α
T
R −αT
−α β + βT
)
(5.5.3)
Pour cela il suﬃt que pour tout x la condition S(x)+S(x)∗ ≥ 0 soit satisfaite. Étant donnée
la complexité de l’expression de α et β comme fonction des paramètres physiques du système
(couplages et linéarisation), il est malheureusement impossible de déduire de ces contraintes
des conditions sur les paramètres physiques du système. Il est cependant possible de vériﬁer
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numériquement que cette condition est satisfaite pour un jeu de paramètres donné. Un fois
cette condition satisfaite nous pouvons déﬁnir les variables de port à la frontière utilisables
pour la commande. On utilise pour cela la paramétrisation issue des notations (5.2.1)(5.2.2),
soit :
P1 = 0, G1 =
(
03 −I3
)
, P0 = 03, G0 =
(
I3 0
)
(5.5.4)
Ce qui permet de déﬁnir :
P˜ =
⎛⎜⎜⎝
03 03 −I3
03 03 03
−I3 03 03
⎞⎟⎟⎠ (5.5.5)
La matrice P˜ n’est pas de rang plein, les variables de port sont donc déﬁnies par :
(
ff,∂
fe,∂
)
=
1√
2
(
Q˜1 −Q˜1
I I
)(
M
˜Q
0
0 M
˜Q
)(
eb
ea
)
(5.5.6)
où Q˜1 = MT Q˜M , M ˜Q = (M
TM)−1MT avec M =
⎛⎜⎜⎝
03 I3
03 03
I3 03
⎞⎟⎟⎠ qui est une base d’image
de P˜ , soit :
Q˜1 = M
T Q˜M =
(
03 −I3
−I3 03
)
(5.5.7)
et
M
˜Q
=
(
03 03 I3
I3 03 03
)
(5.5.8)
A partir de la déﬁnition (5.5.6), nous obtenons donc comme variables de port à la frontière :
(
ff,∂
fe,∂
)
=
1√
2
⎛⎜⎜⎜⎜⎜⎝
−I3 03 03 I3 03 03
03 03 −I3 03 03 I3
03 03 I3 03 03 I3
I3 03 03 I3 03 03
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
w(b)
αRw(b)
αw(b)− β ∂w∂x (b)
w(a)
αRw(a)
αw(a)− β ∂w∂x (a)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(5.5.9)
ou encore :
(
ff,∂
fe,∂
)
=
1√
2
⎛⎜⎜⎜⎜⎜⎝
−w(b) + w(a)
β ∂w∂x (b)− αw(b) + αw(a)− β ∂w∂x (a)
−β ∂w∂x (b) + αw(b) + αw(a)− β ∂w∂x (a)
w(b) + w(a)
⎞⎟⎟⎟⎟⎟⎠ (5.5.10)
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En choisissant comme dans la section précédente des conditions frontières conformes aux
conditions de Danckwerts (qui consistent à imposer le ﬂux d’entrée du réacteur αw− β ∂w∂x et
à imposer un gradient de ﬂux en sortie égal à zéro), il vient :
{
uin = αw(a)− β ∂w∂x (a)
0 = β ∂w∂x (b)
En utilisant la notation u = W
(
ff,∂
fe,∂
)
, cela revient à déﬁnir :
W =
√
2
(
03
1
2I3
1
2I3 03
−α2 12I3 −12I3 α2
)
(5.5.11)
et donc
WΣW T = 2
(
03 03
03 α
)
(5.5.12)
La condition suﬃsante d’existence de solutions est donc associée à la positivité de α et de
S + S∗ soit : (
αR + α
T
R −α
−α β + βT
)
≥ 0, α ≥ 0
Dans des cas simpliﬁés ces deux conditions peuvent être vériﬁées algébriquement mais elles
nécessitent dans le cas général une validation numérique.
5.6 Conclusion et perspectives
Dans ce chapitre nous avons proposé une étude préliminaire d’existence de solutions pour
les réacteurs tubulaires commandés à la frontière. Dans un premier temps nous nous sommes
intéressé au réacteur tubulaire isotherme modélisé sous forme hamiltonienne avec dissipation.
La paramétrisation des conditions frontière pour ce système linéaire permet de montrer que
sous certaines conditions, la solution de l’EDP associée existe et satisfait certaines propriétés
de contraction. Ces conditions peuvent être dérivées dans le cas où les paramètres dépendent
des variables de l’espace en utilisant une paramétrisation canonique. C’est cette paramétrisa-
tion que nous avons utilisons pour le système complet linéarisé. On montre que l’existence de
solution est dans ce cas associée à une condition de positivité matricielle qui ne peut dans le
cas général être vériﬁée que numériquement. L’étude de la positivité en fonction de la valeur
des paramètres physiques reste un problème ouvert.
Chapitre 6
Conclusion
6.1 Conclusion générale
Cette thèse porte sur les sujets de la représentation et de la commande stabilisante des
réacteurs tubulaires monophasiques à l’aide des propriétés issues de la thermodynamique
irréversible. C’est donc un sujet pluridisciplinaire liant automatique, thermodynamique et
génie des procédés.
Dans le premier chapitre nous proposons deux représentations du modèle de réacteur
tubulaire :
– une première basée sur la représentation implicite de l’énergie interne ;
– une seconde basée sur la représentation implicite de l’entropie. Cette seconde approche
correspond à l’approche utilisée en génie des procédés.
Ces deux approches basées sur l’équation de Gibbs font apparaître des couples de variables
conjuguées dont le produit donne une énergie ou une entropie respectivement. Cette structure
particulière n’est en général pas utilisée en génie des procédés. Elle est très utilisée dans la
modélisation Bond graph des systèmes ou plus généralement dans la représentation hamilto-
nienne à port.
Nous avons aussi discuté le modèle d’interface aux frontières en entropie aﬁn de déterminer
la production irréversible d’entropie due aux échanges du système avec son environnement
extérieur, c’est-à-dire aux frontières du réacteur.
Dans le second chapitre nous avons déﬁni à partir de la représentation entropique deux
fonctions thermodynamiques, la disponibilité A et la disponibilité réduite Ar qui sont des fonc-
tions déﬁnies positives et semi-déﬁnies positives respectivement. La positivité de ces fonctions
découle de la concavité de l’entropie. Nous avons discuté des propriétés de ces fonctions et en
particulier de leur propriété de convexité ainsi que du sous espace sur lequel elles s’annulent.
Dans le troisième chapitre nous avons utilisé ces deux fonctions pour synthétiser cinq lois
de commande stabilisantes distribuées du modèle du réacteur tubulaire vers un proﬁl d’équi-
libre en utilisant la température de la double enveloppe comme variable de commande. Les
127
128 6. CONCLUSION
deux premières lois imposent respectivement à la dérivée temporelle de la disponibilité d’être
égale à un terme quadratique en l’état déﬁni négatif et à l’opposé de la disponibilité. Nous
avons eﬀectué des simulations de ces lois de commande. Les lois de commande stabilisantes
construites à partir de la disponibilité thermodynamique fonctionnent bien au prix de très
hautes températures de la double enveloppe. L’utilisation de la fonction de disponibilité ré-
duite lève cet inconvénient au prix d’une hypothèse supplémentaire sur les proﬁls stationnaires
du modèle aﬁn d’assurer la stabilité asymptotique. Les simulations montrent l’eﬃcacité de ces
stratégies de commande même en présence de perturbation. Nous avons aussi proposé une loi
de commande pratique où la variable de commande est uniforme dans l’espace en utilisant la
disponibilité réduite. Cette commande stabilise asymptotiquement et globalement le réacteur
tubulaire vers le proﬁl d’équilibre désiré.
Dans le quatrième chapitre, nous revenons sur la représentation du réacteur tubulaire
et nous proposons une représentation hamiltonienne et une pseudo hamiltonienne en vision
entropique et énergétique dans le cas du modèle de réaction-diﬀusion. Ces deux représentations
peuvent être utilisées pour la réduction spatiale ou la synthèse de commande.
Enﬁn nous terminons sur une discussion relative à l’analyse d’existence de solution dans
des réacteurs commandés à la frontière. Nous discutons des diﬀérentes paramétrisations de
l’opérateur diﬀérentiel qui décrit le modèle. De ces paramétrisations nous avons dérivé les
variables de port à la frontière qui assure l’existence des solutions. Cette première étude est
d’un intérêt particulier pour le cas de l’étude d’un linéarisé du réacteur tubulaire avec les lois
non linéaires.
6.2 Perspective
Le problème de commande des réacteurs tubulaires en utilisant des fonctions thermody-
namiques est un problème complexe, en particulier en ce qui concerne le contrôle frontière
que nous souhaitons approfondir. Le problème de commande peut aussi être abordé par le
biais des méthodes basées sur la passivité des systèmes hamiltoniens à port. Dans cette thèse
nous avons proposé une représentation hamiltonienne à port d’un système réaction diﬀusion.
La prise en compte de la convection dans un cadre très général semble diﬃcile mais dans le
cas traité dans cette thèse, avec une vitesse de convection constante et uniforme, le problème
semble plus facile car l’équation de Gibbs en dimension inﬁnie se ramène à une équation plus
simple. Dans la thèse nous avons considéré des variables d’eﬀort et de ﬂux thermodynamique.
Cependant, la convection est un phénomène mécanique. Il serait donc intéressant de prendre
en compte la convection en considérant le bilan de quantité de mouvement.
Enﬁn, du point de vue numérique, nous avons utilisé un modèle discrétisé par une mé-
thode de diﬀérences ﬁnies, qui perd la structure originelle du système. La réduction spatiale
géométrique par une méthode par éléments ﬁnis mixtes structurés [64][65][41][16][41] pourra
être utilisée aﬁn d’envisager la synthèse de lois de commande basées sur la passivité.
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Annexe
.1 Le modèle du réacteur réaction-diﬀusion
Nous établissons un modèle en dimension inﬁnie du réacteur réaction-diﬀusion. Dans ce
modèle nous considérons les phénomènes suivants : la réaction, la diﬀusion et la conduction.
Il n’y a pas de phénomène de convection dans ce modèle. Dans l’annexe, nous ne présentons
que le modèle dans la représentation entropique.
Les diﬀérents bilans pour la modélisation
1. bilans de matière : Le bilan par espèce i (pour i = A, B) s’écrit :
∂ρi
∂t
= − ∂
∂x
(
F idis
)
+Miν
s
i r (.1.1)
2. bilan d’énergie : Le bilan s’écrit :
∂
∂t
(ρh) = − ∂
∂x
F hdis −
∂
∂x
F hcond + q(x, t) (.1.2)
Représentation entropique du réacteur tubulaire
La représentation entropique inclut le bilan d’énergie et les bilans de matière par espèce.
ρ
∂h
∂t
= −∂F
h
conv
∂x
− ∂F
h
dis
∂x
+ q (.1.3)
∂ρA
∂t
= −∂F
A
dis
∂x
− νAr (.1.4)
∂ρB
∂t
= −∂F
B
dis
∂x
+ νBr (.1.5)
Les conditions aux frontières
Comme on n’a pas de ﬂux de convection au sein du réacteur ni en entrée, nous faisons
l’hypothèse que le réacteur est alimenté par transfert de matière et de chaleur. Il n’y a que
l’espèce A à l’entrée du réacteur. On alimente le réacteur par les deux cotés, donc le réacteur
est symétrique.
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En considérant la continuité des diﬀérents ﬂux (la masse et l’entropie) aux frontières , on
écrit la condition frontière à gauche :
ΦA0− = λm(ρA|0− − ρA|0+) = (FAdis)|0 (.1.6)
ΦB0− = λm(ρB|0− − ρB|0+) = (FBdis)|0 (.1.7)
Φhtot|0− = Φh0− +ΦA0−hA|∗¯ +ΦB0−hB|∗ = (Fcond + F hdis)|0+ (.1.8)
avec Φh0− = λh(T0−−T0+) où ∗ et ∗¯ dépend du sens du ﬂux matière à x = 0. ∗ et ∗¯ représentent
0+ ou 0−. Dans notre cas , nous avons des ﬂux d’espèce A qui entre dans le réacteur et le ﬂux
d’espèce B qui sort . Ainsi l’équation (.1.8) devient :
Φh0− +Φ
A
0−hA|0− +ΦB0−hB|0+ (.1.9)
On a la même condition frontière à droite comme le réacteur est symétrique :
ΦAL+ = λm(ρA|L+ − ρA|L−) = FAdis|L− (.1.10)
ΦBL+ = λm(ρB|L+ − ρB|L−) = FBdis|L− (.1.11)
Φhtot|L+ = ΦhL+ +ΦAL+hA|L− +ΦBL+hB|L+ (.1.12)
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.2 Le modèle linéarisé pour la commande frontière
Le système non-isotherme linéarisé utilisé au chapitre 5 est basé sur le système en vi-
sion entropique proposé en chapitre 1. Nous avons linéarisé le système autour d’un proﬁl
d’équilibre
(
Td θAd θBd
)
en considérant les variables intensives ωT =
(
ω1 ω2 ω3
)
=(
1
T −μAT −μBT
)
comme les variables d’état.
Nous linéarisons les lois constitutives terme par terme :
.2.1 Linéarisation du ﬂux de conduction F hcond = −λ∂T∂x
Nous notons les variables linéarisées avec une barre ; ainsi nous avons w = wd+ w¯ Il suﬃt
de linéariser ∂T∂x par rapport à ω1 =
1
T :
T = lim→0
∂T
∂
= lim→0
∂
∂
1
(ω1d + ω¯1)
= lim→0
−ω¯1
(ω1d + ω¯1)
2
=
−1
ω21d
ω¯1 = −T 2d ω¯1 (.2.1)
Nous avons donc ∂T¯∂x = −∂(Td)
2
∂x ω¯1 − T 2d ∂ω¯1∂x , et le ﬂux de conduction s’écrit :
fhcond = λ
∂(Td)
2
∂x
ω¯1 + λT
2
d
∂ω¯1
∂x
(.2.2)
.2.2 Linéarisation des ﬂux convectifs F iconv = θiv
Pour le terme convectif, il faut linéariser θA par rapport aux variables d’eﬀorts :
Rappel : nous avons la relation μi = μ0i (T ) + RTlnθi avec μ
0
i = cpi(T − Tref ) + hiref −
T (cpi ln(
T
Tref
) + siref ) , d’où pour l’espèce A :
− ω2 = cpA − sAref + ω1(−cpATref + hAref )− cpA ln(
T
Tref
) +RlnθA (.2.3)
donc θA(omega1, omega2) = e
1
R
(−ω2−cpA+sAref−(cpATref−hAref )ω1+cpA ln( 1ω1Tref ))
∂θA
∂ = θA (ω1d + ω¯1, ω2d + ω¯2)
1
R×
∂
∂
(
− (ω2d + ω¯2)− cpA + sAref + (cpATref − hAref ) (ω1d + ω¯1) + cpA ln
(
1
(ω1d+ω¯1)Tref
))
= θA(ω1d + ω¯1, ω2d + ω¯2)
1
R
(
−ω¯2 + (cpATref − hAref )ω¯1 + cpA −ω¯1ω1d+ω¯1
)
Ainsi nous obtenons
lim→0
∂θA
∂
= θ¯A = −θAd
R
(ω¯2 + hAdω¯1) (.2.4)
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Les ﬂux convectifs linéarisés sont donnés par :
FAconv = −ρv
θAd
R (ω¯2 + hAdω¯1)
FBconv = −ρv
θBd
R (ω¯3 + hBdω¯1)
(.2.5)
.2.3 Linéarisation des ﬂux de dispersion F idis = −D ∂ρi∂x = −Dρ∂θi∂x
Pour le terme dispersif, nous linéarisons ∂θi∂x par rapport aux variables d’eﬀorts. Nous
rappelons que θ¯A = − θAdR (ω¯2 + hAdω¯1)
Nous avons :
∂θA
∂x
= − ∂
∂x
(
θAdhAd
R
)
ω¯1 − θAdhAd
R
∂ω¯1
∂x
− ∂
∂x
(
θAd
R
)
ω¯2 − θAd
R
∂ω¯2
∂x
(.2.6)
Nous obtenons :
FAdis =
Dρ
R
(
∂θAdhAd
∂x ω¯1 + θAdhAd
∂ω¯1
∂x +
∂θAd
∂x ω¯2 + θAd
∂ω¯2
∂x
)
FBdis =
Dρ
R
(
∂θBdhBd
∂x ω¯1 + θBdhBd
∂ω¯1
∂x +
∂θBd
∂x ω¯3 + θBd
∂ω¯3
∂x
) (.2.7)
.2.4 Linéarisation de F hconv = ρv(θAhA + θBhB) et F hdis = F
A
dishA + F
B
dishB
Pour linéariser le ﬂux d’enthalpie, nous commençons par linéariser hi(ω1) = cpi(
1
ω1
−
Tref ) + hiref
lim→0
∂hi
∂
= lim→0
∂
∂
(cpi(−
1
ω1d + ω¯1
− Tref ) + hiref )
= −cpi lim→0
ω¯1
(ω1d + ω¯1)
2
= h¯i = − cpi
ω21d
ω¯1 = −cpiT 2d ω¯1 (.2.8)
Nous avons :
∂
∂
F hconv = ρv
∂
∂
((θAd + θ¯A)(hAd + h¯A) + (θBd + θ¯B)(hBd + h¯B)) (.2.9)
Nous avons donc :
∂
∂
(θAd + θ¯A)(hAd + h¯A) = 2θ¯Ah¯A+ (θAd h¯A + hAd θ¯A)
lim→0
∂
∂
(θAd + θ¯A)(hAd + h¯A) = θAd h¯A + hAd θ¯A
Ainsi :
F hconv = ρv(θAd h¯A + hAd θ¯A + θBd h¯B + hBd θ¯B)
En remplaçant les termes linéarisés, nous obtenons :
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F hconv = −ρv(cpdT 2d +
h2AdθAd
R
+
h2BdθBd
R
)ω¯1 − ρvhAdθAd
R
ω¯2 − ρvhBdθBd
R
ω¯3 (.2.10)
avec cpd = cpAθAd + cpBθBd .
Le ﬂux dispersif d’enthalpie s’écrit :
F hdis = F
A
dishA + F
B
dishB = −Dρ
∂θA
∂x
hA −Dρ∂θB
∂x
hB
∂
∂
F hdis = −Dρ
∂
∂
(
∂(θAd + θ¯A)
∂x
(hAd + h¯A) +
∂(θBd + θ¯B)
∂x
(heB + h¯B)
)
Nous avons :
∂
∂
(
∂(θAd + θ¯A)
∂x
(hAd + h¯A)) =
∂
∂
(
∂θ¯A
∂x
h¯A
2 + (hAd
∂θ¯A
∂x
+
∂θAd
∂x
h¯A)+ ...)
lim→0
∂
∂
(
∂(θAd + θ¯A)
∂x
(hAd + h¯A)) = hAd
∂θ¯A
∂x
+
∂θAd
∂x
h¯A
Ainsi :
F hdis = −Dρ(hAd
∂θ¯A
∂x
+
∂θAd
∂x
h¯A + hBd
∂θ¯B
∂x
+
∂θBd
∂x
h¯B)
(.2.11)
En remplaçant les termes linéarisés :
F hdis = Dρ
(
hAd
R
∂hAdθAd
∂x
+
hBd
R
∂hBdθBd
∂x
+ T 2d (cpA
∂θAd
∂x
+ cpB
∂θBd
∂x
)
)
ω¯1
+
DρhAd
R
∂θAd
∂x
ω¯2 +
DρhBd
R
∂θBd
∂x
ω¯3
+
Dρ
R
(h2AdθAd + h
2
Bd
θBd)
∂ω¯1
∂x
+
DρhAdθAd
R
∂ω¯2
∂x
+
DρhBdθBd
R
∂ω¯3
∂x
(.2.12)
.2.4.1 Linéarisation de la réaction
Nous rappelons la cinétique de réaction modélisée par la loi d’Arrhenius :
r = k0ρ
θA
MA
e−
E
RT = k0ρ
θA
MA
e−
E
R
ω1 (.2.13)
∂r
∂
=
k0ρ
MA
∂
∂
((θAd + θ¯A)e
−E
R
(ω1d+ω¯1))
=
k0ρ
MA
(θ¯Ae
−E
R
(ω1d+ω¯1) + (θAd + θ¯A)e
−E
R
(ω1d+ω¯1)(−E
R
ω¯1))
Ainsi nous obtenons :
144 BIBLIOGRAPHIE
r¯ =
k0ρ
MA
(θ¯Ae
−E
R
ω1d − E
R
ω¯1θAde
−E
R
ω1d ) (.2.14)
Avec θ¯A = − θAdR (ω¯2 + hAdω¯1) et rd = k0ρ
θAd
MA
e−
E
R
ω1d
r¯ = −rd
R
(hAd + E)ω¯1 −
rd
R
ω¯2 (.2.15)
.2.4.2 Le modèle linéarisé
Avec tous les lois constitutives linéarisé, nous écrivons donc le système linéarisé sous forme
matricielle ci-dessous :
dz
dt
= − ∂
∂x
⎛⎜⎜⎝α
⎛⎜⎜⎝
ω1
ω2
ω3
⎞⎟⎟⎠− β
⎛⎜⎜⎝
∂ω1
∂x
∂ω2
∂x
∂ω3
∂x
⎞⎟⎟⎠
⎞⎟⎟⎠+ αR
⎛⎜⎜⎝
ω1
ω2
ω3
⎞⎟⎟⎠ (.2.16)
z est le vecteur de variables d’état (h, ρA, ρB)T ,
où
α =
⎛⎜⎜⎝
α1 α2 α3
α4 α5 0
α6 0 α7
⎞⎟⎟⎠ β =
⎛⎜⎜⎝
β1 β2 β3
β2 β4 0
β3 0 β5
⎞⎟⎟⎠ αR =
⎛⎜⎜⎝
0 0 0
αR1 αR2 0
−αR1 −αR2 0
⎞⎟⎟⎠ (.2.17)
Table 1 – Coeﬃcients du modèle linéarisé
α1 λc
∂(T 2d )
∂x − ρv(cpdT 2d +
hAd
2θAd
R +
hBd
2θBd
R ) + η α2 −
ρvhAdθAd
R +
DρhAd
R
∂θAd
∂x
α3 −ρvhBdθBdR +
DρhBd
R
∂θBd
∂x α4 −
ρvhAdθAd
R +
Dρ
R
∂
∂x(hAdθAd)
α5 −ρvθAdR + DρR
∂θAd
∂x α6 −
ρvhBdθBd
R +
Dρ
R
∂
∂x(hBdθBd)
α7 −ρvθBdR + DρR
∂θBd
∂x β1 −λcT 2d − DρR (hAd2θAd + hBd2θBd)
β2 −DρhAdθAdR β3 −
DρhBdθBd
R
β4 −DρθAdR β5 −
DρθBd
R
αR1
rd
R (hAd + E) αR2
rd
R
η Dρ(hAd
∂
∂x(hAdθAd) + hBd
∂
∂x(hBdθBd) + T
2
d (cpA
∂θAd
∂x +cpB
∂θBd
∂x ))
Les matrices α,β,αR sont des matrices constantes dépendant de variable d’espace x.
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Contexte
Re´acteur tubulaire
• des tubes dont la longueur peut atteindre jusqu’a` plusieurs dizaines de me`tres
• a` l’inte´rieur desquelles ont lieu des re´actions
Figure: Un re´acteur tubulaire(http://www.bachiller.com)
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.3 Transparent de soutenance
Contexte
Commande des re´acteurs
• Se´curite´ du re´acteur
• Qualite´ des produits
Repre´sentation du re´acteur tubulaire
• convection, dispersion, re´action
• repre´sente´ par des e´quations aux de´rive´es partielles non-line´aires
Figure: Repre´sentation du re´acteur tubulaire
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Motivation et re´sultats existants
Combinaison des proprie´te´s thermodynamiques avec la structure
ge´ome´trique du mode`le du re´acteur tubulaire pour la synthe`se de
commande
Re´sultats existants
• Commande non-line´aire thermodynamique en dimension ﬁnie
Commande stabilisante du RPAC [Hoang, 2009] en utilisant la
disponibilite´ thermodynamique [Alonso and Ydstie, 2001]
• Repre´sentation hamiltonienne a` port
Pour les syste`mes a` parame`tres distribue´s par la structure de Stokes-Dirac
[Maschke and Van der Schaft, 2005][Le Gorrec et al., 2006].
Points aborde´s dans la the`se
• Commande base´e sur des fonctions de Lyapunov issues de la thermodynamique
sur des repre´sentations thermodynamiques du re´acteur tubulaire
• Repre´sentation Hamiltonienne a` port d’un syste`me re´action-diﬀusion
non-isotherme
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Plan de la pre´sentation
1 Mode´lisation d’un re´acteur tubulaire
2 La disponibilite´ thermodynamique
3 Commande stabilisante distribue´e du re´acteur tubulaire
4 Repre´sentation hamiltonienne a` port
5 Conclusion et Perspectives
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Mode´lisation d’un re´acteur tubulaire
Mode´lisation d’un re´acteur tubulaire
• Rappels de thermodynamique
• Repre´sentation entropique
• Repre´sentation e´nerge´tique
• Conditions frontie`res
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Mode´lisation d’un re´acteur tubulaire
Rappels de thermodynamique
L’e´quation de Gibbs a` l’e´quilibre
duˆ = wTdzˆ = Tdsˆ − Pd( 1ρ ) + μidθi + ...+ μndθn
L’hypothe`se d’e´quilibre local pour les syste`mes hors e´quilibre
Les relations locales et instantane´es d’un syste`me sont les meˆmes que celles d’un
syste`me a` l’e´quilibre thermodynamique.
L’e´quation de Gibbs en dimension inﬁnie (cas ou` la concentration ρ est constante
Repre´sentation e´nerge´tique
Du
Dt = w
T Dz
Dt ou` w
T = (T μi ... μn), z
T = (s ρi ... ρn)
T
Repre´sentation entropique
Ds
Dt = w
T Dz
Dt ou` w
T = ( 1T − μiT ... − μnT ), zT = (u ρi ... ρn)
avec DDt =
∂
∂t + v
∂
∂x la de´rive´e mate´rielle
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Mode´lisation d’un re´acteur tubulaire
Les hypothe`ses et les lois constitutives
• La solution est monophasique (phase liquide)
• La pression P est constante.
• La concentration massique totale ρ est constante.
• La vitesse de convection v est constante et e´gale a` la vitesse d’alimentation
• Les conditions aux frontie`res sont donne´es par des continuite´s de ﬂux.
Les lois constitutives
• Le ﬂux convectif massique de l’espe`ce i , note´ F iconv : F iconv = vρi
• Le ﬂux dispersif massique F idis = −Dρ ∂θi∂x
• Le ﬂux de dispersion thermique note´ Fcond : F hcond = −λ ∂T∂x
• L’e´change de chaleur distribue´ avec la double enveloppe:
q(x , t) = C(Tj(x , t)− T (x , t)) ou` Tj(x , t) est la tempe´rature de la double
enveloppe.
• La re´action du premier ordre de type : νAA → νBB avec une cine´tique de re´action
mode´lise´e par la loi d’Arrhenius
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Mode´lisation d’un re´acteur tubulaire
Repre´sentation entropique du re´acteur tubulaire
∂h
∂t
= −∂F
h
conv
∂x
− ∂F
h
cond
∂x
− ∂F
h
dis
∂x
+ q (1)
∂ρA
∂t
= −∂F
A
conv
∂x
− ∂F
A
dis
∂x
− νAr (2)
∂ρB
∂t
= −∂F
B
conv
∂x
− ∂F
B
dis
∂x
+ νB r (3)
avec F hconv =
∑n
1 F
i
convhi , F
h
dis =
∑n
1 F
i
dishi , hi l’enthalpie spe´ciﬁque de l’espe`ce i
Repre´sentation entropique sous forme vectorielle avec zT =
(
h ρA ρB
)
∂z
∂t
= − ∂
∂x
F (z , x , t) + R(z , x , t) + gq(z , x , t) (4)
F est le vecteur de ﬂux total (dispersion et convection).
R est le vecteur de la re´action.
gT =
(
1 0 0
)
, q est le vecteur d’e´change thermique avec la double enveloppe.
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Mode´lisation d’un re´acteur tubulaire
Repre´sentation e´nerge´tique du re´acteur tubulaire
∂s
∂t
= −∂F
s
conv
∂x
− ∂F
s
cond
∂x
− ∂F
s
d
∂x
− q
Tj
+ σs (5)
∂ρA
∂t
= −∂F
A
conv
∂x
− ∂F
A
dis
∂x
− νAr (6)
∂ρB
∂t
= −∂F
B
conv
∂x
− ∂F
B
dis
∂x
+ νB r (7)
avec F sconv =
∑n
1 F
i
conv si , F
s
dis =
∑n
1 F
i
dissi , si l’entropie spe´ciﬁque de l’espe`ce i
σs = q(
1
T
− 1
Tj
)− 1
T
n∑
i=1
μiMiν
s
i r − 1T
n∑
i=1
F idis
∂μi
∂x
− 1
T
F sdis
∂T
∂x
− 1
T
F scond
∂T
∂x
(8)
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Mode´lisation d’un re´acteur tubulaire
Les conditions a` la frontie`re en vision entropique
Les hypothe`ses sur les conditions frontie`res
Il n’y a que l’espe`ce A a` l’entre´e du re´acteur convecte´e a` la meˆme vitesse que
dans le re´acteur.
Il n’y a pas de dispersion thermique a` l’exte´rieur du re´acteur.
A la sortie, le re´acteur est ouvert a` la dispersion et a` la dispersion thermique.
A l’entre´e
vρAin = F
A
in |0− = (FAdis + FAconv )|0+ (9)
0 = FBin |0− = (FBdis + FBconv )|0+ (10)
F hin|0− = (F hdis + F hconv )|0+ (11)
En sortie :
FAdis |L = 0, (12)
FBdis |L = 0 (13)
F hdis |L = 0 (14)
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La disponibilite´ thermodynamique
Les fonctions de disponibilite´ thermodynamique
• Fonction de la disponibilite´
• Fonction de la disponibilite´ re´duite
• Quelques re´sultats de simulation
Weijun ZHOU (LAGEP, UCBL) Soutenance de the`se 22 Juin 2015 12 / 42
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La disponibilite´ thermodynamique
La disponibilite´ thermodynamique en vision entropique
l’entropie s
• Par de´ﬁnition s = wT z avec z le vecteur des variables extensives, w(z) celui des
variables intensives.
• L’entropie est une fonction concave par rapport a` z (second principe)
La disponibilite´ a est l’e´cart entre l’hyperplan tangent a` s en z = zd et s
a(z) = s(zd) + w
T
d (z − zd)− s(z) = −w˜T z = −(w − wd)T z (15)
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La disponibilite´ thermodynamique
La disponibilite´ thermodynamique en dimension inﬁnie
L’entropie n’est pas strictement concave (me´lange monophasique)
⇒ Une contrainte sur les variables d’e´tats extensives est ne´cessaire pour la
rendre strictement concave [Alonso and Ydstie, 2001].
Nous proposons que ρ = ρA + ρB est constante.
Proprie´te´s
Si l’entropie s est strictement concave alors
1 a est strictement convexe
2 a(z) > 0, z = zd
3 a(z) = 0, z = zd
La fonction de disponibilite´ est une fonction de Lyapunov candidate pour la
synthe`se de commande.
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La disponibilite´ thermodynamique
La disponibilite´ thermodynamique re´duite ar
La fonction de disponibilite´ se de´compose en deux parties :
a(z) = −w˜T z =
−w˜Tr z︷ ︸︸ ︷
ar (z)+
−w˜Tm z︷ ︸︸ ︷
am(z)
A partir de la de´composition de la variable intensive wi
wi = −μi
T
= (
1
T
− 1
Td
)(cpATref − hAref ) + cpA ln(
T
Td
)︸ ︷︷ ︸
wri
+ Rln(θi )︸ ︷︷ ︸
wmi
(16)
• La contribution thermique ar (z) : la disponibilite´ re´duite
• La contribution due au me´lange am(z)
w˜ =
⎛⎝ 1T − 1Td−μAT + μAdTd
−μBT +
μBd
Td
)
⎞⎠ w˜ r =
⎛⎝ 1T − 1Td( 1T − 1Td )(cpATref − hAref ) + cpA ln( TTd )
( 1T − 1Td )(cpBTref − hBref ) + cpB ln( TTd )
⎞⎠
(17)
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La disponibilite´ thermodynamique
Les proprie´te´s de la disponibilite´ re´duite
Proprie´te´s
1 ar est convexe
2 ar (z) > 0, T = Td
3 ar (z) = 0, T = Td
ar s’annule sur le sous espace de l’espace d’e´tat de´ﬁni par:
T = Td ⇔ h + (cpA(Tref − Td)− hAref )ρA + (cpB (Tref − Td )− hBref )ρB = 0
Proprie´te´s
Si a` toute tempe´rature T stationnaire a` l’inte´rieur du re´acteur tubulaire correspond
une seule re´partition des concentrations ρA,ρB alors
1 ar est strictement convexe
2 ar (z) > 0, z = zd
3 ar (z) = 0, z = zd
ar est une fonction de Lyapunov candidate pour la synthe`se de commande.
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La disponibilite´ thermodynamique
Quelques re´sultats de simulation
Expe´rience : e´chelon uniforme de Tj = 350K a` Tj = 370K
zd correspond au proﬁl stationnaire a` Tj = 370K .
(a) La disponibilite´ (b) La disponibilite´ re´duite
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Commande stabilisante distribue´e du re´acteur tubulaire
Commande stabilisante distribue´e
• Commande stabilisante avec la disponibilite´
• Commande stabilisante avec la disponibilite´ re´duite
• Approche pratique de la commande distribue´e
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Commande stabilisante distribue´e du re´acteur tubulaire
Commande stabilisante avec la disponibilite´
Objectif : Stabiliser le syste`me ∂z∂t = − ∂∂x F + R + gq z = (h ρA ρB)T
vers un proﬁl d’e´quilibre
• En utilisant la tempe´rature de double enveloppe comme variable de
commande distribue´e
• Les conditions frontie`re restent ﬁxes
Proble`me de synthe`se 1 :
Trouver q(x) telle que A en boucle ferme´e satisfait
dA(z)
dt =
d
dt
∫ L
0
a(z)dx =
∫ L
0
(−w˜T (R + gq) + w˜T ∂F∂x )dx = −
∫ L
0
z˜TKz˜dx
Avec z˜ = z − zd , K est une matrice de´ﬁnie positive
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Commande stabilisante distribue´e du re´acteur tubulaire
Proposition 1
Conside´rons le syste`me : ∂tz = −∂xF + R + gq sous les hypothe`ses e´nonce´es
pre´ce´demment alors avec la commande
q(x , t) =
[
w˜T
∂F
∂x
− w˜TR + z˜TKz˜
]
w˜h
−1 (18)
le syste`me en boucle ferme´e converge asymptotiquement vers le proﬁl d’e´quilibre
de´sire´.
La variable de commande Tji est de´duite par q = C(T − Tji ) pour proposition i
Proble`me de synthe`se 2 :
Trouver q(x) telle que A en boucle ferme´e satisfait
dA(z)
dt =
d
dt
∫ L
0
a(z)dx =
∫ L
0
(−w˜T (R + gq) + w˜T ∂F∂x )dx = −
∫ L
0
Ksa(z)dx
Avec Ks > 0
⇒ Proposition 2 : Convergence asymptotique vers le proﬁl d’e´quilibre de´sire´ du
syste`me
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Commande stabilisante distribue´e du re´acteur tubulaire
Re´sultats de simulation : Proposition 1
Ame´lioration du temps de re´ponse de 250s en BO a` 100s en BF
K =
⎛
⎜⎜⎝
K1(x, t) 0Id 0Id
0Id
K1(x,t)
100
0Id
0Id 0Id
K1(x,t)
100
⎞
⎟⎟⎠, K1(x, t) = δexp
− x
2 + δvt(1 − exp−
x
2 ) , avec δ = 6000
(a) Erreur (T − Td ) en boucle ouverte (b) Erreur (T − Td ) en boucle ferme´e
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Commande stabilisante distribue´e du re´acteur tubulaire
Re´sultats de simulation : Proposition 1
Amplitude de Tj1 assez importante et la disponibilite´ converge vers ze´ro
(a) La commande Tj1 (b) a en boucle ferme´e
Figure
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Commande stabilisante distribue´e du re´acteur tubulaire
Le proble`me de commande et sa solution
Proble`me de synthe`se 3 : Trouver q(x) telle que Ar en boucle ferme´e satisfait
dAr (z)
dt =
d
dt
∫ L
0
ar (z)dx =
∫ L
0
(−w˜r T (R + gq) + w˜r T ∂F∂x )dx = −
∫ L
0
z˜TKz˜dx
Avec z˜ = z − zd , K est une matrice de´ﬁnie positive
Proposition 3
Conside´rons le syste`me : ∂tz = −∂xF + R + gq sous les hypothe`ses e´nonce´es
pre´ce´demment alors avec la commande
q(x , t) =
[
w˜r
T ∂F
∂x − w˜r TR + z˜TKz˜
]
w˜h
−1
le syste`me en boucle ferme´e converge asymptotiquement vers le proﬁl d’e´quilibre
de´sire´.
Proble`me de synthe`se 4 : Trouver q(x) telle que Ar en boucle ferme´e satisfait
dAr (z)
dt = −
∫ L
0
Ksar (z)dx
Avec Ks > 0 ⇒ Proposition 4 : Convergence asymptotique vers le proﬁl
d’e´quilibre de´sire´.
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Commande stabilisante distribue´e du re´acteur tubulaire
Re´sultats de simulation : Proposition 3
Ame´lioration du temps de re´ponse de 60s avec Tj3 contre 100s avec Tj1 , δ = 350
(a) Erreur (T − Td ) (b) Erreur (θB − θBd )
Figure
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Commande stabilisante distribue´e du re´acteur tubulaire
Re´sultats de simulation : Proposition 3
Ame´lioration d’amplitude de tempe´rature de commande de 450K avec Tj3 contre
1500K avec Tj1
(a) La commande Tj3 (b) ar en boucle ferme´e
Figure
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Commande stabilisante distribue´e du re´acteur tubulaire
Approche pratique : Commande uniforme
Proble`me de synthe`se 5 : commande uniforme le long du re´acteur.
Trouver q uniforme telle que Ar en boucle ferme´e satisfait
dAr (z)
dt = −(
∫ L
0
w˜Tdx)gq +
∫ L
0
(−w˜r TR + w˜r T ∂F∂x )dx = −
∫ L
0
z˜K z˜dx
Avec K est une matrice de´ﬁnie positive
Proposition 5
Le syste`me (4) en boucle ferme´e avec la loi de commande suivante pour Tj
(suppose´e uniforme): Tj5(t) =
∫ L
0
(Cw˜hT (x,t)+w˜r
T ∂F
∂x −w˜r T R+z˜K(z)z˜)dx
C
∫ L
0
w˜hdx
est globalement
asymptotiquement stable en zd . Avec K (z) une matrice de´ﬁnie positive de z .
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Commande stabilisante distribue´e du re´acteur tubulaire
Approche pratique : Commande uniforme
Ame´lioration du temps de re´ponse de de 200s en BO a` 60s en BF
δ = 1400
(a) Erreur (T − Td ) (b) La commande Tj5
Figure
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Commande stabilisante distribue´e du re´acteur tubulaire
Conclusion et perspective
• Commande base´e sur fonction de Lyapunov
◦ La disponibilite´ thermodynamique
◦ la disponibilite´ thermodynamique re´duite
• Stabilisation a` un proﬁl d’e´quilibre
• Diminution de temps de re´ponse
• Commande uniforme
• Rejet de perturbation sur des perturbations en entre´e mais aussi en
d’autres points
• Optimiser les gains des diﬀe´rentes commandes en respectant le
caracte`re bien-pose´ de la commande
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Repre´sentation hamiltonienne a` port
Repre´sentation hamiltonienne a` port
• Syste`me hamiltonien a` port pour les syste`mes thermodynamiques
• Application au syste`me re´action-diﬀusion en repre´sentation
e´nerge´tique
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Repre´sentation hamiltonienne a` port
Rappel : formulation hamiltonienne pour les syste`mes thermodynamiques
En dimension ﬁnie :
• Repre´sentation pseudo hamiltonienne du mode`le du RPAC [Hoang, 2009]
• Matrices de structure de´pendent des variables d’eﬀort
• De´composition d’ope´rateur en une partie syme´trique et une partie
antisyme´trique
• Syste`me Hamiltonien a` Port Irre´versible (IPHS) RPAC [Ramirez, 2012]
• Matrices de structure pre´ multiplie´es par une fonction de modulation
de´pendant des variables d’eﬀort.
En dimension inﬁnie :
• Repre´sentation hamiltonienne a` port pour un syste`me isotherme (proce´de´
d’adsorption) [Baaiu et al., 2009]
• Structure Stokes-Dirac
• Parame´trisation des conditions frontie`re des re´acteurs tubulaires isothermes
base´e sur la repre´sentation hamiltonienne a` port [Le Gorrec et al., 2006]
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Structure Stokes-Dirac
De´ﬁnition de structure Stokes-Dirac
Une structure de Stokes-Dirac D est un sous espace de P = F × E maximalement
isotropique par rapport au produit syme´trise´
<< (e1, f1), (e2, f2) >>:=< e2|f1 > + < e1|f2 > ∀(ei , fi ) ∈ P (19)
soit : D = D⊥ avec D⊥ =
{
p ∈ P| << p, p1 >>= 0, ∀p1 ∈ D
}
Figure: Structure d’interconnexion pour syste`me avec dissipationWeijun ZHOU (LAGEP, UCBL) Soutenance de the`se 22 Juin 2015 31 / 42
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Forme canonique de la structure Stockes-Dirac : cas avec dissipation
Repre´sentation : [Maschke and Van der Schaft, 2005](
∂z
∂t
er
)
=
( J G
−G 0
)
︸ ︷︷ ︸
Je
(
∂H
∂z
fr
)
+
( B
0
)
u avec fr = Rer (20)
• (fr , er ) : variable de port lie´ a` la dissipation
• G et son adjoint G∗ : ope´rateur relie´ a` la variable dissipative
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Syste`me irre´versible
Repre´sentation en vision e´nerge´tique :⎛
⎝ ∂z∂ter
eσ
⎞
⎠ =
⎛
⎝ J G Gσ−G 0 0
−Gσ 0 0
⎞
⎠
︸ ︷︷ ︸
Je
⎛
⎝ ∂H∂zfr
fσ
⎞
⎠+
⎛
⎝ B0
0
⎞
⎠ u (21)
avec fr = Rer , fσeσ + frer = 0
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Syste`me irre´versible
le premier principe thermodynamique
dH
dt
=
∫ b
a
δH
δx
T
︸ ︷︷ ︸
eT
∂x
∂t︸︷︷︸
f
dz =
∫ b
a
(G δH
δx
)T︸ ︷︷ ︸
−eTr
RG δH
δx︸ ︷︷ ︸
−fr
dz +
∫ b
a
δH
δx
T
B︸ ︷︷ ︸
−yT
udz − eT∂ f∂
+
∫ b
a
−(δH
δx
)TGσ︸ ︷︷ ︸
eTσ
fσdz (22)
Le produit de puissance associe´ s’e´crit :
< e|f > − < er |fr > − < eσ|fσ >︸ ︷︷ ︸
=0
+ < y |u > + < e∂ |f∂ >|R= 0 (23)
le deuxie`me principe thermodynamique
avec eσ = T et fσ = −σ nous avons:{
eTr fr = −eTσ fσ = Tσ
fr = Rer
=⇒ σ = e
T
r Rer
T
> 0 (24)
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Repre´sentation hamiltonienne a` port en vision e´nerge´tique
• L’hamiltonien : h
ρ∂tθA = −∂xFAdis −MAνAr
ρ∂tθB = −∂xFBdis +MBνB r
ρ∂ts = −∂xF s − qTj + σ
(25)
Le choix des variables d’eﬀort et de ﬂux va de´couler des couples de variables apparaissant
dans le bilan inte´gral d’e´nergie :
d
dt
∫ L
0
hdx =
∫ L
0
∂thdx
=
∫ L
0
(Tρ∂ts +
∑
μiρ∂tθi ) dx
(26)
Les couples de variables (ﬂux, eﬀort) conjugue´s de puissance suivants apparaissent
naturellement :
Table: Couples ﬂux-eﬀort
Flux Eﬀorts
FA = ρ∂tθA eA = μA
FB = ρ∂tθB eB = μB
Fs = ρ∂ts es = T
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Repre´sentation hamiltonienne a` port en vision e´nerge´tique
En de´veloppant les calculs pour faire apparaˆıtre les variables aux frontie`res nous obtenons
d
dt
∫ L
0
hdx =
∫ L
0
(
T
(
−∂xF s + qTj + σ
)
+ μA
(−∂xFAdis −MAνAr)+ μB (−∂xFBdis +MBνB r
=
∫ L
0
(
F s∂xT + F
A
dis∂xμA + F
B
dis∂xμB
)
dx +
[−TF s − μAFAdis − μBFBdis]L0
+
∫ L
0
T
(
q
Tj
+ σ
) A︷ ︸︸ ︷
−(μAMAνA − μBMBνB) rdx
fr er f∂ e∂
fA = F
A
dis EA = −∂xμA f A∂ = fA|0,L eA∂ = eA|0,L
fB = F
B
dis EB = −∂xμB f B∂ = fB |0,L eB∂ = eB |0,L
fs = F
s Es = −∂xT f s∂ = fs |0,L es∂ = es |0,L
fR = r Er = A
fσ eσ u y
fσA = −σA eσA = T u = − qT y = T
fσB = −σB eσB=T
fσS = −σs eσS=T
fσr = −σr eσr=T
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Repre´sentation hamiltonienne a` port en vision e´nerge´tique
Table: Re´capitulatif
f e
FA = ρ∂tθA eA = μA
FB = ρ∂tθB eB = μB
Fs = ρ∂t s es = T
fr er
fA = F
A
dis EA = −∂xμA
fB = F
B
dis EB = −∂xμB
fs = Fs Es = −∂xT
fR = r Er = A
fσ eσ
fσA = −σA eσA = T
fσB = −σB eσB = T
fσS = −σs eσS = T
fσr = −σr eσr = T
f∂ e∂
f A∂ = fA|0,L eA∂ = eA|0,L
f B∂ = fB |0,L eB∂ = eB |0,L
f s∂ = fs |0,L es∂ = es |0,L
u = − q
T
y = T
Figure: Structure d’interconnexion pour un syste`me
irre´versible
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Repre´sentation hamiltonienne a` port en vision e´nerge´tique
{
F = JeE + Beu
y = −BeE (27)
ou` E =
(
eT f Tr f
T
σ
)
, F =
(
f T eTr e
T
σ
)
Je est un ope´rateur antisyme´trique diﬀe´rentiel donne´ par:
Je =
⎛⎝ J G Gσ−G 0 0
−Gσ 0 0
⎞⎠ (28)
avec
J = 03 (29)
G =
⎛⎝ −∂x 0 0 −νAMA0 −∂x 0 νBMB
0 0 −∂x 0
⎞⎠ ,Gσ =
⎛⎝ 0 0 0 00 0 0 0
−1 −1 −1 −1
⎞⎠ (30)
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Repre´sentation hamiltonienne a` port en vision e´nerge´tique
Nous de´ﬁnissons les ensembles F et E ainsi que le produit de puissance :
<
⎡
⎣ Ey
e∂
⎤
⎦ |
⎡
⎣ Fu
f∂
⎤
⎦ >:=< E ,F >L2 + < y , u >L2 + < eL∂ , f L∂ >R3 − < e0∂ , f 0∂ >R3 (31)
Proposition
Le sous-ensemble line´aire D ⊂ E × F de´ﬁnie par:
D =
{⎛⎝
⎡
⎣ Fu
f∂
⎤
⎦ ,
⎡
⎣ Ey
e∂
⎤
⎦
⎞
⎠ ∈ E × F| F = JeE +
⎛
⎝ B03×1
05×1
⎞
⎠ u ,
y = −[B 01×3 01×5]E ,
(
e∂
f∂
)
(0, L) =
(
I3 03×3 03×5
03×3 I3 03×5
)
E |0,L
}
est une
structure de Stokes Dirac construite a` partir du produit biline´aire (31) avec
• l’ope´rateur antisyme´trique Je ,
• l’ope´rateur d’entre´e B = ( 0 0 −1 )T .
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Conclusion
• Repre´sentation hamiltonienne en vision e´nerge´tique du syste`me
re´action diﬀusion avec un e´le´ment du type dissipation source pour
satisfaire le premier principe et le deuxie`me principe
• Repre´sentation hamiltonienne en vision entropique
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Conclusion et Perspectives
Conclusion ge´ne´rale
• Utilisation de la disponibilite´ et la disponibilite´ re´duite pour
la synthe`se de commande distribue´e pour le re´acteur
tubulaire
• Repre´sentation hamiltonienne a` port pour des syste`mes
irre´versibles non-isotherme en dimension inﬁnie
Structure d’interconnexion reliant dissipation d’e´nergie
et production irre´versible d’entropie
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Conclusion et Perspectives
Perspective
Commande stabilisante :
• Trouver un mode`le avec trois proﬁls d’e´quilibre
• De´ﬁnir une nouvelle fonction de Lyapunov a` partir de ar et am (s’aﬀranchir
des hypothe`ses d’unicite´)
Repre´sentation hamiltonienne a` port du re´acteur tubulaire :
• Prise en compte du phe´nome`ne de convection
• Re´duction spatiale ge´ome´trique par une me´thode par e´le´ments ﬁnis mixtes
• Loi de commande passive
Proble`me de commande a` la frontie`re :
• Parame´trisation des variables aux frontie`res pour un re´acteur tubulaire
isotherme assurant le caracte`re bien-pose´ du syste`me ⇒ Analyse sur le
line´arise´ du mode`le dans le cas non isotherme
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