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Résumé
L’estimation de mouvement est un processus qui consiste à estimer, à partir d’une
séquence d’images, le mouvement apparent des objets composant une scène tridimension-
nelle. La méthode de mise en correspondance de blocs : block matching (BM) est la méth-
ode d’estimation de mouvement la plus utilisée. L’aspect important de cette méthode est
l’utilisation des stratégies de recherche intelligentes afin d’obtenir une précision d’estimation
de mouvement élevée avec une complexité de calcul réduite. Dans cette thèse, nous nous in-
téressons aux techniques de BM basées sur les métaheuristiques, deux nouveaux algorithmes
sont proposés. Dans la première partie de cette thèse, nous proposons un algorithme de BM
basé sur la recherche fractale stochastique. Les résultats de simulation obtenus montrent la
supériorité de l’algorithme proposé par rapport aux autres techniques BM en termes de pré-
cision d’estimation de mouvement et complexité de calcul. Dans une deuxième partie, nous
présentons la technique métaheuristique que nous avons développée, nommée optimisation à
base de LBP : local binary pattern optimizer (LBPO), elle est inspirée par le concept de base
du descripteur LBP. Nous validons la méthode LBPO avec des fonctions de test connues, puis
nous appliquons cette méthode au problème de BM. Les résultats expérimentaux montrent
l’efficacité de la méthode proposée.




Motion estimation is a process that consists on estimating, from a sequence of images,
the apparent motion of the objects composing a three-dimensional scene. The block matching
(BM) method is the most widely used motion estimation method. The important aspect of this
method is the use of intelligent search strategies to obtain high motion estimation accuracy
with reduced computational complexity. In this thesis, we are interested in BM techniques
based on metaheuristics. Two new BM algorithms based on metheuristic techniques are pro-
posed. In the first part of this thesis, we propose a BM algorithm based on the stochastic fractal
search. The obtained simulation results show the superiority of the proposed algorithm over
other BM techniques in terms of motion estimation precision and computational complexity.
In the second part, we present the metheuristic technique that we have developed, called local
binary pattern optimizer (LBPO), it is inspired by the basic concept of the LBP descriptor. We
validate the LBPO method with test functions, then we apply this method to the BM problem.
The experimental results show the effectiveness of the proposed method.






تقدير الحركة هي عملية لتقدير الحركة الظاهرة للأجسام التي تشكل مشهد ثلاثي الأبعاد وذلك انطلاقا من 
انب المهم في هذه ــالج. الا لتقدير الحركةــتل المتوافقة هي الطريقة الأكثر استعمـــطريقة تحديد الك. سلاسل الصور
ذكية من أجل الحصول على دقة عالية في تقدير الحركة  مع تعقيد حسابي  ال استراتيجيات بحثــالطريقة هو استعم
نقترح . افيةـبتقنيات تحديد الكتل المتوافقة المعتمدة على الطرق الاستكش مهتمون نحن الأطروحة هذه في .منخفض
 الأطروحة هذه من الأول الجزء في. ل المتوافقة معتمدين على الطرق الاستكشافيةـــخوارزميتين جديدتين لتحديد الكت
 ولــالحص تم التي المحاكاة جــنتائ تظهر. ل المتوافقة معتمدة على البحث العشوائي المنكسرــخوارزميه لتحديد الكت نقترح
 الثاني الجزء في .يالحساب والتعقيد الحركة تقدير دقه حيث بتقنيات اخرى من ـةمقارن المقترحة الخوارزميه تفوق عليها
 من اةـمستوح وهي يـالمحل يـالثنائ اس النموذجـأس علي نـالتحسي سميت والتي طورناها الاستكشافية التي التقنية نقدم
ة و من ــار معروفـدوال اختب لاباستعمالطريقة  ةـــوديمردنقوم بالتحقق من . يــالمحل الثنائي ي لنموذجـالأساس المفهوم
 .ةالمقترح ةـالطريق ـةفعالي ةـالتجريبي النتائج تبين. د الكتل المتوافقةـثم نطبق هذه الطريقة لتحدي
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La séquence vidéo est une source d’informations et un support de communication très
important ; elle peut présenter l’idée mieux qu’une description écrite. Elle est même parmi
les types de données les plus vues, partagés et consommés dans le monde ; des milliards de
vidéos sont vues chaque jour sur les différentes plateformes. Les séquences vidéos peuvent
contenir des informations très importantes, il est alors très intéressant de développer des tech-
niques d’analyse des vidéos pour extraire ces informations. Parmi ces dernières, on trouve les
informations liées au mouvement, qui jouent un rôle essentiel pour des applications diverses
comme la compression vidéo, la robotique, la surveillance, la météorologie, l’océanographie,
les applications médicales, militaires...
L’estimation de mouvement (EM) à partir d’une séquence vidéo est un processus par
lequel les informations liées aux mouvements sont extraites. Il consiste à quantifier les dé-
placements des pixels entre les images. Depuis 35 ans, de nombreuse techniques d’EM ont
été proposées et améliorées progressivement. Nous classifions les techniques d’EM en deux
grandes catégories. Les méthodes de flot optique (à base de pixel) qui calculent un vecteur
de mouvement pour chaque pixel dans l’image [1]-[6], et les méthodes de mise en correspon-
dance de blocs (BM : block matching) qui divisent l’image en blocs de pixels et calculent
ensuite un vecteur de mouvement pour chaque bloc [7], [9]-[13]. Les méthodes de flot optique
procurent un flot optique dense, en calculant un vecteur de mouvement pour chaque pixel. Ce-
pendant, ces méthodes demandent un temps de calcul excessif, et elles donnent des résultats
satisfaisants seulement si le mouvement dans la séquence d’images est faible.
Les méthodes de mise en correspondance de blocs ou block matching (BM) sont les
méthodes d’EM les plus utilisées grâce à leur implémentation simple et efficace. Le principe
général de ces méthodes est que chaque deux images successives dans la séquence vidéo (cou-
rante et référence) sont divisées en blocs. Ensuite, pour chaque bloc dans l’image courante,
l’algorithme cherche le bloc le plus similaire dans l’image de référence en minimisant une
erreur de dis-similarité entre les illuminations correspondantes aux pixels respectifs des deux
blocs. Le vecteur de mouvement est la différence entre les positions du bloc courant et du bloc
le plus similaire dans l’image de référence.
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La première méthode de BM adopte une stratégie de recherche exhaustive (FSA : full
search algorithm) dans l’image de référence en évaluant tous les blocs existants dans la fe-
nêtre de recherche [8]. Avec la stratégie de recherche exhaustive, le bloc le plus similaire est
trouvé, et par conséquence, la précision d’estimation de mouvement est élevée. Cependant,
elle est très lourde en temps de calcul, ce qui rebute certains utilisateurs. Pour remédier à ce
problème, plusieurs méthodes de BM avec des stratégies de recherche intelligentes ont été
proposées pour réduire la complexité de calcul de FSA et assurer au même temps que la dé-
gradation introduite au niveau de la précision, ne sera pas gênante. Parmi eux, on trouve les
méthodes de BM orientées comme TSS [9], OSA [14] et DS [15]. Malgré que ces méthodes
réduisent effectivement la complexité de calcul, mais elles peuvent tomber sur des solutions
sous-optimales (minima locaux). Il y a aussi les méthodes BM avec une recherche exhaustive
rapide telles que [16, 17], et récemment, le problème de BM a été traité comme un problème
d’optimisation, et différentes techniques métaheuristiques ont été utilisées pour le résoudre
comme PSO-BM [11, 18], ABC-BM [19], DE-BM [20] et HS-BM [12].
Les métaheuristiques sont des techniques d’optimisation approximatives, permettent
l’obtention des résultats d’optimisation satisfaisants dans un temps raisonnable. Elles se basent
sur la minimisation (ou maximisation) d’une fonction objectif, et sur des mécanismes aléa-
toires pour explorer l’espace de recherche, afin de déterminer ou d’approcher un optimum
global. Les métaheuristiques ont été appliquées avec succès dans plusieurs domaines de re-
cherche comme les réseaux de télécommunications, les applications médicales, les systèmes
électriques, les applications multimédias, en traitement d’image et notamment en estimation
de mouvement [21].
Dans cette vision, nous avons décidé de travailler avec les méthodes BM basées sur
les techniques métaheuristiques. Les techniques métaheuristiques utilisées dans ce contexte
souffrent d’un nombre de problèmes, pour cela, nous visons dans cette thèse à proposer de
nouvelles méthodes BM basées sur des métaheuristiques capables d’obtenir des résultats d’es-
timation de mouvement satisfaisants en termes de précision et complexité de calcul. Nos prin-
cipales contributions sont :
• Dans la première contribution, nous proposons un nouvel algorithme de BM basé sur
la technique métaheuristique de recherche fractale stochastique (SFS : stochastic frac-
tal search). Une implémentation parallèle est utilisée pour calculer les déplacements de
tous les blocs simultanément. Pour améliorer davantage les performances, de nouvelles
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idées concernant l’initialisation, la fonction de fitness, la fenêtre de recherche et l’ap-
proximation de la fonction de fitness sont proposées.
• Dans la deuxième contribution, nous proposons une nouvelle technique métaheuristique
nommée l’optimisation à base de LBP (LBPO : local binary pattern optimizer). Elle
est inspirée du concept de base de l’opérateur LBP (local binary pattern). Un nouveau
algorithme de BM basé sur LBPO est ensuite proposé.
La suite de cette thèse est organisée de la manière suivante :
Chapitre 1 : ce chapitre donne le principe général du problème de l’estimation de mou-
vement, ainsi que sa formulation mathématique et les difficultés soulevées lors de la résolution
de ce problème. Nous présentons ensuite les deux grandes catégories des techniques d’esti-
mation de mouvement en mettant l’accent sur la possibilité de résoudre ce problème avec les
métaheuristiques.
Chapitre 2 : est consacré aux techniques métaheuristiques. Nous décrivons tout d’abord
le problème d’optimisation, ensuite, nous nous concentrons principalement sur les techniques
d’optimisation métaheuristiques en détaillant le principe général, classification de différentes
techniques connues dans la littérature et les extensions possibles.
Chapitre 3 : présente notre première contribution, qui est l’utilisation de la technique
métaheuristique SFS pour l’estimation de mouvement. Nous décrivons d’abord l’algorithme
SFS, ensuite, nous présentons l’algorithme SFS-BM.
Chapitre 4 : dans ce chapitre, nous proposons notre nouvelle méthode métaheuristique
LBPO. Après avoir détaillé son inspiration et son modèle mathématique, LBPO est évaluée
sur des fonctions de test, ensuite, appliquée en BM.
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I.1 Introduction
L’estimation de mouvement (EM) est un processus par lequel les déplacements des
pixels dans une séquence vidéo sont quantifiés. C’est un processus qui s’appuie sur la conser-
vation temporelle d’intensité au cours du déplacement. L’information de mouvement extraite
joue un rôle primordial dans des applications diverses dans le domaine de la vision par ordi-
nateur comme la compression vidéo, la robotique, la surveillance, etc.
Lors de l’EM, on se trouve face à un problème inverse, mal posé et difficile à résoudre à cause
de plusieurs raisons théoriques et pratiques comme la perte d’information lors de la projec-
tion, les restrictions de l’hypothèse de la conservation d’intensité, la présence de bruit dans
les images, etc. Les techniques d’EM peuvent être regroupées en deux grandes catégories : les
méthodes de flot optique (à base de pixel) et les méthodes de mise en correspondance de blocs
(à base de bloc).
Dans ce chapitre, nous expliquerons le principe de l’EM, ensuite, nous exposerons les grandes
catégories des techniques d’EM en mettant l’accent sur la possibilité à considérer l’EM comme
un problème d’optimisation, et ce dernier peut être résolu par les techniques métaheuris-
tiques.
I.2 Le principe de l’estimation de mouvement
La séquence vidéo est une suite d’images fixes qui défilent à une certaine cadence. Cette
cadence est de l’ordre de 25 images par seconde que l’œil humain peut la considérer comme
une image animée (voir figure. I.1). Généralement une image donnée de la séquence vidéo et
les images qui l’entourent (précédent ou succédant) présentent une forte similarité, elles sont
composées d’un même ensemble d’objets qui changent de position en chaque image [22].
I.2.1 Le mouvement dans la séquence vidéo
Généralement, l’image est le résultat de la projection d’une scène réelle tridimension-
nelle sur le plan de l’image bidimensionnelle (voir figure. I.2). Le processus d’EM cherche
donc à recouvrir la projection des différents mouvements tridimensionnels de la scène sur le
plan image. De façon formelle, il consiste à estimer à partir d’une séquence d’images le mou-
vement apparent des objets composant une scène tridimensionnelle. La caméra ou les objets
peuvent être selon les cas mobiles ou immobiles [23].
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FIGURE I.1. : La séquence vidéo
FIGURE I.2. : Projection 3D en 2D
L’EM est un problème extrêmement difficile à résoudre [23]. En effet, d’une part la
projection 3D en 2D cause une perte d’information, et d’autre part, les variations d’intensité
lumineuse sont les seules données disponibles. Donc, à partir des images 2D et en utilisant les
variations d’intensité lumineuse, nous pouvons accéder au mouvement apparent, appelé aussi
flot optique, traduisant de manière plus ou moins fidèle le mouvement réel (voir figure. I.3)
[23, 24, 25, 26] [244].
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FIGURE I.3. : Exemples de flot optique
I.2.2 Formulation mathématique
Soient I1 et I2 deux images successives dans une séquence vidéo. L’objectif est d’estimer
les valeurs de flot optique ω :Ω→ R2 entre ces deux images. Pour chaque pixel dans l’image
x = (x,y)> ⊂ R2, le flot optique ω(x) est composé de deux valeurs selon les composantes x et
y, ω(x) = (u(x),v(x))> .
Pour déterminer le flot optique à partir des intensités lumineuses, les méthodes d’EM com-
mencent par choisir une hypothèse simplificatrice sur la variation d’intensité dans la séquence
considérée. Cette hypothèse suppose que l’intensité lumineuse ou la couleur apparente du
pixel x, qui se déplace d’une image à une autre reste constante, c’est-à-dire l’intensité est in-
dépendante du temps t, ce qui se traduit par l’équation suivante :
I1(x) = I2(x+ω(x)) = constante (I.1)
En supposant que les déplacements des pixels sont petits, le développement de Taylor du terme
au milieu dans l’équation.(I.1) est comme suit :
I2(x+ω(x)) = I2(x)+ Ix.u(x)+ Iy.v(x) (I.2)
Où Ix = ∂ I2∂x et Iy =
∂ I2
∂y , avec It = I2− I1 on obtient :
It + Ix.u+ Iy.v = 0 (I.3)
Ou encore
It +∇I.ω = 0 (I.4)




La relation I.3 est appelée l’équation de flot optique. [27, 28, 29, 30].
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L’équation de flot optique (EFO) décrit une droite dans l’espace de vitesses (u,v) comme
illustrée sur la figure I.4.
FIGURE I.4. : Illustration géométrique de l’équation de flot optique
Il faut noter que l’équation de flot optique est une seule contrainte à deux inconnues
(u,v) pour chaque pixel. Il s’agit donc d’un problème inverse mal posé [23]. À partir de cette
équation, il est possible d’estimer que la composante normale vn de vecteur vitesse orientée
dans la direction du gradient spatial d’intensité [27][23].




La résolution des problèmes inverses et mal posés, analytiquement, est extrêmement
difficile, il est nécessaire d’ajouter une hypothèse supplémentaire pour réduire l’espace des
possibilités et aboutir à une solution unique [27, 23, 24].
I.2.3 Les difficultés de l’estimation de mouvement
Malgré les progrès significatifs connus dans le domaine d’EM, mais une estimation de
mouvement très précise reste difficile à obtenir à cause de nombreuses raisons théoriques et
pratiques [22, 25, 31, 32, 33] :
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• Le passage du 3D au 2D provoque une perte de certaines informations importantes de
la scène. Des points différents de l’espace peuvent être projetés sur le même point de
l’image, une droite peut être représentée par un point et un plan peut devenir une droite,
ce qui pose entre autres des problèmes de mise en correspondance.
• L’hypothèse de la conservation de la luminance d’un pixel au cours de déplacement
combine effectivement plusieurs d’autres hypothèses concernant la réflectivité de la
scène (la scène est lambertienne), l’illumination de la scène (illumination uniforme)
et la formation de l’image au niveau de la caméra (pas de vignettage).
• Le problème d’occlusion se manifeste lors du recouvrement d’une surface par une autre,
dû au mouvement de la caméra ou des objets dans la scène, certains points sont déplacés
à des positions où ils sont devenus invisibles (voir figure. I.5).
FIGURE I.5. : Problème d’occlusion
• Le problème de région transparente : lorsque l’objet mobile est transparent, l’hypothèse
de la conservation d’intensité n’est pas valide.
• Le problème de région homogène : un exemple sur ce problème est celui d’une sphère
homogène tournant sur elle-même. Malgré qu’un mouvement réel est existant, mais
aucune variation d’intensité n’est induite, donc le flot optique est nul.
• Le problème d’ouverture est une reformulation du fait que la solution du problème d’EM
n’est pas unique. Dans la figure.I.6, un objet rectangulaire qui se déplace avec un mou-
vement uniforme, trois cas pratiques s’apparaissent lors de l’EM.
1. Dans la zone 1 : la zone est homogène donc le gradient d’intensité est nul. Il n’est
pas possible d’en déduire le véritable mouvement
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2. Dans la zone 2 : le gradient d’intensité est orienté vers une seule direction. Le
mouvement estimé est normal au contour.
3. Dans la zone 3 : plusieurs gradients d’intensité sont non nuls. Le mouvement réel
est estimé correctement [25].
FIGURE I.6. : Problème d’ouverture
• La présence du bruit : plusieurs sources contribuent à la présence du bruit dans la sé-
quence vidéo tel que le bruit du capteur, le bruit dû aux erreurs de transmission de
données, le bruit de quantification, etc.
I.2.4 Domaines d’applications
L’estimation de mouvement est une étape essentielle pour plusieurs applications dans le
domaine de la vision par ordinateur. En compression de vidéo [34], l’EM exploite la redon-
dance temporelle entre les images pour un gain de compression significatif ; cela est possible
en représentant l’image t à partir de l’image t−1 de la séquence et en transmettant uniquement
les vecteurs de mouvement des blocs et l’erreur résiduelle entre les deux images [27]. L’EM
revêt ainsi une importance primordiale en robotique pour le guidage automatique des engins,
la conduite autonome des voitures, le contrôle des actions des robots, etc [35, 36, 37]. La
surveillance automatique est une application intéressante de l’EM; en particulier pour l’iden-
tification des gestes et expressions faciales, l’analyse de mouvement de foule et comporte-
ment de piétons [38, 39, 40]. Dans le domaine médical, l’EM peut être utilisé pour l’analyse
de mouvement du cœur, l’étude des écoulements bio-fluides et les déformations des organes
[41, 42, 43]. En traitement d’image, les vecteurs de mouvement obtenus peuvent être utilisés à
des fins diverses comme le filtrage, la segmentation, la restauration d’image, la reconstruction
3D, etc [44, 45, 46]. Dans les dernières années, on trouve aussi l’EM dans des applications
militaires pour la poursuite des cibles, dans la météorologie pour l’étude de champs de vents,
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et dans l’océanographie pour l’étude des courants marins [47, 48, 49], etc.
I.3 Les méthodes d’estimation de mouvement
Dans cette section, nous présentons les méthodes d’EM. Nous n’allons pas citer toutes
les méthodes existantes, mais essayer de proposer une classification des principales méthodes
développées depuis trois décennies. Nous nous basons sur des études d’état de l’art menées
sur les techniques d’EM comme [26], [50]-[53].
Les techniques d’EM peuvent être regroupées en deux grandes catégories : les méthodes de
flot optique qui calculent un vecteur de mouvement pour chaque pixel dans l’image et les mé-
thodes de mise en correspondance de blocs qui divisent l’image en blocs de pixels et calculent
ensuite un vecteur de mouvement pour chaque bloc.
I.3.1 Les méthodes de flot optique (à base de pixel)
Les méthodes de flot optique estiment les valeurs de flot optique pour chaque pixel dans
l’image, elles se basent sur la minimisation d’une fonctionnelle composée de l’équation du
flot optique et une contrainte supplémentaire de lissage ou régularisation pour particulariser
les solutions.
Le rôle de la deuxième contrainte est de lever l’indétermination de l’estimation, par la prise en
compte d’un voisinage spatial en propageant l’information vers les zones trop uniformes. Elle
consiste à imposer à la solution recherchée une certaine “forme” mathématique en introduisant
une dépendance spatiale mutuelle entre les vecteurs de vitesse des pixels dans l’image. Cette
dépendance peut, suivant les cas, s’exprimer de façon locale ou globale. On peut donc classifier
les méthodes de flot optique en deux catégories : locale et globale [22, 23]. Le tableau. I.1
représente quelques méthodes de flot optique.
I.3.1.1 Les méthodes locales
Les méthodes locales consistent à minimiser l’hypothèse supplémentaire sur un domaine
plus petit que l’image entière [22]. La méthode locale la plus célèbre est celle de Lucas et Ka-
nade [2], elle estime les valeurs de flot optique pour chaque pixel, cela se fait en supposant
que le flot optique est localement constant sur un voisinage plus petit que l’image entière.
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TABLE I.1. : Quelques méthodes flot optique
Catégorie Méthode Référence
Locale
La méthode de Lucas et Kanade Lucas et Kanade (1981) [2]
Modèle polynomiale Black, et al. (1996) [54]
Modèle obtenu par apprentissage Black, et al. (1997) [55]
Modèle de forme libre Karantzalos, et al. (2005) [56]
Globale Norme L2 Horn et Schunck (1981) [1]
Norme L1 Brox, et al. (2004) [3]
La fonction de Tukey Odobez, et al. (1995) [57]
La norme Lorentzian Black, et al. (1996) [54]
Le terme d’attache Conservation du gradient de l’image Uras, et al. (1988) [83]
aux données Conservation du laplacien de l’image Papenberg, et al. (2006) [58]
Utilisation de la texture Wedel, et al. (2009) [59]
Investigation dans l’espace de couleur Golland, et al. (1997) [60]
Combinaison de plusieurs filtres Weber, et al (1995) [61]
Combinaison de différentes terme de conservation Hyun, et al. (2013) [62]
Norme L2 Horn et Schunck (1981) [1]
Norme L1 Shulman, et al. (1989) [63]
Le terme de Les dérivés seconde Trobin, et al. (2008) [64]
Régularisation Champ aléatoire de Markov Heitz, et al (1993) [65]
La variation totale Wedel, et al. (2009) [59]
Régularisation non-locale Krähenbühl, et al. (2012) [4]
Régularisation temporelle Chin, et al. (1994) [66]
Récentes
Gérer les occlusions
Kolmogorov,et al. (2001) [67]
Ayvaci, et al. (2012) [68]
Leordeanu, et al. (2013) [69]
Larges déplacements
Hu, et al. (2017) [70]
Fan, et al. (2018) [5]
Sun, et al. (2018) [71]
Autres
Schuster, et al. (2018) [72]
Trinh, et al. (2018) [73]
Zarei-Jalalabadi, et al. (2018) [74]
TU, et al. (2019) [75]
Khalid, et al. (2019) [6]
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Cette méthode consiste alors à minimiser l’équation du flot optique localement en utilisant la
méthode des moindres carrés pondérés dans une fenêtre W (x,y) ∈Ω [76, 77].
E(ω(x)) =∑
W
W (x,y)(It +∇I ·ω)2 (I.6)
Où W (x,y) est une fenêtre de pondération spatiale. Généralement, c’est une fenêtre gaus-
sienne ; ses valeurs décroissent avec l’augmentation de la distance entre le pixel central et le
pixel voisin.









W (x,y)(vI2y +uIxIy+ IyIt) = 0
(I.7)





















L’estimateur au sens moindre carré nous donne :
ω(x) = M−1.b (I.9)
Parmi les avantages de la méthode de Lucas et Kanade, on peut citer :
• Parallélisable, c’est-à-dire les calculs peuvent être effectué d’une façon parallèle ;
• Les résultats sont moins sensibles au bruit ;
• Elle permet le calcul des mouvements locaux ;
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• Implémentation facile.
Malheureusement, cette méthode génère également certains inconvénients au niveau des
mouvements complexes où le modèle translationnel de mouvement sur lequel la méthode de
Lucas et Kanade se base, n’est pas toujours valide [22, 78]. Pour remédier à ce problème,
des modèles de mouvement paramétriques ont été proposés pour inclure des mouvements
plus complexes. Le calcul des paramètres nécessite d’abord l’estimation du déplacement d’un
certain nombre de points de contrôle, ensuite, à partir des déplacements estimés, les paramètres
sont calculés en utilisant la méthode des moindres carrés [24, 26, 79].
Il est difficile de repérer tous les mouvements complexes avec un seul modèle, c’est pour
cela que plusieurs modèles de mouvement ont été proposés [54]. Le choix du modèle approprié
dépend de l’application et des informations a priori concernant le mouvement dans la séquence
vidéo. Le tableau. I.2 donne quelques modèles paramétriques de forme polynomiale, et un
exemple d’une image de test pour chaque modèle [79].
TABLE I.2. : Quelques modèles paramétriques
Transformation Modèle Image de test
Euclidienne
u(x,y) = cos(α).x− sin(α).y+du








u(x,y) = au.x−bu.y+ cu.x.y+du
v(x,y) = av.x−bv.y+ cv.x.y+dv
Malgré que les modèles paramétriques peuvent être utilisés pour les mouvements com-
plexes, l’inconvénient est qu’ils restent applicables seulement dans le cas de mouvement ri-
gide. Le modèle de déformations de formes libres (FFD : free-form deformations) a été pro-
posé pour repérer les mouvements non-rigides [80, 56, 81].
14
État de l’art sur l’estimation de mouvement
Le modèle de mouvement peut être aussi déterminé en utilisant des méthodes d’appren-
tissage. Souvent, la base d’apprentissage utilisée reflète une hypothèse sur la forme du flot
optique existant et suit l’application désignée [26, 79, 55].
Il faut noter que lorsque les paramètres d’un modèle sont constants sur un domaine R,
le champ de mouvement résultant est lisse et ne peut être valable que dans les régions de
mouvement cohérent. Donc, la région R doit être assez grande pour permettre l’estimation de
mouvement et aussi suffisamment petite pour maintenir la validité des paramètres. Plusieurs
stratégies peuvent être utilisées pour la détermination de la région R :
• L’image entière, dans le cas d’un seul mouvement dans l’image ;
• Des blocs carrés d’une taille fixe, comme dans la méthode de Lucas et Kanade ;
• Des régions segmentées, les régions optimales peuvent être obtenues avec une segmen-
tation de l’image à des régions cohérentes [26].
I.3.1.2 Les méthodes globales
Dans le cas où les images sont composées de régions homogènes ou un flot optique
dense est nécessaire, les méthodes locales trouvent ses limites. Pour surmonter ces limitations,
des méthodes globales ont été proposées. Ce type de méthodes consiste à minimiser, sur le
domaine entier de l’image, une contrainte dite d’attache aux données basée sur l’équation du
flot optique ainsi qu’une contrainte supplémentaire de lissage qui suppose que tous les pixels
voisins ont un mouvement semblable [22, 24]. La première méthode globale proposée dans la
littérature est celle de Horn et Schunck [1], elle consiste à trouver le champ de vitesse qui





EDonnees(ω(x)) = (It + Ix.u+ Iy.v)2 (I.11)
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Avec γ qui est un paramètre positif qui permet d’ajuster l’influence de chaque terme. La mini-
misation de cette fonction peut-être effectuée en utilisant une méthode d’optimisation itérative
comme la méthode de Gauss-Seidel.
La méthode de Horn et Schunck a des avantages et des inconvénients. Parmi ses principaux
avantages :
• La simplicité d’implémentation ;
• Le flot optique généré est dense ;
• Elle donne de très bons résultats si les mouvements dans la séquence vidéo sont lisses.
Mais l’inconvénient majeur de cette méthode est qu’elle ne prend pas en considération
la présence de discontinuité en mouvement et les petits mouvements sont ignorés à cause du
lissage. Ce premier travail a été suivi d’un grand nombre de contributions qui ont proposé
différentes variantes de terme de données et de lissage, afin d’améliorer les résultats [26].
Variantes du terme de données :
L’équation de flot optique suppose que l’intensité du pixel ne change pas avec le dépla-
cement, mais la valeur d’intensité est tout à fait susceptible à de légers changements d’illumi-
nation, donc l’utilité de cette contrainte n’est pas toujours valide [26, 30, 3, 82].
Le tableau. I.3 présente quelque célèbres variantes de l’équation de flot optique. Au lieu de
la conservation d’intensité, nous pouvons utiliser la conservation du gradient, de la matrice
Hessienne ou l’opérateur laplacien, etc [83, 58].
Il est possible aussi d’utiliser d’autres mesures de similarité comme la corrélation croisée
normalisée (NCC) qui est généralement invariante au changement d’illumination [84]. Le
terme de données associé peut être écrit comme suit :
EDonnees = 1−NCC(ω(x)) (I.13)
On trouve aussi des méthodes d’EM globales qui gardent l’équation de flot optique, et
pour améliorer les résultats, elles effectuent des transformations sur les images, par l’exemple
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TABLE I.3. : Quelques variantes de l’équation de flot optique
La conservation de La contrainte
Gradient ∇I1(x) = ∇I2(x+ω(x))
Hessienne H(I1(x)) = H(I2(x+ω(x)))
Laplacien ∆ I1(x) = ∆ I2(x+ω(x))
Norme de Gradient ‖ ∇I1(x) ‖=‖ ∇I2(x+ω(x)) ‖
Norme de Hessienne ‖ H(I1(x)) ‖=‖ H(I2(x+ω(x))) ‖
Déterminant de Hessienne det(H(I1(x))) = det(H(I2(x+ω(x))))
Transformation de Census C(I1(x)) =C(I2(x+ω(x)))
dans [3, 85] un filtre gaussien a été utilisé pour réduire le bruit dans les images. Dans [59] les
auteurs ont décomposé l’image en deux parties structure et texture en utilisant la méthode de
[86], ensuite, en se basant sur le principe que le changement d’illumination affecte la struc-
ture, ils ont utilisé pour l’estimation de mouvement seulement la partie texture de l’image.
Les différents types d’espace de couleur ont été aussi exploités comme l’espace HSV (Hue
saturation value) [85, 87, 88] et l’espace RVB normalisé [60], etc.
Dans le travail [89], les auteurs ont filtré le terme de données avec un filtre gaussien f
comme suit :
EDonnees(ω(x)) = f (It + Ix.u+ Iy.v) (I.14)
Le filtrage du terme de données donne de très bons résultats surtout avec les séquences brui-
tées, mais il génère également une certaine dégradation au niveau de discontinuités et contours.
Ce problème peut être résolu avec le remplacement du filtre gaussien par un filtre anisotropique
[90].
La validité de chaque terme de données reste limitée à quelques situations, mais l’image
est composée de plusieurs régions, chacune d’elles a ses propriétés et peut satisfaire à une
contrainte et rejeter les autres. Pour cela, des termes de données plus complexes, combinant
plusieurs contraintes ont été proposés. Cette combinaison peut être formulée comme la somme
17
État de l’art sur l’estimation de mouvement






Une autre façon de combinaison a été proposée dans [61], où K filtres différents sont appliqués





( fk(I1(x))− fk(I2(x+ω(x)))) (I.16)
Un modèle explicite du changement d’illumination peut être formulé comme suit :
g(x)I1(x) = I2(x+ω(x))+b(x) (I.17)
Le problème d’EM, avec ce modèle, est encore plus difficile à résoudre avec quatre incon-
nues et une seule équation, mais l’ajout des contraintes supplémentaires sur le changement
d’illumination peut résoudre ce problème [30] [92].
Variantes de terme de lissage
Généralement, le lissage est modélisé par une pénalisation du module de gradient de
flot optique en supposant que les pixels voisins du même objet ont des vitesses similaires. La
méthode de Horn et Schunck utilise une pénalisation quadratique. Cette pénalisation facilite
la résolution du problème, mais elle ne prend pas en considération la présence de discon-
tinuités en flot optique, surtout quand des objets différents se déplacent dans des directions
différentes. Pour cela, d’autres pénalisations robustes, qui augmentent moins rapidement que
la pénalisation quadratique ont été proposées comme la norme L1, L1 modifié, Logarithmique
et Lorentzian (voir tableau I.4 et figure. I.7) [26, 30, 53].
Une autre technique pour résoudre le problème de discontinuité, consiste à ajouter une
pondération au terme de lissage d’une façon que le poids du lissage se réduit au niveau de
contours en utilisant une formule décroissante en fonction du module de gradient de l’image
[93].
En se basant sur l’idée que les discontinuités de l’image ne coïncident pas forcément
avec les discontinuités de flot optique, le lissage a été contrôlé par les modules des dérivées de
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TABLE I.4. : Quelques pénalisations robustes
Pénalisations Équations
La norme L2 ϕ(z) = z2
La norme L1 ϕ(z) = |z|
L1 modifié ϕ(z) =
√
z2+ ε2
Logarithmique ϕ(z) = log(z)
Lorentzian ϕ(z) = log(1+ z
2
2.σ2 )
FIGURE I.7. : Les courbes de quelques pénalisations robustes
flot optique et non pas de l’image [63, 94].
Ces deux dernières stratégies de lissage ont été combinées [95] pour améliorer les résul-
tats. Le lissage isotropique a été remplacé par un lissage anisotropique pour conserver mieux
les discontinuités [96, 97].
On trouve aussi les méthodes de flot optique hybride globale-locale qui visent à obtenir
un flot optique dense, moins sensible au bruit et au même temps calculer les mouvements





W (x,y)(It +∇I.ω)+ γ.(‖ ∇u ‖2+‖ ∇v ‖2))dx (I.18)
Cette fonctionnelle est composée de deux termes, un terme de données local correspond à
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l’approche de Lucas et Kanade et un terme de lissage global correspond à l’approche Horn et
Schunck.
I.3.1.3 Des méthodes récentes
La littérature récente sur les méthodes de flot optique présente une variété de méthodes.
Dernièrement, les méthodes d’optimisation combinatoire comme graph cuts et belief propa-
gation ont été utilisées pour la minimisation d’un modèle discret de flot optique basé sur le
champ du Markov aléatoire, ce qui permet de travailler avec n’importe quel terme de données
ou de lissage [98, 99, 26].
Les méthodes de flot optique s’appuient sur le développement de Taylor de l’équation de flot
optique en supposant que les déplacements des pixels sont petits. Il est possible à repérer les
grands déplacements avec l’implémentation pyramidale (voir figure. I.8). Cette implémenta-
tion consiste à représenter l’image initiale par une pyramide. Les images des niveaux supé-
rieurs sont les images de faible résolution, chaque image étant obtenue à partir du niveau infé-
rieur, par filtrage passe-bas suivi d’un sous-échantillonnage. À chaque niveau, en commençant
par le niveau de résolution la plus faible situé au sommet de la pyramide, le mouvement est
estimé, puis transmis au niveau de résolution supérieure où il est utilisé comme initialisation.
Cette dernière est alors raffinée par n’importe quelle méthode d’estimation de mouvement. Le
processus étant repris pour le niveau suivant, et ainsi de suite jusqu’au niveau de résolution
qui correspond à l’image initiale où on récupère le flot optique final [24, 78, 100].
Malheureusement, l’interpolation utilisée dans l’implémentation pyramidale non seule-
ment enlève certaines informations qui sont importantes pour établir une bonne estimation
de mouvement, mais elle ne peut également pas calculer les mouvements de petits objets. Ce
problème peut être résolu par l’intégration des techniques de mise en correspondance des ca-
ractéristiques locales dans les méthodes de flot optique [101, 102, 103].
Les travaux récents sur le calcul de flot optique s’intéressent aussi à la résolution des défis
majeurs qui apparaissent dans les scénarios réels et les scènes en plein air, tels que les grands
déplacements, discontinuités de mouvement, changements d’illumination et les occlusions
comme [67, 68, 69, 70, 5, 71].
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FIGURE I.8. : Implémentation pyramidale
I.3.1.4 Inconvénients des méthodes de flot optique
Les méthodes de flot optique procurent un flot optique dense en calculant un vecteur
de mouvement pour chaque pixel. Cependant, ces méthodes souffrent d’un nombre de pro-
blèmes :
• La complexité de calcul est élevée. D’une part, la considération de deux contraintes pour
la résolution du problème d’EM exige un temps de calcul excessive. D’autre part, les
méthodes de résolution utilisées comme Newton et Gauss Seidel sont très lentes
• Le nombre des vecteurs de flot optique est égal au nombre des pixels dans l’image. Pour
envoyer ces vecteurs, à un décodeur par exemple, une quantité d’information très élevée
sera transmise.
• Ces méthodes se basent sur le développement de Taylor de l’équation de flot optique en
supposant que les mouvements des pixels sont petits. Donc, ces méthodes ne sont pas
très appropriées pour les larges déplacements,
• La contrainte de régularisation ou lissage utilisée n’est pas robuste pour les discontinui-
tés.
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I.3.2 Les méthodes de mise en correspondance de blocs (à base de bloc)
Les méthodes de mise en correspondance de blocs (BM : block matching) sont les mé-
thodes d’EM les plus appropriées aux applications temps réel, puisqu’elles attribuent à chaque
bloc de pixels un seul vecteur de mouvement.
I.3.2.1 Le concept de base de BM
L’idée générale de cette méthode consiste à diviser l’image courante en blocs non che-
vauchés de tailles Bx×By (souvent 16×16, 8×8 ou 4×4). Ensuite, pour chaque bloc l’algo-
rithme cherche du bloc le plus similaire dans l’image de référence. Le vecteur de mouvement
calculé est la différence entre la position du bloc courant et le bloc le plus similaire. Pour
éviter les correspondances incohérentes dans l’image de référence, la recherche est limitée par
une fenêtre de dimensions (2×wmax+1)× (2×wmax+1), où wmax est la valeur maximale du
déplacement à estimer (voir figure. I.9) [24, 104].
FIGURE I.9. : Le principe de base de BM
Les critères de similarité
Pour déterminer le bloc le plus similaire dans l’image de référence, plusieurs critères de simi-
larité peuvent être utilisés [79, 22] :
• Mesures de disparité
Somme des différences absolues (SAD) :
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|I1(x+ i,y+ j)− I2(x+ i+u,y+ j+ v| (I.19)








(I1(x+ i,y+ j)− I2(x+ i+u,y+ j+ v))2 (I.20)
• Mesures de ressemblance








(I1(x+ i,y+ j).I2(x+ i+u,y+ j+ v)) (I.21)



























I2 représentent la moyenne des intensités des pixels des blocs dans l’image I1
et I2 respectivement.









I.3.2.2 Les propriétés de BM
Les méthodes de BM sont adaptables aux applications en temps réel. En effet, d’une
part leur implémentation est simple, rapide et efficace, d’autre part, la quantité d’information
à transmettre est très réduite.
En plus, elles sont contrôlables. D’une part, la taille du bloc de pixels peut être fixée selon
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l’application. Pour des applications qui demandent une précision d’estimation de mouvement
élevée, la taille du bloc peut être petite, mais la complexité du calcul va augmenter. Tandis que,
pour les applications où la complexité du calcul est plus importante que la précision, la taille
du bloc peut-être grande. Si la taille du bloc est 1×1, nous obtenons les méthodes d’estimation
de mouvement à base de pixel. D’autre part, la taille de la fenêtre peut être réglée selon le type
de mouvement dans la séquence vidéo. Pour les séquences avec des mouvements rapides, où
les objets changent leurs positions d’une image à l’autre avec une distance considérable, la
taille de la fenêtre de la recherche doit être grande, engendrant bien sûr un temps de calcul
plus élevé. Par contre, pour les séquences avec des mouvements faibles, on peut profiter du
temps de calcul avec une taille de fenêtre plus petite [104, 24, 105]. Les méthodes BM ont été
largement utilisées dans des applications diverses, le tableau. I.5 présente quelques-unes.
TABLE I.5. : Quelques applications de BM
Domaine d’application Référence
Compression vidéo Série MPEG : [106] [107] et [108]
Série H.26X : [109], [110] et [111]
Suivi d’objet Lai, et al. (2018) [112]
Débruitage des vidéos Xiao, et al (2018) [113]
Stabilisation d’images Yong-xiang, et al. (2010) [114]
Segmentation Gamino-Sánchez, et al. (2018) [115]
Communication Nijad, et al. (2017) [116]
La météorologie Dazhi, et al. (2013) [117]
Détection de la peau Kaabneh, et al. (2007) [118]
Télé-médecine Zoha, et al. (2011) [119]
La première méthode développée pour BM adopte une stratégie de recherche exhaustive
dans l’image de référence (FSA : full search algorithm) [7]. Pour trouver le bloc le plus simi-
laire, tous les blocs candidats dans la fenêtre de recherche sont évalués (voir figure. I.10), de
cette façon le bloc le plus similaire est trouvé sûrement.
Cette stratégie de recherche nécessite l’évaluation d’un nombre de blocs égal à (2×wmax+1)2.
Le tableau. I.6 donne le nombre de blocs évalués par FSA en fonction du déplacement maxi-
mal. Le nombre de blocs augmente exponentiellement avec wmax, et également la complexité
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de calcul. Par exemple avec une taille de la fenêtre de recherche wmax = 7, l’algorithme évalue
15×15= 225 blocs. Ce nombre d’opérations demande un temps excessif qui est inacceptable
pour les implémentations en temps réel, pour cela, plusieurs méthodes de BM rapides ont été
mises au point, le tableau. I.7 présente quelques-unes.
FIGURE I.10. : La recherche exhaustive de FSA
TABLE I.6. : Nombre de blocs évalués par FSA







I.3.2.3 Les méthodes BM rapides
Les méthodes BM rapides peuvent être regroupées en différentes classes comme suit :
a) Les méthodes BM avec une recherche orientée
Elles consistent à une exploration initiale du voisinage direct du bloc puis une sélection
dans la direction de la ressemblance croissante. Les méthodes BM orientées les plus connues
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TABLE I.7. : Quelques méthodes BM
Catégorie Méthode Référence
Recherche exhaustive La méthode FSA Hsieh, et al. (1992) [7]
Les méthodes orientées La recherche à trois étapes (TSS) Jong et, al. (1994) [9]
La recherche à quatre étapes (4SS) Po et, al. (1996) [120]
La recherche basée sur le gradient descendent BBGD Liu et, al. (1996) [121]
La recherche diamant (DS) Zhu et, al. (2000) [15]
La recherche basée sur un modèle adaptatif ARPS Nie et, al. (2002) [122]
La recherche avec direction orientée (EDOS) Shinde, et al. (2018) [123]
La recherche hexagonale (HEXS) Raj, et al. (2018) [10]
Les recherches exhaustives L’algorithme d’élimination successive Li, et al. (1995) [16]
rapides La technique de saut précoce Huang, et al. (1996) [17]
Simplification du critère La réduction de la précision des pixels Feng, et al. (1995) [124]
de similarité Lee, et al. (1998) [125]
Le sous-échantillonnage des blocs Liu, et al. (1993) [126]
Cheung 1997, et al. [127]
Les méthodes multi-résolution Nam-Kwon, et al. (1995) [128]
Chalidabhongse, et al. (1997) [129]
Lee, et al. (1997) [130]
Les métaheuristiques L’algorithme génétique Chow, et al. (1993) [131]
L’optimisation par essaim particulaire Ren, et al (2006) [132]
Yuan, et al. (2008) [133]
Cai, et al. (2012) [11]
Pandian, et al. (2013) [18]
L’évolution différentielle Cuevas, et al. (2013) [20]
La colonie d’abeille artificielle Cuevas, et al. (2013) [19]
La recherche harmonique Diaz-Cortés, et al. (2017) [12]
L’algorithme Sinus Cosinus Dash, et al. (2018) [134]
L’algorithme hybride HS-DE Bhattacharjee, et al. (2018) [13]
L’algorithme hybride ABC-DE Bhattacharjee, et al. (2018) [13]
Autres Le filtre Kalman Kuo, et al. (1996) [135]
La logique floue Chen, et al. (2001) [136]
L’utilisation des contours et caractéristiques Zhao, et al. (2017) [137]
Les blocs de tailles adaptatives Lin, et al. (2018) [138]
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sont : la recherche à trois étapes (TSS : Three step search) [9], la nouvelle recherche à trois
étapes (NTSS : New three step search) [139], la recherche à quatre étapes (4SS : Four step
search) [120], l’algorithme de recherche orthogonale (OSA : Orthogonal search algorithm)
[14], l’algorithme de recherche croisée (CSA : Cross search algorithm) [140], la recherche
diamant (DS : Diamond search) [15], la recherche par zone circulaire (CZS : Circular zo-
nal search ) [141], la recherche un à la fois (OTS : One-at-a-time search) [142], logarith-
mique bi-dimensionnel (2DLOG : Two dimensional logarithmic) [143], la recherche basée
sur un modèle adaptatif (ARPS : Adaptive rood pattern search) [122] et la recherche basée sur
le gradient descendent (BBGD : Block-based gradient descent search) [121]. Ces méthodes
peuvent effectivement accélérer le processus de BM, cependant elles peuvent échouer dans le
cas d’existence de plusieurs optima locaux et calculent par conséquent des vecteurs de mou-
vements incorrects [20, 34]. Les figures I.11, I.12 et I.13 illustrent quelques exemples de ces
méthodes.
(a) 2DLOG (b) TSS (c) NTSS
FIGURE I.11. : Exemples des méthodes BM rapides : 2DLOG, TSS et NTSS
(a) 4SS (b) OSA (c) CSA
FIGURE I.12. : Exemples des méthodes BM rapides : 4SS, OSA et CSA
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(a) DS (b) CZS (c) OTS
FIGURE I.13. : Exemples des méthodes BM rapides : DS, CZS et OTS
b) Les méthodes BM avec une recherche exhaustive rapide
Ces méthodes évaluent tous les blocs candidats mais en évitant les calculs non néces-
saires. Parmi ces méthodes :
• L’algorithme d’élimination successive : cette méthode établit une contrainte d’inégalité,
et s’intéresse seulement aux blocs candidats qui satisfassent cette contrainte [16].
Soit le bloc dans l’image courante C et le bloc candidat dans l’image référence R.
SC−SADmin ≤ SR ≤ SC +SADmin (I.25)
Où
SC est la somme des intensités des pixels du bloc C, SR est la somme des intensités
des pixels du bloc R et SADmin est la valeur de dis-similarité obtenue jusqu’à ce bloc
candidat.
• La technique de saut précoce : cette méthode a été proposée pour accélérer l’évaluation
des blocs candidats. La valeur de disparité entre le bloc dans l’image courante et le bloc
candidat est calculé pixel après pixel. Une fois que la somme cumulée de ces valeurs
est plus élevée qu’une valeur de seuil particulière, l’évaluation de ce bloc est arrêtée,
et l’algorithme sort de la boucle des pixels, car il est impossible pour ce bloc candidat
d’être le bloc le plus similaire [17].
c) Les méthodes BM avec simplification du critère de similarité
Dans cette catégorie de méthodes, deux types d’algorithmes peuvent être distingués :
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• La réduction de la précision des pixels : puisque les images de faible résolution tonale
nécessitent une complexité de calcul réduite, la résolution originale de huit bits peut être
réduite en tronquant les bits moins significatifs.
• Le sous-échantillonnage des blocs : seulement une partie sélectionnée des pixels des
blocs est employée pour le calcul de la valeur de similarité. Différents types de sous-
échantillonnage peuvent être appliqués, (voir figure I.14)
FIGURE I.14. : Exemples des méthodes BM avec simplification de critère de similarité
d) L’implémentation pyramidale
Cette technique a été proposée dans [130] pour éliminer quelques blocs candidats. Pre-
mièrement, des structures pyramidales, pour le bloc dans l’image courante et les blocs can-
didats sont construites comme illustré sur la figure. I.15. La somme de chaque 2× 2 pixels
voisins représente la valeur du pixel dans le niveau supérieur. L’algorithme commence par








|Ci, j0 −Ri, j0 | (I.26)
Avec C et R sont le bloc dans l’image courante et un bloc candidat dans l’image référence
respectivement.
Si la valeur SAD0 est plus grande qu’une valeur SAD minimale, SADmin, ce bloc ne représente
pas une solution potentielle et il est éliminé, sinon, le deuxième niveau est vérifié. L’algorithme
continue à vérifier les niveaux du pyramide jusqu’à ce qu’on élimine ce bloc ou le niveau
inférieur est évalué. Si le niveau inférieur est vérifié et sa valeur SAD3 est plus inférieur que la
valeur SADmin, la valeur SADmin est remplacée par SAD3.
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FIGURE I.15. : La méthode BM avec une implémentation pyramidale
e) Des algorithmes BM avec des tailles adaptatives de la fenêtre de recherche
La taille de la fenêtre de recherche a un effet direct sur la qualité d’estimation de mouve-
ment et la complexité de calcul. Pour effectuer une recherche exhaustive et rapide, différentes
techniques BM avec un ajustement adaptatif de la taille de la fenêtre de recherche ont été pro-
posées. Par exemple, dans [144] les auteurs ont supposé que le champ de mouvement est lisse
et change lentement entre les images, et ils ont calculé une valeur prédite pour le vecteur de
mouvement de chaque bloc. Cette valeur prédite est la moyenne des vecteurs de mouvement
des blocs voisins (voir figure.I.16), en se basant sur le fait qu’il existe une grande corrélation
entre les vecteurs de mouvement des blocs adjacents s’ils appartiennent au même objet. Une
fenêtre de recherche carrée est ensuite déterminée selon V Mpredite.
V Mpredite =V M1+V M2+V M3+V M4 (I.27)
f) Les méthodes BM basées sur les métaheuristiques
Récemment, le problème de BM a été posé comme un problème d’optimisation, et avec
l’avènement des techniques métaheuristiques, plusieurs techniques métaheuristiques ont été
utilisées pour le résoudre. Contrairement à l’algorithme FSA qui évalue tous les blocs candi-
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FIGURE I.16. : Les blocs voisins utilisés pour calculer le vecteur de mouvement prédit
dats dans la fenêtre de recherche, les algorithmes de BM à base de métaheuristiques initialisent
seulement quelques blocs candidats dans la fenêtre de recherche, ensuite des processus aléa-
toires intelligentes sont utilisés pour converger itérativement vers le bloc le plus similaire (voir
figure. I.17).
FIGURE I.17. : Le principe des méthodes BM basées sur les métaheuristiques
I.3.2.4 Évaluation des performances des méthodes BM
Les performances de chaque algorithme BM sont évaluées selon les critères suivants :
1. La précision de l’estimation de mouvement : La valeur de DPSNR mesure le pour-
centage de dégradation en PSNR par rapport aux résultats obtenus avec la recherche
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exhaustive FSA. Elle est donnée comme suit :
DPSNR =−PSNRFSA−PSNRBMAPSNRFSA ×100 (I.28)
Le PSNR indique la qualité de l’image compensée qui est construite avec les blocs les
plus similaires trouvés à l’aide de l’algorithme de BM.
2. Complexité de calcul : on peut mesurer le temps de calcul mis par l’algorithme, mais
cette mesure est dépendante de la machine et le langage utilisé, pour cela, nous compa-
rons la complexité de calcul des algorithmes BM en terme du nombre moyen des blocs
évalués.
Chaque algorithme BM vise à obtenir une valeur minimale de DPSNR et un nombre moyen de
blocs évalués réduit.
I.4 Conclusion
Dans ce chapitre, nous avons expliqué le principe d’estimation de mouvement, ensuite
nous avons présenté les deux grandes catégories des techniques d’EM. Nous avons observé
que les méthodes de BM sont les méthodes d’EM les plus utilisées grâce à leur implémentation
simple et efficace. Pour accélérer la stratégie de recherche exhaustive, différentes méthodes de
BM rapides ont été développées, parmi eux les méthodes BM basées sur les métaheuristiques.
Ces dernières méthodes possèdent la robustesse, la précision et le temps d’exécution est ac-
ceptable. Elles seront expliquées davantage dans les chapitres suivants.
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II.1 Introduction
Les métaheuristiques sont des méthodes d’optimisation approximatives, conçues pour
résoudre les problèmes difficiles quand les méthodes exactes échouent, ou elles nécessitent
un temps de calcul inacceptable. Généralement, toutes les techniques métaheuristiques sont
basées sur des mécanismes aléatoires pour explorer l’espace de recherche, afin de déterminer
ou d’approcher un optimum global. Les métaheuristiques ont été utilisées dans des domaines
divers tel que le traitement d’images, l’électronique, mécaniques, cryptage, etc.
Nous allons présenter dans ce chapitre, le problème d’optimisation, les techniques métaheu-
ristiques et leurs applications.
II.2 L’optimisation
De nombreux problèmes dans la recherche opérationnelle, les mathématiques appli-
quées, en analyse et en statistique ou encore en théorie du contrôle et de la commande, peuvent
être considérés comme des problèmes d’optimisations.
Un problème d’optimisation, au sens général, consiste à déterminer une solution x qui appar-
tient à un espace de recherche X . Cette solution minimise ou maximise une fonction objectif f .
De plus, un problème d’optimisation peut présenter des contraintes d’égalité et/ou d’inégalité
sur les solutions candidates ; généralement ce sont des conditions supplémentaires qui limitent
l’espace de recherche [145].
Formulation mathématique
Le problème d’optimisation peut être décrit comme suit :






 qui minimise (ou maximise) f (x).
Sous les contraintes :
g j(x) j = 1 · · ·m (II.1)






 sont appelées "variables d’optimisation" ou variables de décision,
la fonction f est la fonction objectif (appelée aussi fonction-coût ou fonction de fitness), elle
est définie selon le problème posé, et m est le nombre de contraintes.
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La résolution d’un problème d’optimisation revient alors à trouver les points de minimum (ou
maximum) local (ou global) de la fonction f . La figure. II.1 donne un exemple des minima et
maxima locaux et globaux.
FIGURE II.1. : Les minima et maxima locaux et globaux d’une fonction
II.2.1 Classification des problèmes d’optimisation
Il existe plusieurs critères pour classifier les problèmes d’optimisation [145, 146, 147] :
• Classification selon l’existence des contraintes : le problème d’optimisation peut-être
sans ou avec des contraintes.
• Classification selon la nature des variables : selon la nature des variables les pro-
blèmes d’optimisation peuvent être classifiés en deux catégories :








 qui minimise (ou maximise) f (x).
2. Dans la deuxième, le problème consiste à trouver un ensemble des valeurs d’un
paramètre qui est en fonction d’un autre paramètre, par exemple :
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 qui minimise (ou maximise) f{x(t)}
Ce type de problème où chaque variable est une fonction d’un ou plusieurs para-
mètres, est connu comme problème d’optimisation dynamique ou trajectoire.
• Classification selon la nature des équations impliquées : cette classification regroupe
les problèmes d’optimisation en quatre catégories : linéaire, non-linéaire, géométrique
et quadratique.
1. Linéaire : si la fonction objectif et toutes les contraintes sont des fonctions li-
néaires, le problème s’appelle un problème de programmation linéaire (LP).
2. Non-linéaire : si une fonction parmi les fonctions d’objectif ou les contraintes est
non-linéaire, le problème s’appelle un problème de programmation non-linéaire
(NLP).
3. Géométrique : dans le problème de programmation géométrique (GMP), la fonc-
tion objectif et les contraintes sont exprimées comme posynomial en X , (l’expres-
sion de la fonction posynomial est donnée dans l’annexe A).
4. Quadratique : si la fonction objectif est quadratique et les contraintes sont linéaires,
on dit que le problème est quadratique, habituellement, il est formulé comme suit :











Qi, jxix j (II.2)
Sous les contraintes : n
∑
i=1
ai, jxi = b j (II.3)
Où c, qi, Qi j, b j et ai j sont des constantes.
• Classification selon le type des variables : les variables du problème d’optimisation
prennent des valeurs continues ou discrètes, et par conséquence, on trouve des pro-
blèmes d’optimisation continus et d’autres discrets.
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• Classification selon la nature déterministe des variables : si certaines ou toutes les
variables d’un problème d’optimisation sont probabilistes (non-déterministes ou sto-
chastique), le problème est de programmation stochastique, sinon le problème est de
programmation déterministe.
• Classification selon le nombre de fonctions objectifs : selon le nombre de fonctions
objectifs à minimiser (ou maximiser), le problème d’optimisation peut être mono- ou
multi-objectif.
II.2.2 Les techniques d’optimisation
Les techniques d’optimisation sont nombreuses et on peut les classifier en deux catégo-
ries selon qu’elles incluent ou non l’aspect aléatoire : les techniques déterministes (exactes) et
les techniques non-déterministes (approchées) (voir figure.II.2) [148, 149, 150, 162].
FIGURE II.2. : Classification des techniques d’optimisation
II.2.2.1 Les techniques exactes
Elles ont été introduites pour la résolution des problèmes d’optimisation d’une manière
exacte, elles garantissent l’obtention de la solution optimale absolue, pour certains types de
problèmes d’optimisation. Parmi ces méthodes, on peut citer la méthode de newton, la mé-
thode du simplex ou encore la méthode du gradient, etc. Souvent, l’utilisation de ces méthodes
est couronnée de succès. Cependant, plusieurs inconvénients limitent leur emploi :
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• Les méthodes exactes nécessitent que la fonction objectif soit convexe, continue et dé-
rivable ;
• Elles sont utilisables tant que le nombre de variables est petit ;
• La fonction d’objectif peut avoir de multiples minima locaux. Or les méthodes exactes
sont incapables de détecter et d’éviter ceux-ci, en convergeant vers le premier optimum
trouvé qui correspond à une valeur de fitness médiocre, en comparaison de celui de
optimum absolu.
• Le temps de calcul est souvent trop élevé.
II.2.2.2 Les techniques approchées
Dans le cas où les méthodes exactes échouent à résoudre un problème d’optimisation ou
elles nécessitent un temps de calcul très élevé, il est probablement nécessaire d’avoir recours
aux techniques approchées.
Les techniques approchées ou heuristiques procurent une solution approchée, sans garantie
l’optimalité, au profit d’un temps de calcul réduit, parmi ces méthodes, on trouve les méthodes
constructives, les recherches locales et les métaheuristiques.
Les métaheuristiques sont des heuristiques plus poussées, le terme métaheuristique a été
inventé par Fred Glover en 1986, il est composé en deux mots : ‘heuristique’ qui signifie ‘trou-
ver’ et le suffixe ‘méta’ qui signifie ‘au-delà’ ou encore ‘dans un niveau supérieur’. La prin-
cipale qualité de ces méthodes est qu’elles sont adaptables à un grand nombre de problèmes
d’optimisation. Généralement, ces méthodes commencent par un tirage aléatoire d’un nombre
de solutions candidates, ces dernières changent leurs positions itérativement avant qu’elles
convergent à une solution optimale (voir figure.II.3). Nous continuerons, dans la suite de cette
thèse à nous intéresser uniquement aux techniques métaheuristiques et leurs applications.
II.3 Les métaheuristiques
Les métaheuristiques sont des algorithmes d’optimisation stochastiques conçus pour ré-
soudre les problèmes d’optimisation difficiles. Elles ont été utilisées avec succès dans des
applications diverses grâce à leur simplicité et robustesse. D’après les études menées par Ka-
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FIGURE II.3. : Le schéma général des techniques métaheuristiques
shif, et al. en 2018 [21], il y a presque 1222 publications sur les métaheuristiques, répartis en
différents types. Le tableau. II.1 et le graphique présenté dans la figure. II.4 donnent le nombre
des travaux publiés sur les métaheuristiques par des journaux différents.
Généralement, toutes les techniques métaheuristiques ont des caractéristiques communes
qui sont : [148, 150, 149]
• Elles commencent par un tirage aléatoire d’un nombre de solutions candidates, ensuite,
des processus de recherche aléatoire sont utilisés pour manipuler ces solutions et les
faire passer de solutions de mauvaise qualité à la solution optimale.
• Les métaheuristiques sont des algorithmes itératives, où le même schéma de recherche
est répété plusieurs fois au cours de l’optimisation.
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TABLE II.1. : Les types de publications sur les métaheuristiques
Journal
Type de publication
Nombre totalNouvelles Méthodes Méthodes Études Comparaison Applications
méthodes modifiées hybrides et analyse
Elsevier 54 77 26 55 54 43 309
Springer 28 61 24 85 37 38 273
Hindawi 14 96 29 11 14 49 213
IEEE Xplore 16 51 18 7 21 65 178
ACM 5 47 9 27 23 8 119
Other 10 11 0 24 8 16 69
Wiley 3 7 3 31 5 12 61
FIGURE II.4. : Graphe sur les publications en métaheuristiques
• Elles n’utilisent pas l’information du gradient de la fonction objectif.
• Elles sont capables de résoudre des problèmes d’optimisation difficiles à partir d’un
nombre minimal d’information.
• Elles peuvent trouver une solution de très bonne qualité en un temps raisonnable sans
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garantie l’optimalité.
• La nature stochastique des métaheuristiques permet d’éviter les optima locaux.
• Elles sont adaptables à un grand nombre de problèmes d’optimisation.
• Souvent, elles sont inspirées par des phénomènes de la nature (voir figure. II.5).
(a) Algorithme génétique (b) Optimisation par colonie
d’abeilles
(c) Optimisation par colonie
de fourmis
(d) Trou noir (e) Algorithme de chauve-
souris
(f) Optimisation par essaim
particulaire
FIGURE II.5. : Quelques sources d’inspiration des techniques métaheuristiques
La résolution satisfaisante d’un problème d’optimisation en utilisant une technique mé-
taheuristique dépend de sa capacité à fournir un bon équilibre entre l’exploration (diversifica-
tion) et l’exploitation (intensification) [151].
• L’exploration est la capacité de l’algorithme à visiter différentes régions dans l’espace
de recherche, pour éviter les optima locaux et la convergence prématurée.
• L’exploitation est la capacité de l’algorithme à concentrer la recherche dans les régions
prometteuses de l’espace de recherche (voir figure. II.6).
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FIGURE II.6. : L’exploration et l’exploitation des métaheuristiques
II.3.1 Classification des métaheuristiques
La liste des techniques métaheuristiques est assez large, nous pouvons les classer de
plusieurs manières selon le nombre de solutions, selon l’historique de recherche ou selon
l’inspiration (voir figure. II.7).
FIGURE II.7. : Classification des métaheuristiques
Selon le nombre des solutions candidates, on trouve :
• Les méthodes à base d’une solution unique, aussi appelées méthodes de trajectoire.
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Elles commencent par une seule solution initiale et s’en éloignent progressivement en
construisant une trajectoire dans l’espace de recherche. Parmi ces méthodes : la mé-
thode du recuit simulé [152], la méthode de descente [153], la recherche tabou [154],
la méthode GRASP [155], la recherche à voisinage variable [156] et la recherche locale
itérée [157].
• Les méthodes à base d’un ensemble de solutions dite population, elles manipulent à
la fois un ensemble de solutions. Parmi ces méthodes, on trouve la recherche fractale
stochastique, l’optimisation par essaim particulaire, l’algorithme sine-cos, etc [158, 159,
160, 161].
Généralement, les métaheuristiques à base d’une solution unique sont plus orientées vers l’ex-
ploitation, alors que les métaheuristiques à base d’une population sont orientées vers l’explo-
ration [162].
Selon l’utilisation de l’historique de la recherche ou non. Beaucoup de techniques mé-
taheuristiques utilisent l’historique de leur recherche pour guider l’optimisation aux itérations
suivantes, que ce soit sur le court terme (solutions visitées récemment) ou sur le long terme
(mémorisation d’un ensemble de paramètres synthétiques décrivant la recherche) [163]. La
méthode tabou, par exemple, garde en mémoire les dernières solutions visitées et interdit le re-
tour vers celles-ci. La méthode d’optimisation par essaim particulaire sauvegarde la meilleure
solution globale et la meilleure solution atteinte par chaque particule. Cependant, l’espace né-
cessaire pour enregistrer l’ensemble de solutions peut s’avérer important en espace mémoire
[164].
Selon l’inspiration, il y a :
• Les algorithmes évolutionnaires (EA : Evolutionary algorithms) sont inspirés par l’évo-
lution biologique des espèces, tels que l’algorithme génétique [165], les stratégies d’évo-
lution [166], la programmation évolutionnaire [167], la programmation génétique [168],
l’évolution différentielle [169] et la recherche fractale stochastique [158]. La plupart des
EA disposent de trois processus principaux : sélection, croisement et la mutation, qui
permettent le balancement entre l’exploration et l’exploitation [170]
• Les algorithmes d’intelligence en essaim (SI : Swarm intelligence) sont inspirés par
43
État de l’art sur les techniques métaheuristiques
l’intelligence sociale et le comportement collectif des animaux vivant en groupes. Ils se
basent sur la modélisation mathématique et informatique des phénomènes biologiques
rencontrés en éthologie [171]. Cette catégorie englobe l’optimisation par essaim par-
ticulaire (particle swarm optimization) [172], l’algorithme de recherche de nourriture
bactérienne (bacterial foraging) [173], l’algorithme de libellule (dragonfly algorithm)
[159], l’optimisation des partenaires de dauphin (dolphin partner optimization) [174],
les colonies de fourmis (ant colony) [175] et l’optimisation du loup gris (grey wolf op-
timizer) [176]. Pour assurer un bon compromis entre l’exploration et l’exploitation, ces
méthodes utilisent différentes stratégies, selon la particularité de chaque méthode. Dans
l’optimisation par essaim particulaire, par exemple, le cœfficient d’inertie dynamique,
qui varie au cours du temps, permet de réaliser un équilibre entre la recherche locale
(exploitation) et la recherche globale (exploration) [148]. L’optimisation par colonie
de fourmis utilisent le phéromone et les informations heuristiques pour contrebalancer
l’algorithme entre la recherche globale et locale [171].
• Les algorithmes inspirés par des phénomènes physiques tels que le trou noir [177],
l’algorithme de la recherche gravitationnelle [178], l’algorithme Big Bang-Big Crunch
[179], l’algorithme de recherche basé sur la galaxie [180], l’optimisation inspirée d’op-
tique [181] et l’optimisation par collision de corps [182].
• Les techniques à base humaine sont inspirées par le comportement humain et elles mo-
délisent les différents caractères des personnes, comme l’algorithme de la ligue des
champions [183], l’optimisation basée sur l’apprentissage de l’enseignement [184], l’al-
gorithme d’explosion de mine [185] et la recherche à base du mental humain [160].
• Autres inspirations : on trouve aussi quelques techniques inspirées par d’autres sources,
comme le filtre de kalman simulé [186] et l’algorithme sinus Cosinus [161].
Le théorème de “no free lunch” (NFL) [187] a démontré que si l’on considère l’ensemble
de tous les problèmes d’optimisation possibles, alors aucun algorithme n’est meilleur qu’un
autre. En effet, la comparaison d’algorithmes métaheuristiques ne peut avoir lieu qu’une fois
on a précisé le problème traité [149]. Selon [188] l’optimisation est non seulement une théorie
mathématique mais il y a l’expérience qui guide l’utilisateur dans le choix de l’algorithme à
implanter.
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D’après les résultats récents d’application des métaheuristiques en différents domaines,
il a été démontré que l’utilisation des algorithmes évolutionnaires procurera de nombreux
d’avantages, et ils obtiennent de meilleurs résultats que les autres métaheuristiques, dans le
cas des problèmes très complexes. Cette supériorité vient du fait que des solutions distinctes
de la population sont sélectionnées au hasard et ensuite combinées pour créer de nouvelles
solutions. La combinaison pondérée de bonnes solutions partielles peut produire de très bons
résultats globaux. Le problème de ces méthodes, c’est que l’utilisation de plusieurs processus
de mise à jour peut augmenter le nombre d’évaluations de la fonction de fitness.
II.3.2 Quelques techniques métaheuristiques
Dans cette partie, nous donnons le principe général de quelques méthodes métaheuris-
tiques.
II.3.2.1 Recuit simulé
La méthode du recuit simulé, proposée par Kirkpatrick et, al. [152], est inspirée par un
processus de métallurgie (appelé le recuit) où pour atteindre les états d’énergie bas d’un solide,
on chauffe celui-ci jusqu’à des températures élevées avant de le laisser refroidir lentement.
Cette méthode s’appuie sur l’algorithme de Metropolis [189], qui permet de sortir des minima
locaux avec une probabilité élevée si la température T est élevée, et quand l’algorithme atteint
de basses températures, il permet de conserver les états les plus probables. Cette méthode peut
être résumée par l’algorithme.1 [148].
Initialisation d’une configuration aléatoire et une température T ,
Tant que (Le critère d’arrêt n’est pas atteint) faire
Tant que (L’équilibre n’est pas atteint) faire
Tirer une nouvelle configuration,
Appliquer la règle de Metropolis,
Décroître la température T .
Fait
Fait
Algorithme 1 : L’algorithme de la méthode de récuit simulé
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II.3.2.2 La recherche tabou
La méthode de recherche tabou a été proposée par Fred Glover [154]. L’idée principale
de cette technique consiste à explorer le voisinage d’une position donnée en effectuant des
déplacements qui n’améliorent pas forcément la solution. Pour éviter le retour en arrière, elle
utilise le principe de mémoire pour sauvegarder les solutions interdites, appelée “liste tabou ”.
Cette liste est mise à jour itérativement pour passer l’algorithme de l’exploration à l’exploita-
tion. Cette méthode peut être résumée dans l’algorithme 2.
Initialisation d’une configuration aléatoire et une liste vide de tabou,
Tant que (Le critère d’arrêt n’est pas atteint) faire
Perturbation de la configuration,
Évaluation de voisinage,
Mise à jour de la meilleure solution,
Mise à jour de la liste tabou.
Fait
Algorithme 2 : L’algorithme de la recherche tabou
II.3.2.3 L’algorithme génétique
L’algorithme génétique est une technique évolutionnaire proposée par John Holland et
ses élèves [165]. Cet algorithme dispose de trois opérations principales :
• L’opérateur de sélection pour déterminer les meilleures solutions appelées aussi parents,
qui sont utilisées pour engendrer la nouvelle génération. Il y a différentes stratégies
de sélection comme la sélection par tirage à la roulette (roulette-wheel selection), la
sélection par rang (ranking selection), la sélection par tournoi (tournament selection)...
• L’opérateur de croisement qui combine les caractéristiques des parents (préalablement
sélectionnés) pour générer les enfants. Un exemple de croisement est illustré sur la fi-
gure. II.8.
• L’opérateur de mutation qui modifie aléatoirement une partie de l’individu, ce qui per-
met de maintenir une certaine diversité dans la population. Un exemple de la mutation
46
État de l’art sur les techniques métaheuristiques
est illustré sur la figure.II.9
Après ces trois étapes, certains individus parents sont remplacés par d’autres individus en-
fants. La stratégie de remplacement la plus simple est de prendre les meilleurs individus de la
population en fonction de leurs performances respectives [171].
FIGURE II.8. : Exemple sur le croisement
FIGURE II.9. : Exemple sur la mutation
II.3.2.4 L’optimisation par essaim particulaire
L’optimisation par essaim particulaire proposée par Russel Eberhart et James Kennedy
en 1995 [172], elle est fondée sur la notion de coopération entre les animaux évoluant en
essaim, tels que les bancs de poissons et les vols groupés d’oiseaux et qu’ils possèdent des
capacités de perception, mémorisation et calcul limités, mais l’échange d’information entre
eux fait que globalement ils arrivent néanmoins à résoudre des problèmes difficiles. Chaque
particule de la population est dotée d’une vitesse, position et voisinage. Le principe de cette
technique est de déplacer ces particules dans l’espace de recherche afin qu’elles convergent à
l’optimum en combinant trois composantes :
• Une composante physique ; où la particule tend à suivre sa direction courante,
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• Une composante cognitive ; où la particule tend à retourner à sa meilleure position,
• Une composante sociale ; où la particule tend à suivre la meilleure solution de ses voi-
sines [148].
La vitesse et la position de chaque particule sont mises à jour à l’aide des deux équations (II.4)
et (II.5) respectivement.
vi(iter+1) = ω× vi(iter)
+c1× rand1× (Pbest i(iter)− xi(iter))
+c2× rand2× (Gbest(iter)− xi(iter))
(II.4)
xi(iter+1) = xi(iter)+ vi(iter+1) (II.5)
Où Pbest i est la meilleure solution personnelle de la solution i et Gbest représente la meilleure
solution globale de tout l’essaim. Les cœfficients ω , c1 et c2 contrôlent l’influence de chaque
composante. Les deux nombres aléatoires rand1 et rand2 sont tirés uniformément dans l’in-
tervalle [0, 1].
II.3.2.5 Trou noir
La méthode d’optimisation de trou noir proposée par Abdolreza Hatamlou en 2013
[177], elle est inspirée par le phénomène de trou noir. Un ensemble de solutions candidates
représentent les étoiles est initialisé aléatoirement dans l’espace de recherche. À chaque ité-
ration, la meilleure solution candidate est sélectionnée pour être le trou noir, qui commence
alors à tirer les autres solutions vers lui par l’équation.II.6. Si une solution s’approche trop du
trou noir, elle disparaît puis elle est remplacée par une autre solution générée aléatoirement.
xi(iter+1) = xi(iter)+ rand× (xT N− xi(iter)) (II.6)
Où xT N est le trou noir, représenté par la meilleure solution globale.
II.3.2.6 L’algorithme de la recherche harmonique
L’algorithme de la recherche harmonique a été développé par Geem et, al. en 2001 [190].
Il est basé sur le processus de performance musicale qui consiste à trouver l’harmonie parfaite
dans un orchestre où chaque musicien joue une note pour trouver la meilleure harmonie. D’une
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manière analogue, chaque variable de décision dans le processus d’optimisation a une valeur
pour trouver la meilleure solution. Quand un musicien improvise un lancement, habituelle-
ment, il suit n’importe laquelle des trois règles [191] :
• Règle 1 : jouant un lancement de sa mémoire,
• Règle 2 : jouant un lancement adjacent d’un lancement de sa mémoire,
• Règle 3 : jouant le lancement totalement aléatoire de la gamme saine et possible.
II.3.2.7 Filtre Kalman simulé
La méthode de filtre Kalman simulé proposée par Zuwairie et, al. [186], elle est inspirée
par la capacité d’estimation du filtre de Kalman, où le problème de l’estimation de l’état est
considéré comme un problème d’optimisation, et chaque solution candidate agit comme un
filtre de Kalman. Cette méthode dispose de trois étapes principales :
• Prédiction : les deux équations.II.7 et II.8 sont utilisées pour prédire l’état et les erreurs
de covariance obtenues par les estimations a priori.
x(iter \ iter−1) = x(iter−1) (II.7)
P(iter \ iter−1) = P(iter−1)+Q (II.8)
Où Q est l’erreur de processus.
• Mesure : c’est une réaction au processus d’estimation. La mesure de chaque solution est
simulée à l’aide de l’équation
Zi(iter) = xi(iter \ iter−1)+ sin(2pi rand)× [xi(iter \ iter−1)− xtrue] (II.9)
Où xtrue est la meilleure solution globale, et rand est un nombre aléatoire tiré uniformé-
ment dans l’intervalle [0, 1].
• Estimation : durant cette étape, le gain du filtre Kalman est calculé par l’équation.II.10,
et ensuite utilisé pour améliorer les estimations a postériori après la mesure à l’aide des
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P(iter \ iter−1)+R (II.10)
xi(iter) = xi(iter \ iter−1)+K(iter)× [Zi(iter)− xi(iter \ iter−1)] (II.11)
P(iter) = (1−K(iter))×P(iter \ iter−1) (II.12)
Où R est le bruit mesuré et iter est itération courante.
II.3.3 Extensions des métaheuristiques
Une caractéristique très intéressante des techniques métaheuristiques est qu’elles se
prêtent naturellement à des extensions dont le but est d’adapter les métaheuristiques à un
grand nombre de problèmes d’optimisation [148, 150, 192, 193]. Parmi ces extensions, on
peut citer :
• Multi-objectif : ce type de méthodes ne cherche pas une solution optimale unique mais
un ensemble de solutions optimales, dites Pareto optimales. Une solution est Pareto op-
timale si l’amélioration à l’égard d’une des fonctions objectifs entraîne invariablement
une détérioration relativement à une autre fonction objectif.
• Multi-population : les algorithmes à plusieurs populations (ou essaims) utilisent plu-
sieurs sous-populations pour effectuer des tâches différentes, avec la présence ou non
de chevauchement (ou fusion) entre les sous-populations.
• Parallèle : cette implémentation est utilisée pour accélérer l’exécution par la distribution
des tâches de calcul aux plusieurs processeurs.
• Hybride : elle consiste à combiner les techniques métaheuristiques, avec d’autres mé-
thodes d’optimisation que ce soit exactes ou métaheuristiques afin de tirer profit des
avantages respectifs.
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II.3.4 Conception de nouvelles méthodes métaheuristiques
Le théorème de “No Free Lunch” (NFL) a ouvert la porte devant les chercheurs pour
développer de nouvelles techniques métaheurstiques [194, 195, 196, 197, 198] ou améliorer
celles qui existent [199, 200, 201, 202, 203, 245].
La conception d’une nouvelle technique métaheuristique efficace et performante n’est pas une
tache facile, différentes caractéristiques essentielles doivent être prises en compte. La nouvelle
technique métaheurstique doit être capable de :
• Fournir un bon équilibre entre l’exploration (pour éviter les optima locaux) et l’exploi-
tation (pour converger rapidement vers le minimum d’une vallée donnée à partir d’un
point de départ).
• Trouver un optimum robuste, c’est-à-dire obtenir une solution peu sensible aux incerti-
tudes.
• Traiter une large gamme de problèmes d’optimisation, y compris les problèmes mono-
ou multi-objectif
• L’implémentation de la méthode doit être simple et efficace, avec une complexité de
calcul réduite et peu de paramètres à ajuster.
II.3.5 Applications des métaheuristiques
II.3.5.1 Les fonctions de test
Chaque nouvelle technique métaheuristique doit être validée par des fonctions de test
où l’optimum global est connu a priori et le nombre d’itérations est fixé pour comparer les
résultats avec d’autres techniques. Dans cette thèse, pour valider la technique métaheuris-
tique proposée, nous nous appuyons sur vingt-trois fonctions de test définie dans le cadre
de la conférence 2005 IEEE Congress on Evolutionary Computation (CEC’05). Le tableau
dans l’annexe B fournit une description détaillée de chaque fonction de test y compris la for-
mulation mathématique, le nombre de dimensions, l’intervalle de l’espace de recherche et
le nombre maximal d’itérations. Pour les métaheuristiques à base de population, la taille de
la population est toujours fixée à 100 solutions candidate pour toutes les 23 fonctions. Ces
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fonctions de test sont classées en trois groupes :
• Les fonctions uni-modales à haute dimension (F01−F07) : elles n’ont qu’une seule so-
lution optimale globale, et elles sont conçues pour tester la capacité d’exploitation des
métaheuristiques (voir figure.II.10).
• Les fonctions multimodales à haute dimension (F08− F13) : elles sont les fonctions
d’optimisation les plus difficiles, parce qu’elles ont plusieurs optima locaux et pour les
surmonter et éviter la convergence prématurée une capacité d’exploration très élevée est
nécessaire (voir figure.II.11).
• Les fonctions multimodales à faible dimension (F14−F23) : elles sont similaires à la ca-
tégorie précédente, mais avec des dimensions basse, donc un nombre inférieur d’optima
locaux (voir figure.II.12).
FIGURE II.10. : Exemples sur les fonctions uni-modales à haute dimension F1, F3 et F7
FIGURE II.11. : Exemples sur les fonctions multimodales à haute dimension F8, F10 et F13
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FIGURE II.12. : Exemples sur les fonctions multimodales à faible dimension F15, F18 et F22
II.3.5.2 Applications réelles
Au niveau d’application, les techniques métaheuristiques ont été appliquées avec succès
dans plusieurs domaines de recherche comme : les réseaux de télécommunications, formation
de cellules de production, applications médicales, systèmes électriques, voyageur de com-
merce, ordonnancement de projet, la sécurité des systèmes de communication, problème du
sac à dos, applications en multimédia, systèmes automatisés de stockage et de déstockage, pro-
blèmes d’affectation quadratique, problèmes d’allocation de ressources, tournée de véhicule,
systèmes de production reconfigurables, allocation dans les chaînes logistiques, planification
des séquences d’assemblage, ordonnancement dans un Open Shop et routage dans les réseaux
optiques [162].
Les techniques métaheuristiques ont été aussi appliquées en estimation de mouvement,
plusieurs algorithmes de mise en correspondance des blocs à base de métaheuristiques ont été
proposées [132, 133, 11, 18, 20, 19, 12, 134], dont le but est d’utiliser des stratégies de re-
cherche intelligentes pour réduire la complexité de calcul de la recherche exhaustive (FSA).
En estimation de mouvement, nous trouvons aussi les fonctions de test uni-modales
et multimodales. La figure II.13 illustre des exemples sur ces fonctions. Donc, la technique
métaheuristique utilisée pour résoudre ce problème doit être capable de fournir une bonne
exploration et exploitation de l’espace de recherche, pour éviter les optima locaux et converger
rapidement vers la meilleure solution globale.
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(a) Uni-modale (b) Multimodale
FIGURE II.13. : Exemples sur les fonctions en BM
II.4 Conclusion
Nous avons rappelé dans ce chapitre quelques notions sur l’optimisation. Puis, nous
avons mis en clair les deux types des techniques d’optimisation : exactes et métaheuristiques.
Le principe de métaheuristiques a été développé plus profondément. Nous avons notamment
présenté les fonctions de test utilisées pour la validation des métaheuristiques et également
quelques applications réelles. Nous avons également observé que les métaheuristiques ont été
utilisé dans le domaine d’estimation de mouvement. Dans les deux prochains chapitres, nous
donnerons notre contribution conceptuelle et expérimentale pour la résolution du problème de
BM avec les techniques métaheuristiques.
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III.1 Introduction
Dans le cadre de l’estimation de mouvement, de nombreuses techniques de mise en
correspondance de blocs (BM : block matching) rapides ont été proposées pour réduire la
complexité de calcul de la technique exhaustive FSA. Parmi eux, on trouve les méthodes de
BM basées sur les métaheuristiques. D’après la littérature, les résultats de ces dernières sont
meilleurs que plusieurs d’autres méthodes BM, que ce soit en terme de précision ou en terme
de complexité de calcul.
Toutefois, les techniques proposées dans ce contexte ont quelques limitations, par exemple
les méthodes BM basées sur la technique d’optimisation par essaim particulaire (PSO) comme
[132, 133, 11, 18] souffrent du problème de la convergence prématurée de PSO, et elles
peuvent tomber sur des optima locaux [204]. Il y a aussi la méthode BM basée sur l’évo-
lution différentielle (DE) [20]. Le problème de cette méthode est qu’elle fournit des résultats
de convergence non-stable dans plusieurs cas [205]. On trouve également la méthode BM ba-
sée sur la colonie d’abeilles artificielle (ABC) [19]. Malgré que l’ABC est une méthode simple
et robuste, mais elle effectue une convergence trop lente [206]. Il existe aussi la méthode BM
basée sur la recherche harmonique (HS) [12]. Le problème majeur de la technique HS, c’est
qu’elle ne fournit pas une balance effective entre les recherches globale et locale et elle stagne
dans les dernières itérations [207].
Dans ce chapitre, un nouvel algorithme de BM basé sur une technique métaheuristique
appelée la recherche fractale stochastique (SFS : stochastic fractal search) est proposé. Le
choix de SFS est dû essentiellement au fait que cette technique peut fournir un bon équilibre
entre l’exploitation et l’exploration et elle procure des bons résultats d’optimisation. L’algo-
rithme développé est nommé SFS-BM, il utilise une implémentation parallèle pour calculer
les déplacements de tous les blocs simultanément. Des nouvelles idées concernant l’initialisa-
tion, la fonction de fitness, la fenêtre de recherche et l’approximation de la fonction de fitness
sont également proposées.
Dans la suite de ce chapitre, nous décrivons d’abord l’algorithme SFS et son implémen-
tation parallèle. Puis, nous présentons notre algorithme SFS-BM. Ensuite, les performances
de notre SFS-BM en termes de précision et de complexité de calcul sont évaluées avec six
séquences vidéos et comparées avec d’autres algorithmes existants dans la littérature. Nous
terminons ce chapitre par une conclusion.
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III.2 La recherche fractale stochastique
Cette section est consacrée à l’algorithme SFS, nous commençons par décrire la tech-
nique SFS, ensuite, nous présentons l’implémentation parallèle utilisée.
III.2.1 Le principe de SFS
La recherche fractale stochastique (SFS) est une technique métaheuristique à base de
population, elle appartient à la famille d’algorithmes évolutionnaires. Elle est proposée par
Hamid Salimi en 2015 [158], et inspirée par le phénomène naturel de la croissance qui utilise
le concept mathématique de fractal.
Le mot fractal est créé par Benoît Mandelbrot à partir de la racine latine fractus, qui signi-
fie brisé, irrégulier. Une particularité des fractales comme de la nature est la répétition de
formes similaires à différentes échelles d’observation. Ainsi, une partie d’un nuage ressemble
au nuage tout entier, et un rocher rappel les formes de la montagne. Une forme typiquement
fractale est celle du chou-fleur, ou du brocoli, dont les parties sont exactement à l’image du
tout (voir figure. III.1). 1
FIGURE III.1. : Exemples sur les objets fractales dans la nature
L’algorithme SFS commence par une initialisation aléatoire d’un nombre Np de solu-
tions candidates dans l’espace de recherche. Ensuite, cette population initiale est évaluée par
une fonction de fitness pour mesurer la qualité de chaque solution et déterminer la meilleure
solution. La technique SFS utilise par la suite trois processus principaux, un processus de dif-
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III.2.1.1 Le processus de diffusion
Dans le processus de diffusion, chaque solution candidate est diffusé et génère d’autres
solutions. Pour réaliser ce processus, SFS utilise deux démarches aléatoires gaussiennes, dé-
finies par les équations.(III.1) et (III.2) en faisant une permutation aléatoire entre les deux. La
figure. III.2 illustre un exemple de diffusion d’une solution.
FIGURE III.2. : Le principe de la diffusion
xgi = Gaussian(µ,σ)+(r Gbest− r
′
xi) (III.1)
xgi = Gaussian(µ,σ) (III.2)
σ = | log(iter)
iter
(xi−Gbest)| (III.3)
Où xi est une solution candidate et Gbest est la meilleure solution trouvée jusqu’à l’ité-
ration courante. Les deux nombres aléatoires r et r
′
sont tirés uniformément dans l’intervalle
[0,1]. µ et σ représentent la moyenne et l’écart type des équations gaussiennes. La moyenne
µ dans l’équation (III.1) est la meilleure solution globale Gbest , mais dans l’équation (III.2)
est la solution candidate xi. L’écart type σ est calculé par l’équation (III.3) pour les deux
gaussiennes.
La première équation gaussienne génère une nouvelle solution xgi dans le voisinage de la
meilleure solution globale. Tandis que, la deuxième équation gaussienne génère une solution
dans le voisinage de la solution candidate. La permutation aléatoire entre ces deux équations
permet d’exploiter une fois la zone de la meilleure solution et une autre fois la zone de la
solution candidate.
L’écart type σ , calculé par l’équation (III.3) prend une valeur croissante au début pour
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que les solutions générées soient loin des solutions candidates, afin d’explorer différentes ré-
gions dans l’espace de recherche. Ensuite, σ prend une valeur décroissante pour concentrer la
recherche dans les zones prometteuses. Figure III.3 illustre la variation des valeurs de σ .
FIGURE III.3. : Valeurs de l’écart type σ en fonction du nombre d’itérations
III.2.1.2 Le premier processus de mise à jour
Dans le premier processus de mise à jour, une valeur de probabilité est donnée à chaque
solution candidate à l’aide de l’équation (III.4), où rank(xi) représente le classement de la so-
lution xi. Ensuite, si une solution candidate a une valeur de probabilité inférieure à un nombre
aléatoire uniforme r, (Pai < r), sa position est mise à jour par l’équation (III.5).
Pai = 1− rank(xi)Np (III.4)
x
′
i( j) = xr( j)− r× (xt( j)− xi( j)) (III.5)
Avec xr et xt sont deux solutions candidates sélectionnées aléatoirement de la population.
Le but de ce processus est de changer les positions des mauvaises solutions et passer les
meilleures solutions à l’itération suivante.
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III.2.1.3 Le deuxième processus de mise à jour
Dans le deuxième processus de mise à jour, les valeurs de probabilités sont calculées
de même manière comme dans le premier processus. Puis, chaque solution qui satisfait la
condition suivante Pai < r, sa position est mise à jour par les équations (III.6) et (III.7) en
























t sont deux solutions candidates sélectionnées à partir de la population.
Les processus de diffusion et de mise à jour sont répétés jusqu’à ce qu’un nombre d’itérations
soit maximal.
L’algorithme 3 donne un pseudo-code pour SFS.
Initialisation de la taille de population Np,
Initialisation du nombre d’itérations maximal,
Initialisation aléatoire des solutions candidates,
Pour iter de 1 à le nombre d’itérations maximal faire
Évaluation des solutions candidates par la fonction de fitness
Le processus de diffusion en utilisant les équations (III.1) et (III.2)
Le premier processus de mise à jour en utilisant l’équation (III.5)
Le deuxième processus de mise à jour en utilisant les équations (III.6) et (III.7)
Fin Pour
Algorithme 3 : L’algorithme SFS
La technique SFS est une technique évolutionnaire très efficace, elle peut fournir un bon
équilibre entre l’exploitation et l’exploration. D’une part, le processus de diffusion qui génère
de nouvelles solutions au voisinage de chaque solution permet l’exploitation des régions pro-
metteuses, en plus l’écart type ou le rayon de recherche qui diminue au cours des itérations
permet de balancer la recherche entre exploration et exploitation. D’autre part, les processus
de mise à jour permettent de diversifier la recherche pour améliorer l’exploration.
L’auteur Hamidi [158] a comparé les résultats d’optimisation obtenus par la technique SFS
avec ceux des autres métaheuristiques et il a démontré que cette méthode dépasse d’autres
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méthodes dans le cas des fonctions de test uni-modales et multimodales. En plus, la tech-
nique SFS a été utilisée dans des applications diverses et les résultats ont été satisfaisants
[208, 209, 210, 211].
L’inconvénient principal de la technique SFS, c’est que le nombre d’évaluations de la fonction
de fitness est élevé.
III.2.2 Implémentation parallèle de SFS
En BM, pour calculer les vecteurs de déplacements de tous les blocs simultanément,
nous proposons d’utiliser une implémentation parallèle de SFS. Au lieu d’une seule popula-
tion, plusieurs sous-populations sont utilisées, chacune d’elle lui ai associée une fonction de
fitness particulière. Les figures III.4 et III.5 présentent les organigrammes de SFS original et
son l’implémentation parallèle.
FIGURE III.4. : Organigramme de SFS avec une seule population
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Contrairement à la version standard de SFS, l’implémentation parallèle III.5 initialise
aléatoirement plusieurs sous-populations dans des espaces de recherche différents. Chaque
sous-population est désignée pour trouver un optimum différent, c’est pour cela, chacune
d’elles est évaluée avec une fonction de fitness particulière. Les sous-populations sont en-
suite mises à jour avec les trois processus de SFS. Ces dernières se répètent jusqu’à ce que
le critère d’arrêt soit atteint (secondaire). L’algorithme est doté d’une condition d’arrêt qui
termine le fonctionnement de toutes les sous-populations (critère d’arrêt principal).
III.3 L’algorithme SFS-BM
Dans l’algorithme SFS-BM, chaque deux images successives de la séquence vidéo (cou-
rante et référence) sont divisées en blocs. Puis, pour chaque bloc dans l’image courante, une
sous-population est initialisée dans la fenêtre de recherche correspondante. Les processus de
l’algorithme SFS sont ensuite exécutés pour plusieurs itérations. Les étapes de l’algorithme
SFS-BM sont détaillées comme suit :
III.3.1 Initialisation
Notre algorithme SFS-BM calcule les vecteurs des déplacements de tous les blocs si-
multanément, le modèle utilisé pour l’initialisation peut être décrit par la matrice (III.8).
Rk,s Rk,s+1 Rk,s+2 · · · Rk,S
Rk+1,s Rk+1,s+1 Rk+1,s+2 · · · Rk+1,S
Rk+2,s Rk+2,s+1 Rk+2,s+2 · · · Rk+2,S
· · · · · · ·
· · · · · · ·
RK,s RK,s+1 RK,s+2 · · · RK,S

(III.8)
Rk,s indique le bloc candidat numéro s dans l’image de référence, s = 1,2, · · ·N p, pour le bloc
numéro k, k = 1,2, · · ·K.
Où Np est la taille de chaque sous-population et K = MBx × NBy représente le nombre maximal
de blocs dans l’image. Avec M et N sont les tailles de l’image.
D’après les travaux de [212] et [213], nous pouvons améliorer considérablement les
performances des techniques métaheuristiques, si la population initiale de solutions candidates
est générée selon des connaissances sur le domaine (c-à-d des solutions non-aléatoires).
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FIGURE III.5. : Organigramme de SFS avec une implémentation parallèle
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L’étude statistique menée par [20], sur la distribution des vecteurs de mouvement dans le
problème de BM, a démontré que les blocs les plus similaires se trouvent dans le centre de la
fenêtre de recherche avec une probabilité de 98% pour les séquences de faible mouvement, et
53.5% pour les séquences de mouvement médian et 36.9% pour les séquences de mouvement
rapide. Il ont déclaré aussi que l’utilisation d’un modèle fixe pour initialiser les blocs candidats
améliore l’efficacité de l’algorithme BM.
Contrairement à l’initialisation aléatoire utilisée généralement dans les algorithmes évo-
lutionnaires, dans notre SFS-BM les blocs candidats sont sélectionnés soigneusement afin
d’accélérer la convergence. Vingt blocs candidats sont sélectionnés comme suit :
FIGURE III.6. : Nouvelle stratégie d’initialisation
• Neuf blocs candidats, le point rouge et les huit points verts qui l’entourent montrés dans
la figure.III.6, sont situés dans les mêmes positions que le bloc courant et ses voisins, et
correspondent aux vecteurs de mouvement suivants {(0,0) ; (0,-1) ;(0,1) ; (-1,-1) ; (-1,0) ;
(-1,1) ; (1,-1) ; (1,0) ; (1,1)}. Cette sélection est basée sur l’hypothèse que le bloc courant
se déplace lentement.
• Neuf blocs candidats, le point rouge et les points bleus qui l’entourent, sont situés dans
les mêmes positions que celles du bloc prédit et de ses voisins. Avec l’équation (III.9) on
calcule les coordonnées du bloc prédit en utilisant les vecteurs de mouvement trouvés
dans l’image précédente.
Bpredit = B+MV (III.9)
Il est à noter que la prédiction est plus précise si la vitesse de déplacement du bloc est
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constante. Pour obtenir une prédiction robuste, notre algorithme SFS-BM commence à
partir de la deuxième image de la séquence vidéo et les vecteurs de mouvement dans la
première image sont calculés à l’aide de l’algorithme FSA.
• Deux blocs candidats, les points en orange, sont sélectionnés loin des autres afin d’ex-
plorer des zones différentes dans la fenêtre de recherche et éviter les optima locaux.
III.3.2 La fonction de fitness
Pour mesurer la similarité ou la dis-similarité entre deux images différentes, nombreux
critères ont été formulés, chaque critère a ses propres avantages et inconvénients [214, 215].
Parmi ces critères, il y a :






C et R représentent le bloc courant et le bloc candidat de l’image référence, Bx et By sont les
tailles du bloc.
Les avantages du critère MSE sont :
• Le calcul du MSE est simple ;
• MSE représente la distance euclidienne entre deux choses, et prend en compte la per-
ception humaine, il est également utilisé pour le calcul du PSNR ;
• La fonction MSE est très utilisée en optimisation, puisque elle satisfait les propriétés de
convexité, symétrie et la différentiabilité, donc les calculs du gradient et de la matrice
hessienne sont faciles ;
• C’est le critère le plus utilisé dans la littérature, les chercheurs utilisent aussi le MSE
pour la comparaison entre les performances de différents algorithmes.
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La norme L1, dite aussi norme Manhattan ou la somme des différences absolues (SAD),








|Ci, j−Ri, j| (III.11)
Les avantages du critère SAD sont :
• Le calcul de SAD est extrêmement facile ;
• Il peut produire des résultats de dis-similarité aussi exacts que ceux produits par des
mesures plus coûteuses.
Nous proposons de combiner ces deux critères : SAD et MSE afin de bénéficier de leurs
points forts. L’idée de combiner plusieurs critères de similarité est largement utilisée dans
le domaine d’estimation de mouvement, en particulier avec les algorithmes de flot optique
[91, 62], mais elle n’a pas été utilisée avec les algorithmes de mise en correspondance de
blocs. Nous attirons également votre attention sur le fait que l’optimisation d’une fonction
de fitness complexe à l’aide des techniques métaheuristiques est plus facile et plus simple













E =Ci, j−Ri, j (III.13)
a est un paramètre de pondération fixé à 0,5.
Il est à noter que chaque sous-population a une fonction de fitness différente, cela dé-
pend du bloc C dans l’image courante et les blocs candidats dans la fenêtre de recherche
correspondante. En plus, il n’y a pas une coopération entre les sous-populations.
III.3.3 Les processus de SFS
Après l’initialisation et l’évaluation, les processus de SFS (diffusion et mise à jour) sont
exécutés.
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III.3.4 La fenêtre de recherche adaptative
Dans la section I.3.2.3.e, nous avons souligné que le règlement de la taille de la fenêtre
de recherche influence la précision d’estimation de mouvement et ainsi la complexité de cal-
cul. Nous proposons dans notre algorithme SFS-BM l’utilisation des tailles adaptatives de
la fenêtre de recherche, ça dépend le mouvement estimé dans la séquence vidéo. Pour chaque
image dans la séquence vidéo et pour chaque bloc dans l’image, on utilise les équations (III.14)
et (III.15) pour déterminer les tailles horizontale et verticale de la fenêtre de recherche. Elles
sont basées sur le vecteur de mouvement prédit du bloc et le mouvement maximal estimé dans
les images précédentes.
W hk,t = max(|MV h|)+ |MV Phk,t | (III.14)
W vk,t = max(|MV v|)+ |MV Pvk,t | (III.15)
Où t représente l’indice de l’image courante, MV h et MV v sont les vecteurs de mouvement ho-
rizontaux et verticaux trouvés dans les images précédentes. MV Phk,t et MV P
v
k,t sont les vecteurs
de mouvement prédits du bloc k.
Les vecteurs de mouvement prédits du bloc k peuvent être suffisants pour déterminer les
nouvelles tailles de la fenêtre, mais comme indiqué précédemment, le vecteur de mouvement
prédit d’un bloc est précis seulement si sa vitesse est constante. Pour prendre en considération
le cas d’une augmentation soudaine de la vitesse, nous avons ajouté la valeur maximale du
mouvement estimé dans la séquence. Pour assurer que les tailles de la fenêtre ne sont pas
supérieures qu’une taille maximale Wmax et non inférieure à la taille minimale Wmin = 1, nous
avons utilisé les équations (III.16) et (III.17).
W hk,t = max(min(W
h
k,t ,Wmax),Wmin) (III.16)
W vk,t = max(min(W
v
k,t ,Wmax),Wmin) (III.17)
III.3.5 L’approximation de la fonction de fitness modifiée
Pour réduire le nombre d’évaluations de la fonction de fitness, la méthode d’approxi-
mation de la fonction de fitness [20] a été proposée. Elle évalue quelques blocs à travers la
fonction de fitness réelle, et estime seulement les autres.
Soient les deux blocs candidats : Pn qui n’est pas encore évalué et Pv un bloc évalué mais sa
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valeur de fitness n’est pas la meilleure. Si la distance entre ces deux blocs est inférieure à une
distance d, la valeur de fitness du bloc Pn est estimée en lui affectant la même valeur de fitness
du bloc Pv, Autrement le bloc est évalué. L’algorithme 4 représente un pseudo-code pour cette
méthode.
Si (La distance entre Pn et Pv est inférieure à une distance d ) Alors
Si (Pv n’est pas le meilleur bloc trouvé jusqu’à l’itération courante) Alors
Fn = Fv
Sinon
Pn est évalué à travers la fonction de fitness réelle
Fin Si
Sinon
Pn est évalué à travers la fonction de fitness réelle ;
Fin Si
Algorithme 4 : L’approximation de la fonction de fitness
L’algorithme d’élimination successive (SEA) est une autre méthode proposée dans la
littérature pour réduire la complexité de calcul. Comme il a été expliqué dans la section
I.3.2.3.b, la méthode SEA évalue seulement les blocs candidats qui satisfont la contrainte
(III.18) [16].
SC−SADmin ≤ SR ≤ SC +SADmin (III.18)
Revenant à la méthode d’approximation de la fonction de fitness [20]. Si un nouveau
bloc candidat Pn est meilleur que le bloc voisin Pv, l’algorithme peut stagner dans un optimum
local. La figure III.7 donne un exemple sur les valeurs de fitness réelles et approximées par la
méthode [20]. On remarque que, la valeur de fitness réelle du bloc en bleu (Pn) est 14, donc
elle meilleure que le bloc voisin en rouge (Pv) et le bloc en vert (le meilleur bloc trouvé). Mais,
en appliquant la méthode d’approximation, il prend la valeur 17, donc malgré que le bloc en
bleu est meilleur que le bloc en vert, mais ce dernier reste le meilleur bloc trouvé. Pour cela,
nous avons proposé de remplacer la condition qui décide si un bloc candidat doit être évalué
ou estimé par la condition de l’algorithme d’élimination successive.
L’approximation de la fonction de fitness modifiée est présentée dans de l’algorithme 5.
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(a) Les valeurs de fitness réelles (b) Les valeurs de fitness approxi-
mées
FIGURE III.7. : Exemple sur les valeurs de fitness
Si (La distance entre Pn et Pv est inférieure à une distance d ) Alors
Si (SC−SADmin ≤ SR ≤ SC +SADmin) Alors





Pn est évalué à travers la fonction de fitness réelle ;
Fin Si
Algorithme 5 : L’approximation de la fonction de fitness modifiée
III.3.6 Réduction de la complexité de calcul
Pour réduire encore plus la complexité du calcul, deux stratégies populaires sont in-
tégrées dans notre algorithme : l’exploitation des valeurs de la fonction de fitness et le pré-
jugement du mouvement zéro.
III.3.6.1 L’exploitation des valeurs de la fonction de fitness
Cette méthode empêche les algorithmes métaheuristiques de la réévaluation des mêmes
solutions plus d’une fois. Il attribue un indicateur à chaque solution candidate possible. L’in-
dicateur d’une solution qui n’est pas encore évaluée prend la valeur ‘0’, celui d’une solution
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déjà évaluée prend la valeur ‘1’ [11]. Les valeurs de fitness calculées sont sauvegardées, pour
les utiliser si l’algorithme revient à une solution déjà évaluée.
III.3.6.2 Le pré-jugement du mouvement zéro
Cette approche détermine les blocs statiques qui n’ont pas besoin d’une recherche pour
les meilleurs blocs correspondants ; leurs vecteurs de mouvement sont (0,0). Elle mesure la
disparité entre le bloc dans l’image courante et le bloc candidat localisé dans la même position
dans l’image référence. Si cette mesure est inférieure d’un seuil prédéterminé, le bloc dans
l’image courante est considéré comme un bloc statique [132].
La valeur du seuil choisi est très importante, car c’est elle qui décide si un bloc est statique ou
non. Elle doit être sélectionnée à partir de l’intervalle des valeurs possibles de disparité. Nous
avons remarqué que les valeurs de disparité se trouvent dans les intervalles suivants :
• [0,43−16] si le mouvement dans la séquence vidéo est faible,
• [0,6−76] si le mouvement dans la séquence vidéo est médian,
• [0.75−1358] si le mouvement dans la séquence vidéo est rapide.
La valeur de ce seuil ne doit pas être trop grande pour ne pas considérer un bloc comme
statique alors qu’il est en fait en mouvement. Et elle ne doit pas être très faible pour ne pas
considérer un bloc en mouvement alors qu’il est en fait statique ; un temps de calcul sera
inutilement dépensé dans la recherche du vecteur de mouvement non-existant. Pour éviter ce
problème, nous avons choisi une valeur médiane adaptée à tous les types de mouvements qui
est seuil = 1,5.
À la fin de chaque itération, les trois mauvaises solutions dans chaque sous-population
sont rejetées pour réduire de plus en plus la complexité du calcul.
III.3.7 Critère d’arrêt
Pour converger vers le bloc le plus similaire, les processus sont répétés jusqu’à ce qu’un
critère d’arrêt soit atteint. Puisque notre algorithme calcule les vecteurs de mouvement de tous
les blocs simultanément, mais indépendamment, il n’y a pas une coopération entre eux durant
70
Approche de mise en correspondance de blocs par la technique SFS
la recherche, nous avons défini deux critères d’arrêt.
• Le critère principal : les processus sont arrêtés si tous les blocs similaires sont trouvés
ou le nombre maximal d’itérations est atteint.
• Le critère secondaire : pour chaque bloc, la recherche du bloc le plus similaire s’arrête
si la meilleure valeur de fitness trouvée est inférieure à une valeur du seuil. Celui-ci est
fixé à 1,5 comme le pré-jugement du mouvement zéro.
Nous avons fixé, empiriquement, le nombre maximal d’itérations à 3 itérations. L’algorithme
6 donne un pseudo-code de l’algorithme SFS-BM.
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Initialisation de la taille de chaque sous-population Np,
Initialisation du nombre maximal d’itérations,
Initialisation de la taille de la fenêtre de recherche wmax,
Initialisation des tailles de bloc Bx×By,
Lire la séquence vidéo I,
Pour t de 1 à le nombre maximal des images faire
Image courante = I(t)
Image référence = I(t−1) ou I(t+1)
Diviser l’image courante en blocs
Déterminer les blocs statiques
Si (t=1) Alors
Calculer les vecteurs de mouvements avec la technique FSA
Sinon
Initialisation des blocs candidats comme montré dans la figure. III.6
Pour iter de 1 à le nombre maximal d’itérations faire
Évaluation des blocs candidats par la fonction de fitness (III.12) ou
l’estimation en utilisant algorithme 5
Le processus de diffusion en utilisant les équations. (III.1) et (III.2)
Le premier processus de mise à jour en utilisant l’équation. (III.5)
Le deuxième processus de mise à jour en utilisant les équations. (III.6)
et (III.7)
Fin Pour
Les vecteurs de mouvements sont calculés en utilisant les meilleurs blocs
trouvés.
Fin Si
Déterminer le mouvement prédit pour chaque bloc en utilisant l’équation. (III.9)
Mise à jour des tailles de la fenêtre de recherche en utilisant les équations. (III.14),
(III.15), (III.16) et (III.17)
Fin Pour
Algorithme 6 : Algorithme SFS-BM
III.4 Résultats et discussion
À travers nos simulations, nous avons calculé les vecteurs de mouvement dans six sé-
quences vidéo avec différents formats et types de mouvement. Les caractéristiques des sé-
quences vidéo utilisées sont présentées dans le tableau III.1 et une image de chaque séquence
est illustrée sur la figure III.8.
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TABLE III.1. : Les séquences vidéos utilisées et leurs caractéristiques
La Séquence Format Taille de Type de Nombre total Taille maximale
l’image mouvement des images de la fenêtre
Akiyo Qcif (144×176) Faible 300 8
Container Qcif (144×176) Faible 300 8
Carphone Qcif (144×176) Médian 382 8
Foreman Qcif (144×176) Médian 300 8
Hall Cif (288×352) Rapide 300 8
Stefan Cif (288×352) Rapide 90 16
(a) Akiyo (b) Container (c) Carphone
(d) Foreman (e) Hall (f) Stefan
FIGURE III.8. : Les séquences vidéos
Le tableau III.2 récapitule les valeurs des paramètres utilisés :
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TABLE III.2. : Les paramètres de l’algorithmes SFS-BM
Paramètre Description Valeur
d La distance de l’approximation de fitness 3
seuil Le seuil du préjugement zéro 1.5
Itermax Nombre d’itération maximal 3
Wmax Taille maximale de la fenêtre Selon la séquence vidéo
(définie dans le tableau III.1)
Wmin Taille minimale de la fenêtre 1
Les performances de chaque algorithme BM dépendent de l’aptitude de l’algorithme à
réduire la complexité de calcul de FSA, et assurer au même temps que la dégradation au niveau
de PSNR ne sera pas gênante. Donc, des valeurs minimales de DPSNR et du nombre de blocs
évalués NB. Le tableau III.3 présente les résultats de l’algorithme FSA, en terme de PSNR et
NB.
TABLE III.3. : Les résultats de l’algorithme FSA
FSA Akiyo Container Carphone Foreman Hall Stefan
PSNR 43.18 44.29 31.51 31.69 25.95 34.81
NB 236,63 236,63 236,63 236,63 262,62 984,91
Le reste de cette section est divisé en deux parties. Dans la première partie, nous analy-
sons l’impact de chaque idée proposée sur les performances de l’algorithme SFS-BM. Dans
la deuxième partie, nous comparons les performances de l’algorithme SFS-BM avec d’autres
algorithmes BM connus dans la littérature.
III.4.1 Analyse de l’algorithme
Dans cette partie, les quatre nouvelles idées proposées dans SFS-BM concernant l’ini-
tialisation, la fonction de fitness, la fenêtre de recherche et l’approximation de la fonction
de fitness, sont analysées. Les pourcentages d’amélioration remportés par chacune d’elles en
PSNR et en nombre de blocs évalué NB sont présentés dans le tableau.III.4.
Le pourcentage d’amélioration d’un algorithme ALG1 par rapport à l’algorithme ALG2 est
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calculé comme suit :





TABLE III.4. : Les pourcentage d’amélioration de chaque idée
Amélioration Nouvelle Fonction de Fenêtre Approximation Approximation de
en terme de Initialisation fitness combinée adaptative de fitness [20] fitness modifiés
PSNR % 34.51 0.15 7.85 -5.21 -0.05
NB % 51.32 0.08 20.44 56.61 8.46
Les pourcentages d’amélioration de chaque idée sont présentés dans le tableau.III.4. À
partir de ces résultats nous remarquons que :
• L’initialisation proposée a remporté des pourcentages d’amélioration significatives plus
que 34 % pour le PSNR et 51 % pour NB. On peut justifier l’efficacité du modèle d’ini-
tialisation proposé par le fait que les blocs initialisés sont distribués d’une façon que
différentes zones de la fenêtre sont explorées et les zones prometteuses sont bien ex-
ploitées.
• La fonction de fitness proposée a amélioré les résultats en PSNR et NB avec des pour-
centages d’améliorations égales à 0,15 % et 0,08 % respectivement. Ce qui prouve que
la combinaison de deux critères de similarité peut effectivement améliorer les résultats.
• La fenêtre de recherche adaptative proposée donne un pourcentage d’amélioration en
NB dépasse 20 %. Malgré que le but derrière l’utilisation d’une fenêtre adaptative, c’est
diminuer le nombre de blocs évalués, elle a aussi amélioré le PSNR. On peut justifier ce
comportement comme suit : généralement, les blocs candidats initiales sont distribués
dans toute la fenêtre de recherche. Si ces blocs sont très loin de l’optimum global, l’al-
gorithme peut tomber dans un optimum local. Mais si la fenêtre de recherche est bien
réglé selon le type de mouvement existant dans la séquence vidéo, les blocs candidats
sont initialisés autour de l’optimum global et les résultats s’améliorent.
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• L’utilisation de la méthode d’approximation de la fonction de fitness [20] a amélioré la
complexité de calcul avec un pourcentage de 56.61%, mais a dégradé le PSNR avec un
pourcentage de -5.21 %.
• La méthode d’approximation de la fonction de fitness modifiée, que nous avons proposé,
n’a pas amélioré la complexité de calcul avec le même pourcentage que la méthode
originale, mais elle a assuré que la dégradation en PSNR est minimale -0.05%.
De cette analyse, on peut conclure que les idées proposées peuvent améliorer les résul-
tats en précision PSNR aussi que la complexité de calcul NB.
III.4.2 Comparaison avec d’autre méthodes BM
Les résultats obtenus par notre SFS-BM sont comparés avec d’autres algorithmes BM
connus dans la littérature qui sont :
• La recherche exhaustive (FSA) [8] (1981).
• Sept algorithmes BM avec recherche orientée : La recherche en trois étapes (TSS) [9]
(1994), le nouveau TSS (NTSS) [139] (1994), le TSS simple et efficace (SES) [216]
(1996), la recherche en quatre étapes (4SS) [120] (1997), la recherche en diamant (DS)
[15] (2000), la prédiction moyenne pour BM (MPBM) [217] (2011) et la recherche star
diamant (SDDS) [218] (2017).
• Six algorithmes BM basés sur les métaheuristiques : PSO-BM [172] (1995), BH-BM
[177] (2013), SCA-BM [161] (2014), GWO-BM [176] (2016), SSA-BM [241] (2017)
et MS-BM [219] (2018).
• Deux algorithmes de BM basés sur l’apprentissage d’automates, PLA-BM et TPLA-BM
[220] (2016).
En terme de Dpsnr, les résultats présentés dans le tableau III.5 indiquent que :
• Pour les séquences vidéos avec des mouvements faibles, Akiyo et Container, notre algo-
rithme SFS-BM et tous les autres algorithmes BM obtiennent des valeurs de Dpsnr très
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TABLE III.5. : Les valeurs de Dpsnr obtenues avec les différents algorithmes BM
Algorithme Akiyo Container Carphone Foreman Hall Stefan Moyenne Classe-
ment
FSA 0 0 0 0 0 0 0 1
TSS 0 -0,2 -3,92 -7,32 -0,14 -18,52 -5,01 16
NTSS 0 -0,15 -3,67 -3,57 -0,11 -13,2 -3,45 9
4SS 0 -0,15 -4,01 -7,44 -0,14 -17,48 -4,87 13
SES 0 -0,15 -4,5 -7,73 -0,25 -17,64 -5,04 17
DS 0 -0,13 -0,79 -1,59 -0,14 -3,73 -1,06 7
MPBM -0.14 0.01 -0.77 -0.68 -0.15 -1.58 -0.55 3
SDDS -0.08 0.01 -0.62 -1.14 -0.11 -3.16 -0.85 5
PSO-BM -0,25 0,01 -1,58 -4,28 -0,32 -10,88 -2.88 8
BH-BM -0,11 -0,52 -3,05 -6,12 -1,20 -17,42 -4.74 12
GWO-BM -0,10 -0,37 -3,02 -5,78 -1,11 -17,09 -4.58 11
SCA-BM -0,09 -0,72 -3,44 -6,09 -1,35 -18,04 -4.95 15
SSA-BM -0,12 -0,58 -2,90 -5,49 -1,10 -15,86 -4.34 10
MS-BM -0,12 -0,64 -3,28 -6,25 -1,31 -17,76 -4.89 14
PLA-BM 0 0 -0,28 -0,82 // -3,19 -0,85 6
TPLA-BM 0 0 -0,28 -0,85 // -2,92 -0,81 4
SFS-BM -0,02 0 0 0 -0,02 -2,04 -0,34 2
petites.
• Pour les séquences vidéos avec des mouvements médians, Carphone et Foreman, on re-
marque l’augmentation des valeurs de Dpsnr dans tous les algorithmes, surtout les algo-
rithmes avec une recherche orientée comme TSS, 4SS, etc. Par contre, notre algorithme
obtient des valeurs de Dpsnr égales à zéro.
• Pour les séquences vidéos avec des mouvements rapides, Hall et Stefan, les méthodes
de BM basées sur les métaheuristiques comme PSO-BM, SSA-BM, GWO-BM et SFS-
BM sont meilleures que les méthodes de recherche orientée comme TSS, 4SS et SES,
puisque la nature stochastique des techniques métaheuristiques permet d’éviter les op-
tima locaux mieux que les autres techniques.
D’après ces résultats, la valeur moyenne de Dpsnr obtenue avec notre algorithme SFS-BM est
la plus petite par rapport aux autres méthodes utilisées pour la comparaison.
En terme du nombre moyen de blocs évalués NB, le tableau.III.6 indique que :
• Pour les séquences Akiyo et Container (mouvement faible), le nombre de blocs évalués
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TABLE III.6. : Le nombre de blocs évalués par les différents algorithmes BM
Algorithme Akiyo Container Carphone Foreman Hall Stefan Moyenne Classe-
ment
FSA 236,63 236,63 236,63 236,63 262,62 984,91 365,67 17
TSS 21,48 25 25 25 23,25 25 24,12 15
NTSS 14,68 17,2 21,8 22,1 16,92 25,4 19,68 13
SES 16,2 19,2 18,86 18,85 16,92 17,45 17,91 11
4SS 14,65 19 25,25 24,8 16,25 25,3 20,87 14
DS 11,43 7,5 12,5 13,4 12,89 15,2 12,15 5
MPBM 10.04 5.91 11.22 11.49 11.06 11.64 10.23 2
SDDS 11.45 11.42 13.06 14.83 12.88 17.25 13.48 6
PSO-BM 12,60 6,11 13,32 13,72 12,02 14,77 12.09 4
BH-BM 15,18 8,04 15,20 15,25 15,22 16,25 14.19 7
SCA-BM 19,79 10,42 19,79 19,79 20,01 20,65 18.41 12
GWO-BM 15,65 8,40 15,60 15,66 15,95 16,55 14.64 8
SSA-BM 16,61 8,79 16,77 17,02 17,04 19,20 15.90 10
MS-BM 16,04 8,53 16,02 16,03 16,16 16,58 14.89 9
PLA-BM 49,7 75,27 71,54 77,5 // 131,7 81,14 16
TPLA-BM 8,69 10,85 9,17 10,09 // 13,9 10,54 3
SFS-BM 1,41 1,41 7,52 14,62 15,45 19,65 10,01 1
par notre algorithme SFS-BM est petit par rapport les autres méthodes BM.
• Pour les séquences Carphone et Foreman (mouvement médian), on remarque une aug-
mentation dans le nombre NB. La fenêtre adaptative utilisée en SFS-BM permet d’aug-
menter la taille de la fenêtre de recherche avec l’augmentation de l’amplitude du mou-
vement, ce qui fait le nombre de blocs évalués augmente de même.
• Pour les séquences Hall et Stefan (mouvement rapide), le nombre de blocs évalués par
SFS-BM est élevé, cela revient à la fenêtre de recherche adaptative utilisée qui dépend
au mouvement maximal estimé. Donc, la fenêtre de recherche adaptative proposée réduit
le nombre NB seulement qu’avec les séquences vidéos de mouvement faible et médian.
D’après ces résultats, le nombre moyen des blocs évalués par notre SFS-BM est le plus
petit par rapport aux autres méthodes BM citées. Ce qui confirme que la convergence de notre
SFS-BM vers le minimum global est plus rapide que les autres méthodes.
Le temps de calcul des algorithmes BM est proportionnel aux nombres de blocs évalués
NB. Mais, il faut noter ici que, les processus utilisés par notre méthode SFS-BM pour trouver
les vecteurs de mouvement prédits et le calcul de la fenêtre adaptative augmentent aussi le
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temps de calcul. Cependant, les stratégies de pré-jugement du mouvement zéro et d’approxi-
mation de la valeur de fitness peuvent réduire le temps de calcul. Notre méthode SFS-BM est
meilleure que la méthode FSA, en temps de calcul, avec un pourcentage d’amélioration égale
à 82.45%.
(a) Dpsnr (b) NB
FIGURE III.9. : Graphe sur les valeurs de Dpsnr et NB obtenues avec les différents algorithmes
BM
Les graphes dans la figure III.9 présentent les résultats obtenus par notre méthode SFS-
BM et les autres méthodes BM, en termes de Dpsnr et NB. Il est clair que SFS-BM a la plus
petite valeur de Dpsnr et de NB par rapport aux autres méthodes citées.
TABLE III.7. : L’amélioration de SFS-BM par rapport aux autres algorithmes BM
Amélioration SFS-BM / SFS-BM / SFS-BM /
en terme de DS PSO-BM TPLA-BM
PSNR % 67.92 88.19 58.02
NB % 17.61 17.20 5.02
Dans le tableau III.7, nous présentons les pourcentages d’amélioration de SFS-BM par
rapport aux algorithmes : DS, PSO-BM et TPLA-BM, en terme de précision et complexité de
calcul. Nous pouvons résumer les résultats comme suit :
• Les algorithmes de BM avec recherche orientée comme DS se basent sur un modèle
fixe pour explorer initialement le voisinage direct du bloc puis ils suivent la direction
de la ressemblance croissante pour trouver le bloc le plus similaire. Notre algorithme
SFS-BM utilise également un modèle fixe pour sélectionner la population initiale. Mais,
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contrairement à DS, SFS-BM utilise ensuite des processus aléatoires pour explorer dif-
férentes régions dans la fenêtre de recherche. La nature stochastique de SFS-BM a per-
mis d’éviter les optima locaux et donner des pourcentages d’amélioration significatives
égales à 67.92% et 17.61% en terme de précision et complexité de calcul.
• Les algorithmes PSO-BM et SFS-BM sont deux techniques BM basées sur les métaheu-
ristiques. Notre SFS-BM est meilleure que PSO-BM avec les pourcentages suivants :
88.19% et 17.20%, ce qui confirme la supériorité des algorithmes évolutionnaires et
spécialement la technique SFS.
• La technique TPLA-BM est aussi de nature stochastique, puisqu’elle sélectionne à chaque
instant une nouvelle action aléatoirement. La différence entre cette méthode et les mé-
taheuristiques, c’est que ces dernières sont basées sur des modèles mathématiques ins-
pirés par des phénomènes naturels intéressants capables à combiner entre l’exploration
et l’exploitation. Notre technique SFS-BM est meilleure que TPLA-BM avec les pour-
centages : 58.02% et 5.02 %.
Pour conclure, nous pouvons constater que notre méthode SFS-BM est capable d’obtenir
des résultats satisfaisants, en précision et en complexité de calcul, meilleurs que plusieurs
d’autres algorithmes connus dans la littérature.
III.5 Conclusion
Dans ce chapitre, nous avons présenté un nouvel algorithme de BM basé sur la technique
SFS nommé SFS-BM et en utilisant une implémentation parallèle pour calculer les vecteurs
de mouvement de tous les blocs simultanément. Quatre nouvelles idées sont ajoutées afin
d’améliorer les résultats. À partir de l’analyse faite sur chaque idée, nous avons confirmé
l’amélioration remportée par chaque idée. L’algorithme SFS-BM a été comparé avec d’autres
algorithmes BM tels que TSS, 4SS, DS, PSO-BM et SSA-BM, etc. Les résultats prouvent
que notre algorithme SFS-BM dépasse pour les scénarios étudiés tous les algorithmes cités
en précision et en complexité de calcul, ils montrent aussi l’intérêt d’utiliser la technique SFS
pour résoudre le problème de BM.
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IV.1 Introduction
Dans ce chapitre, nous développons un nouvel algorithme métaheuristique inspiré du
concept de base du descripteur LBP (local binary pattern) et nommé optimisation à base de
LBP (LBPO : local binary pattern optimizer). La méthode LBPO commence la recherche
avec une population initiale des solutions candidates, ensuite et suivant le concept de base de
LBP, un code spécifique est attribué à chaque solution. À partir de ces codes, l’algorithme
LBPO sélectionne les meilleures solutions et met à jour la population. La nouveauté de cette
technique est que le choix des meilleures solutions ne compte pas sur les valeurs de fitness mais
sur le code donné à chaque solution, ce qui permet l’identification des meilleures solutions
dans les différentes régions de l’espace de recherche, afin d’assurer un balancement effectif
entre l’exploration et exploitation.
Dans la suite de ce chapitre, nous donnons une présentation détaillée sur notre méthode
LBPO. Puis, nous évaluons l’algorithme avec 23 fonctions de test, nous comparons ensuite
les résultats à ceux des autres métaheuristiques. À cet effet, dans le cadre de l’estimation de
mouvement, un nouvel algorithme de mise en correspondance de blocs (BM) basé sur LBPO
est proposé. Les performances de notre LBPO-BM en termes de précision et de complexité
de calcul, sont évaluées avec des séquences vidéos très connues et comparées avec différentes
techniques BM.
IV.2 Le descripteur LBP
Le descripteur LBP (local binary pattern) proposé par Ojala, et al. en 1994 [221, 222]
est un opérateur très populaire en traitement d’image. Il consiste à générer pour chaque pixel
dans l’image un code binaire, en comparant la valeur d’intensité du pixel central avec celles






Pour la version originale du LBP, qui utilise un voisinage de type 3×3, Q= 8. gp est l’intensité
du pixel voisin et gc est celle du pixel central. Les étapes principales de LBP, illustrées dans la
figure IV.1, sont :
83
Conception et validation d’une nouvelle technique métaheristique : LBPO
1. Premièrement, l’algorithme soustrait l’intensité du pixel central de celles de ses voisins.
2. Les résultats sont représentés par des nombres binaires, où un résultat de soustraction
négatif est codé par un “0” et les autres par un “1”.
s(z) = { 0, z < 0
1, z≥ 0 (IV.2)
3. Les nombres obtenus sont multipliés par les poids correspondants.
4. La somme de ces nouveaux nombres est calculée pour obtenir, dans cet exemple, le
nombre 208 [221, 223].
FIGURE IV.1. : Exemple de l’opérateur LBP.
De nombreuses variantes de LBP ont été proposés dans la littérature, pour améliorer ses
performances et élargir le champ d’application comme [221], [222], [224]-[235].
Les propriétés les plus intéressantes de LBP sont :
• Une performance discriminante élevée ;
• L’invariance aux changements globaux d’illumination ;
• La simplicité de calcul.
La version originale de LBP a été initialement proposée pour caractériser la texture
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d’une image, puis elle a été utilisée dans des applications diverses telles que l’analyse d’image,
la reconnaissance d’objet, la biométrie, etc [236, 223, 237].
IV.3 La technique LBPO
L’efficacité du descripteur LBP s’explique par le fait que LBP ne dépend que des dif-
férences entre l’intensité d’un pixel et celles de ses voisins, ce qui permet de caractériser les
détails. C’est ce qui nous a motivées à utiliser cet opérateur dans le contexte d’optimisation
pour caractériser les différentes régions dans l’espace de recherche. Une nouvelle technique
métaheuristique, nommée LBPO, inspirée par LBP est proposée dans ce chapitre. Nous expli-
quons par la suite la mise en œuvre de LBPO.
Les principales étapes de la technique LBPO sont les suivantes :
IV.3.1 Initialisation
La technique LBPO commence la recherche avec un ensemble de solutions candidates
générées aléatoirement dans l’espace de recherche à l’aide de l’équation (IV.3).
X = (Lmax−Lmin)× rand+Lmin (IV.3)
Où
Lmax et Lmin sont les bornes supérieure et inférieure de l’espace de recherche respectivement,
et rand est un nombre aléatoire tiré uniformément dans l’intervalle [0, 1]. La matrice de toutes
les solutions candidates peut être exprimée comme suit :
X =

x1,1 x1,2 · · · x1, j · · · x1,D
x2,1 x2,2 · · · x2, j · · · x2,D
x3,1 x3,2 · · · x3, j · · · x3,D
· · · · · · · · · ·
xi,1 xi,2 · · · xi, j · · · xi,D
· · · · · · · · · ·
xNp,1 xNp,2 · · · xNp, j · · · xNp,D

(IV.4)
D et Np indiquent le nombre de dimensions et la taille de la population respectivement.
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IV.3.2 Évaluation
Chaque solution candidate est évaluée par une fonction de fitness F , et les valeurs de













IV.3.3 Détermination des solutions voisines
Pour chaque solution candidate, nous déterminons les huit solutions les plus proches en
fonction de la distance euclidienne. Puis, on les classe dans l’ordre croissant selon la distance
comme illustré dans la figure.IV.2.
FIGURE IV.2. : Les solutions voisines d’une solution candidate : La solution candidate est
indiquée en rouge et ses voisines en bleu.
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Nous supposons également qu’il existe pour chaque i-ème solution candidate une ma-




n1,1 n1,2 · · · n1, j · · · n1,D
n2,1 n2,2 · · · n2, j · · · n2,D
n3,1 n3,2 · · · n3, j · · · n3,D
· · · · · · · · · ·
· · · · · · · · · ·













IV.3.4 Génération des codes
L’algorithme LBPO génère un code binaire bi, j, j = 1,2, ...8 pour chaque solution can-
didate, en comparant sa valeur de fitness avec celles de ses voisines.
Les nombres binaires générés sont multipliés par les poids correspondants, puis les résultats
de multiplication sont additionnés pour obtenir un nombre entier di pour chaque i-ème solu-
tion candidate en utilisant l’équation.IV.8 et les deux équations IV.9 IV.10 selon le type du
problème ; maximisation ou minimisation (voir figure IV.3).
Donc, l’algorithme LBPO donne des valeurs di trop petites pour les meilleures solutions, et






s(z) = { 0, z < 0
1, z≥ 0 : Maximisation (IV.9)
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s(z) = { 0, z≥ 0
1, z < 0
: Minimisation (IV.10)
FIGURE IV.3. : Exemple de génération des codes di.
IV.3.5 Calcul des probabilités
Une valeur de probabilité Pri pour chaque i-ème solution candidate est calculée en fonc-
tion de son code di et en utilisant les équations IV.11 et IV.12






où βL est fixé, empiriquement, à 4.
Donc, l’algorithme LBPO donne des valeurs de probabilités Pri grandes pour les meilleures
solutions, et des petites valeurs de Pri pour les mauvaises solutions.
IV.3.6 Mise à jour de la population




∆x = 2× rand× (xiterr − xiteri ) (IV.14)
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xiterr est une solution candidate sélectionnée par la méthode roulette [238]. La méthode de
sélection roulette sélectionne les meilleures solutions, en utilisant les valeurs de probabilité
Pri, ( Elle est expliquée davantage dans l’annexe A) .
FIGURE IV.4. : Exemple de mise à jour de la position d’une solution
La figure. IV.4 illustre un exemple de mise à jour de la position d’une solution candidate.
La solution xiteri se dirige progressivement vers la solution sélectionnée x
iter
r . Le paramètre ωL
est utilisé pour ajouter un aspect stochastique dans l’algorithme et balancer la recherche entre
l’exploration et l’exploitation (voir figure IV.5). ωL est donné par l’équation.IV.15 :
ωL = c×aL× rand−aL (IV.15)
Le cœfficient aL prend une valeur décroissante de 2 à 0 en utilisant l’équation suivante :
aL = c− iteritermax × c (IV.16)
où itermax indique le nombre maximal d’itérations. Les processus de LBPO sont répétés jus-
qu’au nombre itermax.
Le fait que les solutions candidates se déplacent vers des solutions potentielles, permet
à l’algorithme LBPO d’exploiter les zones prometteuses de l’espace de recherche. Et comme
les solutions se déplacent vers différentes solutions potentielles, et non seulement la meilleure
solution globale, donc l’algorithme LBPO a la possibilité de visiter différentes régions et d’ef-
fectuer une exploration complète de l’espace de recherche.
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FIGURE IV.5. : Les variations de aL et ωL durant les itérations.
L’algorithme 7 donne un pseudo-code de la méthode LBPO.
Initialisation de la taille de population Np,
Initialisation du nombre maximal d’itérations,
Initialisation aléatoire des solutions candidates,
Pour iter de 1 à le nombre d’itérations maximal faire
Évaluation des solutions candidates par la fonction de fitness
Générer les codes par l’équation IV.8
Calculer les valeurs de probabilités par l’équation IV.12
Mise à jour de la population en utilisant l’équation (IV.13)
Fin Pour
Algorithme 7 : Algorithme LBPO
IV.4 Analyse de LBPO
Dans cette section, nous étudions le comportement de la technique LBPO par l’analyse
des trois courbes.
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La première courbe représente la trajectoire d’une solution candidate (figure. IV.6), tra-
cée par ses positions en fonction du nombre d’itérations. Nous pouvons constater qu’au dé-
part, la solution prend des positions très éloignées afin d’explorer une vaste zone de l’espace
de recherche, puis les modifications apportées à la position, sont réduit progressivement, pour
fournir une recherche locale plus fine. Ce comportement passe l’algorithme LBPO du mode
exploration au mode exploitation.
FIGURE IV.6. : La trajectoire d’une solution candidate obtenue avec les fonctions : F01, F07,
F11 et F21
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La deuxième courbe représente la valeur de fitness moyenne des solutions candidate en
fonction du nombre d’itérations (figure. IV.7). Il est clair que la valeur moyenne décroît de
façon itérative au cours du processus d’optimisation, ce qui prouve que l’algorithme LBPO
peut optimiser toutes les solutions.
FIGURE IV.7. : Les courbes de la valeur de fitness moyenne obtenues avec les fonctions : F01,
F07, F11 et F21
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La dernière est la courbe de convergence tracée par la meilleure valeur de fitness globale
obtenue au cours des itérations (figure. IV.8). On peut remarquer que l’algorithme LBPO a un
taux de convergence élevé, car il trouve rapidement la meilleure solution globale.
FIGURE IV.8. : Les courbes de convergence obtenues avec les fonctions : F01, F07, F11 et F21
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IV.5 Paramétrage
Le tableau IV.1 récapitule les valeurs des paramètres utilisés :
TABLE IV.1. : Les paramètres de l’algorithme LBPO
Paramètre Description Valeur
c Utilisé dans les équations IV.15 et IV.16 2
Itermax Nombre d’itérations maximal Selon la fonction de test
(défini dans l’annexe B )
Lmax Borne maximal de l’espace de recherche Selon la fonction de test
Lmin Borne minimal de l’espace de recherche Selon la fonction de test
Np Taille de la population 100
Nexc Nombre d’exécutions 25
IV.5.1 Influence du paramètre c
Pour étudier l’influence du paramètre c sur les performances de l’algorithme LBPO, ce
dernier a été testé avec différentes valeurs de c : c = 0.5, c = 2, c = 4 et c = 6. Nous donnons
dans la figure IV.9 les trajectoires d’une solution candidate pour les différentes valeurs de c.
D’après les simulations réalisées, on voit clairement que pour une petite valeur de c ( c= 0.5),
la solution converge rapidement pour effectuer une recherche locale plus fine dans une petite
région (exploitation). En incrémentant la valeur de c (c = 2), on peut balancer la recherche
entre l’exploration et l’exploitation pour éviter la convergence prématurée. Par contre, trop
augmenter la valeur de c (c = 4 et c = 6) peut nuire à l’exploitation de l’algorithme, et par
conséquent l’algorithme diverge.
94
Conception et validation d’une nouvelle technique métaheristique : LBPO
(a) c = 0.5 (b) c = 2
(c) c = 4 (d) c = 6
FIGURE IV.9. : La trajectoire d’une solution candidate obtenue avec différentes valeurs du
paramètre c
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IV.5.2 Influence de la taille de la population
Le choix de la taille de la population Np est très important. Une taille de population
trop petite peut nuire à la diversité de l’algorithme et conduire à l’obtention des résultats sous-
optimal. Alors qu’une taille de population trop grande demandent un temps de calcul élevé
et nécessite un espace mémoire considérable. Le tableau IV.2 présente les résultats obtenus
par l’algorithme LBPO, pour trois fonctions de test différentes, en faisant varier la taille de
la population. On remarque qu’une taille de population égale à 100 solutions candidates peut
être la plus favorable. On constate également que l’augmentation de la taille de population
(Np = 200 et Np = 400) ne donne pas une amélioration significative des performances, il est
inutile d’augmenter la valeur Np plus que 100.
TABLE IV.2. : Influence de la taille de la population Np
Np F01 F09 F15
20 4,31.10−188 8,05.10−8 0,0063
50 8,18.10−204 5,94.10−7 0,001
100 4,61.10−207 1,44.10−4 7,02.10−4
200 9,84.10−194 0,017 4,61.10−4
400 1,96.10−192 0,183 3,17.10−4
IV.5.3 Complexité de calcul
Le temps de calcul d’un algorithme est liée à la structure de l’algorithme, et elle dépend
aussi de la puissance de l’ordinateur. Couramment, nous utilisons la notations grande O, pour
exprimer la complexité de calcul. La complexité de calcul de la technique LBPO réside es-
sentiellement dans le processus de mise à jour, la génération des codes et dans le calcul des
probabilités. Elle dépend aussi au nombre de solutions candidates Np, aux dimensions D et au
nombre maximal d’itérations itermax. Elle peut être calculée comme suit :
O(LBPO)= O(Processus de mise a jour)+O(Generation de code)
+O(Calcul de probabilites)
(IV.17)
O(LBPO) = O(Np×D× itermax)+O(Np× itermax)+O(Np× itermax) (IV.18)
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IV.6 Évaluation de LBPO
Nous présentons dans cette section les résultats d’optimisation obtenus par notre mé-
thode LBPO en utilisant les 23 fonctions de test (CEC’05) présentées dans la section II.3.5.1.
Les performances de LBPO sont comparées à celles d’autres métaheuristiques. L’intérêt de
cette évaluation est de prouver que la méthode LBPO donne des résultats satisfaisants dé-
passent d’autres techniques, dans des cas différents.
La méthode LBPO a été mise en œuvre en utilisant Matlab 2015. Deux valeurs sont étu-
diées : la valeur moyenne ( µ) obtenue sur un nombre fixe d’exécutions (Nexc = 25) et l’écart
type (σ) entre les différentes exécutions. Les résultats sont comparés avec sept méthodes mé-
taheuristiques : CA [240] (1994), PSO [172] (1995), BH [177] (2013), GWO [176] (2014),
SCA [161] (2016) et SSA [241] (2017), où les codes de ces techniques ont été tirés des liens
mentionnés dans l’annexe D.
Deux types de tests sont définis :
1. Dans le premier test, les expériences sont effectuées avec les 23 fonctions de test.
2. Dans le deuxième test, nous évaluons l’effet sur les performances de LBPO si nous
augmentons les dimensions des fonctions.
IV.6.1 Expérimentation 1
Dans cette section, la technique LBPO est testée avec 23 fonctions de test, les résultats
de simulation sont présentés dans les tableaux.IV.3, IV.4 et IV.5 correspondent aux valeurs
moyennes ( µ), l’écart type ( σ ). Les algorithmes sont également classés (Rank) selon les per-
formances pour chaque fonction, et le classement moyen et global sont ensuite déterminés.
D’après les résultats, l’algorithme proposé LBPO dépasse toutes les autres techniques
pour la plupart des fonctions de test :
• Pour les fonctions uni-modales, notre algorithme LBPO dépasse les autres métaheuris-
tiques pour toutes les fonctions F01, F02, F03, F04, F06, F07 excepté la fonction F05.
La fonction F05 appelée la fonction Rosenbrock est une fonction uni-modale, elle a été
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proposée par Rosenbrock en 1960. Cette fonction a un optimum global à l’intérieur
d’un longue vallée étroite de forme parabolique [171]. Trouver la vallée est facile, mais,
converger vers le minimum global est difficile. Toutes les techniques d’optimisation
trouvent des difficultés à résoudre ce type de problème.
• Selon les résultats obtenus avec les fonctions multimodales, l’algorithme LBPO est su-
périeur aux autres algorithmes dans les fonctions F09, F10, F11, F15 et F21. Il atteint la
valeur optimale théorique avec la fonction F11.
La fonction F11 est une fonction hautement multimodale, car le nombre des minima
croît de façon exponentielle quand le nombre de dimensions augmente. La résolution
parfaite (optimum global atteint) de cette fonction en utilisant la technique LBPO, valide
davantage la supériorité de notre technique.
• LBPO donne également des résultats acceptables avec les fonctions F14, F22 et F23 et il
est classé en deuxième place pour ces fonctions.
Les résultats avec les fonctions de test montrent et prouvent les capacités d’exploitation
et d’exploration de l’algorithme LBPO proposé.
La figure IV.10 illustre les courbes de convergence obtenues avec les fonctions F01, F04,
F09, F10, F11 et F19. Il est clair que l’algorithme LBPO converge plus rapidement que les autres
méthodes.
La figure IV.11 illustre les diagrammes en boîtes pour les fonctions F01, F04, F09, F10,
F11 et F19, où la ligne rouge représente la valeur médiane des 25 exécutions indépendantes.
Les côtés de la boîte bas et haut représentent respectivement les valeurs de fitness minimale
et maximale. L’écart type est la distance entre ces cotés. Nous pouvons constater que l’algo-
rithme LBPO donne un écart type plus petit que d’autres méthodes, ce qui confirme sa stabilité
et sa robustesse.
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TABLE IV.3. : Résultats de LBPO et d’autres métaheuristiques pour les fonctions unimodales
à haute dimension




1,29.10−4 0,39 0,57 8,13.10−41 1,27 1,10.10−8 4,61.10−207
σ 1,3.10−4 0,32 0,55 1,17.10−40 3,32 2,47.10−9 0




59,22 0,03 2,44 8,03.10−47 2,39.10−6 0,3390 4,00.10−196
σ 20.97 0,16 1,13 8,34.10−47 6,62.10−6 0,4880 0




2,64.104 1,64.103 2,87.102 2,86.10−11 3,80.103 85,042 4,39.10−197
σ 4,62.103 6,40.102 61.76 7,87.10−11 3,07.103 62,983 0




3,13 2,19 9,24 1,38.10−21 5,38 0,9168 5,45.10−205
σ 3,24 1,71 1,94 2,85.10−21 5,90 0,6857 0




48,56 33,01 35,29 25,898 27,05 46,695 28,82
σ 1,15.102 31,93 30,37 0,7736 0,76 44,217 0,02




1,56.104 2,76.104 4,37.103 1,23.10+3 3,11.104 3240,37 6,61
σ 3,30.103 4,94.103 1,25.103 330,21 5,91.103 856,889 2,11




0,07 0,02 0.03 1,94.10−4 8,6.10−3 0,0209 4,90.10−5
σ 1,77.10−2 0,01 1,09.10−2 9,66.10−5 8,5.10−3 0,0074 2,50.10−5
Rank 7 5 6 2 3 4 1
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TABLE IV.4. : Résultats de LBPO et d’autres métaheuristiques pour les fonctions multimo-
dales à haute dimension




−1,04.104 −9,94.103 −4,51.103 −6,34.10+3 −4,33.103 −7,5458.103 −6,98.103
σ 6,69.102 5,14.102 4,48.102 818,94 2,85.102 766,15 1,41.103




3,16.102 2,75.102 1,95.102 47,608 2,31.102 110,16 1,44.10−4
σ 18,63 17,24 21,72 15,101 47,08 12,558 6,15.10−4




11,18 13,44 8,24 0,0844 16,79 6,6451 6,48.10−8
σ 0,88 0,73 0,90 0,0292 3,87 0,9805 1,62.10−7




18,18 43,50 8,01 0,084 36,24 4,29449 0
σ 4,63 11,94 2,14 0,0495 15,66 1,1682 0




4,19 0,04 5,34 0,0120 0,36 2,2093 0,24
σ 5,98 0,09 2,71 0,0119 0,05 1,3512 0,08




6,2.10−3 4,0.10−3 1,32 0,2046 2,03 0,0021 2,44
σ 9,6.10−3 9,5.10−3 2,33 0,1377 0,16 0,0044 0,43
Rank 3 2 5 4 6 1 7
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TABLE IV.5. : Résultats de LBPO et d’autres métaheuristiques pour les fonctions multimo-
dales à faible dimension




1,15 0,9980 1,27 3,3878 1,79 1,3553 1,07
σ 0,79 4,35.10−13 0,60 0,6946 0,99 0,6946 0,39




44,0.10−4 36,0.10−4 7,88.10−4 0,0019 9,56.10−4 0,0008 7,02.10−4
σ 12,2.10−3 75,0.10−4 3,94.10−4 0,0056 3,94.10−4 0,0003 4,04.10−4




-1,0316 -1,0316 -1,0316 -1,0316 -1,0316 -1,0316 -1,0316
σ 6,24.10−16 7,06.10−13 4,70.10−12 1,69.10−8 5,28.10−5 3,48.10−14 7,33.10−6




0,3979 0,3979 0,3979 0,3979 0,3999 0,397887 0,397888
σ 0 1,01.10−11 3,81.10−9 1,59.10−6 17,0.10−4 3,15.10−14 1,78.10−6




3,0000 3,0000 3,0000 3,0000 3,0000 3 3,0000
σ 1,36.10−15 1,89.10−12 5,93.10−11 2,11.10−5 9,33.10−5 2,60.10−13 3,01.10−5




-3,8628 -3,8628 -3,8604 -3,8612 -3,8537 -3,86275 -3,8624
σ 1,84.10−15 1,05.10−7 24,0.10−4 0,0025 37,0.10−4 2,02.10−5 8,07.10−4




-3,2792 -3,2602 -3,2339 -3,2608 -3,0135 -3,2195 -3,2328
σ 58,2.10−3 60,6.10−3 86,1.10−3 0,0732 205,7.10−3 0,0527 0,0485




-7,7627 -6,9258 -8,5495 -9,9496 -3,2472 -9,2546 -10,08
σ 3,5566 3,0358 2,9690 1,0105 1,6226 2,4834 0,1029




-7,5721 -7,8961 -9,1585 -10,4009 -4,5168 -9,7684 -10,3429
σ 3,5908 3,4918 2,5949 0,0011 1,4180 1,7537 0,0837




-7,7253 -8,5370 -9,6884 -10,3185 -4,4472 -8,3600 -10,1838
σ 3,6025 3,3054 2,3828 1,0813 0,9653 3,3014 1,0774
Rank 6 4 3 1 7 5 2
Rank moyen 4.56 4.21 4.39 2.78 5.82 3,60 2,60
Rank global 6 4 5 2 7 3 1
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FIGURE IV.10. : Courbes de convergence obtenues avec les fonctions F01, F04, F09, F10, F11 et
F19
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FIGURE IV.11. : Les diagramme en boite obtenues avec les fonctions F01, F04, F09, F10, F11 et
F19
103
Conception et validation d’une nouvelle technique métaheristique : LBPO
IV.6.2 Expérimentation 2
Au cours des dernières années, la résolution des problèmes d’optimisation de très haute
dimension à l’aide des techniques métaheuristiques, a suscité un intérêt croissant [242]. Il est
connu que l’espace de recherche d’un problème augmente de façon exponentielle avec la taille
du problème, ce qui entraîne une dégradation des performances de nombreuses métaheuris-
tiques.
Dans cette expérimentation, nous étudions les performances de la technique LBPO sur
des fonctions de test de très hautes dimensions. Les fonctions utilisées sont F01, F04, F07, F10,
F11 et F12 avec les dimensions D = 150, D = 200 et D = 500. Les résultats obtenus sont
comparés avec les autres métaheuristiques en terme de la valeur de fitness moyenne dans le
tableau IV.6.
En comparant ces résultats, nous observons que chaque fois que la dimension augmente,
les résultats de tous les algorithmes se détériorent. Cependant, contrairement aux autres méta-
heuristiques, la détérioration des performances de LBPO est insignifiante. Par exemple, avec
F10, les résultats sont 7.8590.10−9, 9.1857.10−8, et 1.6808.10−7 pour les dimensions 150,
200 et 500 respectivement. Il est évident que la dégradation des résultats de LBPO est très
faible. On peut aussi remarquer qu’avec la fonction F11, l’algorithme LBPO a obtenu la valeur
optimale zéro quelle que soit la dimension du problème. De plus, l’algorithme LBPO main-
tient une performance supérieure à toutes les métaheuristiques citées, ce qui prouve encore
l’efficacité de l’algorithme LBPO dans la résolution des problèmes de très hautes dimensions.
La figure IV.12 illustre les courbes de convergence de l’algorithme LBPO et les autres
métaheuristiques obtenues avec les fonctions F01, F07 et F11, où les dimensions sont 150, 200
et 500. Il est évident que l’algorithme LBPO a une convergence plus rapide que tous les autres
algorithmes.
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TABLE IV.6. : Résultats de LBPO et d’autres métaheuristiques pour certaines fonctions uni-
modales et multimodales avec différentes dimensions
FonctionsDimensions CA PSO BH GWO SCA SSA LBPO
F1
D=30 1,29.10−4 0,39 0,57 8,13.10−41 1,27 1,10.10−8 4,61.10−207
D=150 2,7591.10+5 2,7090.10+4 585.6315 1,35.10−142,3655.10+4 879.3569 2.2817.10−204
D=200 3,9913.10+5 5,8479.10+41,0287.10+31,69.10−114,5585.10+43,2135.10+33,2825.10−207
D=500 1,1511.10+6 3,6582.10+5 4.4308.10+3 1,15.10−5 2,1786.10+53,1407.10+43,1724.10−208
F4
D=30 3,13 2,19 9,24 1,38.10−21 5,38 0,9168 5,45.10−205
D=150 96.5282 44.7789 18.4520 0,0021 91.1091 17.5658 3,9721.10−207
D=200 97.5589 50.0403 19.5595 1,7195 94.5629 19.4831 5,3865.10−206
D=500 98.9096 65.8538 21.8101 43,2951 98.4312 24.2307 1,2160.10−207
F7
D=30 0,07 0,02 0.03 1,94.10−4 8,6.10−3 0,0209 4,90.10−5
D=150 2,3331.10+3 30.3293 0.3600 0,0002 187.7614 0.5817 4,6049.10−5
D=200 5,0140.10+3 104.3172 0.4819 0,0004 571.1087 1.1808 4,5485.10−5
D=500 4,1684.10+4 3,2676.10+3 1.7395 0,0014 9,2199.10+3 10.3994 4,0166.10−5
F10
D=30 11,18 13,44 8,24 0,0844 16,79 6,6451 6,48.10−8
D=150 20.4167 20.1489 10.6585 5,7004 20.4688 10.9255 7,8590.10−9
D=200 20.5241 20.3580 10.7658 6,4113 20.1123 11.2295 9,1857.10−8
D=500 20.7238 20.1711 10.9063 11,6815 20.4743 11.4743 1,6808.10−7
F11
D=30 18,18 43,50 8,01 0,084 36,24 4,2944 0
D=150 2,5247.10+3 1,7103.10+3 89.2952 6,2109 1,3745.10+3 123.6544 0
D=200 3,6018.10+3 2,5323.10+3 127.83 16,0304 1,9822.10+3 173.4953 0
D=500 1,0348.10+4 8,2463.10+3 349.3191 319,37 5,7833.10+3 487.6952 0
F12
D=30 4,19 0,04 5,34 0,0120 0,36 2,2093 0,24
D=150 2,5680.10+9 1,0774.10+6 3.2639 0,1428 2,2997.10+8 7.2710 0.3020
D=200 3,9964.10+9 1,6423.10+7 2.7384 0,3747 5,3172.10+8 8.0110 0.2810
D=500 1,2878.10+104,5022.10+8 2.0979 0,6609 3,2423.10+9 14.7652 0.2946
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(a) F01,D = 150 (b) F01,D = 200 (c) F01,D = 500
(d) F07,D = 150 (e) F07,D = 200 (f) F07,D = 500
(g) F11,D = 150 (h) F11,D = 200 (i) F11,D = 500
FIGURE IV.12. : Courbes de convergence sur les dimensions 150, 200 et 500 obtenues avec
F01, F07 et F11
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IV.6.3 Analyse statistique
Pour vérifier si les différences entre les solutions trouvées par la technique LBPO et
d’autres métaheuristiques étaient statistiquement significatives, nous avons effectué un test de
Student bilatéral.
Le test de Student bilatéral est un test statistique qui permet de trancher entre deux hypothèses
au vu des résultats des échantillons. Soient H0 et H1 deux hypothèses (H0 est appelée hypo-
thèse nulle, H1 hypothèse alternative), une seule qui est vraie et l’autre est rejetée. Pour un test
de Student bilatéral, nous émettons les hypothèses suivantes :
• Hypothèse nulle, H0 : m1 = m2
• Hypothèse alternative, H1 : m1 6= m2.











Où µ1 et σ1 représentent la moyenne et l’écart type obtenus par l’algorithme 1 et µ2 et σ2
sont la moyenne et l’écart type obtenus par l’algorithme 2. Nexe est le nombre d’essais ou
d’exécutions égal à 25.
Pour pouvoir rejeter ou accepter l’hypothèse nulle d’égalité des moyennes, la valeur
statistique de t est comparée avec une valeur critique obtenue à partir de la table de la loi
de Student, en fonction du seuil de probabilité αp et du nombre de degrés de liberté d f =
(Nexe +Nexe− 2) (un extrait de cette table est donné dans l’annexe C). Si la valeur absolue
de la statistique t est égale ou supérieure à la valeur critique, l’hypothèse nulle est rejetée et
l’hypothèse alternative est acceptée, c’est-à-dire il y a une différence significative entre les
algorithmes [243, 171].
Avec le nombre d’exécutions Nexe = 25, le degré de liberté est d f = 25+25−2 = 48, et pour
un degré de confiance de 95 %, le seuil de probabilité αp = 0.05. En fonction de ces valeurs
et à partir de la table de student la valeur critique est égale à 1.677.
Dans le tableau IV.7, nous présentons les résultats de la comparaison statistique entre
l’algorithme LBPO et les autres techniques métaheuristiques ; la marque ? signifie que la dif-
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férence entre les deux techniques est statistiquement significative. D’après ces résultats, nous
pouvons constater que la valeur statistique t dépasse la valeur critique pour les cas suivants :
• LBPO vs CA : 20 fonctions sur 23.
• LBPO vs PSO : 20 fonctions sur 23.
• LBPO vs BH : 18 fonctions sur 23.
• LBPO vs GWO : 20 fonctions sur 23.
• LBPO vs SCA : 22 fonctions sur 23.
• LBPO vs SSA : 18 fonctions sur 23.
Ce qui signifie que pour ces fonctions, l’hypothèse nulle est rejetée avec un degré de confiance
de 95%. Ce qui prouve aussi que la différence entre les moyennes comparées est significative,
et elle ne peut être due simplement au hasard.
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TABLE IV.7. : Résultats de test de Student bilatéral
Fonction
LBPO vs LBPO vs LBPO vs LBPO vs LBPO vs LBPO vs
CA PSO BH GWO SCA SSA
F1 -4,848? -6,185 ? -5,204? -3,458 ? -1,911? -22,26?
F2 -14,11? -1,083 -10,75? −4,817? -1,809? -3,473?
F3 -28,59? -12,83? -23,28? −1,820? -6,181? -6,751?
F4 -4,830? -6,423? -23,75? −2,420? -4,552? -6,685?
F5 -0,851 -0,657 -1,066 18,875 ? 11,48? -2,021?
F6 -23,67? -27,96? -17,37? -18,672 ? -26,34? -18,86?
F7 -19,78? -7,367? -15,80? -7,263? -5,029? -13,96?
F8 10,90? 9,827? -8,315? -1,959 ? -9,168? 1,745?
F9 -85,03? -79,82? -44,87? -15,762? -24,58? -43,86?
F10 -63,55? -90,98? -45,54? -14,452? -21,68? -33,88?
F11 -19,63? -18,21? -18,71? -8,565? -11,57? -18,37?
F12 -3,300? 8,242? -9,374? 13,937? -5,776? -7,239?
F13 27,86? 27,88? 2,339? 24,416? 4,357? 27,91?
F14 -0,445 1,000 -1,368 -2,997? -3,344? -1,73?
F15 -1,514 -1,928? -0,758 -1,066 -2,243? -1,379
F16 -18,11? -18,11? -18,11? -18,117? -2,490? 1,291
F17 -31,27? -31,27? -31,27? -23,273? -5,915? 4,238?
F18 2,052? 2,052? 2,052? 1,679 ? 0,629 2,052?
F19 1,903? 1,903? -4,131? -2,460? -11,60? 1,739?
F20 3,053? 1,757? 0,050 1,588 -5,190? -0,933
F21 -3,257? -5,192? -2,576? -0,644 -21,01? -1,661
F22 -3,857? -3,502? -2,281? 3,460? -20,50? -1,636
F23 -3,269? -2,368? -0,947 0,441 -19,82? -2,625?
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IV.7 Application de LBPO en BM
Dans le cadre d’estimation de mouvement, une nouvelle technique de BM basée sur la
méthode LBPO appelée LBPO-BM est proposée. Cette dernière est évaluée sur six séquences
vidéo et les résultats en termes de Dpsnr et de complexité de calcul sont comparés avec diffé-
rentes techniques BM : FSA, TSS, NTSS, SES, 4SS, DS, MPBM, SDDS, PSO-BM, BH-BM,
SCA-BM, GWO-BM, SSA-BM, MS-BM, PLA-BM et TPLA-BM et notre méthode SFS-BM
présentée dans le chapitre précédent.
Les principales étapes de la méthode LBPO-BM sont :
1. Initialisation des blocs candidats dans la fenêtre de recherche.








|C(x+ i,y+ j)−R(x+ i+u,y+ j+ v)| (IV.20)
3. Pour chaque bloc candidat, on génère un code spécifique par l’équation IV.8, puis on
calcule une valeur de probabilité par l’équation IV.12.
4. Selon ces valeurs de probabilité, les positions des blocs candidats sont mises à jour à
l’aide de l’équation IV.13.
5. Les processus de LBPO sont répétés jusqu’au nombre maximal d’itérations.
L’algorithme 8 donne un pseudo-code de la méthode proposée LBPO-BM.
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Initialisation de la taille de la population Np,
Initialisation du nombre maximal d’itérations,
Initialisation de la taille de la fenêtre de recherche wmax,
Initialisation des tailles de bloc Bx×By,
Lire la séquence vidéo I,
Pour t de 1 à le nombre maximal d’images faire
Image courante = I(t)
Image référence = I(t−1) ou I(t+1)
Diviser l’image courante en blocs
Déterminer les blocs statiques
Pour iter de 1 à le nombre maximal d’itérations faire
Évaluation des blocs candidats par la fonction de fitness (IV.20)
Générer les codes par l’équation IV.8
Calculer les valeurs de probabilités par l’équation IV.12
Mise à jour de la population en utilisant l’équation IV.13
Fin Pour
Les vecteurs de mouvements sont calculés en utilisant les meilleurs blocs trouvés.
Fin Pour
Algorithme 8 : Algorithme LBPO-BM
Les résultats obtenus avec notre LBPO-BM et les autres méthodes de BM sont présentés
dans les tableaux IV.8 et IV.9.
En terme de complexité de calcul, le tableau IV.8 montre que notre algorithme LBPO-
BM évalue un nombre de bloc, égal à 9.98, le plus réduit par rapport aux autres méthodes.
Ce qui prouve que l’algorithme LBPO-BM procure un processus de recherche très efficace.
Notre méthode LBPO-BM est meilleure que la méthode FSA, en temps de calcul, avec un
pourcentage d’amélioration égale à 85.45%.
En termes de précision d’estimation de mouvement, le tableau IV.9 montre que notre
algorithme LBPO-BM donne une valeur moyenne de Dpsnr très petite égale à −0,56. Malgré
que la valeur de Dpsnr obtenue avec LBPO-BM est supérieure à celle obtenue avec SFS-BM,
mais la méthode LBPO-BM est meilleure que la méthode SFS-BM en terme de complexité de
calcul, ce qui représente un échange intéressant entre eux.
D’après ces résultats, l’algorithme LBPO-BM peut assurer un bon compromis entre la
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précision et la complexité de calcul. Les résultats confirment également la capacité de la mé-
thode LBPO à résoudre des problèmes concrets et produire des résultats compétitifs par rap-
port aux autres méthodes récentes.
TABLE IV.8. : Le nombre de blocs évalués par les différents algorithmes BM
Algorithme Akiyo Container Carphone Foreman Hall Stefan Moyenne Classe-
ment
FSA (1981) 236,63 236,63 236,63 236,63 262,62 984,91 365,67 18
TSS (1994) 21,48 25 25 25 23,25 25 24,12 16
NTSS (1994) 14,68 17,2 21,8 22,1 16,92 25,4 19,68 14
SES (1997) 16,2 19,2 18,86 18,85 16,92 17,45 17,91 12
4SS (1996) 14,65 19 25,25 24,8 16,25 25,3 20,87 15
DS (2000) 11,43 7,5 12,5 13,4 12,89 15,2 12,15 6
MPBM (2011) 10.04 5.91 11.22 11.49 11.06 11.64 10.23 3
SDDS (2017) 11.45 11.42 13.06 14.83 12.88 17.25 13.48 7
PSO-BM (1995) 12,60 6,11 13,32 13,72 12,02 14,77 12.09 5
BH-BM (2013) 15,18 8,04 15,20 15,25 15,22 16,25 14.19 8
SCA-BM (2016) 19,79 10,42 19,79 19,79 20,01 20,65 18.41 13
GWO-BM (2014) 15,65 8,40 15,60 15,66 15,95 16,55 14.64 9
SSA-BM (2017) 16,61 8,79 16,77 17,02 17,04 19,20 15.90 11
MS-BM (2018) 16,04 8,53 16,02 16,03 16,16 16,58 14.89 10
PLA-BM (2016) 49,7 75,27 71,54 77,5 // 131,7 81,14 17
TPLA-BM (2016) 8,69 10,85 9,17 10,09 // 13,9 10,54 4
SFS-BM (2019) 1,41 1,41 7,52 14,62 15,45 19,65 10,01 2
LBPO-BM (2019) 5,37 10,19 9,45 9,98 10,26 14,63 9,98 1
TABLE IV.9. : Les valeurs de Dpsnr obtenues avec les différents algorithmes BM
Algorithme Akiyo Container Carphone Foreman Hall Stefan Moyenne Classe-
ment
FSA (1981) 0 0 0 0 0 0 0 1
TSS (1994) 0 -0,2 -3,92 -7,32 -0,14 -18,52 -5,01 17
NTSS (1994) 0 -0,15 -3,67 -3,57 -0,11 -13,2 -3,45 10
4SS (1996) 0 -0,15 -4,01 -7,44 -0,14 -17,48 -4,87 14
SES (1997) 0 -0,15 -4,5 -7,73 -0,25 -17,64 -5,04 18
DS (2000) 0 -0,13 -0,79 -1,59 -0,14 -3,73 -1,06 8
MPBM (2011) -0.14 0.01 -0.77 -0.68 -0.15 -1.58 -0.55 4
SDDS (2017) -0.08 0.01 -0.62 -1.14 -0.11 -3.16 -0.85 6
PSO-BM (1995) -0,25 0,01 -1,58 -4,28 -0,32 -10,88 -2.88 9
BH-BM (2013) -0,11 -0,52 -3,05 -6,12 -1,20 -17,42 -4.74 13
GWO-BM (2014) -0,10 -0,37 -3,02 -5,78 -1,11 -17,09 -4.58 12
SCA-BM (2016) -0,09 -0,72 -3,44 -6,09 -1,35 -18,04 -4.95 16
SSA-BM (2017) -0,12 -0,58 -2,90 -5,49 -1,10 -15,86 -4.34 11
MS-BM (2018) -0,12 -0,64 -3,28 -6,25 -1,31 -17,76 -4.89 15
PLA-ME (2016) 0 0 -0,28 -0,82 // -3,19 -0,85 7
TPLA-ME (2016) 0 0 -0,28 -0,85 // -2,92 -0,81 5
SFS-BM (2019) -0,02 0 0 0 -0,02 -2,04 -0,34 2
LBPO-BM (2019) 0 -0,02 -1,04 -1,16 -0,2 -0,96 -0,56 3
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Les figures IV.13 et IV.14 illustrent les vecteurs de mouvement obtenus avec la méthode
FSA et ceux obtenus avec notre méthode LBPO-BM, dans les séquences vidéos Carphone et
Foreman. Nous remarquons que les résultats de FSA et de LBPO-BM ont la même allure.
(a) FSA (b) LBPO-BM
FIGURE IV.13. : Résultats sur la séquences vidéo Carphone.
(a) FSA (b) LBPO-BM
FIGURE IV.14. : Résultats sur la séquences vidéo Foreman.
La figure IV.15 illustrent dans la première colonne l’image courante, dans la deuxième
colonne l’image compensée ou reconstruite et dans la troisième colonne l’image erreur ob-
tenue par notre méthode LBPO-BM, sur différentes séquences vidéos. Nous remarquons que
l’image reconstruite est très proche de l’image courante, mais certains déformations appa-
raissent au niveau des images reconstruites. Nous pouvons améliorer les résultats de la mé-
thode en utilisant les idées proposées par SFS-BM dans le chapitre précédent.
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(j) Image courante (k) Image compensée (l) Image erreur
FIGURE IV.15. : Résultats de l’algorithme LBPO-BM sur les séquences Akiyo, Carphone, Fo-
reman et Hall.
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IV.8 Conclusion
Dans ce chapitre, nous avons proposé une nouvelle méthode métaheuristique d’optimi-
sation appelée LBPO inspirée du concept de base de l’opérateur LBP. L’idée nouvelle de cette
méthode est le choix des bonnes solutions utilisées pour guider l’évolution de la population
ne dépend pas des valeurs de fitness, mais sur le code donné à chaque solution. L’adoption
de cette stratégie a permis l’identification des bonnes solutions dans chaque région dans l’es-
pace de recherche qui laisse à l’algorithme la possibilité d’explorer plusieurs régions avant la
convergence vers la meilleure solution globale.
Notre méthode a été évaluée en utilisant différentes fonctions de test. Les résultats obtenus
par LBPO ont été comparés à ceux obtenus par d’autres métaheuristiques. Les expériences
ont montré qu’aucune méthode métaheuristique ne surpasse complètement les autres, mais la
méthode proposée LBPO obtient les meilleurs résultats pour la majorité des fonctions de test.
En outre, nous avons montré que LBPO a des meilleures performances dans les problèmes de
très hautes dimensions.
Dans le cadre de l’estimation de mouvement, la technique LBPO a été utilisé pour résoudre
le problème de BM, les résultats obtenus pour des différentes séquences vidéos montrent que
cette méthode offre des performances compétitives en termes de précision et de complexité de
calcul par rapport aux autres méthodes utilisées pour la comparaison.
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L’objectif de cette thèse était l’introduction des techniques d’optimisation métaheuris-
tiques dans le domaine de l’estimation de mouvement. Les motivations des choix des méthodes
simulées sont les suivantes : d’une part, les méthodes de mise en correspondance de blocs ou
block matching (BM) sont les méthodes d’estimation de mouvement les plus utilisées grâce à
leur implémentation simple et efficace. Les performances de ce type de méthodes en termes de
précision et complexité de calcul dépendent de la stratégie de recherche adoptée. D’autre part,
les techniques d’optimisation métaheuristiques représentent des outils permettant la résolution
satisfaisante d’un grand nombre de problèmes d’optimisation avec une complexité de calcul
réduite. De ce fait, nous avons développé dans notre travail des méthodes de BM basées sur
les métaheuristiques.
Dans cette thèse, deux méthodes ont vu le jour :
La première méthode proposée SFS-BM consiste à résoudre le problème de BM en uti-
lisant la technique de recherche fractale stochastique (SFS), une implémentation parallèle est
utilisée pour estimer les mouvements de tous les blocs simultanément. De nouvelles idées
concernant l’initialisation, la fonction de fitness, la fenêtre de recherche et l’approximation de
la fonction de fitness sont également proposées pour encore plus améliorer les résultats. La
technique métaheuristique SFS a retenu notre attention pour ses capacités à résoudre les pro-
blèmes d’optimisation difficiles et permet d’obtenir des résultats de bonne qualité. La méthode
SFS-BM a été testée sur différentes séquences vidéos très connues. Les résultats de simula-
tion obtenus montrent la supériorité de cette méthode par rapport aux autres techniques BM
en termes de précision d’estimation de mouvement et en complexité de calcul.
Cependant, le problème majeur de la technique SFS et de toutes les techniques évo-
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lutionnaires est le nombre d’évaluations de la fonction de fitness qui est élevé relativement
aux autres techniques métaheuristiques, puisqu’elles utilisent plusieurs processus de mise à
jour. La deuxième contribution consiste à développer une nouvelle technique méteheuristique
capable à résoudre le problème de BM et donner un bon compromis entre la précision d’esti-
mation de mouvement et la complexité de calcul.
LBP est un opérateur très connu en traitement d’image, il permet d’analyser la texture et
identifier les détails dans les images. Une nouvelle méthode métaheuristique nommée optimi-
sation à base de LBP (local binary pattern optimizer : LBPO) inspirée par le concept de base
de l’opérateur LBP est proposée. LBPO a été évaluée avec des fonctions de test puis appliquée
en BM. D’après les résultats obtenus aucune méthode métaheuristique ne surpasse complète-
ment les autres, mais la méthode proposée LBPO a donné des résultats meilleurs que d’autres
techniques métaheuristiques, comme PSO, CA, BH, GWO, SCA et SSA, pour la majorité des
fonctions de test utilisées.
Les résultats d’application montrent que la méthode LBPO-BM procure des résultats satisfai-
sants qui dépassent d’autres technique BM connues dans la littérature.
En comparant les résultats d’estimation de mouvement obtenus avec la technique SFS-
BM et la technique LBPO-BM, nous remarquons que les performances de LBPO-BM sont
supérieures aux celles de la technique SFS-BM en terme de complexité de calcul et la méthode
SFS-BM est meilleure que la méthode LBPO-BM en terme de précision, ce qui représente un
échange intéressant entre eux.
Perspectives
Comme perspectives, nous proposons l’utilisation de la méthode SFS-BM dans des ap-
plications diverses comme la compression vidéo, le suivi d’objet, la surveillance, la robotique,
etc.
La méthode LBPO peut être analysée expérimentalement d’une manière plus poussée,
ensuite étendue en version binaire ou multi-objective.
Nous proposons aussi la combinaison de la technique LBPO avec d’autres méthodes
d’optimisation exactes ou métaheuristiques.
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Des travaux futurs pourraient s’intéresser à l’exploitation de la technique LBPO pour ré-
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Une fonction h(X) est posynomiale si h peut être exprimée comme une somme des
termes, où chaque terme prend la forme suivante :
cixai11 x
ai2
2 · · ·xainn
Où ci et ai j sont des constantes positives, donc un posynomial de N termes peut être exprimé
comme suit :
h(X) = c1xa111 x
a12
2 · · ·xainn + · · ·+ cNxaN11 xaN22 . . .xaNnn
La méthode de sélection roulette ou loterie biaisée
La méthode de sélection par roulette (Roulette Wheel Selection ou RWS) a été introduite
par Goldberg, dont laquelle la population est représentée comme une roue de roulette, où
chaque individu est représenté par une portion qui correspond proportionnellement à sa valeur
de fitness. La sélection d’un individu se fait en tournant la roue en face d’un pointeur fixe.
Quand elle cesse de tourner on séléctionne l’individu correspondant au secteur désigné par le
pointeur. Avec une telle sélection, un individu fort peut être choisi plusieurs fois. Par contre,




Fonctions de test Dimensions Intervalle Nombre
des itérations
F01 = ∑ni=1 x2i 30 [-100,+100] 500




2 30 [-100,+100] 500
F04 = maxi{|xi|,1≤ i≤ D} 30 [-100,+100] 1000
F05 = ∑D−1i=1 [100× (xi+1− x2i )2+(xi−1)2] 30 [-30,+30] 8000
F06 = ∑Di=1([xi+0.5])2 30 [-100,+100] 15
F07 = ∑Di=1[ix4i + random[0,1)] 30 [-1.28,+1.28] 1500
F08 = ∑Di=1−xi sin(
√|xi|) 30 [-500,+500] 1500









−exp( 1D ∑Di=1 cos(2pixi))+20+ e
30 [-32,+32] 60








yi = 1+ xi+14
u(xi,a,k,m) ={
k(xi−a)m xi > a












]−1 2 [-65.53,+65.53] 150




]2 4 [-5,+5] 400
F16 = 4x21−2.1x4i + 13 x61+ x1x2−4x22+4x42 2 [-5,+5] 200






F19 =−∑4i=1 ci exp(−∑3j=1 ai j(x j− pi j)2) 3 [0,+1] 100
F20 =−∑4i=1 ci exp(−∑6j=1 ai j(x j− pi j)2) 6 [0,+1] 250
F21 =−∑5i=1[(X−ai)(X−ai)T + ci]−1 4 [0,+10] 200
F22 =−∑7i=1[(X−ai)(X−ai)T + ci]−1 4 [0,+10] 200




Extrait de la table de Student
Degré de liberté
Le seuil de probabilité
0.2 0.1 0.05 0.025 0.01 0.005
1 1.376 3.078 6.314 12.706 31.821 63.656
2 1.061 1.886 2.920 4.303 6.965 9.925
3 0.978 1.638 2.353 3.182 4.541 5.841
4 0.941 1.533 2.132 2.776 3.747 4.604
5 0.620 1.476 2.015 2.571 3.365 4.032
6 0.906 1.440 1.943 2.447 3.143 3.707
7 0.896 1.415 1.895 2.365 2.998 3.499
8 0.889 1.397 1.860 2.306 2.896 3.355
9 0.883 1.383 1.833 2.262 2.821 3.250
10 0.879 1.372 1.812 2.228 2.764 3.169
11 0.876 1.363 1.796 2.201 2.718 3.106
12 0.873 1.356 1.782 2.179 2.681 3.055
13 0.870 1.350 1.771 2.160 2.650 3.012
14 0.868 1.345 1.761 2.145 2.624 2.977
15 0.866 1.341 1.753 2.131 2.602 2.947
16 0.865 1.337 1.746 2.120 2.583 2.921
17 0.863 1.333 1.740 2.110 2.567 2.898
18 0.862 1.330 1.734 2.101 2.552 2.878
19 0.861 1.328 1.729 2.093 2.539 2.861
20 0.860 1.325 1.725 2.086 2.528 2.845
: : : : : : :




Les sources de code utilisées dans cette thèse ont été téléchargées à partir des adresses
suivantes :
• CA :http://yarpiz.com/
• SCA : https://www.mathworks.com/matlabcentral/fileexchange/
54948-sca--a-sine-cosine-algorithm
• GWO : https://www.mathworks.com/matlabcentral/fileexchange/
47258-grey-wolf-optimizer-toolbox
• SCA : https://www.mathworks.com/matlabcentral/fileexchange/
54948-sca--a-sine-cosine-algorithm
• SSA : https://www.mathworks.com/matlabcentral/fileexchange/
63745-ssa-salp-swarm-algorithm
• MS : https://www.mathworks.com/matlabcentral/fileexchange/
59010-moth-search-ms-algorithm
• BM : https://www.mathworks.com/matlabcentral/fileexchange/
8761-block-matching-algorithms-for-motion-estimation
Les séquences vidéo utilisées pour estimation de mouvement sont téléchargées à partir de ces
adresses :
• http://trace.kom.aau.dk/yuv/index.html
• https://media.xiph.org/video/derf/
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