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A domain decomposition method (DDM) is presented to solve the distributed optimal control problem. The optimal control problem essentially couples an elliptic partial differential equation with respect to the state variable and a variational inequality with respect to the constrained control variable. The proposed algorithm, called SA-GP algorithm, consists of two iterative stages. In the inner loops, the Schwarz alternating method (SA) is applied to solve the state and co-state variables, and in the outer loops the gradient projection algorithm (GP) is adopted to obtain the control variable. Convergence of iterations depends on both the outer and the inner loops, which are coupled and affected by each other. In the classical iteration algorithms, a given tolerance would be reached after sufficiently many iteration steps, but more iterations lead to huge computational cost. For solving constrained optimal control problems, most of the computational cost is used to solve PDEs. In this paper, a proposed iterative number independent of the tolerance is used in the inner loops so as to save a lot of computational cost. The convergence rate of L 2 -error of control variable is derived. Also the analysis on how to choose the proposed iteration number in the inner loops is given. Some numerical experiments are performed to verify the theoretical results.
Introduction
The optimal control problems (OCPs) that are governed by partial differential equations (PDEs) arise naturally in many areas of science and engineering. Generally, these problems result in large scale systems. The size, complexity and highdimensional nature of PDE-governed optimal control problems present significant challenges for general-purpose numerical algorithms. These features often require iterative solvers, preconditions, and parallel implementations. As one of the most fast and efficient numerical methods for solving the large scale PDE systems, domain decomposition methods based upon overlapping and non-overlapping have been widely studied. The great advantage of domain decomposition methods is to provide bases of parallel and fast computation. There has been so extensive research on domain decomposition algorithms for PDEs in the scientific literature that it is simply impossible to give a very brief review here and to list related references. Refs. [1] [2] [3] [4] [5] provided a good survey of the fields and detailed references.
In contrast to the large body of work on parallel and domain decomposition methods for PDEs, few have been published on parallel algorithms for OCPs governed by PDEs. Generally speaking, those domain decomposition methods which are efficient for PDEs and their related analyses are not directly applied to OCPs governed by PDEs due to some special computational and theoretical difficulties. In unconstrained cases, OCPs could be transformed to nonsymmetric or indefinite PDE systems. Several precondition methods and domain decomposition methods were proposed, for example, [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] for problems governed by elliptic PDEs and [23] [24] [25] [26] for problems governed by parabolic PDEs. In constrained cases, OCPs are the coupled systems of PDEs with respect to the state and co-state variables and the inequalities with respect to the control variable. There are few researches on DDMs for the constrained optimal control problems. In [9] [10] [11] , non-overlapping domain decomposition algorithms were proposed and analyzed, in which a global system was decomposed into several local sub-systems connected with Robin-Robin boundary conditions defined on inner boundaries of sub-domains. In [12, 20] , additive or alternating Schwarz methods based upon overlapping domain decompositions were proposed to solve PDEs of the state variable. To realize highly efficient computation for solving nonlinear, nonsymmetric or indefinite PDE systems, decoupling of the variables was used. Thus the iterations of two stages were introduced. One for solving the control variables, which was called as outer loops, while the other for solving PDEs with respect to the state variable and the co-state variable, which was called as the inner loops. In [12] , Bounaïm applied this idea to a boundary control problem, where additive or alternating Schwarz methods were used, as solver or preconditioner, to solve PDEs at each step of the outer loops. He performed some numerical experiments and compared numerical results but did not give any theoretical analysis. In his numerical experiments, iterations in the inner loops were controlled by a given tolerance.
Up to now, most of existing researches focused on unconstrained problems. But we concern with the parallel algorithms for solving the optimal control problem governed by PDEs with control constraints. For the decoupling algorithms, one desires to use iteration algorithms with fast convergence rate in both of the inner and outer loops, so that total computational cost is much less. The purpose of this article is to analyze how to choose suitable iteration number in inner loops. As an example, we study the SA-GP algorithm similarly to the idea given in [12] . The gradient projection algorithm (GP), as the outer loops, is used to solve the variational inequality with respect to the control variable, and Schwarz alternating methods (SA) based on an overlapping domain decomposition are used to solve PDEs coupled with the state and the co-state variables as the inner loops. For the classical Schwarz alternating algorithm and its analyses, let us rapidly mention [27] [28] [29] [1] [2] [3] . Iteration errors and computational cost in SA-GP come from both of the outer loops and the inner loops, which are coupled and affected by each other. It follows from Lions' theory that the iteration error in the inner loops arising from Schwarz alternating method would reach any given tolerance if the iteration number is sufficiently large. That is to say, the iterative number depends on the given tolerance. The smaller is the tolerance, the larger is the iterative number. On one hand, to ensure the convergence of the outer loops, more iterations in the inner loops are needed. Thus that leads to the huge total computational cost. However, that may be a great waste because the error in the outer loops may be still large. On the other hand, the outer iteration will diverge if few iterations are adopted in the inner loops. By reasons presented above it is critical to determine suitable iteration number in the inner loops. We will analyze how to choose suitable iteration number. This number is determined by the compressible factor of the outer loops and other parameters about the domain, but independent of the control tolerance in the inner loops. There is no need to stop the inner iterations until the error of the inner iteration reaches the given tolerance. The proposed algorithm guarantees convergence with lower computation cost.
The article is organized as follows. We first give the model problems in Section 2 and then state SA-GP algorithms for both of the continuous model and the discrete problem in Section 3. The most important part is Section 4, in which the convergence rate of SA-GP algorithm is analyzed and derived. Particularly, we discuss how to choose suitable iteration number in the inner loops and how to estimate some important parameters, which are useful in practical computation. Finally, in Section 5, some numerical experiments are performed to verify the theoretical results. In these tests, a given tolerance is used to control errors in the outer iteration. We adopt two methods to control inner iterations at each outer loop. One is a proposed inner iterative number given in Section 4. The other is a given tolerance to control the inner iteration as usual. The numerical results show that the total iteration number of the first method is much less than that of the second, saving almost one half of computational cost.
Model problem and optimality condition
Let Ω be a bounded open domain in R d , for 1 ≤ d ≤ 3, with a boundary Γ . Define an objective functional
where α is a positive constant. We investigate the following distributed optimal control problem: 
Then the optimality condition reduces to αu = −Qp. In order to get the weak formulation of the optimal control problem,
and the bi-linear form
with the corresponding norms and semi-norms as follow:
The weak form of the optimal control problem (2.1) reads:
The equivalent optimality condition is
In next sections, we will discuss a domain decomposition algorithm for the problem (2.4) and its convergence rate and then perform some numerical tests to verify the theoretical results and illustrate the efficiency of the algorithm.
SA-GP algorithm
To solve the optimality system by DDM, we adopt a decoupled method: the outer iterations are used to solve the inequality with respect to the control; the inner iterations are used to treat PDEs with respect to the state and co-state variables. There are many choices of iterative solvers in outer loops and inner loops. Here we adopt the gradient projection algorithm as outer iterations and Schwarz alternating procedures as inner iterations. It is well known that the coloring technique could be used to classify sub-domains into different groups with different colors such that in the same group sub-domains are disjoint each other. So subproblems defined in sub-domains of same color could be solved in parallel. In Section 3.1, we give some preliminary results which will be used in the algorithms. Further, we will state SA-GP algorithms in continuous and discrete cases in Sections 3.2 and 3.3.
Preliminary results
First of all, let us recall Schwarz alternating algorithms for solving the following variational problem:
Construct an initial partition of Ω with non-overlapping sub-domains
are overlapping sub-domains of Ω such that Ω =  1≤j≤J Ω j . The overlapping degree δ of the overlapping domain decomposition is defined as δ = min 1≤j≤J It follows from Lions' theory [27] that there exists a positive constant 0 ≤ γ < 1 such that
(3.4) shows that the solution y k of the Schwarz alternating algorithm is convergent geometrically as k tends to infinity. In practical computing, the iterations are control by a given tolerance ϵ.
Secondly, we need a Poincaré constant such that
The parameters γ and C Ω will play important roles in the our algorithm. It will be discuss how to estimate γ and C Ω in Section 4.2.
SA-GP algorithm
In our algorithm, we need to determine the iterative parameter ρ in the outer loops and the iterative number in the inner loops. To this end, define some constants as
and 
Now we can state the following Schwarz-type gradient projection algorithm. SA-GP algorithm
• Step 2. Take 0 < ρ k <ρ as the iterative parameter in the k-th outer loop and the inner iteration number 
and define in Ω,
Step 3.
• Step 3. Set m = 0 and p 0 k p k and then compute p k+1 as follow.
(3.14)
in Ω.
(3.15)
• Step 4. Update u k+1 from u k as follow: definẽ
then projectũ k+1 into U ad :
(3.17)
and then return to
Step 2 to start new iteration; else define and output
then stop the iteration.
Similarly, we can define the discrete SA-GP algorithm in the next subsection.
Discrete schemes
We introduce a finite element discrete scheme of the optimal control problems. (Ref. [31] [32] [33] [34] .) There are two approaches to construct a finite element partition of the domain Ω. The first is to make a partition in a given overlapping domain decomposition, i.e., first make an overlapping domain decomposition Ω =  J j=1 Ω j , which satisfies the conditions in 
The discrete optimal control problem reads:
The equivalent optimality conditions is as follows:
We get αu h = −Q h p h . The discrete Schwarz-type gradient projection algorithm reads: Discrete SA-GP algorithm 21) and define
iterative parameter in the k-th outer loop and the inner iteration number
• Step 3. Set m = 0 and p 0 h,k p h,k and then compute p h,k+1 as follow. 24) and then define
(3.26)
and then projectũ h,k+1 into U ad
(3.28) 29) and then stop the iteration. h,k ) sufficiently approximate their limitations with respect to m, the convergence of iterative solutions is determined by the parameter ρ k of the outer loops and the iterative solutions are geometrically convergent. By repeated iterating, the error resulting from the inner loops gradually vanishes but the computational cost becomes higher so that the total computation cost also becomes higher. However, one wants to spend lower computational cost at each outer loop and obtains pretty fast convergence rate at the same time. Total computational cost comes from two stages, the outer loops and the inner loops. It is easily observed that the most computation work is done in Schwarz alternating schemes in the inner loops. Thus reasonable decrease of the iteration number in the inner loops will save lots of total computational cost. In the classical Schwarz alternating scheme, one stops the iteration procedures when the errors is within the given tolerance. Many iterative steps are needed to reach the tolerance, specially in the case that initial approximation is far away from the exact solution. These facts will be shown in the numerical tests in the last section. In our algorithm, the different point is that the stop criterion in the inner loops is some given iteration number independent of the tolerance, which is not too large. That means it is unnecessary to make the iterative solutions be sufficiently closed to the exact solutions in the inner loops. As a result, the computational cost is reduced greatly, while the algorithm is still geometrically convergent that is guaranteed by Theorem 4.1.
and then return to Step 2 to start new iteration; else define and output
u h = u h k +1 , y h = y h,k+1 , p h = p h,k+1 ,(3.
Remark 3.2.
In SA-GP algorithms, the inner iteration numbers M k and N k play important roles, which depend on the parameters α, γ , C Ω and ρ k . Our analyses show that one should take M k = N k . We will discuss how to choose a better iteration parameter ρ k and to estimate γ and C Ω in Section 4.2 so that one can get M k and N k by using (3.9).
Analysis of convergence
In this section, we will analyze the convergence rate of the SA-GP algorithm. For the sake of simplicity and without losing generality, we assume ρ k = ρ for k = 1, 2, . . .. It is useful to determine minimum iteration number M and N in the inner loops. As the SA-GP algorithms for the continuous problem and the discrete problem have the same weak form, we will just analyze the convergence rate of SA-GP algorithm for the continuous problem. In Section 4.1, we state the convergence theorem, which is the main result in this section. Then, in Section 4.2, we discuss how to determine some important constants, which are necessary to practical applications. Finally, in Section 4.3, we prove Theorem 4.1 given in Section 4.1.
Convergence theorem
In order to prove convergence of the algorithm, introduce the projection operators
(Ω), we introduce the auxiliary problem:
Correspondingly, introduce an inverse elliptic operator S :
Define operator
and its compressibility factor as
It follows from Lions' theory [27] that if
as k tends to infinity. However, it needs too many iterations to reach the end in each inner loop. One desires to use much less inner iterations. We will analyze convergence property of SA-GP algorithm. By using Poincaré inequality, it is easily obtained that
The following theorem is the main result of this article, which characterizes the iteration property of the approximation solutions.
There exist some constants c 1 , c 2 , λ 1 and λ 2 satisfying |λ 1 | < 1 and |λ 2 | < 1 such that
where
7)
and 0 < λ 1 < 1, −1 < λ 2 < 0 are the roots of equation
(4.8)
Choice of some important parameters
Some parameters in Theorem 4.1 are important in both practical applications and theoretical analysis. In this subsection, we will discuss how to determine these parameters.
Descent step ρ
In the analysis, other parameters depend on the descent step of projection gradient methods ρ. How can we choose ρ to get much better convergence rates? One knows that the SA-GP algorithm is an approximation of gradient projection methods without domain decomposition. Thus if we choose suitable descent step of gradient projection methods without DDM, then the step is also the better choice for SA-GP algorithm. Similar to the proof of Lemma 4.5, one has got the convergence of gradient projection methods. The convergence rate is just α 1 . The proposed step ρ * is ρ * = min 0<ρ≤ρ α 1 (see (3.6)). Thus we choose
(4.9)
Iteration number M
To save computational cost, the most important is how to determine optimal iteration number at each inner loop. However, it is very difficult to obtain the number. Thus we will give an estimated number with respect to M. In addition, define 
then the condition (4.6) holds so that the algorithm SA-GP algorithm is geometrically convergent.
Convergence factor of Schwarz algorithm
We provide two approaches. One is the theoretical estimation, the other is the numerical estimation. The first approach is the theoretical estimation. For example, see [27, 34] . It is based on the well known result as follows. 
Poincaré constant
In the convergence analysis, Poincaré constant C Ω is the important parameter. For an unit square of two dimension, the best choice is
given in [35] . For rectangular region Ω,
, where diam(Ω) is the diameter of Ω and
in [36] where ω d is the volume of unit ball in R d .
Proof of convergence theorem
The proof of Theorem 4.1 is completed by the following lemmas. 
for k = 1, 2, . . ..
Proof. From the algorithm
and the auxiliary problem
we know
By recursion, we have
This is (4.2). The proof of Lemma 4.2 is complete.
As a consequence of Lemmas 4.1 and 4.2, we have the following conclusions.
be given by the algorithm SA-GP. There holds the following relationship: 
Proof. It follows from Lemma 4.3,
The proof of Lemma 4.4 is completed.
In the following lemmas we consider M = N. Thus the following inequalities holds 
Proof. Noting that αu * = Q(αu * ) = −Qp * , we have
(4.20)
Then we will estimate the terms on the right-hand side of (4.20) one by one. Noting
we have
In the case of ρ ≤ ρ <ρ, it is clear that
Noting that −2ρ
and ‖y(
Similarly, we get
Thus we obtain
we see that
So we have 27) such that
then we have
In the case of 0 < ρ < ρ, we have
(4.30)
The conclusion and its proof are similar, only α 1 substituted for α 1 = |1 − αρ|. 
Then there holds the estimation
That is the direct consequence of Lemma 4.5. Moreover, based on (4.32), we will derive convergence rate. 34) where 0 < x 1 < 1 and −1 < x 2 < 0 are the roots of equation
Proof. Noting the Eq. (4.35) has two roots as follows
These are two real roots, x 1 > 0 and x 2 < 0. Since γ 1 + γ 2 < 1, hence
This implies x 1 < 1 and 
This means (4.34) is truth for k = 1, 2. Suppose that (4.34) is truth for 1 ≤ k ≤ n. We consider k = n + 1. Noting that a n+1 ≤ γ 1 a n + γ 2 a n−1 and γ 1 , γ 2 > 0, we have
. Thus (4.34) is truth for k = n + 1. Based upon the principle of mathematical induction, we have proved that (4.34) is truth for all 1 ≤ k < ∞.
Applying Lemma 4.7 to Lemma 4.6, we get the following lemma. 
and applying Lemma 4.8, we derive (4.5).
Numerical experiments
In this section, we perform some numerical tests to check theoretical results. We investigate the model problem on the We introduce a comparable algorithm to show the efficiency of the proposed inner iteration number. The iteration in the inner loops is controlled by the tolerance which is the same as that of the outer loops.
Numerical experiments of two sub-domains
. By numerical results, we getγ ≈ 0.5 when δ = 0.05. Further, we have M ≥ 13.6476 by (3.9) and take M = N = 14. The tolerance of the outer loops ϵ = 1.0 × 10 −12 . The initial value of the control and state variables are set to be u 0 = 1.0 × 10 3 , p 0 = 0, and y 0 = 0. We perform two numerical tests in the same meshes and the initial approximations.
Numerical example 1
In this example, U ad = U. The related exact solution is
The numerical results are put into Table 1 , in which k is the counter of the outer loops and M, N are the counters of the inner loops.
Numerical experiment 2
In this example, we consider a constrained optimal control. Let The corresponding exact solution is
sin 2π x 1 sin 2π x 2 , p = 2y, u = max{0, −p},
The numerical results are put into Table 2 .
Numerical experiments of more sub-domains
We keep the same overlapping degree δ = 0.05. Thus the proposed iteration number in the inner loops is the same as the above. Set the initial values u 0 = y 0 = p 0 = 0, ϵ = 1.0e − 8, and ρ = 1. And we supply the examples without explicit solution as follows: be the total iteration number of co-state variable p. Let e be L 2 -norm of control variable error between the solution by the gradient projection algorithm without DDM and the solutions of SA-GP algorithm, the comparable algorithm, respectively. The numerical results are put in Table 3 .
See Figs. 1 and 2 for numerical solution to the problem. From these numerical experiments, we see that the total iteration number in the inner loops is about one half of that of the comparable algorithm. In the example of more sub-domains, if we fix the overlapping degree δ, the total iteration number in the inner loops is also about one half of that of the comparable algorithm. From the examples of two sub-domains we see that the computation cost is saved in the first fourth iterations of the outer loops when the error in the outer loops is much larger than that in the inner loops. Thus by using the proposed iteration number in the inner loops, a lot of computational cost is saved. That verifies the theoretical results given in Section 4.
Conclusion
We have proposed and analyzed the SA-GP method to solve the control constrained optimal control problem. The gradient projection method is used to solve the variational inequality with respect to the control variable as the outer loops, and the Schwarz alternating scheme to treat PDEs with respect to the state variables as the inner loops. Different from a classical algorithm, we propose and analyze an inner iteration number independent of the tolerance. By using this algorithm, a lot of computational cost is saved. In our numerical tests, almost one half of iteration cost is saved comparing with the algorithm which uses the same given tolerance in the inner loops as that in outer loops.
As we know, the gradient projection method in the outer loops is the first-order algorithm. It is the globally decent and convergent method with suitable steps. To derive much faster algorithm, the Newton-type methods of second-order convergence rate were discussed in [37, 38] . When applying these second-order methods, how to use domain decomposition methods and how to control the iteration number in the inner loops are still a problem similar to that in this paper. There are several new difficult due to the control constraints and use of generalized derivative in [39] . That will be an interesting topic we intend to do in the future.
