A s the popularity of multiple linear regression (MLR) has increased, the question of how large a sample is required to produce reliable results has become increasingly more important to address. ''As with any statistical analysis that is computed using sample data, the size of the sample (n) in large part determines the 'value' of the statistical results of a multiple regression analysis'' (Gross, 1973, p. 17) . When the researcher has an accurate estimate of the overall model effect size, R 2 , this research will provide some guidelines as to the minimum sample size needed for accurate predictions.
Although there are numerous uses for MLR, generally they can be sorted into one of two groups: prediction and explanation (Gross, 1973; Kerlinger & Pedhazur, 1973; Pedhazur, 1997 , Pedhazur & Schmelkin, 1991 . The minimum size of the necessary sample depends on which of these two applications the researcher will utilize.
Sample size tables and procedures used to determine sample size for hypotheses tests should not be used for estimation because providing evidence that a parameter is not equal to some specific value is a fundamentally different task than accurately estimating the parameter. (Algina & Olejnik, 2000, p. 119) Maxwell (2000) states that ''sample size will almost certainly have to be much larger for obtaining a useful prediction equation than for testing the statistical significance of the multiple correlation coefficient' ' (p. 435) . Also, authors and researchers tend to agree that the sample sizes needed to reject a null hypothesis will usually not be adequate for prediction purposes (Brooks & Barcikowski, 1995 , 1996 Casciok, Valenzi, & Silbey, 1978; Darlington, 1990; Gross, 1973; Pedhazur, 1997; Tabachnik & Fidell, 2001) .
The answer to the sample size question appears to depend in part on the objectives of the researcher, the research questions that are being addressed, and the type of model being utilized. Although there are several research articles and textbooks giving recommendations for minimum sample sizes for multiple regression, few agree on how large is large enough and not many address the prediction side of MLR. This study addressed random models used exclusively for prediction purposes. Algina and Keselman (2000) , Park and Dudycha (1974) , Barcikowski (1995, 1996) , and Gross (1973) investigated the sample size issue for minimizing the difference between the squared cross-validity correlation coefficient and the squared multiple correlation coefficient. Algina and Keselman (2000) and Park and Dudycha (1974) approached the sample size issue for predictive studies by limiting the difference between the squared cross-validity correlation coefficient, r 2 c , and the squared multiple correlation coefficient, r 2 . The recommended sample sizes from both pairs of authors ensured that the difference between the squared cross-validity coefficient and the multiple correlation coefficient was no more than the difference selected by the researcher, with a specified confidence level.
Although both pairs of authors determined minimum sample sizes for similar situations, the method used by Algina and Keselman (2000) was a Monte Carlo simulation whereas Park and Dudycha (1974) utilized a theoretical approach. These two methods resulted in similar sample size recommendations. Brooks and Barcikowski (1995) created a method for calculating minimum sample sizes called the ''precision efficacy method.'' This method estimated the sample sizes needed to provide consistent specified precision efficacy rates when the primary purpose of the regression equation was prediction.
If researchers are to use the minimum sample sizes recommended by Algina and Kesselman (2000) , Park and Dudycha (1974) , or Brooks and Barcikowski (1995) , they will need to have an estimate of the squared multiple correlation coefficient, r 2 , along with other specific information such as the number of predictor variables in the model and the maximum desired difference between r 2 c and r 2 . Through the results of their research, Barcikowski (1995, 1996) determined that if a researcher does not estimate the squared multiple correlation coefficient closely, then the recommended sample size of any method will probably be inaccurate.
Although the aforementioned researchers utilized theory and simulations to devise sample size recommendations for minimizing shrinkage of R 2 , other authors simply state rules of thumb, some of which may be inconsistent with others. To provide minimal shrinkage of R 2 , Pedhazur and Schmelkin (1991) state that a substantial subject to predictor ratio is 30 to 1 whereas Miller and Kunce (1973) suggest that a ratio of 10 to 1 is sufficient. One reason for so many different sample size recommendations is the numerous applications of MLR. However, even when the statistical analysis for which the sample size was recommended is the same, some researchers and authors may disagree on the minimum required sample sizes because they tend to judge their models on different criteria or to give no reasoning for their recommendations.
Method
Unlike the previously mentioned studies, this study is not concerned with finding an accurate value of the squared multiple correlation coefficient or minimizing the shrinkage of the squared multiple correlation coefficient. Instead, this research attends to the task of finding sample regression models that predict similarly to population regression models. More precisely, what sample size is needed to ensure, with a desired amount of accuracy, that the sample regression equation will perform similarly to the population regression equation? These minimum sample sizes were determined by conducting a series of Monte Carlo simulations. This study determines minimum sample sizes for a wide range of population correlation structures.
The similarity between the sample predicted values and the population predicted values was determined by examining the correlation coefficients between the predicted values obtained when using the population regression coefficients and the corresponding predicted values obtained when using the sample regression coefficients from numerous replications. If a large enough percentage of the replications for a given sample size had Pearson correlation coefficients at or above a specified level, denoted t, then the given sample size was considered sufficient.
The population correlation structures examined in this research cover a wide range of cases. Cases involving one dependent variable and two, three, four, five, seven, and nine independent variables were utilized. Because of the methodology Knofczynski, Mundfrom / Sample Size for Prediction 433 of this study, no sample size recommendations were possible when only one independent variable was present.
For the cases involving two independent variables, all correlation coefficients were allowed to be both positive and negative. For cases involving more than two independent variables, all correlation coefficients were limited to nonnegative values in order to minimize the number of possible correlation matrices to be examined.
The population correlation coefficients between the dependent variable and independent variables were examined at all possible combinations of high, medium, and low correlation coefficients. The population correlation coefficients among the independent variables were examined at medium, medium-low, and low levels. By omitting any high correlation coefficients among the independent variables, severe multicollinearity was avoided. High correlation coefficients were defined as .7, .8, and .9. Medium correlation coefficients were defined as .4, .5, and .6. Low correlation coefficients were defined as 0, .1, .2, and .3.
The adequacy of a specified sample size was determined by examining if the two different tolerance levels used in this study were met. The first tolerance level required that at least 95% of the correlation coefficients meet or exceed t = :92. This criterion level was called the good prediction level. The second tolerance level required that at least 95% of the correlation coefficients meet or exceed t = :98. This criterion level was called the excellent prediction level.
The number of replications in this Monte Carlo simulation refers to the number of samples, each having the desired sample size, that were created from a given population correlation matrix for the purpose of the analysis. The number of replications used in this study for each scenario was 2,000.
Computer programs were written in the SAS PROC Interactive Matrix Language. The correlation matrices used in this study contained both the correlation coefficients between independent variables and the dependent variable and the correlation coefficients among the independent variables. Matrices of a specified size were created, and correlation coefficients were placed into the matrix until an appropriate correlation matrix was constructed.
A separate program was written for the case with only two independent variables, but both programs consist of five parts. The first part of both programs created and tested for appropriateness the population correlation matrices for a specified number of independent variables. It is in this first part that the two programs are different. For the case with two independent variables, population correlation matrices were created by allowing the correlation coefficients between any independent variable and the dependent variable to increment systematically through a range from −.9 to .9 at increments equal to 0.1. The correlation coefficients among the dependent variables were systematically increased at increments of 0.1 from −.6 to .6. For the cases with more than two independent variables, the population correlation matrices were randomly generated by computer with the specified low, medium, and high levels of correlation coefficients.
Regardless of the number of independent variables, it was necessary to test each correlation matrix to determine if it was a proper and useable correlation matrix. For a correlation matrix to be proper and useable, it must be positive definite and have a squared multiple correlation coefficient in the interval (0, 1]. If a generated matrix was not a proper correlation matrix, it was determined to be unusable and was omitted.
For the cases with two independent variables, if a matrix was deemed unusable, the process of incrementing by 0.1 continued and the next matrix was tested. For the cases with more than two independent variables, if a matrix was deemed unusable, another matrix with the same levels of correlation coefficients and number of predictor variables was randomly generated and tested. This process was repeated until 10 usable matrices, which were used as population matrices, were found for each combination of level of correlation coefficients between criterion variable and predictor variables, level of correlation coefficients among predictor variables, and number of predictor variables.
In the second part of the program, the population regression coefficients were calculated from the population correlation matrix and stored for later use. Because the created data have a multivariate normal distribution with means equal to zero and standard deviations equal to one, the parameter b 0 , the y-intercept, was equal to zero for all correlation structures.
Third, the program used random seeds to generate matrices of standardized multivariate normal data. Each matrix was representative of 2,000 random samples of data from the given population correlation matrix, each consisting of the specified sample size. This was accomplished by using part of the algorithm presented by Johnson (1987) . This process, which uses the lower Cholesky root for generating multivariate normal data, has been recommended by many researchers (Bratley, Fox, & Schrage, 1987; Karian & Dudewicz, 1991; Mooney, 1997; Ripley, 1987 ). This large matrix was then divided into 2,000 smaller nx(k + 1) matrices representing the 2,000 samples of data, where n is the sample size and k is the number of independent variables. The first row of each smaller matrix represents the data of the dependent variable, and the other k rows correspond to the data for the k independent variables.
The fourth part of the program calculated the sample regression coefficients, the sample predicted values, and the population predicted values. The program then calculated the correlation coefficients between these two sets of predicted values.
The fifth and final part of the program determined if a large enough proportion of the correlation coefficients were at or above the set criterion, t = :92 or t = :98. To claim that the sample size was adequately large enough, 95% of the correlation coefficients must meet or exceed these levels. Simply counting the number of correlation coefficients that were greater than or equal to t = :92 and counting the number of correlation coefficients that were greater than or equal to t = :98 for the sample size currently under investigation accomplished this.
For each scenario examined, a specified starting sample size was determined and then the sample size was continually increased until these tolerance levels were met. If at least 95% were at or above t = :92, then the sample size was recorded as the necessary minimal sample size for the good prediction level with the present population correlation structure. If at least 95% were at or above t = :98, then the sample size was recorded as the necessary minimal sample size for the excellent prediction level with the present correlation structure. Precautionary steps were taken to avoid reaching the desired 95% level for t = :92 or t = :98 inadvertently.
As the sample size increased incrementally, the size of the increments also increased. The increments and the sample sizes up to which the increments were used, with the latter in parentheses, are 1 (30), 5 (100), 10 (200), 20 (500), 50 (1,000), and 100 (3,000). That is, 1 (30), 5 (100) indicates that sample sizes were incremented up by 1 up to a sample size of 30, then the sample sizes were incremented by 5 up to 100. The maximum sample size allowed was 3,000. Any minimum sample size recommendations not obtained by this point were left unanswered.
Results
The results of this analysis are based on more than 23,000,000 computer-generated samples, and many more samples were examined when the sample sizes were inadequate to reach the tolerance levels. The minimum necessary sample sizes, n, obtained from this study appear to have a relationship with the squared population multiple correlation coefficients, r 2 . Because it is not practical to list all 12,668 sample size recommendations from this study, the relationship between the minimum sample sizes and the squared population multiple correlation coefficient is partially demonstrated graphically in Figure 1 . Figure 1 displays approximately 1/12th of the total recommended sample sizes as it represents the relationship for five predictor variables at the excellent prediction level, t = :98.
A total of 12 such figures could be displayed resulting from the six levels of number of predictor variables-two, three, four, five, seven, and nine predictor variables-at each of the two criterion levels, t = :92 and t = :98. The 11 figures not shown had similar shapes to Figure 1 . For models with larger numbers of predictor variables, the sample size recommendations increase more quickly and sooner than for models with fewer predictor variables as the squared multiple correlation coefficient decreased from 1 to 0. The sample size recommendations are also larger for the excellent prediction level than for the good prediction level, in some cases dramatically larger.
This relationship between the minimum recommended sample sizes and the number of predictor variables is illustrated in Table 1 , which lists the minimum recommended sample sizes for the varying numbers of predictor variables at selected values of r 2 . This information at the good prediction level and at the excellent prediction level is presented graphically in Figures 2 and 3 , respectively. Figures 2 and 3 reveal how the minimum sample sizes are affected when increasing the number of predictor variables while holding the value of r 2 constant. There is no recommended sample size for the excellent prediction level when r 2 = :1 with nine predictor variables because the maximum sample size of 3,000 was inadequate to reach the t = :98 tolerance level. Table 2 enhances the usability of these sample size recommendations by listing the minimum recommended sample size to predictor ratio for varying numbers of predictor variables at selected values of r 2 at the good and excellent prediction levels.
Discussion
When using multiple regression for prediction purposes, the minimum recommended sample size and the sample size to predictor ratio definitely appear to have a relationship with the squared multiple correlation coefficient, r 2 . Figure 1 demonstrates the relationship between minimum sample size and the squared multiple correlation coefficient. As the squared multiple correlation coefficient decreases, the sample size increases. The sample size increases slowly as the squared multiple correlation coefficient, r 2 , departs from one, and then increases more quickly as r 2 approaches zero. Table 1 and Figures 2 and 3 show the relationships between the minimum sample size and the number of predictor variables and also the relationship between the minimum sample size and the squared multiple correlation coefficient. For a set squared multiple correlation coefficient, as the number of predictor variables increases, the sample size increases, but the required additional increase in sample size does not change drastically as the number of predictor variables increases. This relationship is evident by the nearly linear relationship between sample size and number of predictor variables for each specified level of squared correlation coefficient in Figures 2 and 3 . Additionally, as the value of r 2 decreases and as the number of predictor variables increases, the recommended sample size increases at an increasing rate. For example, at the good prediction level, with two predictor variables and r 2 decreasing from .7 to .2, the difference in recommended sample sizes is 95 (110 − 15). With seven predictor variables, this same decrease in r 2 requires an increase in sample size of 280 (320 − 40). This relationship is also evident in Figures 2 and 3, where the linear trend between sample size and number of predictor variables is steeper for smaller values of the squared multiple correlation coefficient. Table 2 reveals the relationships among the sample size to predictor ratio, the number of predictor variables, and the squared multiple correlation coefficient. As the squared multiple correlation coefficient decreases, the recommended sample size to predictor ratio increases at an increasing rate for any set number of predictors. Also, as the number of predictor variables increases, the sample size to predictor ratio generally decreases.
If researchers have sufficiently reviewed previous research, are knowledgeable in their field, and have carefully planned their current study, they will know the number of predictor variables to be included in their regression model and have a good estimate of the squared multiple correlation coefficient. If both of these are known, the results of this research will give an estimate of the minimum sample size or the minimum sample size to predictor ratio at either the good prediction level or the excellent Tables 1 and 2 to assist in determining appropriate sample sizes or sample size to predictor ratios. Researchers need to estimate their squared multiple correlation coefficients as accurately as possible. Underestimating r 2 will result in recommending a larger sample size than necessary. Although collection of unnecessary information is not desirable, the results of a study using a sample size that is slightly larger than necessary are not likely to differ from the results obtained when utilizing a smaller yet appropriate sample size. Overestimating r 2 , on the other hand, will recommend sample sizes that are too small, possibly resulting in inaccurate or false results.
When a researcher suspects a small value for r 2 , extra precaution should be used in estimating r 2 versus times when the researcher expects larger values of r 2 . When dealing with large estimates of the squared multiple correlation coefficient, slight overestimation or slight underestimation of the squared multiple correlation coefficient will not have a large effect on the overall recommended sample size or the sample size to predictor ratio. However, when dealing with small estimates of the squared multiple correlation coefficient, it is more important that a researcher estimate the squared multiple correlation coefficient as accurately as possible. When r 2 is small, slight variations in the value of r 2 can cause major disparity regarding sample size recommendations. Slight overestimates result in sample size recommendations that are a great deal too small, and underestimation results in sample size recommendations that are unnecessarily much too large. For example, by means of Table 2, using the excellent prediction level with four predictor variables and a population squared multiple correlation of .2, the recommended sample size to predictor ratio is 200. If the estimated squared multiple correlation is underestimated at .15, the recommended sample size to predictor ratio is 50% larger at 300, whereas if the estimated squared multiple correlation coefficient is overestimated at .25, an inappropriately small sample size to predictor ratio of 150 will be recommended.
When utilizing MLR for prediction purposes, any author or researcher who does not take some aspect of the relationship between variables into consideration when making a sample size recommendation will seldom determine an appropriate sample size needed for the study. Also, the number of predictor variables is an important factor in determining the minimum required sample size. Authors and researchers who do not use the number of predictor variables as a determining factor when selecting appropriate sample sizes will probably end up with sample sizes that are too small or too large.
We recommend using the sample sizes presented in this article as a guideline when using multiple regression for predictive purposes. The results of this study are not recommended when using multiple regression for purposes other than prediction. Different applications of multiple regression usually require different minimum sample sizes (Brooks & Barcikowski, 1995 , 1996 Casciok et al., 1978; Darlington, 1990; Gross, 1973; Pedhazur, 1997; Tabachnik & Fidell, 2001 ).
