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Digital libraries are seeking innovative ways to share their resources and enhance user 
experience.  To this end, numerous openly available technologies can be exploited.  For 
this project, NER technology was applied to a subset of the Documenting the American 
South (DocSouth) digital collections.  Personal and location names were hand-annotated 
to achieve a gold standard, and GATE, a text engineering tool, was run under two 
conditions: a defaults baseline and a test run that included gazetteers built from 
DocSouth's Colonial and State Records collection.  Overall, GATE performance is 
promising, and numerous strategies for improvement are discussed.  Next, derived 
location annotations were georeferenced and stored in a geodatabase through automated 
processes, and a prototype for a web-based map search was developed using the Google 
Maps API.  This project showcases innovations with automated NER coupled with GIS 
technologies, and strongly supports further investment in applying these techniques 
across DocSouth and other digital libraries. 
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Introduction 
 
Digital libraries (DLs) are seeking new and innovative ways to share their resources and 
enhance user experience.  DLs with large text-based collections of documents have a 
wealth of unstructured information, primed for harvesting with innovative technologies.  
Text mining, deriving useful information from text, can be used to enhance the 
connections between information and make that information more accessible to users; 
furthermore, visualization techniques can provide interactive ways for users to experience 
this information.  A number of open-source technologies to this end have been developed 
over the past decade, making it possible to employ high throughput techniques on DL 
collections.    
 
Named entity recognition (NER) is an example of a text mining technique that can be 
usefully employed in DLs.  Applying named entity annotations to existing datasets can 
provide the infrastructure for exploring information in novel ways.  Traditionally, named 
entity annotations have been applied by hand, a tedious and time-consuming process; as 
such, an automated means of achieving richly annotated datasets is very appealing.  Such 
automated techniques provide the capability for high throughput annotation of large 
textual collections, requiring limited human intervention.   
 
Furthermore, NER techniques can be coupled with other technologies.  For example, 
annotated location names can be used as the data for a Geographic Information System 
(GIS).  Text-based document collections can be automatically mined and annotated with 
location names, and these location names can be mapped to physical locations on the 
globe, a technique known as georeferencing or geo-coding.  The georeferenced data can 
then be used to build map-based visualizations of the document and collections.  As 
Buckland et al.(2007) remarked, “georeferencing allows both location and spatial 
relationships to be visualized in map displays.”   It follows that the investigation and 
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implementation of these NER and GIS techniques is highly valuable to DLs. 
 
This project uses collections from the Documenting the American South (DocSouth) 
digital publishing initiative, part of the Carolina Digital Library and Archives (CDLA) at 
the University of North Carolina at Chapel Hill.  Two areas are investigated.  First, 
named entity recognition (NER) technology is explored using a freely available text 
mining tool called the General Architecture for Text Engineering (GATE).  Personal 
names and location names, the two most well-studied named entity types, were selected 
for study.  Next, location names annotated by GATE are used to build a GIS; techniques 
for generating, storing, and presenting derived spatial information are explored.  Perl 
modules are used to extract and georeference location names, MySQL and the GIS 
extension comprise the DBMS used for storing spatial data, and the GoogleMaps API is 
used to build a web-based map search prototype. 
 
Digital Libraries 
 
Digital libraries are evolving; more than just storage and access facilities for information 
resources, DLs are becoming integrated into the way users work (Agosti & Ferroa, 2007).  
DLs require an arduous building process.  Digital librarians work to increase the value of 
their collections through content selection, assignment of high quality metadata that 
improves search and browse functionality, and extraction of content for effective access 
and presentation of information (Witten et al., 2004).   
 
These fundamental methods of DL creation can be facilitated using a variety of text 
mining approaches.  Witten et al.(2004) proposes a list of these activities, suitable for use 
in the digital library setting, including: “text summarization; document retrieval; 
document clustering; text categorization; language identification; authorship ascription; 
identifying phrases, phrase structures, and key phrases; extracting entities such as names, 
dates, and abbreviations; locating acronyms and their definitions; filling predefined 
templates with extracted information; and even learning rules from such templates.”   
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Documenting the American South (http://docsouth.unc.edu) 
 
Documenting the American South (DocSouth) is a digital publishing initiative, part of the 
Carolina Digital Library and Archives (CDLA) at the University of North Carolina at 
Chapel Hill.  DocSouth “provides access to digitized primary materials that offer 
Southern perspectives on American history and culture. It supplies teachers, students, and 
researchers at every educational level with a wide array of titles they can use for 
reference, studying, teaching, and research.” (DocSouth, 2008).  DocSouth works with an 
editorial board of faculty and librarians to guide content development.  The first 
collection was published online in 1996, and since that time, a total of 11 collections have 
been developed and are live on the web.  A list of collection names and descriptions from 
the DocSouth website is provided in table 1.  Altogether, the collections contain 
thousands of digitized books, manuscripts, images, posters, artifacts, interviews, songs, 
maps, and scholarly essays.  Throughout this project, collections are referenced by their 
abbreviated name.  DocSouth has a far and wide reach; the user base is worldwide and 
includes scholars, teachers, students, genealogists, and the general public.  DocSouth also 
has a strong commitment to educators and K-12 users, working closely with UNC's 
School of Education in promoting the use of materials for the classroom (Smith, 2007; 
DocSouth, 2008). 
 
DocSouth employs a number of internationally recognized standards and specifications in 
their work.  Digital texts are encoded according to the Text Encoding Initiative (TEI) 
Guidelines and all materials have full catalog records via OCLC's WorldCat service.  
DocSouth is a strong proponent of open source technology, and is built largely upon this 
ideal.  The back-end and website use a variety of technologies including MySQL, XML, 
XSLT, eXist, XHTML, JavaScript, PHP, Perl, Python, and Java.  The database and 
website are hosted on Linux-based library-hosted servers. 
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Formal 
Collection Name Collection Description 
Abbreviated 
Collection Name 
The Church in the 
Southern Black 
Community 
traces the way Southern African Americans adopted and 
transformed Protestant Christianity into the central institution of 
community life. 
church 
The Colonial and State 
Records of North 
Carolina 
includes documents and materials from throughout the country and 
from several European repositories covering the earliest days of 
North Carolina's settlement by Europeans through the ratification 
of the United States Constitution. 
csr 
The First Century of 
the First State 
University 
presents hundreds of primary documents about the creation and 
development of the University of North Carolina, from 1776 to 
1875. Scholarly essays and annotations about people and places 
provide rich historical and contextual information. 
unc 
First-Person 
Narratives of the 
American South 
offers many Southerners' perspectives on their lives by presenting 
letters, memoirs, autobiographies and other writings by slaves, 
laborers, women, aristocrats, soldiers, and officers. 
fpn 
Library of Southern 
Literature 
includes the most important Southern literary works from the 
colonial period to the beginning of the twentieth century. This 
collection presents the varied and rich foundation of Southern 
writing. 
southlit 
North American Slave 
Narratives 
documents the individual and collective story of African 
Americans' struggle for freedom and human rights in the 
eighteenth, nineteenth and early twentieth centuries. 
slave 
The North Carolina 
Experience 
collects books, letters, reports, posters, artifacts, songs, and oral 
histories about North Carolina, its people, and its history. nc 
North Carolinians and 
the Great War 
examines how World War I shaped the lives of different North 
Carolinians on the battlefield and on the homefront. Propaganda 
posters and related documents show the way the state and federal 
governments responded to war-time demands. 
wwi 
Oral Histories of the 
American South 
will ultimately collect 500 oral history interviews about a variety of 
topics in recent North Carolina history, including civil rights, 
politics, women's issues, and much more. Interviews can be read as 
text transcript, listened to with a media player, or both 
simultaneously. 
sohp 
The Southern 
Homefront, 1861–
1865 
presents materials related to Southern life during the Civil War and 
the challenge of creating a nation state while waging war. This 
collection includes government documents, personal diaries, 
religious pamphlets, and many other materials. 
southern 
True and Candid 
Compositions: The 
Lives and Writings of 
Antebellum Students 
at the University of 
North Carolina 
presents 121 edited and transcribed primary documents from 1795 
to 1868. Most of these documents were written by students and tell 
the story of the University of North Carolina from their 
perspective. 
true 
Table 1. Published DocSouth collection names and descriptions from the DocSouth 
website (http://docsouth.unc.edu) 
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DocSouth collections contain many named entities, presenting challenges pertinent to 
historical materials, which use period-specific language (including named entities, which 
may have changed names, spellings, or geographical location over time, or may no longer 
exist).  Moreover, manuscripts throughout the many of the collections are rife with poor 
handwriting and spelling errors (figure 1).  Using a small sample of documents from 
several collections, potential issues and solutions can be explored and refined. These 
solutions include techniques for text mining and visualization that subsequently can be 
employed wide-scale over entire collections.  The benefits of building these collections 
are tremendous; as expressed well by the Perseus Digital Library group, “We anticipate 
that greater accessibility to the sources for the study of the humanities will strengthen the 
quality of questions, lead to new avenues of research, and connect more people through 
the connection of ideas” (Crane, 2008). 
 
 
Figure 1. A sample of a DocSouth manuscript image 
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Part I: Information Extraction with Named Entity Recognition 
 
Information extraction (IE), described generally as identifying useful structured 
information from unstructured information, can be employed on natural language texts 
common to DLs.  These systems typically involve 4 basic components: tokenization, 
morphological and lexical processing, syntactic analysis, and domain analysis (Appelt & 
Israel, 1999).  This project explores specifically Named Entity Recognition (NER), also 
known as Named Entity Extraction (NEE), for the purpose of identifying personal names 
and location names. 
 
Overview of Named Entity Recognition (NER) 
 
History 
 
The first major named entities event was introduced at the sixth Message Understanding 
Conference (MUC-6) in 1995, and NER technology has rapidly developed since.  Early 
systems relied predominately on handcrafted rule-based algorithms; however, a variety of 
techniques are employed.  Nadeau & Sekine (2007) remark that NER research is moving 
away from hand-based rules toward machine learning approaches due to the high cost 
associated with generating rules by hand.  The most studied types of named entities are: 
personal names, location names, and organization names (Nadeau & Sekine, 2007).      
 
Techniques 
 
NER systems rely on textual features, which are simply descriptors or characteristics.  
There are 3 broad categories of features: word features, and document and corpus 
features, and list features.  Additionally, the distinction between internal and external 
features is also often made.  For example, “President Washington,” has the external 
information “President” and the internal information “Washington” (Stevenson & 
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Gaizauskas, 2002). 
 
Word Features: word case, punctuation, numbers, special characters, morphology, part-
of-speech, and function (Nadeau & Sekine, 2007)  
 
Document and corpus features: multiple occurrences, local syntax, metadata, and corpus 
frequency (Nadeau & Sekine, 2007)   
 
List Features: general lists (gazetteer, lexicon, dictionary), lists of entities, and lists of 
entity cues.  Lists can be broken down into several types:  general lists, including stop 
words, capitalized nouns, or common abbreviations; entity lists, including organizations, 
government bodies, airlines, educational institutions, first names, last names, celebrities, 
astral bodies, continents, countries, states, cities; and finally, entity cues may include: 
typical organization words (e.g. Associates), person titles, name prefix or suffix, and 
typical location words (Nadeau & Sekine, 2007). 
 
List features are of particular interest for this project, as current and historical resources 
are available and gazetteers can also be generated from existing DocSouth collections.   
 
There have been many NER studies that use gazetteers.  Maynard, Bontcheva, & 
Cunningham (2004) remark that “good baseline scores can be achieved with nothing 
more than a very basic set of components and a comprehensive gazetteer, particularly in 
terms of Recall.”  Smith & Osborne (2006) state “Gazetteers have been widely used in a 
variety of information extraction systems, including both rule-based systems and 
statistical models.” and “Using gazetteers one may define additional features in the model 
that represent the dependencies between a word's NER label and its presence in a 
particular gazetteer. Such gazetteer features are often highly informative, and their 
inclusion in the model should in principle result in higher model accuracy.”; however, 
researchers disagree about the usefulness of gazetteers, arguing that over-reliance on 
gazetteers increase errors and their use also causes degradation in system speed 
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(Mikheev,  Moens, & Grover, 1999). 
 
A number of studies have shown that larger gazetteers do not necessarily enhance 
performance.  Stevenson & Gaizauskas (2002) found that gazetteer quality is as important 
as quantity.  Mikheev, Moens, & Grover (1999) studied the use of gazetteers of varying 
content and sizes and reported “experiments suggest that the collection of gazetteers need 
not be a bottleneck: through a judicious use of internal and external evidence relatively 
small gazetteers are sufficient to give good Precision and Recall.”  These researchers also 
recommend constructing gazetteers that focus “on the obvious examples of locations and 
organisations, since these are exactly the ones that will be introduced in texts without 
much helpful context” (Mikheev, Moens, & Grover, 1999).  
 
Other researchers have experimented with hierarchically structured gazetteers.  Manov et 
al.(2003) developed a hierarchical knowledge-base and describe advantages as: “the extra 
information, especially the transitive sub-RegionOf relation can be used for 
disambiguation and reasoning; the location entities in the text can be recognised at the 
right level of granularity for the target application (i.e., as Location or as Country, City, 
etc); the ontology and knowledge base can be modified by the user and any changes are 
reflected immediately in the output of the IE system” (Manov et al., 2003).  These 
researchers used a gazetteer developed by The Alexandria Digital Library (ADL) at the 
University of California, Santa Barbara.  The gazetteer consists of 4.4 million entries, 
derived from several different sources including the National Imagery and Mapping 
Agency’s of United States (NIMA) and the Geographic Names Information System 
(GNIS) data from the United States Geological Survey (USGS) (Manov et al., 2003).  
Other researchers, including Martins, Silva, and Chaves (2005) and Crane & Jones 
(2006), have used the Getty Thesaurus of Geographic Names (TGN), which contains 
around 1 million entries, with common and historical names, names in multiple 
languages, and relationships between entries, type, data source, and more (Martins, Silva, 
and Chaves, 2005; Crane & Jones, 2006).  
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Another technique for building gazetteers is to derive lists from annotated data.  
Stevenson & Gaizauskas (2002) built corpus-derived name lists from manually annotated 
data and tested the lists with a system based on Sheffield's LaSIE.  In addition to 
manually generated lists, these researchers used dictionary filters (to remove dictionary 
words) and probability filters (to remove names more frequently occurring as non-
names).  They found that filtered lists outperformed manually built lists (Stevenson & 
Gaizauskas, 2002).  
 
NER systems involve the construction of feature rules using a variety of algorithms based 
on 3 major techniques: supervised machine learning (SL), semi-supervised learning 
(SSL), and unsupervised learning (UL).   
 
Supervised Machine Learning (SL): SL systems are characterized by rule-sets that are 
generated entirely through automated processes, derived from an annotated collection.  
Positive and negative features are used to develop heuristics, using a variety of 
algorithmic techniques, including Hidden Markov Models, Decision Trees, Maximum 
Entropy Models, Support Vector Machines, and Conditional Random Fields.  SL requires 
that a large number of annotations exist for training; annotated collections are largely 
unavailable and time consuming to build (Nadeau & Sekine, 2007).   
 
Semi-Supervised Learning (SSL): SSL typically involves bootstrapping by seeding the 
system.  In other words, providing the system with correctly tagged examples, so the 
system can derive rules and learn.  The system learns by identifying contextual clues 
based on the provided examples, and finds new examples to further refine its learning 
process (Nadeau & Sekine, 2007).   
 
Unsupervised Learning (UL):  UL techniques utilize clustering algorithms to group on 
context similarity, rely on lexical resources (such as WordNet) or patterns, or use 
statistics generated from large corpora  (Nadeau & Sekine, 2007).   
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SSL and UL are being highly explored as promising techniques due to limitations of 
handcrafted rules, which are time-consuming to build, and SL techniques, which require 
large annotated collections that are typically unavailable (Nadeau & Sekine, 2007). 
 
Evaluation 
 
NER systems are typically evaluated against human judgments (a gold standard).  
Measurements of precision (# correct in result / total # in result), recall (# correct in result 
/ # in answer key), and F-measure ([2*precision*recall] / [precision+recall], or some 
variation) are calculated and reported.  There are several methods for determining the 
correctness of an annotation: in the Message Understanding Conference (MUC), scoring 
is based on correctness of type and exact text match (one point for correctness of type and 
one point for text match); the Information Retrieval and Extraction Exercise (IREX) and 
the Conference on Natural Language Learning (CONLL) also use exact match for 
assigning credit; the Automatic Content Extraction (ACE) program, however, uses an 
elaborate scoring scheme, involving weight type values, customized error cost, and 
partial matching by proportion.  ACE's system is comparable across systems only when 
variables are held consistent; moreover, the measure is complex and non-intuitive, which 
is a significant downside to its use (Nadeau & Sekine, 2007). 
 
Obstacles 
 
NER has variety of obstacles; as Hearst (1992) remarked “There are many ways that the 
structure of a language can indicate the meanings of lexical items, but the difficulty lies 
in finding constructions that frequently and reliably indicate the relation of interest.”   
 
Ambiguity: The most troublesome obstacle is ambiguity, when a term or set of terms is 
ambiguous within or among named entity types or ordinary words.  There has been some 
success in developing heuristics and rules to address ambiguity, though the challenge 
remains.  Appelt & Israel (1999) cite “I can't believe it's not butter” as an example of a 
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particularly troublesome named entity.   
 
Co-reference: Co-reference is when multiple terms have the same referent and is another 
large challenge from NER (e.g. William H. Gates = Bill Gates = Mr. Gates = Gates) 
(Appelt & Israel, 1999).   
 
Portability: An overarching problem of NER is the inability to port well among genres 
and domains (Nadeau & Sekine, 2007); in fact, many researchers espouse 2 crucial goals 
for NER systems: avoiding the use of pre-annotated data and ensuring applicability 
across a range of documents.  For example, most current systems do not port across 
languages; they are language-dependent (Hearst, 1992; Nadeau & Sekine, 2007). 
 
In terms of portability, a particularly relevant obstacle for DocSouth collections are the 
issues involved with processing historical materials.  Many of the tools built for NER are 
developed for contemporary materials.  These materials, such as news text, are often 
structurally homogeneous, unlike historical texts.  Crane & Jones (2006) performed a 
study of NER on a 19th century newspaper, the “Richmond Times Dispatch” corpus from 
the Civil War era.  These researchers used GATE to build a SSL system using lists from 
encyclopedic headings, gazetteers, and directories, as well as predefined patterns and 
heuristics.  Ten different types of entities were examined.  Of particular interest to this 
project, personal name and location names were the highest frequency types and overall, 
the system performed moderately well for these types.  The researchers characterized the 
problems they encountered with these types: 
 
Personal Names Obstacles: Crane & Jones (2006) cite their largest problem as being 
incorrect name matching.  Other problems they list include: references without full first 
names (abbreviations, none at all, or no match in authority list), organizations and other 
named entities that contain personal names (e.g. Brown & Smith), ambiguity among 
personal names and proper nouns (e.g. Banks, Church, Day), and role names (e.g. Lady).  
In their study, these researchers were able to match surname with the correct forename 
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with 75% accuracy using a moving window for checking surrounding text to aid with 
disambiguation (Crane & Jones, 2006). 
 
Location Names Obstacles: Crane & Jones (2006) cite the most common location name 
problem as classifying true locations as a wrong location (e.g. Manchester, VA classified 
as Manchester, NH).  These researchers noted several other problems: locations 
incorrectly tagged as personal names, a large thesaurus with modern content (Getty 
Thesaurus of Geographic Names) over-tagging and at the same time lacking specificity of 
local places (Crane & Jones, 2006).  
 
Crane and Jones (2006) concluded that in an effective system: authority lists alone are not 
sufficient, patterns performed much better, and shorter, more historically relevant lists are 
likely more effective than longer, more modern ones.  Additionally, they remarked that 
knowledge sources must be more extensive and robust for the sake of disambiguation, 
and should additionally be heterogeneous and domain specific (Crane & Jones, 2006). 
 
Of additional interest with regards to system portability and the DocSouth collections, 
Maynard et al.(2001) developed a system for handling diverse text types, including 
emails, Optical Content Recognition (OCR) processed texts, transcribed spoken text, web 
pages, and more.  The system, called the MUlti-Source Entity recognition system 
(MUSE), uses GATE to apply hand-based rules and triggers for specialized gazetteers, 
and aims to perform across domains, formats, and genres.  As DocSouth collections 
include varied formats, domains, and genres, the techniques used for this system may be 
of use in the future. 
 
Tools 
 
A number of commercial and open source tool-kits are available for NER.  For this 
project, the open source toolkit “A Nearly-New IE system” (ANNIE) is used, the IE 
component of the General Architecture for Text Engineering's (GATE).   
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GATE: GATE is a text engineering toolkit developed since 1995 by the Sheffield NLP 
group, and used by thousands of individuals and organizations and extensively among 
information extraction researchers worldwide (Sheffield NLP, 2008, Witten et al.2004, 
Crane & Jones (2006), Maynard & Cunningham, 2003).  GATE is used for text 
engineering, building and annotating corpora, and evaluating performance (Witten et al., 
2004), and can be used across a wide variety of domains; present use spans: knowledge 
management and semantic web, digital libraries and cultural heritage, science and bio-
informatics, human language technology, and more (Sheffield NLP, 2008).   
 
 GATE is an open source software development kit (SDK) hosted on SourceForge.  The 
development environment is modular, so plug-ins are easily added and removed as 
necessary. GATE can be used through a graphical user interface or APIs.  It has been 
shown to handle gigabytes of text and thousands of documents.  Abundant documentation 
is available online (Bontcheva et al., 2004; Sheffield NLP, 2008). 
 
IE functionality includes “tokenization, sentence splitting, part-of-speech tagging, 
shallow parsing, gazetteer list lookup, information retrieval, and named entity 
recognition.”  ANNIE is GATE's lightweight IE system.  Using gazetteers and primarily 
hand-crated rules, ANNIE is capable of identifying several types of named entities, 
including types of person, organization, location, date, time, and money.  Additional 
modules exist to expand ANNIE's basic functionality, such as modules that recognize 
relationships and co-references to name a few.  ANNIE is also capable of being trained 
(Witten, 2002; Cunningham, 2002). 
 
Several digital libraries currently employ GATE technology:  Greenstone, from the New 
Zealand Digital Library Project at the University of Waikato, is open source digital 
library software used for managing and distributing digital collections (multi-lingual).  
ANNIE is used for metadata extraction; the European Heritage On-line (ECHO) uses 
GATE to improve interlinking of cultural material; and, the Perseus Digital Library 
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project at Tufts University uses GATE for corpus annotation and language processing 
(Sheffield NLP, 2008). 
 
Applications 
 
Digital Libraries: Rosenzweig (2003) remarks, “Abundance, after all, can be 
overwhelming.  How do we find the forest when there are so many damned trees?”  As 
more and more materials are digitized, the problem of abundance will need to be 
overcome.  As mentioned, traditional methods of DL creation can be facilitated using a 
variety of text mining approaches.  Witten et al. (2004) proposes a list of these activities, 
suitable for use in the digital library setting, including: “text summarization; document 
retrieval; document clustering; text categorization; language identification; authorship 
ascription; identifying phrases, phrase structures, and key phrases; extracting entities such 
as names, dates, and abbreviations; locating acronyms and their definitions; filling 
predefined templates with extracted information; and even learning rules from such 
templates.”   
 
Text mining in a digital library setting may be applied at “display time” or “build time”, 
explains Witten (2004).  Display time processing works “on the fly”, as requested, 
processing data for selected annotations is performed.  This method allows for 
customization of results based on user querying, but at a cost of slowing the system.  
Build time processing happens beforehand.  This method allows for annotations to be 
harvested for browse and search functionality, but requires increased storage space 
(Witten et al., 2004).  Tools exist to facilitate either approach. 
 
Several digital libraries have undertaken text engineering endeavors.  A prominent digital 
library that falls into this group is the Perseus Digital Library at Tufts University.  Started 
in 1987, Perseus’ primary goal is the study of historical and minority languages.  In doing 
so, Perseus has worked to develop technology to improve searching and visualization of 
complex documents.  The document management system developed for Perseus is called 
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the Hopper.  The Hopper is used for indexing and retrieving materials in a number of 
different formats.  Among other features, the system extracts and disambiguates place 
names and uses this information to generate map and timeline representations of 
documents and corpora.  The Hopper also harvests metadata for searching and browsing.   
Smith, Mahoney, & Crane (2002) explain, “The Hopper culls names and terms from the 
metadata of its documents and creates links in texts that use those words or phrases. 
Harvested metadata increases the set of terms to be linked to include the titles, authors, 
and subject keywords of federated documents,” and provide an example, “When reading 
a speech by Demosthenes, for example, the user can click on the highlighted term 
“Areopagus” and link to pictures of the site of this law court in Athens and also to an 
article in the Stoa Consortium (www.stoa.org) about the history and procedures of the 
court.” (Smith, Mahoney, & Crane, 2002). 
 
Methods 
 
GATE, as an open-source and highly developed, documented, and utilized text 
engineering tool, was selected as the NER tool for this project.  Although APIs are 
available for using GATE, the work completed for this project was performed through the 
graphical user interface (figure 2).  GATE 4.0 build 2752 was used for this project. 
 
Figure 2. GATE graphical user interface 
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Data 
 
For each DocSouth collection, XML documents were copied from the production website 
using a Perl script.  Word count was calculated for each document by stripping XML tags 
and determining the count of remaining words split on non-word characters.  Word 
counts were collapsed by collection.  Descriptive information for each collection is 
provided in table 2. 
 
collection word total 
xml file 
count min max median 40
th percentile 60th percentile 
unc 505550 460 381 7687 873.5 778.8 955 
true 216489 121 628 5061 1620 1356 1801 
wwi 682825 50 402 191968 4147.5 2534.6 4509 
southern 8518653 361 348 292496 7522 4702 10515 
nc 10054171 250 337 384686 11051.5 8005 17239 
sohp 7609825 514 2285 67317 13141.5 11640.6 14254.4 
slaven 10361535 262 1343 302669 24483 19867.8 32444.4 
fpn 7640142 136 2781 233745 38753.5 33607 51930 
church 4461809 78 2445 287607 46239.5 32944.6 57325.8 
southlit 6263386 82 2986 221800 71229 59568.4 80742.6 
Table 2. Descriptive statistics for each DocSouth collection 
 
The 4 collections with the smallest median XML document lengths measured by word 
count (unc, median = 873.5; true, median = 1620; wwi, median = 4147.5; southern, 
median = 7522) were chosen and within those collections, XML documents with word 
counts falling between the 40th and 60th percentile range (table 2) were randomly selected 
for the study.  Four documents were selected from each of the following collections: unc, 
true, and wwi.  Due to document length, only 3 documents were selected from the 
southern collection.  A total of 18 documents comprised the corpus (table 3).  The 18 
XML documents were loaded as a GATE corpus.  
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collection document word total
true mss03-04.xml 1620 53 11 42 9
true mss06-02.xml 1523 23 9 14 8
true mss06-18.xml 1659 30 8 22 8
true mss04-16.xml 1793 25 7 18 5
true mss06-06.xml 1801 41 10 31 7
unc unc02-33.xml 793 28 9 19 4
unc unc06-68.xml 907 25 3 22 3
unc unc06-40.xml 896 28 13 15 5
unc unc09-18.xml 851 17 7 10 2
unc unc02-68.xml 864 16 8 8 3
wwi hanesdiary.xml 4496 129 110 19 19
wwi burroughs.xml 4144 77 55 22 18
wwi pool.xml 2810 92 44 48 12
wwi clark.xml 5467 327 288 39 32
wwi house.xml 2504 172 102 70 15
southern michelba.xml 6465 177 67 110 35
southern furman.xml 8048 631 257 374 82
southern teachers.xml 6071 532 292 240 51
gold standard 
tag total
gold standard 
location tag 
total
gold standard 
person tag total
tagging time 
in minutes
 
Table 3a. Characterization of the 18 selected documents for test corpora 
 
collection document title
true mss03-04.xml Letter from Solomon Lea to William Lea, September 14, 1832
true mss06-02.xml
true mss06-18.xml
true mss04-16.xml
true mss06-06.xml
unc02-33.xml Letter from Alexander J. Davis to David L. Swain, April 17, 1844
unc06-68.xml Letter from Thomas Brown to his sister, July 26, 1855
unc06-40.xml Letter from Charles Manly to David L. Swain, October 14, 1856
unc09-18.xml
unc02-68.xml  Letter from Alexander J. Davis to David L. Swain, March 4, 1850
America's Battle Cry and Other New War Songs Set to Old Familiar Tunes
southern
southern
southern
The Sentiment of Honor, Commencement Address of William J. Headen, June 7, 
1860
Envy, Senior Oration of George W. Graham for the Dialectic Society, February 22, 
1868
On the Day the Session Breaks, Composition of James J. Pettigrew for the 
Philanthropic Society, [1847]:
Letter from John W. Halliburton, March 6, [1861]
unc
unc
unc
unc
Letter from John Henderson to his father, Archibald Henderson, from Fort 
Branch, [February 1865] 
unc
wwi hanesdiary.xml Robert March Hanes Papers (#4534). Diary, 30 April-2 December 1918
wwi burroughs.xml
Conditions at Camp Greene. Speech of Hon. Sherman E. Burroughs of New 
Hampshire in the House of Representatives February 22, 1918
wwi pool.xml
wwi clark.xml
North Carolina in the World War.  An Address Delivered Before the North 
Carolina Bar Association at Blowing Rock, N.C., July 5, 1923
wwi house.xml Kiffin Yates Rockwell
michelba.xml
A Sermon Delivered on the Day of Prayer Recommended by the President of the 
C. S. of A., the 27th of March, 1863, at the German Hebrew Synagogue "Bayth 
Ahabah"
furman.xml A Catalogue of the Officers and Students of The Furman University, for 1860-'61
teachers.xml
Proceedings of the Convention of Teachers of the Confederate States, 
Assembled at Columbia, South Carolina, April 28th, 1863  
Table 3b. Characterization of the 18 selected documents for test corpora 
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Hand Annotations 
 
The gold standard was created for each document using the GATE annotation tool.  One 
user annotated each document with personal name and location name tags using the 
GATE annotation interface.  Terms and phrases were tagged with “Person” or “Location.”  
The duration to tag each document by hand was recorded (table 3).  Annotated documents 
were output to XML files using the Flexible Exporter module.    
 
NER Runs 
 
For the NER runs, ANNIE was loaded with default settings and an additional Flexible 
Exporter module, part of the Tool CREOLE plug-in, was loaded.  The following modules 
were loaded with defaults for the baseline run (with truncated descriptions copied from 
the GATE website, Cunningham et al., 2008):  
 
ANNIE English Tokeniser: The English Tokeniser is a processing resource that 
comprises a normal tokeniser and a JAPE transducer 
 
ANNIE Gazetteer:  The gazetteer lists used are plain text files, with one entry per 
line. Each list represents a set of names, such as names of cities, organisations, 
days of the week, etc.  An index file (lists.def) is used to access these lists; for 
each list, a major type is specified and, optionally, a minor type.  These lists are 
compiled into finite state machines. Any text tokens that are matched by these 
machines will be annotated with features specifying the major and minor types. 
Grammar rules then specify the types to be indentured in particular circumstances. 
Each gazetteer list should reside in the same directory as the index file.  
 
ANNIE Sentence Splitter: The sentence splitter is a cascade of finite-state 
transducers, which segments the text into sentences.  
 
ANNIE NE Transducer:  ANNIE’s semantic tagger is based on the JAPE 
language.  It contains rules that act on annotations assigned in earlier phases, in 
order to produce outputs of annotated entities.  (JAPE is a language for writing 
regular expressions over annotations, and for using patterns matched in this way 
as the basis for creating more annotations.) 
 
ANNIE OrthoMatcher: The Orthomatcher module adds identity relations between 
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named entities found by the semantic tagger, in order to perform coreference. It 
does not find new named entities as such, but it may assign a type to an 
unclassified proper name, using the type of a matching name.  
 
ANNIE POS: module loaded as default, but removed from run 
 
Flexible Exporter: The Flexible Exporter enables the user to save a document (or 
corpus) in its original format with added annotations. The user can select the name 
of the annotation set from which these annotations are to be found, which 
annotations from this set are to be included, whether features are to be included, 
and various renaming options such as renaming the annotations and the file.  
 
Personal name and location name indexes digitized for the csr collection, provided an 
opportunity to build historical gazetteers.  These indexes consisted of 60,984 personal 
name listings expanded into 93,498 name listings and 5192 location name listings 
expanded into 5824 name listings.  The raw listings were in an inconsistently applied 
regularized format.  These listings were processed using a Perl script to generate 
historical gazetteers formatted for GATE.  No hand vetting of these lists was performed. 
 
Each personal name was exploded into 2 formats: 
 
 raw: 
   Sanderson (Sanders), Richard 
 formatted: 
Richard Sanderson |id=36695|type=Person 
Sanderson , Richard|id=36695|type=Person 
Richard Sanders|id=36695|type=Person 
Sanders, Richard|id=36695|type=Person 
 
Each location name was exploded and listed in original format. 
 
  raw: 
   Beatties (Beatty's, Bety's, Beaty's) Ford, 
  formatted: 
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Beatties Ford|id=273|type=Location 
Beatty's Ford|id=273|type=Location 
Bety's Ford|id=273|type=Location 
Beaty's Ford|id=273|type=Location 
 
The light re-formatting of inconsistently formatted data via an automated technique 
resulted in numerous entry errors. 
 
These gazetteers were added to the default gazetteer list (list.def) with major type 'Person' 
for the csr personal name gazetteer and major type 'Location' for the csr location name 
gazetteer.  This allowed for the ANNIE NE Transducer to treat these entries as it would 
default gazetteer entries of these same types. 
 
Evaluation was performed using the AnnotationDiff tool.  For both baseline and csr 
gazetteer runs, HTML diffs were generated for each document to compare run 
annotations to the gold standard.  Lenient metrics were used and each generated HTML 
file was evaluated for any overarching generalizations. 
 
Results 
 
Hand Annotations 
 
Total durations for hand-tagging of personal names and locations names are presented in 
table 3.  Expectedly, there were strong correlations between number of personal location 
names tagged and time to tag document, r(16)=.96, p<.001, document word count and 
time to tag document, r(16) = .93, p<.001, and document word count and personal 
location names tagged document r(16) = .87, p<.001, (figure 3). 
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Figure 3a. Scatter plots showing correlation of time to hand tag with number of assigned  
tags 
 
Figure 3b. Scatter plots showing correlation of time to hand tag with document length 
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Figure 3c. Scatter plots showing correlation of document length to number of assigned 
tags 
 
Figure 4a.  Estimated time in hours to hand tag documents by collection 
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Figure 4b.  Total estimated time in hours to hand tag documents by collection 
 
Word counts from each XML document in every available DocSouth collection were 
multiplied by the predictive coefficient (slope=.008 min word-1) calculated in the 
document word count and time to tag document linear regression in order to estimate the 
time it would take to hand tag all of the present DocSouth collection XML files (n=2315).  
All summed, the estimate predicts that it would take approximately 7509 hours (313 
entire days) to tag all of the personal names and location names in all of the collections. 
Figure 4 presents the breakdown by collection. 
 
In terms of human error, across the 18 documents, GATE runs identified 31 location 
names and 23 personal names that were missed in hand tagging.  44% of documents had 
missing location name tags and 56% of documents had missing personal name tags 
discovered by GATE.  The average number of missed location name tags per document 
was 3.14 (SD=6.53) and personal name tags per documents was 2.72 (SD=3.23). 
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NER Runs 
 
The evaluation method selected for determining precision, recall, and F-measure metrics 
for this study accepts both exact and partial matching as correct.  Figure 5 shows overall 
performance by named entity type for baseline and csr gazetteer GATE runs and Figure 6 
shows a breakdown by collection. 
 
Location Names: For location names, baseline precision is .94, recall is .48, and F-
measure is .64.  For location names, overall csr gazetteer precision is .93, recall is .49, 
and F-measure is .64.  Results for each document are presented in table 4.  A visual 
comparison between runs is broken down by collection in figure 7.  Wilcoxon signed 
rank tests (csr gazetteer – baseline) were performed to compare runs on tag count, exact 
match, partial match, missing, and false positive tagging.  No significant differences 
between the baseline and csr gazetteer runs were found.  Results are listed in table 4. 
 
Personal Names: For personal names, baseline precision is .75, recall is .70, and F-
measure is .72.  For personal names, overall csr precision is .67, recall is .74, and F-
measure is .7.  Results for each document are presented in table 4.  A visual comparison 
between runs is broken down by collection in figure 8.  Wilcoxon signed rank tests (csr 
gazetteer – baseline) were performed to compare runs on tag count, exact match, partial 
match, missing, and false positive tagging.  All personal names comparisons were 
significant: tag count (W=-3.73, p<.001), exact match (W=-3.22, p<.01), partial match 
(W=-2.12, p<.05), missing (W=-3.56, p<.001), and false positives (W=-3.64, p<.001).  
The csr gazetteer run assigned significantly more personal name tags to the documents, 
which resulted in significantly fewer missed tags, but significantly more false positive 
tags.  In other words, the csr gazetteer run outperformed the baseline run in exact match 
and partial match scoring, but at a cost of assigning significantly more erroneous tags.  
Results are listed in table 4. 
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CSR Gazetteer runs – Baseline
Missed
Location -0.83 -1.46 -1.61 -1.67 -0.14 18
Person  -3.73*** -3.22** -2.12* -3.56*** -3.64*** 18
***p<.001 level
**p<.01 level
*p<.05 level
Tags 
Assigned
Exact 
Match
Partial 
Match
False 
Positive
Sample 
Size
 
Table 4. Wilcoxon signed test comparison between baseline and csr gazetteer runs for 
personal names and location names 
 
 
 
Figure 5a. Precision by named entity type for baseline and csr gazetteer GATE runs 
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Figure 5b. Recall by named entity type for baseline and csr gazetteer GATE runs 
 
 
Figure 5c. F-measure by named entity type for baseline and csr gazetteer GATE runs 
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Figure 6a.  Precision by named entity type for baseline and csr gazetteer GATE runs 
 
Figure 6b.  Recall by named entity type for baseline and csr gazetteer GATE runs 
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Figure 6c.  F-measure by named entity type for baseline and csr gazetteer GATE runs
 32
 
Figure 7a. Precision for GATE runs, baseline and csr gazetteer, for location names 
 
Figure 7b. Precision for GATE runs, baseline and csr gazetteer, for location names 
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Figure 7c. Recall for GATE runs, baseline and csr gazetteer, for location names 
 
Figure 7d. Recall for GATE runs, baseline and csr gazetteer, for location names 
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Figure 7e. F-measure for GATE runs, baseline and csr gazetteer, for location names 
 
Figure 7f. F-measure for GATE runs, baseline and csr gazetteer, for location names 
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Figure 8a. Precision for GATE runs, baseline and csr gazetteer, for personal names 
 
Figure 8b. Precision for GATE runs, baseline and csr gazetteer, for personal names 
 36
 
Figure 8c. Recall for GATE runs, baseline and csr gazetteer, for personal names 
 
Figure 8d. Recall for GATE runs, baseline and csr gazetteer, for personal names 
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Figure 8e. F-measure for GATE runs, baseline and csr gazetteer, for personal names 
 
Figure 8f. F-measure for GATE runs, baseline and csr gazetteer, for personal names 
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Discussion 
 
Overall, results obtained in Part I are very promising.  A rough estimation of over 7500 
human hours to tag all of DocSouth's XML files was extrapolated from the work 
performed by one rater on 18 XML documents; however, the results of testing with 
GATE using ANNIE default settings indicate that high precision with moderate recall for 
location names and moderate precision with moderate recall for personal names can be 
achieved on these same documents at a small fraction of the human effort.  Additionally, 
the GATE annotation tool can be used post-processing to adjust, add, and remove 
assigned tags as necessary.  Unfortunately, the gazetteer generated from the csr collection 
did not improve overall performance.  No differences were found in the metrics for 
location names, whereas use of the csr gazetteer increased recall at the cost of precision 
for personal names.   
 
The AnnotationDiff tool provided a useful interface for evaluating individual documents 
processed with GATE.  In doing so, a number of problems were characterized.  
Ambiguity among types (e.g. Lafayette, Lincoln, and Charlotte between personal and 
location names; and, Distinguished Service Cross (D.S.C.), recognized as personal name) 
and with common words (e.g. Providence), not surprisingly, was a primary problem.  
Additionally, a portion of the missed tags could arguably be considered acceptable 
misses.  For example, entities, such as “Union” and “Confederate States” tagged as 
location names by the human annotator could reasonably be accepted as organization 
names and not location names.  From the system runs, “Washington” of “Washington and 
Lee University” was tagged as a personal name and marked as a false positive, despite an 
obvious justification that the assignment is not erroneous.  Moreover, entities, such as 
“Governor's Mansion,” tagged by a human-annotator may be too general to expect a 
system to tag as a named entity.  The human-annotator also tagged nationalities (e.g. 
American, German, French) as location names, whereas GATE typically did not, which 
contributed to a vast number of system misses.  Furthermore, GATE inconsistently tagged 
personal names with and without prefix, sometimes including them within a tag and 
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sometimes not.   
 
Analyzing the AnnotationDiff files also revealed a number of errors made by the rater.  
Over half of the documents tagged were discovered to be missing correct named entity 
tags identified by GATE runs.  The process of applying named entity tags to documents 
was tedious, riddled with arbitrary human judgments and potential human error.  The 
human-annotator also noted a number of difficulties in building the gold standard for 
even a small corpus.  For example, the human-annotator marked “Confederate States” as 
a location name, but noted the sense that it would more appropriately be tagged as an 
organization type.  GATE runs did not tag “Confederate States” as a location name.  
Additionally, the human-annotator was unsure about tagging “God”, “Lord”, and similar 
terms as personal names.  GATE runs tagged “God” as a personal name, but “Lord” only 
when part of a pattern, such as “O Lord.”  A number of other examples were noted by the 
human-annotator.  In making decisions, a fairly arbitrary approach was employed; 
however, in practice, these decisions may be driven by the actual task, though 
expectations for GATE can only remain the same in any circumstance, without system 
customization.  Customization can be achieved by building grammar rules using the 
JAPE.   
 
In reviewing false positives assigned by the GATE runs, a total of 54 of the assigned 
entities across over half of the documents were discovered to be true positives that had 
been overlooked by the human-annotator.   Applying tags consistently is a difficult task. 
The human-annotator for this study attempted to do so, but missed location and personal 
names that were known entities, as well as some instances that were unknown to her (e.g. 
the location name Tipperary).  Throughout assignment, the human-annotator frequently 
used web resources to confirm entity type when she was unsure.  In practice, true gold 
standards should have multiple human-annotators to resolve discrepancies.  Cohen's 
Kappa is a metric use for inter-rater reliability in the social sciences, and can be used for 
this purpose.  Furthermore, in reviewing false positives, it was discovered that the hand-
annotator tagged entities using a different approach than GATE; whereas the hand-
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annotator tagged “Chapel Hill, NC” as one entity, GATE tagged it as two, “Chapel 
Hill” and “NC”.  An alteration to the JAPE grammar for ANNIE's Named Entity 
transducer could remedy this problem. 
 
Another important consideration in interpreting the results of Part I is the use of a loose 
or lenient evaluation metric.  This approach has a greater repercussion on personal name 
tagging, where initials alone were commonly tagged without the inclusion of the 
following surname.  Moreover, for location names, the system identifying France, but not 
Langres in the example “Langres, France” received the same amount of credit as would a 
system that correctly identifies both city and country. 
 
Throughout the documents, GATE seemed to inconsistently tag instances of the same 
personal names and location names.  For example, “Charlotte” was often tagged as a 
personal name despite its more common use as a location throughout these collections.  
Even in cases where “Charlotte, NC” was tagged correctly as a location in a given 
document, other instances of Charlotte were tagged incorrectly as a personal name.  
Applying techniques that involve document or corpus features could generally improve 
this problem.  Additionally, surface features may also be employed in a similar way.  For 
example, in the case that a name with a title or prefix is tagged, instances of the same 
capitalized term throughout a given document should likely also be tagged.  For example, 
if “Mr. Burrough” is identified as a personal name, all subsequent instances of Burrough 
should also be identified as a personal name.  Numerous other suggestions exist in the 
literature. Nadeau & Sekine, 2007 outline some list look-up strategies, including fuzzy 
matching (Frederick vs. Frederik) and the Jaro-Winkler metric (the first occurrence of an 
entity tends to be correct).  Mikheev (1999) suggests using a general dictionary to 
disambiguate capitalized words in ambiguous positions, such as the beginning of a 
sentence or at the beginning of a quote.  A number of other studies use external sources, 
such as encyclopedic information (Bunescu & Pasca, 2006), Wikipedia (Kazama & 
Torisawa, 2007), and WordNet (Magnini, et al., 2002). 
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As mentioned, the gazetteer generated from the csr collection did not improve overall 
performance.  No differences were found in the metrics for location names, whereas use 
of the csr gazetteer increased recall at the cost of precision for person names.  These 
results should not be seen as discouraging.  There are a number of avenues that could be 
further explored to better exploit this resource.  For example, raw names used an 
inconsistently applied regularized form, which when processed with a script left the 
resulting gazetteers with erroneous entries, and as Martins, Silva, and Chaves (2005) 
noted, with regard to gazetteers, “its data influences the outcome of any experience, and 
it should therefore be carefully analyzed.”  These processed gazetteer lists could be vetted 
by hand.  Alternatively, the gazetteer lists could be analyzed and additional regular 
expressions applied to vet additional problematic entries.  Furthermore, GATE's default 
gazetteer lists comprise personal names and location name components.  For instance, 
personal names include a first name list among others and location names have a city 
name list among others.  The ANNIE Named Entity Transducer uses these component 
lists in conjunction with grammar rules.  Dividing the csr gazetteers into these 
components would allow these grammar rules to be exploited (H. Cayless, personal 
communication, July, 3 2008). 
   
Beyond the csr collection, there are additional avenues for gazetteer generation.  Two 
DocSouth collections, true and unc, have been selectively hand-tagged.  These collections 
could be harvested for use as a gazetteer.  Other gazetteers could also be developed from 
a variety of sources, some specialized by collection, including the North Carolina 
Collection Biographical Index from the University of North Carolina at Chapel Hill 
(http://www.lib.unc.edu/ncc/ncc_bio) and resources from NC OneMap 
(http://www.nconemap.com), the North Carolina Department of Environment and Natural 
Resources' Center for Geographic Information and Analysis (NC CGIA) 
(http://www.cgia.state.nc.us), the North Carolina State Library's NC Geography 
(http://statelibrary.dcr.state.nc.us/NC/GEO/GEO.HTM), and the U.S. Census Bureau 
(http://www.census.gov/geo/www/index.html).   
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Another option for developing gazetteers is dynamic creation.  GATE has a gazetteer 
list collector, as described by Maynard, Bontcheva, & Cunningham (2004).  A small 
portion of hand annotations can be used as seed data (a SSL technique) to generate 
gazetteers by training the system using bootstrapping techniques to identify syntactic and 
semantic patterns.  Additionally, GATE has facilities to jump-start this technique with 
existing ontologies (Maynard, Bontcheva, & Cunningham, 2004). 
 
The problems uncovered and described here are not insurmountable.  In fact, some may 
even be acceptable as the benefit outweighs the cost.  Even so, GATE is a highly 
customizable tool.  One recommendation from this study is that the ANNIE's Named 
Entity JAPE grammar be carefully studied.  Understanding the rules and relationships 
being used will help in modifying the grammar to more appropriately suit the needs of 
DocSouth collections.  Results of adding gazetteers and making additional modifications 
to the system are difficult to interpret without this understanding. 
 
Once documents are processed with GATE, there are a number of approaches that can be 
employed.  Annotations could be used as-is with an acceptable amount of error.  
Additionally, a human-annotator could use the GATE annotation tool and make 
corrections; removing, adding, and changing annotations can easily be accomplished by 
clicking highlighted terms (figure 9).  As annotations are confirmed correct, those named 
entities can be fed back into the system as seed data.  Seed data could also be generated 
prior to GATE NER, a promising idea that is beyond the scope of this project and 
requires additional study.  These and other techniques could be easily evaluated using the 
corpus benchmark tool. 
 
Additionally, the annotation tool alone is worth consideration for use at DocSouth.   The 
tool is effective and easy to learn and use.  Users select text and a pop-up box appears 
with a drop-down list of named entity types.  Alternatively, hovering over highlighted 
terms also produces a pop-up box, which allows for editing and deleting of annotations.  
Noted downsides are the inability to automatically undo and the lack of a find feature. 
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Figure 9. Screenshot of GATE annotation tool 
 
Finally, an additional question remains about scalability of processing documents through 
the graphical user interface.  For large-scale implementation the GATE API should be 
explored and utilized. 
  
Part II: Building a web-based map search interface with derived location names 
 
There are many potential applications of data processed with NER technology, such as 
employing derived location names within a Geographic Information System (GIS).  Such 
systems are the basis for powerful visualization tools.  As Smith and Crane (2001) 
remark, “Geographic interfaces provide natural, scalable visualizations for many digital 
library collections. Although domain-specific ontologies or automatic clusterings of 
documents may produce productive browsing tools in many cases, real world maps, along 
with timelines, can situate a wide range of information in a consistent, familiar space.”  
Moreover, Buckland et al. (2007) note, “Map visualizations used to display geographic 
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aspects of retrieved sets can also provide a more flexible way in to specify the 
geographic facet in search queries.”  Using NER to derive location names from textual 
collections puts digital collections in prime position to take advantage of GIS.  The 
second part of this project consists of building a web-based map search using derived 
location names from Part I with current GIS technologies.  The goal is to build a 
prototype that can be implemented on entire DocSouth collections. 
 
Martins, Silva, and Chaves (2005) describe 5 challenges involved with geographic 
information retrieval, including ontology development, text references, scope, relevance 
ranking, and user interface.  Geographic ontologies are available in all shapes and sizes 
and generally lack any sort of standardization.  There are flat gazetteers (place lists) and 
geo-ontologies (geographic thesauri), and geographic gazetteers vary in “scope, 
completeness, correctness, granularity, balance and richness.”  Additionally, once place 
names are discovered within text, they must be uniquely identified, despite ambiguity 
existing across and between types.  Geographic scope, also very difficult to ascertain, can 
be applied at the documents or segment level.  Additionally, geographical relevance 
rankings can be assigned using a thematic, geographic (e.g. Euclidean or topological 
distance), or hybrid approach.  Finally, design of the user interface must be carefully 
considered in terms of: informativeness, user friendliness, and response time.  Similarly, 
the following design issues must also be evaluated: varied modes of access, geographical 
granularity, geographical relationships (e.g. adjacent to, near by), and display of results 
(e.g. by cluster, by rank, etc.) (Martins, Silva, and Chaves, 2005).   A number of other 
researchers have developed map search systems.  Smith and Crane (2001) built a system 
using georeferenced derived place names in a map-based visualization.  Buckland et al. 
(2007) used TimeMap Project TMWin tools from the Archeological Computing 
Laboratory at the University of Sydney (www.timemap.net) to build several map based 
library utilities, including a map interface for their catalog, documents, and live library 
searches across several libraries.  The interfaces consisted of dynamic maps with 
functionality for panning, zooming, and adjusting time period, and additionally included 
thematic layers.   
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The implementation of a GIS for this part of the project is merely a prototype, and does 
not strongly consider most of the outlined issues in any sufficient detail. 
 
Geographic Information Systems (GIS) 
 
The United States Geographic Survey defines GIS as “a computer system capable of 
capturing, storing, analyzing, and displaying geographically referenced information; that 
is, data identified according to location. Practitioners also define a GIS as including the 
procedures, operating personnel, and spatial data that go into the system” (USGS, 2007).  
GIS is a very powerful tool, as varied types of information can be related within a spatial 
context, which can lead to uncovering new and important relationships. 
 
Modern GIS uses digitized materials, which are readily available through a variety of 
resources (UNC-CH, 2007; Stanford, 2007). The primary requirement is location, 
meaning that information or features used in a GIS must have an associated location, and 
almost everything has one or more locations that can be mapped.  These locations can be 
in a variety of formats, including longitude, latitude, elevation, or a geocode system (e.g. 
Zipcode, highway mile markers). A given feature may comprise a thematic layer, which 
is another powerful component of GIS. Layers of disparate feature data can be mapped 
onto the same image map, showing many thematic layers at the same time, allowing for 
hidden patterns or relationships to be discovered (Wikipedia, 2007).  
 
Examples of GIS usage are found commonplace. The city of San Diego uses GIS to help 
people find city resources. Florida Power and Light tracks weather fronts and hurricanes 
with GIS. GIS is also used to plan for emergency response by federal organizations 
(ESRI, 2007).  
 
Karlsson (2005) provides a simple example, of: 
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a system that stores addresses in a town using geographic coordinates. If this 
rather static data was then combined with other information, such as the location 
of a taxi-cab, then this data could be used to find the closest cab to a certain 
location (Karlsson, 2005). 
 
GIS can serve any number of purposes. Thematic layers can help individuals identify 
interesting features and emerging patterns (for example, the online interactive earthquake 
maps, available through earthquake.usgs.gov). Quantities can also be mapped to elucidate 
the distribution of a feature. Furthermore, changes over time can be visualized (such as 
tracking the spread of disease by the CDC or environmental studies looking at the 
migration of animals). This information and analysis can inform decision-making, 
modeling scenarios, or evaluation and assessment of outcomes (ESRI, 2007). 
  
There are two types of data associated with GIS: spatial and attribute or feature. 
Examples of spatial data include: transportation networks, political boundaries, climatic 
regions, and elevation features. Examples of attribute data include: socio-economic data, 
economic data, marketing data, and geographic names (Bucky, 2007).  The goal of GIS is 
to better understand the relationships among sets of data towards some useful end. 
Relationships fall into three broad groups: spatial, functional, and logical. Spatial 
relationships may be characterized by: absolute and relative location, distance between 
features, proximity of features, direction and movement, and Boolean relationships 
("and," "or," "inside," "outside," "intersecting," "non-intersecting"), for example. 
Functional relationships show how these features are connected and interact in the world 
and logical relationships are those that must exist among features, such as “if-then” and 
“and-or” relationships. Databases may be designed to accommodate these relationships 
(Foote & Huebner, 2007).  
 
GIS data may be stored in several file formats: flat, hierarchical, or relational. Relational 
systems are flexible and easily accessed and modified.  GIS databases, also called 
geodatabases or spatial databases, are used to manage the information used in these 
systems.  Spatial data is stored in vector, raster, or image format. Rasters represent spatial 
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data as a grid of cells, where cell size defines resolution. Each cell has a unique 
reference used by attribute data. Vectors represent spatial data using three main data 
types: points for non-adjacent features, such as bus stops, lines for linear features, such as 
streets and rivers, and polygons to represent objects or areas, such as state divisions.  
Raster and vector data both have advantages and disadvantages. Raster data provides a 
simple data structure and straight-forward processing, its high resolution images can be 
analyzed by eye, and it is compatible with remote sensing data; however, raster data also 
requires a considerable amount of storage space and can slow processing time. Vector 
data can be viewed at any resolution, looks very similar to hand-drawn maps, and 
requires less storage space; however, the disadvantage is that vector data structures are 
more complex (Foote & Huebner, 2007).  
 
Standards 
 
GIS standards are developed by the Open Geospatial Consortium (OGC), the driving 
force for GIS expansion and availability.  The GIS standards and specifications, called 
OpenGIS, promote interoperability in 4 main areas: data types, operations, input and 
output, and indexing (Karlsson, 2005), and over 250 companies, organizations, and 
universities participate (MySQL, 2008). 
 
Data Management 
 
Zlatanova and Stoter (2006) express the importance of the role of Database Management 
Systems (DBMS) in GIS: 
 
DBMSs are increasingly important in GIS, since DBMSs are traditionally used to 
handle large volumes of data and to ensure the logical consistency and integrity of 
data, which also have become major requirements in GIS. Today spatial data is 
mostly part of a complete work and information process. In many organisations 
there is a need to implement GIS functionality as part of a central Database 
Management System (DBMS), at least at the conceptual level, in which spatial 
data and alphanumerical data are maintained in one integrated environment. 
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Consequently DBMS occupies a central place in the new generation GIS 
architecture (Zlatanova & Stoter, 2006). 
 
The OpenGIS Simple Features Specifications is the GIS specification followed by most 
SQL-based relational databases with GIS extensions.   The primary GIS database is the 
abstract class Geometry; Point, Curve, Surface, and GeometryCollection comprise the 
next lower level of the hierarchy.  A hierarchical representation of simple data types is 
provided in figure 10.  A number of operations are also defined by the specification, 
including those to determine proximity (such as Overlap()), combine spatial objects (such 
as Envelope()), and convert types between text and binary (such as AsText() and 
GeomFromText()).  Spatial indexing is also specified as an R-tree structure.  Additional 
details for OpenGIS can be accessed via the extensive documentation available on their 
website (http://www.opengis.org) (Karlsson, 2005). 
 
Two open source options for spatially enabled DBMS are MySQL and PostgreSQL (with 
PostGIS extension).   
 
PostgreSQL: PostGIS follows the OpenGIS Simple Features Specification for SQL and is 
certified compliant in the “Types and Functions” profile (Refractions Research, 2008).  
PostGIS is used by a number of large organizations, such as Institut Geographique 
National, France; Infoterra United Kingdom; GlobeXplorer; UC Davis Soil Resource 
Laboratory; EU Joint Research Centre; and more. (PostGIS, Top Case Studies). 
 
MySQL:  MySQL adheres to the OpenGIS Simple Features Specification for SQL, but 
lacks many specified functions, some GIS metadata tables, and supports only planar 
coordinate systems (Karlsson, 2005).   
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Figure 10. Diagram of simple GIS data types from the MySQL website (Karlsson, 2005) 
 
 
 
 
 
 
Programming Resources 
 
A number of programming resources are openly available that support GIS development. 
 
Asynchronous JavaScript and XML (AJAX): AJAX is a new model for using existing web 
technologies.  In other words, it is a “mix of modern web technologies to provide a more 
interactive experience,” and includes JavaScript, HTML, DOM, CSS, XML, XSLT, and 
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XMLHttpRequest.  AJAX uses XML requests, so it is easily integrated into web 
services (Sayar, Pierce, & Gox, 2006). 
 
Map Application Programming Interface (API):  Chow (2008) investigated a variety of 
available Map APIs for internet GIS applications, and built a web prototype using Google 
Maps API for urban sprawl data from a Michigan town.   
 
Chow (2008) very clearly describes GIServices through these Map APIs:  
 
The emergence of the Maps APIs was founded on powerful web map servers that 
provided extensive spatial data coverage around the globe. The spatial data that 
comprise the Internet map include the map data (e.g. Road network, hydrographic 
features, political boundaries) and remotely sensed imagery (both satellite and 
aerial). In general, the high resolution imagery (with spatial resolutions of 5 m or 
less) and street-level map data may only be available in selected metropolitan 
areas. Thus, a Maps API enables the web developer to request spatial data for a 
selected geographic region through the Hypertext Transfer Protocol (HTTP) and 
embed the resulting map as an object in any external web site. The Maps API also 
allows the flexibility to add custom map controls, such as a navigation slide bar 
for zooming in/out and a toggle button to switch between map/aerial and hybrid 
views, for dynamic navigation by the map users. From the developers’ 
perspective, the access to such valuable spatial data and dynamic functionalities 
per request can be regarded as a form of distributed Geographic Information 
Services (GIServices) (Chow, 2008). 
 
Chow (2008) regards the success of Map APIs as “largely attributable to its no-cost 
policy, the availability of extensive data coverage, open specification, ease of 
implementation, dynamic navigation, and querying capability.”  The Google Maps API, 
for example, is based on AJAX, so it is customizable and easily integrated into existing 
websites.  Additionally, these APIs typically support mash-ups (the integration of data 
from various sources), and these data and basic geometry (points, lines, polygons) can be 
used as overlays on maps (Chow, 2008). 
 
Interest in Map APIs has been growing and is apparent based on the increase in available 
web resources, including blogs, wikis, tutorials, and examples in support of ongoing 
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development and information exchange (Chow, 2008) 
 
Two examples of Map APIs include OpenLayers and the GoogleMaps. 
 
OpenLayers:  OpenLayers was initially developed by MetaCarta, and subsequently 
released as open source.  OpenLayers adheres to industry standards (OpenGIS for Web 
Map Services (WMS) and Web Feature Service (WFS)) and has recently become an OGC 
project.  OpenLayers is an object-oriented Javascript toolkit, and aims to create tools that 
can operate with data from any source (OpenLayers, 2008). 
 
Google Maps API: As described on their website, “The Google Maps API lets you embed 
Google Maps in your own web pages with JavaScript. The API provides a number of 
utilities for manipulating maps (as on http://maps.google.com) and adding content to the 
map through a variety of services, allowing you to create robust maps applications on 
your website” (Google, 2008).  Google Maps API has a large user base and a wealth of 
resources, such as quick start tutorials and blogs. 
 
Methods 
 
DocSouth uses a MySQL database, and recent additions to the database have employed 
the GEOMETRY types and GIS functionality.  The MySQL GIS extension is presently 
sufficient for the need; however, a more robust GIS database system, such as 
PostgreSQL, may become necessary in the future. 
 
System 
 
A reasonably comparable system to that of DocSouth was installed on a personal laptop 
(Toshiba Satellite, Intel Celeron M CPU 420 @ 1.6 GHz, 1 G of RAM) using the WAMP 
framework (Microsoft Windows XP Home Edition, Version 2002, Service Pack 2; 
Apache HTTP Server, Version 2.2.9; MySQL, V5.0.51b; PHP, Version 5.2.6).  A dump 
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file of the DocSouth production database was generated and rebuilt on this machine. 
 
Data 
 
The dataset for Part II consisted of the original corpus of 18 XML documents processed 
with GATE and annotated with <Name> (personal name) and <Location> (location 
name) tags in Part I.   
 
Processing 
 
Each tagged XML document was read and processed using a Perl script responsible for 
assigning a geo-code to each location name and entering location and coordinate 
information directly into the DocSouth database copy, and additionally creating the 
relationship between that location information and the DocSouth document item.  The 
XML::PARSER module by Matt Sergeant was used to parse and extract location names 
from XML documents (http://search.cpan.org/~msergeant/XML-Parser/Parser.pm). 
 
Geo-coding 
 
Two potential Perl modules were found to geo-code location names: Geo::Coder::Yahoo 
by Ask Bjorn Hansen (http://search.cpan.org/~abh/Geo-Coder-Yahoo-
0.40/lib/Geo/Coder/Yahoo.pm) for interfacing with the Yahoo! Geocoding API and 
Geo::Google by Allen Day (http://search.cpan.org/~allenday/Geo-Google-
0.05/lib/Geo/Google.pm)for interfacing with the Google Maps API.  The merits of using 
one module over another have not been explored.  
 
Web Interface 
 
GoogleMaps, as a technology already implemented for a DocSouth collection and with a 
known easy to learn and use interface was selected for this project.  On initial page load, 
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a GMap2 object is loaded with defaults set to satellite imagery centered on North 
Carolina at coordinates (35.995785, -79.233398) and zoom level 7.  The user is able to 
take control of the map much like any other Google Map.  By clicking on the [Add 
Search Box to Map], a GPolygon object is created, overlaying a box with vertices at the 
center of the map.  The vertices of the polygon can be selected and dragged to form new 
shapes over the area (at this time, the entire polygon cannot be dragged).  When the 
[Search DocSouth Database] button is clickedthe current vertices are sent, using AJAX,  
to a PHP script that generates an XML resultset of DocSouth items from the DocSouth 
database formatted into HTML via Javascript.  These linkable items are then displayed on 
the right pane.  The polygon can be further altered and the database searched again, or the 
entire search map can be reset using the [Reset Map Search] button. 
 
Data Access 
 
When the [Search DocSouth Database] button is clicked, Javascript sends current vertices 
to a PHP script.  This PHP script generates a SQL query using GeomFromText() and 
Polygon() functions to convert the user-selected polygon vertices and the MBRContains() 
(Minimum Bound Rectangle Contains) function to look for coordinates in the database 
that are contained by the user-selected polygon.  The resultset from the database is 
processed into basic XML and echoed back to the JavaScript for further processing. 
 
Results 
 
Screenshots of a successfully implemented interface are shown in figure 11.  No metrics 
were evaluated, though technologies and processes should be assessed for wide-scale 
implementation of a similar production scale utility. 
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Figure 11a. Domestic example, Map-based search interface prototype 
 
 
Figure 11b. International example, Map-based search interface prototype 
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Figure 11c. International example, Map-based search interface prototype 
 
Discussion 
 
In Part II of this project, a web-based map search interface prototype was implemented 
using the original corpus of 18 DocSouth XML documents annotated in Part I with 
location names using GATE NER.  Perl scripts were created to extract location name 
tags, assign geo-codes, and interface with the geometry fields of the DocSouth database 
in assigning locations and coordinates to DocSouth materials.  A web interface prototype 
was built using XHTML, AJAX, and PHP with the GoogleMaps API to allow for 
polygon map-based search queries to query database geometry and other fields and 
display document results from the DocSouth database. 
 
To this end, a number of technologies were explored, including geo-coder APIs, DBMS 
with GIS extensions, and map APIs.  The Geo::Coder::Yahoo Perl module was used over 
the Geo::Google primarily because it was discovered first.  DocSouth is built with a 
MySQL database back-end, and as such, MySQL was used over PostgreSQL.  Finally, the 
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GoogleMaps API was selected over OpenLayers due to its popularity, ease of 
implementation, and abundant online resources, as well as to maintain continuity with 
other DocSouth endeavors.  Reasons for the implementation of these particular 
technologies are tenuous, and a more systematic evaluation of these technologies should 
be undertaken.  More robust techniques may need to be developed to employ a GIS 
system wide-scale. 
 
The implementation of a web-based map search interface prototype proved successful; 
however, the interface is minimal and requires additional work to ensure a production 
quality tool.  The aforementioned considerations should all be evaluated for geographic 
information retrieval.  In particular, interface design and display results need to be 
addressed.  Additionally, usability of web-based map technologies, though beyond the 
scope of this study, should be carefully assessed.  Research has been undertaken in this 
area (Andrienko et al., 2002; Bayram, 2005; Davies & Medyckyj-Scott, 1996; Haklay & 
Zafiri, 2008; Kramer, 2008; Nivala, Brewster, & Sarjakoski, 2008; Slocum et al., 2001). 
 
Furthermore, in line with one of DocSouth's prime objectives, supporting K-12 
education, a variety of resources also exist.  Some discovered resources include: 
Alibrandi, 2003; Baker, 2005; Marsh, Golledge, & Battersby, 2008; Parmenter & Burns, 
2001; Sinton & Lund, 2007; and, Theng et al., 2001. 
 
The options for GIS technologies seem limitless and could be used in other interesting 
and exciting ways for DocSouth collections.  The diary of Captain Robert March Hanes 
from the wwi collection (one of the documents included in this project) provides a nice 
example.   The Hanes' diary contains dated entries of his battery's movement from April – 
December of 1918.  This course, with dates and diary entries, could be plotted in a map 
interface. 
 
The biggest problem encountered in Part II involved problems with character encoding.  
Efforts were made to adhere to UTF-8 encoding, yet invalid characters in XML files were 
 57
repeatedly discovered and caused problems for scripts and web presentation. 
 
Project Conclusions 
 
As Agosti & Ferroa (2007) remark, digital libraries are “no longer perceived as 
something external to the intellectual production process, nor is it seen as a mere 
consulting tool; instead it becomes an intrinsic and active part of the intellectual 
production process.”  In keeping up with this ideal, digital libraries have the opportunity 
to exploit openly available technologies and enrich user experience.  For this project, 
NER technology was applied to a subset of historical documents across 4 DocSouth 
collections, annotating personal and location names.  Through automated processes, 
location names were subsequently georeferenced and stored in a geodatabase, and a 
prototype for a web-based map search interface to access these documents was 
developed.  This project showcased a piece of innovation that can be accomplished with 
automated NER tools coupled with GIS, among other technologies.  These results 
strongly support further investment in applying these techniques wide-scale across the 
Documenting the American South collections and other digital libraries.
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Appendix A: Abbreviation and Acronym Reference List 
 
Abbreviation Refers to
ACE Automatic Content Extraction
ADL Alexandria Digital Library
AJAX Asynchronous Javascript and XML
ANNIE A Nearly-New IE system
API Application Programming Interface
CDLA
CONLL Conference on Natural Language Learning
DBMS Database Management System
DL Digital Libraries
DocSouth
DOM Document Object Model
ECHO European Heritage On-line
eXist eXist  open source native XML database
GATE General Architecture for Text Engineering
GIS Geographic Information System
GML Geography Markup Language
GNIS Geographic Names Information System
HTTP Hypertext Transfer Protocol
IE Information Extraction
IREX Information Retrieval and Extraction Exercise
JAPE Java Annotation Patterns Engine
Java programming language derived from C
JavaScript client-side web development scripting language
KML Keyhole Markup Language
MUC Message Understanding Conference
MUSEMUSE MUlti-Source Entity recognition system
MySQL MySQL open source database server software
NC CGIA Natural Resources' Center for Georgraphic Information and Analysis
NEE Named Entity Extraction
NER Named Entity Recognition
NIMA National Imagery and Mapping Agency’s of United States
NLP Natural Language Processing
OCLC Online Computer Library Center
OCROCROCR Optical Content Recognition
OGC Open Geospatial Consortium
Perl scripting language, powerful text processing features
PHP
POS Part-of-Speech
PostGIS PostgreSQL GIS extention
PostgreSQL PostgreSQL open source database server software
Python high-level programming language
SDK Software Development Kit
SL Supervised Machine Learning
SSL Semi-supervised Learning
TEI Text Encoding Initiative 
TGN Getty Thesaurus of Geographic Names
UL Unsupervised Learning
USGS United States Geological Survey
WCS Web Coverage Service
WFS Web Feature Service
WMC Web Map Context
WMS Web Mapping Service
XHTML Extensible Hypertext Markup Language
XML Extensible Markup Language
XSLT Extensible Stylesheet Language Transformations
Carolina Digital Library & Archives, the University of North Carolina at Chapel 
Hill
Documenting the American South , Carolina Digital Library & Archives, the 
University of North Carolina at Chapel Hill
Hypertext Preprocessor or Personal Home Page tools, server-side web 
development scripting language
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Appendix B: Commented Program Code 
 
placeFromXMLToDb.pl – Perl script for extracting location tags from XML files, geo-
coding location names, and updating the docsouth database 
 
#!/usr/bin/perl  
 
#Adrienne MacKay 
#placeFromXMLToDb.pl 
 
use strict; 
use utf8; 
use open ':encoding(utf8)'; 
use Slurp; 
use HTML::Entities::Numbered;   
use XML::XPath; 
use DBI; 
use Geo::Coder::Yahoo; 
 
#Connect to database. 
do('./db_conn.pl'); 
my $dbh = getConnection(); 
                             
#Set path to input file directory. 
my $in = "./files"; 
 
#Grab all xml files in directory.          
my @files = `find $in/*.xml.gate`;  
 
#Process each file. 
foreach my $f (@files) { 
   
  #Output filename. 
  print "$f"; 
   
  #Clean up. 
  chomp($f); 
   
  #Slurp in entire file.   
  my $everything = slurp($f); 
 
  #Convert to html entities. 
  $everything =~ s/\&\s/&amp; /g; 
 69
  $everything = hex2name($everything); 
   
  #Output changes to tmp file to be used for processing. 
  $f = $f.".tmp"; 
  open(FILE, ">$f"); 
  print FILE $everything; 
  close(FILE); 
   
  #Create XML object from current file content. 
  my $xp = XML::XPath->new(filename => $f); 
  my $n = $xp->createNode('//TEI.2'); 
  $xp =  XML::XPath->new(context => $n); 
   
  #Grab and format title. 
  my $titleset = $xp->find('//title'); 
  my $title = XML::XPath::XMLParser::as_string(($titleset->get_nodelist)[0]); 
  $title = tidyUp($title); 
  $title =~ s/\:\s*Elec.*\z//; 
   
  #Get item_id by matching on title in database. 
  #NOTE: a better option for matching documents to  
  #database items should be explored. 
  my $sql =  "SELECT item_id  
              FROM item  
              WHERE REPLACE(title, '  ',' ') LIKE CONCAT('%',LEFT('$title',35),'%')"; 
  my $item_id = getIDfromDB($sql, $dbh); 
   
  #If the item cannot be found, move onto the next file. 
  if (!$item_id) { 
        print "Can't find item with title: $title\n"; 
        next; 
  } 
   
  #Grab all <Location> tags, within <text> tag only. 
  my $nodeset = $xp->find('//text//Location'); 
   
  #Create geocoder object. 
  my $geocoder = Geo::Coder::Yahoo->new(appid => 'my_app' ); 
   
  #For each location tag... 
  foreach my $node ($nodeset->get_nodelist) { 
     
    #Get location tag content. 
    my $placename = XML::XPath::XMLParser::as_string($node); 
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    #Clean up content. 
    $placename = tidyUp($placename); 
 
    #Send location to the geocoder. 
    #NOTE: A more rigorous vetting process should be used to determine 
    #if a placename is fit for geocoding. 
    my $location = $geocoder->geocode( location => $placename );    
     
    #Pull out location attributes. 
    my $lat       = $location->[0]->{'latitude'}; 
    my $lng       = $location->[0]->{'longitude'}; 
    my $address   = $location->[0]->{'address'}; 
    my $city      = $location->[0]->{'city'}; 
    my $state     = $location->[0]->{'state'}; 
    my $country   = $location->[0]->{'country'}; 
     
    #Clean up location attributes. 
    $address  = tidyUp($address); 
    $city =~ s/\d*//g; 
    $city     = tidyUp($city); 
    $state    = tidyUp($state); 
    $country  = tidyUp($country); 
   
    #If a country was not identified, move on. 
    next if (!$country);     
 
    #Check to see if an entry for this place already exists in the docsouth place construct. 
    #In other words, are there any matches in docsouth.place_name and docsouth.address 
    my $sql = "SELECT place_name.named_entity_id 
              FROM place_name JOIN address using (named_entity_id)  
              WHERE place_name='$placename' AND  
                    street like '$address' AND  
                    city like '$city' AND  
                    country like '$country' AND  
                    state='$state' LIMIT 1";  
    my $place_id = getIDfromDB($sql, $dbh); 
    
    #If this place does not exist in the database, add it. 
    if (!$place_id) { 
       
      #Make a new named_entity of type Place (named_entity_type_id=4). 
      $dbh->do("INSERT INTO named_entity (named_entity_type_id)  
                VALUES (4)"); 
      $place_id = $dbh->{'mysql_insertid'}; 
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      #Insert into place. 
      $dbh->do("INSERT INTO place (named_entity_id, name)  
                VALUES ($place_id, '$placename')"); 
      
      #Insert into place_name 
      $dbh->do("INSERT INTO place_name (named_entity_id, place_name)  
                VALUES ($place_id, '$placename')") if ($placename ne ''); 
       
      #Insert into address.      
      $dbh->do("INSERT INTO address (named_entity_id, street, city, state, country)  
                VALUES ($place_id, '$address', '$city', '$state', '$country')");  
      
     }  #if (!$place_id) {    
   
    #If latitude and longitude exist, add coordinates to the location table. 
    if ($lat =~ /\d/ && $lng =~ /\d/) { 
       
      #Insert into location. 
      $sql = "INSERT INTO location (named_entity_id, coordinates)  
                  VALUES ($place_id, GeomFromText('POINT($lat $lng)')) 
                  ON DUPLICATE KEY UPDATE coordinates = GeomFromText('POINT($lat $lng)')"; 
      $dbh->do($sql);  
       
    } #if ($lat =~ /\d/ && $lng =~ /\d/) { 
     
    #Add entry to item_named_entity to connect this location to the document item. 
    $dbh->do("INSERT INTO item_named_entity (named_entity_id, item_id)  
              VALUES ($place_id, $item_id) ON DUPLICATE KEY UPDATE item_id=$item_id"); 
             
  } #foreach my $node ($nodeset->get_nodelist) { 
 
} #foreach my $f (@files) { 
   
# Disconnect from the database. 
$dbh->disconnect(); 
 
### Subfunctions ###   
 
#getIDfromDB - retrieve an id from database 
sub getIDfromDB { 
  my $sql = shift; 
  my $dbh = shift; 
  my $sth = $dbh->prepare($sql); 
  $sth->execute() or die print "\n\n$sql\n\n"; 
  my $id = 0; 
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  ($id) = $sth->fetchrow_array(); 
  $sth->finish(); 
  return $id; 
} 
 
#tidyUp - clean up string formatting 
sub tidyUp { 
  my $str = shift; 
  $str      =~ s/(<.*?>)//g; 
  $str      =~ s/([\'\"\\])/\\\1/g; 
  $str      =~ s/\A\W*(.*?)\W*\z/\1/; 
  $str      =~ s/\s+/ /g; 
  return $str; 
} 
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map.html – html interface for web-based map search 
 
<!-- Adrienne MacKay, map.html --> 
<html xmlns="http://www.w3.org/1999/xhtml">  
  <head>  
    <title>Masters Project - AWMacKay</title>  
    <meta http-equiv="Content-Type" content="text/html; charset=utf-8" /> 
    <link rel="StyleSheet" href="css/masters.css" type="text/css" media="screen"/>  
    <!-- Google Maps API -->  
    <script 
src="http://maps.google.com/maps?file=api&amp;v=2&amp;key=ABQIAAAA7ZuCuUQyalwtwsk_5rwRMBRaMnoAZCUepUJP6P
sIxl6OovQ5hxQgq8EagLz12y0pS1dE2m4hN15zfw" type="text/javascript"></script> <!-- map js -->  
    <script type="text/javascript" src="js/map.js"></script>  
  </head>  
   
  <body onload="loadMap();" onunload="GUnload()">  
   
    <table>  
      <tr> 
        <td> 
          <!-- MAP CANVAS -->  
          <div id="map_canvas">  
          </div>  
          <!-- CONTROL BUTTONS --> 
          <div id="buttons">  
            <input class="button" type="button" id="add_poly" onclick="addPoly()" value="Add Search Box to Map" /> 
            <input class="button" type="button" id="goto_poly" onclick="goToPoly()" value="Find Search Box on Map" /> 
            <input class="button" type="button" id="reset_button" onclick="resetMap()" value="Reset Map Search" />  
            <input class="button" type="button" id="search_button" onclick="getResults()" value="Search DocSouth Database" />  
          </div> 
        </td>  
        <td> 
          <!-- RESULTS PANE --> 
          <div name="results" id="results"> </div> 
        </td>  
      </tr> 
    </table> 
     
  </body> 
</html> 
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map.js – javascript using GoogleMaps API 
 
//Adrienne MacKay, map.js 
 
//Initialize global variables. 
var map; 
var polygon; 
var polyCenter; 
 
//Set default constants. 
var DEFAULT_LAT  = -79.233398 
var DEFAULT_LNG  = 35.995785; 
var DEFAULT_ZOOM = 7; 
 
//loadMap - load map with deafault settings 
function loadMap() { 
   
  //If browser is compatable, load map with default settings 
  //NOTE: no handling exists for incompatible browsers  
  if (GBrowserIsCompatible()) { 
    map = new GMap2(document.getElementById("map_canvas")); 
    map.setCenter(new GLatLng(DEFAULT_LNG, DEFAULT_LAT), DEFAULT_ZOOM); 
    map.addControl(new GSmallMapControl()); 
    map.addControl(new GMapTypeControl()); 
    map.addControl(new GOverviewMapControl()); 
  } 
   
} 
 
//resetMap - start over, reload page. 
function resetMap() { 
  document.location.reload(); 
} 
     
//addPoly - add an editable rectangular overlay to the map 
function addPoly() { 
   
  //Get map center.  
  polyCenter = map.getCenter();    
   
  //Get map bounds. 
  var bounds = map.getBounds(); 
  var southWest = bounds.getSouthWest(); 
  var northEast = bounds.getNorthEast(); 
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  //Calculate latitude and longitude points for rectangle. 
  var lngDelta = (northEast.lng() - southWest.lng()) /10; 
  var latDelta = (northEast.lat() - southWest.lat()) / 6; 
 
  var polyPoints = Array(); 
 
  //left top 
  var leftTopPoint = new GPoint(polyCenter.x-lngDelta,polyCenter.y+latDelta); 
  polyPoints.push(leftTopPoint); 
   
  //right top 
  var rightTopPoint = new GPoint(polyCenter.x+lngDelta,polyCenter.y+latDelta); 
  polyPoints.push(rightTopPoint); 
   
  //right buttom 
  var rightBottomPoint = new GPoint(polyCenter.x+lngDelta,polyCenter.y-latDelta); 
  polyPoints.push(rightBottomPoint); 
   
  //left bottom 
  var leftBottomPoint = new GPoint(polyCenter.x-lngDelta,polyCenter.y-latDelta); 
  polyPoints.push(leftBottomPoint); 
   
  //close polygon. 
  polyPoints.push(leftTopPoint); 
   
  //Add rectangle as overlay 
  polygon = new GPolygon(polyPoints, "#000000", .5, 1, "#FFF380", .3); 
  polygon.enableEditing(); 
  map.addOverlay(polygon); 
   
  //Disable addPoly box. 
  document.getElementById('add_poly').disabled='true'; 
   
} 
 
//getVertices - builds comma delimited string of vertices 
//              for DB querying; vertices are editable, 
//              so number and location may change 
function getVertices() { 
 
  var vertstr = ''; 
   
  //If no polygon exists, return. 
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  if (!polygon) { 
    return; 
  } 
   
  //Build vertices string. 
  for (var i=0;i<polygon.getVertexCount();i++) { 
    vertstr = vertstr + polygon.getVertex(i) + "|"; 
  } 
 
  //close polygon 
  if (i>0) { 
    vertstr = vertstr + polygon.getVertex(0); 
  } 
   
  //Finish formatting 
  vertstr = vertstr.replace(/[\\\(\\\)]/g, ""); 
  vertstr = vertstr.replace(/,/g, ""); 
  vertstr = vertstr.replace(/\|/g, ","); 
     
  return vertstr; 
   
} 
 
//goToPoly - fly to polygon if one exists. 
function goToPoly() { 
   
  //Center map on polygon. 
  if (polygon) { 
        map.panTo(polyCenter); 
  } 
   
} 
 
//getResults - onClick to search docsouth database, 
//             query location on current vertices 
//             and return relevant docsouth items 
function getResults() { 
   
  //Get current vertices 
  var vertstr = getVertices(); 
   
  //Pass vertices to php script that queries db and returns XML resultset 
  GDownloadUrl("../includes/getResults.php?vertstr="+escape(vertstr),  
     
    //Process returned XML resultset 
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    function(data) { 
       
      //Parse XML results 
      var xml = GXml.parse(data); 
       
      //Initialize output string variable. 
      var out = ''; 
       
      //Grab place tags. 
      var place; 
      place = xml.documentElement.getElementsByTagName("place"); 
     
      //For each place tag, grab data and format results into HTML. 
      for (var i=0; i<place.length; i++) { 
         
          //City and state to out 
          out  = out + '<p><b>' +  
                place[i].getElementsByTagName("citystate")[0].childNodes[0].nodeValue+'</b></p>';  
           
          //Start list of items for this city state 
          out  = out + '<ul>'; 
           
          //Grab item tags for this place. 
          var item; 
          item = place[i].getElementsByTagName("item"); 
           
          //For each item for this place, format results as list items 
          for (var j=0; j<item.length; j++) { 
             
            out = out + '<li>';  
             
            //Linkable item title 
            out = out + '<a href="'+item[j].getElementsByTagName("url")[0].childNodes[0].nodeValue +  
                        '" target="_blank">'+item[j].getElementsByTagName("title")[0].childNodes[0].nodeValue +  
                        '</a> '; 
                         
            //Original placename in parentheses            
            out = out + '<span class="placename">(' +  
                        item[j].getElementsByTagName("placename")[0].childNodes[0].nodeValue +    
                        ')</span>'; 
             
            //Linkable collection titles. 
            var coll = item[j].getElementsByTagName("projects")[0].getElementsByTagName("project"); 
            var coll_str = '<span class="collection"><br />'; 
            for (var k=0; k<coll.length; k++) { 
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              coll_str = k!=0 ? coll_str + '<span style="color:black;">&nbsp;&nbsp;|&nbsp;&nbsp;</span>' : coll_str; 
              coll_str = coll_str + '<a href="'+coll[k].getElementsByTagName("project_dir")[0].childNodes[0].nodeValue +  
                          '" target="_blank">'+coll[k].getElementsByTagName("project_name")[0].childNodes[0].nodeValue + '</a>';   
            } 
            coll_str = coll_str + '<br /><br /></span>'; 
            out = out + coll_str; 
             
            //Close item 
            out = out + '</li>'; 
             
          } 
           
          //Close list 
          out = out + '</ul>'; 
         
      }      
      //Output formatted results to HTML results div.  
      document.getElementById('results').innerHTML = out; 
 }); 
  
}
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getResults.php - PHP script for asynchronous calls to the database to retrieve search 
results 
 
<?php    
 
#Adrienne MacKay, getResults.php 
 
#Get vertices string passed in through URL. 
$vertstr = isset($_GET['vertstr']) ? $_GET['vertstr'] : ''; 
 
#Make database connection.  
require('./db_conn.php'); 
 
#Query database for items contained in the minimum bounding rectangle of the  
#user-selected polygon. 
#NOTE: this query should be optimized; additional database indices  
#      may also be necessary 
$sql = "SELECT DISTINCT item.item_id, item.title, city, state, description, place_name  
        FROM item_type JOIN item USING (type_id)  
             JOIN item_named_entity USING (item_id)  
             JOIN place USING (named_entity_id)  
             JOIN place_name USING (named_entity_id)  
             JOIN location USING (named_entity_id)  
             JOIN address USING (named_entity_id)  
        WHERE MBRContains(GeomFromText('Polygon(($vertstr ))'), coordinates) = 1 AND  
              city IS NOT NULL 
        ORDER BY country, state, city";    
$result = mysql_query($sql); 
 
#If no results are returned, exit. 
if (mysql_num_rows($result)==0) 
  exit; 
 
#Build XML result output 
 
#Create DOM object 
$doc  = new DOMDocument('1.0', 'UTF-8'); 
$doc->formatOutput = true; 
 
#Root is RESULTS 
$root = $doc->createElement('results'); 
$root = $doc->appendChild($root); 
 
#For each row, format resultset 
 80
$prev_citystate = "undefined"; 
while ($row = mysql_fetch_assoc($result)) { 
     
    #Group items by city-state. 
    $citystate = ($row['city'] != '') ? $row['city'].", ".$row['state'] : $row['state']; 
     
    if ($prev_citystate != $citystate) { 
       
      #Place 
      $place          = $doc->createElement('place'); 
      $place          = $root->appendChild($place);  
     
      #Citystate 
      $cs             = $doc->createElement('citystate'); 
      $cs             = $place->appendChild($cs);  
      $cs_val         = $doc->createTextNode($citystate); 
      $cs_val         = $cs->appendChild($cs_val); 
     
    } #if ($prev_citystate != $citystate) { 
     
    #Build item XML 
     
    #Item 
    $item   = $doc->createElement('item'); 
    $item   = $cs->appendChild($item);   
     
    #Item id 
    $item_id          = $doc->createElement('item_id'); 
    $item_id          = $item->appendChild($item_id);  
    $itemid_val       = $doc->createTextNode($row['item_id']); 
    $itemid_val       = $item->appendChild($itemid_val); 
   
   #Item url 
    $sql = "SELECT CONCAT('http://docsouth.unc.edu/',base_dir,'/',base_file)  
            FROM ".strtoLower($row['description'])."_item  
            WHERE item_id = ".$row['item_id']; 
    $link_res = mysql_query($sql); 
    $url = (mysql_num_rows($link_res)) ? mysql_result($link_res, 0) : '';    
    $url .= ($url and !strpos($url, '.html')) ? '.html' : ''; 
   
    $item_url         = $doc->createElement('url'); 
    $item_url         = $item->appendChild($item_url);   
    $itemurl_val      = $doc->createTextNode($url); 
    $itemurl_val      = $item_url->appendChild($itemurl_val); 
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    #Item title 
    $item_title       = $doc->createElement('title'); 
    $item_title       = $item->appendChild($item_title);   
    $itemtitle_val    = $doc->createTextNode($row['title']); 
    $itemtitle_val    = $item_title->appendChild($itemtitle_val); 
     
    #Item placename 
    $item_pn          = $doc->createElement('placename'); 
    $item_pn          = $item->appendChild($item_pn);  
    $itempn_val       = $doc->createTextNode($row['place_name']); 
    $itempn_val       = $item_pn->appendChild($itempn_val); 
     
    #Item Projects 
    $item_projects    = $doc->createElement('projects'); 
    $item_projects    = $item->appendChild($item_projects);  
     
    $sql = "SELECT DISTINCT project_title, CONCAT('http://docsouth.unc.edu/',project.base_dir) as project_dir  
            FROM item_project JOIN project USING (project_id)  
            WHERE item_project.item_id =".$row['item_id']." ORDER BY project_title";     
    $proj_res = mysql_query($sql); 
     
    while ($proj_row = mysql_fetch_assoc($proj_res)) { 
       
      #Item Project 
      $item_proj      = $doc->createElement('project'); 
      $item_proj      = $item_projects->appendChild($item_proj);   
         
         
      #Project name 
      $proj_name      = $doc->createElement('project_name'); 
      $proj_name      = $item_proj->appendChild($proj_name);   
      $projname_val   = $doc->createTextNode($proj_row['project_title']); 
      $projname_val   = $proj_name->appendChild($projname_val); 
     
      #Project url 
      $proj_url       = $doc->createElement('project_dir'); 
      $proj_url       = $item_proj->appendChild($proj_url);  
      $projurl_val    = $doc->createTextNode($proj_row['project_dir']); 
      $projurl_val    = $proj_url->appendChild($projurl_val); 
       
    } #while ($proj_row = mysql_fetch_assoc($proj_res)) 
     
    #Set current citystate to previous citystate for next loop. 
    $prev_citystate = $citystate; 
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} #while ($row = mysql_fetch_assoc($result)) 
 
#Close database connection 
mysql_close($conn); 
 
#Make XML string. 
$xml_string = $doc->saveXML($root); 
 
#Echo XML results 
echo $xml_string; 
 
?> 
 
