Abstract. It is a classical result from graph theory that the edges of an l{regular bipartite graph can be colored using exactly l colors so that edges that share an endpoint are assigned di erent colors. In this paper we study two constrained versions of the bipartite edge coloring problem.
and a list of pairs (t; c) indicating that the teacher t has to teach class c during a time slot within the time span of the schedule ( 12] ). A timetable is an assignment of the pairs to time slots, in such way that no teacher t and no class c occurs in two pairs that are assigned to the same time slot. Obviously, this is a bipartite edge coloring problem. Usually, additional constraints are put on a timetable, making the problem NP{complete 3] .
In this paper, we study two constrained versions of the bipartite edge coloring problem. Our rst constrained version (problem A) can be described in the following way. We are given an l{regular bipartite graph G = (V 1 ; V 2 ; E) along with a partial legal coloring of its edges that speci es a color for edges incident to vertices v 1 2 V 1 and v 2 2 V 2 . Therefore, each color can be used either on one edge, in which case we call it a single color, or on two edges one incident to v 1 and one incident to v 2 in which case we call the color a double color. If we denote by S the number of single colors, D the number of double colors and by U the number of edges incident to v 1 and v 2 which are uncolored, we have that 2D + S + U = 2l. We want to color the remaining edges of the graph so to minimize the total number of colors used.
The case where U = 0 has been studied in 11, 7, 10, 8] . For this case, l + D+S 2 total colors are necessary and su cient 8]. Mihail et al. 11] gave the rst (but not tight) solution to the speci c subcase where S = 2D = l and showed how this solution can be used to approximate the wavelength routing problem in trees. The edge coloring problem is solved by obtaining matchings of the bipartite graph, and coloring them in pairs using detailed potential and averaging arguments.
The papers 7, 10, 8] also use a bipartite edge coloring algorithm as a subroutine of a wavelength routing algorithm. Both 7] and 10] concentrate on the special case where S = 2D = l and color the bipartite graph using l+ D+S 2 = 7l=4 total colors. The main idea of the algorithm in 7] is similar to the one of 11] but new techniques are used for partitioning the bipartite graph matchings into groups that can be colored and accounted for independently. Implicitly, Kumar and Schwabe 10] solve the same problem using di erent techniques. The main part of our analysis is a generalization of 8].
The second constrained version of the bipartite edge coloring problem (problem B) is slightly di erent. We are given an l{regular bipartite graph G = (V 1 ; V 2 ; E) along with a partial legal coloring of some of its edges. Each color is used only on one edge. We denote by S the number of colored edges. Our objective is to color the remaining edges of the graph so to minimize the total number of colors used. To our knowledge, problem B has not been studied yet. The results for problem B are the following. Theorem 3. There exists a polynomial time algorithm that properly colors the uncolored edges of an l{regular bipartite graph constrained by S colors using at most maxfl + S=2; Sg colors. The rest of our paper is organized as follows. In Section 2, we prove Theorem 1 by giving an algorithm that solves problem A. In Section 3, we present our lower bounds for the problem. The results for problem B are outlined in section 4. We proceed by decomposing the bipartite graph into l perfect matchings which can always be done since the graph is l-regular. Each such matching includes exactly two source edges: one incident to W 0 and one incident to X 0 . A double color is called separated if its two source edges appear in di erent matchings. On the other hand, if they appear in the same matching then the color is said to be preserved. We classify the matchings into seven types: UU, US, UT, TT, PP, SS, TS, based on their corresponding source edges. If both the source edges of a matching are not colored, then the matching is of type UU. If one source edge of the matching is uncolored and the other source edge is colored with a single color, then the matching is of type US. If one source edge of the matching is uncolored and the other source edge is colored with a separated color, then the matching is of type UT. The sequence C 1 is of the same type (i.e., a cycle or a chain) as C while C 2 is always a cycle. We repeat this process of splitting one sequence into two new sequences until all sequences are minimal (i.e., they do not contain parallel edges).
Coloring the matchings
In this section we demonstrate how to color groups of matchings.
Coloring two consecutive matchings. We will rst present two alternative ways for coloring two consecutive matchings. These techniques will be used for coloring cycles or chains. We consider two consecutive matchings T 1 = (x; y) and T 2 = (y; z) together as a cycle cover of the bipartite graph. We assume that the cycle cover of two matchings consists of one single cycle that spans the entire bipartite graph. We remark that our colorings can be easily adapted if such a cycle cover consists of more than one cycle.
1. We use the colors x; y; z as and color the uncolored edges without using any new color. Let e 1 ; e 2 be the edges of the cycle cover that are adjacent to the source edge e x colored with color x that does not belong to matchings T 1 and T 2 . Note that since e x belongs to a matching of the same minimal chain or cycle with T 1 and T 2 , it cannot be parallel to the source edges colored with z or y. We use colors y and z to color e 1 and e 2 . Similarly, we use colors y and x to color edges e 3 and e 4 (edges of the cycle cover that are adjacent to the source edge e z colored with z that does not belong to matchings T 1 and T 2 ). The remaining uncolored edges of the cycle cover can be colored using colors x and z alternatively (and possibly using color y in one more edge to break parity). 2. We use color y and a new color n to color the uncolored edges. We color the uncolored edges of the cycle cover using color y and the new color n alternatively. Both colorings are depicted in Figure 1 . Note that both colorings work if x or z is a single color. Other colorings. We now discuss how to handle some interesting cases.
An SS matching can be colored together with a U{U chain of length 2 using at most 4 total colors. First we assign the single colors of the SS matching to the uncolored source edges of the UT matchings of the chain. Now we have a cycle of length 3. If the cycle is minimal we can color it using one new color. Otherwise, we obtain a cycle of length 2 which can be colored using one extra color and a PP matching which is colored in the obvious way. Obviously, we can color an SS matching together with two U{U chains of length 2 using at most 7 total colors.
A U{U chain of length 2 can be colored together with an SU matching using at most 4 total colors. We rst assign a new color to the uncolored edge of the SU matching and we have an SS matching and a U{U chain of length 2 which is colored as described.
A U{U chain of length 2 can be colored together with an S{S chain of length 2 using at most 6 total colors. We rst assign the single colors of the S{S chain to the uncolored edges of the U{U chain. Now we have a cycle of length 4. If the cycle is minimal we can color it using 1 new color. Otherwise, it is decomposed either into two cycles of length 2 which can be colored using 2 new colors, or into a cycle of length 3 which is colored using 1 new color and a PP matching which is colored trivially.
Analysis of the algorithm
For analyzing the performance of our algorithm, we study four cases which are presented below. We note that analysis below intuitively reveals the inherent di culty that the presence of uncolored source edges adds to the problem. In all cases it is 3l=2 = minfl + D; 3l=2g l + D+S 2 .
We use the single colors and new double colors to color the uncolored source edges. We have a new partial coloring with l double colors. All matchings are now either PP's or cycles. Using the colorings for PP matchings and cycles described in the previous section, the remaining edges are colored using at most 3l=2 total colors. In the following we outline the idea of the upper bound. First, the bipartite graph is decomposed into matchings. Let U be the set of matchings that do not contain any colored edge, and F be the set of matchings that contain at least 3 colored edges. We can show the following claim which captures the most di cult part of the upper bound.
Claim. A matching of F with k colored edges can be colored together with b k?1 2 c matchings of U without using any new colors. Proof. We rst show how a matching M 3 of F with 3 colored edges can be colored together with a matching M 0 of U without using any new color. We consider M 3 and M 0 together as a cycle cover of the bipartite graph. Wlog we assume that the cycle cover consists of one cycle that spans the entire bipartite graph. Let e x ; e y ; e z be the colored edges of M 3 , colored with colors x; y; z respectively. Consider the path p 1 that connects edges e y and e z and does not contain e x . We color the uncolored edges of p 1 using colors y and x alternatively. Coloring the uncolored edges of path p 2 between e x and e z and path p 3 between e x and e y is similar. Obviously, we can color a matching of F with more than 3 colored edges together with a matching of U without using any new color. 
