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O presente trabalho trata do fenômeno de Di 
fração e Refração de ondas gravitacionais de superfície, atra-
vés de urna formulação bi-dirnensional, dada pela equação de 
Berkhoff, 
O Método dos Elementos Finitos é utilizado 
na resolução numérica do problema. No entanto, o principal obj~ 
tiva desta tese é a formulação e implementação de um programa 
computacional com elementos capazes de modelar um domínio infi-
nito: estes são conhecidos corno Elementos Infinitos. 
A partir de um estudo feito com os Elemen-
tos Infinitos existentes na literatura, foi possível formular e 
implementar um novo e eficiente elemento. Este tem as caracte-
rísticas geométricas de um Elemento Finito Isoparamétrico, sen-
do no entanto integrado em um domínio aberto. 
O potencial da onda, sendo urna função com-
plexa, leva a urna série de dificuldades na programação. e rnanti 
da a estrutura de um programa para solução de sistemas com equ~ 
çoes lineares reais. O armazenamento da matriz do sistema é fei 
to em perfil ("sky-line"). A programação é feita em linguagem 
FORTRAN. 
Vl 
ABSTRACT OF THESIS PRESENTED TO COPPE/UFRJ AS PARTIAL 
FULFILLMENT OF THE REQUIREMENTS FOR THE DEGREE OF MASTER 
OF SCIENCE (M.Sc.) 
DIFFRACTION AND REFRACTION OF WAVES: AN ANALYSIS 




Lu{z Ca.4lo~ W4obel 
DEPARTMENT: C{v{l Eng{nee4{ng 
In the present work the phenomena of dif-
fraction and refraction of gravitational surface waves is 
treated by using a two-dimensional formulation, given by 
Berkhoff's equation. 
The Finite Element Method is used in the 
solution of the numerical problem. However, the main objective 
of this thesis is the formulation and implementation of a com 
putational program with elements that model an infinite 
domain: they are called Infinite Elements. 
By studying the existing Infinite Elements 
it was possible to formulate a new and efficient one. Its geo-
metrical characteristics are the sarne as for the Isoparametric 
Finite Element, but the integration is over an unbounded domain. 
Because the wave potencital is a complex 
function, a series of difficulties appear in the program devel-
opment. The program structure for the solution of a real linear 
system is maintained. The Sky-line technique is used in the 
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e A p r T u L o I 
INTRODUÇÃO 
I.l - MOTIVAÇÃO E OBJETIVOS 
O grande desenvolvimento da moderna tecnolo 
gia em computadores, associado ao avanço da Matemática Aplicada, 
abriram novas perspectivas na modelação de fenômenos que inte-
ressam à Engenharia. Em particular, o Método dos Elementos Fini 
tos se tornou extremamente popular pela sua aplicabilidade adi 
versos tipos de problemas. Cada vez mais, foram sendo estudados 
problemas. complexos, requerendo grande esforço computacional. 
Assim, eficiência e otimização passaram a ter destaque na con-
cepçao de novos programas de computador. 
O estudo do fenômeno de Difração e Refração 
de ondas é de grande interesse na Engenharia. O crescimento co~ 
siderável na produção do petróleo vem exigindo um maior refina-
mento nos projetos de estruturas marítimas para exploração de 
petróleo (estruturas "offshore"). O cálculo e verificação des-
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tas estruturas, quanto as açoes ambientais, é fundamental. Nes-
te sentido, a ação de ondas em plataformas não pode ser deixada 
de lado. Em particular, no cálculo de cargas hidrodinâmicas em 
plataformas de gravidade, a Teoria da Difração deve ser aplica-
da pois o fato das suas dimensões características serem muito 
grandes, constitui um obstáculo considerável para as ondas 
incidentes. Se as obstruções estiverem localizadas em uma regi-
ao em que a profundidade varie, dar-se-á também o fenômeno da 
refração. O modelo matemático formulado para estes problemas se 
aplica também à ressonância em bacias portuárias. Como a linha 
da costa constitui uma obstrução infinita, pequenas mudanças de 
vem ser feitas para o programa levar isto em conta. 
Os problemas enunciados acima sao tratados 
por um modelo que matematicamente se estende ao infinito. Ao lon 
godos anos diversas técnicas surgiram, e foram implantadas, p~ 
ra modelar meios infinitos. Nos modelos numéricos utilizando E-
lementos Finitos, estas vão desde processos mais triviais como 
o simples truncamento de uma malha, até outros mais refinados 
como o acoplamento de Elementos de Contorno ou Elementos Infini-
tos. Entende-se que estes iiltimos são os que mais facilmente po-
dem ser adaptados a um programa de Elementos Finitos. Assim, a 
partir dos Elementos Infinitos existentes foi possível formular 
um novo elemento que, além de manter a simetria e a banda do sis 
tema de equações, não adiciona novas equaçoes ao sistema(SZ,53). 
Uma série de exemplos atestam a eficiência 
do novo Elemento Infinito. O fenômeno em bacias portuárias não 
foi estudado dando-se assim maior enfoque à aplicação em estrutu 
ras marítimas. 
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E também objetivo deste trabalho a program~ 
çao e implementação de um programa eficiente de Elementos Fini-
tos e Infinitos para solução do fenômeno descrito. Para tal foi 
utilizada uma programação estruturada com um armazenamento da 
matriz do sistema, em forma de perfil ("sky-line"). A estrutura 
do programa segue a linha do STAP (Structural Analysis Program) 
dado por BATHE e WILSON (13). Algumas modificações são necessa-
rias para compatibilizar o sistema de equações lineares comple-
xas com um sistema real. A linguagem de programação utilizada 
foi o FORTRAN. 
I.2 - ORGANIZAÇÃO 
O presente trabalho está dividido em 6 capf 
tulos e um apêndice. 
No segundo capítulo apresentam-se algumas g~ 
neralidades sobre os fenômenos de hidráulica marítima com o in-
tuito de dar informações básicas quanto ao estudo a ser feito. A 
formulação matemática da Teoria da Difração é rapidamente deli-
neada, assim como a transformação para o problema bidimensional. 
No terceiro capítulo é feito um pequeno resu 
mo dos conceitos básicos de Cálculo Variacional, de maneira a se 
introduzir os funcionais necessários a aplicação do Método de 
Rayleigh-Ritz. Três tipos de problemas são discutidos. S feita a 
verificação quanto à validade de cada funcional em cada proble-
ma. 
No quarto capítulo apresenta-se o processo 
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de aproximação dos funcionais para a aplicação do método de 
Rayleigh-Ritz. E feito o cálculo explícito da matriz dos coefi-
cientes de um Elemento Finito. Uma análise crítica dos Elemen-
tos Infinitos existentes na literatura, leva ao estudo de um no 
vo elemento infinito. Antes, no entanto, é enunciado um teste 
de consistência, para testar novos elementos. Um exemplo ilus-
trativo é integralmente resolvido. A seguir, discutem-se as ca-
racteiísticas do novo e eficiente elemento infinito proposto.~ 
presenta-se a fórmula para o cálculo dos coeficientes da matriz 
deste elemento. O problema da integração numérica em um domínio 
infinito é discutido. Todos os demais parâmetros necessários a 
implementação de um elemento infinito, de três nós, são forneci 
dos. 
No quinto capítulo sao apresentados e disc~ 
tidos os resultados. Quatro exemplos são dados: dois enfocando 
apenas o fenômeno da difração, um apresentando um problema de di 
fração e refração e, por Último, um problema tridimensional. 
Finalmente, no sexto e Último capítulo, sao 
feitas as considerações finais do presente trabalho. 
No apêndice sao apresentadas considerações 
gerais quanto a estrutura e a técnica de programação. 
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e A p r Tu Lo II 
INTRODUÇÃO AO PROBLEMA DE DIFRAÇÃO E REFRAÇÃO DE ONDAS 
A formulação matemática da Teoria de Ondas, 
em sua forma geral, e bastante complexa. Dependendo do tipo de 
aplicação a ser feita, uma série de simplificações podem ser le 
vadas em conta, reduzindo o problema geral a um mais simples de 
resolver. Diversos trabalhos (1-5) tratam destas teorias, 
apresentando de uma forma bastante acessível a teoria tanto pa-
ra ondas lineares corno para os casos mais complicados. 
Neste capítulo, em face da existência de ex 
celentes textos sobre propagação de ondas em meios fluidos, ap~ 
nas os conceitos e equações necessárias ao entendimento dos ca-
pítulos subsequentes serão apresentadas. A justificativa para 
este procedimento é que o objetivo principal deste trabalho e a 
formulação e implementação de um elemento infinito capaz de mo-
delar um domínio infinito. Para se caracterizar o fenõrneno da 
difração, um corpo deve ter dimensões significantes em compara-
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çao com o comprimento da onda. A relação D/À deve ser grande; D 
é chamado comprimento característico do corpo (dimensão horizog 
tal perpendicular a onda incidente). Vários autores (1,3,5) ad~ 
D tam a relação -X-> 0,2 para.caracterizar um problema onde a a-
çao da onda sobrb um corpo é dada pela teoria da difração. No 
caso de valores abaixo de 0,2 deve-se utilizar a equação de Mo-
rison (3). 
II.l - GENERALIDADES SOBRE OS FENÔMENOS DE HIDRÁULICA MAR!TIMA 
Não se pretende fazer uma referência exaus-
tiva de todos os fenômenos de hidráulica marítima que ocorrem 
em regiôes costeiras. Far-se-á, apenas, uma breve introdução aos 
principais fenômenos, diretamente ligados com os movimentos do 
mar. 
Uma primeira classificação global de tais 
fenômenos, dada de uma forma descritiva, assenta no respectivo 
período ou escala de tempo. Os movimentos "do mar podem 
então classificar-se em ondas de curto período, ondas de longo 
período e marés, conforme mostra a tabela (II.l). 
TABELA II.l - Classificação das variações do nível do mar. 
NOME PER!ODO EXEMPLOS (Ordem de Grandeza) 
Ondas de curto período T < 30 s Vagas, ondulações 
Ondas de longo período 30 s < T < algumas horas Ondas sísmicas 
Marés T > algumas horas Ondas de marés 
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As ondas a serem estudadas sao ditas ondas 
gravitacionais de superfície. Entenda-se por onda gravitacional 
de superfície uma variação ou perturbação da superfície livre em 
que a ação da gravidade desempenha o papel preponderante como 
campo de forças para sua propagaçao. Uma onda deste tipo, com 
perfil constante, que se propaga sobre um fundo horizontal, fi-
ca completamente definida por três parâmetros. São eles: a alt~ 
ra da onda H, o comprimento da onda À e a profundidade local 
h, medida desde o fundo até o nível médio de repouso (NMR) no 




Figuro (11 · ll PARÂMETROS DA ONDA 
O NMR e definido de tal modo que a área sob a crista da onda é 
igual a área sobre o cavado da onda. Na teoria das ondas de pe-
quena amplitude (a ser utilizada no presente trabalho) as ampll 
tudes da crista e do cavado são iguais e dadas por 




O período T é o intervalo entre a passagem de duas cristas su-
cessivas, por um ponto fixo de observação. 
Num movimento ondulatório no plano horizon-
tal, chama-se frente de onda ou linha de frente a uma linha de 
fase constante, linha esta descrita pelos pontos da crista con-
forme indica a figura (II.Za). 
1 i nha de cristo 
Figura (li· 2o) FRENTE DE ONDA 
e 
Figuro {li· 2b) TRAJETÓRIA DA 
FRENTE DE ONDA. 
A direção de propagaçao da onda é dada pelas ortogonais, que sao 
as direções perpendiculares às frentes de onda, corno mostra 
a figura (II.Zb). Numa onda progressiva, as frentes propagam-se 
com velocidades de fase C na direção das ortogonais. (C = cele-
ridade da onda). 
Na teoria das ondas de pequena amplitude, a 
energia total da onda E (sorna da energia cinética e da energia 
potencial) propaga-se com a velocidade de grupo Cg na direção 
das ortogonais, caso não haja outros campos de velocidades que 
nao sejam os das ondas. A potência da onda ou fluxo de energia 





> 0,5 (II. 2) 
a velocidade de grupo (ou celeridade de grupo) é a metade da ve 
locidade de fase. Em águas de pequena profundidade relativa 
h < O, 05 
À 
(II.3) 
estas velocidades sao praticamente iguais, desde que no local 
não existam correntes. 
Num movimento ondulatório puro (é o caso das 
ondas de Airy, utilizadas neste estudo) não há transporte de 
massa e, consequentemente, as órbitas das partículas do fluido 
são curvas fechadas circulares em grandes profundidades relati-
vas, e elípticas em pequenas profundidades relativas. As ondas 
gravitacionais de superfície apresentam outras classificações 
com base na altura, comprimento da onda e profundidade. Chama-
-se a atenção para o fato de as diferentes classificações e no-
menclaturas não constituírem um fenõrneno mas apenas um processo 
de descrição do fenômeno que é o movimento ondulatório. 
Todos os fenômenos da natureza sao NÃO-LINEA 
RES. Por vezes tal não-linearidade não é pronunciada. Isto ocor 
re com ondas quando a declividade e a altura relativa tornam va-
lores pequenos, 
declividade H o _,. 
À 
altura relativa H o - _,. 
h 
e a onda diz-se: de pequena amplitude, linear, infinitesimal, de 
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Airy , de Stokes de primeira ordem ou, simplesmente, harmônica 
simples. Quando a declividade e a altura relativa não forem pe-
quenas e, portanto, não se puder admitir a linearidade do fenô-
meno, a onda diz-se de amplitude finita ou não-linear, de que 
são exemplos as ondas de Stokes e as ondas cnoidais. Com base 
nesta classificação, Le ~~HAUTE ( 2) apresenta uma tabela clas-
sificativa e com fórmulas de todas as teorias de onda. 
Pela profundidade relativa (h/À), as ondas 
dizem-se de pequena profundidade relativa para (h/À < 0,05), de 
profundidade relativa intermediária para (0,05 < h/À < 0,5) e 
de grande profundidade relativa para (h /À> 0,5). 
II.2 - APLICAÇÃO DO ESCOAMENTO POTENCIAL AO PROBLEMA DE DIFRA-
CÃO DE ONDAS 
A um movimento irrotacional num fluido in-
compressível e nao viscoso chama-se movimento potencial. Neste 
caso, o fluido diz-se perfeito e a velocidade das partículas é 
dada pelo gradiente de uma função escalar, o potencial de velo 
cidades <P. 
V= (u, v, w) = V<P (II.5) 
A observação mostra que, longe da zona de 
geraçao, a agitação marítima caracteriza-se por uma regularida-
de progressiva do estado do mar, em que as cristas das ondas se 
tornam bastante compridas e propagam-se aproximadamente com a 
mesma direção e velocidade. Chama-se onda plana monocromática a 
um único trem de ondas de crista longa. Sempre que possam ser 
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desprezados os efeitos não-lineares associados a agitação marí-
tima local, o estudo da propagação de ondas do mar pode basear-
-se no princípio de cada trem de ondas presente no espectro pr~ 
pagar-se independentemente. O problema fica linearizado e con-
siste em estudar cada trem separadamente para depois fazer uso 
do princípio de superposição de efeitos, no local e instantes 
desejados. A aplicação desta hipótese simplificadora deve, con-
tudo,ser devidamente ponderada em cada estudo a realizar, leva~ 
do-se em conta possíveis efeitos secundários. Em bacias portuá-
rias estes efeitos secundários podem originar fenômenos deres-
sonância. 
Admitindo, então, que nao há interação entre 
ondas de diferentes frequências e, portanto, é possível consid~ 
rara superposição de trens de ondas com diferentes frequências 
e admitindo ainda que cada um destes trens pode ser representa-
do por urna onda plana monocromática, o estudo da agitação marí-
tima pode ser feito com base na Teoria das Ondas de Pequena Am-
plitude, que é urna teoria baseada na linearização das condições 
de contorno da superfície livre. 
A seguir pretende-se estabelecer as hipóte-
ses simplificadoras do comportamento real do fenômeno de propa-
gação de ondas, para aplicação de urna análise determinística com 
base na teoria de ondas de pequena amplitude. O modelo mais sim 
ples para ondas gravitacionais de superfície assenta nas segui~ 
tes hipóteses (1): 
(a) As ondas do mar sao planas ou de crista longa. Isto e, 
a altura da onda é constante ao longo da linha de cris-
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ta. Considerando também que o período é constante (onda 
plana monocromática), a presente teoria so deve ser a-
plicada em regiões muito afastadas da zona de geração 
de ondas. 
(b) Satisfação da equaçao de continuidade (fluidos incompre~ 
síveis) 
(II.6) 
(c) São desprezíveis os efeitos de viscosidade, turbulência, 
tensão superficial e atrito de fundo. 
(d) Considera-se a declividade das ondas muito pequena, cha 
mando-as de ondas ABATIDAS 
H << 1 
À 
(e) As forças são conservativas. 
(II. 7) 
Compondo as equaçoes (II.5) e (II.6), obtem 
-se a equaçao de Laplace, dada a seguir: 
11 21> = O (II.8) 
com 
O problema (linear) de difração de ondas com pequenas amplitu-
des se reduz ao cálculo de uma função escalar <l>(x,y,z,t), depe~ 
<lendo do tempo t, que satisfaça a equação (II.8) no domínio do 
fluido, assim como as condições de contorno dadas abaixo. 




= o em z = o (II.9) 
13 







onde g e a aceleração da gravidade 
z = o 
Condição de Impermeabilidade do Fundo 
3<!> 
= o em z = -h 
az 







indicando que a velocidade das partículas fluidas na direção 
normal (n) do obstáculo é nula. As condiç6es (II.9)-(II.12) e 
suas deduç6es podem ser encontradas em SARPKAYA e ISAACSON (3), 
ou em uma série de textos que tratam do fen6meno da difração. 
Em um problema de difração de ondas é usual 
representar o potencial total<!> por uma soma do potencial da on 
da incidente com o da onda difratada. 
(11.13) 
Esta separaçao só pode ser feita em regi6es com profundidade 
constante. A grandes distâncias dos corpos (obstruç6es), reque! 
-se que o potencial difratado <!>D corresponda às ondas que se a-
fastam da origem. A condição de radiação, dada em (11.14) gara~ 
te que estas ondas além de se afastarem, não reflitam em corpos 





m = (n-1)/2 
w = ZTI/T 
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(II.14) 
A frequência angular w é calculada a partir do período Te "n" 
indica o número de dimensões da onda do problema. Esta e a con-
dição de SOMMERFELD ( II.15 ). Sendo a onda plana (n = 2), re-
escreve-se (II.14) como 
(II .15) 
r= 
sendo r a direção radial. Uma observação deve ser feita quanto 
aos eixos coordenados que definem a geometria do problema. Os 
eixos x e y estão apoiados no plano hori~ontal que contém o NMR 
(figura (II.l)), sendo o eixo z positivo para fora do meio flui 
do. Pode-se constatar que as condições (II.9)-(II.ll) estão de 
acordo com esta convençao. 
A expressão do potencial na forma (II.13), 
envolvendo uma separaçao em uma onda incidente não perturbada 
("undisturbed wave") e uma onda difratada ("scattered wave"), 
constitui a base da teoria da difração. O potencial incidente, 
por si próprio, satisfaz as equações (II.8)-(II.ll) e pode ser 
dado como a função complexa 
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I cosh (K ( z+h)) iK(xcosy + ysiny) -iwt 
cp (x,y,z,t) = A e e (II .16) 
cosh(Kh) 
com A = -igH Zw 
y = ângulo de incidência da onda 
K = numero da onda 
Sendo todas as equações lineares, cj,D também irá satisfazer as 
equações (II.8)-(II.ll), assim como a condição (II.15). Pela e-
quaçao (II.13) reescreve-se a condição (II.12) como 
= - -- no obstáculo (II.17) 
:ln :ln 
mostrando a dependência de cj,D com relação a cj, 1 . O potencial in-
cidente cj, 1 , pelas hipóteses do problema de difração, é uma sol~ 
ção da equação (II. 8). A expressão ( II.16a) realça a separação 
de variáveis feitas em (II.16). 
cj,
1
(x,y,z,t) = A Z(z) cj,(x,y) T(t) 
Substituindo a equação ( II.16a) em (II.9) obtém-se 
(A Z cj,) + g (A cj, T) a Z 
d z 
Simplificando, a nova equaçao e dada por 
3 2T 32 Z + gT 
:it2 a z 
o 
Mas em z = O 




az = K tanh(Kh) 
az 
Z = 1 
16 
(II.19) 




= Kg tanh (Kh) (II.20) 
Assim, a função que satisfizer a condição de superfície livre 
(II.9) estará satisfazendo a equação de dispersão (II.20) 
O numero da onda K será calculado na equa-
çao (II.20) para determinados valores da frequência angular e 
da profundidade h. O número K sera a raiz real positiva da equ~ 
ção de dispersão, que será resolvida de forma iterativa, pelo 
método de Newton-Raphson. 
II.3 - EQUAÇÃO DE BERKHOFF PARA REFRAÇÃO E DIFRAÇÃO DE ONDAS 
Em projetos de portos, estruturas "O:fifshore" 
e trabalhos de proteção da costa (por exemplo um quebra-mar), é 
de grande interesse a formulação de um modelo matemático com a-
plicação aos diversos tipos de problemas de propagação de ondas 
em meios fluidos. BERKHOFF (6), em seu trabalho de 1972, afirma 
que para ondas lineares harmônicas existem modelos matemáticos 
que tratam do fenômeno da difração e refração separadamente. O 
efeito combinado dos dois fenômenos, apenas no caso de ondas lon 
gas, era descrito pela equação bidimensional linear para aguas 
rasas ("shallow water equations"). Para o caso de ondas curtas 
isto não era possível. 
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BERKHOFF (7) define o fenômeno de difração 
e refração de ondas como: "ondas propagando sobre um fundo irre 
gular são perturbadas pela presença de um obstáculo e pela varia 
çao da profundidade". A sua formulação ainda se restringe a on-
das lineares harmônicas, sendo o fluido incompressível, o mo-
vimento irrotacional e não havendo dissipação de energia devido 
à rebentação ou fricção em algum contorno sólido. 
A nova formulação se dá a partir de três e-
quaçoes básicas: 
Equação de um potencial tridimensional <P(x,y,z) 
V2<P = O 
A condição de superfície livre linearizada 
3<), _ w
2 
<P2 = O em z = O 
dZ g 
A condição no fundo variável 
M. + 3<P ah + a;p ah = 0 em z = -h(x,y) 
az ax ax ay ay 
com x,y coordenadas horizontais 
z = coordenada vertical 
<P(x,y,z) potencial tridimensional 




-iwt A parcela de tempo é dada por e sendo 
assim uma função conhecida. BETTE$S e ZIENKIEWICZ (2~, assim 
18 
como BERKHOFF (61, ao contrário da maioria dos autores (3 45 
iwt 48), tomam esta parcela como e . Uma diferença que resul-
ta desta ambiguidade é o sinal nas equações (II.9) e (II.10) r~ 
lativas à superfície livre. No mais os resultados são os mesmos. 
O problema transiente é reduzido a um pro-
blema estacionário no qual deseja-se calcular a função$. Intro 
<luzindo uma série de parâmetros adimensionais, BERKHOFF (6) faz 
uma aproximação, que permite integrar na direção vertical, redu 
zindo o problema até então tridimensional, a um problema bidimen 
sional. As condições (II .22) e (II .23) são satisfeitas implicit~ 
mente no desenvolvimento matemático, restando ainda satisfazer a 
equação de dispersão (II.20). Uma função hiperbólica Zé obtida 
neste processo. 
Z (z) cosh(K(h(x,y) + z)) 
cosh(Kh(x,y)) 
(II. 24) 
A função Z está escrita como tendo apenas u 
ma variável independente z, pois a função h(x,y) e um dado do 
problema. Em outras palavras, a variação do potencial (em um po~ 
to (x,y)) ao longo de um eixo vertical é dada por Z(z). Isto so 
é válido em problemas com obstáculos com seçao constante ao lon 
goda profundidade. Desta forma a incógnita do problema f e sep~ 
rada em duas funções, sendo uma conhecida. 
$(x,y,z) = $(x,y) Z(z) (II. 25) 
A função bidimensional$ é chamada de potencial total reduzido, 
e é a solução da equação de Berkhoff dada abaixo: 
w2Cg V• (CCgV$) - -C-$ = O (II.26) 
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As celeridades têm suas equaçoes fornecidas a seguir: 
Celeridade C 
w c = K 
sendo K calculado em (II.20) 
Celeridade de grupo Cg 
Cg c = -(1 + 
2 




A equaçao de Berkhoff (II.26) é aplicável a 
problemas de difração e refração de ondas, tanto em "águas pro-
fundas" como em "águas rasas". Para comprovar esta afirmação, 






Esta pode ser usada como uma maneira alternativa de calcular o 
numero da onda (2). Observa-se em (II.29) que K será muito pe-
queno. Isto permite aproximar a tangente hiperbólica em (II.20) 
pelo seu argumento obtendo 
(II.30) 
Substitui-se (II.30) em (II.27) e aproxima-se Cg pelo mesmo cri 
tério. 
c2 "gh 
Cg " C 
(II.31) 
Colocando-se as aproximações (II.31) na equaçao de Berkhoff es-
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ta se degenera na equaçao de aguas rasas ("shallow water equa-
tion") dada em (II.32). 
2 
[lJ 
17• (h17cp) + cjl = O 
g 
(II.32) 
Em um caso de profundidade constante, gene-
rico, C e Cg sao constantes. A equaçao (II.26) se reduz a uma 
equaçao de Helmholtz (eq. (II.33)). 
(II.33) 
Este novo problema tem apenas duas condi-
çoes de contorno a serem satisfeitas: a condição no obstáculo 
(II.12) e a condição de Sommerfeld (II,36) que é escrita em ter 
mos apenas do potencial difratado reduzido. Observando que a 
função Z em (II. 24) é a mesma dada em (II .16), o potencial 1nc1 
dente reduzido é dado por 
<PI (x,y) = A eiK(x cos y + y sen y) (II. 34) 
Em regiões de profundidade constante e válida a separaçao 
(II. 35) 
A condição de Sommerfeld pode ser escrita em termos do potenci-





A condição no obstáculo e simplesmente 




Desta forma o problema resume-se em resolver 
a equaçao di6e4encial pa4cial a coe6iciente~ va4iâvei~ dada por 
Berkhoff (II. 26), satisfazendo à equação da dispersão (II. 20) e 
as condiç6es de contorno (II.36) e (II.37). Calculada a solução 
desta equaçao, a solução do problema de refração e difração de 
ondas e 







III.l - FORMULAÇÃO VARIACIONAL 
O Método dos Elementos Finitos (MEF) permi-
te obter as matrizes de elementos através de uma formulação 
variacional. Os coeficientes destas matrizes surgem esponta-
neamente a partir da extremi:zação de um funcional aproximado. 
No próximo capítulo será visto o cálculo das mesmas. 
O Método de Rayleigh-Ritz é um método apro-
ximado para se resolver uma equação diferencial. Para sua a-
plicação é necessário se construir um funcional que tenha co-
mo equaçao de Eule~-Lag~ange, a equação diferencial que rege 
o problema. Variando-se o funcional, ou seja tornando-o esta-
cionário, está se resolvendo a equação de Euler-Lagrange. Se 
o funcional é aproximado segundo uma determinada técnica, a 
equaçao diferencial terá uma solução também aproximada. Esta 
técnica será enfocada no capítulo IV. Deve-se ter em mente 
que o problema de Teoria do Potencial aqui estudado, não tem 
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nenhum princípio de trabalho ou energia por trás dele. Desta 
forma o funcional, ao se tornar estacionário para uma certa fun 
ção, não está necessariamente sendo minimizado como acontece no 
Princípio da Energia Potencial Total em Mecânica dos Sólidos 
(3~). Mas provando-se que o operador diferencial é auto-adjun-
to, positivo definido, garante-se que o funcional será minimiza 
do. Estas considerações no entanto estão além dos objetivos des 
te trabalho. 
A equaçao diferencial parcial linear com 
coeficientes variáveis dada por BERKHOFF (6, 7) para o problema 
de refração e difração de ondas está referenciada pela equaçao 
(II.26) e é aqui novamente indicada. 
Cg w2 
ll•(C Cg 17 cp) + <P o (III .1) 
e 
O domínio do problema sera dividido, por conveniência, segundo 
a figura (III.l). 
Fazendo uma breve recordação de cálculo 
(Xz 
riacional, seja o funcional II tal que II= 1 F(x,y,y') dx. 
!x 
primeira variação o(l)II sendo nula, após um terto número de 




o(l)II rz [ ôF - --ª- ~ J oy dx = o (III.2) 
Jxl ay dx 3y' 
sendo oy uma pequena variação admissível, arbitrária, dada ã so 
lução do problema (a função y(x)). Para que li seja máximo ou 
mínimo·- , o valor de oy deve ser tal que a integral li, dada a-





h = cte. 
REGIÃO COM PROFUNDIDADE 1 r > 
...n.
1 
• DOMÍNIO INTERNO - região de l)ro,undidade variável 
..rl.r • DOMÍN 10 EXTERNO - região de profundi-dade constante 
ro • :[ í';, • CONTORNO DOS OBSTÁCULOS (n • 1 , um O-batóc:uio) 
rc • CONTORNO INTERMEDIÁRIO 
rco • CONTORNO FICTÍCIO { matematicamente eatá no infinito) 
Figura I Ili, 1 l • DOMÍNIO DE APLICAÇÃO 00 PROBLEMA OE REFRAÇÃO E DIFRAÇÃO D·E ONDAS 
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Mas 6y calculado em um x qualquer poderá assumir um valor± B, 
onde B e um valor pequeno. Por conseguinte a condição de esta-
cionariedaãe (III.2) só será satisfeita se o termo entre colche 
tes for nulo : 
aF d ap 
= o (III. 3) 
ay dx ay' 
Esta é a equaçao de Euler-Lagrange para funcionais idênticos 
a rr (9, 10). Pelas mesmas referências pode-se verificar que um 
funcional do tipo 
fx, fy) dxdy , 
onde f = f(x,y) e fx, fy sao as derivadas parciais em x e y res 






A equaçao diferencial de Berkhoff está es-
crita em termos de~= ~(x,y) e V~, ou melhor, em~, ~x e ~y. O 
integrando F será do tipo F = F(~,~x,~y), ou seja, análogo ao 
indicado acima. Antes de montar o funcional seria providencial 
lembrar que o potencial total~ pode ser expresso segundo uma 
separação de variáveis (6, 7). 
-iwt 
~ (x, y, z , t) = ~ (x, y) Z ( z) e (III. 5) 
A função Z (z) já é conhecida .e ~(x, y) , o potencial total redu 
zido, é a incógnita do problema. O domínio do problema, no caso 
mais geral, está separado em duas partes: uma interna ílI, regi-
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ao onde se dá o fenômeno da refração e difração, e outra exter 
na ílE que vai da fronteira com íll até o infinito. 
O funcional a ser montado deverá satisfazer 
a equaçao diferencial em ambos os domínios. Existem então duas 
condições de contorno a serem levadas em conta. A primeira se 
refere à condição de permeabilidade do obstáculo, que é dada 
por: 
. w ia-<j) em ro (III.6) 
e 
onde a= coeficiente de permeabilidade, que varia de O a 1 
tomo <j)n é a velocidade na direção normal aro (aos obstáculos), 
a= O implica em <j)n = O o que significa que o obstáculo é impe~ 
meável. Há uma reflexão total da onda ao incidir sobre o mesmo. 
Se O< a< 1 existirá um fluxo através do obstáculo (<j)n + O) 
que sera tido como permeável. A segunda condição é a condição 







Seja rr um funcional válido para o domínio íl 
indicado na figura (III.l): 
onde 
IT = r r F(<j),<j)x,<j)y) dxdy + 
J J íl 
íl ílI + ílE 
i, G(<Pl 
J r o 
dro (III. 8) 
G(<j>) = uma função a ser integrada no contorno ro, onde de 
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ve ser satisfeita a condição (III.6). 
Mais adiante ficará evidente a necessidade do acoplamento ao 
funcional II da integral em ro e como a condição (III. 7) será 
satisfeita. 
Dois tipos de problemas serao estudados: um 
em que nao existam variações de profundidade e outro em que es-
tas variações ocorram proporcionando o fenômeno da refração. Em 
cada caso um funcional semelhante a (III.8) será construído e 
verificado. 
III.1.1 - P~oblema eom P~o6undidade Con~tante 
Inicialmente será feita uma análise para o 
caso particular em que não existem variações de profundidade. 
Isto S:implifíca o estudo, uma vez que desaparecerá o contorno 
intermediário rc que divide as regiões de fundo variável e fun 
do constante (figura (III .2)). Em regiões de fundo constante o 
potencial reduzido total pode ser separado em duas parcelas, u 
ma devido ã onda incidente e outra devido ã difratada, com 
Nestas condições de fundo nao se dará o fenômeno da refração. 
O potencial incidente ~I, por hipótese, deve ser uma solução 
da equação diferencial de Berkhoff, quaisquer que sejam as con 
<lições de contorno do problema. A equação (III.l) sendo linear 
permite fazer uso do princípio de superposição de efeitos. Fi-
ca claro que neste contexto a resolução do problema com apenas 
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obstáculo 
h = cte. 
1 1 
-1~- ----L. 
/ . ' 
// 1 1 " 
/ 1 1 \\ 
/ 1 1 \ 
1 · ~/./ JL 1 
1 ~b,ocu1o J 
1 /// 1 
1 r / 
\ 1 o / 
\ I Ç 
\ / 
' / ' / '- .,,. -----
Figuro (Ili· 2) • DOMÍNIO DE APLICAÇÃO DO PROBLEMA DE DIFRAÇÃO DE ONDAS 
~D é perfeitamente vâlida. Calculado o potencial difratado e e 
fetuando-se a sorna deste com o potencial incidente em todo o do 
rnínio, obtern-se o potencial reduzido total~-
Abaixo estâ indicado um funcional complexo 
TI, que supostamente atende ao problema segundo os critérios de 
Rayleigh-Ritz. 
r r 1 D D 
2 2 
TI = -(CCg(V~ ·V~) - ~ ~D) dx dy + 
J J íl 2 e 
+ t C Cg (~~) ~D d ro (III.10) 
J ro 
O funcional representarâ adequadamente o problema delineado se, 
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feita sua primeira variação, for resolvida a equaçao diferenci-
al satisfazendo as condições de contorno estipuladas, o que se-
ra verificado a seguir. 
Para facilitar o manuseio das próximas equ~ 
çoes, o potencial difratado (a incógnita deste problema) sera 
denotado apenas por <j,, abdicando-se do índice "D". 
Seja o(l)rr a primeira variação do funcional 
comp 1 exo rr: 
o (l) rr = \ [ (C Cg(<j,xocpx + cpyocpy) -
J J íl 
+ ~ 
J ro 
e cg cp 1 ocpdro n 
2 
~ cpocp) dx dy + 
e 
(III.11) 
No primeiro termo da integral dupla existem variações das deri-
vadas parciais do potencial difratado. Integrando este termo 
por partes (a primeira parcela em x e a segunda em y), restarão 
apenas variações ocp, 





(C Cg<j,x) ocpdxdy + 
[ (C Cg<j,y)nyo<j, J dr - r r 3~ (C Cg<j,y) o<j,dxdy 
J J íl 
(III.12) 
onde r representa o contorno total do domínio íl, ou seja, 




A expressao (III.12) pode ser condensada na forma 
r r C Cg (cj,xéicj,x + cj,yéiq,y) dxdy = 
JJ 0, 







A integral de contorno em r 00 desaparece pois existe urna condi-
çao complementar à dada em (III.7) que diz que 
cj,D + o 
1 
ílcj,D 1 conforme o raio r tende a 00 + o 
1 ar ) 
D D 
sendo que para distâncias grandes cj,r se confunde com cj,n. 
Voltando a variação do funcional em (III.11), pode-se escrever, 
éi(l)Il - r r [v • (CCgv'cj,) + 
2 
1 li cj, ~ cj, dx dy + 
e J J J 
0, 
+ t Íccgq,n1oq,dro + t [e Cgcj,~ J éicj,df o (III.15) L J J Jro ro 
A condição de extremização do funcional Jl e dada por 
o (III .16) 
Tanto em Q como em ro éicj, é pequeno e arbitrário. De acordo com 
a Teoria do Cálculo Variacional sao as seguintes as equaçoes que 
garantirão a estacionariedade de rr: 
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Em íl (Equação de Euler-Lagrange) 
2 
~ <PD o (III.17) 
e 
que e a equaçao de Berkhoff que governa o problema. Neste caso 
C e Cg são constantes e esta equação (III.17) se reduz a uma 
equação de Helmholtz. 
Em ro 
D I 
C Cg cpn + C Cg cp = o n ou ainda 
~+ 
a <PI 
= M = o (III .18) 
an :ln an 
que e a condição de impermeabilidade dos obstáculos limitados 
por ro. Esta condição é um caso particular (a= O) da enunciada 
em (III.6). Neste trabalho não houve preocupação de se levar em 
conta casos com obstáculos permeáveis, em face dos exemplos es-
tudados terem apenas corpos impermeáveis. 
Falta satisfazer a condição de Sommerfeld 
(III.7), que será imposta de formas distintas dependendo da fi-
losofia adotada para simular o "contorno no infinito". 
Duas técnicas serao vistas: 
(a) Truncamento da malha de elementos finitos com a imposi-
ção de uma condição aproximada neste contorno "finito". 
(b) Acoplamento de elementos finitos com elementos infini-
tos, que além de discretizar a região infinita irão sa-
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tis fazer a condição (III. 7). 
No caso (a) deve-se escolher uma distância 
para truncar a malha, tal que a condição de Sommerfeld seja a-
proximadamente satisfeita. O decaimento da parcela entre parên-
teses em (III.7) deve ser mais rápido que o crescimento de lr-:-
A grandes distâncias da origem pode se tomar a respectiva pare~ 
la como sendo aproximadamente nula, indicado que a derivada ra-
dial de~ começa a se confundir com~. a menos de uma constante. 








~ " o (III .19) 
em rT, chamado de contorno de truncamento. Na equaçao (III.13) 
o contorno foo será trocado pelo rT, devido ao truncamento de 
um domínio inicialmente infinito. A parcela integrada em rT não 
sumirá como ocorria com foo na passagem de (III.12) para (III . 
. 14), sendo então indicada abaixo 
(III. 20) 
~n irá se confundir com ~r quanto mais longe estiver rr. Isto 
tem grande importância quanto à eficiência da aproximação. Uma 
vez que a derivada normal consiga ser confundida com a radial, 
basta subtrair do funcional Il a parcela (III. 21) , para em fT 
ficar caracterizada a condição desejada. 




Extremizando rr, com a nova parcela em fT, surgirá de (III.20) e 
(III.21) a condição 
t C Cg [ H_ 
an J r,. 
(III .22) 
sendo ó$ arbitrário ao longo de fT obtem-se a condição aproxim~ 
da de Sommerfeld, 
(III. 23) 
satisfeita em fJ. Com isto o funcional rr retrata fielmente a e-
quação diferencial e as condições de contorno do problema, qua~ 
do o domínio infinito for truncado. 
A condição aproximada (III.23) tem no senti 
do físico, a propriedade de não deixar que ondas difratadas, a-
fastando-se da região de perturbação (região dos obstáculos), 
reflitam sobre fT voltando a incidir em ro. Alguns autores (29) 
dão a (III.21) o nome de termo de AMORTECIMENTO, apesar de nao 
estar explicitamente ligado a um parâmetro de velocidade. (As 
derivadas cartesianas do potencial é que são termos de velocida 
de). Vale a pena ressaltar a analogia da equação (III.23) com 
(III.6) para a= 1. (permeabilidade total do obstáculo). Em ou-
tras palavras a condição em fT indica uma total permeabilidade 
ao longo do mesmo, para a onda difratada. 
Na expressão seguinte o funcional rr para es 
te caso é dado por completo. 
rr r r 
J J 
íl 
1 D D - e e e g (17 $ • 17 $ ) -
2 
2 
$D )dx dy e Cg $ 1 $D dro -
n 





Note-se que da integral em íl surgirao parcelas em roe fT para 
compor as condições de contorno do problema. 
No caso (b), no qual se fará uso de elemen-
tos infinitos, o funcional rr não se altera com respeito ao dado 
em (III.10) uma vez que as próprias funções de interpolação dos 
elementos infinitos irão satisfazer completamente a condição de 
Sommerfeld. Isto ficará claro quando da apresentação do método 
numérico. 
III.1.2 - P~ablema com Va~laçia de P~a6undldade 
Tendo em vista a possibilidade de existir 
uma região com profundidade variável, um novo estudo se faz ne 
.cessário para a montagem de funcional capaz de representar o 
novo problema. A figura (III.l) apresenta um domínio íl compos-
to por duas regiões ílI e ílE, especificadas no início deste ca-
pítulo. Fica também caracterizado o contorno rc entre ambas. 
BETTESS e ZIENKIEWICZ (17) sugerem o segui~ 
te funcional complexo: 
rr = r r 
J ) 
íl 
1 -(C Cg (17</> •17</>) -
2 
onde íl = ílI + ílE 
2 
~ e 
<P e o potencial total 
2 
<P ) dxdy -







Analogamente ao problema de fundo constante, segue a verifica-
ção quanto à adequação do funcional rr acima. Reescrevendo a ex 
pressao (III. 25) , obtem-se 





fg <J, 2)dx dy- t ~ (iwCg)<J, 2dro 
J ro 
(III.26) 
Fazendo uso de cálculo integral elementar separa-se íl em dois 
domínios de integração ílI e ílE e introduzindo a notação rr = 
= ITI + ITE, seguem: 
r r 
2 
IT I = lcc e c<P 2 + <j,2) w fg<P2)dx dy - t ~(iwCg)<J, 2dro 2 g X y 
) ) J 
ílI ro (III.27a) 
r r f cc cg C<P~ + <j, 2) 
2 
ITE = - w fg<P2)dx dy (III.27b) y 
J J 
ílE 
onde ITI = funcional para o domínio interno composto por 
íl I , ro e rc 
ITE funci anal para o domínio externo composto por 
ílE, rc e roo 
A primeira variação de rr é igual a 
(III. 28) 
Por questões de facilidade de manuseio será feita uma separaçao 
dos dois termos a direita na equação (III.28). Resulta da pri-
meira variação de ~I. 




a (iwCg) </l oqidfo (III. 29) 
Para que o funcional fique em termos apenas de o</), sera necessa 
rio fazer duas integrações por partes, urna em x e outra em y, 
para eliminar o</)x e o</)y da integral em QI. Esta passagem sera 
omitida, por se tratar de urna integral muito semelhante à ex-
pressa em (III.12). A equação (III.29) é então substituída por: 
- ~ a.(iwCg)</lo</ldfo 
1 ro 
(III.30) 
No domínio interno C e Cg nao sao constantes pois as celerida-
des variam com a profundidade. O contorno interno rI é dado 
por 
rr = ro + rc (III .31) 
Trabalhando agora com,,o funcional externo 
JlE (III. 27b), tem-se que 
IlE = r 1 ~ [e ( </l ! + 
J ) 
QE 
+ </l ) dxdy D 2] 
(III.32) 
~ I D onde </l foi substituido por </l = </l + </) , pois em se tratando de 
profundidade constante o potencial total é dado pela soma do p~ 
tencial incidente com o potencial difratado. Este funcional ex-
terno pode ser simplificado. Como se conhece o potencial inci-
dente qi 1 e suas derivadas, ao se variar rrE com relação a qi na 
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verdade faz-se uma variação com respeito a cj,D. Desde já, então, 
eliminam-se as parcelas quadráticas em cj,I. 
r r 
2 
2 <PI D 
Dz Iz 
+ Zcj,Icj,D + IIE = l[cc (<PI + + <P + <D 2 g X X X X ·y y y 
JJ ílE 
2 _ w2Cg 2 + Zcj,Icj,D + cj,Dz)] + <P D ) ( cj, I dxdy y e 
Mas separando IIE em duas integrais, 













o segundo termo de IIE pode ser reescrito na forma 
29 TERt\10 a I D ] +a (cj, cj, )) dxdy -
y y . . 
- JI [ccg(<P!x<PD + <P~Y<PD) + wz~g <PI<PD] dxdy 
ílE 
a I D l + ~c<P <P )) dxdy -









A segunda integral tem o termo entre colchetes nulo. Deve se fa 
zer notar que estando em uma região de profundidade constante 
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CCg nao e mais variável e assim nao e diferenciável. Observa-se 
I então que sendo~ , por imposição das hipóteses formuladoras do 
problema, uma das soluções da equação (III.l), realmente o ter-
mo indicado acima e nulo e consequentemente a integral e nula. 
O 29 termo reduz-se à primeira integral apenas. 
Seja o teorema de Green dado por 
+ (Pdx + Qdy) 
J 
r 
; r r e~ 
JJ ax 
íl 
Aplicando o teorema em (III.36) 
29 TERMJ ; J CCg(~~~Ddy 
J r 
-ªE) dxdy 
ay (III. 37) 
(III. 38) 
O contorno rE do domínio externo ílE pode ser escrito como 
fE; fc + foo (III. 39) 
Substituindo a equaçao (III.38) em (III.34) obtem-se uma expre~ 
são para ITE, em função apenas do potencial difratado como é de 
se esperar para um funcional aplicável a uma região de fundo 
constante. 
f f 
1 2 2 w2Cg D21 ITE ; [ccg e~~ + ~D ) ~ j dxdy + 2 y e J J 
ílE 
r l 
+ J [ I Dd ~I~Ddx\ (III.40) ~X~- y -
J y J 
fE 
Da mesma maneira que se variou ITI pode se variar JIE. A primeira 
integral e análoga à primeira integral em ITI , a menos do índice 
D. Assim, evitando-se fazer novamente as integrações por partes, 
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escreve-se por analogia a (III.15). 
(III.41) 
Substituindo (III.30) e (III.41) em (III.28) e aplicando a con-
dição de estacionaridade ó(lln = O obtem-se 
ó(lln = ó(l)TII + ó(l)TIE = -[[ [v·(CCgVcp) 
J J 
+ ~ CCg(cpn)ócpdfI 
JrI 
ílI 
- ~ a(iwCg)cpócpdro -
Jro 
2 
- [ [ lv. ( CCgV cp D)+ ~cp Dl ó cp dxdy + 
; ; ~ e ~ 
ílE 
I l D r Í. Dl D 
- cpydx ócp + t 1cCgcpnJº'P dfc = O 
J ; rE L 
(III ,42) 
Em roo ocpD é assumido como nulo, já que o potencial difratado e:ic_ 
tremizante e qualquer outro admissível tendem a zero. Matemati-
D camente ócp é dado por 
(III.43) 
onde ;D é o potencial difratado admissível (não torna TI estacio 
nârio, mas preenche as condições de contorno do problema). Se 
cpD + o em r 00, assim como cpD' então 
ócpD + O em roo (III. 44) 
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Por meio de (III.44) pode-se eliminar, nas integ~ais em rE, as 
parcelas em foo. 
Em ílI e em rI = ro + rc, o~ é pequeno e ar-
D bitrário, assim como o~ em ílE e rc. Segundo a teoria de Cálcu-
lo Variacional pode-se escrever as seguintes equaçoes decorren-
tes de o(l)rr = o. 
Na região interna: 
.EM ílI 
2 
í7•CCgí7~ + ~~ = o (III .45) 
e 
EM ro 
CCg~n - iawCg~ = o 
(III.46) 
que e a condição (III.6) já apresentada. No presente trabalho 
serao considerado.s apenas obstáculos impermeáveis, ou seja, com 
a = O. 
Na reg1ao externa: 
EM ílE 
D 2c D í7•CCgí7~ + ~ ~ = O (III.47) 
e 
No contorno intermediário rc 
Existem três integrais ao longo de rc, uma 
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dependendo de 6~ e duas de 6~D. Deve-se compatibilizá-las de m~ 
ne1ra a extrair uma Única equação. Admitindo que rc já esteja 
sobre uma faixa de fundo constante, por menor que seja, faz-se 
a seguinte simplificação: 
em rc 
Mas o potencial inéidente nao admite variações por ser conheci-
do (o~I = O). Assim em rc vale a identidade 
o~ = 6~D (III .48) 
Para variações arbitrárias, mas nao independentes entre s1, de 
tanto ~ como 
J CCg~ drc 
Jrc n 
ou ainda 
J ~ drc 




Esta condição retrata a compatibilidade do fluxo normal através 
de rc. O lado esquerdo da equação indica o fluxo que sai de rc, 
a partir do domínio interno ílI. Já o lado direito representa o 
fluxo que sai do domínio externo ílE. Em outras palavras, esta 
seria uma condição de conservação de massa fluida passando no 
contorno intermediário, pois o que "entra" através de rc deve 
ser igual ao que "sai". Observando a figura abaixo, este signi-






Figura (Ili· 3) a CONVENÇÃO PARA A DIREÇÃO NORMAL A Íc , EM .íl.E 
A primeira integral da equaçao (III.49b) terá corno derivadas 
normais positivas aquelas no sentido "para fora" de ílI, ou se-
ja, apontando de ílI para ílE, normal a rc. 
Para um melhor entendimento da segunda in-
tegral, uma certa manipulação matemática se faz necessária. Na 
figura (III.3) está indicado um par de vetores normal e tangen-
te ao contorno rc, nos sentidos positivos com respeito a ílE. O 
vetor tangente unitário pode ser dado por: 
~T = (cosa, sena) (III. 50) 
O cálculo diferencial permite escrever que 
43 
dx = ax dn + ax dt 3n at 
dy = li dn + li dt 3n 3t (III.51) 
Substituindo na integral em questão fornece 
J [e/> I ( 3x dn + 3x dt) q,I cb: dn + b'. dt)] -
Jrc Y 3n 3t X 3n 3t 
(III. 52) 
Esta pode ser reescrita como 
J [(cj>I3x _ cj>I3y)dn + (cj>I 3x - cj>I--ª-2'_)dt] 
J y3n x3n y3t x3t 
(III.53) 
rc 
Ao longo de rc a coordenada n nao varia (dn = O) e dt = are. 
A integral se reduz a: 
(III.54) 
De acordo com a geometria da figura (III.3) 
= cosa 3t [ºX 
j--ª-2'. 
coordenadas do vetor tangente a rc 
= sena 3t 
\ 
Assim 
f [cj>tcosa - cj>~sena]arc 
rc 
O vetor normal unitário pode ser dado por 
u 
N 




Substituindo na integral, (III.55) torna-se mais simples e 
(III.57) 







rc rc rc 
O sinal negativo do lado direito está de acordo com as conven-
ções adotadas, já que as normais calculadas em ílI e em ílE tem 
sentidos contrários. 
Nos próximos capítulos sera visto que esta 
propriedade resulta em um termo de carga. 
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e A p r Tu Lo IV 
M:ÉTODO NUM:ÉRICO 
IV .1 - INTRODUÇÃO 
Este capítulo apresenta com mais detalhe o 
método de Rayleigh-Ritz para solução aproximada da equação di-
ferencial (III.l), permitindo ainda uma visão geral da aplica-
ção do Método dos Elementos Finitos (MEF). 
No caso mais geral, o domínio do problema 
é dividido em dois subdomínios ílI e ílE, os quais serão discre-
tizados separadamente. Como na formulação variacional esta se-
paraçao já foi levada em conta, surgiu uma integral de contor-
no que retrata a compatibilização de fluxos entre o domínio in 
terno e o externo (equação (III.49)). 
O domínio de fundo variável ílI (interno) é 
dividido em regiões nas quais a solução da equação diferencial 
e as condições de contorno são modeladas segundo um critério. 
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Elemento Finito (EF) é o nome dado a cada uma destas regiões. 
Esta é uma maneira bastante simples e intuitiva de encarar os 
EF sem o seu caracter estrutural. Uma série de textos (11 7 13), 
no entanto, apresentam os conceitos clássicos de EF, hoje em 
dia bastante difundidos. 
O outro domínio também será dividido em re-
giões, soque semi-infinitas, nas quais a modelagem segue um cri 
tério distinto ao de íll. Estas se chamarão Elementos Infinitos 
(EI) e constituem o objetivo principal deste trabalho. 
O Método de Rayleigh-Ritz consiste em apro-
ximar as funções admissíveis de um funcional por um conjunto de 




Assim em vez de se descobrir qual a função que extremizará o 
funcional, desconhece-se apenas um número finito n de coefici-
entes a .. Em linguagem matemática isto equivale a escolher uma 
l 
base p. num espaço de dimensão finita n (14,15). Cada elemento 
l 
terá uma base atuando em seu domínio, sendo a solução numérica, 
gerada por uma combinação linear dos elementos da base. Calcu-
lando os valores destes parãmetros a., tem-se um polinômio que 
l 
é solução aproximada da equação diferencial, dentro de cada re 
gião. 
Esta nao e a Única maneira possível para 
se estudar numericamente o problema. O Método dos Resíduos Pon 
derados seria uma alternativa. 
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IV. 2 - ESCOLHA E APRESENTAÇÃO DO .'ELEMENTO FINITD 
A escolha de um EF em um determinado probl~ 
ma se faz de maneira a satisfazer de forma equilibrada, os cri-
térios para modelagem tanto das possíveis geometrias como das~ 
lução do problema. Seja então um obstáculo qualquer no qual in-
cide uma onda com características conhecidas. A região íl (figu-
ra IV.l) é escolhida, em termos ilustrativos, para sofrer uma 
discretização por EF. Dividindo-a em pequenas regiões (figura 
IV.2), fica caracterizada a geometria de cada elemento ílm, den-
_n_ 
Figura {IV· 1 l " OOMÍN 10 DO PROBLEMA 
Figura (IV· 21 = DISCRETIZAÇÃO DO DOMÍNIO Sl.. 
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tro da qual se arbitrará um "perfil" para a solução (no caso de 
polinômios estes podem ser Lagrangeanos, Serendipity, Hermitia-
nos, etc ... ) 
Para um obstáculo com uma forma curva qual-
quer entende-se ter uma boa aproximação da geometria usando-se 
EF que interpolem (aproximem) as coordenadas com polinômios do 
segundo grau. Sendo o potencial da onda de Airy uma função se-
noidal, pode-se modelar uma fração do comprimento da onda tam-
bém por um polinômio do segundo grau. Esta fração,no entanto, 
deve no máximo ser de À/3. Além deste valor não se conseguem 
boas aproximações. 
A suficiência do uso de um EF isoparamétri-
co quadrático fica patente. Isoparamétrico no sentido de que 
coordenadas e potencial são interpolados pelo mesmo conjunto de 
funções, e quadrático indicando polinômios do segundo grau. De 
acordo com a teoria já conhecida para elementos isoparamétri-
cos ( 11, 1.J, 16), este é mapeado das coordenadas globais (x, y) 
para as coordenadas naturais (locais) (i;, n) usando-se uma ma-
triz Jacobiana. Esta pode ser montada pela regra da cadeia, 
pois 
o d OX + --ª--- -ª-2'.. 
oi; OX oi; ay o Í; 
a = d ax + --ª--- -ª-2'.. 
an ax an ay an 
que arnanjado em forma matricial dá 
í a T 
1 ~ 1 
1 3 1 
1-1 
L OT] J 
Í ílx -ª.1. l 
= 1 ~ ílE; 1 
1 ílx 3v 1 
1 :.-L 1 
L OT] OT] J 
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í 3 1 
1 ax 1 
1 3 1 
1 1 
L ay J 
(IV. 2) 
A matriz de ordem 2 e a matriz Jacobiana J, de transformação do 
- ~ sistema global para o natural. O sistema natural, que nao e car 
tesiano, tem as seguintes características: 
(i) As coordenadas E; e ri assumem valores ,1.0 
intervalo [-1, 1]. 
(ii) Um EF com uma forma distorcida no sistema gl~ 
balé sempre mapeado como um quadrado de lado 
igual a 2, no sistema natural (figura IV.3). 
Na figura (IV.3) encontra-se esboçado um EF 
quadrilátero, do tipo a ser utilizado nesta formulação. Os três 
nós ao longo de cada face garantem a unicidade da curva do se-
gundo grau ali definida. As funções de interpolação são todas 
escritas em coordenadas naturais, mas há derivadas cartesianas 
presentes na formulação. Assim será necessária uma "volta" para 
o sistema global. Isto será feito através da inversa da matriz 
Jacobiana. Além de quadrada, esta deverá ser regular, para que 
-1 
a inversa J exista. Assegura-se uma matriz quadrada pelo sim-
ples fato dos dois sistemas de coordenadas serem bidimensionais. 
Um contra-exemplo seria um elemento de barra isoparamétrico, p~ 
ra estudo de pórticos espaciais. A regularidade (det J f O) fi-
ca garantida desde que o EF não seja inconvenientemente distor-
cido, como nos exemplos da figura (IV.4). E necessário haver u-












8(-1,0) 1 4(1,0) 





t-- --- t----~1----,,.. ~ 
~ ! 
i_ 
(xi, yi) = coordenado global do nó 
de numeração local i 
1(-1,-1) 2(0,·tl 3( 1, -ll 
1. 2. · · · e = n' do nó para efeito 
de controle loco! 
Figuro I IV· 3) • MAPEAMENTO DE UM EF SERENOIPITY QUADRÁTICO 
7 
2 
.................. _ 3 
a} NãO cruzar os lados 
dos elementos 
7 
<X ) 180° 
b) Todos os ângulos interiores 
devem ser menores. que 180º 
Figura {IV,4)= EF MAL CON-FlGURAOO 
7 6 5 
N1 = l em 1 
N1 = O em 2,3.···,8 
Figuro {IV· 5) • FUNÇÃO DE FORMA 00 NÓ 
5 1 
Pré-multiplicando a equaçao (IV.2), em am-
-1 b os os lados, por J , 
í ~ 1 í 21 
-1 I 3E; 1 1 3x 1 
J 1 1 ~1 1 (IV. 3) 
1 3 1 1 3 1 
L ;-;;- J L ay J 
obtém-se uma fórmula para transformar derivadas naturais nas 
derivadas cartesianas equivalentes. Mais adiante será dado o cál 
culo numérico da matriz Jacobiana e sua inversa. 
A escolha das funções de forma (ou funções 
de interpolação) Ni(E;,n) é uma tarefa das mais importantes. O 
perfil da solução aproximada do problema, dentro dos limites do 
EF, será determinado a partir destas funções. A prática revela 
que na categoria dos EF isoparamétricos quadráticos, os da famí 
lia Serendipity primam pela sua simplicidade e eficiência, na 
programaçao e nos resultados. O nome Serendipity se deve ao fa-
to das funções de forma desta família não terem uma fórmula ge-
ral de construção, como acontece com a Lagrangeana. Um EF Seren 
dipity requer 8 nós enquanto que o Lagrangeano necessita de 9 
nos. 
Qualquer que seja a família adotada, as se-
guintes condições devem ser satisfeitas: 
(i) Ni deve valer UM no seu nó de referência (nó i) e ZERO 
em todos os demais. Cada nó tem uma função de forma a 
ele referenciada. 
(ii) Ter uma variação parabólica bem definida ao longo do ele 
mento. 
Na figura (IV.5) e dado um esboço da função 
Ni. 
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As coordenadas cartesianas de um ponto P in 
terior ao EF e localizado por um par de coordenadas naturais 
(F;p, np), sao 
8 
xp = l: Ni(F;p, np) Xl 
i=l 
8 
yp = l: Ni (F;p, np) y1 
i=l 
onde (xi, yi) é localização 
global do nó i 
(IV. 4) 




l: Ni(F;p, np) <Pi 
i=l 
(IV. 5) 
onde <Pi é o potencial no nó i, também chamado de parâmetro no-
dal. Este parâmetro nodal, ao contrário dos problemas usuais, e 
um numero complexo. O tratamento dado, em termos de programa-
ção, será vis to no apêndice. 
Os polinômios quadráticos Ni, listados nas 
referências e 13) e 16) , entre outras, estão listados abaixo: 






) /4 + Tl -
NZ(F;, Tl) = (1 - Tl - sz + s 2n)/Z 
N3(F;, Tl ) = (-1 - sn + sz + Tl 2 s 2n + sn
2
)/4 




)/2 = - Tl 
+ sz 2 2 + sn 2)/4 
(IV.6) 
NS(i;, Tl) = e -1 + sn + Tl + s Tl 
N6 Cs. Tl) = (1 + Tl - sz - t; 2n)/2 
N7 CC Tl ) e -1 s Tl + E; 2 2 + s 2n 2 - + Tl - sn )/4 
NS CC Tl ) (1 ç 2 + t;r/)/2 = - - Tl 
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Os parâmetros nodais q,i, indicados em (IV.5), 
constituem os elementos do vetor soluçâo do sistema de equaçoes 
lineares, a ser resolvido. Uma vez obtidos seus valores, o po-
tencial pode ser calculado, dentro de qualquer EF, pela respec-
tiva equação (IV.5) do elemento. 
Seja um caso particular em que para um ele-
mento se obteve 
q, = q, 
8 (IV. 7) 
e consequentemente todos os nos tem o mesmo valor q, (conhecido). 
A interpolação em um ponto P qualquer deve resultar em 
q, = q, p (IV.8) 
Isto é intuitivo, já que numa região EQUIPOTENCIAL todos os po~ 
tos tem o mesmo potencial. O EF formulado deve estar preparado 
para representar este estado, mesmo que dificilmente ele venha 
a ocorrer. Pelas equaçoes (IV.5) e (IV.8) 
8 
1J = l: Niq,i 
i=l 





A Única forma de satisfazer (IV.9), resulta em uma propriedade 






Um EF munido desta propriedade sera capaz 
de representar, quando necessário, o estado acima sugerido. As 
funções listadas em (IV.6) satisfazem plenamente (IV.10). Esta 
propriedade (IV.10) é conhecida como condição de completidade 
(13). Em problemas clássicos que trabalham com deslocamentos, 
esta condição reflete a capacidade do elemento assimilar um des 
locamento de corpo rígido sem se deformar, o que fisicamente es 
tá correto. 
IV.3 - APLICAÇÃO DO ELEMENTO rINITO AO PROBLEMA DE DIFRAÇÃO E 
REFRAÇÃO DE ONDAS 
zam EF: 
Os três tipos de problemas formulados utili 
(i) malha de EF truncada, fazendo uso de uma condição 
de não reflexão de ondas. 
(ii) malha de EF acoplada a EI para estudo da difração. 
(iii) malha de EF acoplada a EI para estudo da difração 
e refração. 
Nos dois primeiros casos a profundidade e tida como constante. 
Os EF terão como parâmetro nodal apenas o potencial difratado. 
Em (iii) este parâmetro é o potencial total. Isto no entanto 
não afetará a equaçao que dá a matriz dos coeficientes. No de-
correr deste item, esta afirmação tornar-se-á evidente. 
O caso (i) é tomado como base para a aplic~ 
çao do método numérico. Ao se dividir um domínio íl em vários su~ 
domínios ílm, que são os EF, o funcional rr dado em (III.24) po-
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de ser reescrito corno 
onde 
M 
Il = Z Ilrn 
rn=l 
Me o numero total de subdomínios ílrn 
Ilrn e o funcional integrado em cada ílrn 
(IV.11) 
Aproximando-se a função admissível (j)D, em cada ílrn, pela corres-
pondente equaçao (IV.5), obtern-se um funcional rrª aproximado de 
- D -pendente de NTNO pararnetros (j)., co~ NTNO indicando o numero to 
l 
tal de nós presentes em Zílrn. ílrn deve ser pequena suficiente pa-
ra que a expansão polinomial dada por (IV.5) aproxime a solução 
do problema. Por outro lado deverá também ser "grande" de rnanel:_ 
ra a não discretizar exageradamente o domínio estudado, evitan-
do-se manipular sistemas com um grande numero de equações. Um 
ponto médio de equilíbrio é de extrema importância no aspecto 
computacional. 
Reescrevendo (IV.11) para rrª 
M 
rrª = z rrª 
rn 
rn= 1 















LiK( ,: Ni(j) .) J - J rn 
j=l 














ílm = domínio do EF de numero m 
8 D 
(I:N.<jl.) 
j=l J J m 
D 
= As funções Nj e os parâmetros <Pj que pertencem ao 
elemento m. Nem todos os elementos precisam ter as 
mesmas funções N .. 
J 
rm = Contorno do elemento monde sera aplicada a condi 
T 
ção de radiação. 
rm = Contorno do elemento m em contato com os obstâcu-
o 
los cr o) 
O problema foi reduzido ao de extremizar um 
funcional rrª em termos de um número finito (NTNO) de parâmetros 
(<P~). Igualando a zero cada equação obtida na variação de rrª 
J 
- - D d com relaçao a um parametro <Pj , monta-se um sistema e equaçoes 
lineares complexas. A variação em relação a um parâmetro nodal 
que pertença a apenas algumas regiões ílm (por exemplo m = a, b 
(figura (IV.6))), implica na eliminação das parcelas relativas 
às outras ílm (m r a, b). Isto é devido ao fato de que os para-
metros nodais são independentes entre si, ou seja, ao ser feita 
uma variação com respeito a um deles, deve-se considerar os ou-
tros constantes. A extremização de rrª com respeito a <P~ 
<P~ localizado em e, figura (IV.6), pode ser expressa por 
+ = o 




- o parâmetro localizado em ® 
é o Único que pertence apenas 
.D.g 
o _ílo e ..Cl.b 
Figuro {IV· 6) • INFLUÊNCIA ENTRE NÓS 
Para uma malha genérica de EF, seja a extre 
mização de (IV.llb) com respeito a um ~I qualquer, onde o Índi-
ce I (maiúsculo) indica o numero global (no sistema) do parame-

















{ff [ccg,: (VlJ.•VN.)~. 
r, l J J .om . 1 J= 
CCg (iK) [ 
8 i ,: N. N.~ ·J dr T + 
l J J 
j =l m 
CCg r~IN l 




,: N.N.~.J dxdy -
l J J 
j =l m 
(IV.13) 
com M indicando o numero de elementos que contem ~i (local)++~I 
(global). Em (IV.13) aplicou-se a comutatividade entre os oper~ 
dores ,: e í/. Fazendo o mesmo para ,: e as integrais vem 
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M 8 
l: { l: 
m=l j =l 
rlf J (CCg ('lN. • 'lN.) 
ílm 1 J 
2 
- ~ ) d d N.N. x y -e i J 
r l 
<I> (CCg iK (N.N.)) dr TJ <I> J} = 
J m l J 
rT m 
M 
r f I l = l: <I> CCg L<j,nNiJ dr 
J m o m=l r m 
o 
(IV.14) 
Os parâmetros <j,J' por estarem com um Índice maiúsculo (global), 
indicam as colunas, na equação I, de cada parcela ( ) por e-
m 
les multiplicada. Para cada EF, existem 8 parâmetros <j,J' que p~ 
dem ou não ser somados a parâmetros <j,J dos (M - 1) elementos res 
tantes. Este seria o caso do parâmetro localizado em 8 no exem-
plo ilustrativo dado na figura (IV.6). A equação acima dá uma 
idéia quanto à configuração do sistema global de equaçoes, que 
na forma matricial é dado por 
K <I> F (IV.15) 
A matriz K é a matriz dos coeficientes, <j, o vetor das inc6gni-
tas e F o vetor dos termos independentes ou vetor de carga, de 
um sistema de equaçoes COMPLEXAS. 
As integrais de contorno r; so serao compu-
tadas se o EF m estiver em contato com a fronteira mais externa, 
ou seja, se tiver n6s ao longo de r 1 . Seus valores sao computa-
dos convenientemente na matriz dos coeficientes. Estes termos a 
dicionais levam o nome de coeficientes de amortecimento hidrodi 
nâmico. 
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As integrais de contorno rm também so serao 
o 
calculadas para elementos adjacentes aos obstáculos. Seus valo-
res, no entanto, vão para o vetor de carga. 
A matriz dos coeficientes (MC) deste EF se 
ra composta por três parcelas: 
MC = RH w2 MH - iK AH (IV.16) 
sendo a Última complexa. A matriz global K sera montada a par-
tir do "espalhamento" dos coeficientes da MC de cada elemento. 
Em termos de programação é mais fácil montar inicialmente estas 
matrizes para depois montar o sistema principal. Isto equivale 
a calcular todas as integrais referentes a um mesmo ílm, para d~ 
pois alocar corretamente nas equações do tipo (IV.14), que con-









J J [ccg 1 \lN. • \lN. j dxdy 
ílm l J 
Jf 
ílm 




sao os coeficientes das matrizes em (IV.16). PORTELA (1) atri-
buiu nomes de maneira a caracterizar fisicamente cada parcela. 
RH = matriz de Rigidez Hidrodinâmica (relaciona as velo 
cidades em um ponto i com a de um ponto j) 
MH matriz de Massa Hidrodinâmica (este nome se origina 
da ligação com a frequência angular w) 
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AH= matriz de Amortecimento Hidrodinâmico (é incorpo 
rada apenas em casos de truncamento de malha) 
A matriz de Amortecimento pode ser tomada como os coeficientes 
de um elemento quadrático unidimensional (elemento de radiação) 
disposto em rT, que evita a reflexão das ondas difratadas. 
A parcela que irá para o vetor de carga F 
se encontra a direita do sinal de igual em (IV.14) 
M 
r r I 1 
FI = - l: <P CCg L<P N. 
Jm 
dr 




Este termo nao precisa ser armazenado por elemento podendo ser 
colocado diretamente na posição Ido vetor F. Este termo e com-
plexo devido a presença de <j,~. 
As integrais em (IV.17a,b,c) e (IV.18) devem 
sofrer uma transformação de coordenadas em virtude de seus inte-
grandos serem função das coordenadas naturais. As integrais du-
plas sofrerão transformações diferentes das integrais de cantor 
no. O cálculo numérico de cada uma destas integrais é apresenta-
do nos sub-itens seguintes. 
IV.3.1 - Integ~ação Numê~ica da~ Mat~ze~ de Rigidez e Ma~~a 
Hid~odinâmica 
Quando se faz um programa de EF, costuma-se 
fazer a montagem da matriz de cada elemento, para em seguida, 
fazendo uso da técnica de armazenamento a ser adotada, espalhar 
seus coeficientes no sistema global. 
Tanto-a matriz RH como MH sao calculadas 
por integrais duplas. Juntando as duas em uma única integral, 




= J J [CCg (-1 __l_ + 
ílm élx élx 
élN. élN. 






As funções Ni e Nj sao polinômios em se n. Suas derivadas car-
tesianas são obtidas através de (IV.3). Inicialmente deve-se es 
timar a matriz Jacobiana para proceder ao cálculo de sua inver-
sao. 
Os termos da matriz Jacobiana em (IV.2) po~ 
dem ser aproximados de acordo com (IV.4). Assim 
8 








[xi yi J (IV. 20) 
Esta matriz é de ordem 2 (x,y + s,n). Obtem-se a inversa pelo 
processo da adjunta (17). O determinante de J também é utiliza-
do na transformação de coordenadas (IV.21), dada pelo cálculo 
diferencial. 
dxdy = IJI dsdn (IV. 21) 
Nota-se que IJI, segundo a aproximação (IV.20), resulta em um 
N- N. 
polinômio em se n, assim como a: e él; . 
Os elementos isoparamétricos quadráticos tem, 
como característica principal, o poder de serem distorcidos com 
62 
a liberdade, quase que total, de assumir quaisquer curvas do se 
gundo grau. A cada configuração geométrica, um diferente Jaca-
biano é gerado. Uma malha irregular implica em uma série de EF 
com diferentes transformações de mapeamento (x,y + s,n). A Úni-
ca forma de automatizar o cálculo da integral se faz por um me-
todo numérico de integração. A quadratura de Gauss, amplamente 
utilizada no MEF (13), será adotada. Nesta, o integrando é cal-
culado em uma série de pontos pré~estipulados, sendo multiplic~ 
do pelo respectivo peso, obtidos em tabelas para cada ordem de 
integração. O número de pontos indica a ordem arbitrada. A qua-
dratura de Gauss integra de maneira exata, com n pontos, um po-
linômio de grau Zn-1. Assim as integrais duplas serão substitui 
das por somatórios: um para a direção se outro para .n. Reescr~ 
vendo (IV.19) utilizando (IV.21) e os conceitos acima vem: 
NINI' NINT 







Ni(sr, ns)Nj(sr,ns)][J[ PESO(r) PESO(s)} (IV.22) 
onde NINT = ordem de integração 
(sr,ns) = pontos de integração 
PESO(r) = peso para o ponto sr 
PESO(s) = peso para o ponto ns 
JJ[ = e o determinante da matriz Jacobiana a ser cal 
culado em (~r, ns) 
Algumas observações devem ser realçadas: 
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(i) A quadratura de Gauss ou integração de Gauss-Legendre e 
especialmente formulada para domínios definidos em 
[-1, l]. 
(ii) Em se tratando de uma região de fundo constante os par~ 
2 
metros CCg e w ~g nao variam de elemento para elemento. 
Na programação isto deve ser levado em conta. 
No início do item (IV.3) foram enunciados 
três tipos de problemas. O caso (i), em que a malha de EF é trun 
cada, foi desenvolvido integralmente. O caso (ii) é muito pare-
cido. Em se tratando de um problema de difração, o funcional a 
ser utilizado (eq. (III.10)) apresenta como única diferença a~ 
liminação da integral no contorno rT. Elementos Infinitos serão 
formulados e acoplados aos EF simplesmente fazendo aproximações 
adequadas em algumas das .subregiões ílm. Estes elementos serão 
estudados no item (IV.4). Os EF, por sua vez, são exatamente i-
guais aos do caso (i), tendo então seus coeficientes dados por 
(IV.22). 
No caso (iii) o fundo do meio fluido apre~ 
senta variações na região íll, implicando no fenômeno de refra-
ção. A onda incidente fica sujeita a certas mudanças ao entrar 
na região onde se dão estas variações de profundidade. O numero 
da onda K, calculado pela equação de dispersão (IV.23a), terá 
seu valor alterado, de forma discreta, de acordo com cada profu~ 
didade h dada no programa. Sejam as seguintes equações: 
w2 = Kg tanh (Kh) 
CCg 
1 (iJ 2 









Os parâmetros CCg e w2Cg/C, que dependem de K eh, também vari-
am. Esta seria a primeira diferença deste EF para o apresentado 
em (i) e (ii). Na programaçâo CCg e w2Cg/C serâo calculados di-
retamente nos pontos de integraçâo, devendo a profundidade h, 
que é dada por nó, ser interpolada nestes pontos. A resoluçâo 
de (IV.23a) para este h se dá por Newton-Raphson, conforme indi 
cado no capítulo II. Este é o procedimento correto de sensibill 
zar um elemento bi-dimensional para variações de profundidade. 
O parâmetro nodal neste caso nao poderá ser 
apenas o potencial difratado. ~ imperativo trabalhar-se com o 
potencial total. Isto está explícito no funcional ITI para o do-
mínio interno ílI, indicado pela equaçâo (III. 27a). No caso (i) 
todo o domínio íl foi discretizado com EF. Aqui apenas o domínio 
íll terá EF. Nâo há motivos para discretizar o potencial total, 
dentro de um EF, com uma expressão diferente da utilizada para 




onde~- e o potencial total em cada no 1. 
1 
(IV.24) 
Eliminando-se em (III.27a) a integral de co~ 
torno, em face dos obstáculos serem impermeáveis, e aplicando 
(IV.24) o processo de extremizaçâo em termos de um~- qualquer, 
1 
levará a uma expressâo idêntica a (IV.19), para os coeficientes 
da matriz dos elementos. O funcional aproximado é dado em 
(IV.25). 
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MF 8 2 2 8 2 
Il Ia = l: {l_JJ [CCg(V l: N. cp.) ) -~( l: N.cp.) ]dxdy} 
2 ílm J J m e J J m=l j =l j=l 
(IV.25) 
onde MF numero de EF 
A integração numérica será feita por Gauss-
-Legendre, possibilitando assim a utilização de (IV.22). 
O funcional IlE para a região externa ílE, 
sera tratado de uma forma diferente, devido ao emprego de EI. 
O contorno rc (figura (III.l)) determinará 
a interface entre EF e EI. Num problema com refração haverá a 
necessidade de se efetuar uma compatibilização de parâmetros no 





Figuro (IV. 7) = CONTORNO INTERMEDIÁRIO Íc 
Admitindo que 1, 2, ... ' 8 sejam os numeras globais dos nos, as 




onde os K .. sao coeficientes provenientes dos elementos infini-lJ 
tos, que trabalham com o potencial difratado ~D por estarem de-
finidos em ílE. Um artifício extremamente simples consiste em CQ 
locar a interface rc de tal maneira que ílI contenha uma faixa 
de profundidade constante, permitindo que nos nós mais externos 
da Última camada de EF o potencial total seja separado em inci-
dente e difratado. No exemplo da figura (IV.7) isto implica em 
I D 
~2 = ~2 + ~ 2 (IV.27) 
I D 
~ = 3 ~3 + ~ 3 










I = 1 + 2 + 3 





I (IV. 28b) = + + 3 21 1 2 
----------------------------





I = 1 + + 2 3 
Em termos de programaçao estes procedimentos se tornam mais sim 
ples ainda. Para obtenção dos termos (K .. + K .. ) nada precisa 
lJ lJ 
ser feito pois será consequência natural do espalhamento das ma 
trizes de EF e EI. Deve-se apenas ter cuidado com o controle de 
quais incógnitas são potenciais difratados e quais são potenci-
ais totais. Já as parcelas (IV.28b) podem ser obtidas ao final 
da montagem da matriz de cada EF com um lado em rc. 
IV. 3. 2 - I n:te.911.a.ç_âo Numê11.ic.a. da. Ma.:t11.iz de. Ama11.:te.c.ime.n:to 
Hidll.o dúiâmi e.o 
O cálculo desta matriz somente se fará ne-
cessário em EF com um de seus lados sobre o contorno r 1 (figura 
(IV.8)) · A numeração destes elementos deve seguir a convenção 
da figura (IV.8). Assim sabe-se que para este tipo de caso os 3 
primeiros nós estão sobre r 1 , ou seja n9 lado n = -1. A integral 
em (IV.17c) poderá ser efetuada em~. sendo que os nós (i = 4, 
5, 6, 7, 8) não contribuirão pois 





Figura I IV ·8 l • CONTORNO OE TRUNCAMENTO 1T 
Nove coeficientes comporao uma matriz 3 x 3, 
fazendo com que alguns autores (1, 18) a classifiquem como a ma 
triz de um elemento unidimensional quadrático, tido como "elemen 
to de radiação". 
A integral (IV.17c) é extremamente simples, 
necessitando apenas uma transformação de dr 1 pada d~, caracteri-
zada como uma mudança de escala. Seja a figura (IV.9) 
dy LX dx 





dx ax dE: ax dn = + a E: an 
(IV. 31) 
dy = lr. di; + lr. dn a E: an 





definindo uma transformação de coordenadas T. Esta pode ser cal 
culada numericamente de forma análoga ao que foi visto para a 
primeira linha da matriz Jacobiana em (IV.20). Assim 
T (C -1) 
com 
[ 















Em seguida procede-se a integração numérica 
de Gauss-Legendre para a direção E:, obtendo-se a fórmula dos coe 
ficientes da matriz de amortecimento. 
NINI' 
AH .. = E 
lJ 
1 
-1) J TQ; r' -1) PESO(r) 
m r=l 
(IV.34) 
sendo NINT a ordem de integração adotada. 
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IV.3.3 - Pa~c.ela de Ca~ga Vev~do a Impe~meab~l~dade do6 
O b6 tiic.ul 06 
Analogamente ao ocorrido para o amortecimen 
to, só será feito o c6mputo da integral para EF com nós sobre ro. 
A convenção para o ordenamento dos nós do EF e feita de acordo 
com a figura (IV.8). Desta forma os nos 5, 6 e 7 estarão sobre 
fo, e a integral (IV.35) sera em t, mas com n = +l. 
dro (IV.35) 
m 
FI indica a contribuição de carga do elemento m na equaçao I. 
No integrando existe uma derivada normal do 
potencial incidente. A equaçao deste potencial é conhecida. Mas 
como sera feita uma integração numérica, é necessário calcular 
cj,I em cada ponto de integração. Isto pode ser feito por etapas: n 
(i) Cálculo da derivada normal nos nós 5, 6 e 7 de um ele-
mento. Seja a equaçao do potencial incidente 
i (Kx cos y + Ky sin y) 
cj,I = _ igH e 
2w 
(IV. 36a) 
as derivadas cartesianas podem ser prontamente calcula-
das, nos nós indicados, e aplicadas na equaçao (IV.36a) 
I 
cpn = (IV.36b) 
onde nx e ny sao as coordenadas ou cossenos diretores do 
vetor normal unitário em cada nó de rm. A convenção tra-
o 
dicional indica que a normal é positiva para fora do do-
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mínio em estudo. Consequentemente o vetor normal em um 
no será perpendicular ar~ e seu sentido será para fora 
de nm, ou seja, para dentro do obstáculo. 
(ii) Cálculo da derivada normal no ponto de integração. A eta 
pa (i) é realizada três vezes, uma para cada nó em r~. 
Foram obtidas três derivadas normais do potencial inci-
I I I 
dente, que podem ser chamadas de~ 5, ~ 6 e~ 7. S per-n n n 
feitamente lícito se interpolar estas derivadas da mesma 
D forma que os parâmetros nodais~ . Para qualquer ponto 
ao longo de rm (lado n = + 1) , o 
-1 7 I 
~n = l: N. (i; , +l) ~ i (IV. 37) l p n 
i=S 
Um outro caminho que poderia ser adotados~ 
ria calcular diretamente~~ nos pontos de integração. Para tal 
bastaria calcular (IV.36b) com 
7 




YP = l: N. ( i; , 1) yi l p 
i=S 
No entanto a parcela harmônica em (IV.36a) se transformaria em 
i(K xp cos y + K yp siny) 
e 
onde xp e yp sao polinômios quadráticos em i;. A integração analf 
tica de cossenos e senos com argumentos quadráticos, da forma 
descrita, é por vezes impossível. 
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A transformação de coordenadas e análoga ao 




= T (~. +l) d~ (IV. 39) 
Integrando numericamente (IV.35), fazendo uso de (IV.37) e 
(III.39), obtem-se os coeficientes da parcela de -carga. 
NINT 
FI = - l: 
r=l m 
(IV. 40) 
Este termo de carga se presta aos casos (i) 
e (ii) indicados no início do item (IV.3). 
IV. 4 - APLICAÇÃO DE ELEMENTOS INFINITOS À DI SCRETI ZAÇÃO DE 
MEIOS INFINITOS 
IV.4.1 - Intnodução 
Na formulação matemática de certos modelos 
físicos é muitas vezes conveniente assumir que o domínio do pr~ 
blema se estende ao infinito. Nos Últimos anos, o estudo deste 
tipo de problema pelo MEF tem se dado por diferentes técnicas, 
cada qual com suas vantagens e desvantagens. As mais importan-
tes são o simples truncamento da malha (19,20), o uso de solu-
ções analíticas para as regiões distantes ("far-field solution") 
(6, 7, 21, 22), o Método dos Elementos de Contorno (23,24), além 
dos Elementos Infinitos (25-27). 
Uma das características comuns aos EF e que 
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uma q uan tidàde é sempre integrada num domínio finito; no caso 
dos isoparamétricos o intervalo é [-1, 1}. Aparentemente não há 
razao para que esta integral não se dê em um domínio aberto,se a 
quantidade integrada se mantiver limitada. Assim um EI guarda-
ra em sua concepçao uma certa semelhança com os EF. Sua filoso-
fia e basicamente a mesma, a menos do processo de interpolação, 
que agora tanto para as coordenadas como para os parâmetros no-
dais, será feito ao longo de uma região semi-infinita. Em cada 
elemento será estipulada uma origem a partir da qual o elemento 
se estende ao infinito, em pelo menos uma de suas direções. E-
xistem elementos (2~. infinitos em duas direções. Este tipo po-
de ser facilmente implementado uma vez que se domina o elemento 
na forma aqui apresentada. Um exemplo de EI é dado na figura 
(IV.10). 
Um dos grandes atrativos na utilização de 
EI reside no fato de que podem ser prontamente incorporados a 
qualquer programa de EF, além do que não destroem a simetria nem 




+I o • 
~ o • • 
®--®---o--
-1 • • 
o 2 30 
• nó 
O ponto de referência 
Figuro {IV, 10) = EI LAGRANGEANO QUADRÁTICO 
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Existem vários EI na literatura, para dife-
rentes tipos de problemas. Todos apresentam qualidades e limita 
ções. O elemento a ser desenvolvido neste trabalho tem o mérito 
de trazer consigo a maior parte das vantagens, sendo assim um 
novo e eficiente EI. De maneira a evidenciar seus pontos favorá 
veis, será dado um pequeno histórico da evolução dos EI, alguns 
com aplicação à difração e refração de ondas. 
IV.4.2 - Pequeno Hi6tÕ~ieo do6 Elemento6 In6inito6 
O EI introduzido por BETTESS (25), foi cone~ 
bido com a intenção de modelar o domfnio infinito de um proble-
ma periódico, a partir de uma certa distância da origem de onde 
já se tenha uma noção quanto à forma da solução do problema. Es 
te elemento, no entanto, só pode ser usado nos casos em que a 
função a ser integrada é limitada. Bettess então acoplou às tra 
dicionais funções de interpolação de elementos isoparamétricos 
um termo de decaimento. De acordo com o problema em questão uti-
lizam-se decaimentos do tipo 1/r ou decaimentos exponenciais. 
Com isso a integral imprópria assume um valor finito. 
Bettess apresentou a teoria, que seria apli-
cada a problemas dinâmicos (periódicos) ainda em 1977. No entan-
to o primeiro trabalho, já levando em conta o nome elemento infi-
nito pertence a UNGLESS (1973) (28 ). , 
BETTESS e ZIENKIEWICZ (29) desenvolveram um 
EI paramétrico quadrático Langrangeano para aplicar ao problema 
de refração e difração de ondas (figura (IV.10)). O elemento tem 
3 pontos de referência em cada direção natural, nos quais asco-
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ordenadas globais (x,y)são especificadas. Para a construção de 
uma representação paramétrica os terceiros pontos de referência 
da direção s são colocados a uma distância grande mas finita. 
Valores arbitrários sao dados a s 1 , sz e s 3 . Bettess e Zien-
kiewicz optaram por 0,2 e 30 respectivamente. Isto e feito de 
maneira que a matriz Jacobiana de transformação de coordenadas 
seja estimada através de pontos "longe" da origem. Segue-se en-
tão a uma mudança de escala em s, de maneira que comprimentos 
nesta direção estejam na escala global, possibilitando a "cali-
bração" das funções de decaimento. Seja s, a nova coordenada na 
direção(, dada na figura (IV.11) 
-
• dx • 
• • 




A transformação a ser obtida e análoga a (IV.32a), podendo-se es 
crever 
ds = T ds (IV.41) 
De maneira a evitar uma dominância das parcelas ligadas a s 3 = 
= 30,toma-se uma média T da transformação T. No novo sistemas, 
os pontos de referência ficam dados por 
com 
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s = T /; 
T = 




As funções de interpolação de parâmetros, para a direção s, tem 
a seguinte expressao geral 
p (s) e 
-s/1 iKs 
e 
onde p(s) = polinômio de Lagrange em s 
L = comprimento de decaimento L 
K = número da onda 
A justificativa de (IV.43) é bastante simples: 
(IV.43) 
(i) o termo polinomial p(s) di o poder de variação para 
s finito. 
-s/1 (ii) o termo exponencial de decaimento e faz com que a 
função interpolada amorteça, para grandes valores de 
s. O comprimento de decaimento L, a ser ajustado em 
cada problema estudado, dia severidade do decaimento. 
Deve-se notar que com este termo a função de forma sa 
tisfaz a condição de Sommerfeld. 
(iii) o termo harmônico complexo faz com que a função interp~ 
lada tenha uma forma senoidal semelhante ao tipo bisico 
de um potencial de onda. S oportuno lembrar a identida-
de de Euler. 
iks e = cos Ks + i sen Ks (IV.44) 






que e o comprimento da onda incidente. Desta forma a on 
da difratada em regiões distantes da perturbação, tem 
um comprimento semelhante ao da onda incidente. 
Este elemento possui 9 nos, sendo que 3 es-
tão "localizados no infinito" (figura (IV .10)). Como o potenci-
al difratado é nulo nestes nós, estes são supérfluos pois ova-
lor do parâmetro nodal é prescrito e igual a zero. O decaimento 
da função de forma garante esta prescrição. A função de forma 
referente a um nó i, onde on-ésimo nó está no infinito, e 
n-1 




O Último termo, um produtório, é a fórmula geral de um polinõ-
mio de Lagrange p(s). Para problemas onde for necessário compu-
tar os nós no infinito, a função de forma destes nós, para adi 







Esta e uma maneira bastante interessante de definir estas fun-
çoes pois além de ser mantida a propriedade 
Nn + 1 s + 00 
Nn = o nos outros nos 
n 
obtem-se ,: Ns. = 1 l (IV.48) 
i=l 
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As funções de forma finais sao obtidas mul-
tiplicando-se convenientemente as funções de cada direção umas 
pelas outras. Utilizando o esquema da figura (IV.12) determinam 
, "l 
., 
7 8 9 
4 5 6 
. s 
1 2 3 
Figura ( IV.12) • MONTAGEM OAS FUNÇÕES DE FORMA DO EI LAGRANGE ANO 
-se as funções de forma Mi(s, n) por 
(IV.49) 
Aplica-se o teste da completidade dado em (IV.10) 
9 




Nni são as funções de forma tradicionais para n E: [-1, 1] 
3 3 









Este elemento pode reproduzir um estado equipotencial virtual. 
Dentro da presente teoria o Único estado equipotencial possível 
seria com um potencial nulo. Outros não podem ser configurados 
devido a presença do decaimento, mas a característica acima mo~ 
tra que matematicamente pode-se incorporá-lo, com poucas mudan-
ças. A integração numérica apresentada em (29) se faz através 
de uma fórmula modificada de Newton-Cotes. Como alternativa po-
de-se utilizar o esquema de Gauss-Laguerre, especialmente form~ 
lado e otimizado para do~Ínios infinitos. As abscissas e pesos 
de integração são dados por RABINOWITZ e WEISS (30) para um ma-
ximo de 32 pontos. Os resultados obtidos foram considerados ap~ 
nas razoáveis. O cálculo do decaimento L será omitido para que 
possa ser enunciado juntamente com o EI formulado neste traba-
lho. 
Uma série de EI foram surgindo na literatu-
ra, cada qual apresentando uma novidade, em decorrência da apli 
caçao a ser feita. BEER e MEEK (31) apresentam um elemento para 
métrico com duas grandes novidades: 
(i) A geometria do elemento é mapeada em uma de suas dire-
ções com funções com singularidades em~= +l. Estas 
funções podem ser expressas por 
N. (s) 
N- (0 = -=-1 -
. l (1-0 
(IV.52) 
sendo Ni uma função de interpolação qualquer. Observa-se 
que quando~+ 1, Ni + 00 • Assim o elemento, em sua forma 
mapeada (em coordenadas naturais), fica definido como um 
elemento finito. 
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(ii) As incógnitas sao discretizadas somente ao longo do la-
do finito do elemento. Isto é uma grande vantagem pois 
o elemento não introduzirá novas equações no sistema 
global. 
O decaimento é do tipo 1/r e o problema é estático, ao contrá-
rio do elemento em (29). Isto representa uma grande facilidade 
em termos de formulação e programação. O domínio sendo mapeado 
para uma configuração finita, permite o uso da integral numéri-
ca de Gauss-Legendre. 
Outro EI com decaimento 1/r é apresentado 
por LYNN e HADID (32). O elemento é extremamente simples, é es-
tático, mas sendo setorial (sua geometria é um setor circular) 
permite a integração analítica de seus coeficientes, em coorde-
nadas polares. 
CHOW e SMITII (33) propuseram um EI, semelh~ 
te ao de Bettess e Zienkiewicz, fazendo uso de funções de inter 
polação Serendipity que tem se mostrado mais populares que as 
Lagrangeanas. A utilização da família Serendipity decorre de um 
segundo trabalho de Bettess (26) para EI. As funções para a dir!c_ 
ção infinita são dadas diretamente em~- O problema é periódico 
e um fator L/~i é utilizado no lugar do tradicional comprimento 
de decaimento L. Este fator evita o cálculo do L mas implica em 
uma estimativa arbitrária de L/i;i. Os resultados, no entanto, 
sao pouco sensíveis a este valor. A integração numérica é feita 
através de Newton-Cotes modificado (29), com pequenas modifica-
ções quanto aos pontos de integração. 
BURAGOHAIN e AGRAWAL (34) apresentam um ele 
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menta setorial como o de Lynn e Hadid mas com duas diferenças: 
i) o elemento tem decaimento exponencial 
ii) o elemento é periódico (exponencial complexo) 
t dada urna fórmula trivial para o cálculo do comprimento de de-
caimento L, baseada em critérios de energia, corno será visto a-
diante. A maioria das integrais são resolvidas analiticamente, 
sendo as restantes calculadas por Simpson. Nestas são utiliza-
dos aproximadamente 20 pontos por comprimento de onda. 
Para finalizar, recentemente ZIENKIEWICZ et al 
(35) apresentaram um elemento muito parecido com o de BEER e 
MEEK (31), com a diferença de ser realmente isoparamétrico. Urna 
extensão deste e dada em (36) sendo que agora o problema é peri 
ódico e o elemento retorna à condição de paramétrico. Problemas 
fte refração e difração de ondas foram estudados e os resultados 
são da mesma qualidade que em (29). As integrações são feitas 
tomando-se cuidados especiais. 
IV.4.3 - Te.-0;/;e. de. Can-0.ütê.nc.{a da EI 
Um novo EF, ao ser formulado, além de preen-
cher certos requerimentos, deve passar por testes que comprovem 
a convergência da solução com o refinamento da malha. O método 
do "PATCH-TEST", enunciado primeiramente por IRONS ( 11), surgiu 
para testar EF, inclusive os não-conformes. Co1~ EI o patch-test 
nao e aplicável já que o refinamento de uma malha não necessaria 
mente leva a um "estado constante" no EI, podendo ainda fornecer 
resultados sem o menor significado físico. BETTESS et al (37) d~ 
senvolverarn uma maneira de verificar se um EI se presta a resol-
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ver determinado tipo de problema. O teste se resume em estudar 
as aproximações para a direção infinita. Assim constroi-se uma 
equação diferencial ordinária (uma variável independente) com 
as mesmas características da equação original. Deve-se notar 
que será feito um modelo unidimensional análogo ao bidimensio-
nal. O método dos EI é então introduzido, para resolver a nova 
equação, fazendo-se uma análise crítica da solução numérica. 
Quanto aos requerimentos referidos acima, 
MEDINA (38) estabeleceu que, dada uma equação de equilíbrio com 
derivadas de ordem até p, um elemento: 
• 
i) é COMPATfVEL com respeito a outro elemento adjacente se, 
na interface comum, as incógnitas sao expandidas com as 
mesmas funções, sendo contínuas até a ordem p-1. 
ii) é COMPLETO quando as funções de forma são contínuas e sua 
ves ao longo do elemento, conforme o tamanho do elemento 
tende para zero (no limite). 
iii) infinito é LIMITADO quando todas as derivadas das funções 
de forma, até a ordem p, desaparecem no infinito. 
iv) infinito em propagação de ondas, deve satisfazer a condi-
ção de Sommerfeld. 
Na prática as condições i) e ii) nao preci-
sam ser satisfeitas, em especial ii) não se presta a EI. A precl 
sao na direção infinita só pode ser melhorada se forem selecion~ 
das funções de forma mais realísticas, ou acrescentar-se mais 
nos. Se um EI é compatível com respeito a um EF adjacente, então 
o EI é dito CONSISTENTE. 
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A seguir, por meio de um exemplo numérico, 
será apresentado integralmente o teste de consistência, mostra~ 
do sua importância na análise crítica de alguns aspectos, como 
por exemplo a matriz Jacobiana. 
Seja a equação diferencial 
(IV.53) 
que tem como solução cp (x) = e -x eikx (IV.54) 
Assumindo x s{o, 00), as condições de contorno do problema (IV . 
. 53) são 
cp (o) = (iK - 1) 
X 
(IV.SSa) 
x+oo x+oo (IV.SSb) 
O problema está definido. E montado um funcional de maneira a 
resolver a equaçao (IV.53) pelo Método de Rayleigh-Ritz. 
00 
li = { !
0 
[cp~ + (iK - l)cp 2J dx + (iK (IV.56) 
O termo calculado em (x = O) é colocado no funcional de forma a ser satis 
feita a condição natural (IV.SSa). 
Um EI paramétrico de 2 nos e utilizado para 
discretizar o problema (figura (IV.13)). 
~1 ·-1 ~ 2 a+ J 
~ 1 .~2 .. coordenadas naturais 
~.x x I • x 2 = coordenados globais 
XI= 0 X2 
Figuro ( IV· 13) a El UNIDIMENSIONAL ( TESTE ) 
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As funções de forma para interpolar as coordenadas sao 
f,) / 2 
(IV.57) 









A transformação de coordenadas, dada pela matriz Jacobiana (a-
qui de ordem 1 + um escalar), e dx = Jdf,, com 
dx 
df, 




Estando ciente de·que o aumento de nos de 
um EI nao necessariamente leva a melhores resultados, pode-se 
' fazer uso de apenas um no para os parâmetros. O elemento apre-
sentado por BETTESS e ZIENKIEWICZ (29) tem nós e pontos de refe 
rência com localizações distintas. Isto elimina, em parte, qua! 
quer dúvida que possa surgir com respeito ao uso de um numero 
de pontos de referência maior do que o número de nós. Os pontos 
de referência tem como função Única e exclusiva a de definir u-












dM1 = dl'\ dE; = d~\ J- l = 




Substituindo (IV.61) e (IV.62a,b,c) em (IV.56) surge um funcio-
nal aproximado 
Variando com relação a ~l 
00 dM 2 





Extremizando rr , lembrando que M1 (-l) = 1, obtem-se um sistema 
com uma equaçao. 
2 
+ (iK-1)] M1 }JdE; {~ 1 } = - (iK-1) (IV .65) 
Desta equaçao obtem-se o valor de ~l' determinando assim a solu 
ção numérica dada por (IV.61). Atribuindo às coordenadas globais 
os valores 
(IV .66) 
Obtem-se para o Jacobiano 
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X2 - xl 
IJI = 0,2 (IV.67) 
2 
e para $ 1 
tjll = 
2(iK-l) (iK-1/L) 
5 (iK-1/L) 2 + O,Z(iK-1) 2 
(IV .68) 
Comparando a solução analítica (IV.54) com a função de forma 
(IV.62a) torna-se evidente que a opçao mais adequada para ova 
lorde L é a unidade. Fazendo L = 1 em (IV.68) vem 
ou ainda para 
tjll = 
Z[iK-1] 2 = 
5, 2 [iK-1] 2 
2 
5 , 2 
L = 5 lq, 1 i = 0,4249 
L = 10 lq, 1 1 = 0,4291 
= 0,3846 f 1 (IV .69) 
onde 1$ 11 é o m6dulo de q, 1 , que e complexo. Aparentemente nao 
há um L que faça q, 1 ~ 1 ou lq, 1 1 ~ 1. 
Seja o mesmo problema, simplesmente mudand~ 
-se a posição do segundo no, que. tem apenas uma função geométrl 
ca, ou seja, de auxiliar no processo de mapeamento. Tomando 
x
2 
= 2, 0 (IV. 70) 
o Jacobiano passa a valer 
J = = 1 (IV. 71) 
Isto indica que as coordenadas ~ex estão na mesma escala, ap~ 
nas com uma defasagem entre suas origens. Resolvendo a equação 
(IV.65) 
q,l = ( (iK-1/L) 
2 (iK-1) 
(iK-1) -l 
+ 2(iK-l/L)) (IV. 72) 
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Fazendo L = 1 em (IV.72) obtem-se 
$
1 
= cCiK-1) + CiK-1)) - 1 = 1 
Z(iK-1) 
que e a solução exata em (x = O). 
(IV.73) 




Pela figura (IV.13) observa-se que x = ~+l, mostrando que neste 
caso particular a solução numérica se confunde com a analítica. 
Para o presente trabalho ainda foram feitos 
outros testes nos quais ou foi aumentado o número de nós do EI 
ou acoplou-se um EF ao EI. Estes testes forneceram duas conclu-
sões das mais importantes na formulação de um EI paramétrico: 
a) Um elemento paramétrico qualquer não precisa ter o mesmo 
número de nós para a definição da geometria que para de-
finição dos parâmetros nodais. 
b) Deve haver um mapeamento especial de maneira a se calcu-
lar o comprimento de decaimento L convenientemente. Con-
clui-se que isto pode ser conseguido mapeando-se a coor-
denada natural da direção infinita para uma escala coin-
cidente com a das coordenadas globais. 
No teste que envolveu um EF e um EI, pode-se constatar seu pe~ 
feito entrosamento, com a ressalva de que o tamanho do EF não 
ultrapasse (2IT/3K). 
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BETTESS (25) mostra ainda que apesar de L ter 
pouca influência no resultado seu valor não deve ser subestima-
do. É melhor superestimar. A figura (IV.14) mostra um gráfico 





o 2 3 4 5 6 7 8 9 10 L 
Figuro (IV. 14 l DIAGRAMA DE <j,, 
IV.4.4 - Um Nava e E6ieiente Elemento Inóinito 
Com a implementação de um EI nao sera mais 
necessário truncar a malha de EF. As condições de radiação serão 
satisfeitas de forma mais rigorosa, pelos EI em contornos infini 
tamente distantes, em qualquer tipo de problema. A matriz dos 
coeficientes de um EI é tratada da mesma forma quer o problema 
seja de refração ou difro-refração. Na programação resolveu-se 
89 
evitar o cálculo da parcela de carga análoga a (IV.35). Em ou-
tras palavras, este elemento jamais fará fronteira com um obstá 
culo, sendo necessária pelo menos uma camada de EF capaz de com 
putar (IV.35). Isto não implica na impossibilidade de EI adjace~ 
tesa fo. Achou-se, no entanto, que no presente trabalho esta 
possibilidade era irrelevante. BETTESS e ZIENKIEWICZ (29) apre-
sentam resultados neste sentido. 
A utilização do teste de consistência nave 
rificação da formulação numérica facilita a compreensão da intr~ 
dução dos novos aspectos apresentados a seguir. Seja o EF de 6 
nos, esboçado na figura (IV.15). 
51-1, I) ---+---•4=· 'I, 1) 
MAPEADO 
6(-1,0) 3(1,0)_ ~ 
1 1-1,-11,._ _ ~---<0-'2~11. -11 
• ponto de referência 
Figura ( IV·15) = EI SERENDIPITY QUADRÁTICO 
Em e 13) sao dadas as funções de forma, da família Serendipity, 
que se aplicam a este elemento. São elas: 
N1 Cs , n) = (-n + s n + n 
2 sn 2)/4 
N2 Cs , n) = C-n sn + T) 
2 +sn 2)/4 
N3 Cs, T) ) (1 + s 
2 
sn 2)/Z = - n 
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N!l (C 11) ( 11 + ~ 11 + 11 
2 
+ ~11 2)/4 = 
NS(~, 11) = (11 ~11 + 11 
2 
~11 2)/4 (IV.75) 
N6 (C 11) (1 ~ -
2 2 
11 + ~11 )/2 
As funções N. sao lineares na direção ç e quadráticas na dire-
i 
çao 11. O elemento distorcido, em um referencial global, deverá 
ter coordenadas tais que seus lados (1-2) e (4-5) determinem~ 
ma reta, e os lados (2-3-4) e (5-6-1) uma curva do segundo grau. 
Com esta definição de geometria monta-se uma matriz Jacobiana a 
dequada. Bettess relata em (7), que o Jacobiano estando conveni 
entemente definido na região de um EF, também valerá em pontos 
fora (por exemplo, a região hachurada da figura (IV.15)). Fica 
claro que esta é uma boa maneira de definir a geometria de um 
EI, que manterá as características paramétricas e utilizará fun 
ções mais populares como as Serendipity. O fato de dois lados se 
rem retos nao e uma limitação. Na verdade isto é feito de propi 
sito, para diminuir o número de conetividades a serem lidas as-
sim como o grau do Jacobiano. Estando o elemento quase sempre 
disposto radialmente, não há razao para que os lados da direção 
infinita sejam definidos por curvas. 
Pelas conclusões apresentadas no item (IV . 
. 4.3) sabe-se que um elemento não precisa ter o mesmo número de 
nos para definir a geometria e para os parâmetros nodais. Cha-
mando de "elemento geométrico" o elemento dado pelos pontos de 
referência, e "elemento físico" aquele dado pelos nós, no EI é 
interessante o fato de que o elemento geométrico pode ser fini-
to enquanto que o físico é infinito. Retornando ao elemento de 
BETTESS e ZIENKIEWI C Z (29) , as coordenadas naturais ~. = O, 2, 30 
l 
(i = 1,2,3) fazem com que o elemento geométrico, que define a 
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região onde sao feitas as integrações, seja o maior possível. 
Já o elemento físico é infinito, podendo ou não ter nós no infi 
nito. Os nós e pontos de referência às vezes não coincidem. Is-
to é uma propriedade a ser explorada. O presente EI terá APENAS 
três nos dispostos ao longo da sua "face finita" (figura (IV. 
-16)). 
Ainda é necessária a mudança de escalas 
(IV.41) ao longo de ç. Sendo Ta transformação aproximada para 
EI com seis pontos de referência, obtem-se 
f 6 élN. 2 6 élN. 2 l/ 2 
T = L ( I _1. xi) + ( I _1. y i) J 
i=l élç i=l élç 
(IV.76) 
!ô importante fazer a ressalva de que neste caso 
T = T(n) (IV.77) 
em razao das funções Ni serem lineares em ç. Frequentemente os 
EI são dispostos de uma forma circular em torno da origem. Com 
isto as.duas camadas de pontos de referência estarão sobre ar-
cos de círculos com raios R1 e R2 respectivamente (figura (IV . 
. 16). Neste caso particular, fazendo uso de coordenadas polares, 
chega-se a seguinte expressão para T: 
T ( 11) 2 4 a -1) n - (cos 




sendo ªma metade do ângulo entre os lados (1-2) e (4-5) do ele 
menta. A parcela entre colchetes em (IV.78) é sempre igual a UM 
nos.nós (n = 1,0,+l). Para n qualquer, no intervalo C-1,1], e 
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• nó 
O ponto de referência 
2 
Figura ( IV -16) • E I COM OS NÓS SOBRE UM ARCO CIRCULAR 
com a E (0°, 45°) esta parcela mantem-se em torno de 1 (nunca m~ m 
nor que 0,99). e perfeitamente aceitável dizer que em EI setori-
ais 
T " = constante (IV. 79) 
Deve-se frisar que apenas os nos estão sobre um arco de círculo 
já que a face do elemento é parabólica. 
São apresentadas abaixo as vantagens em se 
criar um El dentro das características expostas: 
a) A geometria é construída de maneira que o elemento geom~ 
trico tenha características semelhantes ao de um EF. Co-
mo vantagens segue: 
a.l) maior facilidade para geraçao automática de nos 
a. 2) o "casamento" geométrico com um EF não apresenta pr.9. 
blemas de transição como em (34) 
a.3) propicia uma simplificação da transformação de esca-
las T, no caso particular enunciado 
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b) O fato do elemento físico ter 3 nos sobre a interface com 
os EF faz com que: 
b.l) não sejam introduzidas equaçoes no sistema global, 
levando também a simplificações nas funções de for-
ma 
b.Z) a condição de compatibilidade entre elementos, nao 
seja violada, seJam eles finitos ou nao 
O EI deve ser capaz de representar a solu-
çao da equaçao diferencial, em regiões distantes das perturba-
ções. Em se tratando de uma região de fundo constante (apenas a 
onda difratada é modelada) a equação se reduz a uma equação de 
Helmholtz. As funções de forma M. para os parâmetros nodais, te 
l. 
rao constantes físicas semelhantes às da onda incidente, que tam 
bém é solução da equação. Adota-se a seguinte função: 




Ni(11) é uma função Serendipity quadrática em 11· M. nao apresenta 
l. 
nenhum termo polinomial para a outra direção, além de ser uma 
função para interpolação de parâmetros que é complexa. Com isto 
sejam as novas propriedades c) e d). 
c) Como este EI, na direção s, trabalha com apenas um no, 
não se justifica o emprego de um termo polinomial de ma-
neira a zerar a função de forma nos nós subsequentes, c~ 
mo no exemplo da figura (IV.17). Alguns zeros surgirão e~ 
pontaneamente devido ao termo harmônico complexo em (IV . 
• 8 O) • 
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-( 1.:.!_) ( .!. -i K) 
N2 = ( 1 ;i ) e 2 L 
Figuro { rv. r 7) EI COM 2 NÓS NA OIREÇÃO "'f 
d) Em integrações numéricas, como as de Gauss-Laguetre ou 
Newton-Cotes modificado, o grau do polinômio sendo redu-
zido diminui o niimero de pontos requeridos. 
A supressao do polinômio em s pode piorar um pouco os resultados 
em regiões distantes das perturbações e consequentemente de pou-
co interesse. Os resultados, no entanto, atestam a qualidade da 
solução numérica ao longo dos obstáculos. Um raciocínio puramen-
te intuitivo leva a entender este EI da seguinte forma: e um ele 
mente que modela uma região ilimitada, aproximando a solução da 
equação diferencial por um decaimento exponencial associado a um 
exponencial complexo (funções senoidais). Então este trabalha co 
mo um amortecedor altamente refinado, que além de não permitir a 
reflexão de ondas difratadas nos contornos com EF, ainda dita de 
uma forma grosseira o comportamento desta onda em regiões longí-
quas, tudo isto sem acréscimo de equações para o sistema. 
As funções indicadas em (IV.80) satisfazem a 
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condição de Sommerfeld. Verificando: 
f,i_m ;s 










l: M. ~. 
J J 
j=l 











o (IV. 83) 
A condição de Sommerfeld e satisfeita de antemão por causa do 
decaimento exponencial. 
A demonstração da fórmula que fornece os ter 
mos da matriz dos coeficientes do EI, em si não apresenta gran-
des novidades. Esta surge da extremização do funcional aproxima-
do na região ílE, por um procedimento análogo ao realizado para o 
EF. 
O funcional ITE (III.30) a ser aproximado 6 
D expresso em termos de~ , quer o problema analisado tenha varia-
çao de profundidade ou não. No caso de fundo constante o funcio-
nal nem e dividido em ITI + ITE. Conclui~se que um mesmo tipo de 
matriz de coeficientes será montada em ambos os casos. Aproxima~ 
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do (III.40) por meio de (IV.82) e variando com respeito a um p~ 
râmetro nodal~~. resulta 
JJ [CCg(VM. •VM.) -
ílm l J 
2 
w ~g Mi Mj] ~~ dxdy + 
m 
r I 
+ ~ CCg[~ M.dy -
J X l 
rcm 
(IV.84) 
(MI= n9 de EI) 
Na equaçao acima a primeira integral resulta, para cada valor 
dei e j, em um coeficiente da matriz do elemento INFINITO m. A 
integral de contorno, como foi visto no item (III.1.2), expres-
sa uma compatibilidade de fluxos ao longo do contorno intermedi 
ârio rc e representa uma parcela dos termos de carga. f impor-
tante observar que esta integral só se define em problemas de 
refração de ondas, pois existem regiões com~ e outras com ~D. 
Finalmente pode se escrever uma equaçao do 
sistema para difração e refração de ondas como 
= o (IV.85) 
A junção da parte externa com a interna deve ser acompanhada da 
compatibilização de parâmetros nodais indicada no item (IV.3.1), 
já que em nós sobre rc estão localizados dois potenciais diferen 
tes. 
A matriz dos coeficientes (MC) de um EI e 
composta por 
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RH .. = JJ [CCgVM. •VM.] dxdy lJ ílm l J 
(IV.86a) 
MH .. = JJ lCf M.M.] dxdy lJ ílm l J 
(IV.86b) 
tal que 
MC = RH 1./ MH (IV.86c) 
A nomenclatura é a mesma adotada no item (IV.3). 
o termo de carga dado por 
r I I TC 1 = <P - CCg[<P M-dx <P M.dy] J y l X l r rn c 
(IV.87) 
e adicionado a F em (IV.85). 
No cálculo da matriz de um EF pode-se notar 
que os parâmetros nodais são números complexos. Os coeficientes 
de RH, MH e AH são reais. A equaçâo (IV.16) no entanto, indica 
que se for computada a parcela AH a matriz dos coeficientes MC 
será complexa. Já em EI os coeficientes de RH e MH são comple-
os pois as funções de forma destes elementos são funções cornpl~ 
xas. 
Sendo o potencial incidente dado por urna fu~ 
çao complexa e estando as parcelas de carga escritas em função 
deste termo, o vetor de carga também é cor.1plexo. 
Um tratamento algébrico é dado ao sistema 
complexo de maneira que na programação sejam utilizadas as subr~ 
tinas tradicionais para solução de sistemas lineares reais. 
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IV.4.5 - Integnaç~o Num~nlea pana o Elemento In6lnlto Fonmulado 
As integrais em ílE tem como integrando as 
funções Mi(s,n) e suas derivadas. Os limites de integração e os 
infinitésimos devem sofrer uma transformação para o sistema lo-
cal (s,n). Como a geometria de um EI é definida de forma análo-
ga a do EF pode-se, utilizando as equações (IV.20), (IV.21) e 
(IV.76), escrever 
dxdy = IJI T(n) dsdn (IV.88) 
Chamando um coeficiente arbitrário de MC por Kij' vem que 
1 °"[ 3M. 3M. 3M. 3M. 
l 1 l J K .. = f f CCg(- ----L + - -) -
i J _ 1 
0 
ax ax ay ay M.M.] IJ IT dsdn l J 
(IV .89) 
Os limites de integração sao automaticamente mudados lembrando 
que a coordenada sé inicializada sempre na origem s = O. Sen 
do corriqueira a utilização de EI com os nós apoiados em arcos 
circulares o Jacobiano pode, nestes casos, ser toma.do como 
IJ 1 sena (IV.90) 
Nesta expressao pode-se comprovar que a transformação de coord! 
nadas (GLOBAL+ NATURAL) é quadrática em n e linear em,, como 
era de se esperar .. As derivadas cartesianas de M. necessitam de 
l 
um cuidado em seu cálculo. Uma derivada cartesiana de Mi pode 











1 1 T ( 11) (IV.91) 




ax -1 -s/L iks = J e e (IV.92) 
:lM. aN. 
1 1 
ay a 11 
Seja Ni (11) uma forma reduzida de M-1 tal que 
aM. aN. 
1 1 
ax ax -s/L iks 




Pode-se reescrever o coeficiente K .. de uma maneira mais conve-
1J 




= f f 
-1 o 




e i J 
Zs Ziks 
IJIT e L e dsd11 
(IV.94) 
Para calcular uma coordenada~ em função de 
s, integra-se 
ds = T(n) d~ 
obtendo s = T(11)~ + constante de integração 
Para que~= -1 coincida com s = O 
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s ; T(n)E; + T(n) 






A integração numérica de (IV.94) na direção 
n é feita por Gauss-Legendre. BETTESS (25) chama a atenção para 
o fato de que a integração na direção n, de um EI distorcido, e 
definida em um domínio que tende ao infinito conformes tende 
ao infinito, o que invalidaria a integração adotada. Até o pre-
sente não existe uma resposta a esta dúvida, mas este fato apa-
rentemente não influi nos resultados. O maior problema reside 
na integração para a direção infinitas. Uma observação impor-
tante deve ser feita: na programação não foram levadas em conta 
variáveis complexas, ou seja, as operações complexas foram desa 
copladas em duas reais. Por exemplo 
(a + ib) . (c + id) ; (ac - bd) + i(ad + bc) (IV.96) 
complexa real real 
Desta forma uma integração em e ix resulta duas integrais: em u-
ma com cos(x) e outra com sen(x). Isto complica extremamente o 
trabalho do programador mas possibilita ao programa ser acoplado 
a qualquer outro, dos tradicionais, com uma subrotina para monta 
geme solução do sistema de equações lineares reais. 
BETTESS e ZIENKIEWICZ (29) apresentam duas 
maneiras para a integração em s. A primeira seria utilizar a téc 
nica de Gauss-Laguerre que dá resultados razoáveis se usa-




J xn e-x f(x) dx 
o 
(IV.97) 
Na referência (30) nada está especificado quanto à função f(x), 
que presume-se seja uma função com um comportamento não muito 
diferente de um polinômio. No caso em estudo, será um coseno ou 
-x um seno, que "amortecido" pelo efeito de e pode ser tratado 
como um polinômio. Calcula-se o valor da integral utilizando um 
máximo de 32 pontos e pesos previamente calculados. A integral 
do EI, separada em partes real e imaginária, pode ser vista co-
mo 
00 




uma pequena mudança de variáveis faz com que e-s/L se transfor-
-x -me em e , caindo em uma integral do tipo de (IV.97). Esta tec-
nica no entanto deve ser utilizada com um cuidado especial. No 
caso particular em que K e L são grandes, os 32 pontos, além de 
insuficientes, levam a integral a um valor divergente do analí-
tico. Isto pode ser entendido pelo fato do coseno ou seno, com 
K grandes, oscilarem muito enquanto que o exponencial com -t;- p~ 
queno decai lentamente. Isto simula a presença de um polinômio 
de grau extremamente alto, exigindo assim um refinamento maior 
no cálculo. Três casos marcantes estudados dão uma noçao do que 
pode acontecer. A tabela abaixo compara a integral do coseno por 
Gauss-LaguerTe com a analítica correspondente. 
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TABELA (IV.l) 
n ANAL!TICA G-LAGUERRE 
L=S o 0.19231E + 00 0.29978E + 00 
K=l 6 -0.61647E + 03 0.41012E + 07 
L=l o O.SOOOOE + 00 O.SOOOOE + 00 
K=l 6 o.o -0.12442E - 04 
L=l o 0.58824E - 01 0.62027E - 01 
K=4 6 -0.35175E - 01 0.81360E + 02 
A segunda técnica apresentada em (29) e um 
Newton-Cotes Modificado onde os pontos de integração, que sao 
igualmente espaçados, são dispostos arbitrariamente entre os ze 
iks ros de e . 
Para o presente trabalho optou-se inicial-
mente integrar por uma maneira mais segura que e via Simpson, a 
pesar da sua ineficiência computacional. Em (34) tomam-se 20 
pontos, aproximadamente, por comprimento de onda. O método de 
Simpson calcula a área sob segmentos parabólicos de acordo com 
a figura (IV.18). Com um estudo -rápido pode-se mostrar que qua-
tro segmentos parabólicos aproximam muito bem urna senoide. As-
sim, 9 pontos yi são necessários por cada onda, o que torna es-










x, x2 '3 Y7 
a) segmento de uma bl ojuste dos poróbolas , poro 
pardbolo modelar uma onda 
Figuro { IV 18), INTEGRAÇÃO POR SIMPSON 
No programa, como o domínio é infinito, faz-se uso de um limite 
de tolerância abaixo do qual trunca-se o valor da integral de 
Simpson, acumulada para todas as ondas computadas. A tabela 
(IV.2) mostra a integral dada em (IV.98) calculada num caso al-
tamente desfavorável, onde NO e o numero de ondas computadas no 
cálculo. A partir destes testes pode-se concluir, quanto a sua 
TABELA (IV. 2) 
n NO ANAL!TICA SIMPSON 
L=S o 30 0.12469E - 01 0.123770E - 01 
K=4 3 74 0.22857E - 01 0.190739E - 01 
aplicabilidade, que: 
(i) Esta integração é feita em regiões de fundo constante. 
2 IT 
Sendo K = T uma onda com grande À, e em geral um gran-
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de L (sua influência só será desprezível a grandes dis-
tâncias) terá um K pequeno. Dificilmente existirá um K 
e L grandes exigindo demais em termos de esforço compu-
tacional na integração. 
(ii) O polinômio em s a ser integrado jamais terá um grau i-
gual a três, como o da tabela (IV.2). 
(iii) Nos casos mais usuais a integração por Simpson nao se 
mostra ineficiente, com a vantagem de que sua precisão 
pode ser controlada por um usuário, através do número 
de segmentos parabólicos por onda e da estimativa de er 
ro adotada. 
(iv) Em exemplos práticos é comum a malha ter vários EI com 
a mesma configuração geométrica, o que permite calcular 
apenas uma matriz de coeficientes para todos os EI. Isto 
torna mais eficiente a montagem do sistema de equações 
em termos de tempo de processamento. 
Tendo o método de Simpson demonstrado um de sem 
penha satisfatório, não se aplicaram técnicas mais refinadas e 
otimizadas para as integrações. Entre as técnicas enumeradas po-
deria ainda ser adicionada uma recentemente formulada por Pissa-
netzky (39). 
IV.4.6 - Cilculo do Fato~ de Decaimento L 
Entre os diversos pesquisadores que trabalham 
com EI existe um consenso quanto a pouca sensibilidade da solução 
numérica em relação ao fator L. No entanto não se pode simplesme_!!: 
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te ignorá-lo e fazer em qualquer problema L=l. Deve-se fazer u-
ma estimativa quanto a sua ordem de grandeza. Dentro deste cri té 
rio, BETTESS e ZIENKIEWICZ (29) sugerem que o valor de L na re--
gião perto do fenômeno de difração e refração ,seja tal que o de 
-s/L caimento de e , a grosso modo, se pareça com o decaimento do 
primeiro termo de H6 1)(Kr), onde H61) = (Jo + iYo) é a função 
de Hankel de primeira classe de ordem zero era distância do 
ponto estudado à origem. Isto se deve ao fato de em regiões de 
profundidade constante a equação de Berkhoff se reduzir a uma 
equação de Helmholtz, sendo H6 1) uma solução geral em série,de~ 
ta equação. Através de uma regra de três, feita a partir de dois 
pontos de referência ( 1 e ~2 • obtem-se 
-s /L 
e 2 2 2 1/2 [ ( Jo ( K r 2) ) + (Y o ( K r 2) ) ] 
2 2 1/2 
[(Jo (Kr1)) + (Yo(Kr 1)) J 
(IV.100) 
onde s 1 e s 2 correspondem a ~l e ~2 respectivamente. Reescreven 
do (IV.100) vem 
e = 
11 H6 1 ) (Kr
2




Tirando o logarítimo neperiano em ambos os lados e substituindo 






ln ( ) 
li H6 1 ) (Kr }li 
1 
(IV.101) 
A maior dificuldade está em calcular H6 1l(Kr) automaticamente 
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em um programa ou consultando as tabelas dadas em (40). A equa-
ção acima só tem sentido se r e s estiverem na mesma escala, j~ 
tificando assim a transformação de coordenadas (IV.76). 
BURAGOHAIN e AGRAWAL (34) apresentam um prQ 
cesso alternativo para o cálculo de Leque está fundamentado 
em um critério de energia. Nestes termos,a energia total distri 
buída em cada anel da figura (IV.19) ,é constante. 
ANEL B 
Figuro ( 1v.19} = GEOMETRIA PARA O CRITERIO DE ENERGIA 
Definindo a densidade energética 6 como a energia por unidade de 
area (problema bidimensional), a relação entre as densidades 6a 
e 6b dos dois anéis pode ser dada por 
IT((Rl + ds)
2 - Ri) 





A densidade diminui conforme a area aumenta, de maneira a satis 
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fazer a conservaçao de energia. Algo semelhante deve acontecer 
para o potencial e consequentemente para a altura da onda. Are 
lação (IV.102) está em termos de "área", enquanto que deseja-se 
obter um "comprimento" de decaimento. Tirando a raiz em (IV.102) 
e comparando ao decaimento exponencial, resulta o seguinte:· 
= (IV.103) 
onde s2 e s1 sao as coordenadas locais do círculo médio em cada 
anel. Estando em regime linear, de pequenas variações, o termo 
2 ds torna-se desprezível e assim 
-s / L 
e 1 
(IV.104) 
Colocando a origem de s coincidente com R1 e fazendo o limite 
quando ds + O, surgem as seguintes aproximações: 
Substituindo em (IV.104) 
(1 + = e (IV.105) 
Tirando o logarítirno neperiano em ambos os lados 
1 
(1 
Sz Sz - - .e. Yl + -) = 
2 Rl L 
e manipulando obtern-se urna fórmula simples para o L. 
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2 Sz 
L = s 
ln(l + __?.) 
(IV .106) 
Rl 
A coordenadas e um sistema local em escala com o global. Toma~ 
do a posição destes anéis como sendo a dos pontos de referência 
çl -1, çz = +l do EI, pode-se chegar a uma expressão imediata 
para L. Em um elemento genérico 
s = T(n) (ç+l) (IV. 95a) 
Desta forma 
e 
L = 4 T(n) (IV.107) 
ln(l + ZT(n)) 
Rl 
Esta Última leva apenas a uma ordem de grandeza de L uma vez que 
as linhas equipotenciais não formam círculos. Dentro do espírito 
de se estimar um valor, aplica-se a aproximação de EI setoriais 
(IV. 79), em (IV .107) obtendo 
L = (IV.108) Rz - Rl 
ln (1 + R ) 
1 
onde L está expresso em termos de parâmetros puramente geométri-
cos. No capítulo de resultados práticos poderá ser constatada a 
validade desta fórmula trivial, que ao contrário do indicado em 
( 34) não requer nenhum parâmetro obtido por tentativa e erro. A 
Única arbitrariedade fica por conta da segunda camada de pontos 
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de referência colocada em R2 , que em geral e colocada na propo~ 
ção dos nós~= -1 e~= +l de um EF. 
A parcela de carga apresentada em (IV.87) 
reflete uma compatibilidade de fluxos entre ílI e ílE, conforme 
apresentado no Capítulo III. As integrais de contorno computa-
das pelos EF só eram levadas em conta se o elemento fosse adj! 
cente ao contorno. No caso dos EI, a integral (IV.87) será se~ 
pre computada, para todos os elementos em problemas de refra-
çao e difração de ondas. Se o problema tiver profundidade cons 
tante então ( IV.87) não é calculada, em hipótese alguma. 
A integral está expressa em termos de x e 
y. Para calculá-la a nível de cada EI é necessária uma transfor 
maçao para o sistema natural. Seja uma transformação semelhante 
à (III.51) onde os infinitésimos das direções normais e tangen-
ciais (dn, dt) são substituídos por (d~, dn). Aplicando em (IV . 
. 87), a integral torna-se 
J [C<J,I ~ -
J Y a~ 
rc 
<ln l Mi J 
(IV.109) 
Ao longo de rc, ~ nao varia e (IV.109) se reduz a 
(IV.110) 
sendo que Mi, em rc (s =O), se confunde com Ni(n). Os limites 
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de integração para n sao colocados diretamente, sem necessida-
de de fazer uma mudança de escalas, pois a transformação que 
leva (IV.87) em (IV.109) implicitamente se encarrega disto. 
As derivadas naturais em n ex e y sao cal 
culadas de acordo com a segunda linha da matriz J apresentada 
em (IV.20). 
As derivadas cartesianas do potencial incl 
dente sao calculadas a partir de (IV.36a) e levadas aos pontos 
de integração numérica por um processo análogo ao apresentado 
em ii) (item IV.3.3), com a expressão (IV.37). 
Adotando-se Gauss-Legendre para a integra-







PESO(s) (IV .111) 
m 
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C A P f T U L O V 
ANÁLISE DE RESULTADOS 
A equaçao de Berkhoff se presta à análise 
de problemas com obstruções finitas (estruturas'bffshore'', i-
lhas, etc) e também ao estudo do fator de amplificação de ondas 
em portos ( 21, 29) , tendo este uma obstrução infinita. Apenas o 
primeiro caso sera analisado, mostrando a aplicação do modelo 
numérico implantado a estruturas marítimas (estruturas"offshore"). 
A estrutura do programa e os critérios ado-
tados para montagem, armazenamento e solução do sistema serão 
enfocados em apêndice. No entanto, para apresentação dos resul-
tados, pode-se adiantar que a solução de um sistema complexo 
(n x n) é transformado em um sistema real (Zn x Zn). Com isto, 
uma malha com n n6s ativos (sem contar pontos de referência) re 
sultará em um sistema de 2n equações. 
Em um problema de refração e difração de on 
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das, o vetor das incógnitas do sistema sera composto por pote~ 
ciais totais e potenciais difratados. Para que seja reconstitui 
da uma solução em termos dos potenciais totais, é necessário SQ 
mar ao vetor de incógnitas um vetor contendo potenciais incide~ 
tes em posições semelhantes ao dos difratados. No caso de difra 
çao apenas, em todas as posições do vetor de incógnitas devem 
ser somados os potenciais incidentes. De posse do potencial to-
tal reduzido, a elevação da onda no instante t = O é dada pela 
equação (II.10), aqui reescrita para o potencial reduzido. 
11(x,y) = i ~ q,(x,y) (V .1) 
A elevação 11 é uma função complexa que depende do potencial to-
tal. Neste trabalho, a elevação é utilizada na comparação dos 
resultados. No entanto, a partir do potencial, pode-se calcular 
a pressão e, por integração, as forças e momentos consequentes 
da ação da onda sobre o obstáculo. Estas cargas são muito impo~ 
tantes no dimensionamento e verificação de estruturas marítimas. 
No tocante as unidades, pode-se adiantar 




Assim, todas as grandezas de comprimento de 
vem ser dadas em metros. São elas: 
À = comprimento de onda 
x,y = coordenadas 
h = profundidade 
a amplitude 
11 = (resultado) = elevação da onda 
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As grandezas de tempo sao dadas em segundos: 
T período 
t tempo 
os ângulos sao dados em graus: 
y = ângulo de incidência 
G = ângulo de coordenadas polares 
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V.l - DIFRAÇÃO EM UM CILINDRO CIRCULAR 
O problema de difração de ondas em um cilin 
dro localizado em uma região de profundidade constante apresen-
ta solução analítica dada por MacCAMY e FUCHS (41). Este exem-
plo é extremamente simples e, por isso, serviu como teste funda 
mental para depuração do programa implantado. Para testar ape-
nas os EF, utilizou-se a técnica do truncamento da malha, com 
uso de amortecedores. BETTESS e ZIENKIEWICZ (29) adotam a segui~ 





(i) MALHA PARA ANÁLISE COM AMORTECEDORES 
raio do cilindro 1 ' 
prohrndidade = t 
amplitude do onda = ,1 
comprimento do onda = 1T 
nº do onda K = 2 
raio externo do malho = 1,4 
ângulo de incidência = 0° 
do onda 
@ MALHA PARA ANÁLISE COM ELEMENTOS INFINITOS ( E II 
Figura ( V. 1) = MALHAS PARA AS DUAS ANÁLISES 
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Fazendo uso da simetria do problema, na ana 
lise com amortecedores a malha tem 23 nós, ou seja, 46 equações 
reais. Já na análise com EI, a malha tem 23 nós e 9 pontos de 
referência mas igualmente 46 equaçoes. Os resultados são dados 
pelo gráfico da figura (V.2). 
Quanto aos dados indicados na figura (V.l), 
existe uma questão importante: o valor do raio externo da malha 
é aparentemente escolhido de forma arbitrária. Ele poderia, no 
máximo, ser igual a (1 + II/3) de maneira que um EF não ultrapa~ 
se seu comprimento máximo, conforme explicado no item (IV.2). 
Além disto, no caso do amortecimento, o número de camadas de EF 
deveria aumentar até que, em um raio externo maior, seja aplic~ 
da a condição de radiação aproximada (III.19). Foram feitos inú 
meros testes com um refinamento cada vez maior da malha e os re 
sultados eram extremamente piores que o apresentado na figura 
(V.2). Através da solução analítica de MacCAMY e FUCHS estimou-
-se o ponto onde a condição (III .19) estaria praticamente sati~ 
feita, ou ainda, o ponto a partir do qual a diferença (~- iKq,) 
ar 
fosse identicamente nula. Constatou-se que este ponto e excessi 
vamente distante do cilindro, impossibilitando qualquer tentati 
va de discretização da região por EF. No entanto, verificou-se 
que sendo ~: e <P funções periódicas, existem PONTOS onde adi-
ferença acima e nula. Perto der= 1,4 isto ocorre, justifican-
do assim o porque de uma malha tão simples e pouco refinada le-
var a resultados tão bons. A condição de Sommerfeld, além de a-
proximada, é satisfeita artificialmente. Conclui-se que este ti 
pode aproximação só pode ser feita se for conhecida a solução 
analítica do problema. BANDO et al (20) desenvolveram um amorte 
116 
cedor de ordem superior que, segundo exemplos apresentados, po-
de ser colocado em qualquer lugar, ou seja, a malha de EF pode 
ser truncada próxima do obstáculo. O modelo e desenvolvido para 
a equação de Helmholtz, que trata de regiões de profundidade 
constante. f também apresentado um gráfico comparando diversos 
tipos de amortecedores, mostrando que em torno der= 2,0, os 
resultados obtidos com o amortecedor de ordem superior e o apr~ 
sentado neste trabalho coincidem. Por outro lado, na análise por 
meio de EI, todos os parãmetros são determinados de forma au-
tomática. 
Seja a seguir o cálculo do comprimento de de 
caimento pelas duas técnicas enunciadas em (IV.4.6). As funções 
de Hankel devem ser calculadas para os pontos 
Krl = 2 * 1,4 = 2,8 
Kr 2 = 2 * 1,8 = 3,6 





Jo (Kr 1) 
Jo(Kr 2) 
Yo(Kr 1) 
- 0.18503 60333 64387 
-0,39176 98937 00798 
0,43591 59856 
Yo(Kr 2) = 0,14771 00126 
(V. 2) 
(V. 3) 
Aplicando (V.3) em (IV.101), fazendo uso da condição (IV.79) p~ 
ra elementos setoriais, 
L = 3,248 (V.4) 
Por outro lado, com (IV.108), o valor calculado de L e 
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L = 2 (O, 4) = 3,183 (V. 5) 
Comparando (V.4) e (V.5) observa-se que a diferença no cálculo 
do L é irrelevante. 
A integração do EI é feita através de Gauss 
-Legendre (ordem 4) na direção finita n. No método de Simpson, 
um total de 9 pontos é usado em cada onda integrada. A matriz 
do EI é calculada apenas urna vez, devido a regularidade da ma-
lha. 
A simplicidade deste exemplo, no entanto, 
nao diminui sua importância na prática. Diversas plataformas, 
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V.2 - DIFRAÇÃO EM UM CAIXÃO QUADRADO 
Este problema é de considerável importância 
no projeto de estruturas marítimas e em certos tipos de reserva 
tórios de Óleo. Em termos numéricos, sua importância principal 
está no estudo das propriedades decorrentes da discretização de 
um obstáculo poligonal. Isto permite, por exemplo, analisar pr~ 
blemas nos cantos vivos, ou seja, da descontinuidade da deriva-
da normal do potencial ao longo do corpo. 
Os resultados foram comparados aos obtidos 
por MASETTI e WROBEL (24), que fizeram uso do Método dos Elernen 
tos de Contorno (MEC). Este problema não tem solução analítica, 
mas Masetti e Wrobel puderam comparar seus resultados com os de 
MODGRIDGE e JAMIESON (42), obtidos em termos de forças. 
O estudo é feito para um quadrado com 12 m 
de lado. Urna das malhas é dada na figura (V.3). As constantes 
físicas são: 
numero da onda K 0,6 
amplitude = 1 m 
(V. 6) 
profundidade = 20 m 
ângulo de incidência = oº 
Considerando um regime de "águas profundas" ( ~ > 0,5), calculam-
-se as outras constantes a partir de (V.6) 
período T = ~ = 2,590 s 
1Kg 
comprimento da onda À 2IT = = K 10,472 m 
(V. 7) 
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Observa-se que em (V.7) tornou-se urna aproximação para a equaçao 
de dispersão (tanh(Kh) + 1). 
Inicialmente, faz-se urna cornparaçao entre EF 
e Elementos de Contorno (EC). Um total de 24 EC constantes foram 
usados. Em contrapartida, um total de 12 EF são dispostos ao lo~ 
go de meio obstáculo de maneira a definir, no seu contorno, o 
mesmo numero de conetividades que para os EC. O ponto médio en-
tre cada par de nos de um EF quadrático coincide exatamente com 
a localização do nó de cada EC. Para um EF, a elevação da onda 
no ponto correspondente ao nó do EC é dada por 
7 
n = i: Ni e e 1) n i (V. 8) 
i=S 
com ç = ~ 0,5, sendo o somatório feito de acordo com a conven-
çao da figura (IV.7). Na figura (V.4) encontram-se os 
resultados para os dois métodos citados. Ambos levam praticarne~ 
te aos mesmos valores para a elevação da onda. 
A parcela do vetor de carga (IV.18) sera cal 
culada ao longo de todo o obstáculo. Esta, no entanto, depende 
da derivada normal do potencial incidente. Um no situado em um 
canto do quadrado pertence a dois EF adjacentes, sendo um perpe~ 
dicular ao outro. A direção normal neste nó de canto, dependendo 
do elemento em questão, terá valores diferentes. Percorrendo os 
elementos, há urna descontinuidade da direção normal justamente 
nas quinas do caixão. Uma malha especialmente traçada para de-
tectar a importância desta descontinuidade foi testada. Nesta, 
os cantos foram ligeiramente arredondados, atenuando a brusca 
mudança de direção da normal. Aumentou-se, também, a concentra-
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çao de EF em torno dos cantos, utilizando um total de 14 EF ao 
longo do caixão (malha com 102 nos. 
Para completar este estudo com respeito a 
considerações geométricas, foram testados dois tipos de contor-
nos intermediários entre os EF e os EI. Para a mesma malha de 88 
nos (utilizada na comparação com os EC), testou-se os EI com os 
nos dispostos em uma semi-circunferência ou dispostos sobre um 
quadrado com os lados paralelos ao caixão. 
Estes resultados estão apresentados na fig~ 
ra (V.5 ). Pode-se observar que o cuidado especial dado ao pro-
blema do nó de canto altera muito pouco a solução (comparar a 
"malha circular" de 88 nós com a malha de 102 nós). Os resulta-
dos para as malhas "circulares" e "quadradas", com 88 nós, tam-
bém divergem pouco. Isto se deve nao soa geometria da interfa-
ce EF-EI, como também ao fato de ter sido usado o mesmo compri-
mento de decaimento L em ambos os casos. Na malha "quadrada", os 
EI estão a diferentes distâncias da origem não permitindo, a rt 
gor, o uso do mesmo L. O cálculo do L pelas funções de Hankel é 
dado a seguir: 
Kr 1 = 0,6 * 9,0 5,4 aplicados em (IV.101) 
Kr 2 0,6 *10,0 = 6,0 
fornecem L = 21,0 
já pelo critério de energia 
L = 18,98 
Um exemplo adicional é indicado na figura 
(V. 5), no qual se testou uma malha extremamente simples (32 nós 
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com um contorno (EF-EI) quadrado), ainda assim obtendo resulta-
dos considerados satisfatórios. 
Em todos estes testes fez-se uso de EI. Con 
sequentemente, para o numero de nós indicados em cada caso, de-
ve-se descontar o número de pontos de referência, para então cal 
cular a quantidade de equaçoes em cada sistema resolvido. 
No cálculo dos coeficientes dos elementos, 
as integrais numéricas foram resolvidas com as seguintes ordens 
de integração: 
EF (~uadratura de Gauss)+ NINT = 2 
EI (quadratura de Gauss em n) + NINT = 2 
(integral de Simpson em ç) + 9 pontos por 
comprimento de onda 
Obteve-se o resultado na integral de Simpson, dentro dos limi-
tes arbitrados, para um total de 23 À no primeiro ponto em n, e 
um total de 17 À para o segundo ponto em n, Nos casos de "ma-
lhas circulares", com elementos igualmente espaçados, apenas u-
ma matriz de cada tipo de elemento é calculada. Isto significa 
uma razoável economia de tempo no computador. 
Para finalizar, MASETTI e WROBEL (24) mos-
tram que a magnitude da força no caixão é pouco sensível ao ân-
gulo de ataque da onda. Assim, os estudos apresentados dão uma 
idéia geral do fenômeno de difração em um caixão quadrado e com 
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V.3 - DIFRAÇÃO E REFRAÇÃO EM UMA ILHA CIRCULAR, COM FUNDO 
PARABÕLICO 
Urna grande quantidade de análises foram fel 
tas para o presente problema. Todas são baseadas no trabalho de 
HOMJ'v!A (43) que, em 1950, modelou a ilha de Kauai (Havaí) para a 
ação de um tsunami. A ilha foi idealizada corno um cilindro sobre 
um paraboloide, obtendo-se urna solução analítica baseada na teo-
ria de ondas longas. Soluções numéricas utilizando funções de 
Hankel (44, 45) foram desenvolvidas, assim corno urna série de tra 
balhos utilizando EF (6, 46, 48) e EI (36, 49). Nestes trabalhos, 
alguns resultados sao comparados com o de outros autores sem o 
devido cuidado quanto aos dados em questão. ZIENKIEWICZ e 
BETTESS (50), em urna carta ao editor de urna revista científica, 
chamam a atenção para este fato. A geometria adotada no presente 
estudo e dada pela figura (V. 6 ) e corresponde a da referência 
(11) . 
Este problema tornou-se um dos exemplos mais 
testados em difração e refração de ondas. Três períodos de onda 
são adotados: 
r Tl = 240 s 
períodos da onda 
1 Tz = 480 s 
1 
T3 = 720 s \ 
Para cada período T é calculado um numero de onda K corresponde~ 
te, dado pela fórmula a seguir: 
K = 2II 
T 
(gh)-1/2 (V. 9) 
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Na equaçao (V.9), a equaçao de dispersão [II.20) é forçosamente 
aproximada para o caso de águas profundas (estudado por Homma), 
onde 
h -X-> 0,5 
No entanto, a geometria do problema fornece 
h = ---3600 :::: 0,076 < 0,5 
À 47102 
Observou-se que o cálculo de K segundo (V.9), leva a soluções 
numéricas mais parecidas com a analítica dada por Hornrna. Nas fi 
guras [V. 7) e (V. 8 ) é feita urna comparação entre o mo 
delo de EI apresentado e a solução analítica. Uma excelente aprQ 
xirnação é obtida para os três períodos sendo que, no caso mais 
desfavorável [T1 = 240s), o erro nos piores pontos não ultrapa~ 
sa 5%. 
Os comprimentos de decaimento L, calculados 
para R1 = 35000 rn e R2 = 40000 rn, são indicados abaixo: 
(i) utilizando funções de Hankel 
T = 240s + L " 78000 (K calculado em (V. 9) 
+ L "75513 (K calculado em (II.20) 
(ii) critério de energia (independe do T) 
L " 74889 
Para os demais períodos foram utilizados os mesmos L observando 
-se que, quanto maior o período das ondas, mais insensível é a 
solução à aproximação dada a L e K. 
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A integração do EI pelo método de Simpson 
se mostra eficiente, principalmente em problemas simétricos. As 
ordens de integração que levam o EI ao melhor resultado foram: 
Gauss-Legendre = 4 
Simpson= 4 segmentos parabólicos por compri-
mento da onda À, com um total de 18, 
14, 8 e 12 À para cada n assumido 
(erro = 10- 5) 
O sistema complexo, desdobrado em um siste-
ma real, apresenta as seguintes características: 
numero total de nos ativos = 419 
número de pontos de referência 49 
número de equações 
total de elementos 
largura máxima da banda 
largura média da banda 
numero de coeficientes da matriz 
do sistema armazenados pelo 
"sky-line" 
= 838 




Esses dados sao apresentados em face deste ser o maior exemplo 
testado. Fazendo uso da semelhança de matrizes entre os elemen-
tos de cada camada da malha (figura (V. 6 )) , o tempo de proces-
samento médio (ou ordem de grandeza) gasto indica a eficiência 
do programa implementado. Em um Burroughs B6700, do NCE/UFRJ, 
foram gastos± 1,5 minutos. No IBM 370/158, do LCC/CNPq, gastos 
: 25 segundos, em período de utilização normal da máquina. 
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TSAY e LIU (48) utilizaram um EF híbrido p~ 
ra solução do mesmo problema. Para T = 240 seg foram empregados 
1152 elementos triangulares para discretizar meio-domínio. 
HOUSTON (47) utilizou EF triangulares associados a funções de 
Hankel. Sua discretização, também em meio-domínio, envolveu 
2640 EF. Pode-se observar que EF quadriláteros quadráticos asso 
ciados a EI levam a sistemas menores e eficientes. 
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V.4 - DIFRAÇÃO EM UMA ILHA EL!PTICA COM BASE CIRCULAR 
(PROBLEMA TRIDIMENSIONAL) 
Este problema e extremamente interessante 
pois, a rigor, sua análise requer uma discretização tridimensi~ 
nal. No entanto a base da ilha, figura (V. 9), é tratada como 
sendo parte do fundo, causando uma refração da onda incidente. 
Esta aproximação, porém, viola a condição de mudanças suaves 
("mild-slope condition") do fundo, exigida por Berkhoff. 
YUE et al (51) apresentam uma solução nume-
rica em termos de um parâmetro geométrico "a", para o problema 
tridimensional. Os resultados são dados para Ka = 1. Um parâme-
tro À, que varia de O a 1, é utilizado para determinar a seçao 




(À(A-R) + R) 2 
2 
+ = 1 
(À (B-R) + R) 2 
(V .1 O) 
onde A e B sao os eixos da elipse e R e o raio do circulo da ba 
se. 
A seguir, apresenta-se o cálculo dos dados 

















a = 17.95 
Adota-se a= 18. O valor de K e dado por 
K = w = 0,0557 
Pode-se verificar que Ka ~ 1. 
Toma-se para a amplitude da onda um valor u 
nitário. O comprimento da onda é calculado de maneira a satisfa 




Fazendo h = a, leva-se à condição 
À > 360 
arbitrou-se À= 365. 
TSAY e LIU (48), com 720 elementos, e 
HOUSTON ( 4 7), com 1200 elementos, apresentam boas aproximações 
bidimensionais para o problema tridimensional enunciado. 
Para o presente exemplo foram testadas duas 
malhas com EI. Na primeira, apenas uma camada de EF foi utiliza 
da na região de fundo variável, com um total de 144 equaçoes 
complexas (figura (V. 9 ) ) . A segunda malha consiste de três ca-
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madas de EF na região de fundo variável; no entanto, tomando van 
tagem da simetria, o sistema tem apenas 135 equaçoes complexas. 
Os resultados para as duas malhas são semelhantes, atestando que 
foi obtida a melhor resposta para a aproximação bidimensional. 
Dois ângulos de incidência foram utilizados. 
Os resultados se encontram na figura (V.10) . Pode-se 
observar a boa qualidade dos mesmos, atentando para o fato de 
que os taludes (1:1) e (1:2) e, consequentemente, os ângulos de 
incidência, tem influência na aproximação obtida. A condição de 
pequenas variações do fundo e menos violada para o talude (1:2). 
Pode-se notar também que há um comportamento muito parecido en-
tre as soluções bi e tri-dimensionais. Os resultados apresenta-
dos por Houston não tem este comportamento. 
Mais uma vez o comprimento de decaimento L, 
calculado pelas funções de Hankel e pelo critério de energia, a 
presentam valores semelhantes. 
L (Hankel) = 84 
L (energia) = 81 
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C A p r Tu Lo VI 
CONSIDERAÇÕES FINAIS 
VI.l - CONCLUSÕES 
O presente trabalho apresenta uma série de 
facilidades para a formulação e implementação de Elementos Inf! 
nitos. O problema de difração e refração de ondas é modelado por 
Elementos Finitos acoplados a Elementos Infinitos, com um redu-
zido esforço computacional. 
O novo Elemento Infinito desenvolvido apre-
senta uma série de atrativos que, combinados, asseguram a sua e 
ficiência. As propriedades sao listadas a seguir: 
a geometria é definida de forma análoga a de um Elemento 
Finito de 6 nos, o que facilita para efeito de geraçao au 
tomática de malha e entrada de dados em geral. O acopla-
mento entre ambos.os elementos, é imediato. 
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nem todos os pontos de referência (nós para definição da 
geometria) são nos com parâmetros nodais. 
- o elemento e paramétrico, permitindo distorções. 
o elemento quando disposto de forma setorial, dá lugar a 
uma série de simplificações em seu cálculo. 
as funções de interpolação, na direção infinita, sao cons 
tituídas por apenas dois termos exponenciais (não há ter-
mos polinomiais). 
a integração numérica e feita pelo método de Simpson, que 
e extremamente simples. 
o comprimento de decaimento L pode ser calculado por uma 
expressao com parâmetros puramente geométricos. 
o elemento pode estar localizado em qualquer lugar de uma 
região com profundidade constante. 
- o elemento nao adiciona equaçoes ao sistema (elemento com 
3 nós apenas). 
Com todas estas simplificações e facilidades, os resultados a-
presentados são da mesma qualidade que os de outros Elementos 
Infinitos mais refinados. 
Observa-se também que o esforço de memória 
para o presente estudo é bem menor que o para outras técnicas 
referenciadas no Capítulo V. 
A maioria das características deste elemen-
to sao aplicáveis em outros problemas, que não o de difração e 
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refração de ondas. 
Os resultados numéricos obtidos demonstram 
que o uso acoplado de Elementos Finitos e Infinitos leva a boas 
aproximações, o que recomenda a sua aplicação a problemas prátl 
cos de Engenharia. 
VI.2 - RECOMENDAÇÕES 
O modelo linear pode tornar-se ainda mais 
realístico se for levada em conta a permeabilidade dos obstácu-
los e o atrito de fundo ( 1). 
Este modelo também pode ser estendido para 
análises tridimensionais. O Elemento Infinito a ser usado neste 
caso ainda é o bidimensional, pois a partir de uma certa região 
onde o fundo e reto e horizontal, a variação do potencial ao lo~ 
goda profundidade pode ser dada por uma função hiperb6lica Z~). 
Esta formulação permite estudar problemas em que a seção trans-
versal do obstáculo não é constante. 
O problema de ressonância em bacias portuá-
rias pode ser analisado com pequenos ajustes no programa. Uma 
das modificações seria a implementação de um Elemento Infinito 
unidimensional, que serviria para discretizar a linha da costa 
fazendo valer a condição de impermeabilidade ou permeabilidade 
ao longo da mesma. 
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S!MBOLOS 
a ; amplitude da onda 
A ; constante complexa, na equaçao do potencial incidente 
C ; celeridade da onda 
Cg ; celeridade de grupo 
D ; comprimento característico de um corpo, Índice respec-
tivo ã difratado 
EC ; elemento de contorno 
EF ; elemento finito 
EI ; elemento infinito 
; integrando do funcional Jj 






; função definida em um contorno 
; profundidade 
; altura da onda 
i ; /:1" 
r 







ma de equações 
; Índices em urna matriz 
; matriz Jacobiana 
; numero da onda 
; comprimento de decaimento 
; Método dos Elementos Finitos 
; Método dos Elementos de Contorno 
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M. = função de interpolação de parâmetros nodais em elemen-
l 
tos infinitos 




= função de forma para direções finitas 








T ( 11) 
T 
u 
= Nível Médio de Repouso 
= polinômio em x 
= direção radial 
= raio 
= coordenada local 
= tempo 
= função no tempo 
= transformação de escalas 
= período da onda 
= vetor unitário 
u,v,w = componentes do vetor velocidade 
V = vetor velocidade 
x,y,z = coordenadas cartesianas 
Z = função hiperbólica em z 
a = coeficiente de permeabilidade 
y = ângulo de incidência da onda 














contorno relativo ao 
primeira variação do 
variação da função <j, 
elevação da onda 








rrª = funcional aproximado, na região do elemento m 
m 
rj, = potencial reduzido 
cp . = potencial reduzido no no l (local) 
l 
cj, I = potencial reduzido no no I (global) 
cp I = potencial incidente reduzido 
e/ln = derivada normal do potencial reduzido 
<l> = potencial 
(JJ = frequência 
íl = domínio bidimensional 
íl m = domínio definido pelo elemento m 





= = -z -z + -z ax ay d z 
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APÊNDICE 
CONSIDERAÇÕES QUANTO A T~CNICA DE PROGRAMAÇAO 
A. 1 - I NTRODUÇAO 
A análise numérica de problemas pelo Método 
dos EF pode levar a sistemas muito grandes, caso estes exijam 
uma malha muito refinada. Por outro lado as matrizes dos siste-
mas, na maioria das aplicações com EF, tem características que 
possibilitam a implementação de algorítimos especiais que vi-
sam: economia de memória e eficiência em termos de tempo de prQ 
cessamento. 
BATHE e WILSON (13) apresentam um programa 
para análise estrutural (STAP - Structural Analysis Program) 
com uma metodologia muito boa, tanto em termos de memória como 
em termos de tempo. 
O STAP foi idealizado para resolver siste-
mas de equaçoes com matrizes reais, simétricas, em banda e e~ 
parsas. Este faz uma economia, em área de memória, armazenando 
apenas o perfil superior da matriz do sistema (figura A.l). 
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1 3 o 9 o 
2 
l 
5 8 o 
4 7 o 
~11 1 ---- --
1 
10 
Figura (A. l) - Armazenamento em perfil (SKY-Lií~E). 
Este perfil é chamado de "Sky-line". O perfil por sua vez e a-
locado, colocando-se coluna por coluna, em um vetor. A posição 
de um elemento do perfil, dentro do vetor, é indicada pelos n~ 
meros na figura (A.l). Observa-se então que o vetor relativo a 
matriz (5 x 5), deste sistema, terá apenas 11 posições. Para 
se poder reconstituir a matriz inicial faz-se uso de um outro 
vetor, que guarda os endereços dos elementos diagonais. No e-
xemplo da figura este vetor (~XA) seria dado corno 
MAXA = (1 , 2 , 4 , 6 , 1 O) (A. 1) 
Urna subrotina especial se encarrega de resolver sistemas com 
suas matrizes dadas em vetores. 
Um outro aspecto importante do STAP, no sen 
tido de tornar eficiente o dimensionamento de matrizes e veto-
res, é a utilização de um "VETOR DE TRABALHO". Este vetor, que 
é chamado de~, é dimensionado de maneira a comportar urna série 
de informações relativas ao programa. Em outras palavras, todas 
as propriedades geométricas e físicas dos EF e/ou EI, assim co -
mo a "matriz" do sistema e o vetor de carga, sao ''guardados'' em 
A. Para encontrar cada uma destas "coisas" dentro de A, sao usa 
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dos uma série de apontadores, que devem ser definidos com mui-
to cuidado, pois podem ocorrer erros não detectáveis pelo sis-
tema do computador em questão (por exemplo, considerar os ende 
reços em MAXA como coordenadas dos nós). Mas, o fato de uma sf 
rie de informações serem armazenadas diretamente em forma de 
vetores (que é como os computadores internamente fazem), repre 
senta também um ganho em tempo de processamento. 
Todos estes conteitos são difíceis de se-
rem entendidos em poucos parágrafos. Duas referências (13, 54) 
tratam deste assunto com cuidado. 
A.2 - DESCRIÇÃO GERAL DO PROGRAMA 
PETARDO é o nome dado ao programa aqui de-
senvolvido (nos moldes do STAP), sendo este nome dado pelas i-
niciais de: Programa de Engenharia Tratando da Análise de Re-
fração e Difração de Ondas. 
Algumas propriedades, relativas aos EF e 
EI utilizados, marcam a diferença básica entre o STAP e o PE-
TARDO: o primeiro trabalha com sistemas de variáveis e coefici 
entes REAIS e o segundo com sistemas de variáveis e coeficien-
tes COMPLEXOS. Para compatibilizar as subrotinas do STAP, rel~ 
tivas ao "sky-line", com o PETARDO, resolveu-se explicitar to-
da a aritmética e álgebra complexa. Por exemplo: uma equação 
com coeficientes e variáveis complexas será transformada em d~ 
as equaçoes reais, sendo uma relativa à parte real e outra à 
parte imaginária da equação inicial. 
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Em termos de programaçao esta técnica sera 
aplicada a nível de elemento. Para tal separa-se o parâmetro 
nodal~ em dois parâmetros nodais a e S, tal que 
~=a+ iS (A. 2) 
Um EF passa a ter 2 "graus de liberdade" por no, num total de 
16 equaçoes por elemento. Num EI serão 6 equações. Mas na pro-
gramaçao armazena-se apenas o numero da equação complexa rela-
tiva a um nó, já que a prescrição de a implica na prescrição 
de Se vice-versa. Desta forma, seja NE o número da equação co~ 
plexa relativa a um certo nó, o parâmetro a estará sempre na 
posição (2 * NE-1) do vetor de incógnitas e o parâmetro S na p~ 
sição (2 * NE). Obedecendo esta regra, é fácil localizar um pa-
râmetro (real ou imaginário) no sistema de equações reais, co-
ühecendo-se o número das equações complexas·. 
As funções Ni dos EF sao funções reais. A 
matriz (8 x 8) de um elemento, no sistema complexo, ao ser ex-
pandida para (16 x 16), resultará em duas equações semelhantes 
(uma real e uma imaginária). Seja a expressão complexa 
(A. 3) 
Adotando a separaçao dada em (A.2), (A.3) e reescrita da segui~ 
te forma: 
(A. 4) 
Os coeficientes da matriz e os parametros nodais serao dispos-
tos da seguinte maneira: 
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í Kll o Kl2 o KlS o 1 í ª1 1 
1 1 1 1 




1 1 1 1 
1 1 1 1 (A. 5) 
1 
-------------------------------
1 1 1 
1 KSl o Ks2 o Kss o 1 1 ªs 1 
1 1 1 1 
1 o KSl o Ks2 o 
1 1 1 
L Kss J L 6s J 
Esta é a matriz de um EF, sendo K .. dado pela equaçao (IV. 22). 
1J 
E preservada a simetria da matriz. Os zeros que aparecem sao 
frutos da utilização de uma função de interpolação real, o que 
desacopla os potenciais reais dos imaginários. Isto ocorrerá 
em qualquer EF, para profundidade variável ou não, a menos dos 
casos em que a malha é truncada. Pela equação (IV.16) pode-se 
observar que o termo complexo de amortecimento eliminará alguns 
destes zeros. 
Já as funções Mi dos EI sao funções compl!'c_ 
xas. A matriz (3 x 3) de um elemento, no sistema complexo, ao 
ser expandida para (6 x 6) resultará em duas equações, em que 
as partes reais e imaginárias do potencial ~D. não ficam desa-
copladas. Para tal, seja inicialmente feita as seguintes sepa-
raçoes: 
para o potencial difratado vale 
(A. 6) 
e o para o coeficiente K vale 
K = KR + i KI (A. 7) 
A primeira linha da matriz dos coeficientes multiplicada pelas 
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respectivas incógnitas, resulta em 
(A. 8) 
Substituindo (A.6) e (A.7) em (A.8) vem: 
Dispondo estes coeficientes de uma maneira análoga a (A.5) ob-
tem-se 
-KI 13 1 r a~ 1 
11 1 
11 1 
KR13 11 S~ 1 
11 1 
11 D 1 
-KI 2 3 11 ªz 1 
1 1 1 (A. 9) 
11 SD 1 
KRz3 11 2 1 
11 : 
11 D 1 
-KI 33 11 a 3 1 
11 1 
11 1 
11 D 1 
KR33J L63 J 
Esta e a matriz de um EI, sendo K .. (=KR .. + iKI .. ) dado em 
lJ lJ lJ 
(IV.94). Os termos KR .. e KI .. são obtidos explicitando-se os 
lJ lJ 
d t f - l (-N. -N. .ZiKs) pro utos en re as unçoes comp exas 1, J e e presentes 
em (IV.94). Observa-se, no entanto, que esta matriz ~e~l nao 
é simétrica, devido aos sinais negativos obtidos com i 2 = -1. 
Um artifício extremamente simples restitui à matriz a condição 
de simetria, possibilitando assim o uso das subrotinas do STAP. 
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Este consiste em multiplicar as Qoluna~ pares por (-1), notan-
do que o vetor de soluções também deve ser multiplicado por 
(-1) nas linha~ pares, para que o sistema não se altere. 
As matrizes dos EF devem sofrer também uma 
multiplicação por (-1), em suas colunas pares, de maneira que 
em nós coincidentes de EF e EI, os parâmetros nodais sejam (a) 
e (-$). Isto não altera a simetria da matriz. 
As matrizes, antes complexas, estão prontas 
para serem "espalhadas" em um sistema global, por meio de subro 
tinas que operam apenas números reais. A estrutura do programa, 
por sua vez, exige que antes deste "espalhamento" a parte supe-
rior da matriz seja disposta por linhas em um vetor, que então 
sera devidamente alocado no vetor A. Em PETARDO um algorítmo e-
ficiente é desenvolvido montando diretamente os coeficientes 
K. . num vetor, levando· em conta que este coeficiente aparece em lJ 
mais de uma posição. Desta forma cada coeficiente é calculado 
apenas uma vez, economizando-se o tempo gasto em integrações nu 
- . mer1cas. 
