The error between appropriately smooth functions and their radial basis function interpolants, as the interpolation points fill out a bounded domain in IR d , is a well studied artifact. In all of these cases, the analysis takes place in a natural function space dictated by the choice of radial basis function-the native space. The native space contains functions possessing a certain amount of smoothness. This paper establishes error estimates when the function being interpolated is conspicuously rough. MSC2000: 41A05, 41A25, 41A30, 41A63.
Introduction
In this paper we are interested in interpolation of a finite scattered data set A ⊂ IR d by translates of a single basis function. Of the differing set ups to this problem, the one preferred in this paper is the following variational formulation. Firstly, we require a space of continuous functions Z which carries a seminorm. The minimal norm interpolant to f : A → IR on A from Z is the function Sf ∈ Z which agrees with f on A and has smallest seminorm amongst all other interpolants to f on A from Z. The particular space we shall be concerned with is A consequence of (W0)-(W3) is that Z m (IR d ) is complete with respect to | · | m , and if
is embedded in the continuous functions (see [6] ). As the title of this work suggests, we expect this set up to admit minimal norm interpolants of the form (Sf )(
for an appropriate basis function ψ. We are not disappointed, but for brevity we omit the details which are well presented in [6] . The coefficients b a in (1.1) are determined by the interpolation equations (Sf )(a) = f (a), a ∈ A. In some situations it may be necessary to append a polynomial p onto (1.1) and take up the ensuing extra degrees of freedom by satisfying the side conditions:
whenever q is a polynomial of the same degree (or less) as p. The archetypal scenario the author has in mind is w(x) = |x| 2µ for x ∈ IR d , where µ < d/2. This leads to minimal norm interpolants of the form (1.1) modulo a polynomial of degree m. Here, the radial basis function is ψ :
It is of central importance to understand the behaviour of the error between a function f : Ω → IR and its interpolant as the set A becomes dense in a bounded domain Ω. The measure of density we employ is the fill-distance h := sup x∈Ω min a∈A |x − a|. One finds that there is a positive constant γ(m), independent of h, such that for all f ∈ Z m (IR
It is natural to ask: what happens if the function being approximated does not lie in
, where k < m and k + µ − d/2 > 0. The condition k + µ − d/2 > 0 ensures that f (a) exists for each a ∈ A, so Sf certainly exists. It is tempting to conjecture that the new error estimate should be
We are conjecturing the same approximation order as if we had instead approximated f with the minimal norm interpolant to f on A from
This is precisely what happens in the case w = 1, which was considered by Brownlee & Light in [2] . In this work, with the aid of a recent result from [1] (Lemma 2.5), we employ the technique used by Brownlee & Light to extend their work to more general weight functions. Theorem 3.5 is the definitive result we obtain. The interested reader may enjoy consulting the related papers [7, 8, 9, 10] .
To close this section we introduce some notation that will be employed throughout the paper. A domain is understood to be a connected open set. The support of a function φ : IR d → IR, denoted by supp (φ), is defined to be the closure of the set {x ∈ IR d : φ(x) = 0}. We make much use of the linear space Π m (IR d ) which consists of all polynomials of degree at most m in d variables. We fix ℓ as the dimension of this space. Finally, when we write f we mean the Fourier transform of f . The context will clarify whether the Fourier transform is the natural one on
Extension theorems
In this section we gather a number of useful results, chiefly about the sorts of extensions which can be carried out on our native spaces. This will first require us to establish the notion of local native spaces. To do this, we rewrite the seminorm |f | m in its direct form-that is, without the Fourier transform of f appearing explicitly. Let us demand that w satisfies the following additional axioms:
(W6) w is a measurable function and for any neighbourhood N of the origin,
Armed with axioms (W1) and (W4)-W7) it follows from [4] that
The notation X m (Ω) denotes the completion of X m (Ω) with respect to · m,Ω , while Y m (Ω) denotes the completion of X m (Ω) with respect to | · | m,Ω . It is these spaces that we call the local native spaces. We are nearly ready to state our first extension theorem, but first it is necessary to take on board four additional axioms and introduce an important type of bounded domain:
(W8) for every locally (m + 1)-smooth map φ on IR d , and every bounded subset Ω of
(W10) A w < 0 whenever A has positive measure; (A1) there exist open sets G 1 , . . 
(A3) let Ω δ be the set of all points in Ω whose distance from ∂Ω is less than δ. Then for some δ > 0,
The definition of a V-domain is taken from a paper by Light & Vail [5] in which extension theorems for our local native spaces are considered.
2. supp (Lf ) is compact and independent of f ;
A feature of the construction of the extension operator in Theorem 2.3 is that Lf can be chosen to be supported on any compact subset of IR d containing Ω. For details of the construction, the reader should consult [5] . Also at our disposal is a seminorm version of Theorem 2.3:
It is convenient for us to be able to work with a norm on X m (Ω) that is equivalent to · m,Ω .
Lemma 2.5 (Brownlee & Levesley [1]). Let
There are positive constants K 1 and K 2 such that for all f ∈ X m (Ω),
The behaviour of the constant K(Ω) in the statement of Theorem 2.3 can be understood for simple choices of Ω. To realise this, we require that the weight function satisfies one further and final axiom: 
We are now ready to state the key result of this section, but before doing this let us make a simple observation. Look at the unisolvent points b 1 , . . . , b ℓ in the statement of Lemma 2.5. Since X m (Ω) can be embedded in C(Ω), it makes sense to talk about the interpolation operator P : 
2. g(x) = 0 for all |x − a| > 2h;
3. there exists a C > 0, independent of f and B, such that |g| m,
Furthermore, c 1 , . . . , c ℓ can be arranged so that c 1 = a.
Proof. Let B 1 be the unit ball in IR d and let
be constructed as an extension to F on B 1 . By Theorem 2.3 and the remark following it, we can assume
Also, for x ∈ IR d with |x − a| > 2h, we have |σ(x)| > 2. Since F B 1 is supported on B 2 , g(x) = 0 for |x − a| > 2h. Hence, g satisfies properties 1 and 2. By Theorem 2.3 there is a K 1 , independent of f and B, such that
We have seen in Lemma 2.5 that if we endow X m (B 1 ) and X m (B 2 ) with the norms
then · B i and · m,B i are equivalent for i = 1, 2. Thus, there are constants K 2 and K 3 , independent of f and B, such that
. Now, Lemma 2.6 can be employed twice to provide us with constants C 2 and C 3 > 0, independent of f and B, such that
Finally, we observe that |f − P c f | m,B = |f | m,B to complete the first part of the proof. The remaining part follows by selecting b 1 = 0 and choosing b 2 , . . . , b ℓ accordingly in the above construction.
Error estimates
In this section we establish the error estimate conjectured in the introduction. We begin with a function f in Z k (IR d ). We want to estimate
where S m is the minimal norm interpolation operator from Z m (IR d ) on A and m > k. The essence of the proof is as follows. Firstly, by adjusting f , we obtain a functionf , still in Z k (IR d ), with seminorm in Z k (IR d ) not too far from that of f . We then smooth f by convolving it with a function φ ∈ C ∞ 0 (IR d ). The key feature of the adjustment of f to F := φ * f is that F (a) = f (a) for every point a ∈ A (Theorem 3.4). This enables us to replace S m f with S m F in (3.1). Furthermore, it follows that F ∈ Z m (IR d ) so we can employ an existing L 2 -error estimate to F − S m F . The remaining part of the error, f − F , is easily dealt with as it vanishes on A. Finally, Lemma 3.1 takes us back to an error estimate in Z k (IR d ).
Proof. The case w = 1 is established in [2] . The proof for this more general set up does not differ substantially so is omitted.
is supported on the unit ball and satisfies
and
For each ε > 0 and 
