Abstract. We propose an unconventional approach for transferring of information between multi-modal images. It exploits the temporal commonality of multi-modal images acquired from the same organ during free-breathing. Strikingly there is no need for capturing the same region by the modalities. The method is based on extracting a low-dimensional description of the image sequences, selecting the common cause signal (breathing) for both modalities and finding the most similar subsequences for predicting image feature location. The approach was evaluated for 3 volunteers on sequences of 2D MRI and 2D ultrasound images of the liver acquired at different locations. Simultaneous acquisition of these images allowed for quantitative evaluation (predicted versus ground truth MRI feature locations). The best performance was achieved with signal extraction by slow feature analysis resulting in an average error of 2.6 mm (4.2 mm) for sequences acquired at the same (a different) time.
Introduction
The attention paid to organ motion due to breathing during radiation therapy has risen in recent years [4] . As treatment devices become more sophisticated, their guidance requires higher accuracy. Yet motion prediction is complicated due to the large variability in respiratory patterns, invalidating the assumption of periodic motion [4] . Unfortunately, observation of the tumor motion in real-time during therapy is often impossible, making surrogate measures of this motion essential. Common surrogates include measurements from a breathing bellow, a spirometer, optical imaging of the chest wall and imaging of the diaphragm position. The latter could be achieved by fluoroscopy, ultrasound or cine MRI, with ultrasound being the preferred choice to avoid radiation and high costs.
The question remains how well the surrogates can be related to the tumor motion. Studies have shown that assuming a linear relationship between the abdominal and tumor displacements can be misleading (correlation range [0.39 − 0.99]) [4] . Statistical motion models [8, 15] aim to overcome this uncertainty by learning the motion pattern for the whole organ. Tumor motion is then predicted from the motion of some landmarks in the organ. This requires that spatial correspondence between the surrogate and the organ motion model can be established, which is essentially a multi-modal image registration problem.
Relating the US structures back to the pre-therapeutic MR image is not an easy task, especially in 2D. A main challenge is to define an effective image similarity measure. For liver US images, approaches include gradient images [9] , matching of extracted vessels [13, 11] , simulations of US images from CT images [17, 5] and hybrids [6] . Assuming the same breathing phase, alignments are often optimized with respect to a rigid transformation. The reported registration errors were on average in the range of 3.7 mm. Additionally, tracking of US features are neither without error (e.g. 1.5 mm [2, 3] for 3D US). Processing time is another issue in real-time tracking.
For a clinical setup, we propose to acquire a short pre-therapeutic 4D MRI, and record US images of the same organ during treatment. The organ under investigation is then the same before and during therapy, while the position of the image acquisition and modality have changed, see Fig. 1 . Instead of multi-modal image registration of two static images, we propose a novel approach. It is based on the observation, that the appearance changes of the organ in time are mainly due to a common cause, i.e. the breathing. Inspired by recent investigation of learning invariants in time series [18] , we look for low-dimensional embeddings of the image sequences in order to extract such invariant signals, which are associated to a common cause. Invariance in this context refers to independence of multi-modal image appearance and exact slice location. Summarizing, our hypothesis is that due to the presence of a global temporal pattern in the data, it is possible to relate multi-modal images of a moving organ without the need for explicit image registration. 
Material
Ultrasound and MR images of the liver were simultaneously acquired for 3 volunteers during free-breathing at the Radiology Department of Geneva University Hospital [12] . This was accomplished by modifying the ultrasound equipment to be MR compatible. The ultrasound transducer and cables were EM shielded, coupling material was added and the transducer finally mounted on a fixation frame. The sequence of 2D ultrasound images obtained from real time US 2nd-harmonic imaging (center frequency = 2.2 MHz) had a temporal resolution of 25 fps and a spatial resolution of 0.6 mm. The acquisition sequence of MRIs consisted of alternating between 2D navigator slices (at a fixed spatial position) and 2D data slices (at different locations to cover the liver) with a frequency of 2.45 Hz for the first two volunteers and 2.86 Hz for the third volunteer. From the aforementioned acquisition sequence, 4D MR images can be created by sorting the data slices based on the similarity of the enclosing navigator slices [14] . This allows us to process 2D navigators and extend our results to 3D MR volumes. MR navigator images had a spatial resolution of 2.34 mm, 2.42 mm and 1.72 mm for the first, second and third volunteer respectively.
Method
In this work we propose a new approach for exploiting the temporal commonality of multi-modal images (US, MRI) acquired from the liver during free-breathing. We assume that the breathing signal is statistically similar across different image modalities that represent the same organ. Hence, we extract the breathing signal from each modality, look for the similarity between these signals, and use the resulting match to predict the corresponding images. In particular, we predicted MR navigators from the observation of US images. Our method (illustrated in Fig. 2 and described in more details in Sects. 3.1-3.3) consists of 3 steps, namely Dimensionality Reduction. Given an image sequence I m from modality m ∈ {M RI, U S}, we embed I m into a low-dimensional data representation S m using dimensionality reduction techniques. Selection of Common Cause Signals. We select components from S M RI and S U S characterized by a global repetitive pattern related to breathing. Prediction of Feature Location. The prediction of image feature locations in one modality is achieved by evaluating the similarity between the breathing signals and selecting the associated images.
Dimensionality Reduction
We aim to find an invariant description of the breathing signal with respect to the image modality and independently from an exact spatial correspondence. We assume that the breathing signal lies in a low-dimension manifold extracted from the data. Numerous methods are available for dimensionality reduction [7] .
However it is often unclear which method is applicable for a specific problem. We explored the following dimensionality reduction methods: Principle Component Analysis (PCA), Slow Feature Analysis (SFA) [18] , Isomaps [16] and Laplacian eigenmaps [1] . Especially, SFA was proposed to capture the invariant temporal structures in the data by extracting slowly to quickly changing components [18] . For each modality m ∈ {M RI, U S}, we acquire images characterized by D
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Selection of Common Cause Signals
We aim to select corresponding individual components inŜ
. Relying on the statistical assumption that a similar breathing pattern is observed in the two modalities, we want to find the components which indicate the breathing as common cause. Hence, we employ frequency analysis (i.e. Fast Fourier Transform) to the 1D eigenmodes of both modalities. Then we choose the signals characterized by a power spectral density maximum at a frequency in the range of 0.15-0.40 Hz (common breathing frequency window). We denote the selected breathing signals asŝ m (t) for modality m ∈ {U S, M RI}.
Prediction of Feature Location
After normalization and selection of the breathing signals, we look for their similarity. We select the most similar short sequences inŝ M RI from a finite number of observations inŝ U S , in order to predict MR navigators. Our observation consists of a short sequence [ŝ U S (t − (N − 1)/f ), . . . ,ŝ U S (t/f )] from the selected signal s U S , in order to take into account the breathing history (e.g. exhalation, inhalation). We calculate the K -nearest neighbors (K -NN) inŝ M RI to this sequence.
In detail, we find t M RI k so that, for a given t U S , we minimize the distance Fig. 2(b) . We considered N = 4 and K = 3. Having found the K -NN MR short sequences from the US sequence, we selected the associated MR navigator images, see Fig. 2(c) .
We evaluated this approach on vessel center locations on the MR navigators. Specifically, vessels with cross-sectional cuts were semi-automatically segmented from MR navigator images 3 and their center locations v(t) extracted. For each of the N frames, we linearly interpolate the K center locations, to get the prediction of the vessel center position (see Fig 2(d) ):
Prediction Evaluation. We used data from 3 volunteers (Vol.1 -Vol.3). For each volunteer we considered one US sequence and two MRI sequences and differentiate between two setups. For Seq1 the US and MR sequences were acquired simultaneously. The MRIs of this sequence define our ground truth (GT) data, allowing us to validate the method. For Seq2 we use MRIs acquired minutes later and the ultrasounds from Seq1. This setup was used to evaluate the performance for an independent MR set, similarly to the targeted clinical application. We also assessed the effect of replacingŝ U S with the main diaphragm motion (first PCA eigenmode of a point displacement at the diaphragm). The diaphragm displacement was obtained from intensity-based tracking of US liver images. The tracking method was optimizing the parameters of an affine transformation of a region enclosing the diaphragm with respect to normalized cross correlation.
We quantified the prediction error by computing the mean of the Euclidean distance between the ground truth vessel center location v GT and the corresponding location on the predicted MRIsv M RI , see Fig. 2 (d):
We summarized the results by the mean and standard deviation ofĒ t U S ∀t U S . followed by PCA. Average errors increased by 1 mm (0.6 mm) for diaphragm tracking for Seq1 (Seq2 ). When assuming no respiratory motion (using the mean position of v GT over Seq1 as prediction), we obtained an average prediction error over all 3 volunteers of 5.94 ± 2.11 mm (7.49 ± 3.55 mm) for Seq1 (Seq2 ). For the best approach (SFA), we evaluated the linear dependence between the selected breathing signalsŝ U S andŝ M RI , and betweenŝ M RI and v GT . We compared the correlation with that of the common prediction approach, i.e. diaphragm tracking to v GT , see Tab. 2. SFA provides on average higher correlations, supporting the better performance of SFA over diaphragm tracking for Seq1 (Tab. 1).
Results

Conclusion
We proposed an unconventional method for relating multi-modal images sequences. It is based on representing the acquired data in a low-dimensional embedding, extracting common cause signals (e.g. breathing) from both image sequences, finding the most similar sub-sequences of these signals, and using the associated images in order to predict the location of image features. The method generates the prediction in a completely unsupervised manner.
Using this approach, we predicted the location of anatomical landmarks by relying on a temporal pre-therapeutical MRI sequence based on the observation of US images acquired during therapy with an average accuracy of 4.2 mm. Our performance is comparable to state-of-the-art methods (3.7 mm for multi-modal registration [11, 17, 6 ], 1.5 mm for US tracking [2, 3] ) while being less complex. Lowest mean errors were achieved when employing SFA. This demonstrates the advantage of explicitly using the temporal information stored in the data and supports previous investigations [18] . After these encouraging results, we plan to apply the method to 3D landmark prediction by using 4D MR techniques [14] , to acquire longer image sequences and to investigate potential improvements when combining the presented approach with statistical breathing models [15] .
