Breaking boundaries with live transcribe: expanding use cases beyond standard captioning scenarios by Loizides, Fernando et al.
Breaking Boundaries with Live Transcribe: Expanding Use Cases 
Beyond Standard Captioning Scenarios 
Fernando Loizides Sara Basson Dimitri Kanevsky 
Cardif University, UK Google, USA Google, USA 
Cardif New York, New York Mountain View, California 
loizidesf@cardif.ac.uk basson@google.com dkanevsky@google.com 
Olga Prilepova Sagar Savla Susanna Zaraysky 
Google, USA Google, USA Google, USA 
Mountain View, California Mountain View, California Mountain View, California 
olgaprilepova@google.com sagr@google.com susanna.zaraysky@gmail.com 
ABSTRACT 
In this paper, we explore non-traditional, serendipitous uses of an 
automatic speech recognition (ASR) application called Live Tran-
scribe. Through these, we are able to identify interaction use cases 
for developing further technology to enhance the communication 
capabilities of deaf and hard of hearing people. 
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1 INTRODUCTION AND MOTIVATION 
Not being able to hear in environments predicated on sounds and 
aural communication presents multiple challenges. For deaf and 
hard of hearing (DHH) people, this can lead to severe communica-
tion breakdowns. For children, this can hinder social and emotional 
development [2, 6, 22, 27]. Developmental gaps can persist to adult-
hood [3] with higher instances of depression [14]. Communication 
gaps have historically created barriers to employment and to in-
formal human interactions [8, 17, 20]. Some positive changes in 
employment have emerged with legislative changes, but signifcant 
gaps in employment and career development persist for DHH peo-
ple [13]. Reducing communication friction between a DHH person 
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and other DHH or hearing people can improve quality of life for the 
DHH individual and for their extended community of contacts. Sign 
language provides excellent communication opportunities within 
deaf signing communities, but is generally unavailable outside of 
these communities. Some deaf children are trained in oral commu-
nication and may not themselves be fuent in sign language. Adults 
who have lost hearing later in life may not adopt sign language, 
and may prefer text based communication [4]. Fluent sign language 
users can experience communication blocks when sign language 
interpreters are not available[18]. For casual communication, there 
is a high cost barrier. Users need to schedule interpreters in ad-
vance, limiting opportunities for spontaneous conversations with 
non-signing people. DHH people that do not sign and communicate 
with the speaking community often depend heavily on lip reading. 
There is a steep learning curve to develop good lip reading skills, 
since only about 30% of speech gestures are discernable from the 
face and lips [25]. Users depend on a lot of contextual information 
to fll in the gaps. Lip reading success depends on good lighting and 
direct line of sight as well as the speaker facial expressions, accents 
and pace. 
Contemporary research has focused attention on technical solu-
tions to improve interactions between DHH and speaking/hearing 
communities. Medical advancements such as Cochlear implants 
are increasingly prevalent[9]. The expectation is that users with 
Cochlear implants will “learn to identify enough sounds” to com-
municate in the speech/hearing community, supplemented by lip 
reading. This is not always the case, as acoustic or visual conditions 
may be less than ideal for the DHH with Cochlear implants to fully 
engage in conversation. Speech captioning is often a necessary sup-
plement to improve the communication fow, and automatic speech 
recognition has become a critical assistive technology [12]. Bell 
Labs in the 1950s [21] was one of the early inventors and develop-
ers of speech recognition technology. Early applications of speech 
recognition targeted controlling computers by voice, interacting 
with services over the phone through voice menus, and speech 
dictation (generating documents through speech rather than using 
a keyboard.) Telecommunications relay services also used speech 
recognition (https://www.washington.edu/accesscomputing/what-
are-telecommunications-relay-services - accessed June 2020). DHH 
users would have a phone with a text screen. A third party in-
termediary would re-speak the conversation of the hearing party 
into speech recognition that was trained for the intermediary’s 
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voice. Text from the speech recognition output would appear on 
the DHH user’s screen. As processing power increased and algo-
rithms advanced, speech recognition improved such that trained 
third party intermediaries have become less necessary, and the 
speech of the hearing parties in the conversation can be transcribed 
directly (although sometimes there are challenges to doing so auto-
matically [10]) with speech recognition [11]. As speech recognition 
technology has improved, it has been used more widely to cap-
tion lectures, videos, and conversations between DHH and hearing 
people [23, 26]. Usage is expanding beyond the typical, anticipated 
scenarios, as users become more comfortable with the technol-
ogy. Live Transcribe is an Android mobile application that was 
released to the public in 2019. It was initially intended to help DHH 
and hearing people communicate more efectively. Live Transcribe 
provides free, real time speech-to-text transcriptions to make ev-
eryday conversations more accessible. Users can choose from over 
80 languages and dialects, and quickly switch between languages. 
Adopting new interactive technology is a community process, often 
predicated on usefulness and likability. 
We have catalogued a number of novel uses of Live Transcribe 
speech recognition technology (https://www.android.com/intl/en_ 
uk/accessibility/live-transcribe/ - accessed June 2020). We summa-
rize a number of them in this paper. Live Transcribe has demon-
strated rapid adoption, in settings that are predictable, but also in 
settings that were unexpected. In some scenarios, the social con-
straints surrounding the COVID-19 pandemic have spawned new 
use cases. The authors are either involved in the development of 
Live Transcribe or active users of the application with several of the 
experiences being a frst hand account of the author’s use of the app. 
The reports were gathered by the Live Transcribe team at Google. 
Both Googlers and non-Googlers who used the app sent notes about 
some of their experiences about how they use the technology to the 
Live Transcribe team. Some of the reports came from researchers at 
Gallaudet University in Washington DC in the United States. Gal-
laudet University is a university for the Deaf and hard-of-hearing 
that collaborated with Google to make the app. More specifcally, 
the app was inspired by a dinner in a poorly lit restaurant with 
Dimitri Kanevsky and Sara Basson’s family in New York. Dimitri 
is deaf. It was too dark for Dimitri to be able to lip-read. Sara’s 
son took out his Android phone and voice typed in English into 
Google Docs. Dimitri read what Sara’s son was saying and got the 
idea for a transcription app that would type out what people were 
saying in real time. Dimitri Kanevsky is one of the co-creators of 
Live Transcribe along with Chet Gnegy. Susanna Zaraysky uses 
the app with her father in Russian and English to communicate 
through the glass doors of his nursing home. Prior to the Covid 
lockdown, she used the app when her father’s hearing aids weren’t 
working or for him to follow along better in doctor’s visits when 
he didn’t hear clearly. Olga Prilepova uses Live Transcribe both in 
English with people in California and in Russian with people in 
Moldova when visiting. To avoid holding a device in one’s hand 
while speaking in Live Transcribe, she has come up with ways 
to wear devices on one’s body to display the transcriptions and 
how to use multiple devices to display transcriptions during video 
calls. Sagar Savla is the Product Manager for Live Transcribe and 
other sound and accessibility research eforts. He was motivated by 
wanting to help his grandmother with her age-onset hearing loss. 
Fernando Loizides is an assistant professor of computer science and 
human-computer interaction who is gathering use cases for Live 
Transcribe and looking for paths to better interaction for accessi-
bility. He uses Live Transcribe in traditional and non-traditional 
ways to gather live transcription in meetings and to “catch-up” to 
conversation of a meeting that has already started by re-reading 
the previous minutes’ transcription. 
2 COMMUNITY ACCEPTANCE AND 
ADOPTION 
Any technology that is novel, faces a hurdle, big or small, of be-
ing accepted and used. This is modelled and frame-worked by the 
technology acceptance model [16]. Technology acceptance and 
adoption varies depending on several variables such as perhaps 
(among others) age, previous experience and exposure, trustworthi-
ness, perceived usefulness and likeability. In the following examples, 
we demonstrate diferent scenarios where technology acceptance 
and adoption is demonstrated across diferent scenarios. 
2.1 Employment opportunities that were 
previously unavailable 
A hearing colleague went to a sports event. He needed directions 
for parking and asked an usher. The usher initially did not respond. 
When he got her attention, she pulled out her phone and started 
using Live Transcribe to converse. As a deaf person communicating 
with a hearing audience within the event context, the fexibility 
associated with Live Transcribe enabled her to fulfl a job as an 
usher. 
2.2 Ability for deaf people to spontaneously 
communicate with a hearing person 
Two deaf men on a business trip were walking to their hotel from the 
conference site. They were signing to each other and not planning 
to communicate with a hearing person at that time. A woman that 
seemed distressed approached them, asking for help. It was too 
dark to read her lips and they couldn’t understand her. One of the 
deaf travellers took out his Android phone, opened Live Transcribe, 
and asked her to repeat her problem. Live Transcribe transcribed 
her perfectly. She was lost and couldn’t fnd her hotel. The two deaf 
travellers were able to accompany her back to where she needed to 
be. The woman was able to adapt seamlessly to Live Transcribe and 
was extremely grateful for the help in getting to her hotel safely. 
2.3 Shared responsibility for communication: 
Hearing users enabling Live Transcribe 
A deaf user of Live Transcribe works in technical support, assisting 
employees with technical problems. In this particular instance, her 
phone had broken, and she did not know how she would commu-
nicate with her colleagues. Several hearing colleagues had already 
installed Live Transcribe on their phones, enabling her to commu-
nicate with them. This also freed her from her typical burden of 
constantly carrying her phone with her. 
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Figure 1: Using Live Transcribe to ’listen In’ on the children’s 
conversation 
2.4 Deeper understanding between deaf 
parents and hearing children 
There are complex relationships and psychological factors between 
parents and children, when some are DHH and others are hearing 
[24]. In the case where the parents are deaf, this can lead to the 
children being the primary spokespeople of the family and can 
sometimes leave the children feeling as though they have been 
deprived of their childhood [15]. In a family where all members 
are hearing, parents can engage in direct conversation with their 
children as well as overhearing “side” conversations (See Figure 
1). A deaf professor commented that Live Transcribe enabled the 
parents to better understand how their children communicated, and 
how they helped each other with math. Live Transcribe enabled the 
parents to follow along to casual conversations as passive observers 
rather than active participants. As the parent puts it, “Now that’s 
a nice application. I fnally can see how the kids help each other 
with math”. 
2.5 Changing the communication style of a 
hearing person speaking to deaf people 
A colleague indicated that she had communicated for many years 
with a deaf friend that depended on lipreading. Over the years, she 
had become aware of which sounds were more visible on the lips 
than others (only about 30% of English sounds are lip visible.) She 
had unconsciously become adept at opting for words with more 
visible sounds, given a choice. She also learned how to build up con-
text, so that less familiar words would be recognisable. As a result, 
her own language choices would shift when she communicated 
with him. If there were many unusual and unpredictable words that 
needed to be communicated, she shifted to written/chat formats. 
Nonetheless, she couldn’t be certain whether 100 per cent of what 
she was saying was intelligible. With Live Transcribe, verbal com-
munication became more natural. She no longer monitors word 
choices, consciously or subconsciously. Since she can also view 
the Live Transcribe output, she knows what is or is not accurately 
understood, and when to repeat or re-state. 
3 EMERGENCY COMMUNICATION DURING 
COVID-19 
Due to the lockdowns, DHH people were sometimes left scrambling 
to fnd ways to communicate, as social distancing, quarantine and 
mask wearing rendered their previous communication methods 
impossible (e.g., standing close to their interlocutors and lip read-
ing). These examples show how DHH users, their family members, 
and strangers adapted to using Live Transcribe, including people 
previously unfamiliar with the app, in order to increase inclusivity 
[1]. 
3.1 DHH people that typically lip read, 
interacting with hearing people wearing 
masks 
Mask wearing is pervasive during the COVID-19 pandemic, making 
lip reading impossible for DHH people that depend on it. A video 
(accessed June 2020) has become popular on Facebook, showing 
Live Transcribe providing conversational access when lipreading 
is unavailable (https://www.facebook.com/drew.ledson/videos/vb. 
1090025427/10221234434025640/?type=2&theater). 
3.2 Communication through closed (glass) 
doors 
A hearing colleague had a number of family celebrations in March 
2020: It was the 40th anniversary of their departure from the former 
Soviet Union. It was also her parents’ 50th wedding anniversary. 
Due to COVID-19, normal celebrations became impossible. Her 
father was in a nursing home, and she knew that he would not be 
able to hear them speaking to him from outside the nursing home, 
even with his hearing aids. She opted to try Live Transcribe on a 
tablet. “One of the nurses wheeled my dad in his wheelchair to 
the glass doors of the nursing home,” she said. Her father wasn’t 
expecting to see her, or his grandchildren, standing outside (See 
Figure 2 Left). They were able to hear and understand him. He was 
able to read the transcription on the tablet, as his granddaughter 
said “We miss you and we love you”. It wasn’t the big party at 
a nice restaurant they had originally planned, but it provided an 
opportunity to recognise a meaningful time for their family. As 
quarantine procedures at the nursing home became stricter, even 
visiting by the glass door proved impossible. The family replicated 
the “glass door” experience using a smartphone and video chat (See 
Figure 2 Right). They held the tablet with transcription such that 
her father could see the speaker and the Russian transcribed speech 
at the same time. They commented on the signifcance of using this 
technology to celebrate their family’s departure from a country 
that didn’t allow people to communicate freely. 
3.3 Speaker feedback leads to better speech 
A deaf patient with a Cochlear implant needed to see their audiolo-
gist at Johns Hopkins in Baltimore due to an emergency situation. It 
was the frst day that the clinic had started seeing clients again after 
Maryland had lifted some restrictions, and many protocols for mak-
ing the screening process for COVID-19 symptoms had been hastily 
put into place without regard for accessibility. At the entrance to 
the clinic, people in full Personal Protective Equipment (PPE) asked 
a set of screening questions, but it was impossible to understand 
anything they were saying. PPE also afects the accuracy of auto-
matic speech recognition, so simply using Live Transcribe on their 
phone didn’t quite work. The patient explained the situation, and 
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Figure 2: Left: Communicating through the glass with Live Transcribe Right: Speaking using Live Transcribe in Russian on 
their tablet while the father watches them via video call on the phone propped up on a homemade phone stand. 
by holding the microphone really close to the worker in PPE, the 
worker could see the output in real-time and also correct herself in 
real-time if the PPE resulted in a garbled response. This feedback 
mechanism was critical to making this communication work. 
3.4 Managing distractions 
Online or face-to-face meetings provide an easy way for several par-
ties to communicate in real time. Online meetings are the prevalent 
mode during COVID-19 lockdown, and it is easy to get distracted 
by other stimuli when working alone. One hearing user commented 
that they often switch to another window to reply to an email or a 
chat. When they switch back to the meeting, they realize that they 
have missed a portion of the conversation. With Live Transcribe, 
they are able to “catch up” on the portion of the conversation they 
have missed. They now use Live Transcribe more frequently as a 
meeting tool to provide note taking. 
3.5 Experimenting with communication at a 
distance 
A deaf colleague with a Cochlear implant had to ship two laptops 
and set up packing and shipping in the store. The process took 
about 20 minutes. He could not lip read given the store employee’s 
mask, and did not want to ask the store employee to lower his mask. 
Nor did he want to engage in prolonged close contact by back-and-
forth writing. He wasn’t sure how well Live Transcribe would work, 
given the 6 feet (2 meters) of separation between them. He put his 
phone on the counter so that it was in visual range for himself as 
well as the store employee. The transcription worked well, and it 
was helpful that the employee could see his own transcription in 
real time. 
4 CAPTIONING SPEECH AS A TOOL FOR 
SPEECH IMPROVEMENT FOR DHH USERS 
DHH people often have particular speech characteristics associated 
with hearing loss, often referred to as “deaf speech”. Research has 
explored the characteristics of deaf speech and various methods to 
improve articulation of deaf speakers, which is typically managed 
by speech therapists [5, 7, 19]. Practice with a speech therapist is 
inherently intermittent, however, and the therapist is not always 
available to correct a speaker’s pronunciation. In the following 
experiences, Live Transcribe has been used as a tool to determine 
whether the deaf speaker’s articulation is sufciently accurate to 
be recognized correctly. Where it is not recognized correctly, the 
deaf speaker can dynamically tweak their own pronunciation until 
it is recognizable. 
Figure 3: CART on a computer screen, Live Transcribe on a 
smartphone, and the round Roger Select (an assistive listen-
ing device) 
4.1 Real time transcription to train DHH users 
with Cochlear implants 
Cochlear implants [9] can provide DHH people with some access 
to auditory information. Often users need to train themselves on 
interpreting the sound provided through the Cochlear implant. One 
user commented that he has historically done this training with 
speech transcription provided by CART writers; stenographers that 
caption speech to create access for DHH people (See Figure 3). The 
output from a CART writer generally lags the actual speech by a 
couple of seconds. The CART writer needs to hear the speech, and 
convert it to stenotype. A DHH Cochlear implant user commented 
that training is more complicated when there is a lag between what 
he hears, and what he reads as the caption. With Live Transcribe, the 
latency is minor. The word that he hears is still in auditory memory 
when the caption for the word appears. He shared his setup in 
the image below. He continues to use CART which appears on 
his computer screen. He believes CART provides highest accuracy 
when other people speaking have strong accents. In addition he 
has Live Transcribe on display, for auditory reinforcement with 
low latency. 
5 HANDS-FREE INTERACTION 
5.1 Wearables 
Ideally, captioning information would be available without bur-
dening the DHH user to always have a phone in hand. Holding a 
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Figure 4: Wearable innovations for Live Transcribe Interaction. Left: head and chest wear. Center: chest wear. Right: wrist 
wear. 
Figure 5: Using a stand for hand’s free interaction 
phone limits the person’s ability to do two-handed tasks. Also, if the 
captioning appears on a phone in the user’s hand, then the user will 
appear less engaged with other people in the conversation. Staring 
at the phone in hand can erroneously signal lack of engagement. Fi-
nally, the DHH person staring at a phone will miss other useful cues 
from the speaker that are gleaned from lip reading, body language, 
and other emotional indicators. We have begun experimenting with 
a number of display alternatives. The hat-mounted phone setup 
uses a sticky magnetic plate, a magnet and a tiny Palm phone (See 
Figure 4 - Left). Wearing and displaying Live Transcribe for others 
to view. One can monitor transcription by watching another phone 
with Live Transcribe in their hands (See Figure 4 - Center). This 
self-loop allows directing audio from a speaker to a mic, and tran-
scribes audio that is played on the phone (including phone calls). A 
bracelet can be made from a piece of fabric cut from a shirt sleeve. 
We experimented with several wrist/hand mounts using a running 
wristband or a thin glove (See Figure 4 - Right). 
5.2 Touch-free access to captions 
We put a Live Transcribe tablet on a boom mic stand, for use by 
an immobile user. There are many ways to mount a tablet. Here, 
we used sticky-back velcro on a board (See Figure 5). This enables 
limited mobility DHH people to have a line of sight with the Live 
Transcribe tablet and be able to communicate with others in the 
room and through calls. 
6 SUMMARY AND FUTURE WORK 
In this paper, we presented several experiences of non-standard 
use of an automatic speech recognition application, Live Tran-
scribe. These experiences serve as use cases to explore both the 
interaction behavioural models of DHH and hearing people. We 
have discovered social and physical barriers that were broken 
down through these use cases. and identifed where the lives of 
DHH people and their interactions were enriched. In future, we 
hope to identify more cases where automatic speech transcription 
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in Live Transcribe and other speech recognition tools advances 
communications beyond one to one interactions. A recent project, 
code named Euphonia,(https://ai.googleblog.com/2019/08/project-
euphonias-personalized-speech.html - accessed June 2020) allows 
users to train speech recognition models for non-standard speech. 
We also plan to capture experiences with other features in Live Tran-
scribe (such as environment sound detection, noise level indicator, 
haptic feedback) that were not presented in this paper. 
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