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INTRODUCTION
The aim of the paper is obtaining an analog of the Plana formula (see, e.g., [1], Chap. 7, exercise 7)
which is essential for ﬁnding the functional equation (see, e.g., [2], Chap. 2, section 9) for the classical
Riemann zeta-function. Kuzovatov and A. M. Kytmanov [3] obtained an analog of the Plana formula
under more strong restrictions on rational function. In the paper we remove these restrictions.
Let ϕ be a holomorphic function, bounded for all z such that x1 ≤ Re z ≤ x2; x1, x2 are integers. The
classical Plana formula connects the sum of values of ϕ (z) at integer points with some integrals:
1
2
ϕ (x1) + ϕ (x1 + 1) + ϕ (x1 + 2) + · · ·+ ϕ (x2 − 1) + 12ϕ (x2)
=
∫ x2
x1
ϕ (z) dz +
1
i
∫ ∞
0
ϕ (x2 + iy)− ϕ (x2 − iy) + ϕ (x1 − iy)− ϕ (x1 + iy)
e2πy − 1 dy. (1)
Concerning generalizations of the zeta-function, we note that in 1950s Gelfand, Levitan, and Dikii
(see, e.g., [4–6]) studied the zeta-function associated to eigenvalues of the Sturm–Lioville operator. As
it turned out, its value is connected with the trace of the operator. Further their approach was developed
by Lidskii and Sadovnichii [7] who considered a class of entire functions of one variable, deﬁned the
zeta-function of their zeroes and investigated its domain of analytic continuation. Smagin and Shubin
[8] constructed the zeta-functions for elliptic operators, as long for operators of more general type, proved
a possibility of meromorphic continuation of the zeta-function and gave some information on its poles.
Multidimensional results were obtained by A. M. Kytmanov and Myslivetz [9]. They introduced the
concept of zeta-function associated with a system of meromorphic functions f = (f1, . . . , fn) in Cn.
With the help of the residue theory, an integral representation for the zeta-function was given but under
fulﬁllment of some strong conditions on the system f1, . . . , fn.
In [10], with the help of the residue theory, Kuzovatov and A. A. Kytmanov obtained two integral
representation for zeta-function constructed by zeroes of an entire function of ﬁnite order on the complex
plane. With the help of these representations, they described a domain which the zeta-functions can be
extended to.
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1. AUXILIARY RESULTS
Let us formulate the results from [10]. Let f (z) be an entire function of order ρ in C. Consider the
equation
f (z) = 0. (2)
Denote by Nf = f−1 (0) the set of all solutions to (2) (we take every zero as many times as its
multiplicity). The numbers of roots is at most countable.
The zeta-function ζf (s) of roots of Eq. (2) is deﬁned in the following way:
ζf (s) =
∑
a∈Nf
(−a)−s
where s ∈ C. The minus sign in the deﬁnition is taken for convenient recording of the integrals below.
Now we will give an integral representation for the zeta-function ζf (s) of zeroes zn of f which are
zn = −qn + isn, qn > 0.
Let us denote
F (f, x) =
∞∑
n=1
eznx. (3)
We will assume that Re s = σ > 1 and the following conditions hold:
lim
n→∞
qn
n
> 0, (4)
the series
∞∑
n=1
(
1
qn
)σ−1
converges. (5)
For investigation of convergence of (3) we will use the Cauchy convergence test. For real x we have
[10]
|eznx| = |e(−qn+isn)x| = |e−qnx · eisnx| = e−qnx.
Therefore, making use of (4), we see that (3) converges if and only if
lim
n→∞
n
√
e−qnx = lim
n→∞ e
− qnx
n = lim
n→∞
1
e qnxn
< 1,
i.e., for x > 0.
Theorem 1 ([10]). Let (4) and (5) hold, and Re s > 1. Then
ζf (s) =
1
Γ (s)
∫ ∞
0
xs−1F (f, x) dx
where F (f, x) is deﬁned by (3).
In the paper we will assume that zn = −qn, qn > 0, where qn is a sequence of naturals.
Consider the function
F (f, 2πiz) =
∞∑
n=1
ezn2πiz =
∞∑
n=1
e−qn2πiz. (6)
For z = x + iy we have
|e−qn2πiz| = |e−qn2πi(x+iy)| = |e−qn2πix · eqn2πy| = eqn2πy.
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Therefore, the domain of convergence for series (6) is the set deﬁned by
lim
n→∞
n
√
eqn2πy = lim
n→∞ e
qn2πy
n < 1;
due to (4) it is equivalent to the inequality y < 0, .
With the help of the change of variable e−2πiz = w, series (6) is reduced to the form
∞∑
n=1
wqn or
G (w) =
∞∑
n=1
fnw
n (7)
where
fn =
{
1, n = qk;
0, n = qk,
therefore, lim
n→∞
n
√
|fn| = 1.
We should note that an inﬁnite number of coeﬃcients fn in (7) is distinct from zero.
The function G(w) is unbounded as |w| → 1− 0, but it is holomorphic in the unit disk. Therefore,
G(w) could not be extended to the point 1. From the Fabry gap theorem (see, e.g., [11], § 2.3) it follows
that we can take the coeﬃcients of the series in such a way that the whole circle will be the natural
boundary for G(w).
Further we restrict ourselves by considering classes of rational functions G (w) satisfying (7). We
recall
Theorem 2 (Szego¨, [11], § 6.1). Let
G (w) =
∞∑
n=0
fnw
n (8)
be a power series and its coeﬃcients fn take only a ﬁnite number of distinct values. Then either G
is a rational function or it could not be extended outside the unit disk.
In the case when the sum of (8) is a rational function, we have
G (w) =
P (w)
1− wN
where P (w) is a polynomial, and N is a natural.
By the theorem, G (w) can have singularities (simple poles) only at the points
wk = ei
2π
N
k, k = 0, 1, . . . , N − 1, N ∈ N.
In terms of the z-variable, the singularities of F (f, 2πiz) are
e−2πiz = wk, −2πiz = i
(
2π
N
k + 2πl
)
, z = −
(
k
N
+ l
)
, l = 0,±1,±2, . . . ,
or, what is the same,
zk,l = l − k
N
, l = 0,±1,±2, . . . , k = 0, 1, . . . , N − 1.
Let qn satisfy inequality (4). Assume additionally that degP (w) = N , i.e.,
P (w) = a1w + a2w2 + · · ·+ aN−1wN−1 + wN
where, because of (7), the coeﬃcients aj ∈ {0, 1}, j = 1, . . . , N − 1.
We should note that if deg P (w) > N , then in the expansion of G(w) we can separate a part which
contains only a ﬁnite number of terms; these terms do not inﬂuence on other ones with suﬃciently large
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numbers. If deg P (w) ≤ N , then, in the expansion of G(w), the coeﬃcients of P (w) occur; they are
repeated periodically, because the expansion of (1− wN )−1 is a geometric series. We wrote separately
the monomial wN for convenience of calculations.
We have an explicit expression for F (f, 2πiz):
F (f, 2πiz) =
P (e−2πiz)
1− e−2πizN . (9)
We note that (9) gives analytic continuation of the functions F (f, 2πiz), introduced above and deﬁned
by (6). The domain of deﬁnition for (9) is the complex plane C except for the points zk,l.
We note that in [3] the following conditions were required:
1 + F (f, 2πiz) = −F (f,−2πiz) (10)
and
−(1 + F (f,−2πy)) = F (f, 2πy) . (11)
In terms of the rational function G (w) the condition (10) is equivalent to the equality
1 + G (w) = −G
(
1
w
)
.
In the present paper restrictions (10) and (11) are removed.
Further ϕ(z) is a function holomorphic and bounded on the set {x1 ≤ Re z ≤ x2}; here x1 and x2 are
integers.
Lemma 1. We have
lim
y→+∞
(
ϕ (xj − iy)F (f, 2πy) + ϕ (xj + iy)
[
1 + F (f,−2πy)]) = 0, j = 1, 2.
Proof. We should note that F (f, 2πy) is obtained from the rational function G (w) by substituting w for
w = e−2πy . Similarly, F (f,−2πy) is obtained from G (w) by the change w = e2πy . Denoting e2πy = t,
we write
F (f, 2πy) =
a1
t +
a2
t2
+ · · ·+ aN−1
tN−1 +
1
tN
1− 1
tN
=
a1
t +
a2
t2
+ · · ·+ aN−1
tN−1 +
1
tN
tN − 1 t
N
= −a1t
N−1 + a2tN−2 + · · ·+ aN−1t + 1
1− tN . (12)
Similarly,
F (f,−2πy) = a1t + a2t
2 + · · ·+ aN−1tN−1 + tN
1− tN .
Then
1 + F (f,−2πy) = 1 + a1t + a2t
2 + · · ·+ aN−1tN−1
1− tN . (13)
Therefore, the desired limit can be written in the form
lim
y→+∞
ϕ (xj + iy)
(
1 + a1t + · · ·+ aN−1tN−1
)− ϕ (xj − iy) (a1tN−1 + · · ·+ aN−1t + 1)
1− tN (14)
where t = e2πy .
Let us represent the limit as a diﬀerence of two ones and calculate them. We obtain
lim
y→+∞
ϕ (xj + iy)
(
1 + a1t + · · ·+ aN−1tN−1
)
1− tN
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= lim
y→+∞ϕ (xj + iy)
(
1
eN2πy
+ a1
e(N−1)2πy + · · ·+
aN−1
e2πy
)
1
eN2πy
− 1 = 0
because in the latter limit we have the product of an inﬁnitesimal function and a bounded one (ϕ (z) is
bounded on the set {x1 ≤ Re z ≤ x2}).
Similarly, for the second summand we have
lim
y→+∞
ϕ (xj − iy)
(
a1t
N−1 + · · · + aN−1t + 1
)
1− tN
= lim
y→+∞ϕ (xj − iy)
(
a1
e2πy + · · ·+
aN−1
e(N−1)2πy +
1
eN2πy
)
1
eN2πy
− 1 = 0.
Collecting similar terms, we obtain the statement of the lemma.
Remark. From the proof of Lemma 1 it follows that
ϕ(xj − iy)F (f, 2πy) + ϕ(xj + iy)[1 + F (f,−2πy)], j = 1, 2,
decreases at inﬁnity similarly to e−2πy .
Lemma 2. We have
lim
y→0
(
ϕ (xj − iy)F (f, 2πy) + ϕ (xj + iy)
[
1 + F (f,−2πy)])
= ϕ (xj) (a1 + · · ·+ aN−1)− 2ϕ (xj)
N
(
a1 + · · ·+ (N − 1) aN−1
)
− iϕ
′
z (xj)
πN
(1 + a1 + · · ·+ aN−1) , j = 1, 2.
Proof. We note that the functions F (f, 2πy) and 1 + F (f,−2πy) are deﬁned by (12) and (13).
Therefore, the desired limit can be written in the form (14) as y → 0.
To ﬁnd the limit of the expression of the type {00} in (14) we will use L’Hospital’s rule. Let us calculate
the derivatives:
∂
∂y
ϕ (xj + iy) = iϕ′z (xj + iy) ,
∂
∂y
(
1 + a1t + · · ·+ aN−1tN−1
)
=
(
a1 + · · ·+ (N − 1) aN−1tN−2
)
2πt.
Therefore,
∂
∂y
[
ϕ (xj + iy)
(
1 + a1t + · · ·+ aN−1tN−1
)]∣∣
y=0
= iϕ′z (xj) (1 + a0 + a1 + · · ·+ aN−1)
+ ϕ (xj)
(
a1 + · · · + (N − 1) aN−1
)
2π.
Further,
∂
∂y
ϕ (xj − iy) = −iϕ′z (xj − iy) ,
∂
∂y
(
a1t
N−1 + · · ·+ aN−1t + 1
)
= ((N − 1)a1 + · · ·+ aN−1)2πt.
Therefore,
∂
∂y
[
ϕ (xj − iy)
(
a1t
N−1 + · · ·+ aN−1t + 1
)] ∣∣
y=0
= −iϕ′z (xj) (a0 + a1 + · · ·+ aN−1 + 1)
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+ ϕ (xj)
(
(N − 1)a1 + · · ·+ aN−1
)
2π.
We have
∂
∂y
(
1− tN) = ∂
∂t
(
1− tN) ∂t
∂y
= −NtN−12πt,
∂
∂y
(
1− tN) ∣∣
y=0
= −2πN.
Thus, the limit equals
− 1
2πN
(
2iϕ′z (xj) (1 + a1 + · · ·+ aN−1) + 2πϕ (xj)
(
a1 + · · ·+ (N − 1) aN−1
)
− 2πϕ (xj)
(
(N − 1) a1 + · · ·+ [N − (N − 1)] aN−1
))
= ϕ (xj) (a1 + · · · + aN−1)
− 2ϕ (xj)
N
(
a1 + · · · + (N − 1) aN−1
)− iϕ′z (xj)
πN
(1 + a1 + · · ·+ aN−1) . 
2. THE MAIN RESULT
Theorem 3. Let x1 and x2 be integers and ϕ (z) be a function holomorphic and bounded on the set
{x1 ≤ Re z ≤ x2}. Then
P (w0)
N
(
1
2
ϕ (x1) + ϕ (x1 + 1) + ϕ (x1 + 2) + · · ·+ ϕ (x2 − 1) + 12ϕ (x2)
)
+
P (w1)
N
(
ϕ
(
x1 + 1− 1
N
)
+ ϕ
(
x1 + 2− 1
N
)
+ · · ·+ ϕ
(
x2 − 1− 1
N
)
+ ϕ
(
x2 − 1
N
))
+
P (w2)
N
(
ϕ
(
x1 + 1− 2
N
)
+ ϕ
(
x1 + 2− 2
N
)
+ · · · + ϕ
(
x2 − 1− 2
N
)
+ ϕ
(
x2 − 2
N
))
+ · · ·
+
P (wN−1)
N
(
ϕ
(
x1 + 1− N − 1
N
)
+ ϕ
(
x1 + 2− N − 1
N
)
+ · · ·+ ϕ
(
x2 − 1− N − 1
N
)
+ ϕ
(
x2 − N−1
N
))
=
∫ x2
x1
ϕ (z) dz+
1
i
∫ ∞
0
(
ϕ (x1 − iy)F (f, 2πy)+ϕ (x1+iy)
[
1 + F (f,−2πy)])dy
− 1
i
∫ ∞
0
(
ϕ (x2 − iy)F (f, 2πy) + ϕ (x2 + iy)
[
1 + F (f,−2πy)])dy. (15)
Here F (f, 2πy) =
∞∑
n=1
e−qn2πy.
Proof. We should note that F (f, 2πy) has a simple pole at y = 0. For y > 0, there are no other
singularities of F (f, 2πy). By Lemmas 1 and 2, the integrand in (15) has singularities neither at inﬁnity
nor at y = 0. From Remark it follows the convergence of improper integrals in the right-hand side
of (15). Further we carry out our reasoning, assuming that F (f,−2πy) has no singularities; this is
possible, because we can consider the integrals as taken over the complement of [0, ε] and then proceed
to the limit as ε → +0.
Consider the integral ∫
γR
ϕ (z)F (f, 2πiz) dz (16)
taken over the boundary of the rectangle γR with vertices at the points x2 ± iR, x1 ± iR, R > 0.
We note that due to singularities x1 and x2 of the integrand ϕ (z)F (f, 2πiz) lying on the contour of
integration γR, the integral (16) is considered in the sense of the Cauchy principal value, i.e.,
v. p.
∫
γR
ϕ (z)F (f, 2πiz) dz.
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Instead of γR, we will consider the contour γ˜R, obtained from γR by removing the segments
[x2 − iδ, x2 + iδ] and [x1 + iδ, x1 − iδ] and replacing them by the circular arcs of radius δ centered at
(x2, 0) and (x1, 0).
By Cauchy’s theorem∫
γ˜R
ϕ (z)F (f, 2πiz) dz =
∑
k,l
∫
γk,l
ϕ (z)F (f, 2πiz) dz
where γk,l is a circle of suﬃciently small radius centered at zk,l and oriented counterclockwise. By the
deﬁnition of residue, ∫
γk,l
ϕ (z)F (f, 2πiz) dz = 2πi res
z=zk,l
(
ϕ (z)F (f, 2πiz)
)
.
Since zk,l are simple poles, we have
res
z=zk,l
(
ϕ (z)F (f, 2πiz)
)
= res
z=zk,l
(
ϕ (z)
P
(
e−2πiz
)
1− e−2πizN
)
=
ϕ (zk,l)P
(
e−2πizk,l
)
2πiNe−2πizk,lN
=
ϕ (zk,l)P (wk)
2πiNwNk
=
ϕ (zk,l)P (wk)
2πiN
.
Thus, ∫
γk,l
ϕ (f, 2πiz)F (f, 2πiz) dz =
ϕ (zk,l)P (wk)
N
,
∫
γ˜R
ϕ (z)F (f, 2πiz) dz =
∑
k,l
ϕ (zk,l)
P (wk)
N
,
where the sum is over all zk,l lying on [x1, x2].
Passing to the limit as δ → +0, we obtain the left-hand side of (15). According to the residue
theory, by the Privalov–Plemelj formulas, the residues at the boundary points x1 and x2 are taken with
coeﬃcient 1/2.
On the other hand, ﬁxing counterclockwise bypass of γR, we can represent the contour integral (16)
as the sum of four integrals taken over the sides of rectangle:
∫
γR
ϕ (z)F (f, 2πiz) dz =
∫ x2+iR
x2−iR
ϕ (z)F (f, 2πiz) dz +
∫ x1+iR
x2+iR
ϕ (z)F (f, 2πiz) dz
∫ x1−iR
x1+iR
ϕ (z)F (f, 2πiz) dz +
∫ x2−iR
x1−iR
ϕ (z)F (f, 2πiz) dz = I1 + I2 + I3 + I4,
and then we pass to the limit as R → +∞.
Now we ﬁnd the value of I1:
I1 =
∫ x2+iR
x2−iR
ϕ (z)F (f, 2πiz) dz =
∫ x2
x2−iR
ϕ(z)F (f, 2πiz) dz +
∫ x2+iR
x2
ϕ(z)F (f, 2πiz) dz;
∫ x2
x2−iR
ϕ (z)F (f, 2πiz) dz = i
∫ 0
−R
ϕ (x2 + iy)F (f, 2πi) (x2 + iy)) dy
= −i
∫ 0
R
ϕ (x2 − iτ)F (f, 2πi (x2 − iτ)) dτ = i
∫ R
0
ϕ (x2 − iτ)F (f, 2πi (x2 − iτ)) dτ
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=
1
i
∫ R
0
(−ϕ (x2 − iy))F (f, 2πi (x2 − iy)) dy = 1
i
∫ R
0
(−ϕ (x2 − iy))
∞∑
n=1
e−qn2πi(x2−iy) dy
=
1
i
∫ R
0
(−ϕ (x2 − iy))F (f, 2πy)dy.
Further,
∫ x2+iR
x2
ϕ (z)F (f, 2πiz) dz = i
∫ R
0
ϕ (x2 + iy)F (f, 2πi (x2 + iy)) dy
=
1
i
∫ R
0
ϕ (x2 + iy)
(−F (f,−2πy)) dy = 1
i
∫ R
0
ϕ (x2 + iy) dy
= −1
i
∫ R
0
(
1 + F (f,−2πy))ϕ (x2 + iy) dy.
The equality F (f, 2πi (x2 + iy)) = F (f,−2πy) holds because e2πiz = e2πi(xj+iy) = e−2πy , j = 1, 2.
Therefore,
I1 =
∫ x2+iR
x2−iR
ϕ(z)F (f, 2πiz) dz =
1
i
∫ R
0
(−ϕ (x2 − iy))F (f, 2πy) dy + 1
i
∫ R
0
ϕ (x2 + iy) dy
− 1
i
∫ R
0
(
1 + F (f,−2πy))ϕ (x2 + iy) dy.
Similarly we obtain
I3=
∫ x1−iR
x1+iR
ϕ (z)F (f, 2πiz) dz= −
∫ x1+iR
x1−iR
ϕ (z)F (f, 2πiz) dz=
1
i
∫ R
0
ϕ (x1 − iy) F (f, 2πy) dy
− 1
i
∫ R
0
ϕ (x1 + iy) dy +
1
i
∫ R
0
(
1 + F (f,−2πy))ϕ (x1 + iy) dy.
We will prove for
I4 =
∫ x2−iR
x1−iR
ϕ (z)F (f, 2πiz) dz =
∫ x2
x1
ϕ (x− iR)F (f, 2πi (x− iR))dx
=
∫ x2
x1
ϕ (x− iR)
∞∑
n=1
e−qn2πixe−qn2πR dx,
that
|I4| =
∣∣∣∣∣
∫ x2
x1
ϕ (x− iR)
∞∑
n=1
e−qn2πixe−qn2πR dx
∣∣∣∣∣ ≤
∫ x2
x1
|ϕ (x− iR)|
∞∑
n=1
e−qn2πRdx
≤ (x2 − x1) C˜
∞∑
n=1
e−qn2πR → 0 as R → +∞,
since e−qn2πR → 0 as R → +∞. We choose the constant C˜ > 0 from the condition of boundedness of
ϕ on the set of integration.
To substantiate changing the order of summation and the limiting process as R → +∞, we need to
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prove uniform convergence by R of the series
∞∑
n=1
e−qn2πR on the set [1,+∞). From (4) we have
∣∣∣∣ 1eqn2πR
∣∣∣∣ ≤ 1eqn2π ≤
1
eqn
, lim
n→∞
n
√
1
eqn
= lim
n→∞
1
e
qn
n
=
1
lim
n→∞
e
qn
n
=
1
e
lim
n→∞
qn
n
< 1.
Therefore, the series
∞∑
n=1
1
eqn converges by Cauchy’s criterion, and, by the Weierstrass M-test, the initial
series
∞∑
n=1
e−qn2πR converges absolutely and uniformly by R on the set [1,+∞).
Since ϕ (z) is a holomorphic function on the rectangle, by Cauchy’s integral theorem we obtain
∫ x2
x1
ϕ (z) dz = −
∫ x2+iR
x2
ϕ (z) dz −
∫ x1+iR
x2+iR
ϕ (z) dz −
∫ x1
x1+iR
ϕ (z) dz.
Consider the integrals
1
i
∫ R
0
ϕ (x2 + iy) dy − 1
i
∫ R
0
ϕ (x1 + iy) dy +
∫ x1+iR
x2+iR
ϕ (z)F (f, 2πiz) dz
= −i
∫ R
0
ϕ (x2 + iy) dy − i
∫ 0
R
ϕ (x1 + iy) dy +
∫ x1+iR
x2+iR
ϕ (z)F (f, 2πiz) dz
=
∫ x2
x1
ϕ (z) dz +
∫ x1+iR
x2+iR
ϕ (z) [1 + F (f, 2πiz)] dz.
The ﬁnal step in the proof of the theorem is to show that the integral
I =
∫ x1+iR
x2+iR
ϕ (z) [1 + F (f, 2πiz)] dz
tends to zero as R → +∞. We have
I =
∫ x1
x2
ϕ (x + iR) [1 + F (f, 2πi (x + iR))] dx = −
∫ x2
x1
ϕ (x + iR) [1 + F (f, 2πi (x + iR))] dx.
Since the functions F (f, 2πiz) and G (w) are linked by the change e−2πiz = w, for z = x+ iR we obtain
w = e−2πiz = e−2πi(x+iR) = e−2πixe2πR,
1 + F (f, 2πi (x + iR)) =
1 + a1w + · · ·+ aN−1wN−1
1− wN
=
1 + a1e−2πixe2πR + · · ·+ aN−1e−2πix(N−1)e2πR(N−1)
1− e−2πixNe2πRN → 0 as R → +∞.
Thus,
|I| ≤
∫ x2
x1
|ϕ (x + iR)| |1 + F (f, 2πi (x + iR))| |dx|
≤ (x2 − x1)C max
x∈[x1,x2]
|1 + F (f, 2πi (x + iR))| → 0 as R → +∞.
We choose the constant C > 0 from the condition of boundedness of the function ϕ on the set of
integration. Therefore, we proved that I → 0 as R → +∞.
Passing to the limit in the expression for the contour integral (16) as R → +∞, we obtain
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lim
R→+∞
∫
γR
ϕ(z)F (f, 2πiz)dz = lim
R→+∞
(I1 + I2 + I3 + I4)
= lim
R→+∞
(∫ x2
x2
ϕ(z)dz +
1
i
∫ R
0
(ϕ(x1 − iy)F (f, 2πy) + ϕ(x1 + iy)[1 + F (f,−2πy)])dy
− 1
i
∫ R
0
(ϕ(x2 − iy)F (f, 2πy) + ϕ(x2 + iy)[1 + F (f,−2πy)])dy
)
=
∫ x2
x1
ϕ(z)dz +
1
i
∫ ∞
0
(ϕ(x1 − iy)F (f, 2πy) + ϕ(x1 + iy)[1 + F (f,−2πy)])dy
− 1
i
∫ ∞
0
(ϕ(x2 − iy)F (f, 2πy) + ϕ(x2 + iy)[1 + F (f,−2πy)])dy.
The latter equality follows from Remark.
In the case qn = n, we have G (w) = w1−w , P (1) = 1. From (12), (13), and reasoning on rationality
of the function F (f,−2πy), given in the proof of Lemma 1, we deduce
F (f, 2πy) =
∞∑
n=1
e−n2πy = e−2πy + e−4πy + e−6πy + · · · = e
−2πy
1− e−2πy =
1
e2πy − 1 ,
1 + F (f,−2πy) = 1 + w
1− w =
1
1− w =
1
1− e2πy = −
1
e2πy − 1 ,
and, consequently, we obtain the Plana formula (1).
The proven generalization of the Plana formula can be further used in obtaining an analog of Binet’s
integral representation. In that way, the transition will be implemented to obtaining the functional
equation for the zeta-function of zeroes for some class of entire functions.
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