We study a class of non-unitary so(2, d) representations (for even values of d), describing mixed-symmetry partially massless fields which constitute natural candidates for defining higher-spin singletons of higher order. It is shown that this class of so(2, d) modules obeys of natural generalisation of a couple of defining properties of unitary higher-spin singletons. In particular, we find out that upon restriction to the subalgebra so(2, d−1), these representations branch onto a sum of modules describing partially massless fields of various depths. Finally, their tensor product is worked out in the particular case of d = 4, where the appearance of a variety of mixed-symmetry partially massless fields in this decomposition is observed.
Introduction
The completion of the Bargmann-Wigner program in anti-de Sitter (AdS) spacetime 1 lead to some surprising lessons concerning the definition of masslessness in other backgrounds than Minkowski space. If nowadays, the most common way to discriminate between massless and massive fields in AdS is whether or not they enjoy some gauge symmetry, other proposals which involve a particular kind of so(2, d) representations known as "singletons", were put forward [4, 5] . Indeed, the proposed notions of "conformal masslessness" and "composite masslessness" both rely on two crucial properties of singletons, namely 2 :
• They are unitary and irreducible representations (UIRs) of so(2, d) that remain irreducible when restricted to UIRs of so(2, d − 1), or in other words they correspond to the class of elementary particles in ddimensional anti-de Sitter space which are conformal. This property is the very definition of a conformally massless UIR, and it turns out that the singletons are precisely the so(2, d) UIRs to which conformally massless so(2, d − 1) UIRs can be lifted.
• The tensor product of two so(2, 3) singletons contains all conformally massless fields in AdS 4 [7] . In any dimensions however, the representations appearing in the decomposition of the tensor product of two so(2, d) singletons (of spin 0 or 1 2 ) are no longer conformally massless but make up, by definition, all of the composite massless UIRs of so(2, d) [6, [8] [9] [10] . In other words, composite massless UIRs are those modules which appear in the decomposition of the tensor product of two singletons.
This tensor product decomposition, called the Flato-Frønsdal theorem, is crucial in the context of Higher-Spin Gauge Theories and can be summed up as follows (in the case of two scalar singletons):
Gauge field of spin s ,
where Rac denotes the so(2, d) scalar singleton. Notice that the spin-s 1 gauge fields are both "composite massless" by definition, as well as massless in the modern sense (as they enjoy some gauge symmetry). The so(2, d) UIRs on the right hand side make up the spectrum of fields of Vasiliev's higher-spin gravity [11] [12] [13] [14] (see e.g. [15, 16] for a, respectively, non-technical and technical review). This decomposition can also be interpreted in terms of operators of a free d-dimensional Conformal Field Theory (CFT) as on the left hand side, the tensor product of two scalar singletons can be thought of as a bilinear operator in the fundamental scalar field and the right hand side as the various conserved currents that this CFT possesses. This dual interpretation of (1) is by now regarded as a first evidence in favor of the AdS/CFT correspondence [17] [18] [19] in the context of Higher-Spin theory [20, 21] . This duality relates (the type A) Vasiliev's bosonic (minimal) higher-spin gravity to the free U (N ) (O(N )) vector model and has passed several non-trivial checks since it has been proposed, from the computation and matching of the one-loop partition functions [22, 23] to three point functions [24] [25] [26] on both sides of the duality (see e.g. [27] [28] [29] [30] and references therein for reviews of this duality). The possible existence of such an equivalence between the type-A Higher-Spin (HS) theory and the free vector model opened the possibility of probing interactions in the bulk using the knowledge gathered on the CFT side, a program which was tackled in [31] (improving the earlier works [32] [33] [34] ). This lead to the derivation of all cubic vertices and the quartic vertex for four scalar fields in the bulk [35, 36] , as dictated by the holographic duality, while [37] also raising questions on the locality properties of the bulk HS theory (see e.g. [38] [39] [40] [41] [42] and references therein for more details).
The fact that the prospective CFT dual to a HS theory in AdS d+1 is free can be understood retrospectively thanks to the Maldacena-Zhiboedov theorem [43] and its generalisation [44, 45] . Indeed, it was shown in [43] that if a 3-dimensional CFT which is unitary, obeys the cluster decomposition axiom and has a (unique) Lorentz covariant stress-tensor plus at least one higher-spin current, then this theory is either a CFT of free scalars or free spinors. This was generalised to arbitrary dimensions in [44, 45] 3 , where the authors showed that this result holds in dimensions d 3, up to the additionnal possibility of a free CFT of (
2 )-forms in even dimensions. These free conformal fields precisely correspond to the singleton representations of spin 0, 1 2 and 1 in arbitrary 1 In the sense that for every so(2, d) UIRs of the lowest energy type, i.e. in the discrete series of representations, a realisation on a space of solutions of a wave equation is known. It should be noted however that the recent works [1, 2] uncovered the existence of "continuous spin" fields on AdS which do not fall into the discrete series, but might correspond to so(2, d) module induced from the non-compact subalgebra so(1, 1) ⊕ so(1, d − 1) (instead of the maximal compact subalgebra so(2) ⊕ so(d)) as noticed in [3] .
2 See e.g. [6] where those properties were studied using the harmonic expansion of fields in (A)dS spacetimes. 3 See also [46] where the authors derived the bulk counterpart of this theorem.
dimensions [5, 47] 4 . Due to the fact that, according to the standard AdS/CFT dictionary, the higher-spin gauge field making up the spectrum of the Higher-Spin theory in the bulk are dual to higher-spin conserved current on the CFT side, this CFT should be free 5 as it falls under the assumption of the previously recalled results of [43] [44] [45] . Hence, the algebra generated by the set of charges associated with the conserved currents of the CFT whose fundamental field is a spin-s singletons corresponds to the HS algebra of the HS theory in the bulk with a spectrum of field given by the decomposition of the tensor product of two spin-s singletons. These HS algebras can be defined as follows:
where hs
stands for the HS algebra associated with the spin-s singleton in AdS d+1 , and U so(2, d) denotes the universal enveloping algebra of so(2, d) whereas D sing. s denotes the spin-s singleton module of so (2, d) and Ann D sing. s the annihilator of this module. For more details, see e.g. [6, 50, 51] where the construction of HS algebras (and their relation with minimal representations of simple Lie algebras [52] ) is reviewed and [53] where HS algebras associated with HS singletons were studied. Although Vasiliev's Higher-Spin theory is based on the HS algebra hs . . , is unknown, the latter algebras are quite interesting as they all describe a spectrum containing mixed-symmetry fields. Even though this last class of massless field is well understood at the free level (in flat space as well as in AdS) [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] , little is known about their interaction (see e.g. [50, [70] [71] [72] on cubic vertices and [73] [74] [75] where mixed-symmetry fields have been studied in the context of the AdS/CFT correspondence).
A possible extension of the HS algebras associated with singletons can be obtained by applying the above construction (2) with a generalisation of the singleton representations D sing. s , referred to as "higher-order" singletons. The latter are also irreducible representations of so(2, d), which share the property of describing fields "confined" to the boundary of AdS with the usual singletons but which are non-unitary (as detailed in [76] ). This class of higher-order singletons, which are of spin 0 or 1 2 , is labelled by a (strictly) positive integer . In the case of the scalar singleton of order , such a representation describes a conformal scalar φ obeying the polywave equation:
When = 1 one recovers the usual singleton (free, unitary conformal scalar field), whereas > 1 leads to nonunitary CFT. Such CFTs were studied in [77] for instance, and were proposed to be dual to HS theories [76] whose spectrum consists, on top of the infinite tower of (totally symmetric) higher-spin massless fields, also partially massless (totally symmetric) fields of arbitrary spin (theories which have been studied recently in [78, 79] ), thereby extending the HS holography proposal of Klebanov-Polyakov-Sezgin-Sundell to the non-unitary case. The corresponding HS algebras were studied in [80] for the simplest case = 2 (as the symmetry algebra of the Laplacian square, thereby generalising the previous characterisation of hs (d) 0 as the symmetry algebra of the Laplacian [81] ) and for general values of in [82] [83] [84] . As we already mentionned, the interesting feature of such HS algebras is that their spectrum, i.e. the set of fields of the bulk theory, contains partially massless (totally symmetric) higher-spin fields [76] (introduced originally in [85] [86] [87] [88] ). Although non-unitary in AdS background, partially massless fields of arbitrary spin are unitary in de Sitter background [89] , and hence constitute a particularly interesting generalisation of HS gauge fields to consider 6 . Partially massless fields, both totally and of mixed-symmetry, also appear in the spectrum of the HS algebra based on the order-spinor singleton [92] . It seems reasonable to expect that the known spectrum of the HS algebras based on a spin-s singleton is enhanced, when considering the HS algebras based on their higher-order extension, with partially massless fields of the same symmetry type as already present in the case of the original singleton. Therefore, a natural question is whether or not there exist higher-order higher-spin singletons. This question is adressed in the present note, in which we study a class of so(2, d) modules which is a natural candidate for defining a higher-order higher-spin singleton. This paper is organised as follows: in Section 2 we start by introducing the various notations that will be used throughout this note, then in Section 3 we first review the defining properties of the well-known (unitary) higher-spin singletons before introducing their would-be higher-order extension and spelling out the counterpart 4 Singletons of spin-s > 1 do not appear here due to the fact that the free CFT based on these fields do not possess a conserved current of spin-2, i.e. a stress-energy tensor and therefore are not covered by the theorem derived in [45] . This can be seen for instance from the decomposition of the tensor product of two spin-s singletons spelled out in [10] , where one can check that there are no currents of spin lower than 2s. 5 Notice that by changing the boundary condition of fields in the bulk opens the possibility of having an HS theory dual to an interacting CFT, see for instance [21, 24, 27, 48, 49] 6 Notice that partially massless HS fields have been shown to also appear in the spectrum of fields resulting from various compactifications of anti-de Sitter spacetime [90, 91] .
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of the previously recalled characteristic properties. Finally, the tensor product of two such representations is decomposed in the low-dimensional case d = 4 in Section 4. Technical details on the branching and tensor product rule of so(d) can be found in Appendix A while details of the proofs of Propositions 3.3 and 3.4 and are relegated to Appendix B.
Notation and conventions
In the rest of this paper, we will use the following symbols:
• A so(2, d) (generalised Verma) module is characterised by the so(2)⊕so(d) highest weight [∆; ], where ∆ is the so(2) weight (in general a real number, and more often in this paper, a positive integer) corresponding to the minimal energy of the AdS field described by this representation and is a dominant integral so(d) weight corresponding to the spin of the representation. If irreducible, those modules will be denoted D(∆; ), whereas if reducible (or indecomposable), they will be denoted V(∆; ).
• The spin ≡ ( 1 , . . . , r ), with r := rank(so(d)) ≡ [ is the integer part of x), is a so(d) integral dominant weight. The property that the weight is integral means that its components i , i = 1, . . . , r are either all integers or all half-integers. The fact that is dominant means that the components are ordered in decreasing order, and all positive except for the component r when d = 2r. More precisely,
and
• In order to deal more efficiently with weight having several identical components, we will use the notation:
in other words the number h of components with the same value appears as the exponent of the latter. For the special cases where all components of the highest weight are egal either to 0 or to 1 2 , we will use bold symbols (and forget about the brackets), i.e. 0 := (0, . . . , 0) , and 
We will also write only the non-vanishing components of the various so(d) weight encountered in this paper, i.e.
• If the spin is given by an irrep of an even dimensional orthogonal algebra, i.e. so(d) for d = 2r, the last component r of this highest weight (if non-vanishing) can either be positive or negative. Whenever the statements involving such a weight does not depend on this sign, we will write = ( 1 , . . . , r ) with the understanding that r can be replaced by − r . However, if the sign of the component r matters, we will distinguish the two cases by writting:
It will also be convenient to consider the direct sum of two modules labelled by + and − , which we will denote by:
• Finally, a useful tool that we will use throughout this paper is the character Y 
where
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i.e. the prefactor ). An important property that will be used extensively in this work is the fact that given two representation spaces V and W of the same algebra with respective characters χ V and χ W , the characters of the tensor product, direct sum or quotient of these two spaces obey:
For more details on characters of so(2, d) generalised Verma modules, see e.g. [10, 93] .
3 Higher-order higher-spin singletons
In this section, we start by reviewing the definition of the usual (unitary) higher-spin singletons (about which more details can be found in the pedagogical review [94] , and in [95] where they were studied from the point of view of minimal representations), before moving on to the proposed higher-order extension which is the main focus of this paper.
Unitary higher-spin singletons. Higher-spin singletons have been first considered by Siegel [47] , as making up the list of unitary and irreducible representations of the conformal algebra so(2, d) which can lead to a free conformal field theory. They were later identified by Angelopoulos and Laoues [4, 5, 8, 96] ) studied in [97] as "remarkable" is the fact that, contrarily to the usual UIRs of compact orthogonal algebras, the former are labelled by an highest weight whose components are not both integers or both half-integers but rather one is an integer and the other is an half-integer. In other words, the highest weight defining this representation is not integral dominant. On top of that, the other intriguing feature of these representations, which was later elaborated on significantly by Flato and Frønsdal, is the fact they correspond respectively to a scalar and a spinor field in AdS which do not propagate any local degree of freedom in the bulk. This last property is the most striking from a field theoretical point of view. Indeed, the fact that representations of the so(2, d) algebra can be interpreted both as fields in AdS d+1 , i.e. the bulk, and as conformal fields on d-dimensional Minkowski, i.e. the (conformal) boundary of AdS d+1 is at the core of the AdS/CFT correspondence. This last characteristic translates into a defining property of the so(2, d) singleton modules, namely that they remain irreducible when restricted to either one of the subalgebras so(2, d − 1), so(1, d) or iso(1, d − 1). This is reviewed below after we define the singletons as unitary and irreducible so(2, d) modules.
First, let us recall that the unitarity conditions for generalised Verma modules of so(2, d) (i.e. in its discrete series of representations) induced from the compact subalgebra so(2) ⊕ so(d) were derived independently in [55] [56] [57] and in [98] (where the more general result of [99] giving unitarity conditions for highest weight modules of Hermitian algebras was applied to so(2, d)). The outcome of these analyses is that the irreducible modules D ∆ ; which are unitary are:
: modules with ∆
With these unitarity bounds in mind for so(2, d) generalised Verma modules, let us move onto the definition of unitary singletons:
Definition 3.1 (Singleton). A spin-s singleton is defined as the so(2, d) module:
for s = 0, 
all of the above modules can be denoted as D 0 + s ; (s r ) . Depending on the value of s the structure of the the above module changes drastically:
. Their character read [7, 10] :
• If s 1 (and d = 2r), then:
In this case, the structure of the maximal submodule D s+ 
with k = 1, . . . , r −2 and D s+
is an irreducible module. For more details on the structure of irreducible generalised so(2, d) Verma module, see the classification displayed in [100] . Their character read [10] :
Remark. As advertised, all of the above modules corresponding to singletons are unitary. One can notice that they actually saturate the unitarity bound and are all irreps of twist 0 (the twist τ being the absolute value of the difference between the minimal energy ∆ and the spin of s of a so(2, d) irrep, τ :=|∆ − s|).
All of the above so(2, d) modules share a couple of defining properties recalled below: (2) weight, i.e.
This was proven originally in [101] for the d = 3 case where only the spin-0 and spin-1 2 singletons exist, and extended to arbitrary dimensions and for singletons of arbitrary spin in [5] .
(ii) It branches into a single irreducible module 7 of the subalgebras iso(
, in which case this branching rule reads:
and where the so(2, d − 1) module D s + r − 1 ; (s r−1 ) correspond to a massless field of spin (s r−1 ) in AdS d . Conversely, singletons can be seen as the only iso(
. From this point of view, this property can be restated as "Singletons are the only (massless) particles, or gauge fields, in d-dimensional Minkowski, de Sitter or anti-de Sitter spacetime which also admit conformal symmetries", as they are the only representations of the isometry algebra of the d-dimensional maximally symmetric spaces that can be lifted to a representation of the conformal algebra in d-dimensions. Again, this property was first proven in d = 3 in [4] and later extended to arbitrary dimensions in [5, 102] . This was revisited recently in [103] .
Proof. Considering that the couple of defining properties of the singletons are already known, we will only sketch the idea of their proofs -that can be found in the original papers -by focusing on the simpler, low-dimensional, case of so(2, 4) spin-s singletons, leaving the general case in arbitrary dimensions to Appendix B.1.
(i) This decomposition can be proven by showing that the character of the module D s + r − 1; (s r ) can be rewritten in the form:
which is indeed the character of the direct sum of so (2)⊕so(d) modules displayed in (21) . This was proven in [10] , and in practice the idea is simply to use the property of the "universal" function P (d) (q, x) that it can be rewritten as:
and then perform the tensor product between the so(d) characters appearing in the character χ
. Let us to do that explicitely for d = 4, where we can take advantage of the exceptional isomorphism so(4) ∼ = so(3) ⊕ so(3) to deal with so(4) tensor products:
This decomposition can be illustrated by drawing a "weight diagram", representing the so(2) weight of so (2 The fact the weight diagram of singletons is made out of a single line, noticed in the case of the Dirac singletons of so(2, 3) in [101] and later extended to singletons arbitrary dimensions 8 in [5] , is the reason for the name "singletons" [94] .
(ii) In order to prove the branching rule from so(2, d) to so(2, d − 1), we will compare the so(2) ⊕ so(d − 1) decomposition of the so(2, d) spin-s singleton on the one hand, obtained by branching 9 the so(d) components of the so(2) ⊕ so(d) of these modules displayed in the previous item onto so ( 
) describing a massless field with spin (s r−1 ). For the sake of brevity, we will only detail the low dimensional case of so(2, 4) spin-s singletons which captures the idea of the proof, and leave the treatment of the arbitrary dimension case to Appendix B.1.
Let us start by deriving the so(2) ⊕ so(3) decomposition of the so(2, 4) spin-s singleton module D s + 1; (s, s) :
Next, we need to derive the so(2) ⊕ so(3) of a massless spin-s field corresponding to the so(2, 3) module D s + 1; (s) . To do so, we will rewrite its character in a way that makes this decomposition explicit:
where we used the property (24) of the function P (4) (q, x), namely
This proves that the decomposition of the so(2, 3) module of a massless spin-s field in AdS 4 reads:
which coincide with the so(2) ⊕ so(3) decomposition obtained after branching the so(2, 4) spin-s singleton module onto so(2, 3), i.e. we indeed have
This can be graphically seen by implementing the branching rule of the weight diagram in Fig. 1 . Indeed, the branching rule for the so(2r) irrep (s + σ, s r−1 ) is:
which means that one should add on each line of the weight diagram (representing the so(d) modules appearing at fixed energy, or so(2) weight) in Fig. 1 a dot at each value of 1 to the left of the orignal one until 1 = s is reached. By doing so, an infinite wedge whose tip has coordinates (E = s + 0 , 1 = s) precisely corresponding to the weight diagram of a massless field of spin given by a rectangular Young 7/ 31 We did not, in the previous review of the proofs of the listed properties in Theorem 3.1, cover the branching of the so(2, d) singletons onto iso(1, d − 1) or so(1, d) for the following reasons:
. As far as the branching rule from so(2, d) to so(1, d − 1) are concerned, it can be recovered, assuming that the following diagram is commutative:
i.e. by combining the branching rule from so(2, d) to so(2, d − 1) and an Inönü-Wigner contraction. That is to say, it is equivalent (i) to branch a representation
and then perform a Inönü-Wigner contraction by sending the cosmological constant λ to zero to obtain a representation
to obtain the same module D iso(1,d−1) than previously. Under this assumption, we can use the branching rule (22) of the so(2, d) singleton module onto so(2, d − 1) and then contracting it to a iso(1, d − 1) instead of deriving the branching rule from so(2, d) onto iso(1, d − 1). The Inönü-Wigner contraction for massless fields in AdS d+1 (i.e. so(2, d) modules) is known as the Brink-Metsaev-Vasiliev mechanism [104] , which was proven in [60, 61, 67] . This mechanism states that massless so(2, d) UIRs of spin given by a so(d) Young diagram Y contracts to the direct sum of massless UIRs of the Poincaré algebra with spin given by all of the Young diagrams obtained from the branching rule of Y except those where boxes in the first block of Y have been removed. Higher-spin singleton, as well as the massless so(2, d − 1) module onto which they branch being labelled by a rectangular Young diagram, the BMV mechanism implies that they contract to a single iso(
as shown in [5] . 9 The branching rules for so(d) irreps are recalled in Appendix A.1.
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• From so(2, d) to so(1, d). The so(1, d) generalised Verma modules are induced by, and decompose into,
. As a consequence, the method used previously consisting in relying on the common so(2) ⊕ so(d − 1) cannot be applied here and we will therefore refer to the original paper [5] for the proof of that branching rule.
Non-unitary, higher-order extension. Higher-order extension of the Dirac singletons (i.e. the scalar and spinor ones) are non-unitary so(2, d) modules that share the crucial field theoretical property of singletons mentioned above, namely they correspond to AdS (scalar and spinor) field that do not propagate local degree of freedom in the bulk. They have been considered in [6] as well as in [76] where the confinement to the conformal boundary of these remarkable fields was highlighted, but were excluded from the exhaustive work 10 [5] because they fall below the unitary bound for representations of so(2, d) (recalled previously). respectively, where
and which are defined as the quotient:
Their character read:
These modules are non-unitary for > 1, whereas they correspond to the original (unitary) Dirac singletons of Definition 3.1 for = 1.
On top of the confinement property, the Rac and Di singletons also possess properties analogous to those of their unitary counterparts reviewed in Theorem 3.1. Specifically, they can be decomposed as several direct sum of so(2) ⊕ so(d) modules, making up not only one but now several lines in the weight diagram, and they obey a branching rule (from so(2, d) to so(2, d − 1)) similar to that of Rac and Di. The properties of the higher-order Dirac singletons are summed up below.
Proposition 3.2 (Properties of Rac and Di ).
The so(2)⊕so(d) decomposition of the order-scalar and spinor singletons respectively read 11 :
These two modules obey the following branching rules 12 :
10 Although mentionned briefly in [8] as "multipleton". 11 Notice that the so(2) ⊕ so(d) decomposition (47) of the Rac module was originally derived in [76] . 12 Notice that the module on the right hand side of the branching rules (49) and (50) for k = 0 are not the order singleton, due to the fact that
is not the critical energy of the Rac singleton of so(2, d − 1).
Proof. As previsouly, we will use the property (24) of the function P (d) (q, x) to rewrite the characters of the order-scalar and spinor singletons (46) as a sum of so(2) ⊕ so(d) characters, starting with the scalar Rac :
For the Di singleton we will also need the so(d) tensor product rule:
Using the above identity and proceeding similarly to the scalar case, we end up with:
To prove the branching rule (49) and (50), we will follow the same strategy as previously, namely we will compare the so(2) ⊕ so(d − 1) decomposition of the two sides of these identities. This decomposition reads, for the Rac singleton:
whereas for the Di singleton:
On the other hand, the character of an irreducible so(2, d − 1) module D ∆ ; 0 ≡ V ∆ ; 0 , i.e. a generalised
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Verma module which does not contain a submodule 13 can be rewritten as:
As a consequence,
which proves (49) . Finally, an irreducible so(2, d − 1) module D ∆ ;
admits the following so(2) ⊕ so(d − 1) decomposition:
⇔ D ∆ ;
thereby proving (50).
The branching rule (49) and (50) reproduce that given in [5, 8] (and rederived in [105] ) for the Rac and Di singletons upon setting = 1, and extend them to the higher-order Dirac singletons Rac and Di .
From a CFT point of view, the order-scalar and spinor singletons correspond to respectively a non-unitary fundamental scalar or spinor fields of respective conformal weight ( ) 0 and ( ) 1/2 , and respectively subject to an order 2 and 2 −1 wave equation (see e.g. [76] for more details). The spectrum of current of these CFT contains an infinite tower of partially conserved totally symmetric currents of arbitrary spin, which should be dual to partially massless gauge fields in the bulk [106] .
Candidates for higher-spin higher-order singletons. The extension we will be concerned with corresponds to the so(2, d) module, for d = 2r:
, for 1 t s ,
whose structure is similar to the unitary spin-s singletons for s 1 in the sense that the various submodule to be modded out of V(s + d 2 − t ; (s r ) are defined throught the sequence:
for 0 k r − 2 and
. In other words, except for the first submodule which is obtained by increasing the so(2) weight of t units and removing t boxes from the last row of the rectangular Young diagram (s r ) labelling the irreducible module, the sequence of nested submodules are related to one another by adding one unit to the so(2) weight of the previous submodule and removing one box in the row above the previously amputated row. Correspondingly, the character of this module reads: , whereas a spin one-half module V ∆ ; . In other words, only the Rac and Di modules are defined as quotients, see the classification in [100] .
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This definition encompasses the unitary spin-s singletons, which correspond to the case t = 1 saturating the unitarity bound. For t > 1 (but always t s), the module (73) is non-unitary and describes a depth-t partiallymassless field of spin (s r ). The spin being given by a rectangular Young diagram, we will refer to this class of module as "rectangular" partially massless (RPM) fields of spin s and depth t.
Remark. Notice that formally, the modules of the Rac and Di singletons, as well as the module (73) that we propose here as a higher-spin generalisation of the higher-order scalar and spinor singletons, can be denoted as: as defined in Definition 3.2. On top of being notationally convenient, this coincidence is actually the reason why the modules (73) are "natural" generalisations of the unitary higher-spin singletons: by introducing the parameter t in this way, one considers a family of modules whose first representative is the unitary singletons whereas for t > 1 the modules are non-unitary but their structure is almost the same than in the unitary case.
Let us now study what are the counterpart of the properties displayed in Theorem 3.1 for unitary singletons and Proposition 3.2 for the Rac and Di singletons, starting with the so(2) ⊕ so(d) decomposition of (73) .
, describing a depth-t and spin-s RPM field, admits the following so(2) ⊕ so(d) decomposition:
Equivalently, this property means that the character (75) can bewritten as:
Proof. As previously, we will only focus on the simpler d = 4 case and leave the proof of this property in arbitrary dimension to Appendix B.2. We will proceed in the exact same way as we did for unitary higher-spin
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singleton, that is we will use (24) in the character formula (75) , so as to rewrite it in the following way: 
where we used 
between (82) and (84) . Expression (86) shows that the depth-t PM module D s + 2 − t; (s, s) decomposes as the direct sum of so(2) ⊕ so(4) modules:
With the previous so(2) ⊕ so(d) decomposition at hand, we can now derive the branching rule of the spin-s depth-t RPM module. 
Proof. Here again we will only display the proof for the low dimensional case d = 4 in order to illustrate the general mechanism while being not too technically involved, and we leave the treatment in arbitrary dimensions to the Appendix B.2.
In order to prove the branching rule (89) for so(2, 4), we will compare the so(2) ⊕ so(3) decomposition of the so(2, 4) spin-s and depth-t singleton (obtained by first branching it onto so(2, 3)) to the so(2) ⊕ so (3) decomposition of the so(2, 3) spin-s and depth-τ partially massless fields. Let us start with the latter, i.e. derive the so(2) ⊕ so(3) decomposition of the so(2, 3) module D s + 2 − τ ; (s) using its character: 
Hence, the so(2) ⊕ so(3) decomposition of a so(2, 3) spin-s and depth-τ partially massless field reads:
This can be represented graphically by the weight diagram displayed in Figure 3 for τ = 3. Now starting with the so(2) ⊕ so (4) decomposition (77) of the spin-s depth-t PM so(2, 4) module, we can derive its so(2) ⊕ so(3) decomposition:
which matches the direct sum of the so(2) ⊕ so(3) decomposition of the spin-s partially massless modules of depth τ = 1, . . . , t, i.e.
This branching rule can also be represented graphically, by drawing on the one hand the so(2) ⊕ so(3) weight diagram of the spin-s and depth-t RPM field as read from (97) and on the other hand by drawing the so (2)⊕so (3) 14/ 31 (3) weight diagram of the spin-s and depth t = 2 PM field. The contribution to the sum over and n in (97) are represented by: blue crosses × for = n = 0, green triangles for = 0, n = 1 and red circles • for = 1, n = 0. The lowest energy/so(2) weight in this diagram is s + 2 − t = s for t = 2. Right: Superimposed so(2) ⊕ so(3) weight diagrams of the spin-s and depth τ = 1 (blue circles •) and τ = 2 (black crosses × and +) partially massless modules. The lowest energy/so(2) weight in this diagram is s + 2 − τ = s for τ = 2.
weight diagrams of the partially massless spin-s modules of depth τ = 1, . . . , t, and comparing the two diagrams. This is done for the t = 2 case in Figure 4 below.
Remark. Notice that the previous Proposition 3.4 encompasses the case of unitary higher-spin singleton, corresponding to t = 1. The above decomposition reduce, in this special case t = 1 to those previously derived and summed up in Theorem 3.1
. Again assuming that the diagram (42) is commutative, the branching of the spin-s and depth-t RPM can be obtained by performing an Inönü-Wigner contraction of the so(2, d−1) modules. Applying the BMV mechanism to a so(2, d − 1) partially massless fields of depth-t and spin given by a maximal height rectangular Young diagram yields [60, 61, 104] :
As a consequence, the branching rule of the so(2, d) spin-s and depth-t RPM module onto iso(1, d − 1) reads:
At this point, a few comments are in order. As emphasised in the first part of this section, the crucial properties of unitary singletons is that (i) they constitute the class of representations to that can be lifted from so(2, d − 1) to so(2, d), i.e. they are AdS fields that are also conformal, and (ii) they describe AdS fields which are "confined" to its (conformal) boundary. The first property translates, for unitary singletons, into the fact that these so(2, d) modules remain irreducible when restricted to so(2, d − 1) -except in the case of the scalar singleton whose branching rule actually contains two modules. The second property is related to the fact that the singleton modules also remain irreducible when further contracting to the Poincaré algebra iso(1, d − 1) (thereby indicating that the AdS d+1 field does not propagate degrees of freedom in the bulk).
In the case of the RPM fields of spin-s and depth-t studied in the present note, it seems difficult to consider them as a suitable higher-order (i.e. non-unitary) extension of higher-spin singletons due to the fact that their branching rule (89) shows the appearance of t modules. Indeed, the presence of multiple modules in (89) for t > 1 prevent us from reading this decomposition "backward" (from right to left) as the property for a single field in AdS d corresponding to a so(2, d − 1) module that can be lifted to a so(2, d) module thereby illustrating that this AdS d field is also conformal. Notice that this is in accordance with [102] where conformal AdS fields were classified, and confirmed in the more recent analysis [103] where, without insisting on unitarity, the authors were lead to rule out partially massless fields from the class of AdS fields which can be lifted to conformal representations. On top of that, the contraction of (89) several modules, some of them even appearing with a multiplicity greater than one, which seems to indicate that the "confinement" property of unitary singletons is also lost when relaxing the unitarity condition in the way proposed here (i.e. considering the modules D s + d 2 − t; (s r ) with t > 1). It would nevertheless be interesting to study a field theoretical realisation of these modules to explicitely see how this property is lost when passing from t = 1 to t > 1.
Flato-Frønsdal theorem
Let us now particularise the discussion to the d = 4 case, where we can take advantage of the low dimensional isomorphism so(4) ∼ = so(3) ⊕ so(3) to decompose the tensor product of two spin-s and depth-t RPM fields.
The tensor product of two higher-spin unitary singletons was considered (in arbitrary dimensions) in [10] , and reads in the special case d = 4:
Considering singletons of fixed chirality, i.e. D s + 1; (s, s) , the decomposition of their tensor product then reads:
i.e. it contributes to the above tensor product by producing the infinite tower of mixed symmetry massless fields D σ + 2; (σ, 2s) and the finite tower of massive fields D 2s + 2; (σ, σ) . The tensor product of two spin-s singletons of opposite chirality, on the other hand, contribute to (102) by producing the infinite tower of totally symmetric massless fields D σ + 2; (σ) :
Remark. The Higher-Spin algebra on which such a theory is based [107] can be decomposed as:
In other words, it is composed of all the Killing tensor of the massless fields appearing in the decomposition of two spin-s singletons.
The tensor product of two higher-order Dirac singletons was worked out in arbitrary dimensions in [76, 92] , and hereafter we give the decomposition for the tensor product of two spin-s and depth-t RPM fields, considered as a possible generalisation of those higher-order singletons, in the special case d = 4.
Theorem 4.1 (Flato-Frønsdal theorem for rectangular partially massless fields). The tensor product of two so(2, 4) rectangular partially massless fields of spin-s and depth-t decomposes as:
• If they are of the same chirality :
where ν 
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• If they are of opposite chirality:
Notice that in the above decomposition (108) of two singletons of opposite chirality, the irreps describing totally symmetric partially massless fields, i.e. of spin given by a single row Young diagram, only appear once despite what the notation (σ) 0 would normally suggests.
Proof. In order to prove the above decomposition, we will use the two expressions of the character of a spin-s and depth-t RPM:
and will decompose their product as the sum of the characters of the different modules appearing in (106) and (108) . To do so, the idea is simply to look at the product of (109) and (110), decompose the tensor product of the so(4) characters, and finally recognize the resulting expression as a sum of characters of:
• Partially massless fields of depth-τ and spin given by a two-row Young diagram (σ, n) which read:
• Massive fields of minimal energy ∆ and spin given a two-row Young diagram (k, l) which read:
We will not display here the full computations for the sakes of conciseness.
Conclusion
In this note, we considered a class of non-unitary so(2, d) modules (for d = 2r) parametrised by an integer t, as possible extensions of the higher-spin singletons. These so(2, d) modules describe partially massless fields of spin (s r ) and depth-t, and restrict (for d = 2r) to a sum of partially massless so(2, d − 1) modules of spin (s r−1 ) and depth τ = 1, . . . , t, thereby naturally generalising the case of unitary singletons corresponding to t = 1. Due to the fact that the branching rule (89) shows that these modules cannot be considered as AdS d field preserved by conformal symmetries, and that the branching rule (101) onto iso(1, d−1) (deduced from (89) after a Inönü-Wigner contraction) seems to indicate that those fields are not "confined" to the boundary of AdS, the family of so(2, d) module D s+ d 2 −t; (s r ) does not appear to share the defining properties of singletons for t > 1.
The decomposition of their tensor product in the low-dimensional so(2, 4) case contains partially massless fields of the same type than in the unitary (t = 1) case, i.e. fields of spin (σ) with σ 2s and spin (σ, 2s) with σ 2s + 1, as could be expected from comparison with what happens for the Rac and Di singletons. However, for t > 1, partially massless fields with a different spin also appear, namely of the type (σ, n) with n either taking the values 1, 2, . . . , t − 1 or 2(s − t + 1), . . . , 2s. It is also worth noticing that only for s = 1 the decomposition in Theorem 4.1 contains a conserved spin-2 current (i.e. the module D 4 ; (2) ). It would be interesting to extend this tensor product decomposition to arbitrary dimensions.
A Branching rules and tensor products of so(d)
In this appendix we recall the branching and tensor product rules for so(d) irreps, as well as detail the proofs of the branching rules (22) and (89) and the decomposition (77). (s 1 , . . . , s r ) branches onto so(d − 1) as:
A.1 Branching rules for so(d)
whereas for d = 2r, the branching rule reads: (t 1 , . . . , t r−1 ) .
A.2 Computing so(d) tensor products
In order to prove the decomposition (21) and (77), as well as the similar decomposition for (partially) massless fields with spin given by a rectangular Young diagram of arbitrary length s, we first need to know know how to decompose the tensor product of two so(d) Young diagrams, one of which being a single row of arbitrary length and the other one being an "almost" rectangular diagram, i.e. of the form:
To do so, it is convenient to express the tensor product rule for so ( • First, assign to the boxes of each rows of one of the Young diagrams (say µ) a label which keeps track of the order of the rows (for instance, if the labels are letters of the alphabet, then each of the µ 1 boxes of the first row of µ are assigned the label "a", each of the µ 2 boxes of the second row of µ are assigned the label "b", etc. . . );
• Then, glue the boxes of µ to λ in all possible ways such that the resulting diagram obey the following constraints:
-Boxes in the same column should not have the same label;
-When reading the row of the obtained Young diagram from right to left, and its columns from top to bottom, the number of boxes encountered should be decreasing with their label (i.e. less boxes of the second label are encountered than with the first label, less with the third than the second, etc. . . );
-The resulting diagram should always be a legitimate Young diagram, i.e. the length of the rows is decreasing from top to bottom, and it is composed of at most d rows.
For orthogonal algebras so(2r + 1), the tensor product of two irreps, = ( 1 , . . . , r ) and (σ) can be computed as follows:
(i) Branch each of the two Young diagrams into so(2r) and pair them by number of boxes removed from the original ones until the products of one of these diagrams are exhausted;
(ii) Compute the tensor product between these pairs of diagrams using the Littlewood-Richardson rule recalled above;
(iii) Discard the Young diagrams which are not acceptable for so(d), i.e. those for which the sum of the height of their first two columns is stricly greater than d.
The tensor product ⊗ (σ) can therefore be represented as follows:
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Example: Consider the tensor product between the so(5) irreps and . The branching rule for these representations is:
Now computing the tensor products between those product paired by number of boxes removed, and using the Littlewood-Richardson rule yields:
Among the diagrams obtained above, one is not a legitimate so(5) Young diagram (as the sum of the height of its two first columns is greater than 5), namely . Using the fact that two so(d) Young diagrams whose first column is of height c and d − c are equivalent, the initial tensor product finally reads:
Notice that the well-known tensor product rule for so(3) can be recovered from the above algorithm. Given two so(3) irreps (s) and (s ), i.e. two one-row Young diagram of respective length s and s , their tensor product decomposes as:
The only Young diagrams that are so(3) acceptable in the previous equation are those for which k = 0 or 1, i.e. the second row contains no more than one box. In the latter case, such a Young diagram is equivalent to the one where the second row is absent, i.e. (s, 1) ∼ = (s). As a consequence, the decomposition reads:
which is indeed the tensor product rule for so(3).
B Technical proofs B.1 Proof of the branching rule for unitary HS singletons
From now on, we will set d = 2r. In order to prove the branching rule:
we will need to derive the so ( Decomposition of massless modules. To obtain the so(2)⊕so(d−1) of the so(2, d−1) spin (s r−1 ) massless field module D s+r −1 ; (s r−1 ) , we will use its character and rewrite it as a sum of so(2)⊕so(d−1) characters. Using the property (24) of the function P (d−1) (q, x), the character of this module becomes:
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Now we can use the tensor product rule recalled previously for so(d − 1) with d − 1 = 2r − 1 odd to reduce the above expression. It turns out that most of the terms in its alternating sum cancel one another. To see that, let us have a look at three consecutive terms in the above sum, that we will denote by "RHS". In order to make the expression more readable, we will also write = ( 1 , . . . , r ) for the character of the so(d − 1) representation . A typical triplet of terms in the alternating sum composing the character (124) reads:
The second term (corresponding to the fourth and fifth line, i.e. (127) and (128) above) can be rewritten as:
Both of these terms are compensated, the first line above by rewritting (126) as:
and the second line by rewritting (129) as:
Hence it appears that the second term in this triplet is completely compensated, in part by the first terms and in part by the third one. Because this succession of three terms repeats itself in the alternating sum of the character (124), and that the last term is completely cancelled by the previous one, only the part of the first
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term that is not compensated by the second one remains:
− term that will be compensated (137)
Notice that only two terms in the gl(d − 1) tensor product survived in (140). Indeed, in full generality, it would produce:
however, only the first two terms are so(d − 1) acceptable Young diagrams, as they are the only ones for which the sum of the heights of their first two columns is lower than d − 1. The character of the so(2, d − 1) module D s + r − 1 ; (s r−1 ) therefore reads:
which proves that the so(2, d − 1) module of a spin (s r−1 ) massless field reads:
Decomposition of the singleton module. The spin-s singleton module can be decomposed as an infinite direct sum of (finite-dimensional) so(2) ⊕ so(d) modules as [10] :
In order to branch this module from so(2, d) to so(2, d − 1), one can simply branch the so(d) part of the above decomposition onto so(d − 1), thereby yielding:
This so(2) ⊕ so(d − 1) decomposition matches that of the so(2, d − 1) module of a spin (s r−1 ) massless field, hence we proved:
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B.2 Proof of the branching rule for rectangular partially massless fields
Following the same steps as in the previous section, we will now proceed to proving the branching rule:
Decomposition of the partially massless modules for d = 2r + 1. Let us start with the so(2) ⊕ so(d − 1) decomposition of the so(2, d − 1) module D s + r − τ ; (s r−1 ) corresponding to a partially massless field of spin (s r−1 ) and depth-τ . Using the same notational shortcuts than in the previous section, its character can be rewritten as:
Leaving aside the sum of n, the above equation can be re-expressed as:
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Using the Littlewood-Richardson rule yields:
hence (160) becomes:
Finally, the character of the so(2, d − 1) module D s + r − τ ; (s r−1 ) can be expressed as:
which proves that this module decomposes as:
Decomposition of the rectangular partially massless field module for d = 2r. Before deriving the so(2) ⊕ so(d − 1) decomposition of the spin-s and depth-t RPM module, we will need to prove its so(2) ⊕ so(d) decomposition: 
To do so, we will need to use the Weyl character formula:
ε(w)e (w( +ρ)−ρ,µ)
where Φ + is the set of positive roots of so(d), W so(d) its Weyl group, ρ := 1 2 α∈Φ+ α the Weyl vector, ε(w) the signature of the Weyl group element w, ( , ) is inner product on the root space inherited from the Killing form and µ = (µ 1 , . . . , µ r ) an arbitrary root used to define the variables x i on which depends the character via x i := e µi . Defining 
one can show w C so(d) ( x) := e 
with w · = w( + ρ) − ρ. Hence, the Weyl character formula (169) can be rewritten as:
The Weyl group for W so(d) for d = 2r is the semi-direct product S r (Z 2 ) r−1 where S r is the permutation group of r elements. Any element of W so(d) acts on the so(d) characters as a combination of permutation of the variables x i and (pair of) sign flip of their exponents (for more details, see e.g. [10] or the classical textbooks [109, 110] ). As a consequence, any function invariant under such operation can go in and out of the
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Weyl symmetrizer W so(d) . In particular, P (d) (q, x) being invariant under any permutation and any inversion (x i → x −1 i ) of the variables x i , it has the property:
Using this property, as well as the fact that C so(d) ( x) verifies:
( 1,..., j−1, j +a, j+1,..., r ) ( x) = x a j C so(d)
( 1,..., j−1, j , j+1,..., r ) ( x) ,
we can now prove that the character of the so (2) 
= q
(1 − qx i )(1 − qx
Each terms of the above sum as some power of q times a so(d) character: using (169), (172) and (173) 
• The first piece, proportional to (1 − q 2t+2 ) reads:
(1 − qx i )(1 − qx 
of the so(d) characters, one can check that the previous sum reduces to a single contribution:
For instance, for r = 3: 
• The second piece, proportional to (1 − q 2t ), also reduces to a single contribution upon using the same symmetry property (181):
r−1 i=2
• Finally, the third piece (proportional to (1 − q 2 )) contains more contributions:
Putting those three piece together yields: 
thereby proving the so(2) ⊕ so(d) decomposition (167) of the spin-s and depth-t RPM module. 
