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Résumé  Cet article décrit un nouvel algorithme d’égalisation aveugle pour des mélanges convolutifs MIMO. Une factorisation de l’égaliseur,
sous forme de rotations planes et de retards purs, est proposée lorsque les observations ont été préalablement blanchies. La recherche de l’éga-
liseur optimal s’effectue par résolution d’un système polynomial basé sur les valeurs des cumulants observés. Contrairement à notre algorithme
PAJOD [3] [2], la matrice para-unitaire n’est plus représentée approximativement par une matrice semi-unitaire, mais par une factorisation
exacte.
Abstract  This article describe a novel algorithm for blind equalization of convolutives mixtures in a multipath environment. The equalizer
is factorized with plane rotations and pure delays. The best equalizer is searched by testing roots of a polynomial system based on values of
observed cumulants. Contrary to PAJOD [3] [2], the para-unitary matrix is not made of semi-unitary matrices, but with an exact factorization.
1 Introduction
La plupart des systŁmes de communication numØrique uti-
lisent des sØquences d’apprentissage pour rØsoudre le problŁme
d’Øgalisation. Le principal inconvØnient de ces mØthodes est la
rØduction du dØbit utile, puisqu’une partie de l’information est
utilisØe pour l’Øgalisation du systŁme.
Les algorithmes d’Øgalisation dite aveugle ou autodidacte
permettent de remØdier à cette limitation du dØbit. En effet,
la plupart de ces algorithmes d’Øgalisation utilisent les statis-
tiques d’ordre supØrieur [4] [12] [8] [9]; cela peut se faire par
l’utilisation de critŁres à module constant [5] [11] ou à puis-
sance constante [6].
Dans cet article, nous nous intØressons au cas oø N signaux
observØs sont issus des N signaux sources transmis à travers un
milieu de propagation multi-trajets. Ce canal, de type MIMO
(Multiple-Input Multiple-Output), est trŁs reprØsentatif des sys-
tŁmes de communication à antennes multiples.
Des algorithmes comme PAJOD [3] [1] ont dØjà ØtØ prØsen-
tØs pour des canaux MIMO. Malheureusement, dans ces mØ-
thodes, la contrainte de para-unitaritØ n’est pas toujours vØriØe
pour l’Øgaliseur [2], notamment pour un faible rapport signal à
bruit (SNR). La factorisation utilisØe dans la section 3 impose
à l’Øgaliseur calculØ à la section 4 d’Œtre para-unitaire.
2 Modèle et notations
ConsidØrons le systŁme de communication multi-trajets (MI-
MO) de la gure 1. Soit les vecteurs suivants:
 s = (s1, . . . ,sN )
T le vecteur source du signal complexe
(en bande de base),
 w = (w1, . . . ,wN )
T le vecteur des observations,
 a = (a1, . . . ,aN )
T le vecteur des sources estimØes.
Notons que tous ces vecteurs de dimension N sont spatiale-
ment et temporellement blancs à l’ordre 2. Prenons {G(k),k ∈










composantes de la matrice G seront notØes par la suite Gij















FIG. 1  Le systŁme global G: les sources si sont ltrØes par le
canal C[z], et les observations wi sont sØparØes par l’Øgaliseur
H[z].
inversible linØaire et invariant dans le temps (LTI) C[z] de lon-





oø {C(n),n ∈ Z} est un sØquence de matrices N × N cor-
respondant à la RØponse Impulsionnelle Finie (FIR) du canal
C[z]. Nous pouvons ainsi faire une premiŁre remarque:
Remarque 1. Le cas L = 0 correspondant à un mØlange ins-
tantanØ n’est pas pris en compte dans cet article. Ainsi, nous
considØrerons que L > 0.
Le problŁme de la dØconvolution aveugle MIMO consiste à
trouver un ltre LTI H [z] (l’Øgaliseur), an de retrouver les
N signaux d’entrØe si(n), uniquement à partir des observa-
tions en sortie du canal C[z]. Il est dØsormais connu que les
signaux ainsi estimØs peuvent Œtre permutØs (matrice de permu-
tation P ), et retardØs (ltre diagonal Λ[z]), de telle façon que
C[z]H [z] = Λ[z]P . Ainsi, nous pouvons dØnir les sources
ØstimØes avec la relation suivante : a(n) = ∑k H(n−k)w(k).
Nous considØrons par la suite que les entrØes du systŁme,
si(n), sont blanchies, indØpendantes et identiquement distri-
buØes, de moyenne nulle et de variance unitØ et que le vecteur




p [si] = Cum[si(n), . . . ,si(n)︸ ︷︷ ︸
p terms
, s∗i (n), . . . ,s
∗
i (n)︸ ︷︷ ︸
q=r−p terms
] (3)
sont indØpendants de n.
Dénition 1: Para-unitaire. Une matrice polynomiale H [z] de
dimensions N ×N est dite para-unitaire si:
HH[1/z∗]H [z] = IN (4)
oø IN est la matrice identitØ de taille N ×N .
Ainsi, nous considØrons que C[z], H [z], et G[z] sont para-
unitaires. Nous avons donc la relation suivante:
G[z]G[1/z∗]H = H[z]C[z]CH[1/z∗]HH[1/z∗] = IN . (5)
Remarque 2. L’hypothŁse de para-unitaritØ n’est pas limita-
tive puisqu’il est toujours possible de blanchir les observations
en utilisant un ltre de prØ-blanchiment (factorisation de la ma-
trice de densitØ spectrale de puissance).
3 Factorisation de l’égaliseur
Proposition 1:Un ltre FIR para-unitaire H [z] de dimensions
N ×N et de longueur L ≥ 0 peut Œtre factorisØ sous la forme
suivante:
H [z] = A[z]W `bB[z] (6)
oø W `b est une matrice unitaire N × N , A[z] et B[z] sont
des ltres FIR para-unitaires de longueurs respectives `a et `b,
avec: 0 ≤ `a ≤ L, 0 ≤ `b ≤ L, et `a + `b = L.
N
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FIG. 2  Factorisation d’un Øgaliseur para-unitaire.
Preuve. En reprenant la factorisation para-unitaire de [10]
dans le cas complexe, nous obtenons la factorisation suivante
pour N entrØes:
H [z] = W LZ[z]W L−1 . . . Z[z]W 1Z[z]W 0 (7)
oø les W p, p ∈ {0, . . . ,L}, sont des matrices N ×N unitaires,







Ainsi, pour `a > 0, nous avons:
A[z] = W LZ[z] . . . W `b+1Z[z] (8)
et pour `b > 0, nous avons:
B[z] = Z[z]W `b−1 . . . Z[z]W 0. (9)
Quand `a = 0 (respectivement `b = 0), nous pouvons rempla-
cer A[z] (respectivement B[z]) par IN . ♦
3.1 Construction des W p
La proposition 1 implique que toutes les matrices W p doivent
Œtre N ×N unitaires an d’obtenir un Øgaliseur para-unitaire.
Nous pouvons Øcrire les matrices unitaires W p sous la forme
de produits de M = N(N − 1)/2 rotations de Givens. Les M
rotations dØcrivent toutes les paires (i,j) possibles avec 1 ≤
i < j ≤ N . Ainsi, notons U [i,j](θ,φ) la rotation de Givens qui
agit sur les indices (i,j), et qui est dØnie par les angles θ et φ:
Uii[i,j](θ,φ) = Ujj [i,j](θ,φ) = cos θ,
et
Uij [i,j](θ,φ) = −Uji[i,j](θ,φ)∗ = sin θeφ,
oø U [i,j](θ,φ) correspond à la matrice identitØ IN sauf pour
les 4 entrØes prØcØdentes et  = √−1. Ainsi, cette mØthode
nous permet de dØvelopper des algorithmes de type "Jacobi"
pour l’Øgaliseur de la proposition 1 .
Remarque 3. Pour N = 2, chaque matrice unitaire W p nØ-
cessite une seule rotation puisque dans ce cas M = 1:
W p =
(
cos θp sin θpe
φp
− sin θpe−φp cos θp
)
. (10)
Ainsi, une seule paire d’angles (θp,φp) est nØcessaire pour chaque
W p.
3.2 Les relations d’entrée-sortie
Nous prendrons la notation suivante pour les cumulants:
Γweg,fh(ν) = Cum[we(n− ν1),w∗f (n− ν2),
wg(n− ν3),w∗h(n− ν4)], (11)
oø les indices e,f,g,h prennent leurs valeurs dans l’intervalle
{1, . . . ,N}, et νi ∈ N,∀i ∈ {1, . . . ,4}.
Prenons maintenant les relations d’entrØe-sortie du modŁle









A partir de (12), et grâce à la propriØtØ de multilinØaritØ des
cumulants, nous pouvons exprimer les relations d’entrØe-sortie




















avec τ = (τ1,τ2,τ3,τ4). Puisque a est la sortie du ltre A[z],
alors τi ∈ [0, . . . ,`a] et tous les indices a,b,c,d,i,j, k,l,q,r,s,t
prennent leurs valeurs dans {1, . . . ,N}. Nous pouvons Øcrire














eg,fh(τ + ρ) (15)
avec ρ = (ρ1,ρ2,ρ3,ρ4). Dans ce cas ρi ∈ [0, . . . ,`b] puisque
les entrØes sont ltrØes par B[z]. La relation d’entrØe-sortie
globale de l’Øgaliseur H[z] peut Œtre dØduite facilement en
combinant (14) et (15).
4 Contraste utilisé
Maintenant, intØressons-nous au contraste utilisØ pour Øga-
liser notre systŁme. Pour sØparer les signaux, nous utilisons
les statistiques d’ordre supØrieur, et plus prØcisØment les cu-
mulants d’ordre 4. Nous pouvons alors faire la proposition sui-
vante:
Proposition 2: Il est possible de sØparer les sources du systŁme





Dans ce cas, Γaii,ii inclut les entrØes des matrices W p. Ainsi,
an d’estimer H [z], le critŁre peut Œtre rØØcrit sous la forme:
H = Arg max
W
Υ1,4 (17)
oø W = {W p, p ∈ {0, . . . ,L}}.
Ainsi, nous devons trouver toutes les paires (θ,φ), qui maxi-
misent (16) indØpendamment des autres paires. Pour atteindre
cet objectif, nous devons simplier (14) en le dØveloppant dans
un premier temps, puis en regroupant les termes en θ ou φ. De









oø chaque K2β+α−4α correspond au produit de 4 entrØes de la
fonction de transfert A[z], en fonction des indices a,b,c,d,q,r,
s,t, ainsi que α et β. Nous effectuons ensuite les changements
de variables u = tan θ et t = tan φ2 .
An de trouver les points stationnaires de Υ1,4, il est nØces-













AprŁs quelques simplications et en considØrant uniquement
la variable u pour Φ1(u,t) et Φ2(u,t), puis en regroupant les
termes de mŒme degrØ en u, le systŁme (19) peut Œtre rØØcrit











Le systŁme polynomial (20) admet une solution si et seule-
ment si le rØsultant (dØterminant de la matrice de Sylvester) est
nul:∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ξ0(t) 0 0 0 λ0(t) 0 0
ξ1(t) ξ0(t) 0 0 λ1(t) λ0(t) 0
ξ2(t) ξ1(t) ξ0(t) 0 λ2(t) λ1(t) λ0(t)
ξ3(t) ξ2(t) ξ1(t) ξ0(t) λ3(t) λ2(t) λ1(t)
0 ξ3(t) ξ2(t) ξ1(t) λ4(t) λ3(t) λ2(t)
0 0 ξ3(t) ξ2(t) 0 λ4(t) λ3(t)




Le polynôme obtenu (d’ordre 56) n’admet gØnØralement pas
plus de 16 racines rØelles. Quand toutes les racines sont trou-
vØes, nous pouvons les tester une à une an de sØlectionner la
racine optimale pour le contraste (16).
5 Algorithme
Grâce à l’Øtude prØcØdente, nous avons pu dØvelopper un
nouvel algorithme pour le modŁle para-unitaire MIMO à N en-
trØes. Il a ØtØ implantØ pour N = 2. Cet algorithme est rØsumØ
dans la gure 3. An d’augmenter la prØcision des angles, nous
proposons d’exØcuter T = d√L e+ 1 balayages.
1. Calculer le tenseur de cumulants
Γweg,fh(τ + ρ) dØfini dans (11) et de
longueur L = max {τ}+ max {ρ}.
2. Fixer M = N(N − 1)/2. Initialiser
l’Øgaliseur H [z] avec (θk = 0,φk = 0),
∀k ∈ {0, . . . ,M(L + 1)− 1}.
3. Boucle sur k = 0, . . . ,M(L + 1)− 1,
(a) Calculer le tenseur de
cumulants Γxac,bd(τ ),
(b) Chercher les paires (θk,φk) qui
maximisent Υ1,4,
(c) Tester les angles (θk,φk)
dans Uk et actualiser les
filtres W p, A[z] et B[z] (avec
p = NL− k),
4. Retourner en 3 tant qu’il n’y a pas
eu T boucles.
FIG. 3  Algorithme pour N entrØes (N > 1)
Le fait de prendre T > 1 permet d’accroître la prØcision des
angles. En effet, ceux-ci sont initialisØs à 0 à l’Øtape 2.
6 Performances
L’algorithme a ØtØ testØ sur 100 mØlanges complexes FIR
de longueur L = 3, avec N = 2 sources QPSK de variance
unitØ. Les canaux gØnØrØs sont para-unitaires an de prØser-
ver le blanchiment à l’ordre 2. Les 4 paires (θk,φk), pour 0 ≤
k ≤ M(L + 1) − 1, sont gØnØrØes suivant une distribution
uniforme dans [0,2pi]. Pour chaque canal, des blocs d’obser-
vations bruitØes de 800 symboles sont gØnØrØs puis ltrØs tels
que: w(n) =
∑L
k=0 C(n − k)s(k) + ρv(n), oø v(n) est un
bruit blanc gaussien complexe et circulaire ayant une matrice
de covariance identitØ. Le paramŁtre ρ est introduit de ma-
niŁre à contrôler le rapport signal à bruit (SNR) par symbole :
SNRdB = −20 log10 ρ. L’Øgaliseur retournØ est alors testØ
avec 2 processus blancs de 5000 symboles chacun an de cal-
culer le taux d’erreur symbole (SER). La gure 4 nous montre
la mØdiane des rØsultats des 100 essais. Nous pouvons remar-
quer que la mØdiane passe en dessous de la rØsolution minimale
((2∗5000∗100)−1 = 10−7) lorsque le SNR est plus grand que
12dB.
An d’observer l’efcacitØ de cette factorisation exacte, nous
avons utilisØ le critŁre de "distance" tel qu’il est dØcrit dans
l’article [2]. Ce critŁre peut se rØsumer à un calcul de la norme
de Froebenius entre l’Øgaliseur trouvØ, dont chaque ligne est
normalisØe par son ØlØment de plus grand module, et l’Øgali-
seur optimal obtenu en prenant l’inverse du canal (mØthode du
Zero-Forcing). Ainsi, plus la distance est petite, plus l’Øgaliseur
trouvØ est proche de l’Øgaliseur optimal. La gure 5 compare
les "distances" obtenues avec notre mØthode par factorisation
para-unitaire (en trait plein) et l’algorithme PAJOD (en trait
discontinu). Ces rØsultats tØmoignent du bon comportement de
l’algorithme pour de faibles valeurs de SNR.





















Algorithme PAJOD           
FIG. 4  Comparaison des taux d’erreur entre PAJOD et la
factorisation para-unitaire, pour des canaux de longueur 3 et
à partir de 800 symboles QPSK.
7 Conclusions
Dans cet article, nous avons proposØ un nouvel algorithme de
calcul d’un Øgaliseur MIMO. Cet algorithme exploite la para-
unitaritØ du canal. Cette para-unitaritØ peut toujours Œtre ob-
tenue en blanchissant au prØalable les observations (l’Øtape de
prØblanchiment n’a pas ØtØ abordØe ici). Le problŁme d’Øgalisa-
tion se rØduit alors à une factorisation de ltres para-unitaires.
La complexitØ de l’algorithme numØrique est assez faible puisque
le calcul de l’Øgaliseur s’effectue en cherchant la racine opti-
male d’un polynôme d’ordre 56. Quant aux rØsultats des si-























Algorithme PAJOD           
FIG. 5  Comparaison des "distances" entre PAJOD et la fac-
torisation para-unitaire.
mulations, ils nous montrent que la factorisation exacte para-
unitaire permet d’amØliorer sensiblement l’Øgalisation par rap-
port à l’algorithme PAJOD lorsque le bruit est important, c’est
à dire pour un rapport signal à bruit infØrieur à 10dB environ.
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