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1 はじめに【見出：ゴシック体１２Ｐｔ】 
多形態の情報を区別なく統合して扱う情報処理技術，
曖昧な入力情報や不完全な情報から正しい結果や知識
を獲得する情報処理技術など，人間の脳の情報処理に
類似した柔軟な情報処理技術の開発が求められている．
このような課題を解決する方法の１つとして脳の神経
回路を模したニューラルネットワークがある[1]． 
1980 年代に Hopfield の相互結合型ネットワーク，
Rumelhaltらの誤差逆伝播法(バックプロパゲーション)，
Hinton と Sejnowski のボルツマンマシンなどの提案を
契機として，現在の第 2 期ブームに至っている[2]．ニ
ューラルネットワークの研究分野の中に，連想記憶が
ある．連想記憶とは，神経回路網上に分散・多重化さ
れて蓄積された記憶内容を，入力情報を基に全体像や
関連事項を想起するような人間の脳機能の１つである．
連想記憶の研究分野において，これまで様々なニュー
ロンモデルやニューラルネットワークの学習法が提案
されており，特に自己連想記憶のような，時間変化し
ない静的パターンを用いたものが多く研究されている． 
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一方，相互連想記憶のような時間変化がある系列パタ
ーンの連想記憶は自己連想記憶に比べ，人間の情報処
理により類似しており，これらについても様々なモデ
ルが提案されている[3]． 
また連想記憶のシミュレーションも系列パターンに
無相関なランダムパターンを用いられている．しかし
学習するパターンを相関のある固定系列パターンを用
いた研究はより現実的であり，重要であることは周知
の事実である．この学習するパターンを相関のある固
定系列パターンとした場合，記憶容量（記憶できる枚
数）が少なく，さらに固定系列パターン数を増加する
と想起に失敗することがわかっている[4][5][6][7]． 
本研究では，連想記憶のモデルとして相互連想記憶，
学習モデルは積結合モデルとして時間軸における入力
と出力パターン間の差の相関を結合荷重に埋め込む微
分相関型モデルを採用する[8][9][10]．また，学習するパ
ターンを相関のある固定系列パターンとし，固定系列
パターンに付加する新たなマスキング手法を提案し，
そのマスキング手法の有用性について評価を行う． 
２ シミュレーションのモデル 
2.1 積結合モデル 
積結合モデルは，ニューロンに対する全ての入力の
中から任意の k 個の入力を取り出し，それらの積に結
合荷重を与え，全ての組み合わせの和を入力とする． 
k は入力の個数でそのモデルの次元数を表している．  
inserting sequential masking patterns system increase the storage capacity. Further, it is shown that
the way of masking system is useful to increase the storage capacity. 
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本研究では二次の積結合モデルを採用する(図 1参照)．
このモデルの時刻 t における内部ポテンシャル ui(t)は
式(1)で表される．ここで，xj， xkはニューロンに対
する入力，wijkはニューロン j とニューロン k からニュ
ーロン i への結合荷重を示す．また，出力式は式(2)で
ある．積結合モデルは結合荷重数の増加が見込め，記
憶可能な系列パターン数が多くなり，後述の連想記憶
を構築することができる[8][9][10]． 
 
2.2 ネットワークの構成 
ニューロンの接続であるネットワーク構成は，相互
結合型ネットワーク（図 2 参照）を採用する．相互結
合型ネットワークは，各ニューロンは対等に結合した 
 
 
図 2 相互結合型ネットワーク 
 
wij=wjiとし，出力信号が他のニューロンにフィードバ
ックされる特徴を持ったネットワークである．このネ
ットワークに自身の出力がフィードバックする自己結
合 b を持つ構成とする． 
 また入力パターンと出力パターンが異なる（系列パ
ターンの入力パターンの次の）パターンを想起させる
ネットワークとした．この相互結合型ネットワークは，
組み合わせ最適化問題の解決や，連想記憶などパター
ン処理に用いられている．  
 
2.3 微分相関型モデル 
ニューラルネットワークを用いた連想記憶は，系列
パターンの学習を行う記憶過程と，入力に従って出力
を行う想起過程がある．連想記憶の実現において，記
憶過程の系列パターンの学習方法が重要であり，その
学習モデルとして，微分相関型モデルを採用した． 
微分相関型モデルは，連続する時系列パターンの差
によりニューラルネットワークの結合荷重を学習する
モデルである．従来モデルにおける微分相関型モデル
の結合荷重 wijの学習式は式（3）で表される．また，
右下の添字は各パターンの構成要素を示している．  
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時間軸におけるμ+１番目の系列パターンSμ+１とμ番
目の系列パターン Sμの差と，同様にμ番目の系列パタ
ーンSμとμ－１番目の系列パターンSμ－１の差の積に
より結合荷重 wijを求める． 
 二次の積結合モデルにおける微分相関型モデルは，
従来モデルにおける学習式（3）を拡張したものであ
り，学習式（4）で表される．また，二次の微分相関
型モデルでは，記憶したパターンが Sμ→Sμ+1→Sμ+2
と連続で記憶しているにもかかわらず，想起は連続で
はなく Sμ→Sμ+２→Sμ+４ と一つ飛ばしたパターンを
想起する特性があることがわかっている．  
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ここで，aCb は a 個から b 個をとる組み合わせ
(combination)を表す． 
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図１ 二次の積結合モデル 
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３ 微分相関型モデルの連想記憶 
3.1 パラメータと類似度の定義 
ニューラルネットワークに記憶させる系列パターン
として無相関ランダムパターンを用いる．無相関パタ
ーンの各要素は式(5)を基に確率的に生成する． 
ここで，Pr{･}は事象{･}の起こる確率を表し，各パラ
メータは M は系列パターン数，N はニューロン数を
表す．Si μは μ 番目の無相関ランダムパターンの i 番
目の要素を表す． 
 
psi  }1Pr{   
},,1{},,,1{ NiM    
(5)
式(5)から，系列パターンの相関の大きさを式(6)で定
義する．p=0.5 ならS―=0 となり系列パターンは互いに
独立で相関が無いため，無相関ランダムパターンとな
る．一方 p≠0.5 なら系列パターンは互いに相関を持つ．  
1 2S p   (6)
想起結果の精度として類似度 lμを式(7)に示す． 
1
1 ( )
N
i i
i
l s x t
N



   (7)
これは，μ番目の系列パターン Sμ= (s1μ,…,sNμ)と時
間 t におけるニューラルネットワークの各ニューロン
の状態 x(t)=(x1(t),…,xN(t))との差分を表している．類
似度が 1 に近いほどニューラルネットワークの状態と
想起すべきパターンの差分が少なく，類似しているこ
とを表す[10]．  
  
3.2 シミュレーションアルゴリズム 
ニューロンに 1 画素を対応させ，2 次元の画像をネッ
トワークに記憶させる．系列パターン数 M=5，ニュー
ロン数 N=25 とする．系列パターンを S0~S4とし，系
列パターンと想起結果間の類似度を l0~l4とする．シミ
ュレーションに用いるパラメータ値は文献[8],[10]を参 
 
表 1 無相関ランダムパターン間の類似度(M=5) 
 S1 S2 S3 S4 
S0 0.12 0.04 0.04 0.28 
S1  0.12 0.04 0.04 
S2   0.12 0.04 
S3    0.04 
照し，b=1，h=0 とする．以下に，シミュレーション
アルゴリズムを示す． 
1．各パラメータの設定． 
2．式(5)から系列パターン S0,S1,…,SMを生成． 
3．結合荷重を式(4)に基づいて計算． 
4．ニューラルネットワークにパターン S0に似たパ
ターン x(0)を初期値として与える． 
5．式(1)と式(2)に基づいて x(1)を決定． 
6．式(7)から x(1)と S2の類似度 l2を求める． 
7．5～6 の繰り返し．設定した遷移回数を越えたら
終了． 
そこで次章では，系列パターン間の類似度を下げる
マスキング手法を提案する．過去の論文から，連続す
る lμが 0.93 より大きい場合を想起成功とする[4],[8]． 
 
3.3 無相関パターンのシミュレーション結果  
 表 1 に無相関ランダムパターン間の類似度を示す．
無相関ランダムパターンは，パターン間の類似度は低
く，連想記憶も正しく想起できている．また，微分相
関型モデルの連想記憶では S0→S2→S4→S１→S３のよ
うに，系列パターンを 1 つおきに想起することを画像
データで確認できた．  
 
3.4 固定系列パターンのシミュレーション結果 
 相関を持つ系列パターンを固定系列パターンとして，
一般の手書き文字である電子技術総合研究所(現:産業
技術総合研究所)で収集された ETL 文字データベース
の中の ETL8 を採用する．このデータベースのひらが
な文字を，16×16 の二次元画像とし，一要素が 2 値
の白(-1)か黒(+1)を取るに変換し，固定系列パターンと
して定義する．パラメータとして，固定系列パターン
を Sμ，その数を M とし，入力パターンを x，ニュー
ロン数を N と定義する． 
 シミュレーションの想起結果を無相関ランダムパタ
ーンと比較するため，固定系列パターン間の類似度を
表 2 に示す．シミュレーションの結果，想起に失敗し
た．これは表 2 に示した系列パターン間の類似度が高
いことに原因があると考えられる． 
 
表 2 固定系列パターン間の類似度(M=5) 
 い う え お 
あ 0.33 0.47 0.53 0.43 
い  0.48 0.38 0.3 
う   0.55 0.45 
え    0.46 
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図 3 マスキング手法概要 
 
４ マスキング手法 
どのような系列パターンにおいても，一様に系列パ
ターン間の類似度を下げ，想起可能となるマスキング
手法を提案する．概要図を図 3 に示す． 
 
4.1 縦横マスキング 
図 3(a)のパターンに図 3(b)のように縦横 2 本ずつの
マスキングを付加した縦横マスキングをニューラルネ
ットワークに記憶する．この際，各パターンに付加す
るマスキングの行及び列の位置はランダムに決定する． 
結果，表 3 のように系列パターン間の類似度を下げ
ることが出来，正しい想起結果を得られた．しかし，
系列パターン数が増加すると各系列パターン間の
類似度が大きい場合が多くなり，想起失敗となった． 
 
表 3 系列パターン間の類似度（縦横マスキング） 
 い う え お 
あ 0.02 0.1 0.11 0 
い  0.07 0.02 0.05 
う   0.07 0.15 
え    0.02 
 
表 4 系列パターン間の類似度 
（ランダムマスキング） 
 い う え お 
あ 0.03 0.05 0.1 0.02 
い  0.03 0.06 0.02 
う   0.07 0.06 
え    0.05 
4.2 ランダムマスキング 
次に，図 3(a)の固定系列パターンに図 3(c)のよう
な無相関ランダムパターンを付加したランダムマ
スキング（図 3(d)参照）をニューラルネットワーク
に記憶する． 
表4からランダムマスキングの系列パターン間の
類似度は，縦横マスキングより小さい値となり，正
しい想起結果を得られた．また M=47 としシミュレー
ション実行回数 1000 回とした場合，縦横マスキング
に比べて想起成功確率が上昇した．しかし，シミュレ
ーションの度に異なるマスキングを用いるため失敗す
る場合もあった． 
 
4.3. ロジスティックマスキング 
ランダムマスキングは，シミュレーションの度に異
なるランダムパターンを生成し，各系列パターンに付
加していたため，想起に失敗する場合もあった． 
そこで，各系列パターンから特徴値（図 4 参照）を
算出，さらに式(8)のロジスティック写像を用いて乱数
値を算出することにより，各系列パターンとランダム
パターン間に一意性を持たせるロジスティックマスキ
ングを提案する． 
 
 
 
 
 
各パターンの特徴値は，パターンの先頭からビ
ットパターンが存在する座標(x0,y0)と，パターンの
末尾からビットパターンが存在する座標(x1,y1)の２
点（図 4 の参照）から求める．次に式(9)からロジス
ティック写像に代入する初期値 X0を算出する． 
想起シミュレーションの結果，M=47 としシミュレ
ーション実行回数 1000 回とした場合も，ロジスティ
ックマスキング方式は，正しい想起結果を得ている． 
 
X0={(x0+x1)+( y0×y1) }/黒のビット数 (9)
 
 
図 4 特徴値の選択 
)1(1 nnn XXX    
10,40 0  X  
(8)
(d)ランダムマスキング
(a)パターン (b)縦横マスキング後
(c)ランダムパターン 
(x1,y1)
(x0,y0) 
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表 5 各マスキング手法のシミュレーション結果 
 
系列パターン
間の類似度
(max/ave) 
想起成功確率
[%] 
マスキング無し 0.74/0.43 0 
縦横マスキング 0.85/0.09 0 
ランダム 
マスキング 
0.38/0.04 74.8 
ロジスティック
マスキング 
0.27/0.05 100 
 
4.4 マスキング手法の考察 
 系列パターンに付加する各マスキング手法のシミュ
レーション結果を表 5 に示す．表 5 から以下のことが
わかる． 
(1) 縦横マスキングは，付加する直線の位置が重なる
時に，系列パターン間の類似度も増加し，系列パ
ターン数が多いとその重なりも増え想起に失敗
する． 
(2) ランダムマスキングは，ランダム性が高く，ビッ
トの重なりが少ない．系列パターン間の類似度も
小さくなり，想起成功確率も上昇した．しかし，
想起結果はそのランダム性に依存するため，シミ
ュレーション実行のたびに想起の失敗も存在し
た． 
(3) ロジスティックマスキングは，個々の系列パター
ンに対し一意にランダムパターンが決定する．想
起結果もシミュレーション実行のたびに変化せ
ず，想起も安定する． 
５ 系列パターンの総数とマスキング 
5.1 系列パターン枚数 
 微分相関型モデルには，Sμ→Sμ+1→Sμ+2 と記憶し
たパターンが連続であるにもかかわらず，想起は連続
ではなく Sμ→Sμ+２→Sμ+４ と一つ飛ばしで想起する
という遷移特性がある．記憶させる枚数を奇数枚の５
枚の場合は，S0→S2→S4→S１→S３と全ての系列パター
ンを想起可能となる．しかし記憶させる枚数を偶数枚
の６枚に設定すると，S0→S2→S4→S0→S2のように偶
数枚目だけを想起する特徴がある．この特性を利用し，
記憶させたい系列パターンの間に，別の挿入パターン
を付加する方法を提案する． 
 記憶させる系列パターンの生成確率 ps，挿入パター
ンの生成確率 pbとし，想起シミュレーションを行う． 
 
5.2 系列パターン挿入のシミュレーション結果 
 微分相関型モデルにおいて M＝1300 とし，想起シ
ミュレーションを行った．図 5 にその結果を示す．記
憶させる系列パターンの生成確率 ps に関わらず，挿
入パターンの生成確率 pb=0.5 で想起結果の類似度が
最大（想起成功）となった．記憶させる系列パターン
の生成確率 ps=0.25 場合においても pb=0.5 で想起可
能となった．以上から理想的な挿入パターンは生成確
率 pb=0.5 であり，相関がない挿入パターンであるこ
とがわかる．また相関がない挿入パターンの付加は，
本来記憶させることのできなかった系列パターンの記
憶も可能となった． 
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  6／6  
６ まとめ 
本研究では，微分相関型モデルによる，相関のある
系列パターンの連想記憶を実現した．そこで，系列パ
ターン間の類似度により，連想記憶の想起成功の有無
が決まることがわかった．また，相関を持つ系列パタ
ーンの連想記憶を実現するために，複数のマスキング
手法を提案した． 
まず，パターンを 1 つのニューロンに 1 画素を対応
させた 2 次元の画像とし，無相関ランダムパターンの
連想記憶のシミュレーションを行った．結果，無相関
ランダムパターンは，系列パターン間の類似度が低く
想起に成功しやすいことがわかった．次に，同様に無
相関ランダムパターンを用いて，微分相関型モデルの
想起特性を示した．さらに，積結合モデルは従来モデ
ルに比べ記憶可能な系列パターン数が多いことをシミ
ュレーションにより示した．  
次に，より現実的な相関を持つ固定系列パターンを
用いて想起シミュレーションを行った．結果，想起シ
ミュレーションに失敗し，系列パターン間の類似度が
高いことに原因があると考えられた．そこで，解決策
としてマスキング手法を提案し，その中でも特に，ロ
ジスティックマスキングが有効であり，想起シミュレ
ーションを成功させることができた．これにより，微
分相関型モデルの連想記憶のシミュレーションにおい
て，系列パターン間の類似度を下げることが有効であ
ることがわかった[9]． 
 さらに，微分相関型モデルには，記憶した系列パタ
ーンを Sμ→Sμ+２→Sμ+４ と，一つ飛ばしで想起すると
いう遷移特性がある． 
この特性を利用し，記憶させたい系列パターンの間
に，別の系列パターンを挿入する方法を提案し，挿入
する系列パターンの生成確率 pb=0.5 の時に，想起に
成功することがわかった[10]． 
以上の結果から，相関を持つ系列パターン間の類似
度を下げるマスキング手法を提案し，従来できなかっ
た相関を持つ系列パターンの連想記憶を実現すること
ができた． 
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