Abstract. We formulate an abstract scheme for the randomization of Sharkovskii-type theorems via transformation to the deterministic case. In particular, Sharkovskii-type theorems for scalar differential equations can be randomized in this way. A random version of the standard Sharkovskii theorem is presented explicitly. Many remarks, comments and illustrating examples are supplied.
Introduction
The standard Sharkovskii theorem [Sh] , which is based on a new ordering of positive integers (Sharkovskii ordering) 3 5 7 9 · · · 2 · 3 2 · 5 · · · 2 2 · 3 2 2 · 5 · · · 2 n · 3 2 n · 5 . . .
establishes a forcing relationship among the periods that a function can possess. It has been generalized in various directions. In contrast to many deterministic generalizations (see e.g. [ASS, ALM1, ALM2, CL, Kd, Sc, Sz] and the references therein), the random generalizations are so far rare (see [FJJK, Kl] ). Hence, our purpose is to at least partly eliminate this handicap. Following the idea of F. S. DeBlasi, L. Górniewicz and G. Pianigiani to investigate the existence of random fixed points in a deterministic way (see [Go, Chapter III.31 ]), we develop a simple but powerful method (Proposition 2) for investigating random orbits. This method allows us to present, besides another, a random version of the standard Sharkovskii theorem (Theorem 1).
Instead of further particular variants, we decided to formulate a general abstract scheme for randomization of Sharkovskii-type theorems (Theorem 2). Specifically, full random analogies of Sharkovskii-type theorems for scalar differential equations can be obtained in this way (Corollary 2).
The applicability of our results is documented by several illustrating examples. Since the results in [FJJK, Kl] were obtained in a completely different way, there is no comparable analogy with ours.
Preliminaries
In the entire text, all topological spaces are at least metric. For A ⊂ X, the symbol O r (A) ⊂ X obviously denotes O r (A) := {x ∈ X | ∃y ∈ A : d(x, y) < r}. Furthermore, all multivalued maps ϕ : X Y have nonempty values, i.e. ϕ : X → 2 Y \ {∅}. By a fixed point of ϕ, we mean x ∈ X ∩ Y = ∅ such that x ∈ ϕ(x). The set of fixed points of ϕ will be denoted by Fix(ϕ) := {x ∈ X | x ∈ ϕ(x)}.
Rather than by periodic points of ϕ, we shall deal with periodic orbits of ϕ. By a k-orbit of ϕ : X Y , we shall understand a sequence
, where
(ii) the k-orbit is not a product orbit formed by going p-times around a shorter m-orbit, where mp = k.
If still
By a measurable space, we shall mean, as usual, the triple (Ω, U, µ), where a set Ω is equipped with σ-algebra U of subsets and a countably additive measure µ on U. A typical example is when Ω is a bounded domain in R, equipped with the Lebesgue measure.
Denoting, for ϕ : X Y , by 
It is well known that, for compact-valued maps ϕ : Ω Y , the notions of measurability and weak measurability coincide. Moreover, if ϕ and ψ are measurable, then so is their Cartesian product ϕ × ψ. For more properties and details, see Proposition 3.45 in [AG, Chapter I] .
As an important tool in our investigations, we shall employ a version of the Aumann selection theorem in [HP, Theorem 2.2 .14], which we state here in the form of a proposition.
where Ω is a complete measurable space and Y is a complete separable metric space, is a multivalued map whose graph [AG, Chapter I.3] .
The notions of a random operator and a random orbit are essential in this paper. In the sequel, Ω will be a complete measurable space and X a complete separable metric space.
Definition 3. Let A ⊂ X be a closed subset and ϕ : Ω × A X be a multivalued map with closed values. We say that ϕ is a random operator if it is productmeasurable (measurable in the whole), i.e. measurable w.r.t. minimal σ-algebra U ⊗ B(X), generated by U × B(X), where B(X) denotes the Borel sets of X.
Remark 1. For the definition of a random operator, it is usually still required that ϕ be compact-valued (cf. [Go] ), and ϕ(ω, · ) : [HP, Chapter 5.6] ), for almost all ω ∈ Ω. Since these restrictions are not necessary for us, we omit them in Definition 3.
Definition 4. Let A ⊂ X be a closed subset and ϕ : Ω × A X be a random operator. A sequence of measurable maps
almost all ω ∈ Ω, (ii) the random k-orbit is not a random product orbit formed by going p-times around a shorter random m-orbit, where mp = k.
then we speak about a random primary k-orbit.
Transformation to the deterministic case
We will show how the study of random periodic orbits can be transformed to the deterministic case. For this transformation, we shall need the following lemma.
the measurability of these sets turns out to be equivalent with the measurability of
This follows, in view of Definition 1, from the measurability of the Cartesian
, m = 1, . . . , k − 1, which in turn follows from the productmeasurability of ϕ.
It will be useful to split Ω in the following way:
for all i j 's, and the least common multiple of i j 's is k. 
Defining the multivalued maps O
, for every m = 1, . . . , k, and subsequently Γ, are also measurable, as claimed.
Since A is, by the hypothesis, a (closed subset of a) complete separable metric space, so is A k , and the application of Proposition 1 implies the existence of a measurable selection
Since Ω m can be expressed, by means of composed distance functions 
Corollary 1. If the set
Proof. For this particular case, the measurability of the graph Γ O k , where
follows, according to Lemma 1, from the measurability of d m , m = 1, . . . , k. Thus, Proposition 1 implies immediately the existence of a desired measurable selection 
Example 1. Consider the randomly perturbed logistic function
, with the additive (measurable) perturbation p satisfying the inequalities 0.01 ≤ p(ω) ≤ 0.03, for almost all ω ∈ Ω. In Figure 1 , the "boundary" functions
and their third iterates f 3 1 , f 3 2 indicate the behaviour of f n , n ∈ N, despite the fact that the values of f n need not be located, for n > 1, between those of f n 1 and f n 2 . The application of Corollary 1 so implies the existence of random n-orbits of f , provided O n (ω) = ∅, ω ∈ Ω, for every n ∈ N. For n = 3, it is visible in Figure 1. 
Application to Sharkovskii-type theorems
Since function f (ω, · ) in Example 1 admits a 3-orbit, it possesses, according to the standard Sharkovskii theorem [Sh] , n-orbits, for every n ∈ N, i.e. O n (ω) = ∅, ω ∈ Ω, for every n ∈ N. Moreover, card O n (ω) ≤ 2 n , ω ∈ Ω, for every n ∈ N. Therefore, as pointed out in Example 1, f has by Corollary 1 random n-orbits, for every n ∈ N.
Another nontrivial example, this time with a multiplicative random perturbation, is as follows.
Example 2. Consider the randomly perturbed tent function
where are evidently finite, for all ω ∈ Ω, because
Corollary 1 again so implies the existence of random n-orbits of g, provided O n (ω) = ∅, ω ∈ Ω, for every n ∈ N.
Since, for n = 3, it is visible in Figure 2 , the standard Sharkovskii theorem [Sh] yields that O n (ω) = ∅, ω ∈ Ω, for every n ∈ N, and subsequently g has random n-orbits, for every n ∈ N.
These illustrating examples justify stating the following random version of the standard Sharkovskii theorem.
Theorem 1 (Random Sharkovskii theorem). Assume that f ( · , x)
: Ω → R is measurable, for every x ∈ R, on a complete measurable space Ω, and f (ω, · ) : R → R is continuous, for almost every ω ∈ Ω. If, for a given n ∈ N, f possesses a random n-orbit, then it also admits, for every k n (in the Sharkovskii ordering of positive integers), a random k-orbit. In particular if, for a given n ∈ N, the set O n (ω) of n-orbits of f (ω, · ) is nonempty, for almost all ω ∈ Ω, then f admits a random n-orbit as well as random k-orbits, for every k n.
Proof. If f has a random n-orbit, then, by Proposition 2, there are measurable sets
is nonempty, for each ω ∈ Ω i j , and the least common multiple of i j 's is n. There are two possible cases:
t , for some j ≤ l, and so O k (ω) is nonempty, for every ω ∈ Ω i j . In view of Proposition 2, there is a random k-orbit of f (Ω i j ×A) .
Let us denote it by {ξ i } k−1 i=0 and observe that the domain of each ξ i is equal to Ω i j . For every m|n, m = i j , O 1 (ω) is, according to the standard Sharkovskii theorem [Sh] , nonempty, for each ω ∈ Ω m . Thus, according to Proposition 2, there is a random fixed point ξ of f ((Ω\Ω 0 \Ω i j )×A) . Observe that the domain of ξ is equal
ad (ii) In the second case, there exists j ≤ l such that i j = p · 2 t , for an odd p ≤ p (p > 1) and t ≤ t. Since k n i j , f (Ω i j ×A) possesses, by the analogous arguments to those used in the first case, a random k-orbit. Thus analogously as in the previous case, f admits a desired random k-orbit.
For the particular case, it is enough to combine the standard Sharkovskii theorem [Sh] and Corollary 1.
Remark 3. In Theorem 1, R can be replaced by a complete, separable, metric linear continuum L (equivalently, by a complete, separable, connected linearly ordered metric space) [Sc] and f by e.g. the derivative ∂g ∂x : Ω × R → R of any function g [Sz] or by a random (multivalued) mapping ϕ : Ω×L L such that ϕ(ω, · ) : L L is l.s.c. with connected values, for almost every ω ∈ Ω, [AFP2] or by a triangular mapping F : Ω × R n → R n [Kd] , etc.
Remark 4. We can formulate more general extensions of Theorem 1, where the assertions concerning the existence of random k-orbits hold with at most two exceptions, for k n. For instance, a random operator ϕ : Ω×L L, where L is again a complete, separable, metric linear continuum, can be such that ϕ(ω, · ) : L L is u.s.c. with connected values, for almost every ω ∈ Ω, [APS] (for L = R, cf. [AP] ).
Another posibility is that a random operator ϕ : Ω×R R can be such that the graph Γ ϕ(ω, · ) of ϕ(ω, · ) : R R is a finite composition of maps with connected intersection of open subsets of R 2 , for almost every ω ∈ Ω. The values of all iterates of ϕ(ω, · ) are still assumed to be closed [ASS] .
Since one can even replace the space R, resp. L, with the above properties by other suitable (separable, complete, metric) spaces, jointly with the Sharkovskii ordering by the combination of related orderings (see e.g. [ALM1, CL] , and the references therein), rather than formulating further particular variants, we shall present an abstract scheme for the randomization of Sharkovskii-type theorems.
Hence, denoting DA := {assumptions of the given Sharkovskii-type theorem, for ϕ(ω, · ) : A A, ω ∈ Ω} (deterministic assumptions), DC := {conclusions of the given Sharkovskii-type theorem, for ϕ(ω, · ) : A A, ω ∈ Ω} (deterministic conclusions), RA := {conclusions of Proposition 2, for ϕ, w.r.t. DA} (random assumptions), RC := {conclusions of Proposition 2, for ϕ, w.r.t. DC} (random conclusions), we are ready to give the following main result. 
, which seems to have only 2-orbits and fixed points, its discontinuous (at x = 1 2 ) derivative
2 , plotted together with its third iterate f 2 3 in Figure 3 , evidently admits (by comparison of the graphs of f 2 and f 2 3 ) 3-periodic orbits. Thus, according to the Sharkovskii-type theorem for derivatives [Sz] , f 2 possesses k-orbits, for every k ∈ N. Hence, additively perturbing f 2 by p : Ω → R, where p is a measurable function such that |p(ω)| ≤ 0.1, for almost all ω ∈ Ω, we obtain the random map f : Ω×R → R, defined as f (ω,
Since the behaviour of the discontinuous
, ω ∈ Ω, and its third iterate f 3 (ω, · ) : R → R, ω ∈ Ω, does not qualitatively differ much from the unperturbed functions f 2 and f 3 2 , Theorem 2 (cf. Remark 3) implies the existence of random n-orbits of f , for every n ∈ N.
Because of the correspondence of periodic solutions of random differential equations and periodic orbits of the associated random Poincaré translation operators, we can also randomize the Sharkovskii-type theorems for differential equations. Consider still the random scalar Carathéodory differential equation or, more generally, upper-Carathéodory differential inclusion (for the definition, see [AG, Chapter III.4 
.E])
x (ω, t) ∈ F (ω, t, x(ω, t)), ω ∈ Ω, t ∈ R, x ∈ R, where F (ω, t, y) ≡ F (ω, t + 1, y). If it possesses a random n-periodic solution, for some n > 1, then it also admits a random k-periodic solution, for every k ∈ N.
Proof. For multivalued maps ϕ(ω, · ) : R R, ω ∈ Ω, with nonempty connected values whose margins sup {y | y ∈ ϕ(ω, · )}, inf {y | y ∈ ϕ(ω, · )} are either both nondecreasing or both nonincreasing, the existence of an n-orbit, with n > 1, of ϕ(ω, · ) implies the existence of a (primary) k-orbit of ϕ(ω, · ), for every k ∈ N (see [AFP1, AFP2] ). For the first part, it is therefore enough to combine, in an analogous way as in the proof of Theorem 1, this theorem in [AFP1, AFP2] with Proposition 2 via Theorem 2.
Since the Poincaré translation operators associated with the scalar ordinary differential equations or inclusions always enjoy the properties of ϕ(ω, · ), ω ∈ Ω, from the first part (see [AFP1, AFP2] ), the same conclusion is true for the random Poincaré translation operators associated with the given random inclusions. Since, moreover, every random k-orbit can be shown to determine the existence of a random k-periodic solution, the second part is a direct consequence of the first one.
