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1. Introduction
We study the phase structure of the two-dimensional (2D) lattice Widom-Rowlinson
model. Let = {−1 0 +1}Z2 be the configuration space with product topology. The
Borel σ-algebra of is denoted by F . For ⊂ Z2, we consider = {−1 0 +1}
and its Borel σ-algebra F . We write ∼ if ∈ Z2 are adjacent, namely | 1 −
1| + | 2 − 2| = 1. We say that and are (∗)adjacent and write ∗∼ if max{| 1 −
1| | 2− 2|} = 1. A configuration ω ∈ is said to be feasible if ω( )ω( ) 6= −1 for
all adjacent ∈ .
We write ⋐ Z2 if is a finite subset of Z2. For ⋐ Z2 and a feasible bound-
ary condition ω ∈ , the finite volume Gibbs distribution µω λ is defined by
µω λ (σ) =
1
ω
λ
1{σ∗ω : feasible}
∏
∈
λσ( )
2 σ( )
Here λ > 0 is a parameter called activity, and ∈ R is a parameter which plays a
similar role as the external field in the Ising model. The normalizing constant ω λ
is called the partition function. The configuration σ ∗ ω ∈ is defined by
σ ∗ ω( ) =
{
σ( ) if ∈
ω( ) if ∈
A probability measure µ on ( F) which satisfies the DLR equation
µ
( · | F ) (ω) = µω λ ( · ) µ-a.a.ω ( ⋐ Z2)
is said to be a Gibbs measure with parameter (λ ). The set of all Gibbs measures
with parameter (λ ) is denoted by G(λ ). It is well-known that G(λ ) is a non-
empty compact convex set. We write Gex(λ ) for the set of all extremal Gibbs mea-
sures. (For the general properties of Gibbs measures, we refer to [4] or [11].)
Russo [12] introduced the infinite cluster method for studying the phase structure
of the 2D Ising model, which is the key step to a final answer ([1], [9]). In [5],
the structure of phases is described in terms of percolation and possible extensions
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are given. In this paper, we consider the 2D Widom-Rowlinson model. Although this
model is generally thought to be similar to the 2D Ising model, the proof of [5] does
not work.
We state our main results. Van den Berg and Steif conjectured that the hard-
core lattice gas model on Z with parity-dependent activities has no phase transition,
and Ha¨ggstro¨m proved it in the 2D case (see [6] §3.4 and [7]). In [6] §3.5, it is
conjectured that the Widom-Rowlinson model on Z with asymmetric activities (i.e.
6= 0) admits no phase transition. We expect that Ha¨ggstro¨m’s method can be also
adapted to the asymmetric Widom-Rowlinson model on Z2. Unfortunately, our result
does not answer this question completely.
Theorem 1.1. For each λ > 0, there exists = (λ) ≥ 0 such that
| | > =⇒ |G(λ )| = 1
Especially, (λ) = 0 when |G(λ 0)| > 1.
Now we turn to the symmetric case (i.e. = 0). In [10], it is shown that the Gibbs
measures is unique when λ < /(1 − ) and non-unique when λ > 8 /(1 − ),
where denotes the critical probability of Bernoulli site percolation on Z2. Although
our result is restricted to the large activity case, we can describe the structure of a
class of Gibbs measures in which all translationally invariant ones are contained.
Theorem 1.2. Assume that = 0 and λ > 8 /(1 − ). Let µ+λ and µ−λ be the
limiting Gibbs measures with plus and minus boundary conditions, respectively.
(i) The limiting Gibbs measure with free boundary condition is equal to (µ+λ +µ−λ )/2.
(ii) If µ ∈ G(λ 0) is either horizontally periodic or vertically periodic, then
µ = αµ+λ + (1− α)µ−λ
with some α ∈ [0 1].
REMARK 1. The proof of Theorem 1.2 (i) is valid for any dimension. Using the
same argument, we can prove that for sufficiently large λ every limit point of µω λ 0
with ω ≥ 0 or ω ≤ 0 is a mixture of µ+λ and µ−λ .
The remainder of this paper is organized as follows. In Section 2, we review im-
portant properties of Gibbs measures of Widom-Rowlinson model. The infinite cluster
method introduced by Russo is explained in Section 3. We give the proof of Theo-
rem 1.1 in Section 4. In Section 5 and Section 6, we concentrate on the symmetric
case. We define the site-random cluster representation of the finite volume Gibbs dis-
tribution in Section 5, which allows us to compare it with Bernoulli site percolation.
The proof of Theorem 1.2 is given in Section 6.
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2. Preliminaries
For ω ω′ ∈ and ⊂ Z2, we write ω = ω′ on [off] if ω( ) = ω′( ) for all
∈ [ ∈ ]. Let ∂ and ∂− be outer and inner boundaries of , respectively:
∂ = { /∈ ; ∼ for some ∈ }
∂− = { ∈ ; ∼ for some /∈ }
A cylinder function is a function which is F -measurable for some ⋐ Z2. For
a cylinder function , supp denotes the smallest such that is F -measurable,
i.e.
supp =
⋂
{ ⋐ Z2 ; is F -measurable}
An event is called a cylinder event if its indicator function 1 is a cylinder function.
2.1. Strong Markov property. By definition, µω λ enjoys the Markov prop-
erty, namely µω λ (σ) depends only on the values of ω on ∂ . Moreover we can state
the strong Markov property as follows. Let µ ∈ G(λ ). We say that a random subset
of Z2 is determined from outside if { = } ∈ F for any ⋐ Z2. We consider
a σ-algebra
F = { ∈ F ; ∩ { = } ∈ F for any ⋐ Z2}
Lemma 2.1 (Strong Markov property). Each Gibbs measure µ enjoys the strong
Markov property: If is finite µ-a.s. and determined from outside, then
µ
( · | F ) (ω) = µω(ω) λ ( · ) µ-a.a.ω
REMARK 2. Let be a cylinder event. If (ω) = ∅, then we set µω(ω)( ) = 1 (ω).
If (ω) contains infinitely many points, then we set µω(ω)( ) = µ( ).
The proof is elementary and we omit it.
2.2. Stochastic domination. First we state the Holley-FKG inequality for rather
general settings.
Let be a finite set and be a finite subset of R. We set ˜ = . For σ σ′ ∈
˜ , we write σ ≤ σ′ if σ( ) ≤ σ′( ) for all ∈ . Let µ µ′ be probability measures
on ˜ . We write µ ≤ µ′ if µ( ) ≤ µ′( ) for any increasing function on ˜ . For a
probability measure µ on ˜ , we define ˜ µ = {σ ∈ ˜ ; µ(σ) > 0}. We say that µ is
nice if there exists = (µ) ∈ ˜ µ such that σ ≤ for all σ ∈ ˜ µ . For σ σ′ ∈ ˜ ,
we say σ ∼ σ′ if there exists ∈ such that σ( ) 6= σ′( ) and σ = σ′ off . We can
define the connectedness of the subset of ˜ with respect to the relation ∼. We call
µ irreducible if ˜ µ is connected in this sense.
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Theorem 2.2. (i) (Holley’s inequality) Let µ µ′ be nice and irreducible proba-
bility measures. In addition we assume that (µ) ≤ (µ′). If for any ∈ , ∈ ,
η η′ ∈ ˜ \{ } such that η ≤ η′, µ(σ = η off ) > 0 and µ′(σ = η′ off ) > 0,
µ(σ( ) ≥ | σ = η off ) ≤ µ′(σ( ) ≥ | σ = η′ off )
holds, then µ ≤ µ′.
(ii) (the FKG inequality) Let µ be a nice and irreducible probability measure on ˜ .
If for any ∈ , ∈ , η η′ ∈ ˜ \{ } such that η ≤ η′, µ(σ = η off ) > 0 and
µ(σ = η′ off ) > 0,
µ(σ( ) ≥ | σ = η off ) ≤ µ(σ( ) ≥ | σ = η′ off )
is satisfied, then µ has positive correlations, i.e. µ( ) ≥ µ( )µ( ) holds for increas-
ing functions on ˜ .
The proof of this theorem is obtained by a slight modification of the argument
in [6] §4.2.
Now we return to the Widom-Rowlinson model. For ω ω′ ∈ , we write ω ≤ ω′
if ω( ) ≤ ω′( ) for all ∈ Z2, regarding {−1 0 +1} ⊂ R. Let µ and ν be probability
measures on ( F). We say µ ≤ ν if µ( ) ≤ ν( ) for any increasing cylinder func-
tion on . The finite Gibbs distribution in ⋐ Z2 with boundary condition ω ≡ +1
(resp. 0 −1) is denoted by µ+ λ (resp. µ0 λ µ− λ ).
Lemma 2.3. The finite Gibbs distributions have following properties:
(i) The FKG inequality holds for µω λ .
(ii) µω λ ≤ µω
′
λ if ω ≤ ω′.
(iii) µω λ ≤ µω λ ′ if ≤ ′.
(iv) If ⊂ , then µ+ λ ≥ µ+ λ and µ− λ ≤ µ− λ .
Proof. Since the set of feasible configurations is connected, µω λ is irreducible.
It is clear that both µω λ and µω
′
λ are nice. Indeed,
(µω λ ) =
{
0 on { ∈ ∂− ; ω( ) = −1 for some ∈ ∂ with ∼ }
+1 otherwise
and (µω′λ ) is similar. We note that (µω λ ) ≤ (µω
′
λ ) because ω ≤ ω′.
Fix any ∈ . For η ∈ ˜ \{ } such that η ∗ ω is feasible, we can easily see that
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µω λ (σ( ) = +1 | σ = η off ) is equal to
0 if η ∗ ω( ) = −1 for some ∼
λ
λ + 1 + λ −
if η ∗ ω( ) = 0 for all ∼
λ
λ + 1
otherwise
It turns out that this conditional probability is increasing in ω, η and . Similarly, we
can see that µω λ (σ( ) ≥ 0 | σ = η off ) is increasing in ω, η and (but not in λ!).
Hence (i)–(iii) follows from Theorem 2.2. (iv) is proved by standard application of (i).
REMARK 3. Since the above conditional probability is not increasing in λ, the
monotonicity of phase transition depends on the underlying graph. Examples are found
in [2] and [8].
2.3. Extremal Gibbs measures. Let µ+λ and µ
−
λ be the limiting Gibbs mea-
sures of µ+ λ and µ
−
λ as ր Z2. These exist by virtue of Lemma 2.3 (iv). It
is well-known that limiting Gibbs measures satisfy the DLR equation. Both µ+λ and
µ−λ are invariant under any graph automorphism of Z2. It follows from Lemma 2.3 (ii)
that
µ−λ ≤ µ ≤ µ+λ
for any µ ∈ G(λ ). From this, it is easy to see that µ+λ µ−λ ∈ Gex(λ ). Let T =⋂
⋐Z2 F , which is called the tail σ-algebra. The following lemma is well-known.
Lemma 2.4. Following conditions (i)–(iii) are equivalent.
(i) µ ∈ Gex(λ ).
(ii) µ is tail-trivial, which means that µ( ) = 0 or 1 for any ∈ T .
(iii) lim րZ2 µω λ = µ for µ-a.a.ω.
From this lemma, we can find that every extremal Gibbs measure satisfies the
FKG inequality. It is also well-known that any Gibbs measure is uniquely represented
as a convex combination of extremal Gibbs measures.
The following criterion of the uniqueness of Gibbs measure is useful (see [6] The-
orem 4.17).
Proposition 2.5. Following conditions (i)–(iii) are equivalent.
(i) G(λ ) is a singleton.
(ii) µ+λ = µ−λ .
(iii) For all ∈ Z2, µ+λ (σ( )) = µ−λ (σ( )).
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3. The infinite cluster method
Russo [12] created the infinite cluster method for determining the phase structure
of the 2D Ising model. As in [5], we state his key results in the form of lemmata. In
addition, we study the uniqueness of the infinite cluster under periodic Gibbs measures
in Section 3.6.
3.1. Basic concepts of percolation theory. A sequence = ( 1 . . . ) of dis-
tinct points of Z2 is a (finite) path from 1 to if ∼ +1 ( = 1 . . . − 1). We
similarly define an infinite path = ( 1 2 . . .). We say is a path in ⊂ Z2 if
⊂ . A path is called circuit if ∼ 1. A region ⊂ Z2 is said to be connected
if for any ∈ there exists a path in from to . A cluster in ⊂ Z2 is a
maximal connected component of . A cluster which contains infinitely many points
is called an infinite cluster. A sequence = ( 1 . . . ) of distinct points of Z2 is a
(∗)path from 1 to if ∗∼ +1 ( = 1 . . . − 1). In the similar manner, we define
a (∗)circuit, a (∗)cluster and (∗)connectedness.
For ω ∈ , we set
+(ω) = { ∈ Z2 ; ω( ) = +1}
0(ω) = { ∈ Z2 ; ω( ) = 0}
−(ω) = { ∈ Z2 ; ω( ) = −1}
0+(ω) = { ∈ Z2 ; ω( ) ≥ 0}
0−(ω) = { ∈ Z2 ; ω( ) ≤ 0}
A path in +(ω) is called a (+)path in ω. In the analogous way, we define a (+)circuit
and a (+)cluster. We say that ∈ Z2 are (+)connected in ω if there is a (+)path
from to in ω. The event that and are (+)connected is denoted by { +←→ }.
For ⊂ Z2, we write { +←→ } for the event that and some point in are
(+)connected. A (∗)path (resp. (∗)circuit, (∗)cluster) in +(ω) is called a (+∗)path (resp.
a (+∗)circuit, a (+∗)cluster). We call a prefix such as ‘+∗’ the type of this path. Let +
be the event that there exists an infinite (+)cluster. The event that belongs to an infi-
nite (+)cluster is denoted by { +←→∞}. Let + = +(ω) = { ∈ Z2 ; +←→∞ in ω},
which is equal to the union of all infinite (+)clusters in ω. There correspond analogous
notions for 0(ω), −(ω), 0+(ω) and 0−(ω) as well. Note that + ⊂ +∗ ⊂ 0+∗ and
so on.
3.2. Transformations of Ω. We consider the following transformations of .
(i) The translations θ , ∈ Z2: which are defined by
(θ ω)( ) = ω( − ) ( ∈ Z2)
for ω ∈ . Particularly, let θ hor = θ(1 0) and θvert = θ(0 1). The collection (θ ) ∈Z2 is a
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group. For ∈ N, let Z2( ) = {( ) ∈ Z2 ; ∈ Z}. We say that µ ∈ G(λ )
is (( )-) periodic if it is invariant under the subgroup (θ ) ∈Z2( ). In particular, it
is called translation-invariant if this holds for ( ) = (1 1). We say that µ is hor-
izontally periodic if it is invariant under θ( 0) for some ∈ N. Similarly, we define
vertical periodicity.
(ii) The spin-flip transformation: For ω ∈ , ω ∈ is defined by
( ω)( ) = −ω( ) ( ∈ Z2)
(iii) The reflections: For ∈ Z, let
hor : Z
2 ∋ = ( 1 2) 7→ ( 1 2 − 2) ∈ Z2
vert : Z
2 ∋ = ( 1 2) 7→ (2 − 1 2) ∈ Z2
Let be a reflection, i.e. = hor or vert for some ∈ Z. We define : →
by
( ω)( ) = ω( ) (ω ∈ ∈ Z2)
3.3. Characterization of Gibbs measures by percolation. By the strong
Markov property, the following lemma is easily obtained.
Lemma 3.1. (cf. [5] Lemma 2.1) Let µ ∈ G(λ ). If µ( 0+) = 0, then µ = µ−λ .
We need a variant of this lemma.
Proposition 3.2. Let µ ∈ G(λ ). If µ( 0∗) = 0, then µ is a convex combination
of µ+λ and µ−λ .
Proof. Fix ⋐ Z2. By assumption, is surrounded by either a (+)circuit or a
(−)circuit µ-a.s. In such a case, we will say that is surrounded by a (+/−)circuit.
For any ε > 0, we can choose a large finite set ⊃ such that
µ
(
is surrounded by a (+/−)circuit in ) > 1− ε
For each circuit surrounding in , we consider the events
+
= { is the maximal (+/−)circuit surrounding in and its type is +}
−
= { is the maximal (+/−)circuit surrounding in and its type is −}
and
+
=
⋃
+ −
=
⋃
− +/−
=
+ ∪ −
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where the union runs over all the circuits surrounding in . Clearly,
µ
(
+
)
+ µ
(
−
)
= µ
(
+/−
)
> 1− ε
Let be a nonnegative increasing function such that supp ⊂ . We have
µ( ) = µ
(
· 1 +
)
+ µ
(
· 1 −
)
+ µ
(
· 1 +/−
)
=
∑{
µ
(
· 1 +
)
+ µ
(
· 1 −
)}
+ µ
(
· 1 +/−
)
The Markov property of µ implies that
µ( ) =
∑{
µ
(
µ+int( ) λ ( ) · 1 +
)
+ µ
(
µ−int( ) λ ( ) · 1 −
)}
+ µ
(
· 1 +/−
)
where int( ) is the bounded (∗)connected component of Z2 \ . For any circuit
surrounding , we note that
µ+λ ( ) ≤ µ+int( ) λ ( ) ≤ µ+ λ ( ) µ− λ ( ) ≤ µ−int( ) λ ( ) ≤ µ−λ ( )
So we have
µ( ) ≤
∑{
µ+ λ ( )µ
(
+
)
+ µ−λ ( )µ
(
−
)}
+ ε‖ ‖∞
= µ+ λ ( )µ
(
+
)
+ µ−λ ( )µ
(
−
)
+ ε‖ ‖∞
Similarly,
µ( ) ≥ µ+λ ( )µ
(
+
)
+ µ− λ ( )µ
(
−
)− ε‖ ‖∞
Take a sequence ր Z2. Note that +/− is increasing in . Since finite subsets
of Z2 are countably many and µ
(
+
) ∈ [0 1], by a diagonal-sequence argument
we can choose a subsequence of such that µ
(
+
)
converges for all ⋐ Z2. We
write α for this limit. By letting ր Z2 along this subsequence and ε ց 0, we
have µ( + ) → α , µ( − ) → 1− α , and
α µ+λ ( ) + (1− α )µ− λ ( ) ≤ µ( ) ≤ α µ+ λ ( ) + (1− α )µ−λ ( )
Next we take an increasing sequence ր Z2. As α ∈ [0 1], we can choose
a suitable subsequence of such that α converges to some α ∈ [0 1]. By letting
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ր Z2 along this subsequence, we have
µ( ) = αµ+λ ( ) + (1− α)µ−λ ( )
for any nonnegative increasing . Because both µ+λ and µ
−
λ are extremal in G(λ ),
the extremal decomposition theorem implies that α is unique and independent of the
choice of subsequences. This completes the proof.
3.4. Flip-reflection domination. We assume that = 0. In this case, the inter-
action is invariant under the flip-reflection transformation ◦ , where is any reflec-
tion. This implies that {ω ; ω is feasible} = {ω ; ◦ (ω) is feasible}. Thus we can
obtain the following lemma.
Lemma 3.3 (Flip-reflection domination). (cf. [5] Lemma 2.3) Let µ ∈ G(λ 0)
and be any reflection. If µ-a.a.ω any ⋐ Z2 is surrounded by a (∗)circuit which is
-invariant and on which ω ≥ ◦ (ω), then we have µ ≥ µ ◦ ◦ .
3.5. Percolation in half-planes. A half-plane is the set of the form π = { =
( 1 2) ∈ Z2 ; ≥ (≤) } for some ∈ Z and ∈ {1 2}. The line = { = ( 1 2) ∈
Z2 ; = } is called the boundary line of this half-plane. Let
πup = { ∈ Z2 ; 2 ≥ } πdown = { ∈ Z2 ; 2 ≤ }
We simply write πup, πdown if = 0. In the analogous way, πleft , πright , πleft and
πright are defined.
A path = ( 1 . . . ) is called a half-circuit of the half-plane π with boundary
line if ⊂ π and ∩ = { 1 }. For a half plane π, let +pi be the event that there
exists an infinite (+)cluster in π. The union of infinite (+)clusters in π is denoted by
+
pi =
+
pi(ω) = { ∈ π ; +←→ ∞ in ω|pi}. When π = πup, we write +up or +up for
short. Analogous notations will be used for infinite clusters of other types.
Lemma 3.4 (Shift lemma). (cf. [5] Lemma 3.4) Let π and π˜ be half-planes. As-
sume that π is a translate of π˜. Then +pi = +p˜i µ-a.s. for every µ ∈ G(λ ). This also
holds for infinite clusters of any other types.
This lemma is proved by using so-called ‘random Borel-Cantelli’ argument (see [5]).
3.6. Percolation under periodic Gibbs measures.
Proposition 3.5. Let λ > 0 and ∈ R. If µ ∈ G(λ ) is (( )-) periodic, then
there is at most one infinite cluster of each type µ-a.s.
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Proof. By the ergodic decomposition theorem ([4] Chap. 14), we can assume
that µ is (θ ) ∈Z2( )-ergodic. We want to apply the Burton-Keane uniqueness theo-
rem, but its proof requires the finite energy property to connect different clusters with
positive probability. In spite of lack of the finite energy property in our case, this is
still possible in a similar manner as noted in [7] and [5] for the hard-core lattice gas
model. The (θ ) ∈Z2( )-ergodicity is sufficient to show that in a finite box there exist
encounter points whose number has the same order as the volume of the box. Thus
we can show the uniqueness of the infinite cluster.
By virtue of this proposition, we can establish the non-coexistence of infinite clus-
ters of different kinds by using Zhang’s argument.
Proposition 3.6 (Zhang’s argument). The following statements hold.
(i) (cf. [6] Theorem 5.18) If µ ∈ G(λ ) is a periodic and rotation-invariant proba-
bility measure with positive correlations, then we have µ( + ∩ 0−∗) = 0.
(ii) (cf. [5] Lemma 3.1) If µ ∈ G(λ 0) has positive correlations and is flip-reflection
invariant (i.e. µ = µ ◦ ◦ for any reflection ), then we have µ( + ∩ −) = 0.
4. Number of phases: asymmetric case
In this section, we shall prove Theorem 1.1.
4.1. Differentiability of the pressure and uniqueness of Gibbs measures. We
review the relation between the differentiability of the pressure and the uniqueness of
Gibbs measures.
We set
( λ ω) = 1| | log
ω
λ
Differentiating twice by , we can see that ( λ ω) is a convex function of
.
Lemma 4.1. Let be a box in Z2 with side length . The limit
(λ ) = lim
→∞
( λ ω)
exists and is independent of ω. It is also a convex function of , therefore it is differ-
entiable except at most countably many ’s. We call (λ ) the pressure.
Proof. By standard subadditive argument, we can show that ( λ 0) con-
verges. We write (λ ) for the limit. For an arbitrary boundary condition ω, we
can see that 0 λ ≥ ω λ ≥ 0 −2 λ for all ≥ 3, which implies that
( λ ω) → (λ ) as →∞.
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The following result is well-known.
Theorem 4.2 ([3]). |G(λ )| = 1 if and only if (λ ) is differentiable at = .
Together with the preceding lemma, for each λ > 0, except at most countably
many ’s, there is a unique Gibbs measure for (λ ).
4.2. Proof of Theorem 1.1. We assume that > 0. The case < 0 is treated
analogously. First we remark that µ+λ 0 ≤ µ−λ if > 0.
Proposition 4.3. Let λ > 0. If µ+λ 0 6= µ−λ 0, then we have |G(λ )| = 1 for all
> 0.
Proof. We can show that µ+λ 0( 0−) = 0 if µ+λ 0 6= µ−λ 0 (see Corollary 5.3 below).
So we have µ−λ ( 0−) ≤ µ+λ 0( 0−) = 0. By Lemma 3.1, we can see that µ−λ = µ+λ .
Proposition 2.5 gives the result.
Next, we fix λ > 0 such that µ+λ 0 = µ
−
λ 0. For the unique Gibbs measure µ0 ∈
G(λ 0), we can show that µ0( +∪ −) = 0 (see Proposition 5.2 below). Therefore, for
arbitrary µ ∈ G(λ ) we have µ( −) ≤ µ−λ ( −) ≤ µ0( −) = 0. We define
+
=
+(λ) = inf{ ≥ 0 ; µ+λ ( +) = 1}
−
=
−(λ) = inf{ ≥ 0 ; µ−λ ( +) = 1}
Because µ+λ ( +) ≥ µ−λ ( +), we have + ≤ −. When + < −, µ+λ ( +) = 1 and
µ−λ ( +) = 0 for all ∈ ( + −). This implies µ+λ 6= µ−λ for uncountable ’s, which
is impossible. We can conclude + = −, say .
Proposition 4.4. If µ+λ 0 = µ−λ 0, then |G(λ )| = 1 for > (λ).
Proof. When > , we have µ−λ ( +) = 1. It follows from Proposition 3.6 (i)
that µ−λ ( 0−∗) = 0. Lemma 3.1 again shows that µ−λ = µ+λ .
5. Site random-cluster representation
Hereafter we assume that = 0 and omit . The site random-cluster representa-
tion of Widom-Rowlinson model is used in several papers; e.g. [2], [6], [8]. Here we
introduce the site random-cluster representation of Gibbs distribution with an arbitrary
boundary condition.
Fix ⋐ Z2. For ξ ∈ {0 1} , let
˜
1(ξ) = { ∈ ; ξ( ) = 1} ˜ 0(ξ) = { ∈ ; ξ( ) = 0}
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A path in ˜ 1(ξ) is called a (1)path in ξ. Analogously, we define a (1)circuit and a
(1)cluster. We say that ∈ Z2 are (1)connected if there is a (1)path from to in
ξ. The event that and are (1)connected is denoted by { 1←→ }. For ⊂ Z2,
{ 1←→ } denotes the event that and some point in are (1)connected. Similarly,
we define (1∗)connectedness and so on.
Let ω ∈ be a feasible boundary condition. We set
+(ω) = { ∈ ∂ ; ω( ) = +1} −(ω) = { ∈ ∂ ; ω( ) = −1}
For ξ ∈ {0 1} , let
1 (ω ξ) =
{
1 if there is no (1)path connecting +(ω) and −(ω) in ξ
0 otherwise
Let λ > 0. The site random-cluster distribution ω λ is a probability measure on
{0 1} which is defined by
ω
λ(ξ) =
1
˜
ω
λ
1 (ω ξ)
∏
∈
λξ( ) · 2 (ξ ω ) (ξ ∈ {0 1} )
where (ξ ω ) is the number of (1)clusters in ξ which touch neither +(ω) nor
−(ω), and ˜ ω λ is a normalizing constant.
Lemma 5.1 (Site random-cluster representation). The finite volume Gibbs distri-
bution µω λ is related to the site random-cluster distribution ω λ as follows.
(i) First we pick ∈ {0 1} according to ω λ. For ∈ with ( ) = 0, we set
( ) = 0. For each (1)cluster of , we assign +1 or −1 to all the sites of this
cluster as follows. If is connected to +(ω), then we set ≡ +1 on . If is
connected to −(ω), then we set ≡ −1 on . Otherwise we toss a fair coin to
determine the sign. Then, the distribution of ∈ is µω λ.
(ii) We choose ∈ according to µω λ and set ( ) = ( )2 for each ∈ .
Then, the distribution of ∈ {0 1} is ω λ.
The proof is straightforward and we omit it. Note that the distribution of ˜ 0(σ2) =
0(σ) with respect to µωλ is equal to the distribution of ˜ 0(ξ) with respect to ωλ .
For example, we have µω λ(
0∗←→ ) = ω λ( 0∗←→ ) for any ∈ .
Using the site random-cluster representation, we can prove the following charac-
terization of the phase transition of Widom-Rowlinson model in terms of percolation.
Proposition 5.2. (cf. [6] Theorem 4.17, 8.13, [8] §3) Suppose λ > 0. Following
(i)–(v) are equivalent.
(i) G(λ) is a singleton.
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(ii) µ+λ = µ−λ .
(iii) µ+λ(σ( ) = +1) = µ−λ (σ( ) = +1) for all ∈ Z2.
(iv) lim րZ2 + λ( 1←→ ∂ ) = 0 for all ∈ Z2.
(v) µ+λ( +←→∞) = 0 for all ∈ Z2.
REMARK 4. This equivalence holds in Widom-Rowlinson model not only on Z2
but also on an arbitrary infinite connected graph.
Corollary 5.3. If λ > 0 and µ+λ 6= µ−λ , then µ+λ( 0−∗) = µ−λ ( 0+∗) = 0.
Proof. If µ+λ 6= µ−λ , then we have µ+λ( +) = µ−λ ( −) = 1 by Proposition 5.2. We
get the conclusion from Proposition 3.6 (i).
For any ∈ , we shall calculate the conditional probability ω λ(ξ( ) = 1 | ξ =
η off ), where η ∈ {0 1} \{ } satisfies ω λ(ξ = η off ) > 0. We define η ∈
{0 1} ( = 0 1) by
η ( ) =
{
η( ) if 6=
if =
Then we have
ω
λ(ξ( ) = 1 | ξ = η off ) =
ω
λ(ξ = η 1)
ω
λ(ξ = η 1) + ω λ(ξ = η 0)
From ω λ(ξ = η off ) > 0, it follows that
1 (ω η 0 ) = 1
Thus we have
ω
λ(ξ = η 1)
ω
λ(ξ = η 0)
= λ · 1 (ω η 1) · 2 (η 1 ω )− (η 0 ω )
The values of 1 (ω η 1) and (η 1 ω )− (η 0 ω ) are closely related to the num-
ber of (1)clusters in η each of which contains a site adjacent to . The number of such
(1)clusters is denoted by , and the number of ones which touch neither +(ω) nor
−(ω) is denoted by . It is clear that 0 ≤ ≤ ≤ 4. We define κ(η ω ) as
follows: If there are two disjoint (1)clusters containing sites adjacent to , of which
one touches +(ω) and another touches −(ω), then we set κ(η ω ) = −∞.
Otherwise, we set
κ(η ω ) =
{
1− if =
− if >
250 Y. HIGUCHI AND M. TAKEI
Noting that ω λ(ξ = η 1)/ ω λ(ξ = η 0) = λ · 2κ(η ω ) , we have
ω
λ(ξ( ) = 1 | ξ = η off ) =
λ · 2κ(η ω )
λ · 2κ(η ω ) + 1
REMARK 5. By the definition of κ, it turns out that ω λ does not satisfy the con-
ditions of Theorem 2.2.
Let denote the Bernoulli probability measure on {0 1}Z2 with density . For
∈ and η ∈ {0 1} \{ } such that ω λ(ξ = η off ) > 0, we can see that −∞ ≤
κ(η ω ) ≤ 1. Holley’s inequality implies that ω λ ≤ 2λ/(2λ+1). Moreover, if ω ∈
satisfies ω ≥ 0 or ω ≤ 0 on ∂ , then −3 ≤ κ(η ω ) ≤ 1. Thus we obtain the
following lemma.
Lemma 5.4. If a feasible boundary condition ω ∈ satisfies ω ≥ 0 or ω ≤ 0
on ∂ , then we have
λ
λ+8
≤ ω λ ≤ 2λ2λ+1
6. Number of phases: symmetric, large activity case
In this section, we shall prove Theorem 1.2.
6.1. Preliminary results.
Proposition 6.1 ([10]). If λ > 8 /(1− ), then µ+λ 6= µ−λ .
Proof. Here we give a proof based on Proposition 5.2. When λ/(λ + 8) >
(i.e. λ > 8 /(1 − )), λ/(λ+8)(0 1←→ ∞) = θ > 0. For ⋐ Z2, it follows from
Lemmata 5.1 and 5.4 that
µ+ λ(0 +←→ ∂ ) ≥ µ0 λ(0 +←→ ∂ )
=
1
2
0
λ(0 1←→ ∂ )
≥ 1
2
λ
λ+8
(0 1←→ ∂ ) ≥ 1
2
λ
λ+8
(0 1←→∞) = θ
2
> 0
By letting ր Z2, we have µ+λ(0 +←→ ∞) ≥ θ/2 > 0. It follows from this and
Proposition 5.2 that µ+λ 6= µ−λ .
When activity is large, we can determine the limiting Gibbs measure with free
boundary condition.
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Proposition 6.2. When λ > 8 /(1− ),
µ0λ = lim
րZ2
µ0 λ =
1
2
(
µ+λ + µ
−
λ
)
Proof. Take a sequence ր Z2. By taking a suitable subsequence { }, µ0
converges to a probability measure on , say µ0λ, as →∞.
We shall prove µ0λ( 0∗) = 0 when λ > 8 /(1 − ). Let ∗ be the criti-
cal probability of infinite (∗)cluster of Bernoulli site percolation on Z2. It is well-
known that + ∗ = 1 ([13]). Now, as 1 − λ/(λ + 8) < ∗, there is no infinite
(0∗)cluster λ/(λ+8)-a.s. Fix ∈ Z2. For any ε > 0, we can choose a large so that
λ/(λ+8)( 0∗←→ ∂ ) < ε for all ≥ . By Lemmata 5.1 and 5.4, for > ≥
we have
µ0 λ( 0∗←→ ∂ ) = 0 λ( 0∗←→ ∂ ) ≤ λ
λ+8
( 0∗←→ ∂ ) < ε
By letting → ∞, → ∞ and ε ց 0, we have µ0λ( 0∗←→ ∞) = 0 for all ∈ Z2.
Thus µ0λ( 0∗) = 0.
By Proposition 3.2, µ0λ = αµ+λ+(1−α)µ−λ for some coefficient α ∈ [0 1]. We note
that µ0 λ( ) = µ0 λ ◦ ( ) for each and any ∈ F . By letting →∞, we have
µ0λ( ) = µ0λ ◦ ( ). This implies that α = 1/2. We can conclude that µ0 λ converges
to (µ+λ + µ−λ )/2, independent of the choice of the subsequence of ր Z2.
Proposition 6.3. Suppose that λ > 8 /(1 − ). If µ ∈ G(λ 0) satisfies that
µ( 0∗) > 0, then µ( + ∩ −) > 0.
Proof. Without loss of generality, we can assume that µ ∈ Gex(λ 0) and µ( 0∗) =
1. We shall show that µ( + ∩ −) = 1.
Suppose that µ( +) = 0, which implies that any finite set of Z2 is surrounded
by a (0−∗)circuit µ-a.s. On the other hand, since λ > 8 /(1 − ), for ∈ Z2 and
ε > 0, we can choose a large ⋐ Z2 containing such that λ/(λ+8)( 0∗←→ ∂ ) < ε.
As is surrounded by a (0−∗)circuit µ-a.s., we can choose a large ⋐ Z2 such
that with µ-probability > 1− ε there is such a (0−∗)circuit in . Let be the region
surrounded by the maximal (0−∗)circuit in if it exists. Otherwise we set = ∅. Be-
cause is determined from outside, we can show by using the strong Markov property
of µ that
µ( 0∗←→ ∂ )
= µ(µωλ (ω)( 0∗←→ ∂ )1{ (ω)6= ∅}) + µ({ 0∗←→ ∂ } ∩ { (ω) = ∅})
252 Y. HIGUCHI AND M. TAKEI
By Lemmata 5.1 and 5.4, we have
µωλ (ω)( 0∗←→ ∂ ) = ωλ (ω)( 0∗←→ ∂ ) ≤ λ
λ+8
( 0∗←→ ∂ ) < ε
Thus we have µ( 0∗←→ ∂ ) < ε + ε = 2ε. By letting ր Z2, ε ց 0 and ր Z2,
we can see that µ( 0∗←→ ∞) = 0. Since is arbitrary, we can conclude µ( 0∗) = 0,
which is a contradiction. Thus we have µ( +) = 1.
In the same way, we can show that µ( −) = 1.
6.2. Periodic phases. When λ is large, we can get the complete description of
periodic Gibbs measures.
Theorem 6.4. If λ > 8 /(1 − ), then any periodic µ ∈ G(λ 0) is a mixture
of µ+λ and µ−λ .
Before proving this, we prepare a lemma. We say (π π˜) is a pair of conjugate
half-planes if half-planes π π˜ share only a common boundary line. An associated pair
of infinite clusters ( 0+∗pi 0+∗p˜i ) or ( 0−∗pi 0−∗p˜i ) is called a butterfly. In particular, a but-
terfly in (πleft πright) is called a horizontal butterfly. A vertical butterfly is the one in
(πup πdown).
Lemma 6.5 (Butterfly lemma). (cf. [5] Lemma 3.1) Suppose that λ > 8 /(1 −
) and µ ∈ G(λ 0). If µ( 0∗) > 0, then there exists at least one butterfly with positive
probability.
Proof. By the extremal decomposition theorem, there exists ∈ Gex(λ 0) such
that ( 0∗) = 1. By Proposition 6.3, ( + ∩ −) = 1. If -a.s. there is no but-
terfly, then it turns out that is flip-reflection invariant. Because this is impossible by
Proposition 3.6 (ii), we can see that there exists at least one butterfly -a.s. This gives
the result.
We can prove Theorem 6.4 by using Proposition 3.2 and the following proposi-
tion.
Proposition 6.6. If λ > 8 /(1 − ), then µ( 0∗) = 0 for any periodic µ ∈
G(λ 0).
Proof. By the ergodic decomposition theorem, it is sufficient to show that
µ( 0∗) = 0 for ergodic µ. So we assume that µ is ergodic.
Suppose that µ( 0∗) = 1. By Proposition 6.3, we have µ( + ∩ −) > 0. By
butterfly lemma, we can assume that there is a vertical (0+∗)butterfly with positive
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probability. We can find a large square ⋐ Z2 such that with positive probability
intersects 0+∗up 0+∗down and −. Without loss of generality, we can assume that −
leaves on the right between 0+∗up and 0+∗down with positive probability. For ∈ Z, let
= {( 0) ∈ 0+∗up ∩ 0+∗down ( +1 0) ∈ −} and ∞ be the event that occurs for in-
finitely many ∈ Z. By changing the configuration in suitably, we have µ( 0) > 0.
Poincare´’s recurrence theorem ([4] Lemma (18.15)) shows that µ( ∞) = 1. But on ∞
there exist infinitely many infinite (−)clusters. This contradicts Proposition 3.5. Conse-
quently µ( 0∗) = 0.
6.3. 1-periodic phases: proof of Theorem 1.2. Let µ ∈ G(λ 0). We say that
an infinite cluster in a half-plane has the line touching property if the cluster touches
the boundary line of the half-plane infinitely many times µ-a.s.
We define ± ∈ by
±( ) =

+1 if 2 > 0
0 if 2 = 0
−1 if 2 < 0
It follows from Lemma 2.3 (iv) that µ±up = lim upրpiup µ±up exists and is θhor-invariant.
Lemma 6.7. (cf. [5] Lemma 4.2) µ±up( 0+∗up ) = 0 when λ > 8 /(1− ).
This lemma is proved by using Theorem 6.4 and flip-reflection domination. Now
we are ready to derive the line touching property of infinite clusters of several types.
But note that the same argument as in the Ising model do not give the line touching
property of the infinite clusters of types +, +∗, 0, 0∗, − and −∗.
Lemma 6.8 (Line touching lemma). (cf. [5] Lemma 4.1) Let λ > 8 /(1 − )
and µ ∈ G(λ 0). The infinite (0+)cluster in any half-plane π have the line touching
property µ-a.s. if it exists. The same holds for infinite clusters of type 0+∗ or 0− or
0−∗.
Corollary 6.9. Suppose λ > 8 /(1 − ) and µ ∈ G(λ 0). In an arbitrary half
plane π, there exists at most one infinite (+)cluster µ-a.s. The same holds for infinite
clusters of types +∗ or − or −∗.
Lemma 6.10 (Orthogonal butterflies). (cf. [5] Lemma 4.3) Let λ > 8 /(1− )
and µ ∈ G(λ 0). If µ( 0∗) > 0, then there exist both horizontal butterflies and vertical
butterflies µ-a.s.
Proof. We can see that µ( + ∩ −) > 0 by Proposition 6.3. By the extremal
decomposition theorem, ( + ∩ −) = 1 for some ∈ Gex(λ 0). By butterfly lemma,
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there exist at least one butterfly -a.s.
Assume that there is a vertical (0+∗)butterfly but no horizontal butterfly, for ex-
ample. In this case, = ◦ vert ◦ for any ∈ Z. Therefore is horizontally
periodic. Fix ∈ N. By shift lemma, we have ( 0+∗up ∩ 0+∗down − ) = 1. For ∈ Z, we
set
=
{
ω ∈ ; ( ) ∈
0+∗
up ( − ) ∈ 0+∗down −
ω( ) = 0 for − ( − 1) ≤ ≤ − 1
}
and ∞ = { occurs for infinitely many ∈ Z}. We can easily see that ( 0) > 0.
Poincare´’s recurrence theorem and tail-triviality of imply that ( ∞) = 1 for all .
Thus we have
(⋂∞
=1 ∞
)
= 1. If for some there is an infinite (−)cluster in πup ,
Poincare´’s recurrence theorem again shows that infinitely many infinite (−)clusters
appear, which contradicts Corollary 6.9. Hence for any there is a unique infinite
(0+∗)cluster in πup . Similarly, the infinite (0+∗)cluster in πdown − is also unique. We
can find that any finite region in Z2 is surrounded by a (0+∗)circuit in ω ∈ ⋂∞
=1 ∞,
which contradicts ( + ∩ −) = 1.
Consequently, both vertical butterflies and horizontal butterflies exist -a.s., which
implies that this occurs with positive µ-probability.
Proof of Theorem 1.2 (ii). By the ergodic decomposition theorem, we can as-
sume that µ is horizontally ergodic and satisfies µ( 0∗) = 1. Because at least one ver-
tical butterfly must exist, as in the proof of Lemma 6.10, we can show that µ( + ∩
−) = 0. This is a contradiction, which implies that µ( 0∗) = 0. Together with Propo-
sition 3.2, we can find that µ is a mixture of µ+λ and µ
−
λ .
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