Summary: In medical follow-up studies, ordered bivariate survival data are frequently encountered when bivariate failure events are used as the outcomes to identify the progression of a disease. In cancer studies interest could be focused on bivariate failure times, for example, time from birth to cancer onset and time from cancer onset to death. This paper considers a sampling scheme where the first failure event (cancer onset) is identified within a calendar time interval, the time of the initiating event (birth) can be retrospectively confirmed, and the occurrence of the second event (death) is observed subject to right censoring. To analyze this type of bivariate failure time data, it is important to recognize the presence of bias arising due to interval sampling. In this paper, nonparametric and semiparametric methods are developed to analyze the bivariate survival data with interval sampling under stationary and semi-stationary conditions. Numerical studies demonstrate the proposed estimating approaches perform well with practical sample sizes in different simulated models. We apply the proposed methods to SEER ovarian cancer registry data for illustration of the methods and theory.
Introduction
Ordered bivariate survival data arise frequently in medical follow-up studies when each subject may experience bivariate failure events, which are considered as the major outcomes to identify the progression of a disease. In cancer studies, for example, it is of interest to understand the process from birth to cancer onset, and to death. It is common to collect data with incidence of disease occurring within a calendar time interval. This type of sampling is referred to as interval sampling and we consider an interval sampling scheme in this paper.
Consider a case population where case refers to the first failure event and two failure events occur in a chronological order following the occurrence of the initiating event. Denote the calendar time of the initiating event by T , the time from the the initiating event to the first failure event by Y , and the time from the first event to the second by Z. The variables Y and Z are expected to be correlated because they come from the same subject.
Bivariate failure times (Y, Z) are the outcome variables of interest in this paper. In statistical literature, Visser (1996) , Wang and Wells (1998) , Lin, Sun and Ying (1999) , and Schaubel and Cai (2004) proposed various estimation methods for bivariate or multivariate survival data subject to right censoring. In this paper, we consider the problem of interval sampling and develop estimation approaches for analyzing the bivariate survival data with interval sampling.
We assume that the sample includes those subjects who have experienced the first failure event within a given time period, the initiating event of each subject can be retrospectively identified, and the occurrence of the second failure event is prospectively identifed. Also because of loss to follow-up or end-of-study, the observation of the second failure event is subject to right censoring. For example, let T, Y , and Z respectively represent the calendar time of birth, the time from birth to cancer onset, and the time from cancer onset to death for a subject, and Y and Z are the variables of interest. The study cohort is made up of subjects whose first failure events occur within a calendar time interval [0, T 0 ]. Moreover, the observation of the second failure event is terminated at the calendar censoring time C (C T 0 ). Bias arises due to interval sampling scheme, where the triplet (T, Y, Z) is observed subject to the constrains −T Y T 0 − T and Y + Z C − T . Figure 1 provides a simple explanatory plot for bivariate survival data with interval sampling with constant C = T 0 .
[ Figure 1 about here.]
The research is motivated by the problem in SEER cancer registry data, which also serves as an example to illustrate how interval sampling design arises. The SEER (Surveillance, Epidemiology, and End Results) program is an epidemiologic surveillance system consisting of population-based cancer registries designed to track cancer incidence and survival in the United States. Collection of the SEER data began from January 1, 1973 (Ries et al., 2002) .
The registries routinely collect information on newly diagnosed cancer patients residing 
Stationarity, Semi-Stationarity, and Non-Stationarity
The case population considered in this paper is a cohort of subjects whose first failure event occurs within a calendar time interval and then prospectively followed. We now introduce notation and assumptions to facilitate the development of the proposed work. Assume that the initiating events occur over the calendar time with the intensity (or rate) function φ(t) for t T 0 . Let f (y, z), f y (y), f z (z), and φ(t) denote the population joint density function of (Y, Z), marginal density of Y, Z, and the intensity function of T. Let F y (·) and F z (·) denote the cumulative distribution functions of f y (·) and f z (·) respectively, y − = inf {y : F y (y) > 0},
To reduce the mathematical complexity in the discussion, assume the failure time Y has finite support, where y + < ∞ so that φ can be normalized as a probability density function. Let g(t) denote the population density function of T in the
(T n , Y n , Z n ) are independent and identically distributed. Consider the following two assumptions:
S1. The disease process is independent of when the initiating event occurs. Or, equivalently, assume that T is independence of (Y, Z).
S2. The occurrence of the initiating event started in the distant past and the rate of occurrence has been stabilized. Or, quantitatively, assume that t − is small enough so that t − −y + , and that φ(t) is constant for −y
The two conditions serve as the fundamental assumptions for studying the probability structures of the primary outcomes in this paper. We say that the model is stationary if both (S1) and (S2) are satisfied, semi-stationary if only (S1) is satisfied, and non-stationary if neither (S1) nor (S2) is assumed. The discussion here is focused on the stationary and semi-stationary conditions. However, (S1) and (S2) may not always be valid, for example, if
http://biostats.bepress.com/jhubiostat/paper201 new treatment becomes available, the incident rate of disease may change over time, which may also affect the distribution of (Y, Z). The non-stationary condition is beyond the scope of this paper and will be explored in the future.
The rest of the paper is organized as follows. In section 3, bias due to the interval sampling scheme is discussed, and a nonparametric model is developed to estimate the joint survival function of bivariate survival data with interval sampling under stationary condition.
Section 4 proposes a semiparametric copula model of bivariate survival data under stationary condition to study the dependency structure. A semi-stationary model is presented in section 5. Numerical studies in section 6 demonstrate that the proposed estimating methods perform well with practical sample sizes in different simulated models. In section 7, a cohort of ovarian cancer cases from SEER data is analyzed for illustration. Finally, concluding remarks and discussion are included in section 8.
Nonparametric Estimation of Joint Survival Function under Stationary Condition
In this section, under stationary condition when both (S1) and (S2) hold, we develop a nonparametric approach for estimating joint survival function on the basis of uncensored data. For simplicity of the discussion, we first consider the case that the observation of the second failure time ends at calendar time C, where particularly C = T 0 , a constant. This simple censoring mechanism can be replaced by random censoring.
First consider the case that only (S1) is assumed, the joint density of uncensored (t, y, z)
can be derived as the density of (T, Y, Z) conditional on −T Y T 0 −T and Y +Z T 0 −T :
The first bracket term above, which is denoted by p c (t|y, z), specifies the conditional density of the observed t given the observed uncensored (y, z); the second bracket term, denoted by p(y, z) is the joint density of uncensored (y, z).
Define the weight function w(y, z) = G(T 0 − y − z) − G(−y), which describes the selection bias for observing (y, z). The value of the weight function coincides with the probability for the initiating events to occur within the 'window' [−y, T 0 − y − z). Taking The joint density function of uncensored (y, z) can be expressed as p(y, z) =
, so it is generally biased from its population density f (y, z), and the direction of bias is determined by the weight function w(y, z).
Then, assuming both (S1) and (S2) hold, the joint density of uncensored (y, z) can be further simplified as
Therefore, the weight function reduces to T 0 − z, and the nonparametric estimator of joint survival function of (Y, Z) can be simply derived aŝ
where (Y i , Z i )'s are the uncensored bivariate failure times. S(y, z) is identifiable on the domain {(y, z) : y + z T 0 − t − } and this constrain will be redundant if
The above estimator can be proved to be the nonparametric maximum likelihood estimator (NPMLE) of S(y, z), a special case under Vardi's selection bias models (1982, 1985) . The asymptotic property ofŜ(y, z) can be stated as follow.
Property 1. As n → ∞, the process √ n{Ŝ(y, z)−S(y, z)} converges weakly to a bivariate zero-mean Gaussian process with covariance function
Semiparametric Copula Model under Stationary Condition
The nonparametric model discussed in section 3 only uses uncensored data. In this section, we consider a semiparametric copula model, where we impose a slightly stronger assumption on the dependency structure of the bivariate survival time of interest. The copula model approach is widely used to model the dependence in survival data (Genest, Ghoudi and Rivest, 1995; Li, Tiwari and Guha, 2007) . By the proposed method we will be able to to fully utilize the information from both uncensored and censored data. As will be studied in this section, under stationary condition when both (S1) and (S2) are satisfied, 'double truncation' from interval sampling does not result in bias on the first failure time, and the second failure time is independently censored and can be treated as standard survival data. We take advantage of these properties to semiparametrically estimate joint survival distribution with copula model. The approach is attractive because it allows us to model and estimate the margins and dependency seperately.
We will investigate the semiparametric copula model by a 'two-stage' estimation approach similar to that of Genest et al. (1995) and Shih and Louis (1995) . At the first stage, we explore the probability structure for each failure time marginally and obtain the nonparametric consistent estimations for marginal survival functions under stationary condition, ignoring the dependence. At the second stage, these estimators are substituted into a conditional likelihood for the association parameter, yielding a pseudo likelihood (Gong and Samaniego, 1981 ). The association parameter is then estimated by solving the estimating equation derived from pseudo conditional likelihood.
Failure Time Distributions under Stationary Condition
First of all, we consider the first failure time Y separately, which is sampled given −T
The joint density of observed (t, y) can be written as
Under stationary condition when G is uniformly distributed, the marginal density of observed y, p y (y) becomes f y (y), which means the density of observed y coincides with its population density and the 'double truncation' from interval sampling does not result in bias on Y. Therefore, the nonparametric estimation of survival function S y (y) of Y is simply the empirical survival functionŜ y (y) = n i=1 I(Ỹ i > y) whereỸ i 's are the observed first failure time.Ŝ y (y) is the nonparametric maximum likelihood estimator (NPMLE) of S y (y).
Then, for the second failure time Z, we investigate the probability structure of it and censoring time. We will explore when it remains a representative sample from the target population. We first consider the case that the observation of second failure time ends at calendar time C, where particularly C = T 0 , a constant. This simple censoring mechanism can be replaced by random censoring C (C T 0 ) and we will discuss it later. Let W = T + Y denote the calendar time when the first failure event occurs. Let {(min(Z, C − W ), I(Z http://biostats.bepress.com/jhubiostat/paper201 C − W )) : C W } denote the observed second failure time and the corresponding censoring indicator. A question of interest is whether it is appropriate to apply standard methods to this survival data. It is known that the fundamental requirement for the validity of the usual survival analysis is the independence between Z and C − W .
When (S1) holds, the density of Z conditional on W = w is
For each z,
which means g(t) is a constant, the density p z (z|w) of observed data is independent of w and equals the population density f z (z). Given that C is a constant, the above independence of Z and W results in the independence of Z and censoring time C − W . This result also extends to random censoring.
Consider the case that the calendar censoring time C is random. Assume that C is independent of (W, Z), that is, the censoring is independent of when the first failure event occurs and the second failure time. From the preceding discussion, we know that under stationary condition, the second failure time is a random sample from the population given that C W . Let p c (z|w) be the density of Z given W = w and C W ; then clearly, p c (z|w) = p(z|w) because C is independent of (W, Z). Then the density of the observed second failure time, p c (z|w) equals f z (z) and is independent of w. Further, the failure time Z is independent of the censoring time C − W because Z is independent of (W, C). Therefore, 
Copula Model and Two-stage Semiparametric Estimation
Suppose bivariate failure times (Y, Z) come from the C α copula for some association parameter α, where C α is a distribution function with density c α on [0, 1] 2 , then the joint survival function and density function of (Y, Z) are given by
The 'two-stage' estimating strategy and the conditional likelihood method are used to estimate the association parameter α. Conditional likelihood approaches in statistical literature are sometimes used as a tool to eliminate nuisance parameters. The conditional likelihood preserves most, if not all, of the information for the focused parameters if the conditional statistics are ancillary. For the observed data (t, y, x, δ) where x = min(z, c − t − y) and
Clearly, the distribution of T is eliminated by the conditioning procedure. We estimate two margins S y (y) and S z (z) by the empirical functionŜ y (y) and the Kaplan-Meier esti-
. The semiparametric estimatorα for α is the solution to the estimating equation derived from the pseudo conditional likelihood
Under the regularity conditions stated in the Appendix the estimator of the association parameter has the following asymptotic property.
Property 2. As n → ∞, √ n(α − α) converges to normal distribution with mean zero and
The precise definitions of ρ 2 1 and ρ 2 2 , together with the details of the proof can be found in the Appendix.
Semi-stationary Model
In section 3 and 4, Both (S1) and (S2) are assumed for the development of the statistical methods. This stationary condition typically holds for stable disease. In this section, we consider the situation when (S2) is violated and only (S1) is valid, and focus on a semistationary model based on uncensored data. Specifically, we consider a parametric density function of T, g(t; θ), where θ ∈ Θ and Θ is an open set in R k . For example, in cancer studies, g describes the growth of birth cohort for cases. Particular interest is focused on the estimations of parameter θ in g(t; θ) and joint survival function of (Y, Z). For simplicity, it is assumed that the observation of Z is censored only by the end of the calendar sampling time T 0 .
Estimation of θ
The estimation of θ in g(t; θ) is also complicated by the bias from interval sampling. We explore the sampling bias on the distribution of T here. For given (y, z), the calendar time of the initiating event, t, is observable subject to the constraint −y t T 0 − y − z. Similar to the discussion shown in the formula (2) of section 3, the sampling density of T is generally biased. The conditional likelihood approach is used to estimate the parameter θ in g. When (S1) is assumed, the conditional likelihood function of the observed {t} given the observed
As a nice feature of this approach, the target parameter θ is the only parameter involved in conditional likelihood and the nuisance parameter f (·, ·) is eliminated by the conditioning procedures. The conditional maximum likelihood estimate of θ, denoted byθ, can be derived by maximizing L c (θ) for θ ∈ Θ. Large sample properties ofθ can be obtained using techniques similar to those of Andersen (1970) or using techniques for M-estimators (Serfling, 1980) .
Under regularity conditions and as n → ∞, the estimatorθ converges in probability to θ, and √ n(θ − θ) converges weakly to a mean zero multivariate normal distribution with variance-
c , where
is the Fisher information matrix for the conditional likelihood function L c (θ).
Estimation of Joint Survival Function S(y, z)
We then study how to estimate the joint survival function of (Y, Z) under semi-stationary condition. The maximum likelihood approach in many situations produces efficient estimators of the model parameters. However, in the current model, the full likelihood function
, does not factorize into simple terms. Although the maximum likelihood estimator from L is likely to be efficient under regularity conditions, numerical computation and inferences of the estimation procedures could be difficult to derive. Here, a method based on the joint probability structure of T and (Y, Z) is developed for the estimation of S(y, z).
First consider the case when θ is known. As the previous discussion in the formula (2) of section 3, the joint density function p(y, z) of observed uncensored (y, z) can be written as
Thus an estimator of joint survival function of (Y, Z) iŝ
Assume θ is known, just as the similar conclusion in Section 3, the process √ n{Ŝ(y, z, θ) − S(y, z)} converges weakly to a bivariate zero-mean Gaussian process with covariance function
Now we consider the general case when θ is an unknown parameter. We replace θ in S(y, z, θ) by the conditional maximum likelihood estimatorθ and derive an estimator of S(y, z) asŜ(y, z,θ). Note that the error ofŜ(y, z,θ) can be decomposed into two terms:
where the first error term has been determined by σ * . The error in the second term is generated by the use ofθ for estimating θ. The corresponding distributions of the two terms can be proven to be asymptotically orthogonal to each other because θ in the second term is estimated by the conditional likelihood estimator.
The joint survival function can be estimated bŷ
where (Y i , Z i )'s are the uncensored bivariate failure times. Again, S(y, z) is identifiable on the domain {(y, z) : y + z T 0 − t − }. The proposed estimatorŜ(y, z,θ) has the desired asymptotic property as follow.
Property 3. As n → ∞, the process √ n{Ŝ(y, z,θ) − S(y, z)} converges weakly to a bivariate zero-mean Gaussian process with covariance function
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The detail of the proof of Property 3 can be found in the Appendix.
It is true that the marginal survival function S y (y) of Y can be estimated directly bŷ S(y, 0,θ); while, we could also apply the same technique to model (T, Y ) and estimate S y (y) based on the observed (t, y). To be specific, S y (y) can be estimated bŷ
whereỸ i 's are the observed first failure time andθ * is obtained by maximizing the conditional likelihood function of the observed {t} given the observed {y}. It is noticed thatỸ i 's contain more data points than Y i 's, which are from the uncensored bivariate failure times (Y i , Z i ), thus the estimateŜ y (y,θ * ) is expected to be more efficient thanŜ(y, 0,θ).
The marginal survival function for Z is generally not easy to be estimated under semistationary condition due to the induced sampling bias and dependence censoring; however, it is possible to estimate the conditional probability function
as long as y +z T 0 −t − . An estimator of P (Z > z|y 1 < Y y 2 ) is given byŜ (y 1 ,z,θ)−Ŝ(y 2 ,z,θ) Sy(y 1 ,θ * )−Ŝy(y 2 ,θ * )
. Estimation of such a conditional survival function can be used to detect possible correlation between Y and Z.
Simulation Studies

Nonparametric Estimation under Stationary Condition
Two sets of simulations are carried out to assess the finite-sample performance of the nonparametric estimatorŜ(y, z) of the joint survival function as well as its variance estimator under stationary condition.
The data {(t 1 , y 1 , z 1 ), . . . , (t n , y n , z n )} are generated by the interval sampling scheme in the simulation studies. Let W be a random variable with U nif orm(0, 1) distribution and define T = −13W + 9. The bivariate failure times (Y, Z) are generated from Clayton's bivariate survival function S(y, z) = (S y (y) −α +S z (z) −α −1) −1/α , α > 0 with unit exponential margins.
The value of the association parameter α is set to 0 and 2 in the first and second sets of simulations, respectively, corresponding to independent and correlated bivariate failure times (Y, Z). An observation (t, y, z) is included (untruncated and uncensored) in the data set if and only if 0 t + y 10 and censored if t + y + z 10. The proportion of untruncated and uncensored observations is around 0.7. In each scenario, 1000 simulated samples are generated, each with 400 subjects.
The findings of the simulations are shown in Table 1 . For the joint survival function, the results are given at 16 selected bivariate time points (y, z), where y and z take values 0.2231, 0.5108, 0.9163 and 1.6094, corresponding to marginal survival probabilities of 0.8, 0.6, 0.4 and 0.2. Both the point estimatorŜ(y, z) and its standard error estimator appear to be unbiased.
[ Table 1 about here.]
Semiparametric Copula Model under Stationary Condition
The performance of the two-stage estimator in the semiparametric copula model under stationary condition is examined by simulations. We use unit exponential margins, and choose three values of α in each of the three Archimedean copula models as follows.
Clayton s Family(1978)
The failure times (Y, Z) are positively associated when α > 0 and independent for α → 0.
Positive stable (Hougaard, 1986) : Two sampling schemes are explored -the random sampling and the interval sampling.
A set of data {(t 1 , y 1 , z 1 ), . . . , (t n , y n , z n )} is generated with interval sampling: define T = −13W + 9, where W follows U nif orm(0, 1) distribution, and let the bivariate failure times (Y, Z) be generated from the three aforementioned copula models. An observation (t, y, z) is included in the data set if and only if 0 t + y 10 and censored if t + y + z 10. For each value of α we generate 1000 simulated samples with n = 400. Table 2 presents simulation results with data generated by random sampling and interval sampling. The mean of the proposed estimates is seen to be quite close to the true value of α. Furthermore, the variances of the estimators are reasonably small for different values of α. For the three models, the proposed method performs quite well for both sampling plans.
[ Table 2 about here.]
Semi-stationary Model
Data {(t 1 , y 1 , z 1 ), . . . , (t n , y n , z n )} with interval sampling are generated for the semi-stationary model. Define T = −3W + 10, where W follows Exp(θ) distribution, and let the bivariate failure times (Y, Z) be generated from Clayton's bivariate survival function with unit exponential margins. The association parameter α is set to 2 in the simulation, corresponding to the correlated bivariate failure times (Y, Z). An observation (t, y, z) is included in the data set if and only if 0 t + y 10 and censored if t + y + z 10. The proportion of untruncated and uncensored observations is around 0.6. 1000 simulated samples are generated, each with 400 subjects.
For the joint survival function, the results are given at 8 selected bivariate time points (y, z)
as shown in Table 3 . The conditional likelihood estimate of θ,θ, for each generated data set is calculated. The semiparametric estimate of S(y, z),Ŝ(y, z,θ), is calculated using formula (7) in section 5.2. Table 3 gives the simulation results including the Monte Carlo means ofθ andŜ(y, z,θ), and the standard errors ofθ andŜ(y, z,θ) based on 1000 replications for each choice of parameter, θ = 0.5, 1, 2.
[ of SEER data, the residual lifetime after cancer onset was typically analyzed by standard survival analysis methods and the onset age distribution was empirically estimated. The bias due to interval sampling was commonly ignore in both data analysis and research findings.
In the analysis we assume that the joint distribution of the age of cancer onset and the residual lifetime is independent of the birth time of the study cohort. We apply the proposed method in the semi-stationary model to the SEER ovarian cancer data. In our analysis, the variable T represents the birth time of ovarian cancer patient, Y represents the patient's age of cancer onset, and Z represents residual lifetime. All the variables are analyzed by a continuous scale in years. Figure 2 shows the exploratory plots of ovarian cancer statistics, which includes the kernel density estimate for T , the empirical distribution function estimate for Y and the Kaplan-Meier estimate for Z based on the observed data. The density estimate for T is likely to be biased due to interval sampling, although the y-plot is expected to be close to the true curve when the stationary condition is approximately satisfied. To estimate the t-distribution, we use two polynomial density models for (1) Given the small difference of the two models, the linear model is chosen as the birth density in the analysis. The proposed estimates for θ and S(y, z) are calculated, with the corresponding standard error estimates by 500 bootstrap samples. The estimate of θ together with its standard error estimate isθ = 3.914 (s.e. = 0.030). Table 4 summarizes the proposed estimates for the joint survival function S(y, z) at 9 selected bivariate time points where y = 62.2, 69.8, 77.5 years and z = 0.25, 1.58, 4.58 years, corresponding to the 1st, 2nd, and 3rd quartiles of the observed age of cancer onset and residual lifetime. The result shows that the joint survival functions are generally underestimated by the empirical estimate, and the magnitude of bias is non-ignorable when it is compared to the proposed estimate. For example, the estimated proportions of patient who was diagnosed later than 62 years old and survived longer than 4.6 years by the empirical estimate and proposed one are 16% vs 22%.
[ Table 4 about here.]
It is of interest to study the marginal distribution of age of cancer onset. The estimated marginal distributions by the empirical and proposed method are plotted in Figure 3 (b).
The estimated median age of ovarian cancer onset by the proposed method is 77.0 years, older than the observed 69.8 years. The impact of the age of cancer onset on the residual lifetime is explored and demonstrated in Figure 4 , by comparing P (Z > z|y 1 < Y y 2 ), the conditional probability functions of residual lifetime giving different onset age subgroups:
(y 1 , y 2 ) = (0, 60) for onset age less than or equal to 60 years, (y 1 , y 2 ) = (60, 70) for onset age between 60 and 70 years, and (y 1 , y 2 ) = (70, ∞) for onset age greater than 70 years. It is observed that, given older age of onset, the probability of survival after cancer onset is lower; therefore a negative association between age of onset and residual lifetime is presented. The result is sort of just as we expected because of the biological limitation of the overall lifetime.
[ Figure 4 about here.] Table 4 also provides estimated joint survival distributions by race subgroups. It is shown that the white are likely to be diagnosed at older age and survive longer than the nonwhite, which is a consistent result with the findings in the literature. Figure 4 also shows the negative associations between age of onset and residual lifetime for both race subgroups:
white and non-white. The method provides an exploratory tool to compare the failure time performance for different risk subgroups.
Example of Copula Model under Stationary Condition
In this section we present an example to illustrate the proposed method in the semiparametric copula model considered in section 4, and study the dependency structure of the bivariate survival times (Y, Z).
The SEER ovarian cancer data file consists of 36728 patients diagnosed between 1973 and with 95% bootstrap percentile confidence interval (-0.441, -0.406). The result also suggests a significant negative association between the age of cancer onset and the residual lifetime, for the overall, white and non-white ovarian cancer patients respectively. And the magnitude of association is slightly different between the white and the non-white. While it is noticed that because it often takes a long time for the ovarian cancer occur, the stationary assumption of constant birth rate over time may be inappropriate. Therefore, the future development of semiparametric copula model under semi-stationary condition will be important for SEER ovarian cancer data and other bivariate survival data problems.
Concluding Remarks
In collection of registry or surveillance data of a disease, it is common to identify incidence of disease within a calendar time interval and subsequently collect bivariate or multivariate survival data as end points for progression of the disease. This paper considers statistical issues which arise due to the use of interval sampling, and develops nonparametric and semiparametric methods for bivariate survival data with interval sampling. The copula model approach is proposed to study the dependency structure of the bivariate survival data under stationary condition. However, we recognize that the assumption of stationarity does not always hold, and it will be very interesting to relax the assumption and extend method in the copula model to more general cases for future research.
Moreover, the assessment of risk factors or treatment is crucial in biomedical studies, so it would be worthwhile to develop efficient estimating methods for the regression model for bivariate survival data with interval sampling. The covariates involved in the regression model could be defined at baseline or time-dependent. In sometime applications, information about time-dependent variables would become available only after a certain time point. For example, the treatment information of SEER ovarian or breast cancer patients is provided by SEER-Medicare Link Data (Warren et al., 2002) which were collected from 1986 instead of 1973. Therefore a prevalent sample is involved and this further complicates the analysis. In such model settings, methods need to be developed to address the problems and bias arising from both interval and prevalent sampling. Furthermore, copula model approach could also be extended to accommodate covariates with regression model in the study of the association.
/n are asymptotically equivalent, which by the law of large numbers converges to ρ 2 1 , specified as
where H α 0 is the joint distribution of (Y, X, δ). Next, we have
where H n is the empirical distribution of H α 0 . We further decompose η n into two terms,
, and W α is continuous and bounded, by the dominated convergence theorem, the first term in η n convergence to 0. The second term of η n is a sum of n i.i.d. random variables of mean zero and variance ρ 2 1 , so it converges to normal with mean zero and variance ρ 2 1 by the central limit theorem. Using Von Mises expansion on π n (α 0 ,Ŝ y ,Ŝ z ) around S y and S z , we get
where IC y and IC z are obtained by differentiating π(α 0 , (1 − ε 1 )S y + ε 1Ŝy , (1 − ε 2 )S z + ε 2Ŝz ) with respect to ε 1 and ε 2 and evaluating at ε 1 = ε 2 = 0, and IC y (y) = − y 0
By the counting process asymptotic techniques, √ n(Ŝ y (y) − S y (y)) is asymptotically equivalent to as a sum of n i.i.d. random
is asymptotically equivalent to as a sum of n i.i.d. random
] and
, and Λ 1 and Λ 2 are the cumulative hazard functions for Y and Z. Then we have
which is a sum of n i.i.d. random variables. Since IC y and IC z are deterministic functions, the expectation of I 1 and I 2 are 0. By the central limit theorem, π n (α 0 ,Ŝ y ,Ŝ z ) converges to normal with mean 0 and variance ρ 2 2 , specified as
Note that we have proved that π n (α 0 ,Ŝ y ,Ŝ z ) is asymptotically equivalent to
, and η n (α 0 ,Ŝ y ,Ŝ z ) is asymptotically equivalent to
π n and η n are asymptotically independent as in the proof of Theorem 1 in Shih and Louis (1995) . Hence, √ n(α−α) converges to normal with mean zero and variance ρ 2 = (ρ 
Proof of Property 3
It is crucial to study the asymptotic property ofŜ(y, z,θ). Observe that
Note that if θ is known, the property ofŜ(y, z,θ) follows from Vardi (1985) with a θ-involved weight function. As identified in Section 5.2, the process √ n{Ŝ(y, z, θ) − S(y, z)} converges weakly to a bivariate zero-mean Gaussian process with covariance function σ * . By the counting processes methodology, the first term in (A.2) can be approximated by
To develop the asymptotic result of the second term in (A.2), the additional variation created by estimating θ by the use ofθ needs to be handled. Empirical process and semiparametric inference techniques are employed for the asymptotic properties of the second term in (A.2).Ŝ(y, z, θ) can be re-expressed as the empirical processŜ(y, z, θ) = n
has been shown that √ n(θ − θ) converges in distribution to a mean zero multivariate normal distribution with variance-covariance matrix I 
