Aiming at the characteristics of underwater pure orientation target tracking, an adaptive box length Kullback-Leibler Distance (KLD) Particle Filter (PF) algorithm is proposed based on traditional adaptive KLD PF algorithm. When performing underwater pure orientation target tracking, the traditional adaptive KLD sampling may have a problem that the filtering accuracy is reduced or even invalid due to the fixed length of the KLD box. In the algorithm proposed in this paper, the length of the KLD box can be automatically adjusted according to the current particle distribution range, which can well solve the problem of precision degradation caused by the fixed KLD box length of the traditional adaptive KLD algorithm. The effectiveness of the adaptive box length KLD PF algorithm is verified by comparison with the traditional KLD PF algorithm in simulation. In this simulation, the adaptive box length KLD PF algorithm can effectively adapt to the changing environment of underwater tracking and has good tracking performance.
INDEX TERMS Pure orientation, PF, KLD boxes length, target tracking.
NOMENCLATURE

N
The number of samples
The true probability of each subspacê P
The maximum likelihood estimation of P b
The length of box K
The number of KLD boxes N max
The maximum number of particles K max The maximum number of KLD boxes x maxt The largest particle at time t x mint The smallest particle at time t L
The distance between x maxt and x mint T
The sampling period M Number of simulations θ Rotation tracking angle ς
Step size PHI
The observation matrix
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G
The disturbance state transfer matrix S 1 The standard deviation of process noise S 1 The standard deviation of the observation distance under the flicker noise P 2 * M Random noise figure matrix H
The observation matrix v
The random measurement error of radar R
The measurement noise variance matrix R v1 The thermal noise corresponding to the azimuthal standard deviation S v2 The flicker noise corresponding to the azimuthal standard deviation
I. INTRODUCTION
Underwater target tracking has become one of the research hotspots in recent years. Its application fields are very wide, involving submarine pipeline exploration, marine resource exploration, submarine target tracking [1] - [3] , etc. The premise of underwater target tracking is passive target location. Due to the limitation of platform size, it is difficult to use conventional three-point ranging and matching field methods VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ to achieve effective positioning. However, with the mobility of underwater observers, pure orientation target tracking can meet the positioning requirements of underwater targets [4] . Pure orientation target tracking is a localization method to estimate the state of underwater moving targets using noisecontaining data [5] . It is actually a nonlinear filter estimation issue. Traditional filtering methods such as Extended Kalman Filter (EKF) are expected to use linearization methods to estimate. However, in the absence of distance measurement information, the EKF algorithm is prone to problems such as unsatisfactory estimation results and even divergence [6] , [7] . In [8] , the Unscented Kalman Filter (UKF) is applied to the pure azimuth target tracking, but the computational complexity is too high. The literature [9] uses the covariance square root instead of the covariance in the recursive operation, which solves the divergence problem in the UKF algorithm, but it cannot obtain better tracking accuracy and reliability.
Particle Filter (PF) is a filtering method based on Monte Carlo (MC) and recursive Bayesian algorithm [10] , [11] which can more accurately represent the real-time state evolution of nonlinear stochastic processes [12] . Due to its characteristics of non-parametric and highly nonlinear conditions, PF greatly improves the accuracy, real-time and robustness of the algorithm, and is very suitable for dealing with pure azimuth tracking problems [13] , [14] . PF can solve the problem of EKF divergence well, but there are still problems left, such as particle degradation and computational complexity [15] . In [16] , a Gaussian mixture filter algorithm based on Expectation Maximization (EM) is proposed. The algorithm avoids the resampling process and improves the particle depletion problem. However, the error of the posterior probability estimation increases during the filtering process, which affects the filtering accuracy. Literature [17] proposed a hybrid Gaussian particle filter algorithm based on greedy EM, which improves the filtering accuracy but the filtering complexity is high and the calculation amount is large. Literature [18] proposes an adaptive target tracking algorithm that reduces the number of particles, but does not significantly reduce the computational complexity of the particles. In [19] , an adaptive particle filter with variable particle number is proposed, but the sampling accuracy is reduced or even invalid due to the excessive or limited number of particles. In [20] , the particle filter algorithm based on Kullback-Leibler (K-L) distance resampling is applied to the tracking problem of underwater targets, which can adaptively adjust the number of particles, but it does not significantly reduce the computational complexity.
In view of the above problems, this paper proposed an adaptive box length Kullback-Leibler Distance (KLD) PF algorithm based on the traditional KLD PF algorithm, which effectively improves the sampling efficiency and greatly reduces the calculation amount.The device can automatically adjust the length of the box, and the traditional KLD sampling failure caused by excessive particle number and the estimation accuracy degradation caused by too small number of particles are solved. It verified the feasibility of the algorithm through simulation. In addition, through simulation, the algorithm can also handle the problems in the underwater pure position tracking.
II. PF
PF belongs to the category of nonlinear Bayesian filtering theory. The essence of Bayesian filtering is to approximate the probability by weighted random samples. It consists of two parts: prediction and update [21] .
Assume that the state equation and measurement equation of the system are as follows:
where, x t is the system state vector at time t, y t is the system measurement vector at time t, f t is the state transfer function of the nonlinear system, h t is the measurement function of the nonlinear system, v t−1 is the process noise of a nonlinear system, n t is the measurement noise of the nonlinear system. It is assumed that the posterior probability density at time t-1 is known to be p x t−1 | y 1:t−1 . Using equation (1), the posterior probability density at time t can be predicted [15] : (2) According to the Bayes rule, the posterior probability at time t is as follows:
Normalization constant:
The posterior probability density obtained by the Monte Carlo method is as follows:
Then estimating the target state by the posterior probability density function:
Due to the nonlinearity of the observation equation and the state equation, it is difficult to directly sample from the posterior probability density function, so it is generally to sample from an alternatively easily sampled importance density function q x t | y 1:t , therefore, equation 6 can be rewritten as:
where
Since the current state of the system is only related to the previous moment state, the particle weight recursion W t (x t ) can be written as:
With the weights normalized and brought to equation 1, the approximation of the posterior probability density can be got.
Since particle filtering has the problem of particle weight degradation, Gordon et al. [22] introduced the resampling algorithm, in this algorithm, all the particles are weighted to 1/N, which alleviates the problem, however, in order to preserve the distribution characteristics represented by the particle set, the resampling algorithm has to copy the largeweight particles and delete the small-weight particles, which will cause particle depletion, consequently, to ensure the diversity of particles, it is necessary to adjust the resampled particles.
III. TRADITIONAL ADAPTIVE KLD PF ALGORITHM
The traditional adaptive KLD PF algorithm can automatically select the number of particles according to the current probability density. When the particles are concentrated, the estimation is more certain and requires fewer particles. When the particles are dispersed, the estimation uncertainty is high and more particles are needed. The core of the algorithm is to use the KLD adaptive sampling method, and its description is as follows [23] :
K-L is generally used to represent the error between the maximum likelihood estimation (MLE) sample and the true value of the posterior probability, which means, the smaller the value is, the closerP is to P.
When the number of particles approaches to infinity, the likelihood probability statistic λ n of P converges to the chi-square distribution:
where χ 2 k−1 represents a chi-square distribution with k -1 degrees of freedom.
In order to ensure that the K-L distance is less than a certain difference threshold ε, the number of samples n should satisfy equation 12.
According to the quantile relationship of the chi-square distribution, Equation 13 can be obtained.
where χ 2 k−1,1−δ representsn the 1 − δ quantile with a degree of freedom of k-1.
Select the appropriate n, such that 2nε = χ 2 k−1,1−δ , then the equation 14 is established.
Usually, by the Wilson-Hilferty transformation, the approximate calculation expression of n can be got as follows.
where Z 1−δ represents the upper 1-δ quantile of the standard normal distribution.
In Traditional adaptive KLD PF algorithm, KLD adaptive sampling determines whether to create new subspaces for the current particles based on whether the current particles belong to the same subspace as the previous particles and these effective subspaces are called boxes. The length of box bis a very important parameter, for it describes the size of the KLD box and specifies the range of valid subspaces. The smaller the b value, the narrower the particle distribution range of the effective subspace, the smaller the number of particles each KLD box can accommodate; the lager the number of KLD boxes K is obtained, and the more particles required for the filtering process. In the traditional KLD PF algorithm, the KLD box length b is fixed. Due to the complexity of particle distribution and state parameters, the parameter b is difficult to determine. When b is too large, it will cause more particles to appear in the same box, thus, the number of the whole filtered KLD boxes is small, and the number of particles satisfying the KLD criterion is too low, resulting in a decrease in filtering accuracy. On the other hand, when b is too small, it may cause a large increase in the number of KLD boxes, and in the number of samples required to satisfy the KLD criterion. This will result in the maximum number of sampled particles being at the maximum number of particles set, increasing the computational complexity, and even a failure of adaptive KLD sampling. In order to solve these two problems, this paper proposes the adaptive box length KLD PF algorithm.
IV. ADAPTIVE BOX LENGTH KLD PF ALGORITHM
The core idea of adaptive box length KLD PF algorithm is to adaptively adjust the length of the box according to the current particle distribution, thereby adjusting the number of sampled particles, improving sampling accuracy and sampling efficiency. Fig 1 is a flowchart of the algorithm.
It is known from the sampling cutoff determination formula that the number k of the boxes is approximately proportional to nε, that is:
Set the adaptive KLD box length: When L is large, it indicates that the particle distribution range is wide. It can be known from Equation (17) that the length of the box should be reduced to increase the number of sampled particles, the opposite is true when N is small, therefore, the algorithm can effectively prevent the KLD sampling from being invalid due to the number of sampling particles in the traditional adaptive KLD PF algorithm.
V. SIMULATION RESEARCH
In pure orientation target tracking, only the target position information containing noise is used to estimate the position and velocity parameters of the target. In order to verify the performance of the proposed algorithm, the traditional adaptive KLD PF algorithm and adaptive box length KLD PF algorithm are used to compare the tracking effect of the target in maneuvering state.
VI. THEORETICAL VERIFICATION
To theoretically reflect the superiority of the proposed algorithm, the first-order nonlinear system is first used to simulate the comparison of the traditional adaptive KLD PF algorithm and adaptive box length KLD PF algorithm.
The model is as follows [24] :
where r(t) is a Gaussian noise with a mean value of 0 and a variance of 10, and the system noise µ(t) is a Gaussian noise with a mean of 0 and a variance of 2.
The upper limit of the sampled particles is N max = 500, and the lower limit is N min = 50. Fig 2 is the map of true position.
It can be seen from Fig 2 that due to the influence of system nonlinearity and noise, the true position at each moment is changing. The true position range is about 5-30. In response to this situation, the adaptive box length KLD PF algorithm samples fewer particles when the particle distribution is concentrated, and samples more particles when the example distribution is dispersed.
In the traditional adaptive KLD PF algorithm, since the length of the box is a fixed value, its value is also selected empirically. When the length of the selected box is too large, the number of sampled particles will be too small, which will affect the estimation accuracy. When the length of the selected KLD box is too small, the number of sampled particles will reach the upper limit, causing the sampling to fail. The algorithm proposed in this paper can adaptively adjust the length of the KLD box according to the current particle distribution state to avoid the problem of sampling accuracy degradation or even failure.
To effectively illustrate the characteristics of adaptive box length KLD PF algorithm, the algorithm was compared with the traditional adaptive KLD PF algorithm.
Parameter initialization:N max = 500, N min = 50, T=1, δ = 0.002, ε = 0.01.
In order to prove that the former algorithm can avoid the sampling accuracy problem caused by the KLD box being too large or too small in the latter algorithm, this simulation chose four different cases for comparison. Figure 3 to Figure 6 show the comparison of the number of particles required by the two algorithms for different box lengths. It can be clearly seen from the above figure that for traditional adaptiven KLD PF algorithm, whether the value of the KLD box is too large or too small will seriously affect the accuracy of the filtering. When the length of the box is too small (initial KLD box length 0.1), sampling particles will reach the upper limit, which will cause failure in sampling. As the length of the initial box grows, the number of particles required for filtering is gradually reduced, and the filtering accuracy is accordingly improved, but when the length of the box is too large (initial KLD box length 0.7), the number of sampled particles in the traditional adaptive KLD PF algorithm will be less than 50, below the lower sampling limit, which will also decrease the sampling accuracy. This shows that for traditional adaptive KLD PF algorithm, only the initial box length selection is reasonable, and the algorithm has higher precision, however because the system variables and noise are uncertain in actual engineering, it is more difficult to choose a reasonable box length.
For adaptive box length KLD PF algorithm, it can be clearly seen from the above figure that no matter how the length of the initial KLD box changes, the algorithm can adaptively adjust the length of the KLD box according to the current particle state, and the number of particles required for filtering is maintained between 100 and 300, which not only reduces the complexity of the algorithm, but also avoids the problem of degradation or even failure of the filtering accuracy of traditional algorithms. The algorithm proposed in this paper can automatically adjust the length and particle numbers according to the current particle distribution state to avoid excessive sampling, and ensure sampling accuracy. Fig 7 shows the length of the KLD box in adaptive box length KLD PF algorithm changes as the particle state changes with the initial KLD box length is 0.1. From Fig 7, it can be known that the length of the KLD box does not remain the same, and in fact it is adaptively adjusted according to the current particle distribution, to avoid sampling failure and to ensure the accuracy of sampling.
In addition, in order to quantify the influence of parameters δ and ε on the simulation accuracy, this simulation also studies the influence of the parameter on RMSE under the condition that only parameter δ or ε changes. The RMSE curve is shown in Figure 8 . Obviously, when the parameter δ or ε is small, the RMSE value is also little, indicating that the algorithm has high tracking accuracy. However, as the parameter grows, the RMSE increases accordingly, which means that the tracking accuracy is decreasing. This is unfavorable for actual tracking. Therefore, when applying the algorithm, the values of δ and ε should be small. In this paper, δ = 0.002, ε = 0.01.
Finally, the adaptive box length KLD PF algorithm is used to estimate the system variables as shown in Fig 9. As can be seen from Fig 8, the adaptive box length KLD PF algorithm can track the trend of real state particles very well.
VII. APPLICATION AND SIMULATION
The underwater noise can be divided into Gaussian white noise and non-Gaussian white noise. In order to fully explain the reliability of the algorithm, this paper simulates the moving target under two different noise interference conditions.
A. GAUSSIAN NOISE SIMULATION
The first case is when the noise is Gaussian noise, the original state equation and observation equation of the original system can be written as follows.
where x (t + 1) is the target state variable; y (t + 1) is the observation vector of the orientation; δ(t), λ(t), µ(t), τ (t) are process noise and observed noise. Under the above conditions, the simulation is carried out. The trajectory tracking curve of traditional adaptive KLD PF algorithm on the target is as shown in Fig 10. The trajectory tracking curve of adaptive box length KLD PF algorithm on the target is as shown in Fig 11. Fig 12 shows the comparison of the number of particles required of the two algorithms. The Root Mean Square Error (RMSE) curve of the two filtering algorithms is shown in Figure 13 . From the two algorithms trajectory tracking comparison chart and the RSME comparison chart, it can be clearly seen that compared with the traditional adaptive KLD PF algorithm, the tracking curve of the adaptive box length KLD PF algorithm is more consistent with the real trajectory, it can complete the tracking task more effectively. Moreover, as shown in Fig. 11 , the required particles of the adaptive box length KLD PF algorithm are much smaller than the traditional adaptive KLD PF algorithm, which greatly reduces the amount of calculation and improves the filtering efficiency.
The initial state error has an impact on the accuracy of the tracking and positioning. In order to verify the degree of influence of the initial state error on the accuracy of the algorithm, the variation of the root mean square error under different initial state errors is plotted.
As shown in Fig 14, with the increase of the initial state error, RMSE does not increase significantly, in fact, its value is basically stable within an acceptable range, which shows that the adaptive box length KLD PF algorithm can well overcome the influence of state error on tracking accuracy.
B. NON-GAUSSIAN NOISE SIMULATION
In the underwater tracking process, many noises are non-Gaussian noise, in order to verify the performance of the proposed algorithm in dealing with non-Gaussian noise, this paper uses the adaptive box length KLD PF algorithm to deal with radar target tracking problem under flicker noise.
Suppose that the target is moving in a uniform linear motion, the system state equation can be written as follows [25] .
w (k) = S 1 0 0 S 1 * P 2 * M is system noise. Set the radar coordinates in (0,0), the radar observation equation can be written as follows: Under the above conditions, the simulation is carried out. The trajectory tracking curve of adaptive box length KLD PF algorithm on the target is as shown in Fig 14. The Root Mean Square Error (RMSE) curve is shown in Figure 15 . Fig 16 shows the number of particles required of the algorithm proposed in this paper, initial state error influence curve is shown in Fig 17. As shown in Figure 15 , the proposed algorithm can track the trajectory of underwater targets under non-Gaussian noise well, and it can be known from the RMSE curve that the RMSE value of the tracking is kept at a small level, which indicates that the algorithm has a higher Tracking accuracy. In addition, it can be seen from Fig 17 that when the algorithm performs target tracking under non-Gaussian noise, the number of required particles remains within the range of 0-250, which indicates that the algorithm can effectively reduce the complexity in the processing of non-Gaussian noise problems.
It can be seen from the initial position error curve that the root mean square error of the simulation under non-Gaussian noise is still maintained at a small level, which is enough to show that the proposed algorithm still has good stability.
VIII. CONCLUSION
For underwater pure orientation target tracking problems, this paper uses the adaptive box length KLD PF algorithm to estimate and track. Due to its non-parameterization characteristics, PF is free from the constraint that the random quantity must satisfy the Gaussian distribution when solving the nonlinear filtering problem, so it has high precision in dealing with nonlinear problems. However, during the calculation and update of the required number of particles and their weights, the complexity of particle filtering is very high and the realtime performance is poor. In this paper, an adaptive box length KLD PF algorithm is proposed to solve the problem. The algorithm can automatically adjust the length of the KLD box with the system state and particle state changes. According to the adaptive KLD box length formula, the KLD box length is adaptively reduced when the particle distribution range is wider; and the number of sampled particles is increased, which can guarantee sampling accuracy; when the current particle distribution is concentrated, the length of the KLD box is increased adaptively to reduce the number of sampled particles, which greatly reduces the computational complexity . Comparedn with the traditional adaptive KLD PF algorithm, it can be seen that the proposed algorithm can automatically adjust the number of particles in the sampling process, avoiding the problem of the traditional adaptive KLD PF sampling failure caused by excessive particle number and the estimation accuracy degradation caused by too small particle number. Hence, the algorithm proposed in paper was used to estimate the underwater pure orientation target signal and the simulation results show that the proposed algorithm can track underwater targets well, whether it is Gaussian noise interference or non-Gaussian noise interference.
