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a b s t r a c t 
The spectral element marker particle (SEMP) method is a high-order numerical scheme for modelling 
multiphase flow where the governing equations are discretised using the spectral element method and 
the (compressible) fluid phases are tracked using marker particles. Thus far, the method has been suc- 
cessfully applied to two-phase problems involving the collapse of a two-dimensional bubble in the vicin- 
ity of a rigid wall. In this article, the SEMP method is extended to include a third fluid phase before 
being applied to bubble collapse problems near a fluid-fluid interface. Two-phase bubble collapse near 
a rigid boundary (where a highly viscous third phase approximates the rigid boundary) is considered 
as validation of the method. A range of fluid parameter values and geometric configurations are stud- 
ied before a bioengineering application is considered. A simplified model of (micro)bubble-cell interac- 
tion is presented, with the aim of gaining initial insights into the flow mechanisms behind sonoporation 
and microbubble-enhanced targeted drug delivery. Results from this model indicate that the non-local 
cell membrane distortion (blebbing) phenomenon often observed experimentally may result from stress 
propagation along the cell surface and so be hydrodynamical in origin. 
© 2016 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 
1. Introduction 
The dynamics of bubble collapse has received substantial at- 
tention in the literature over the past 100 years. Starting with 
Lord Rayleigh (1917) , who considered the collapse of a spheri- 
cal cavity in an infinite expanse of incompressible fluid, subse- 
quent experimental, numerical and analytical studies have high- 
lighted a complex physical process, where possible observed phe- 
nomena include jet formation, pressure shockwave emission and 
toroidal bubble formation (see, for example, Benjamin and Ellis, 
1966; Lauterborn and Ohl, 1997 ). Research is motivated by the 
prevalence of bubbles in nature and industry and their fundamen- 
tal role in many fluid systems. Cavitation damage due to bub- 
ble collapse is now a well-known phenomenon, and has negative 
consequences in a number of areas. In biomedicine, for example, 
ultrasound mediated drug delivery ( Hernot and Klibanov, 2008; 
Lentacker et al., 2014; Wu and Nyborg, 2008 ) and shock-wave 
lithotripsy procedures ( Freund et al., 2009; Kodama and Takayama, 
1998 ) can generate cavitation bubbles that may cause cell death 
and hemorrhaging in the surrounding tissue, respectively. How- 
ever, bubbles may also be used to dissolve blood clots (see e.g. 
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Unger et al., 2002 ), break through the blood-brain barrier (see e.g. 
Ting et al., 2012 ) and clean and sterilise surfaces (see e.g. Chahine 
et al., 2016; Song et al., 2004 ). Numerical studies of bubble dynam- 
ics have been dominated by the boundary element method (BEM), 
originally used in this context by Blake et al. (1986 , 1987) . The 
method requires the assumption of irrotationality, which consider- 
ably simplifies the governing equations. While this assumption has 
proven effective for moderate to high Reynolds numbers ( Curtiss 
et al., 2013; Klaseboer and Khoo, 2004a, b ) and in cases of weak 
flow compressibility ( Wang, 2014; Wang and Blake, 2010 ), it pre- 
cludes some key physics necessary in the modelling of multiphase 
biomedical flows, such as strong compressibility (i.e. ultrasound) 
and general non-Newtonian effects. 
Numerical solutions of the full Navier-Stokes equations for 
bubble dynamics problems have received considerably less at- 
tention in the literature than boundary elements, most likely 
due to the increased implementation difficulty and computa- 
tional time. Shopov and Minev (1992) ; Shopov et al. (1990) and 
Shopov et al. (1992) considered a finite element approximation of 
the incompressible Navier-Stokes equations, where the mesh was 
fitted to the bubble surface and evolved in a Lagrangian manner. 
Fitting the computational mesh to the bubble surface could sub- 
stantially increase the computational time, particularly under sig- 
nificant topological changes. Popinet and Zaleski (2002) produced 
a well-defined (unfitted) interface over a finite volume grid by 
http://dx.doi.org/10.1016/j.ijmultiphaseflow.2016.11.010 
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interpolating through bubble surface marker points using cubic 
splines. They found good agreement with experimental results for 
the incompressible phase of the dynamics but concluded that com- 
pressibility and thermal effects may be required for the compress- 
ible phase (bubble rebound). 
Wang and Blake (2010) developed an approximate theory for 
bubble dynamics in a compressible fluid using matched asymp- 
totic expansions. The perturbation was performed to second or- 
der using the bubble-wall Mach number (assumed to be small). 
The bubble dynamics could then be numerically modelled using 
traditional boundary elements with compressibility appearing in 
the far-field boundary condition. Due to the assumption of a small 
Mach number, the method may not be able to accurately capture 
the bubble behaviour during the latter stages of collapse when 
larger degrees of compressibility may be required. However, ex- 
cellent agreement was found with the Keller-Herring equation for 
spherical bubbles and test cases included the behaviour of a bub- 
ble under both a weak and strong acoustic wave. Wang (2014) sub- 
sequently applied the compressible BEM model to bubble collapse 
near a rigid wall. During the incompressible phase of the bubble 
dynamics, Wang (2014) achieved excellent agreement with experi- 
mental observations. During the bubble rebound, where compress- 
ibility is important, the agreement was an improvement on previ- 
ous results (e.g. Popinet and Zaleski, 2002 ) but still differed when 
compared to experiments (see their Fig. 7 ). It is likely that the 
secondary collapse phase required an amount of compressibility 
which is beyond the scope of the BEM model. In their boundary 
element study, ( Lee et al., 2007 ) took a different approach and ap- 
proximated compressible effects by incorporating a loss in energy 
(provided by experimental data) during the bubble rebound and 
found very good agreement with experimental results, including 
the capture of the elusive counterjet. Müller et al. (2010) consid- 
ered collapse of a gas filled bubble near a rigid wall using a fi- 
nite volume technique for the compressible Euler equations. They 
showed that when a bubble collapses near a rigid wall (in the ab- 
sence of viscosity, buoyancy and surface tension), the compress- 
ible bubble contents interact with reflected pressure shock-waves 
(caused by the oscillation of the bubble), producing vortices in the 
gaseous bubble contents. These vortices rotate in opposite direc- 
tions and are directed towards the rigid wall. The vortices pull the 
gaseous bubble contents and bubble surface towards the rigid wall 
producing the well-known toroidal shape and high-speed liquid 
jet. Importantly, these are observations which cannot be obtained 
from incompressible and irrotational simulations such as BEM. The 
above studies, particularly that of Müller et al. (2010) , illustrate 
the importance of compressibility, even in situations commonly as- 
sumed to be predominantly incompressible. It is evident that if 
compressible effects are to be included then the full compressible 
Navier-Stokes (or Euler) equations must be considered. 
Lind and Phillips developed a Spectral Element Marker Parti- 
cle (SEMP) method for fully compressible bubble collapse prob- 
lems in both Newtonian ( Lind and Phillips, 2012 ) and viscoelastic 
fluids ( Lind and Phillips, 2013 ) with small to moderate Reynolds 
numbers. SEMP uses the marker particle method ( Rider and 
Kothe, 1995 ) to track the fluid phases. The marker particle method 
is Lagrangian in nature and bears semblance to both the VOF 
( Hirt and Nichols, 1981 ) and the MAC ( Harlow and Welch, 1965 ) 
methods. A colour function C is determined by tracking massless 
marker particles. Each particle is assigned a particular colour de- 
pending upon the phase in which it resides, and because a par- 
ticle of fluid will remain of that fluid type (assuming no change 
in phase), a particle will keep its colour indefinitely. Within fluid- 
fluid interface regions, where two (or more) differently coloured 
sets of marker particles reside, a weighted average is taken of 
the surrounding particles to determine an interpolated colour at 
a desired grid point. In this article, SEMP is extended to include 
Fig. 1. Schematic of the bubble b surrounded by an ambient fluid f and placed 
near a fluid layer c backed by a rigid wall. 
a third phase, that may be used to model deformable biological 
matter (e.g. cells or tissue). While there have been a number of 
works considering bubble collapse near deformable surfaces (see 
e.g. Klaseboer and Khoo, 2004b; Ohl et al., 2009 ), few include suf- 
ficient physics to model the complex multiphase biomedical pro- 
cesses that motivate this work. Indeed, the eventual aim is to 
gain insights into the flow mechanisms behind sonoporation (e.g. 
Lentacker et al., 2014 ) and microbubble-enhanced targeted drug 
delivery (e.g. Hernot and Klibanov, 2008 ). 
This article is structured as follows. The mathematical model 
and governing equations are introduced in Section 2 with their 
numerical approximation discussed in Section 3 . The three-phase 
method is validated in Section 4 before a numerical investigation 
into the effect of viscosity and the thickness of the third phase is 
given in Section 5 . A simplified model of (micro)bubble-cell inter- 
action is presented in Section 6 before the article is concluded in 
Section 7 . 
2. The mathematical model and governing equations 
Consider a two-dimensional (2D) domain , which contains a 
gas-filled bubble b of initial density ρb ,0 , surrounded by fluid 
f of initial density ρ f ,0 , placed near a fluid layer c such that 
 f =  \ (b ∪ c ) . Note that all variables with index b will refer 
to those associated with the bubble, those labelled f with the am- 
bient fluid and those labelled c with the fluid layer. A schematic is 
given in Fig. 1 . 
In general, the equations governing fluid motion are the math- 
ematical statements of conservation of momentum 
ρ
D u 
Dt 
= −∇p + ∇ · S , (1) 
and conservation of mass 
Dρ
Dt 
+ ρ∇ · u = 0 , 
where u is the velocity, p is the pressure, S is the extra-stress ten- 
sor and ρ is the density. In the majority of bubble simulations 
in the literature (see e.g. Blake et al., 1986; Curtiss et al., 2013; 
Lee et al., 2007; Popinet and Zaleski, 2002 ), the fluid phases are 
assumed to be incompressible. However, in modelling bubble dy- 
namics, particularly growth or collapse, one needs to account for 
the change in volume of the bubble, and so any fluid that may re- 
side within must be modelled as compressible. Furthermore, and 
as discussed in the introduction, compressibility is known to play 
an important role in the final stages of bubble collapse, contribut- 
ing significantly to energy dissipation ( Lee et al., 2007 ). Also, in 
the context of biomedical flows, if one requires accurate descrip- 
tions of any acoustic fields applied to or emitted from the bub- 
ble, compressibility and the complete conservation of mass equa- 
tion must be retained. Accordingly, a thermodynamic equation of 
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state is required to close the system of governing equations. Fol- 
lowing Lind and Phillips (2012) , the equation of state is taken to 
be the ideal gas law, namely 
p = c 
2 
γ
ρ = c¯ 2 ρ, (2) 
where c is the speed of sound within the medium, γ is the ra- 
tio of specific heats (adiabatic index) and c¯ = c/ √ γ . The specific 
heat ratio typically takes values between 1 and 1.7, for a range 
of different gases of various molecular weights and temperatures 
( White, 2010 ). The value of 
√ 
γ is, therefore, close to one, and so 
we take c¯ = c throughout this paper as a first approximation. De- 
spite its simplicity (and limitations), (2) is a useful model ( Lind 
and Phillips, 2012; 2013 ). Firstly, it provides a reasonably accurate 
thermodynamic description of the bubbles gaseous contents. Sec- 
ondly, by variation of a single model parameter one can easily ex- 
plore the effect of compressibility on the flow, and readily recover 
near-incompressibility, if required. 
The constitutive equation, or rheological equation of state, for a 
compressible Newtonian fluid is well known. The extra-stress ten- 
sor is given by 
S = η1 
(∇ u + ∇ u T )+ η2 ( ∇ · u ) I , (3) 
where ∇u is the velocity gradient, the superscript T denotes 
the transpose, I is the identity tensor and η1,2 are scalar coef- 
ficients. Commonly, η1 is named the (dynamic) shear viscosity 
coefficient and η2 is termed the dilatational viscosity coefficient. 
Eq. (3) is the most general constitutive equation for a Newto- 
nian fluid as it imposes no restrictions on compressibility or on 
η1,2 . Often one abides by Stokes hypothesis and sets the bulk 
viscosity κ = 
(
2 
3 η1 + η2 
)
to zero ( Gad-el-Hak, 1995 ). As stated in 
Lind and Phillips (2012) , this implies that the mean mechanical 
pressure p ∗ becomes equivalent to the thermodynamic pressure p 
in Eq. (1) and that the extra stress is trace free: 
∑ 
i S ii = 0 . How- 
ever, in this work Stokes’ hypothesis is not adopted and the most 
general form of the compressible Newtonian extra-stress tensor 
( Eq. (3) ) is retained. 
2.1. Nondimensionalisation of the governing equations 
This article employs a similar non-dimensionalisation as used 
in Lind and Phillips (2012) : distances are scaled with respect to 
initial bubble radius R , densities are scaled with respect to the 
initial bubble density ρb ,0 , pressures are scaled with respect to 
ρb ,0 V 
2 , where V is a reference speed of sound (e.g. the speed of 
sound through an ideal gas), and stresses are scaled with respect to 
ρb ,0 V 
2 . Consequently, the non-dimensional viscosities η∗ are scaled 
according to 
η∗ = η
ρb, 0 V R 
. 
A Reynolds number can be defined as Re = 1 /η∗, but it is more 
beneficial to refer to non-dimensional viscosities due to the sev- 
eral viscous parameters present in compressible models. Therefore, 
dropping the asterisks and substituting Eq. (2) into Eq. (1) , the 
non-dimensional governing equations for a compressible Newto- 
nian fluid are: the conservation of momentum 
ρ
D u 
Dt 
= −c 2 ∇ρ + ∇ · S , (4) 
the conservation of mass 
Dρ
Dt 
+ ρ∇ · u = 0 , (5) 
and the constitutive equation 
S = η1 
(∇ u + ∇ u T )+ η2 ( ∇ · u ) I . (6) 
As in Lind and Phillips (2012) , a log-density formulation is im- 
plemented where the governing equations are solved for log den- 
sity q := ln ( ρ) and a kinematic stress S := ρT . The standard and 
log-density formulations of the governing equations are physically 
equivalent, but the log-density formulation is convenient as the 
coupled mass and momentum equations become predominantly 
linear for constant kinematic viscosity ( Bollada and Phillips, 2007; 
2008 ). There are also numerical stability benefits for multiphase 
flows as potentially large density differences across interfaces are 
scaled down in magnitude when working with the log density. Ac- 
cordingly, any subsequent reference to the density or stress will 
technically refer to the log density and kinematic stress, as defined 
above. 
3. Numerical solution of the governing equations 
3.1. Time discretisation 
In this article, a semi-Lagrangian approximation of the mate- 
rial derivative is used for both the conservation of momentum 
and mass equations ( Eqs. (4) and (5) ), ( Bollada and Phillips, 2007, 
2008 ). A notable feature of the semi-Lagrangian scheme is that 
it can relieve the time step (CFL) restriction. When the semi- 
Lagrangian scheme is used in conjunction with the spectral ele- 
ment method (as is the case here), the restriction on the size of 
the time-step is due to accuracy considerations rather than stabil- 
ity ( Karniadakis and Sherwin, 2005 ). Such accuracy considerations 
can be informed by the work of Falcone and Ferretti (1998) , where 
it is shown (for the one-dimensional advection-diffusion equation 
with a finite element type method) that the overall error of semi- 
Lagrangian schemes is given by 
O 
(
t k + x 
N+1 
t 
)
(7) 
where N is the polynomial degree of the spatial approximation 
and k is the order of the backward integration step. In this article, 
we employ a first-order Lagrangian approximation of the material 
derivative: 
D u 
Dt 
≈ u 
n +1 ( x n +1 ) − u n ( x n ) 
t 
= f ( u n +1 ) , (8) 
where u n ( x ) = u ( x , t n ) is the velocity of a fluid particle x at time 
t n = n t, n = 1 , . . . , N t (where N t is the total number of time 
steps), x n = x (t n ) denotes the position of a fluid particle at time t n 
and f is the right hand side of the momentum equation. Given u n , 
we wish to solve Eq. (8) implicitly for u n +1 for each nodal point. 
Hence, in order to approximate the material derivative, the pre- 
vious position x n of the fluid particle that moves onto the nodal 
point x n +1 is required, in addition to the velocity u n +1 . In this ar- 
ticle, we employ a second-order mid-point rule to determine the 
previous position x n , which is typical for semi-Lagrangian schemes 
( Karniadakis and Sherwin, 2005 ). The velocity u n +1 and position 
x n +1 are found iteratively and further details of the algorithm used 
can be found in Lind and Phillips (2012) . Although the use of a 
higher-order semi-Lagrangian scheme is possible, it would require 
the calculation of at least two previous positions x n and x n −1 . As 
a high-order spatial approximation is employed in this article, it 
can be seen from Eq. (7) , that the overall error in the scheme is 
dominated by the backward integration step (i.e. the calculation 
of the previous position). Thus, in calculating the multiple pre- 
vious positions a compounding of the backward integration error 
could be seen. Although this error could be reduced by using a 
high-order backward integration step, it would increase the com- 
putational time for each step. Therefore, given the relatively small 
time-step O(10 −3 ) used in this article, we continue to employ 
the robust first-order scheme, successfully employed by Lind and 
Phillips (2012) . 
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To summarise, the semi-discrete governing equations (in log- 
density formulation), which will shortly be discretised in space us- 
ing the spectral element method, are given by: conservation of mo- 
mentum 
u n +1 − u n 
t 
= −c 2 ∇q n +1 + ∇ · T n +1 + ∇q n +1 · T n +1 , 
the conservation of mass 
q n +1 − q n 
t 
+ ∇ · u n +1 = 0 , 
and the constitutive equation 
T 
n +1 = μ1 
(∇ u n +1 + (∇ u n +1 ) T )+ μ2 (∇ · u n +1 )I , 
where μ1 , 2 = η1 , 2 /ρ . 
3.2. Spectral element method 
The spectral element method (SEM) was first proposed by 
Patera (1984) to extend the application of spectral methods to 
problems defined in complex geometries. SEM has the geometric 
flexibility of a finite element method (FEM) with the accuracy of 
a spectral method and therefore, in principle is similar to hp - 
FEM. It is well-known that the SEM should perform better than 
traditional finite elements both in terms of accuracy and efficiency 
provided the solution is sufficiently regular and the accepted error 
level is sufficiently stringent ( Patera, 1984 ). 
3.2.1. Weak formulation 
As stated at the beginning of this section, the whole domain 
 ⊂ R 2 contains the bubble b , the fluid layer c and the am- 
bient fluid f such that  f =  \ (b ∪ c ) . The spectral element 
method is based on solving the governing equations in their equiv- 
alent weak form. Thus, the dependent variables u , q and T are cho- 
sen from the following function spaces: 
u ∈ V := 
[
H 1 0 () 
]2 
, q ∈ Q := H 1 () , T ∈ T := 
[
H 1 () 
]2 ×2 
s 
, 
where H 1 ( ) is a Sobolev space whose elements, and their first 
weak derivatives, are in L 2 ( ) ( Adams and Fournier, 2003 ), H 1 0 () 
contains any elements of H 1 ( ) whose trace to the boundary ∂ is 
zero and 
[
H 1 () 
]2 ×2 
s 
contains all 2 × 2, symmetric tensors whose 
components are elements of H 1 ( ). Multiplying the strong form of 
the governing equations by an appropriate test function and inte- 
grating yields the following semi-discrete weak formulation: find 
( u , q, T ) ∈ V ×Q × T such that ∫ 

u − u n 
t 
· v d+ 
∫ 

T : ∇ v d = c 2 
∫ 

q ∇ · v d
+ 
∫ 

∇q · T · v d ∀ v ∈ V, (9a) 
∫ 

(
q − q n 
t 
+ ∇ · u 
)
p d = 0 ∀ p ∈ Q , (9b) 
∫ 

T : W d−
∫ 

μ1 ∇ u : ( W + W T ) d
= 
∫ 

μ2 (∇ · u ) tr ( W ) d ∀ W ∈ T , (9c) 
where tr( W ) is the trace of a tensor. 
3.2.2. Spatial discretisation 
In the spatial discretisation of the weak formulation (9) us- 
ing the spectral element method, it is necessary to choose con- 
forming discrete subspaces V N ⊂ V, Q N ⊂ Q and T N ⊂ T . The do- 
main  is divided into a number of non-overlapping, conforming, 
convex, quadrilateral spectral elements labelled α, β . The coordi- 
nates ( α, β) label each spectral element such that α = 0 , . . . , ˆ α and 
β = 0 , . . . , ˆ β . Thus, αmax = ( ˆ  α + 1) and βmax = ( ˆ  β + 1) denote the 
number of elements in the x and y directions respectively. 
Let P N ( α, β ) denote the space of all polynomials on α, β of de- 
gree less than or equal to N and define: 
P N () := 
{ 
φ : φ| α,β ∈ P N (α,β ) 
} 
The velocity, density and stress approximation spaces may then be 
defined as: 
V N := V ∩ [ P N ()] 2 , Q N := Q ∩ P N () , T N := T ∩ [ P N ()] 2 ×2 , 
(10) 
where it is understood that [ P N ()] 
2 ×2 defines each component 
of a tensor to be a member of P N () . Note that the density and 
velocity approximation space are both of degree N . While compat- 
ibility conditions for the velocity and pressure (not density) ap- 
proximation spaces are known for incompressible flow, we empha- 
size that no inf-sup stability issues have been seen in our com- 
pressible computations. Each spectral element is mapped to the 
parent domain D = [ −1 , 1] × [ −1 , 1] using a transfinite mapping, 
F , of Schneidesch and Deville (1993) , where for each point ξ = 
(ξ , ζ ) ∈ D there exists a point x = (x (ξ , ζ ) , y (ξ , ζ )) ∈ α,β , such 
that x = F ( ξ) and the vertices of α, β are given by x 1 , . . . , x 4 . The 
velocity, density and stress are approximated on each element us- 
ing Lagrangian interpolation through a select set of nodal points, 
called Gauss–Lobatto Legendre (GLL) points. In one dimension, 
the (N + 1) GLL points are roots of the polynomial (1 − ξ 2 ) L ′ N (ξ ) 
where L N is the Legendre polynomial of degree N . Therefore, the 
Lagrange interpolant can be shown to take the form 
h i (ξ ) = −
(1 − ξ 2 ) L ′ N (ξ ) 
N(N + 1) L N (ξi )(ξ − ξi ) 
(11) 
where ξ i , i = 0 , . . . , N are the GLL points. The Legendre polyno- 
mials are a subset of polynomial eigenfunctions (Jacobi polyno- 
mials) of the singular Sturm–Liouville differential operator and 
it is well known, that the expansion of a C ∞ function in terms 
of these eigenfunctions converges with spectral accuracy (expo- 
nential rates of convergence). Hence, an expansion in terms of 
the Lagrange interpolants (11) exhibits spectral properties, while 
also naturally lending itself to Gauss–Lobatto Legendre numerical 
quadrature. This is an improvement over traditional ( h -type) finite 
element methods, which exhibit algebraic rates of convergence. 
In 2D the GLL points form a (N + 1) 2 grid within each element, 
interpolation over which yields the representation of each veloc- 
ity component, stress component and density over the parent ele- 
ment 
u a (ξ , ζ ) = 
N ∑ 
i =0 
N ∑ 
j=0 
u a i, j h i (ξ ) h j (ζ ) , (12a) 
T a,b (ξ , ζ ) = 
N ∑ 
i =0 
N ∑ 
j=0 
T a,b 
i, j 
h i (ξ ) h j (ζ ) , (12b) 
q (ξ , ζ ) = 
N ∑ 
i =0 
N ∑ 
j=0 
q i, j h i (ξ ) h j (ζ ) , (12c) 
where u a 
i, j 
, T a,b 
i, j 
and q i,j are the approximations to u 
a , T a,b and q at 
each GLL point ( ξ i , ζ j ), respectively. For more details regarding the 
spectral approximation, the reader is referred to the monograph of 
Karniadakis and Sherwin (2005) . 
The integrals in the weak form (9) are approximated using the 
Gauss-Lobatto Legendre quadrature rule 
∫ 1 
−1 
∫ 1 
−1 
f (ξ , ζ ) d ξd ζ ≈
N ∑ 
i =0 
N ∑ 
j=0 
f (ξi , ζ j ) w i w j , 
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where the weights w i are chosen so that the quadrature rule 
is exact for polynomials of degree less than or equal to 2 N − 1 
( Owens and Phillips, 2002 ). The fully discrete equations are then 
obtained by inserting the variable expansions ( Eq. (12) ) into the 
weak form ( Eq. (9) ) and applying the above quadrature rule. For 
details of the full discrete system, the reader is referred to Lind and 
Phillips (2012) . 
3.3. The marker particle method 
The marker particle method is a Lagrangian scheme to track 
multiple fluid phases and interfaces. A large number of particles 
placed within the domain act as markers , providing the identity of 
the fluid at a point in time and space. The approach was first sug- 
gested by Rider and Kothe (1995) and compares favourably with 
VOF and level set methods. Particular benefits include the ab- 
sence of numerical mass diffusion and numerical surface tension, 
and the ability to handle severe topological changes with ease. 
Furthermore, the scheme is straightforward to implement and is 
very robust ( Rider and Kothe, 1995 ). It has been subsequently 
applied in Newtonian drop dynamics studies by Bierbrauer and 
Zhu (2007) and Bierbrauer and Phillips (2008) , and the bubble dy- 
namics studies of Lind and Phillips (2012 , 2013) . 
The whole domain  is filled with initially equally spaced par- 
ticles - a specified number per unit area. Every marker particle p 
is initially located at a unique position ( x p , y p ) and is assigned a 
colour, or identity, C m p defined by 
C m p = 
{
1 if particle p is in fluid m, 
0 if particle p is not in fluid m. 
(13) 
Assuming no change in phase, particles initially of fluid m will 
remain so indefinitely and will be advected with fluid m . Hence, 
the colour function for each particle satisfies the advection equa- 
tion, namely 
DC m p 
Dt 
= 0 . (14) 
Eq. (14) is ensured through the Lagrangian update of the marker 
particles. As the particles remain of fluid m , they can be assigned 
the constant material properties associated with fluid m , such as 
fluid viscosities μm . 
3.3.1. Grid to particle interpolation 
The marker particles, and hence the position of the relative 
phases, are updated using the velocities calculated on the Eule- 
rian spectral element grid. The velocities are interpolated to each 
marker particle, and the particles are advected with these veloci- 
ties according to 
u = D x 
Dt 
. 
The benefits of a spectral element formulation mean that intern- 
odal velocities can be found with ease and high accuracy using the 
Lagrange interpolant expansions ( Eq. (12a) ). Therefore, a particle 
at ( x p , y p ) can be easily and accurately assigned a velocity u ( x p , y p ) 
and hence updated in position accordingly. 
3.3.2. Particle to grid interpolation 
The material properties of the fluids, carried with the marker 
particles, need to be projected onto the grid before solving the 
governing equations for the next time step. Following Lind and 
Phillips (2012) , material properties are assigned to each GLL node 
using the following averaging process: 
φi, j = 
M ∑ 
m =1 
φm C m i, j , (15) 
where φm denotes a material constant within fluid m (for example, 
viscosity) and M the total number of separate phases/fluids. Note 
that, in this article, we have three phases; the bubble, the adjacent 
fluid layer/cell and the ambient fluid. The quantity C m 
i, j 
is known as 
the interpolated colour function at the point ( i, j ) and is given by 
C m i, j = 
∑ N p 
p=1 S(x p − x i , y p − y j ) C m p ∑ N p 
p=1 S(x p − x i , y p − y j ) 
, (16) 
where N p is the total number of particles and S is a bilinear 
weighting function given by 
S(x − x i , y − y j ) 
= 
{(
1 −
∣∣ x −x i 
x 
∣∣)(1 − ∣∣ y −y j y ∣∣) if 0 ≤ ∣∣ x −x i x ∣∣, ∣∣ y −y j y ∣∣ ≤ 1 , 
0 otherwise. 
(17) 
Also, note that, by definition 
M ∑ 
m =1 
C m i, j = 1 . 
Although C m 
i, j 
is found by summing over all particles in the do- 
main ( Eq. (16) ), only those within a square of area 4 x y con- 
tribute to determining the interpolated colour function at GLL node 
( i, j ). The interpolated colour function will be weighted towards the 
colour function ( Eq. (13) ) of the majority of particles that are in 
close proximity to point ( i, j ). Consequently, by Eq. (15) , the mate- 
rial constants will be weighted toward those of the dominant fluid 
about ( i, j ). Of course, this is important only in regions near the in- 
terface where two distinct fluid types are present. Within the bulk 
of fluid m = 1 , C 1 p = 1 whereas C 2 p = C 3 p = 0 for all particles p near 
( i, j ). So C 1 
i, j = 1 and C 2 i, j = C 3 i, j = 0 ; hence φi, j = 
∑ 3 
m =1 φ
m C m 
i, j 
= φ1 . 
We have some choice in specifying the size of the search square 
4 x y . For regular finite difference meshes, x and y are taken 
to be the regular grid spacings. However, the GLL points are un- 
equally spaced. Consequently, it seems prudent to leave the size 
of the search square as an independent parameter, which can be 
altered to suit the problem at hand, under the restriction that 
min (ξi ) ≤x, y ≤ max (ξi ) , (18) 
where ξi = | ξi +1 − ξi | , i = 0 , . . . , N − 1 is the spacing between 
consecutive GLL points. In most instances, setting the search 
lengths x, y to be an average of ξ i gives very reasonable re- 
sults. 
Note that throughout this article, we define additional marker 
particles x bot , x int , x top , which do not interact with the fluid in any 
way but are used solely to track the positions of the bottom and 
top of the bubble, as well as a point initially central on the inter- 
face between the ambient fluid and adjacent fluid layer. 
3.3.3. Particle boundary conditions 
It may be the case that particles near the boundary in the cur- 
rent time step may step outside the boundary in the next. To rem- 
edy this, the particles are simply reflected back into the domain by 
the amount at which they exceed it. This exact approach is used 
by Bierbrauer and Zhu (2007) in their finite difference study and 
by Lind and Phillips (2012) . 
3.3.4. A comment on surface tension 
Note that throughout this article, surface tension is neglected. 
Physically, when using our non-dimensionalisation with surface 
tension values based on the Definity ® (Bristol Myers Squibb Medi- 
cal Imaging, N. Billerica, MA, USA) ultrasound contrast agent (UCA) 
microbubble (see e.g. Sarkar et al., 2009 ), the Weber number is cal- 
culated as 3.6 and Capillary number is calculated as 0.12. So while 
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Fig. 2. Illustration of (a) Mesh 1; the refined region is a box local to the bubble and (b) Mesh 2; the refined region is a strip, which contains both the bubble and the 
fluid-fluid interface. 
surface tension does not dominate bubble dynamics, it is physi- 
cally significant. Its omission in this work partly results from the 
fact that surface tension has not yet been formally analysed within 
the marker particle framework: it is an open question whether the 
best approach is a particle-pairwise interaction force (mimicking 
molecular generation of surface tension, see e.g. Tartakovsky and 
Meakin, 2005 ) or a Continuum Surface Force (using the continu- 
ous colour function as devised by Brackbill et al. (1992) ). This is a 
non-trivial body of work that deserves thorough investigation and 
the authors are working on this directly. Nevertheless, the results 
herein still provide useful insights into bubble-cell dynamics, with 
the absence of surface tension allowing isolation and clear obser- 
vation of effects due to other important physics, such as viscoelas- 
ticity (see Section 6.2 ). 
4. Validation 
As is always the case for new numerical code, validation 
is required to ensure that the method works as expected. The 
SEMP method has been validated using a time-reversed rotation 
and multiphase Poiseuille flow examples which are discussed in 
Appendix C.1 and Appendix C.2 , respectively. Here, we validate 
the bubble dynamics by considering a three-phase approximation 
to a two-phase example: bubble collapse near a rigid wall. This 
is accomplished by setting the fluid layer to have a high viscos- 
ity so that it approximates the rigid wall. This setup should ob- 
tain results that are in close qualitative agreement with the two- 
phase examples published by Lind and Phillips (2012) . Through- 
out this section, let  = [0 , 10] 2 contain an initially circular bub- 
ble, with radius R = 1 and centre ˆ x = (5 . 0 , 2 . 2) and a fluid layer 
c = [0 , 10] × [0 , 1] . We use the same parameters as those chosen 
by Lind and Phillips (2012) ; the bubble has density q b, 0 = ln ρb, 0 = 
0 and viscosity μb = 10 −5 , while the ambient fluid has density 
q f, 0 = ln (4) and viscosity μ f = 10 −2 . The fluid layer density is 
given by q c, 0 = q f, 0 whilst the viscosity is μc = 10 3 . The simula- 
tions were run until T = 10 with a time step length t = 5 × 10 −3 . 
The mesh used in this section is the same as the one used by 
Lind and Phillips (2012) and is depicted in Fig. 2 a, where N = 8 , 
αmax = βmax = 9 . The initial configuration of this test case is shown 
in Fig. 3 a. 
Fig. 3 b illustrates the colour function at the end of the simu- 
lation t = T = 10 . Clearly, a broad jet has formed which impinges 
on the fluid layer and pushes the bubble contents out towards 
the side walls. Even though the viscosity of the fluid layer is very 
high, the centre of the fluid layer interface does move slightly up- 
wards as the simulation progresses. Nevertheless, the results are in 
good qualitative agreement with the two-phase results of Lind and 
Phillips (2012) depicted in Fig. 3 c. 
5. Numerical investigation 
This section is dedicated to the numerical investigation of the 
collapse of a gas-filled bubble near a fluid-fluid interface with a 
rigid backing, where both the ambient fluid and the fluid layer are 
Newtonian. As mentioned in the introduction, the SEMP method 
was developed for flows with small to moderate Reynolds num- 
ber, or equivalently, when the density difference across phases is 
small. To the authors’ knowledge, these are the only results (ex- 
perimental or numerical) for low inertia bubble collapse near a 
fluid-fluid interface backed by a rigid wall. In the interests of clar- 
ifying the effect of key parameters on dynamics, this section fo- 
cuses primarily on the effect of viscosity, and accordingly omits 
any effects due to applied ultrasound, buoyancy or surface tension. 
In the Appendix A , we demonstrate that the bubble dynamics do 
not change under a p -refinement over a reasonable physical time 
( O (1) time units). Here, we consider variations in both the ambient 
fluid viscosity and the fluid layer viscosity by separating the results 
into two parts: when the ambient fluid viscosity is less than the 
fluid layer viscosity, μf < μc and vice-versa, μf > μc . Finally, we 
consider the influence the rigid backing has on the collapse. 
Throughout this section, the domain  = [0 , 10] × [0 , 10] con- 
tains a gas-filled bubble, b , and a fluid layer, c , so that the 
ambient fluid occupies the domain  f = \ (b ∪ c ) . With the 
exception of Section 5.3 , the bubble centre is positioned at x¯ = 
(5 , 2 . 2) with an initial radius R = 1 . The bubble’s contents are 
modelled as a compressible fluid with log-density q b, 0 = 0 and a 
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Fig. 3. Colour function at (a) the beginning, (b) the end of the simulation and (c) two-phase results of Lind and Phillips (2012) (reprinted with permission from the authors). 
constant viscosity μb = 1 × 10 −5 . The fluid layer occupies the do- 
main c = [0 , 10] × [0 , h ] , where a height h = 1 is assumed in all 
subsections except Section 5.3 , and has the same density as the 
ambient fluid, i.e. q c, 0 = ln (4) = q f, 0 . The time step length is given 
by t = 5 × 10 −3 . Note that c¯ 2 = 10 0 0 . 
5.1. Ambient fluid viscosity less than fluid layer viscosity 
In this section we consider the case where the ambient fluid 
viscosity is less than the viscosity of the fluid layer. In this section 
we restrict ourselves to the time period t = 0 , . . . , 0 . 5 , because, as 
indicated in Appendix A , the most interesting dynamics seem to 
occur within this period. 
Fig. 4 a–k (left column) illustrate the colour function, and spe- 
cific velocity streamlines, at times t = 0 . 04 , 0 . 08 , 0 . 12 , 0 . 16 , 0 . 2 and 
0.5 for material parameters μ f = 10 −3 and μc = 10 −1 . All the 
streamlines depicted in this section, and later in the article, were 
chosen during post-processing using Tecplot. The initial configura- 
tion is the same as depicted in Fig. 3 a. At t = 0 . 04 , the velocity 
streamlines clearly illustrate that the bubble has collapsed spher- 
ically, drawing the fluid-fluid interface upwards to the bubble. It 
will be shown later, that this initial collapse phase is controlled 
primarily by the pressure difference between the bubble and ambi- 
ent fluid, with very little dependence on viscosity. The bubble then 
goes through an expansion phase which can be seen at t = 0 . 08 
where the velocity streamlines clearly illustrates a tapering motion. 
This expansion pushes the centre of the fluid-fluid interface down- 
wards slightly before the bubble is elongated towards the fluid- 
fluid interface (as a result of the tapering motion), which can be 
seen at t = 0 . 12 . This elongation is commonly seen in bubble cav- 
itation problems and may be accompanied by jet formation. No 
jet is seen here, however, due to rapid equilibration of pressures 
inside and outside the bubble after the initial collapse. The elon- 
gation of the bubble occurs due to a Bjerknes-style migration of 
the bubble (towards the more rigid layer). This migration causes 
the layer to compress slightly and then rebound, flattening the un- 
derside of the bubble at t = 0 . 16 and 0.2. From then on, the bub- 
ble dynamics approach a steady state, with no significant temporal 
change in dynamics. Small perturbations can be seen in the bub- 
ble surface at t = 0 . 5 (and more clearly in Fig. 5 a). As mentioned, 
these arise due to an absence of surface tension, but may evolve 
into un-physical flow features at later times as their small scale is 
under-resolved by the grid. For larger viscosity values, these per- 
turbations are dampened entirely (see Fig. 5 ) with long-term sta- 
bility evident, as demonstrated in Fig. A21 a. 
Fig. 4 b–l (right column) illustrate contours of the stream- 
line normal stress at times t = 0 . 04 , . . . , 0 . 5 . This stress is de- 
fined as the component of the Cauchy stress parallel to instan- 
taneous streamlines, and provides a geometrically invariant mea- 
sure of the normal stress in the direction of the flow ( Bollada and 
Phillips, 2008 ). It is clear that the majority of normal stress oc- 
curs in the fluid layer region. In this article, we do not include the 
action of external forces such as gravity and therefore, the evolu- 
tion of normal stress is caused solely by the bubble dynamics. At 
t = 0 . 04 , a localised peak normal stress can be seen in the cen- 
tral bump in the fluid-fluid interface, before spreading throughout 
the fluid layer. Although this stress seems to dissipate as the sim- 
ulation progresses, the fact that the stress is largest and highly lo- 
calised in the early stages of dynamics has potential implications 
in biomedicine: if the fluid layer represents a cell or tissue layer, 
depending on the mechanical properties and biological response, 
this could be indicative of regions of damage or even cell death. It 
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Fig. 4. Illustration of colour function with velocity streamlines (left column) and streamline normal stress (right column), for μ f = 10 −3 , μc = 10 −1 at times t = 0 . 04 , . . . , 0 . 5 . 
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Fig. 4. Continued 
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Fig. 5. Colour function for μ f = 10 −3 , 10 −2 , 10 −1 , μc = 1 . 0 when t = 0 . 5 . 
Fig. 6. Colour function with velocity streamlines for μ f = 10 −1 , μc = 10 −3 for t = 0 . 2 , 0 . 5 , 10 . 
is also evident that, as the simulation progress, the largest magni- 
tudes of stress are seen at the rigid wall. We investigate the influ- 
ence of the rigid wall later in the article, but note this may have 
significant implications for bubble cleaning processes (if the fluid 
layer were to be a model of some unwanted material deposit or 
contaminant). 
5.2. Ambient fluid viscosity greater than fluid layer viscosity 
In this section, we assume that the viscosity of the ambient 
fluid is greater than the viscosity of the fluid layer. Fig. 6 illustrates 
the colour function, and specific velocity streamlines, at times 
t = 0 . 2 , 0 . 5 , 10 . 0 for material parameters μ f = 10 −1 and μc = 10 −3 
(which are the opposite of the previous section). Plots of the colour 
function at times t = 0 . 04 , . . . , 0 . 16 have not been included as the 
motion of the bubble is remarkably similar to the previous section 
and therefore, the discussion for these times will not be repeated 
here. In the previous section, a near-steady state was attained (at 
t ≈ 0.2) where only small oscillations and migrations of the bub- 
ble were seen, but surface perturbations were visible due to small 
viscosities. Here, however, the bubble shape remains smoother at 
t = 0 . 2 and t = 0 . 5 due to the larger ambient viscosity and con- 
sequently, as discussed in the Appendix A , the simulation is able 
to run for much longer times. Fig. 6 c illustrates the colour func- 
tion at the later time of t = 10 . It is clear that the fluid-fluid in- 
terface is continuing to push upwards into the bubble after its re- 
bound; after all it now has a lower viscosity and better retains its 
momentum, initially generated by the bubble collapse in the ear- 
lier stages. It is clear from the velocity streamlines, that small vor- 
tices are created inside the bubble and also inside the fluid layer. 
Brujan et al. (2001) demonstrated that when a laser-generated cav- 
itation bubble collapses near an elastic material (inertia dominated 
collapse), an ejection of the elastic material into the ambient fluid 
can be seen. A similar phenomenon is seen here, however due to 
the lower amount of inertia in these examples, the jet-like growth 
of the fluid-fluid interface does not pierce the bubble. 
Fig. 7 a illustrates contours of the streamline normal stress at 
times t = 0 . 04 , 0 . 08 , 0 . 12 , 10 . At t = 0 . 04 , a relatively large amount 
of normal stress appears radially around the bubble as it collapses. 
This normal stress clearly dissipates outwards at t = 0 . 08 during 
the bubble expansion phase. However, note that there is a build 
up of normal stress between the bubble and the layer which again 
may have implications for cavitation erosion. Also notice that, as 
the simulation progresses, the normal stresses then dissipate out- 
wards and partly into the fluid layer while decreasing in magni- 
tude. Fig. 7 d illustrates the normal stresses that are found at time 
t = 10 . There is evidence of stress build-up on either side of the 
crest at the fluid-fluid interface. These stresses accompany the fluid 
mechanical motion that drives the interface upward. They are in- 
dicative of the retarding effect of the ambient fluid on the upwards 
jet, and also limit any possible penetration of the nearby bubble. 
It is expected that increasing the viscosity of the layer would 
decrease the height of the fluid-fluid interface at t = 10 . Indeed, 
this is illustrated in Fig. 8 . As the dynamics are dominated by the 
pressure difference between the bubble and ambient fluid, the ef- 
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Fig. 7. Streamline normal stress for μ f = 10 −1 , μc = 10 −3 for t = 0 . 04 , 0 . 08 , 0 . 12 , 10 . 
Fig. 8. Colour function for μc = 10 −3 , 10 −2 , 10 −1 , μ f = 1 . 0 when t = 10 . 
fect of varying viscosity is quite small, but still noticeable, with 
decreased deformation in both the interface and the bubble seen 
for μc = 10 −1 . 
5.3. Fluid layer height investigation 
This section is concerned with a numerical study of the in- 
fluence of the rigid wall which backs the fluid layer. Analogous 
to the previous section, the domain  = [0 , 10] × [0 , 10] contains 
a gas-filled bubble, b , and a fluid layer, c , so that the am- 
bient fluid occupies the domain  f =  \ (b ∪ c ) . The bubble 
centre is positioned at x¯ (which varies depending on the layer 
height) with an initial radius R = 1 . The bubbles contents are mod- 
elled as a compressible fluid with log-density q b, 0 = 0 and a con- 
stant viscosity μb = 1 × 10 −5 . The fluid layer occupies the domain 
c = [0 , 10] × [0 , h ] (where the height is given by h = 0 . 3 , 5 . 0 ) and 
has the same density as the ambient fluid, i.e. q c, 0 = ln (4) = q f, 0 . 
The time step length is given by t = 5 × 10 −3 . We separate our 
results into two parts: when the ambient fluid viscosity is less than 
the layer viscosity and vice-versa. 
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Fig. 9. Illustration of the colour function with velocity streamlines at t = 0 . 08 (top row), density contour at t = 0 . 04 (middle row) and streamline normal stress at t = 0 . 08 
(bottom row) for μ f = 10 −3 , μc = 10 −1 with the fluid-fluid interface at heights h = 0 . 3 , 5 . 0 . 
5.3.1. Ambient fluid viscosity less than fluid layer viscosity 
Throughout this subsection, we let μ f = 10 −3 and μc = 10 −1 . 
A comparison of the colour function, density and streamline nor- 
mal stress for the two cell heights quoted above, is considered. The 
density is plotted in place of the fluid pressure, on the understand- 
ing that the two are equivalent to within a multiplicative constant 
through the linear equation of state (2) . By choosing a small and a 
large fluid layer height, h , we can easily assess the influence of the 
rigid wall backing the layer. 
Fig. 9 a and b illustrate a comparison of the colour function (and 
specific velocity streamlines) at interface heights h = 0 . 3 and 5.0. 
The plots are taken at time t = 0 . 08 as the majority of the dy- 
namics occur early on the simulation. The difference in the bub- 
ble shape at the different heights is immediately obvious. At the 
smaller height, Fig. 9 a, the bubble elongates towards the rigid wall 
where the velocity streamlines clearly illustrates a tapering motion 
(this behaviour was seen in the previous sections; see for example, 
Fig. 4 c). Whilst at the larger height, Fig. 9 b, the bubble collapses 
spherically as can be seen from the velocity streamlines. The rea- 
son for the substantial difference in bubble shapes can be imme- 
diately seen in the corresponding density contours illustrated in 
Fig. 9 c and d. Fig. 9 c shows that there is a region of lower pressure 
on the rigid wall in the region directly beneath the bubble. Due 
to the absence of buoyancy and surface tension, the pressure gra- 
dient is the driving force for the bubble elongation and migration 
towards the wall. On the other hand, at a greater height, Fig. 9 d 
shows that the region of low pressure is contained in an annulus 
around the bubble, which dissipates outwards as the simulation 
progresses; meanwhile the bubble continues near-spherical oscil- 
lations of decreasing amplitude. Clearly, the fluid layer thickness is 
sufficiently large so as to minimise any effect of the wall on the 
bubble. 
Fig. 9 e and f illustrate the streamline normal stress at time 
t = 0 . 08 for heights h = 0 . 3 and 5.0, respectively. It is evident from 
Fig. 9 e, that the normal stress is highest on the rigid wall, gener- 
ated by the no-slip condition. This stress dissipates outwards along 
the rigid wall as the simulation progresses. For h = 5 . 0 , Fig. 9 f il- 
lustrates that the stress dissipates outwards in concentric circles in 
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Fig. 10. Colour function with velocity streamlines for μ f = 10 −1 , μc = 10 −3 at t = 7 . 0 with the fluid-fluid interface at heights h = 0 . 3 , 5 . 0 . 
Fig. 11. Streamline normal stress contour for μ f = 10 −1 , μc = 10 −3 at t = 0 . 08 with the fluid-fluid interface at heights h = 0 . 3 , 5 . 0 . 
a manner similar to the density/pressure, but with notably larger 
magnitudes found within the fluid layer. This is expected as the 
fluid layer is of a larger viscosity (by some two orders of magni- 
tude). 
5.3.2. Ambient fluid viscosity greater than fluid layer viscosity 
Following on from the previous subsection, we swap viscosi- 
ties and let μ f = 10 −1 and μc = 10 −3 . It was illustrated in an ear- 
lier section, that the increased ambient fluid viscosity increases 
the lifetime of the bubble. Therefore, Fig. 10 a and b illustrate the 
colour function at time t = 7 . 0 at interface heights 0.3 and 5.0, re- 
spectively. Immediately, one sees the effect the rigid wall has on 
the fluid-fluid interface and bubble shape. At a height of h = 0 . 3 , 
a jet forms in the fluid-fluid interface which is more rounded and 
elongated than at a height of h = 5 . 0 . The fluid-fluid interface, at 
h = 0 . 3 , penetrates a little further into the bubble when compared 
to the h = 5 . 0 case, most likely due to the increased pressure build 
up (and subsequent rebound driving force) in the smaller layer of 
fluid. Consequently, at the smaller height, the bubble can be seen 
to bend around the fluid-fluid interface much more significantly 
when compared to the larger height. It is known that when a bub- 
ble oscillates near a neighbouring cell, microstreaming is produced 
in the surrounding fluid ( Wu, 2002 ). This microstreaming can be 
clearly seen in Fig. 10 a and b. However, we note that there is very 
little production of shear stress associated with these microstreams 
due to their relative magnitude being small ≈ O(10 −2 ) . 
In order to draw comparisons with the previous section, the 
streamline normal stress at time t = 0 . 08 is now considered. We 
do not consider comparisons for the colour function or density as 
results are found to be near-identical to the previous section for 
t ≤ 0.08. Fig. 11 a and b illustrate the streamline normal stress at 
interface heights 0.3 and 5.0, respectively, for time t = 0 . 08 . Com- 
pared to the previous section, the largest build up stress is now 
seen in the ambient fluid. It is clear from Fig. 11 a that there is a 
small build up of normal stress on the fluid-fluid interface which 
has possible implications for cell functionality, if the thin layer 
is representative of a thin cell layer. However, the same localised 
build-up is not clearly seen in Fig. 11 b where the stress once again 
dissipates in concentric circles, but with magnitudes larger in the 
ambient fluid than the adjacent fluid layer. Note that we have not 
included plots of the normal stress contours at t = 7 because the 
stress is of negligible magnitude at this time for both heights. 
6. Towards single cell-bubble interaction for sonoporation 
One of the many applications of bubble dynamics is non- 
invasive and targeted drug delivery via sonoporation ( Hernot and 
Klibanov, 2008; Lentacker et al., 2014; Wu and Nyborg, 2008 ). 
Drug-laden encapsulated microbubbles may be injected as a bub- 
bly solution into the body, with ultrasound (applied at a desired 
location) acting to burst the bubbles and deliver the drug to the 
target site. Under the action of ultrasound, the bubble can collapse 
in two ways: so-called inertial (unstable) and non-inertial (stable) 
cavitation. The high speed liquid jet that tends to form in inertial 
cavitation may perforate the nearby cell (producing a pore in the 
cell membrane) and transport the drug into the cell through the 
perforation. It is not clear under what circumstances that the dam- 
age to the cell by the high speed liquid jet is usually repairable. 
Experiments by Hu et al. (2013) , show that if the jet produces a 
high amount of cell perforation with a large pore size, then the 
cell will not repair itself. In contrast, non-inertial cavitation can 
be sustained at lower ultrasound intensities, causing the bubble 
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Fig. 12. (a) Example of Mesh 3 with N = αmax = βmax = 8 ; refined region is a box containing both the bubble and the cell. (b) Initial configuration. 
to oscillate but not burst or produce a high speed jet. At these 
lower intensities, several mechanisms have been proposed which 
may enable drug uptake into the cell ( Lentacker et al., 2014 ). It is 
possible that the oscillations of the bubble produce a pore in the 
cell membrane through the exertion of fluid mechanical stresses 
on the cell interface formed by the associated microstreaming flow 
( Wu, 2002 ). It is also possible that the bubble would migrate into, 
or directly push upon, the nearby cell due to the acoustic forcing 
( Lentacker et al., 2014 ). The above mechanical actions are in ad- 
dition to biological processes where drug uptake may be achieved 
through endocytosis (the process by which cells absorb external 
molecules by engulfing them in their cell membrane). It is un- 
known which method produces the greater volume of drug de- 
livery into the cell, but numerical simulations, such as those pre- 
sented here, may offer important physical insights. 
The results presented previously in this article, assume that the 
bubble is small in diameter in comparison to an adjacent fluid 
layer, which may model a large (locally flat) cell or a contami- 
nant layer to be removed via microbubble cleaning. The diameter 
of cells in the human body can vary significantly, as can the diam- 
eter of microbubbles. For example, typically the diameter of an en- 
capsulated microbubble used in conjunction with ultrasound, can 
vary between 1 − 10 µm ( Cock et al., 2015 ). Therefore, this section 
presents the interaction between a bubble and a full suspended 
cell, where the two have similar spatial dimensions. 
It was shown in the previous sections, that the interaction be- 
tween the rigid wall and the bubble is dominant over the bubble- 
cell interaction. Therefore, our domain is chosen to be sufficiently 
large to negate any wall effects. Let  = [0 , 20] × [0 , 20] and as- 
sume that the bubble is situated directly on top of the cell where 
the centre point between the cell and the bubble is placed in 
the centre of the domain. The initial configuration is illustrated 
in Fig. 12 b and the associated mesh is depicted in Fig. 12 a below. 
The mesh parameters are: N = 10 , αmax = 12 , βmax = 12 . Initially, 
the adjacent cell will be modelled as a Newtonian viscous drop 
Table 1 
Dimensional and non-dimensional parameters used in this section. 
Dimensional Non-dimensional 
Radius Bubble R b, 0 = 10 −6 R ∗b, 0 = 1 
Cell R c, 0 = 1 . 5 × 10 −6 R ∗c, 0 = 1 . 5 
Density Bubble ρb, 0 = 1 ρ∗b, 0 = 1 
Fluid ρ f, 0 = 0 . 2 ρ∗f, 0 = 0 . 2 
Cell ρc, 0 = 0 . 2 ρ∗c, 0 = 0 . 2 
Dynamic Viscosity Bubble ηb, 0 = 10 −5 η∗b, 0 = 0 . 033 
Fluid η f, 0 = 10 −4 η∗f, 0 = 0 . 333 
Cell ηc, 0 = 10 −3 η∗c, 0 = 3 . 333 
Kinematic Viscosity Bubble μb, 0 = 10 −5 μ∗b, 0 = 0 . 033 
Fluid μ f, 0 = 5 × 10 −4 μ∗f, 0 = 1 . 665 
Cell μc, 0 = 5 × 10 −3 μ∗c, 0 = 16 . 665 
Speed of Sound c¯ 0 = 1500 c¯ ∗0 = 5 
( Section 6.1 ). However, in reality, cells will exhibit viscoelastic be- 
haviour due to the various microstructures that are present in the 
cell’s interior. Therefore, we also consider a viscoelastic fluid ap- 
proximation of the adjacent cell in Section 6.2 . 
6.1. Newtonian fluid 
The dimensional and non-dimensional parameters used in this 
section are given in Table 1 . To calculate the non-dimensional 
parameters, we employ the same scaling as given earlier in 
Section 2.1 where the initial bubble radius R = 1 µm , initial bub- 
ble density ρb, 0 = 1 kg ·m −3 ( ⇒ q b, 0 = 0 ) and the reference speed 
of sound V = 3 × 10 2 ms −1 (the speed of sound through the air 
phase). The bubble, fluid and cell viscosities are of the (approxi- 
mate) orders typically found for air, blood plasma and a red blood 
cell’s haemoglobin solution (see e.g. McClain et al., 2004 ), respec- 
tively. Note that the speed of sound parameter is taken to be 
c¯ 0 = 1500 ms −1 . 
Figs. 13 –16 illustrate the colour function (with velocity stream- 
lines), density contour, streamline normal and shear stresses at 
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Fig. 13. Illustration of the colour function with velocity streamlines, density contour, streamline normal and shear stresses at time t = 0 . 1 . 
times t = 0 . 1 , 0 . 2 , 0 . 3 , 0 . 5 , respectively. In contrast to the previous 
sections, we wish to simulate an initial expansion phase (the likes 
of which would be seen when a bubble responds to a ultrasound 
wave trough). Thus, the initial density (and therefore, initial pres- 
sure) inside the bubble is taken to be larger than the density in 
the ambient fluid so that the bubble expands initially ( Fig. 13 a). 
The initial expansion, releases an approximately spherical pressure 
wave ( Fig. 13 b), into the surrounding fluid which dissipates fairly 
rapidly. This pressure wave induces a high in magnitude stream- 
line normal stress at the top of the cell ( Fig. 13 c). As the bubble 
expands, it pushes into the nearby cell which causes a flattening of 
both the cell and the bubble, which can clearly be seen in Figs. 14 a, 
15 a and 16 a. At later times, the gap between the bubble and cell 
increases slightly due to the continuing expansion of the bubble 
pushing the cell downwards. As a result of the bubble expansion 
into the nearby cell, a region of high pressure develops, and per- 
sists, at the bottom of the bubble and top of cell surface ( Figs. 14 b, 
15 b and 16 b). This persistent high pressure is reflected in the high 
normal stress region at the cell interface ( Figs. 14 c, 15 c and 16 c) 
which is sustained for the whole simulation, even as the normal 
stress elsewhere begins to spread and dissipate around the cell 
surface. Due to the normal stress being concentrated at a specific 
location in the cell, it could have potentially negative implications 
for cell functionality. 
It is well known that during stable cavitation the oscillations 
of the bubble induce so-called microstreaming local to the bub- 
ble (see e.g. Lentacker et al., 2014; Wu, 2002 ). This microstream- 
ing produces a shear stress (as well as a normal stress) on the
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Fig. 14. Illustration of the colour function with velocity streamlines, density contour, streamline normal and shear stresses at time t = 0 . 2 . 
membrane of the cell. Fig. 13 d illustrates the build up of stream- 
line shear stress on the fluid-cell interface. This shear stress is pro- 
duced by the velocity field bending around the fluid-cell interface 
as can be seen in Figs. 15 a and 16 a. Figs. 15 d and 16 d illustrate 
that the shear stress spreads around the fluid-cell interface from 
towards the top of the cell to the middle, implying that a cavitat- 
ing bubble can have a global effect on the cell. Leow et al. (2015) , 
showed that so-called blebbing (a term used to describe a local dis- 
tortion in the membrane of a cell) occurred, not only at the sono- 
poration site (e.g. the site of jet impact - inertial cavitation) but 
also along the membrane periphery. It was concluded that bleb- 
bing at the impact site may be involved in the cell’s repair process 
but no reasons are offered for the additional blebbing found along 
the membranes periphery. Leow et al. (2015) do indicate that non- 
local blebbing is quite likely, given that the actin cytoskeleton (a 
fibrous network in the interior of a cell which is connected to the 
cell membrane) is disrupted (see e.g. Chen et al., 2014 ). The results 
presented here illustrate spreading of both the normal and shear 
stresses along the cell membrane: a phenomenon purely hydrody- 
namical in nature. This raises the possibility that the hydrodynam- 
ical spreading of normal and shear stresses is the key mechanism 
in creating non-localised blebbing (and also non-local disruption of 
the actin cytoskeleton close to the cell membrane), rather than any 
biochemical cell response. 
6.2. Viscoelastic fluid 
In this section, we approximate the cell as a viscoelastic fluid; 
specifically an Oldroyd B fluid so that the extra-stress tensor 
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Fig. 15. Illustration of the colour function with velocity streamlines, density contour, streamline normal and shear stresses at time t = 0 . 3 . 
( Eq. (3) ) can be supplemented by an additional term describing 
the polymeric stress contribution τ , where the polymeric stress 
satisfies an additional constitutive law. The Oldroyd-B viscoelastic 
model is a natural choice due to its simplicity and previous usage 
within the compressible SEMP framework ( Lind and Phillips, 2013 ). 
Thus, Eq. (3) becomes: 
S = ηs 1 
(∇ u + ∇ u T )+ ηs 2 ( ∇ · u ) I + τ, (19) 
where the polymeric stress τ satisfies a constitutive equation of 
(compressible) upper-convected Maxwell (UCM) type: 
τ + λ1 
(
▽ 
τ + (∇ · u ) τ
)
= ηp 
1 
(∇ u + ∇ u T ) (20) 
where the superscripts s and p denote the solvent and polymeric 
viscosities, respectively, and λ1 denotes the characteristic relax- 
ation time. The symbol 
▽ · denotes the upper-convected derivative 
and is defined by 
▽ 
τ = D τ
Dt 
− (∇ u ) τ − τ(∇ u T ) (21) 
Note that when ηs 1 = ηs 2 = 0 , the Olroyd-B model reduces to an 
upper-convected Maxwell (UCM) model. Employing the same non- 
dimensionalisation as that used in Section 2.1 , introduces the 
Weissenberg number, 
Wi := λ1 V 
R 
(22) 
as a non-dimensional measure of the fluid elasticity, for a given re- 
laxation time. The numerical computation of viscoelastic fluids ex- 
hibits instabilities at high Weissenberg number (known as the high 
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Fig. 16. Illustration of the colour function with velocity streamlines, density contour, streamline normal and shear stresses at time t = 0 . 5 . 
Weissenberg number problem). However, no stabilitisation tech- 
niques are employed in this article. The non-dimensional consti- 
tutive equation for the polymeric stress is then given by 
τ + Wi 
(
▽ 
τ + (∇ · u ) τ
)
= ηp 
1 
(∇ u + ∇ u T ) (23) 
For further information regarding the viscoelastic constitutive 
equation given in Eq. (20) , and its equivalent log-density formu- 
lation, the reader is referred to Lind and Phillips (2013) . 
In this section, the non-dimensional parameters for the bub- 
ble, ambient (Newtonian) fluid and solvent (Newtonian) contribu- 
tion to the viscoelastic cell, are the same as those given in Table 1 . 
The non-dimensional parameters for the polymeric contribution to 
the viscoelastic cell are given by: μp 
c, 0 = 1 (kinematic polymeric 
viscosity) and Wi c, 0 = 10 (Weissenberg number). Given values for 
cell elasticity quoted in the numerical study of Khismatullin and 
Truskey (2004) (where the values were taken from experiments), 
we choose a Weissenberg number close to the largest allowed by 
the method before the high Weissenberg numerical instability de- 
stroys the solution. 
Figs. 17 –20 illustrate the streamline polymeric normal stress and 
streamline polymeric shear stress at times t = 0 . 1 , . . . , 0 . 5 . Note 
that the colour function, density contours, streamline solvent nor- 
mal and shear stresses are omitted here as they are near-identical 
to the Newtonian case depicted in Section 6.1 . Analogous to the 
previous section (see e.g. Fig. 13 b), the initial expansion releases an 
approximately spherical pressure wave, into the surrounding fluid 
which dissipates fairly rapidly. Fig. 17 a and b illustrate the stream- 
line polymeric normal and shear stresses, respectively, at t = 0 . 1 . 
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Fig. 17. Illustration of the streamline polymeric normal and shear stresses at time t = 0 . 1 . 
Fig. 18. Illustration of the streamline polymeric normal and shear stresses at time t = 0 . 2 . 
For the choice of polymeric viscosity and Weissenberg number 
studied here, the magnitude of the normal and shear stresses are 
much smaller in Fig. 17 a and b when compared to their Newtonian 
equivalents ( Fig. 13 c and d). 
Once again, similar to the Newtonian case, as the bubble ex- 
pands, it pushes into the nearby cell which causes a flattening 
of both the cell and the bubble (see e.g. Figs. 14 a, 15 a and 16 a). 
Similar to Section 6.1 , at later times the gap between the bubble 
and cell increases slightly due to the continuing expansion of the 
bubble pushing the cell downwards. As a result of the bubble ex- 
pansion into the nearby cell, a region of high pressure develops, 
and persists, at the bottom of the bubble and top of cell surface 
( Figs. 14 b and 15 b). It can be seen from Figs. 18 a, 19 a and 20 a that 
the highest magnitude of streamline normal stress occurs in a thin 
layer just inside the fluid-cell interface. Additionally, it can be seen 
that the normal stress spreads more evenly throughout the whole 
cell as the simulation progresses. Indeed, the presence of elastic- 
ity results in a more evenly distributed stress being sustained in 
the cell, resembling behaviour that might be expected from a con- 
nected internal micro-structure. 
It was shown in the Newtonian case previously, that a stream- 
line solvent shear stress develops close to the fluid-cell interface as 
a result of bending velocity streamlines (see e.g. Fig. 13 d). A similar 
effect is demonstrated in the streamline polymeric shear stress as 
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Fig. 19. Illustration of the streamline polymeric normal and shear stresses at time t = 0 . 3 . 
Fig. 20. Illustration of the streamline polymeric normal and shear stresses at time t = 0 . 5 . 
illustrated in Fig. 17 b. Although, initially very small in magnitude 
O(10 −3 ) , the magnitude increases as the simulation progresses. 
Also note that similar to the previous Newtonian case, Figs. 18 b, 
19 b and 20 b illustrate that the shear stress spreads around the 
fluid-cell interface as the simulations progresses. However, we note 
that the stress is much thinner and therefore, much more concen- 
trated on (or close to) the fluid-cell interface. Once again, the non- 
local action of (polymeric) normal and shear stresses support the 
possibility that the non-localised blebbing phenomena ( Leow et al., 
2015 ) is hydrodynamical in origin. 
7. Conclusions and future work 
In this article, we have extended the spectral element marker 
particle (SEMP) method to incorporate a third-phase. The full com- 
pressible, two-dimensional governing equations are solved using 
the spectral element method, whilst the three fluid phases are 
tracked using the marker particle method - a scheme that bears a 
strong resemblance to VOF methods. The marker particle method 
was validated using a time-reversed rotation (see Appendix C.1 ), 
where it was evident that the method exhibited approximately lin- 
ear convergence with respect to increasing marker particle density. 
A satisfactory result given the highly complex three-phase distor- 
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tion observed. The SEMP method was then validated on two exam- 
ples: a three-phase steady-state Poiseuille flow example (see the 
Appendix C.2 ) and bubble collapse near a highly viscous fluid-layer 
(which approximates a rigid wall). For the Poiseuille flow exam- 
ple, good qualitative agreement could be seen between the analyt- 
ical and computed velocity solutions. However, the v component 
of the velocity field contained non-zero components which were 
attributed to an unavoidable smoothing error, present due to the 
continuous (smoothed) material parameters across the fluid-fluid 
interfaces. Nevertheless, a reasonable value of the maximum norm 
error between the analytical and computed velocity was given af- 
ter long simulation times. The three-phase bubble collapse near 
a highly viscous fluid-layer gave good qualitative agreement with 
the two-phase bubble collapse near a rigid wall case presented by 
Lind and Phillips (2012) . 
A numerical investigation of low-inertia bubble collapse backed 
by a rigid wall was then presented. In the Appendix A , it was 
illustrated that SEMP exhibited mesh independence (under p - 
refinement) for reasonable time-scales ( O (1) time units). A numer- 
ical study of the influence of viscosity was then undertaken, with 
various values and combinations considered, including cases when 
the ambient fluid viscosity is greater than the fluid layer, and vice 
versa. When the ambient fluid viscosity is less than the fluid layer 
viscosity, a localised peak normal stress was seen in the central 
bump of the fluid-fluid interface. The fact that the normal stress 
is localised has potential implications for cell functionality. When 
the ambient fluid viscosity is greater than the fluid layer viscosity, 
the simulation remained stable for larger computational times. At 
larger times, the fluid layer continued pushing upwards into the 
bubble as a result of better momentum retention in the layer. At 
these later times, there was evidence of stress build up on ei- 
ther side of the crest of the fluid-fluid interface. These stresses 
are indicative of a retarding effect of the ambient fluid on the up- 
wards motion of the fluid-fluid interface. Voritces were shown to 
be present in the fluid layer at these later times. An investigation 
of the height between the fluid-fluid interface and the rigid wall 
which backs the fluid-cell was then presented. It was shown that 
the bubble collapsed spherically at greater interface heights from 
the rigid wall as result of the reduced interaction between the bub- 
ble and the rigid wall. 
A (simplified) bioengineering example was considered, where a 
bubble was placed near a cell. The cell was approximated first as 
a Newtonian viscous drop and then as an Oldroyd B viscoelastic 
fluid. The viscous drop was assumed to have material parameters 
typical of air, blood plasma and a red blood cell haemoglobin so- 
lution. A region of high pressure developed at the cell surface as a 
result of the interaction between the cell and bubble, and this per- 
sisted for the duration of the simulation. Initially, a high amount of 
normal stress was seen to build up at the top of the cell and this 
then spread out along the cell interface. Similar behaviour was also 
seen for the shear stress where the shear stress is caused by the 
bending of velocity streamlines around the cell. The polymeric nor- 
mal stress, although lower in magnitude than the solvent counter- 
parts, spreads more evenly throughout the interior of the cell illus- 
trating behaviour expected of the internal cell microstructure. The 
polymeric shear stress was seen to spread out along the cell in- 
terface in a much thinner layer than the solvent counterpart. The 
fact that the normal and shear stresses spread out along the cell 
interface is a potential reason for the non-localised blebbing phe- 
nomenon seen as a cell membrane recovers post bubble/ultrasound 
interaction ( Leow et al., 2015 ). 
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Appendix A. Mesh choice 
A p -refinement study of Mesh 2 (depicted in Fig. 2 b) is under- 
taken for a bubble placed near a fluid layer. Similarly to Section 4 , 
the simulation is run until t = T = 10 with a time step length 
t = 5 × 10 −3 . 
For viscosities μ f = 10 −1 , μc = 1 . 0 , the mesh demonstrates 
near independence in the position markers with p -refinement for 
long physical times (see Fig. A21 a). This helps to confirm that for 
parameter values of this order, long simulations may be run with 
some confidence in the accuracy of the results. For an ambient 
fluid viscosity some two orders of magnitude smaller μ f = 10 −3 , 
converged solutions are obtained over a shorter timescale, with 
near independence in p -refinement demonstrated up to t = 1 (see 
Fig. A21 b). Beyond this, results lose grid independence, as small 
scale perturbations in the bubble surface, which are sensitive to 
grid resolution, grow undamped by any viscous or surface tension 
effects. Accordingly, the physical time of t = 1 will be deemed the 
approximate limit for reliable, grid independent solutions when 
μ f = 10 −3 . This restriction at lower viscosity has little impact on 
the applicability of the method as it is often the case (at lower vis- 
cosities) that the most interesting and important bubble dynamics 
are at the start of the growth/collapse process, before any potential 
steady states are reached. 
Note that over the time scales considered in subsequent sec- 
tions of this article, the solutions also displayed mesh indepen- 
dence between Mesh 1 and Mesh 2 (depicted in Fig. 2 ). However, 
the comparison is not included here in the interests of brevity. 
Appendix B. Analytical solution for three-phase steady-state 
Poiseuille flow 
We derive the analytical solution for steady-state Poiseuille flow 
of three adjacent immiscible fluids. This derivation follows the so- 
lution of Bird et al. (2007) for two-phase Poiseuille flow. Con- 
sider three immiscible, incompressible fluids flowing in the x di- 
rection in a horizontal thin slit of length L and height H under 
the influence of a horizontal pressure gradient ∂ p/∂ x = P . Thus, 
we define our domain  = [0 , L ] × [0 , H] , which contains three 
distinct phases: 1 = [0 , L ] × [0 , a ] , 2 = [0 , L ] × [ a, b] and 3 = 
[0 , L ] × [ b, H] . The liquid phases are flowing sufficiently slowly so 
that the fluid-fluid interfaces remain planar. Note that the fluids in 
each phase have distinct viscosities, η1 , η2 and η3 . 
The equations governing incompressible fluid motion are given 
by 
ρ
D u 
Dt 
= −∇p + ∇ · S , (B.1a) 
∇ · u = 0 , (B.1b) 
S = η(∇ u + ∇ u T ) , (B.1c) 
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Fig. A21. y coordinate of the position of the markers particles x bot , x int and x top in time for μc = 1 . 0 using (a) μ f = 10 −1 and (b) μ f = 10 −3 when αmax = βmax = 9 and 
N = 8 , 10 , 12 . 
where ρ is the constant density, η is the constant viscosity, u is the 
velocity, p is the pressure and S is the extra-stress tensor. In addi- 
tion to the constant pressure gradient in the x direction, steady- 
state Poiseuille flow assumes that the pressure is a function of x 
alone, p = p(x ) , that the velocity field has the form u = (u, v ) = 
(u (y ) , 0) and that there is no time-dependence ∂ /∂ t = 0 . Thus, in 
component form, Eq. (B.1a) reduces to 
0 = −P + ∂S xx 
∂x 
+ ∂S xy 
∂y 
, (B.2a) 
0 = ∂S xy 
∂x 
+ ∂S yy 
∂y 
(B.2b) 
Note that the incompressible constraint (B.1b) is automatically 
satisfied by the assumption on the velocity field. The components 
of the extra-stress tensor ( Eq. (B.1c) ) are given by 
S xx = 0 , S xy = η
∂u 
∂y 
= S yx , S yy = 0 (B.3) 
Substituting the extra-stress components ( Eq. (B.3) ) into Eqn. (B.2) 
causes the y component of the momentum equation ( Eq. (B.2b) ) to 
vanish and the x component ( Eq. (B.2a) ) reduces to 
∂S xy 
∂y 
= P (B.4) 
Eq. (B.4) holds for each phase i = 1 , 2 , 3 . Thus, integrating 
Eq. (B.4) with respect to y yields 
S i xy = P y + C i 1 , (B.5) 
where i = 1 , 2 , 3 denotes each fluid phase and the arbitrary coef- 
ficients of integration C i 
1 are constant because S 
i 
xy has no depen- 
dence on x . According to Bird et al. (2007) , the shear stress must 
be continuous across each fluid-fluid interface. Thus, we have two 
boundary conditions on the shear stress 
S 1 xy = S 2 xy when y = a, (B.6a) 
S 2 xy = S 3 xy when y = b, (B.6b) 
where y = a and y = b denote the interfaces between the fluid 
phases. Applying the boundary conditions (B.6) to the shear stress 
( Eq. (B.5) ) for each phase tells us that C 1 1 = C 2 1 = C 3 1 = C 1 . Using the 
definition of the shear stress, Eq. (B.5) becomes 
∂u i 
∂y 
= P 
ηi 
y + C 1 
ηi 
, (B.7) 
where u i denotes the x component of the velocity field for 
fluid i and ηi is the viscosity of fluid i , i = 1 , 2 , 3 . Integrating 
Eq. (B.7) throughout with respect to y yields 
u i = 
P 
2 ηi 
y 2 + C 1 
ηi 
y + C i 2 , (B.8) 
for each fluid phase i . We have four coefficients which need to be 
determined; fortunately, we have four boundary conditions on the 
velocity: 
u 1 = 0 when y = 0 , (B.9a) 
u 1 = u 2 when y = a, (B.9b) 
u 2 = u 3 when y = b, (B.9c) 
u 3 = 0 when y = H (B.9d) 
Applying Eq. (B.9a) to Eq. (B.8) with i = 1 tells us that C 1 2 = 0 . 
Similarly, applying the other boundary conditions on the velocity 
to Eq. (B.8) for each phase i yields 
P a 2 
2 η1 
+ C 
1 a 
η1 
= P a 
2 
2 η2 
+ C 
1 a 
η2 
+ C 2 2 , (B.10a) 
P b 2 
2 η2 
+ C 
1 b 
η2 
+ C 2 2 = 
P b 2 
2 η3 
+ C 
1 b 
η3 
+ C 3 2 , (B.10b) 
P H 2 
2 η3 
+ C 
1 H 
η3 
+ C 3 2 = 0 (B.10c) 
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Immediately, it can be seen that Eqs. (B.10a) and (B.10c) can be 
rearranged to write C 2 2 and C 
3 
2 in terms of C 
1 . Substituting these 
into Eq. (B.10b) yields an expression for C 1 . Once C 1 is known, then 
C 2 2 and C 
3 
2 can be determined from Eqs. (B.10a) and (B.10c) . There- 
fore, the three-phase steady-state Poiseuille flow solution is given 
by 
C 1 = 
[
Pa 2 
2 η1 
+ P 2 η2 (b 
2 − a 2 ) + P 2 η3 (H 
2 − b 2 ) 
]
[
1 
η2 
(a − b) + 1 η3 (b − H) −
a 
η1 
] , (B.11a) 
C 2 2 = 
P a 2 
2 η1 
+ C 
1 a 
η1 
− P a 
2 
2 η2 
− C 
1 a 
η2 
, (B.11b) 
C 3 2 = −
P H 2 
2 η3 
− C 
1 H 
η3 
, (B.11c) 
u 1 (y ) = 
P 
2 η1 
y 2 + C 1 
η1 
y + C 1 2 , (B.11d) 
u 2 (y ) = 
P 
2 η2 
y 2 + C 1 
η2 
y + C 2 2 , (B.11e) 
u 3 (y ) = 
P 
2 η3 
y 2 + C 1 
η3 
y + C 3 2 (B.11f) 
It is straightforward to show that the analytical solution given 
in Eq. (B.11) remains valid for the log density formulation used in 
this article. 
Appendix C. Additional validation 
The numerical method is validated using the case of three- 
phase time-reversed rotation, in addition to a three-phase 
Poiseuille flow example. Throughout this section, the following er- 
ror measure for the phase mass is used: 
E m M = 
∣∣M m exact −M m numeric ∣∣, (C.1) 
where M m exact and M 
m 
numeric 
, are given by 
M m exact = 
∫ 
m 
d, M m numeric = 
∫ 

C m d
Note that the fluid phases are identified by m = 1 , 2 , 3 . Addition- 
ally, for the steady state three-phase Poiseuille flow example con- 
sidered in Appendix C.2 , the error of the velocity profile with re- 
spect to the L 2 and maximum norms is also used to validate the 
SEMP method: 
‖ u − u N ‖ 2 = 
(∫ 

| u − u N | 2 d
)1 / 2 
, (C.2a) 
‖ u − u N ‖ ∞ = max 
x ∈ 
| u ( x ) − u N ( x ) | , (C.2b) 
where u and u N are the analytical and computed velocity pro- 
files, respectively. 
C1. Time reversed rotation 
Although the marker particle method has been validated for 
two-phase simulations ( Lind and Phillips, 2012 ), the presence of 
an additional phase makes it necessary for re-validation. Let  = 
[0 , 1] 2 contain an initially circular bubble with radius R = 0 . 15 and 
centre x = (0 . 5 , 0 . 75) , with an adjacent fluid layer c = [0 , 1] ×
[0 , 0 . 1] . The initial configuration is depicted in Fig. C22 a. The fluid 
is then advected according to a velocity field u ( x , t ), whose time- 
dependent components are given by 
u (x, y, t) = − sin (2 πy ) sin 2 (πx ) cos 
(
πt 
T 
)
, (C.3a) 
Table C2 
Error in the mass for a single mesh ( N = 10 , αmax = 10 , 
βmax = 10 ) for each phase m = 1 , 2 , 3 . 
N p E 
m 
M 
m = 1 m = 2 m = 3 
301 2 1 . 17 × 10 −4 1 . 64 × 10 −3 1 . 52 × 10 −3 
401 2 1 . 76 × 10 −4 1 . 32 × 10 −3 1 . 14 × 10 −3 
501 2 9 . 94 × 10 −5 1 . 01 × 10 −3 9 . 13 × 10 −4 
601 2 4 . 56 × 10 −5 8 . 09 × 10 −4 7 . 63 × 10 −4 
v (x, y, t) = sin (2 πx ) sin 2 (πy ) cos 
(
πt 
T 
)
, (C.3b) 
where t ∈ [0, T ] and T is the final time of the simulation. The 
velocity field (C.3) will reverse at time t = T / 2 and return to its 
initial position at t = T . An illustration of the deformation under- 
gone by both the bubble and the fluid layer, at t = T / 2 , is depicted 
in Fig. C22 b. 
There are two ways to increase the marker particle density; 
increasing the number of particle cells in each direction ( N x , N y ) 
(akin to h -refinement), or increasing the number of particles- 
per-cell ˆ N p (akin to p -refinement). The minimum distance be- 
tween Gauss-Lobatto Legendre points scales with O(1 /N 2 ) , ap- 
proximately. Therefore, when N = 10 , we require N x , N y ≤ 100 so 
that Eq. (18) is satisfied. Thus, we set N x = N y = 100 and consider 
increasing the marker particle density by increasing ˆ N p . 
Table C2 shows the error in the mass at the end of the sim- 
ulation, t = T , for a single mesh with increasing marker particle 
density, and for each phase m = 1 , 2 , 3 . It is evident that increasing 
the marker particle density improves the mass error with approx- 
imate linear convergence seen in most cases. This is a satisfactory 
result, especially given the highly complex three phase distortion 
observed for this test case. 
C2. Multiphase Poiseuille flow 
The three-phase spectral element marker particle method 
(SEMP) is validated using a steady state Poiseuille flow example. 
Following Appendix B , consider three immiscible, incompressible 
fluids flowing in the x direction in a horizontal thin slit of length L 
and height H under the influence of a horizontal pressure gradient 
∂ p/∂ x = P . Thus, we define our domain  = [0 , L ] × [0 , H] , which 
contains three distinct phases: 
1 = [0 , L ] × [0 , a ] , 2 = [0 , L ] × [ a, b] and 3 = [0 , L ] × [ b, H] , 
where a = H/ 3 and b = 2 H/ 3 . Note that throughout this subsection, 
L = 10 and H = 5 . The liquid phases are flowing sufficiently slowly 
so that the fluid-fluid interfaces remain planar. Note that as the 
analytical solution assumes incompressibility, the speed of sound 
is increased to a very large value ( ¯c 2 = 10 9 ), and the dilatational 
viscosity given in (3) is set to zero. Each fluid phase is assumed to 
have distinct dynamic viscosities, defined as: η1 , η2 and η3 , where 
the subscripts are not to be confused with the subscripts in (3) . 
The analytical solution for two-phase steady state Poiseuille flow 
is given by Bird et al. (2007) . However, in the absence of a three- 
phase steady state Poiseuille flow solution, the authors have pro- 
vided a derivation which is available in Appendix B . 
In this section, we set c¯ 2 = 10 9 , μ1 = 5 , μ2 = 1 and μ3 = 8 and 
run the simulation for 10,0 0 0 time steps with a time step length 
t = 10 −4 , so that T = 1 . A uniform, quadrilateral mesh is em- 
ployed in this section with parameters αmax = 10 , βmax = 10 and 
N = 8 , 10 . The initial and boundary conditions for the velocity field 
are taken to be the analytical solution. For the viscosities consid- 
ered in this section, Fig. C23 a and b illustrate the analytical and 
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Fig. C22. Colour function for time reversed rotation example at t = 0 and t = T / 2 . 
Fig. C23. Comparison between the analytical and computed solutions, at the end of the simulation t = T = 1 , when μ1 = 5 , μ2 = 1 , μ3 = 8 for N = 10 . The solution is the 
u component of the velocity field, whilst the contour is the v component. 
computed u components of the velocity field at the end of the sim- 
ulation, respectively, when N = 10 . Clearly good qualitative agree- 
ment is seen between the analytical and computed velocity solu- 
tions. The contour plots are the magnitudes of the v component 
of the velocity field. The analytical v component should be iden- 
tically zero, as can be seen in Fig. C23 a. However, it is clear from 
Fig. C23 b, that the computed solution contains small non-zero con- 
tributions to the v component around the interface between the 
phases. The non-zero v component in the computed solution is 
an error introduced by the smoothing of the material parameters 
across the interface between phases which, theoretically, contains 
a weak discontinuity (due to different viscosities). This error is an 
unavoidable consequence of adopting a “one field” model, but is 
clearly small in magnitude ( ≈ 2 × 10 −2 ) and little cause for con- 
cern. 
To confirm that the method is indeed converging to the analyt- 
ical solution, we carry out a p -type convergence study. Every time 
the polynomial degree is increased, or the mesh width decreased, 
the number of marker particle cells N x and N y must also be in- 
creased to ensure a decreasing width of the interface region with 
refinement. We define the marker particle mesh width x = L/N x 
and y = H/N y . Therefore, given that the minimum distance be- 
tween the GLL points scales as O(1 /N 2 ) and the maximum dis- 
tance scales as O(1 /N) , we define N x and N y as 
N x = 
⌊
LN(N + 1) 
2 
⌋
N y = 
⌊
HN(N + 1) 
2 
⌋
which guarantees that (18) is satisfied. It can be seen from 
Fig. C24 a and b that for N = 8 , 10 and 12, the convergence is mono- 
tonic and of a high rate ≈ 3. Note that the x and y components 
have been considered separately. This is excellent considering that 
this problem is a complex one: the analytical velocity field con- 
tains a weak discontinuity across the interface between each phase 
which is smoothed, using the interpolated colour function. This ob- 
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Fig. C24. Illustrations of (a) ‖ u ‖ L 2 for increasing N and (b) ‖ u ‖ L ∞ for increasing N . 
viously, introduces an unavoidable error into the method. Addition- 
ally, the interpolated colour function is calculated by interpolating 
a discrete (particle) colour function which is based on the posi- 
tion of the particles which are updated in time. This, therefore, in- 
troduces both interpolation and temporal error. The compounding 
of these errors, explains the relatively high error magnitudes ob- 
served at low resolutions. 
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