Wavelet transforms have been one of the important signal processing developments in the last decade, especially for applications such as time-frequency analysis, data compression, segmentation and vision. Although several e cient implementations of wavelet transforms have been derived, their computational burden is still considerable. This paper describes two generic parallel implementations of wavelet transforms based on the pipeline processor farming methodology which h a ve t h e p o t e n tial to achieve real-time performance. Results show t h a t t h e parallel implementation of the over-sampled Wavelet Transform achieves virtually linear speedup, while the parallel implementation of the Discrete Wavelet Transform (DWT) also out-performs the sequential version, provided that the lter order is large. The DWT parallelisation performance improves with increasing data length and lter order while the frequency domain implementation performance is independent o f w avelet lter order. Parallel pipeline implementations are currently suitable for processing multi-dimensional images with data length at least 512 pixels.
Introduction
The theory of wavelets has roots in quantum mechanics and the theory of functions though a unifying framework is a recent occurrence. In the last decade, the application of wavelet theory to a number of areas including data compression 1], image processing 2], time-frequency spectral estimation 3, 4] and applied mathematics 5] has become a signi cant feature in the literature. Several discrete algorithms have been devised for computing wavelet coe cients. The Mallat algorithm 1, 2] and the` a trous' algorithm 6] are well established. Shensa 7] originally provided an uni ed approach for the computation of discrete and continuous wavelet transforms. E cient implementation of wavelet transforms have beenderived based on the Fast Fourier transform (FFT) and short-length`fastrunning FIR algorithms ' 10] in order to reduce the computational complexity p e r computed coe cient. However, the computational burden of the wavelet transform is still large. In order to reduce the time required to calculate the wavelet transform and bring it closer to real-time implementation, this paper suggests the use of pipelined parallel processing. Am alternative medium-grained parallelization for an adaptive transform is given in 11] and ne-grained implementations are surveyed in 12].
The Wavelet Transform
Wavelet analysis is performed using a prototype function called a`wavelet' which has the e ect of a bandpass lter. The other bandpass lters (wavelets) are scaled versions of the prototype 9, 8].
The wavelet transform (WT) has been described in a number of di erent w ays. It can be described as a modi cation of the short-time Fourier transform (STFT) A potential drawback f o r a s t r a i g h tforward parallelization is that the computational complexity declines exponentially at each stage. However, equation (2) remains the key to parallel implementation of the DWT based on the Pipeline
Processor Farm (PPF) methodology 18]. The PPF methodology proceeds from the observation that embedded signal-processing systems with continuous data ow may be characterised as consisting of a series of independent processing stages. It therefore maps the sequential algorithm structure to a generalised parallel architecture based upon a pipeline of stages with well-de ned data communication patterns between them. Each stage of the pipeline then exploits parallelism in the most appropriate way, for example data parallelism applied at various levels, algorithmic parallelism, or temporal multiplexing of complete data sets. From Equation (2) it is clear that a pipeline of J stages (i.e., J is the numberof octaves over which the analysis is performed), with each of them containing half as many workers as the previous farm would lead to a totally balanced topology. However, this ne-grained topology would require a large numberof processors and would introduce signi cant communication overheads.
A more practical solution, still based on pipeline processor farming, is the topology presented in Figure 2 (a).
This can beregarded as two-stage pipeline processing:
the rst farmer is mainly responsible for reading the data and distributing it to the rst stage workers, which compute the rst N=2 lter coe cients (i.e., the rst lter bank). This requires C 0 operations per input sample.
the second stage of the pipeline collects the results from the rst stage of the pipeline and computes the remainder of the coe cients.
According to Equation (2) it can be seen that the total numberof computations carried out by the second stage tends to C 0 as the number of octaves analysed increases. Hence, the number of processors for the second farm should be the same as for the rst farm in order to have a balanced pipeline. 
where F( ) is the Fourier operator. The processing of Equation (5) has been analysed previously as in Figure 5 1 3 ] .
The FFT of the wavelet is pre-calculated. Any suitable FFT is possible but if N = 2 n then a split-radix FFT, which uses a four-way butter y for odd terms of a radix-2 transform, has minimal time complexity. The overall complexity for real data when performed sequentially is given as 6 + (n ; 3 This nding suggests that the e ciency of the parallel implementation in this case is high, and that parallel implementation will therefore beespecially useful in the analysis of large number of octaves and many voices. Finally, if it is required to achieve balance with a large farm of workers, the time performance can be further improved by parallel implementation of the FFT computation stage using data-farming techniques 24].
Conclusion
This paper describes two parallel implementations of the wavelet transform based on pipeline processor farming. Results suggest that with a small number of processors parallel implementations will out-perform single processor sequential solutions, provided that in spatial-domain parallelisations the lter order is large.
In the case of the DWT, the parallel performance improves as the data size and lter length increase, which implies that DWT parallel implementations could beof particular value in applications such as computer vision, image processing or data compression. In the case of the ner{sampled WT, a highly e cient parallel implementation is achieved and further performance improvement can be obtained by parallelising the initial signal FFT as well as the second stage handling of the convolution and inverse FFTs. 
