Introduction
The study of dual fuzzy polynomials forms a suitable setting for mathematical modeling of real-world problems in which uncertainties or vagueness pervade. In recent years, many approaches have been utilized to the study of these polynomials. One approach is using
u(x) is monotonically decreasing on [c, d],
The set of all fuzzy numbers (as given in 2.1) is denoted by E
1 . An equivalent parametric is also given in [12] as follows. 
Definition 2.2. A fuzzy number v is a pair (v,v) of functions v(r) and v(r)
,
Operation on fuzzy numbers
We briefly mention fuzzy number operations defined by the extension principle [16, 17] .
where A and B are fuzzy numbers, µ * (.) denotes the membership function of each fuzzy number, ∧ is the minimum operator, and f (x) = x is a activation function inside units of our fuzzy neural network. The above operations of fuzzy numbers are numerically performed on level sets (i.e. α-cuts). For 0 < α ≤ 1, a α-level set of a fuzzy number A is defined as [4] , the above operations on fuzzy numbers are written for the α-level sets as follows:
For arbitrary u = (u, u) and v = (v, v) we define addition (u + v) and multiplication by k as [13] :
Input-output relation of each unit
Let fuzzify a five layer feed-back neural network with one input unit, 2 neurons in first hidden units, 2n neurons in second hidden units and one output unit. Input vector, target vector are fuzzified and weights are crisp. In order to derive a learning rule, we restrict fuzzy inputs and fuzzy target within triangular fuzzy numbers. The input-output relation of each unit of the fuzzified neural network can be written as follows:
• Input unit:
• The first hidden units:
and O
• The second hidden units: 8) and
• The third hidden units:
and
• Output unit:
, where A = (a 1 , ..., a n ) and B = (b 1 , ..., b n ) are fuzzy input vectors and w j is a crisp weight. The relations between input unit and output unit in Eqs. (2.5)-(2.12) are defined by the extension principle [16] as in Hayashi et al. [7] and Ishibuchi et al. [9] .
Calculation of fuzzy output
The fuzzy output from each unit in Eqs. (2.5)-(2.12) is numerically calculated for crisp weights and level sets of fuzzy inputs. The input-output relations of the neural network can be written for the α-level sets as follows:
(2.13)
• The first hidden units: 14) and O
• The second hidden units: 16) and
From Eqs. (2.1)-(2.4), the above relations are written as follows when the α-level sets of the fuzzy coefficient a j and b j be nonnegative, i.e., 0
• The second hidden units:
Dual fuzzy polynomials
We are interested in finding the solution of dual fuzzy polynomials of the form
For getting an approximate solution, an architecture of F N N 2 (fuzzy neural network with fuzzy inputs, fuzzy output signal and crisp weights) equivalent to Eq. (3.29) is built. The network is shown in Fig. 1 
Actually, for all non-crisp fuzzy number u ϵ E 1 we have
Therefore, the dual fuzzy polynomial in Eq. (3.29) cannot be equivalently replaced by
which had been investigated. 
Cost function
Let d be the fuzzy target output corresponding to the fuzzy coefficient vectors (a j , b j ). We want to introduce how to deduce a learning algorithm for training the connection weights. For this scope, we defined a cost function for α-level sets of the fuzzy output Y and the corresponding target output d as follows:
where
In the cost function, e α l and e α u can be viewed as the squared errors for the lower limits and the upper limits of the α-level sets of the fuzzy output Y and target output d, respectively. Then the total error of the given neural network is obtained as [1] : 
Learning of fuzzy neural network
Let us derive a learning algorithm of the fuzzy neural network from the cost function e defined for the α-level sets in the last subsection. Our main aim is adjusting the crisp parameter x 0 by using the learning algorithm which is introduced in below. The weight is updated by the following rule [8, 14] x 0 (t + 1) = x 0 (t) + ∆x 0 (t), (3.34) 
. ∂net ′ at a small random value.
Step 2: Let t := 0 where t is the number of iterations of the learning algorithm. Then the running error E is set to 0.
Step 3: Calculate the corresponding connection weights to the hidden layer as w j (t) = x 0 (t) j−1 , (for j = 1, ..., n).
Step 4: Let t := t + 1. Repeat
Step 3 for α = α 1 , ..., α m .
Step 5: The following procedures are calculated:
[i] Forward calculation: Calculate the α-level set of the fuzzy output Y by presenting the α-level set of the fuzzy coefficients vector A and B.
[ii] Back-propagation: Adjust crisp parameter x 0 by using the cost function for the α-level sets of the fuzzy output Y and the target output d then update. Then update the other connection weights as has been described in Eq. (3.37).
Step 6: Cumulative cycle error is computed by adding the present error to E.
Step 7: The training cycle is completed. For E < Emax terminate the training session. If E > Emax then E is set to 0 and we initiate a new training cycle by going back to Step 4.
The following theorem illustrates the convergence properties of the neural networks.
Theorem 3.1. If the presented fuzzy problem has solutions then the perceptron learning algorithm will find one of them.
Proof. [6] .
Numerical examples
To illustrate the technique proposed in this paper, consider the following examples. where the exact solution is x = 3. This problem is solved with the help of fuzzy neural network as described in this paper. Let x 0 = 0.25, η = 2 × 10 −3 and γ = 2 × 10 −3 . Table 1 shows the approximated solution over a number of iterations and Fig. 2 shows the accuracy of the solution x 0 (t) where t is the number of iterations, its noticeable that by increasing the iterations the cost function goes to zero. Fig. 3 shows the convergence of the approximated solution, in this figure by increasing the iterations the calculated solution goes to exact one. Number of iterations
The cost function The exact solution is x = 4. This problem is solved with the help of fuzzy neural network as described in this paper. Let x 0 = 6.5, η = 2 × 10 −3 and γ = 2 × 10 −3 . Table 2 shows the approximated solution over a number of iterations and Fig. 4 shows the accuracy of the solution x 0 (t) where t is the number of iterations, its noticeable that by increasing the iterations the cost function goes to zero. Fig. 5 shows the convergence of the approximated solution, in this figure by increasing the iterations the calculated solution goes to exact one. where the exact solution is x = 2. This problem is solved with the help of fuzzy neural network as described in this paper. Let x 0 = 5, η = 2 × 10 −3 and γ = 2 × 10 −3 . Table  3 shows the approximated solution over a number of iterations and Fig. 6 shows the accuracy of the solution x 0 (t) where t is the number of iterations, its noticeable that by increasing the iterations the cost function goes to zero. Fig. 7 shows the convergence of the approximated solution, in this figure by increasing the iterations the calculated solution goes to exact one. 
Conclusions
The topics of fuzzy neural networks which attracted growing interest for some time, have been developed in recent years. In this paper we propose a Perceptron Neural Network consisting of a learning algorithm based on the gradient descent method applied in order to approximate the solution of dual fuzzy polynomials. The proposed neural network is a five layer feed-back neural network where connection weights are crisp numbers and its input-output relation was defined by the extension principle. Due to the application of gradient descent learning, this method presents a rapid convergence for the solutions. The approach is simulated in MATLAB. The simulation shows the method is effective; fast in response, minimal in overshoot, robust and very powerful technique in finding analytical solutions for dual fuzzy polynomials.
