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Abstract
For spectrally negative Le´vy processes, adapting an approach from [14] we iden-
tify joint Laplace transforms involving local times evaluated at either the first pas-
sage times, or independent exponential times, or inverse local times. The Laplace
transforms are expressed in terms of the associated scale functions. Connections
are made with the permanental process and the Markovian loop soup measure.
Keywords: spectrally negative Le´vy process, local time, inverse local time, weighted
occupation time, permanental process, Markovian loop soup measure.
1 Introduction
Occupation times and local times have been well studied for diffusions. But for spectrally
negative Le´vy processes (SNLPs in short) the systematic study of occupation times only
started a few years ago. During the last several years there have been a few papers on
Laplace transforms of occupation times for SNLPs, which stem from their applications in
risk theory and finance and are also of theoretical interest; see for example [7, 13, 17, 15,
16, 14]. Among them using a perturbation approach [13] studied the occupation times
of semi-infinite intervals for spectrally negative Le´vy processes, for the occupation times
spent in a finite interval, using a strong approximation approach [17] identified Laplace
transforms until first passage times, and [15, 16] investigated the joint Laplace transforms
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on occupation times with a different Poisson approach. The associated resolvent measure
was found in [8].
Given the previous results in [17] on Laplace transforms of occupation times spent by
a SNLP over finite intervals, for example, for 0 < a < b < c and x ∈ (0, c)
Ex
(
exp
(− pτ+c − q ∫ τ+c
0
1{Xt∈(a,b)} dt
)
; τ+c < τ
−
0
)
=
W
(p,q+p,p)
(a,b) (x)
W
(p,q+p,p)
(a.b) (c)
, (1.1)
where W
(p,q+p,p)
(a,b) is an auxiliary function to be introduced in Section 4.1 and expressed
in terms of the classical scale functions for the SNLP. The next natural question is to
find Laplace transforms of occupation densities, or local times, which can be obtained by
taking appropriate limits on the associated occupation times. But it is not clear to us
how to identify the limit of the ratio in (1.1) which involves the asymtotic behavior of
W
(p,p+ q
2ε
,p)
(a−ε,a+ε) (x) as ε→ 0+.
On the other hand, by generalizing the Poisson approach, [14] recently further obtained
Laplace transforms of weighted occupation times for SNLPs, which are expressed in terms
of the unique solutions to integral equations that involve the scale functions and the weight
functions. The integral equations allow to rigorously identify limits of the solutions as
the weight function converges to a delta function, which gets around the above-mentioned
difficulty on the scale functions and produces the Laplace transforms of the occupation
densities.
Applying the results in [14], for a SNLP we implement the above mentioned alterna-
tive approach to find joint Laplace transforms on the local time process either at some
stopping times or at independent exponential times for a SNLP, which we summarize in
the following.
Let X = (Xt)t≥0 be a one-dimensional spectrally negative Le´vy process, i.e. a Le´vy
process with no positive jumps. We are first interested in the joint Laplace transforms of(
τ+b , l(a, τ
+
b )
)
,
(
τ−c , l(a, τ
−
c )
)
and
(
X(eq), l(a, eq)
)
,
where eq is an exponential random variable with parameter q independent of X , l(a, ·) is
the local time of X at level a, and
τ+x := inf{t ≥ 0, Xt > x} and τ−x := inf{t ≥ 0, Xt < x}
with the convention inf ∅ = ∞ are the first passage times of level x. Joint Laplace
transforms for local times at different levels are also obtained. All our results are expressed
in terms of scale functions for the process X .
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The local times for Markov processes can also be studied via permanental processes;
see [3, 6] and references therein. As applications of our results, we can reprove a known
connection between the local time process and the permanental process for SNLPs. An
expression in terms of the scale function is also found for the joint Laplace transform of
the local time process under the loop soup measure.
The rest of the paper is arranged as follows. In Section 2, we quickly review the
scale functions and some well known fluctuation identities of SNLPs. Our main results
on Laplace transforms of local times are presented in Section 3 where we consider SNLPs
with sample paths of unbound variation. The Laplace transforms of joint occupation
times together with their connections with the permanental processes and the loop soup
measure are further studied in this section. Section 3.4 contains several examples. Proofs
of the main results together with several preliminary results on the ω-scale functions and
the associated integral equations are deferred to Section 4.
2 Preliminaries
We firstly briefly review the theory of spectrally negative Le´vy processes, the associated
scale functions, some fluctuation identities and the local times. For further details, we
refer the readers to [1] and [12].
Let X = (Xt)t≥0 be a spectrally negative Le´vy process, i.e. a one-dimensional stochas-
tic process with stationary and independent increments and with no positive jumps. We
exclude the case that X is the negative of a subordinator. Its Laplace transform exists
and is specified by
E
(
exp(θXt)
)
= exp(ψ(θ)t), for θ ≥ 0.
The function ψ(θ), known as the Laplace exponent of X , is continuous and strictly convex
on R+ and given by the Le´vy-Khintchine formula:
ψ(θ) =
σ2
2
θ2 + γθ +
∫
(−∞,0)
(eθx − 1− θx1{x≥−1}) Π(dx),
where γ ∈ R, σ ≥ 0 and the Le´vy measure Π is a σ-finite measure on (−∞, 0) such that∫
(−∞,0)
(1 ∧ x2) Π(dx) <∞.
For q ≥ 0, the q-scale function W (q) is a continuous and increasing function on [0,∞),
W (q)(x) = 0 for x < 0 and∫ ∞
0
e−syW (q)(y) dy =
1
ψ(s)− q , for s > Φ(q) (2.1)
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where Φ(q) := sup{s ≥ 0, ψ(s) = q} denotes the right inverse of ψ. With the scale
function W (q) defined, we can define another scale function by
Z(q)(x) := 1 + q
∫ x
0
W (q)(y) dy, for x ∈ R. (2.2)
We write W (x) = W (0)(x) and Z(x) = Z(0)(x) whenever q = 0. It is known that as
x→∞,
W (q)(x− a)
W (q)(x)
→ e−Φ(q)a, e−Φ(q)xW (q)(x)→ Φ′(q) and Z
(q)(x)
W (q)(x)
→ q
Φ(q)
, (2.3)
where for q = 0 and Φ(0) = 0, we understand that q/Φ(q) = 1/Φ′(0) = ψ′(0) ∈ [0,∞)
and further, Φ′(0) = ∞ for ψ′(0) = 0. We refer to [11, 9] for a more detailed discussions
and examples of scale functions.
For simplicity, our main results focus on the case ofW (0) = 0 in which the SNLPX has
sample paths of unbounded variation, and which is equivalent to σ > 0 or
∫ 0
−1
|x|Π(dx) =
∞.
Throughout the paper, the probability law of X for X0 = x is denoted by Px and the
corresponding expectation by Ex. Write P and E whenever x = 0. For x ∈ [0, b], the
solutions to the two-sided exit problems for X are given by
Ex
(
e−qτ
+
b ; τ+b < τ
−
0
)
=
W (q)(x)
W (q)(b)
(2.4)
and
Ex
(
e−qτ
−
0 ; τ−0 < τ
+
b
)
= Z(q)(x)− W
(q)(x)
W (q)(b)
Z(q)(b). (2.5)
For q ≥ 0, the q-resolvent of X killed when first exiting the interval [0, b] is expressed as
U (q)(x, dy) :=
∫ ∞
0
e−qtPx
(
Xt ∈ dy, t < τ+b ∧ τ−0
)
dt
=
(W (q)(x)
W (q)(b)
W (q)(b− y)−W (q)(x− y)
)
dy, x, y ∈ (0, b). (2.6)
Given a SNLP X , its occupation measure is absolutely continuous with respect to
Lebesgue measure P-a.s. with its occupation density, or local time, l(x, t) defined as
l(x, t) := lim sup
ε→0+
1
2ε
∫ t
0
1{|Xs−x|≤ε} ds (2.7)
for x ∈ R, t ≥ 0. If W (0) = 0, the origin is regular for X , the convergence of (2.7) is in
L2(P), which holds uniformly on any compact interval of time; see [1, Chapter V]. For
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x ∈ R, (l(x, t))
t≥0
defines a continuous and increasing process which plays an essential
role in defining the process of excursions of the sample path away from x. Under further
conditions, for example the majorizing measure condition in [1, Chapter V], there is a
version of random field
(
l(x, t)
)
x∈R,t≥0
that is jointly continuous in (x, t); see [1, 19] for
more details.
If W (0) > 0, then the origin is irregular for X which has sample paths of bounded
variation, and the local time can be defined as
d× l(x, t) = 1
2
(
1{X0=x} + 1{Xt=x}
)
+#{s ∈ (0, t) : Xs = x}, t > 0,
where d = W (0)−1 > 0 is the drift coefficient of process X . In this case, the local time
can be evaluated more directly by simply counting the number of hitting times, and we
leave it to the interested readers.
3 Main results
Given the notation in the previous section, we are ready to present our main results. The
proofs of Lemma 3.1 and the Theorems are deferred to Section 4. For the rest of this
section, p, q ≥ 0 and a, b, c ∈ R are constants satisfying c < a < b.
3.1 Local time at first passage times
We first consider the local times at the fixed point a. Define auxiliary generalized scale
functions as follows,W
(q;p)
(a) (x, y) := W
(q)(x− y) + pW (q)(x− a)W (q)(a− y),
Z
(q;p)
(a) (x, c) := Z
(q)(x− c) + pW (q)(x− a)Z(q)(a− c),
(3.1)
for x, y ∈ R. More general ω-scale functions are to be introduced later in Section 4.1.
Then we can express the following joint Laplace transforms involving the local time using
the generalized scale functions.
Theorem 3.1 (Fluctuation identities involving local times). For any x ∈ [c, b], we have
Ex
(
e−qτ
+
b
−pl(a,τ+
b
); τ+b < τ
−
c
)
=
W
(q;p)
(a) (x, c)
W
(q;p)
(a) (b, c)
and
Ex
(
e−qτ
−
c −pl(a,τ
−
c ); τ−c < τ
+
b
)
= Z
(q;p)
(a) (x, c)−
W
(q;p)
(a) (x, c)
W
(q;p)
(a) (b, c)
Z
(q;p)
(a) (b, c).
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We also have the following resolvent density. For any y ∈ (c, b),∫ ∞
0
e−qtEx
(
e−pl(a,t);X(t) ∈ dy, t < τ+b ∧ τ−c
)
dt
=
(W(q;p)(a) (x, c)
W
(q;p)
(a) (b, c)
W
(q;p)
(a) (b, y)−W(q;p)(a) (x, y)
)
dy.
Taking q = 0 in Theorem 3.1, we have for x ∈ (c, b)
Ex
(
e−pl(a,τ
+
b
)
∣∣τ+b < τ−c ) = W (b− c)W (x− c) × W (x− c) + pW (x− a)W (a− c)W (b− c) + pW (b− a)W (a− c)
=
W (x− a)W (b− c)
W (x− c)W (b− a) +
(
1− W (x− a)W (b− c)
W (x− c)W (b− a)
) W (b− c)
W (b− c) + pW (b− a)W (a− c) .
Inverting the above Laplace transform gives the following distribution of l(a, τ+b ).
Corollary 3.1. Given x ∈ (c, b), we have for t > 0,
Px
(
l(a, τ+b ) = 0
∣∣τ+b < τ−c ) = W (x− a)W (b− c)W (x− c)W (b− a) (3.2)
and
Px
(
l(a, τ+b ) > t
∣∣l(a, τ+b ) > 0, τ+b < τ−c ) = exp( −W (b− c)tW (b− a)W (a− c)). (3.3)
For a ∈ R put
τ {a} := inf{t > 0, Xt = a}. (3.4)
Since l(a, t) = 0 for t < τ {a}, the left hand side of (3.2) in Corollary 3.1 equals to
Px(τ
+
b < τ
{a}|τ+b < τ−c ). Note that l(a, t) = l(a, t − τ {a}) ◦ θτ{a} on the event {t > τ {a}},
the valuations at local time l(a, ·) under Px can be converted to those under Pa by applying
the strong Markov property at τ {a}, and where we need the following lemma concerning
the hitting time.
Lemma 3.1. For any x, a ∈ (c, b), we have
Ex
(
e−qτ
{a}
; τ {a} < τ+b ∧ τ−c
)
=
W (q)(x− c)
W (q)(a− c) −
W (q)(x− a)W (q)(b− c)
W (q)(b− a)W (q)(a− c) . (3.5)
Denoting by eq an exponential variable with parameter q and independent of X , we
have
Corollary 3.2. Given b > a > c, we have for p, q > 0
Ea
(
e−pl(a,eq∧τ
+
b
∧τ−c )
)
=
W (q)(b− c)
W (q)(b− c) + pW (q)(b− a)W (q)(a− c) ,
i.e. l(a, eq ∧ τ+b ∧ τ−c ) has an exponential distribution.
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Proof. It follows from from Theorem 3.1 that
Ea
(
e−pl(a,τ
+
b
); τ+b < τ
−
c ∧ eq
)
= Ea
(
e−qτ
+
b
−pl(a,τ+
b
); τ+b < τ
−
c
)
=
W (q)(a− c)
W (q)(b− c) + pW (q)(b− a)W (q)(a− c) , (3.6)
Ea
(
e−pl(a,τ
−
c ); τ−c < τ
+
b ∧ eq
)
= Ea
(
e−qτ
−
c −pl(a,τ
−
c ); τ−c < τ
+
b
)
=
Z(q)(a− c)W (q)(b− c)− Z(q)(b− c)W (q)(a− c)
W (q)(b− c) + pW (q)(b− a)W (q)(a− c) , (3.7)
and
Ea
(
e−pl(a,eq);Xeq ∈ dy, eq < τ+b ∧ τ−c
)
= q
(W (q)(b− y)W (q)(a− c)−W (q)(a− y)W (q)(b− c)
W (q)(b− c) + pW (q)(b− a)W (q)(a− c)
)
dy. (3.8)
Integrating in y over [c, b] on both sides of (3.8) gives
Ea
(
e−pl(a,eq); eq < τ
+
b ∧ τ−c
)
=
W (q)(a− c)(Z(q)(b− c)− 1)−W (q)(b− c)(Z(q)(a− c)− 1)
W (q)(b− c) + pW (q)(b− a)W (q)(a− c) . (3.9)
Adding up (3.6), (3.7) and (3.9) yields the result.
Note that (3.6) can also be obtained from (3.3) by a standard change of measure
argument. We also have the following results on joint distribution of Xeq and l(a, eq),
where the first identity coincides with the expression of resolvent density for process X
killed at the two-sided exit time, as one would expect.
Corollary 3.3. Conditioning on the event {eq < τ+b ∧ τ−c }, Xeq and l(a, eq) are indepen-
dent and follow the respective distributions
q−1Pa
(
Xeq ∈ dy, eq < τ+b ∧ τ−c
)
=
(W (q)(a− c)
W (q)(b− c)W
(q)(b− y)−W (q)(a− y)
)
dy
and
Pa
(
l(a, eq) ∈ dt
∣∣eq < τ+b ∧ τ−c ) = W (q)(b− c)W (q)(b− a)W (q)(a− c)e− W
(q)(b−c)t
W (q)(b−a)W (q)(a−c) dt.
Proof. Inverting the Laplace transform in (3.8) we have
Pa
(
l(a, eq) ∈ dt,Xeq ∈ dy, eq < τ+b ∧ τ−c
)
= q
(W (q)(a− c)
W (q)(b− c)W
(q)(b− y)−W (q)(a− y)
)
dy
×
( W (q)(b− c)
W (q)(b− a)W (q)(a− c)e
−
W (q)(b−c)t
W (q)(b−a)W (q)(a−c)
)
dt.
Conditioning on the event {eq < τ+b ∧ τ−c } finishes the proof.
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Letting c and b tend to infinity, respectively, in (3.6), (3.7) and (3.8), from (2.3) we
have the next result.
Corollary 3.4. Given b > a > c, we have for p, q > 0,
Ea
(
e−qτ
+
b
−pl(a,τ+
b
); τ+b <∞
)
=
1
eΦ(q)(b−a) + pW (q)(b− a) ,
Ea
(
e−qτ
−
c −pl(a,τ
−
c ); τ−c <∞
)
=
Z(q)(a− c)− q
Φ(q)
W (q)(a− c)
1 + peΦ(q)(c−a)W (q)(a− c)
and
Ea
(
e−pl(a,eq)
)
=
1
1 + pΦ′(q)
.
Joint local times Besides the local times at one level, we are also interested in the
local times at different levels. To which end, we need two more auxiliary functions, which
also turn out to be useful in studying the local times at inverse local time.
For the rest of this section, let {pk > 0}k≥1 be a positive sequence and {ak}k≥1 be an
increasing sequence with a1 > c. We introduce the following auxiliary functions, which
are defined inductively and generalize (3.1), for x, y ∈ R and k ≥ 2 ,W
(q;p1,··· ,pk)
(a1,··· ,ak)
(x, y) := W
(q;p1,··· ,pk−1)
(a1,··· ,ak−1)
(x, y) + pkW
(q)(x− ak)W(q;p1,··· ,pk−1)(a1,··· ,ak−1) (ak, y),
Z
(q;p1,··· ,pk)
(a1,··· ,ak)
(x, c) := Z
(q;p1,··· ,pk−1)
(a1,··· ,ak−1)
(x, c) + pkW
(q)(x− ak)Z(q;p1,··· ,pk−1)(a1,··· ,ak−1) (ak, c).
(3.10)
Then we have the following result concerning the local times at different levels.
Theorem 3.2. Let W
(q;p1,··· ,pn)
(a1,··· ,an)
and Z
(q;p1,··· ,pn)
(a1,··· ,an)
be defined as in (3.10). We have for x ∈
[c, b],
Ex
(
exp
(− qτ+b − n∑
j=1
pjl(aj , τ
+
b )
)
; τ+b < τ
−
c
)
=
W
(q;p1,··· ,pn)
(a1,··· ,an)
(x, c)
W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, c)
(3.11)
and
Ex
(
exp
(− qτ−c − n∑
j=1
pjl(aj , τ
−
c )
)
; τ−c < τ
+
b
)
= Z
(q;p1,··· ,pn)
(a1,··· ,an)
(x, c)−
W
(q;p1,··· ,pn)
(a1,··· ,an)
(x, c)
W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, c)
Z
(q;p1,··· ,pn)
(a1,··· ,an)
(b, c). (3.12)
In addition, we also find an expression of the resolvent density for y ∈ (c, b),∫ ∞
0
e−qtEx
(
exp
(− n∑
j=1
pjl(aj , t)
)
;X(t) ∈ dy, t < τ+b ∧ τ−c
)
dt
=
(W(q;p1,··· ,pn)(a1,··· ,an) (x, c)
W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, c)
W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, y)−W(q;p1,··· ,pn)(a1,··· ,an) (x, y)
)
dy.
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3.2 Local times at inverse local time
Define the right continuous inverse local time at level a by
l−1(a, t) := inf{s ≥ 0, l(a, s) > t}, t ≥ 0. (3.13)
Notice that {l(a, T ) > t} = {l−1(a, t) < T} for every t > 0 and stopping time T . One
can check the following results directly, by inverting the Laplace transform of l(a, ·) from
(3.6), (3.7), (3.9) and Corollary 3.2, respectively.
Corollary 3.5. For any b > a > c and t > 0,
Pa
(
l−1(a, t) < τ+b
∣∣τ+b < eq ∧ τ−c ) = Pa(l−1(a, t) < eq∣∣eq < τ+b ∧ τ−c )
= Pa
(
l−1(a, t) < τ−c
∣∣τ−c < eq ∧ τ+b ) = Pa(l−1(a, t) < eq ∧ τ+b ∧ τ−c )
= exp
(− W (q)(b− c)t
W (q)(b− a)W (q)(a− c)
)
.
Notice that the above result on l(a, τ+b ) coincides with Corollary 3.1. It is known that
{l−1(a, t), t ≥ 0} under Pa(·) is a subordinator with Laplace exponent (u(λ)(0))−1, where
u(λ)(y) is the λ-resolvent density of X at y; see [1, Chapter V.1.4]. Since
u(λ)(y) =
( 1
dx
∫ ∞
0
e−λtP(Xt ∈ dx) dt
)∣∣∣
x=y
= Φ′(λ)e−Φ(λ)y −W (−y),
we have (u(λ)(0))−1 = Φ′(λ)−1 which agrees with Corollary 3.4. Moreover, we have the
following joint Laplace transform of local times evaluated at the inverse local time, which
extends Corollary 3.5.
Theorem 3.3. Let an < b for some n ∈ N and W(q;p1,··· ,pn)(a1,··· ,an) be defined as in (3.10). Then
Ea
(
exp
(
− ql−1(a, t)−
n∑
j=1
pjl(aj , l
−1(a, t))
)
; l−1(a, t) < τ+b ∧ τ−c
)
= exp
( −W(q;p1,··· ,pn)(a1,··· ,an) (b, c)t
W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, a)W
(q;p1,··· ,pn)
(a1,··· ,an)
(a, c)
)
. (3.14)
The local time process l(a, ·) is the time scale of the excursion process that is a Poisson
point process taking values from the space of excursion sample paths of X away from a.
Excursion theory finds successful applications in the study of local times. Many results
in this section can also be proved or interpreted using the excursion theory. For example,
the exponential result in (3.3) follows from excursion theory since l(a, τ+b ) is the time of
the first excursion started at level a that first leaves the interval (c, b) from above. So does
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the exponential result in Theorem 3.3. The independence between X(eq) and l(a, eq) in
Corollary 3.3 were proved in [18, Proposition 3.2] for Brownian motion, and it is actually
a consequence of a well known property of the process of excursions of X away from
a as a Poisson point process indexed by the local time of X at level a, as well as the
independence shown in Corollary 3.5. The associated results on excursion measures can
also be derived from the corollaries using the excursion theory. We leave the details to
interested readers.
3.3 Matrix expressions and permanental processes
For fixed n ∈ N, letW(q;p1,··· ,pn)(a1,··· ,an) and Z
(q;p1,··· ,pn)
(a1,··· ,an)
be as defined in (3.10). Here we first present
matrix expressions for the auxiliary functions, which facilitates the later computations.
By further looking into the joint local times, we connect our results with the theory of
Markovian loop soups and permanental processes, see for example [3, 6].
In this subsection, we denote by ν = (νj)1≤j≤n an n-dimensional vector, by M =
(mij)1≤i,j≤n an n× n-matrix with respective entries, by MT the transpose of M and by I
the identity matrix. We also need the following notations:
Σ :=
(
W (q)(ai − aj)
)
1≤i,j≤n
, α(x) :=
(
W (q)(x− ai)
)
1≤i≤n
,
β(y) :=
(
W (q)(ai − y)
)
1≤i≤n
, γ :=
(
Z(q)(ai − c)
)
1≤i≤n
,
(3.15)
and the diagonal matrix Λ = diag(p1, p2, · · · , pn). Then we have the following represen-
tations of the generalized scale functions.
Proposition 3.1. For x, y ∈ R, we have
W
(q;p1,··· ,pn)
(a1,··· ,an)
(x, y) = det
(
W (q)(x− y) αT(x)
−Λβ(y) I−ΛΣ
)
(3.16)
and
Z
(q;p1,··· ,pn)
(a1,··· ,an)
(x, c) = det
(
Z(q)(x− c) αT(x)
−Λγ I−ΛΣ
)
. (3.17)
Notice that W (q)(x − y) = 0 for x ≤ y, (I − ΛΣ) is a lower triangular matrix with
entries 1 on the diagonal. Suppose that a ∈ [am, am+1) for some m ≤ n. It follows from
Proposition 3.1 that
W
(q;p1,··· ,pn)
(a1,··· ,an)
(a, c) = W
(q;p1,··· ,pm)
(a1,··· ,am)
(a, c) and W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, a) =W
(q;pm+1,··· ,pn)
(am+1,··· ,an)
(b, a).
By the Ray-Knight theorem, see for example [18], the local times of Brownian motion
are identical in law to a squared Beseel process. A similar relationship was shown in [4]
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between symmetric Markov processes and a family of squares of Gaussian processes. For
general Markov process, the representation the local times involves a so called permanental
process. A permanental process with parameter set E is a positive process whose finite-
dimensional Laplace transform is given by a negative power of a determinant.
Definition 3.1. A positive-valued process {ξx, x ∈ E} is called a permanental process with
kernel
(
g(x, y), x, y ∈ E) and index β > 0, if its finite-dimensional Laplace transforms
satisfy, for every m ∈ N, (p1, · · · , pm) ∈ R+,m and (x1, · · · , xm) ∈ Em,
E
(
exp
(− 1
2
m∑
j=1
pjξxj
))
=
(
det(I+ΛG)
)−1/β
where Λ = diag(p1, · · · , pm) is a diagonal matrix and G =
(
g(xi, xj)
)
1≤i,j≤m
.
An equivalent definition for the permanental process can be found in [6] by specifying
its moments, which is called an α-permanental process with αβ = 1. A necessary and
sufficient condition on matrices G and β > 0 for the existence of the corresponding
permanental process was established in [20].
As an application of the results in this paper, we first present a new proof of the follow-
ing known identity on the relationship between the local time process and the permanental
process. Let Y be a transient Markov processes on E = R, g(x, y) be the potential density
with respect to a reference measure m(dx), and {l(x, t), x ∈ E , t ≥ 0} be a normalized
local time process, that is g(x, y) = Ex(l(y,∞)). It was shown in [6] that there exists a
permanental process (ξx, x ∈ E) associated with Y , with kernel g(x, y) and index β = 2,
and is independent of Y . In particular, it was shown in [3, Thm 3.2] that for every a ∈ E
with g(a, a) > 0, (
l(x,∞)∣∣
P˜a
+
1
2
ξx, x ∈ E
) d
=
(1
2
ξx, x ∈ E
)∣∣
Q
, (3.18)
where Q is a change of measure defined by Q(η) := E(ξaη)
g(a,a)
for any random variable η, and
where P˜a is another change of probability measure defined by
dP˜a
∣∣∣
Ft
=
g(Yt, a)
g(a, a)
dPa
∣∣∣
Ft
, for all t > 0
which is the probability law that Y starts at a and gets killed on its last exit from a. The
expectation with respect to P˜a is denoted by E˜a.
For the spectrally negative Le´vy process X , we can define an associated transient
Markov process
Y := X ◦ kτ+
b
∧τ−c ∧eq
, (3.19)
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where kt denotes the killing operator and eq is, as previously defined, the exponential
random variable independent of X . Then process X is killed either at its first time of
leaving interval [c, b] or at the random time eq. We are going to reprove (3.18) using the
results obtained in this section.
It is not hard to check that, for any measurable function f ≥ 0,∫ ∞
0
Ex(f(Yt)) dt =
∫ ∞
0
Ex
(
f(Xt); t < τ
+
b ∧ τ−c ∧ eq
)
dt
=
∫ b
c
f(y)
(W (q)(x− c)
W (q)(b− c)W
(q)(b− y)−W (q)(x− y)
)
dy.
Then for any x, y ∈ (c, b), the potential density g(x, y) of Y is given by
g(x, y) =
W (q)(x− c)
W (q)(b− c)W
(q)(b− y)−W (q)(x− y).
And by the definition, the permanental process ξ with index β = 2 satisfies
E
(
exp(−
n∑
j=1
pj
2
ξ(aj))
)
=
(
det
(
I+ΛG
))−1/2
(3.20)
with G =
(
g(ai, aj)
)
1≤i,j≤n
. Then for any a ∈ (c, b),
E
(
ξ(a) exp(−
n∑
j=1
pj
2
ξ(aj))
)
=
(
det
(
I+ΛG
))− 3
2 det
(
g(a, a)
(
g(a, aj)
)T
Λ
(
g(ai, a)
)
I+ΛG
)
which follows from (3.20); also see [3, eqn(5.8)]. To show (3.18) we only need to show the
identity
E˜a
(
exp
(− n∑
j=1
pjl(aj ,∞)
))
= det
(
g(a, a)
(
g(a, aj)
)T
Λ
(
g(ai, a)
)
I+ΛG
) (
det
(
I+ΛG
))−1
g(a, a)
. (3.21)
To this end, we make use of the relation from [6] that
E˜a
(
F
)
=
1
g(a, a)
Ea
(∫ ∞
0
F ◦ kt l(a, dt)
)
for any measurable function F . Then the expectation in (3.21) equals to
1
g(a, a)
Ea
(∫ ∞
0
e−
∑n
j=1 pj l(aj ,t)1{t<τ+
b
∧τ−c ∧eq}
l(a, dt)
)
=
1
g(a, a)
∫ ∞
0
Ea
(
e−
∑n
j=1 pj l(aj ,l
−1(a,s)); l−1(a, s) < τ+b ∧ τ−c ∧ eq
)
ds
=
1
g(a, a)
∫ ∞
0
Ea
(
e−ql
−1(a,s)−
∑n
j=1 pj l(aj ,l
−1(a,s)); l−1(a, s) < τ+b ∧ τ−c
)
ds
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where a change of variable and the Fubini theorem are applied for the second equality.
By Theorem 3.3, we have
E˜a
(
exp
(− n∑
j=1
pjl(aj ,∞)
))
=
W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, a)W
(q;p1,··· ,pn)
(a1,··· ,an)
(a, c)
W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, c)× g(a, a)
. (3.22)
To show (3.21) it is thus sufficient to show that for any a ∈ (c, b),
W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, c)
W (q)(b− c) = det
(
I+ΛG
)
(3.23)
and
W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, a)W
(q;p1,··· ,pn)
(a1,··· ,an)
(a, c)
W (q)(b− c) = det
(
g(a, a)
(
g(a, aj)
)T
Λ
(
g(ai, a)
)
I+ΛG
)
. (3.24)
Recalling the notation in (3.15) we have
g(a, a) =
W (q)(a− c)W (q)(b− a)
W (q)(b− c) , g(a, aj) =
W (q)(a− c)
W (q)(b− c)αj(b)− αj(a),
g(ai, a) =
W (q)(b− a)
W (q)(b− c)βi(c)− βi(a), g(ai, aj) =
βi(c)αj(b)
W (q)(b− c) −Σij .
By Proposition 3.1, it gives
W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, c)
W (q)(b− c) = det
(
1
( αj(b)
W (q)(b−c)
)T
−(piβi(c)) (δij − piΣij)
)
= det
1 ( αj(b)W (q)(b−c))T
0
(
δij + pi
( αj(b)βi(c)
W (q)(b−c)
−Σij
))

= det
(
I+Λ
( αj(b)βi(c)
W (q)(b− c) −Σij
))
= det
(
I+ΛG
)
,
which establishes (3.23).
To show (3.24), note that
det
(
g(a, a)
(
g(a, aj)
)T
Λ
(
g(ai, a)
)
I+ΛG
)
= − det

0
(
g(a, aj)
)T
g(a, a)
0 I+ΛG Λ
(
g(ai, a)
)
1
(− αj(b)
W (q)(b−c)
) −W (q)(b−a)
W (q)(b−c)
 .
For the matrix on the right hand side of the above equation, first adding to the first row
with the (n + 2)-th row multiplied by W (q)(a − c), and then adding to every (i + 1)-th
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row with the (n+ 2)-th row multiplied by piβi(c), respectively, for i = 1, . . . , n, we have
− det

W (q)(a− c) (− αj(a))T 0(
piβi(c)
) (
δij − piΣij
) (− piβi(a))
1
(− αj(b)
W (q)(b−c)
)T −W (q)(b−a)
W (q)(b−c)

=
1
W (q)(b− c) det
W
(q)(a− c) αT(a) 0
−Λβ(c) I−ΛΣ −Λβ(a)
W (q)(b− c) αT(b) W (q)(b− a)
 .
Let m := max{k ≤ n, ak ≤ a}. Notice that αj(a) = 0 = βi(a) for j > m ≥ i. The matrix
above can be divided into four sub-matrices, with the upper-right (m+ 1)× (n−m+ 1)
sub-matrix equals to 0. We can then prove (3.24) using (3.16) in Proposition 3.1 and the
facts that W
(q;p1,··· ,pn)
(a1,··· ,an)
(a, c) =W
(q;p1,··· ,pm)
(a1,··· ,am)
(a, c) and W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, a) = W
(q;pm+1,··· ,pn)
(am+1,··· ,an)
(b, a).
The permanental process (vector) provides a representation of the law of the local
time process for a general Markov process taking values in space E . Markovian loop
soup provides a construction of the permanental process from the Markov process with a
different approach. The Markovian loop soup L defined in [6] is a Poisson point process
associated to the transient Markov process Y . Its characteristic measure, denoted by µ
and called the loop measure, on a space E of right-continuous paths ǫ taking values in
E ∪∆ with ∆ denoting a cemetery state, is defined by, for any function F on E ,
µ(F ) :=
∫
E
Px
( ∫ ∞
0
1
t
F ◦ ktl(x, dt)
)
m(dx),
where the measure l(x, dt) is induced by the local time l(x, t) for the process Y and m(dx)
is the corresponding reference measure; see also [3, 5] and references therein.
It is shown in [6, Thm.3.1] that the “loop soup local time” L̂α := 2
∑
ǫ∈Lα
l(·,∞)(ǫ) is
an α-permanental vector with kernel g(x, y). A version of the identity (3.18), called the
isomorphism theorem, for the α-permanental process via loop soup can be found in [6].
By the exponential formula for Poisson point processes, see for example [1, O.5], we
obtain an alternative representation of (3.20).
E
(
exp
(
−
∑
ǫ∈Lα
( n∑
j=1
pjl(aj ,∞)(ǫ)
)))
=exp
(
− α
∫
E
(
1− exp(
n∑
j=1
pjl(aj ,∞)(ǫ))
)
µ(dǫ)
)
.
(3.25)
Note that for the permanental process ξ in (3.20), α = 1
β
= 1
2
and m(dx) = 1{x∈(c,b)} dx.
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To reconcile (3.20) and (3.25) for the process Y defined in (3.19), using the results in
this section we proceed to show that
µ
(
1− e−
∑n
j=1 pj l(aj ,∞)
)
= ln
(
det
(
I+ΛG
))
= ln
(W(q;p1,··· ,pn)(a1,··· ,an) (b, c)
W (q)(b− c)
)
. (3.26)
Following the idea of deriving Lemma 2.1 in [6],
µ(F ) =
∫
E
∫ ∞
0
Px
( ∫ ∞
0
e−λtF ◦ ktl(x, dt)
)
dλm(dx).
We first notice that, for any a ∈ (c, b) and λ > 0 and for function
F (ǫ) = 1− e−
∑n
j=1 pj l(aj ,∞)(ǫ), ǫ ∈ E ,
Pa
(∫ ∞
0
e−λtF ◦ ktl(a, dt)
)
= Ea
(∫ ∞
0
e−λt
(
1− e−
∑n
j=1 pj l(aj ,t)
)
1{t<τ+
b
∧τ−c ∧eq}
l(a, dt)
)
.
By the change of variable and the Fubini theorem, the right hand side of the above
equation is equal to∫ ∞
0
Ea
(
e−(λ+q)l
−1(a,s)
(
1− e−
∑n
j=1 pj l(aj ,l
−1(a,s))
)
; l−1(a, s) < τ+b ∧ τ−c
)
ds
=
W (q+λ)(b− a)W (q+λ)(a− c)
W (q+λ)(b− c) −
W
(λ+q;p1,··· ,pn)
(a1,··· ,an)
(b, a)W
(λ+q;p1,··· ,pn)
(a1,··· ,an)
(a, c)
W
(λ+q;p1,··· ,pn)
(a1,··· ,an)
(b, c)
by Theorem 3.3. From the scale function identity
W (q)(x)−W (p)(x) = (q − p)W (q) ∗W (p)(x) for p, q, x > 0,
where ∗ denotes the convolution operator, and the fact that W (q) is analytic in q, we have
W (q) ∗W (q)(x) = ∂
∂q
W (q)(x).
Then∫ b
c
W (q+λ)(b− a)W (q+λ)(a− c)
W (q+λ)(b− c) da =
∂
∂q
W (q+λ)(b− c)
W (λ+q)(b− c) =
∂
∂λ
(
lnW (λ+q)(b− c)
)
.
A similar relation could also be found for W
(λ+q;p1,··· ,pn)
(a1,··· ,an)
(b, c). Therefore, for any A > 0,
we have ∫ A
0
dλ
∫ b
c
Ea
(∫ ∞
0
e−λt
(
1− e−
∑n
j=1 pj l(aj ,t)
)
1{t<τ+
b
∧τ−c ∧eq}
l(a, dt)
)
da
=
∫ A
0
dλ
( ∂
∂λ
(
lnW (λ+q)(b− c))− ∂
∂λ
(
lnW
(λ+q;p1,··· ,pn)
(a1,··· ,an)
(b− c)))
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= ln
(W(q;p1,··· ,pn)(a1,··· ,an) (b, c)
W (q)(b− c)
)
− ln
(W (A+q;p1,··· ,pn)(a1,··· ,an) (b, c)
W (A+q)(b− c)
)
.
On the other hand, by Corollary 3.5 we have for any a ∈ (c, b),
− log
(
Ea
(
e−ql
−1(a,1); l−1(a, 1) < τ+b ∧ τ−c
))
=
W (q)(b− c)
W (q)(b− a)W (q)(a− c) −→q→∞ ∞.
It is not hard to check that
lim
A→∞
(W (A+q;p1,··· ,pn)(a1,··· ,an) (b, c)
W (A+q)(b− c)
)
= 1,
which gives (3.26).
3.4 Examples
Considering a particular case of standard Brownian motion: Xt = Bt, one can find many
results on its local times in [2]. For this example, ψ(s) = 1
2
s2, W (x) = 2x, W (q)(x) =√
2
q
sinh(
√
2qx) and Z(q)(x) = cosh(
√
2qx) for x ≥ 0. Then
W (q)(x, y) = W (q)(x− y) =
√
2
q
sinh(
√
2q(x− y)+), (3.27)
W
(q;p)
(a) (x, y) =
√
2
q
sinh(
√
2q(x− y)+)
+
2p
q
sinh(
√
2q(x− a)+) sinh(
√
2q(a− y)+). (3.28)
Given b ≥ a ≥ c, inverting the Laplace transform in (3.9), we have
1
dt
Pa(l(a, eq) ∈ dt, eq < τ+b ∧ τ−c ) exp
( W (q)(b− c)t
W (q)(b− a)W (q)(a− c)
)
=
W (q)(a− c)(Z(q)(b− c)− 1)−W (q)(b− c)(Z(q)(a− c)− 1)
W (q)(b− a)W (q)(a− c)
=
√
q
2
sinh(
√
2q(b− c))− sinh(√2q(a− c))− sinh(√2q(b− a))
sinh(
√
2q(b− a)) sinh(√2q(a− c))
=
√
q
2
2 sinh(
√
q/2(b− a))(cosh(√q/2(b+ a− 2c))− cosh(√q/2(b− a)))
sinh(
√
2q(b− a)) sinh(√2q(a− c))
=
√
q
2
2 sinh(
√
q/2(a− c)) sinh(√q/2(b− c))
cosh(
√
q/2(b− a)) sinh(√2q(a− c))
=
√
q
2
sinh(
√
q/2(b− c))
cosh(
√
q/2(b− a)) cosh(√q/2(a− c)) .
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One can check that the expression above coincides with Table 1.25.2 on P185 of [2].
Similarly, we can recover Tables 3.3.7 on P215 and 4.15.4 on P236 of [2] by making use
of (3.27) and (3.28). And with some more work, one can also verify 3.18.5, 4.16.1 and
4.18.1 of [2].
For their joint distributions, for c ≤ v ≤ 0 ≤ u ≤ b we have from Corollary 3.3 that
− log
(
E
(
e−pl(u,l
−1(0,1))−ql(v,l−1(0,1)); l−1(0, 1) < τ+b ∧ τ−c
))
=
W
(p,q)
(u,v)(b, c)
W
(p,q)
(u,v)(b, 0)W
(p,q)
(u,v)(0, c)
=
2(b− c) + 4p(b− u)(u− c) + 4q(b− v)(v − c) + 8pq(b− u)(u− v)(v − c)
(2b+ 4p(b− u)u)(−2c+ 4q(−v)(v − c))
−→
c→−∞,b→∞
4p+ 4q + 8pq(u− v)
4(1 + 2pu)(1− 2qv) =
p
1 + 2pv
+
q
1− 2qv ,
which results in the independence of l(v, l−1(0, 1)) and l(u, l−1(0, 1)) as expected by the
Ray-Knight theorem.
For linear Brownian motion Xt = µt+Bt, ψ(s) =
1
2
s2 + µs and
W (x) =
1
µ
(1− e−2µx) = 2
µ
e−µx sinh(µx).
By Corollary 3.5 we have
Pa
(
l(a, τ+b ) ≥ t
∣∣∣τ+b < τ−c ) = exp(− t W (b− c)W (b− a)W (a− c))
= exp
(
− µt
2
sinh(µ(b− c))
sinh(µ(b− a)) sinh(µ(a− c))
)
,
which also coincides with the result on Page 93 of [2].
4 Proofs of the main results
Proof of Lemma 3.1. As observed in [10] that, due to the absence of positive jumps,
{τ−a < τ+b <∞} = {τ {a} < τ+b <∞} Px a.s.
Therefore, for x ∈ [c, b]
Ex
(
e−qτ
+
b ; τ+b < τ
−
c
)
= Ex
(
e−qτ
+
b ; τ+b < τ
−
c , τ
+
b < τ
−
a
)
+ Ex
(
e−qτ
+
b ; τ+b < τ
−
c , τ
−
a < τ
+
b
)
= Ex
(
e−qτ
+
b ; τ+b < τ
−
a
)
+ Ex
(
e−qτ
+
b ; τ {a} < τ+b < τ
−
c
)
= Ex
(
e−qτ
+
b ; τ+b < τ
−
a
)
+ Ex
(
e−qτ
{a}
; τ {a} < τ+b ∧ τ−c
)
Ea
(
e−qτ
+
b ; τ+b < τ
−
c
)
.
where the Markov property is applied in the last identity. Solving the above equation for
Ex
(
e−qτ
{a}
; τ {a} < τ+b ∧ τ−c
)
and applying (2.4), the result follows.
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4.1 Weighted occupation times
The proof of our main results rely on the study of the associated occupation times and the
following lemmas concerning the functions introduced. For a locally bounded nonnegative
function ω on R, the ω-weighted occupation time up to time t is defined by
L(t) :=
∫ t
0
ω(Xs) ds for all t ≥ 0. (4.1)
Let W (ω)(·, ·) and Z(ω)(·, ·) be, respectively, the unique locally bounded solutions to inte-
gral equations
W (ω)(x, y) =W (x− y) +
∫ x
y
W (x− z)ω(z)W (ω)(z, y) dz (4.2)
and
Z(ω)(x, y) = 1 +
∫ x
y
W (x− z)ω(z)Z(ω)(z, y) dz (4.3)
for x, y ∈ R. Their existence as well as uniqueness are assured by the following Lemma
which can be derived from [14, Lemma 2.1] with a shifting argument, where W (ω) and
Z(ω) are called ω-scale functions in the paper. In particular, for x < y, W (ω)(x, y) =
W (x− y) = 0 and the integral in (4.2) can be extended to R.
Lemma 4.1. Let h(·, ·) and ω(·) ≥ 0 be locally bounded functions defined on R2 and R,
respectively. The integral equation
H(ω)(x, y) = h(x, y) +
∫ x
y
W (x− z)ω(z)H(ω)(z, y) dz, x, y ∈ R, (4.4)
admits a unique locally bounded solution H(ω) on R2 with H(ω)(x, y) = h(x, y) for x ≤ y.
The following results on weighted occupation times of SNLPs can be found in [14].
Proposition 4.1 (ω-fluctuation identities). Given b > c, we have for x ∈ [c, b]
Ex
(
e−L(τ
+
b
); τ+b < τ
−
c
)
=
W (ω)(x, c)
W (ω)(b, c)
and
Ex
(
e−L(τ
−
c ); τ−c < τ
+
b
)
= Z(ω)(x, c)− W
(ω)(x, c)
W (ω)(b, c)
Z(ω)(b, c).
The ω-resolvent of X killed at exiting [c, b] is given by, for x, y ∈ (c, b),
U (ω)(x, dy) :=
∫ ∞
0
Ex
(
e−L(t);Xt ∈ dy, t < τ+b ∧ τ−c
)
dt
=
(W (ω)(x, c)
W (ω)(b, c)
W (ω)(b, y)−W (ω)(x, y)
)
dy. (4.5)
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More properties of the ω-scale functions are discovered in this paper.
Lemma 4.2. For any x, y ∈ R, we have
W (ω)(x, y) = W (x− y) +
∫ x
y
W (ω)(x, z)ω(z)W (z − y) dz. (4.6)
Proof of Lemma 4.2. Denoting by g(x, y) the right hand side of (4.6), plugging it into
(4.2), we have for x, y ∈ R
g(x, y) := W (x− y)
+
∫ x
y
(
W (x− z) +
∫ x
z
W (x− u)ω(u)W (ω)(u, z)du
)
ω(z)W (z − y) dz
= W (x− y) +
∫ x
y
W (x− z)ω(z)W (z − y) dz
+
∫ x
y
W (x− u)ω(u)
(∫ u
y
W (ω)(u, z)ω(z)W (z − y) dz
)
du
= W (x− y) +
∫ x
y
W (x− u)ω(u)g(u, y) du.
We thus have g(x, y) = W (ω)(x, y) following the uniqueness of the solution to (4.4).
Lemma 4.3. Let (W (ω), Z(ω)) and (W (ω1), Z(ω1)) be the scale functions for weight func-
tions ω(·) ≥ 0 and ω1(·) ≥ 0, respectively. Then for x, y ∈ R
W (ω1)(x, y)−W (ω)(x, y) =
∫ x
y
W (ω)(x, z)(ω1(z)− ω(z))W (ω1)(z, y) dz (4.7)
and
Z(ω1)(x, y)− Z(ω)(x, y) =
∫ x
y
W (ω)(x, z)(ω1(z)− ω(z))Z(ω1)(z, y) dz. (4.8)
Proof of Lemma 4.3. Here we only need to consider the nontrival case x ≥ y. Apply-
ing identity (4.6) to W (ω)(x, z) and identity (4.2) to W (ω1)(z, y) twice in the following
integrations, we have for x ≥ y∫ x
y
W (ω)(x, z)ω1(z)W
(ω1)(z, y) dz
=
∫ x
y
W (x− z)ω1(z)W (ω1)(z, y) dz
+
∫∫
x≥u≥z≥y
W (ω)(x, u)ω(u)W (u− z)ω1(z)W (ω1)(z, y) dz du
= W (ω1)(x, y)−W (x− y) +
∫ x
y
W (ω)(x, u)ω(u)(W (ω1)(u, y)−W (u− y)) du
= W (ω1)(x, y)−W (ω)(x, y) +
∫ x
y
W (ω)(x, u)ω(u)W (ω1)(u, y) du.
(4.7) is thus proved. Identity (4.8) can be proved similarly.
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If ω(·) ≡ q, then W (ω)(x, y) = W (q)(x − y). If ω1(·) ≡ p and ω(·) ≡ q, the identities
in the above Lemma are reduced to the classical scale function identities, which were
investigated and used to define auxiliary functions in [17] as follows: for b > a > 0 in
their paper, p, q ≥ 0 and x ∈ R
W
(p,q)
(a) (x) := W
(q)(x) + (p− q)
∫ a
0
W (q)(x− z)W (p)(z) dz,
W
(p,q,p)
(a,b) (x) := W
(p,q)
(a) (x) + (p− q)
∫ x
b
W (p)(x− z)W (q,p)(a) (z) dz.
Actually, W
(p,q,p)
(a,b) (x) = W
(ω)(x, 0) in our paper for the weight function ω(z) = p + (q −
p)1z∈(a,b) for z ∈ R, and we prove thatW (p,p+
q
2ε
,p)
(a−ε,a+ε) (x, y) −→ε→0+ W
(p;q)
(a) (x, y) for all a, x, y ∈ R.
More specifically, for the study of local times as defined in (2.7), for any a ∈ R and p > 0,
we consider the approximate delta functions ωε(x) :=
p
2ε
1{|x−a|≤ε} for ε > 0.
Recall that we assume W (0) = 0 throughout the paper.
Lemma 4.4. For c, a ∈ R with c < a, let h(·) ≥ 0 be a function continuous at a, W (ω)(·, ·)
be the ω-scale function with respect to a locally bounded function ω(·) ≥ 0, and Hε(·) be a
function satisfying
Hε(x) = h(x) +
∫ x
c
W (ω)(x, z)ωε(z)Hε(z) dz, for all x ∈ R, (4.9)
where ωε(x) :=
p
2ε
1{|x−a|≤ε}, x ∈ R, for some p ≥ 0. We have
Hε(x) −→
ε→0
h
(ω;p)
(a) (x) := h(x) + pW
(ω)(x, a)h(a), for all x ∈ R.
Proof of Lemma 4.4. Not that for x ∈ R,
Hε(x) =
(
h(x) +
∫ x
c
W (x− y)ω(y)h(y) dy)+ ∫ x
c
W (x− y)(ω(y) + ωε(y))Hε(y) dy.
Then by Lemma 4.1 Hε is the unique locally bounded solution to (4.9).
It is not hard to see from (4.2) and (4.6) that W (ω)(x, ·) and W (ω)(·, y) are monotone
for x, y ∈ R, respectively, and W (ω)(·, ·) is continuous on R2.
By Lemma 4.1 we only need to focus on the nontrivial case x > c and mostly the
existence of lim
ε→0+
Hε(x). It holds that Hε(y) − h(y) ≥ 0 for all y ∈ R, and Hε(·) is a
locally bounded. For small ε > 0 and x ∈ R define
kε(x) :=
∫ x
c
W (ω)(x, z)ωε(z)h(z) dz and H(ε) :=
∫
R
ωε(z)
(
Hε(z)− h(z)
)
dz.
By the continuity and the monotonicity of functions involved, we have for x > c
kε(x) ≤ pW (ω)(x, a− ε) sup
{|z−a|≤ε}
h(z) and kε(x) −→
ε→0
pW (ω)(x, a)h(a).
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Notice that the convergence above holds for x ≤ a only under the assumption W (0) = 0.
Applying (4.9) we further have for x > c
Hε(x)− h(x) = kε(x) +
∫ x
c
W (ω)(x, z)ωε(z)
(
Hε(z)− h(z)
)
dz
≤ kε(x) +W (ω)(x, a− ε)×H(ε)
≤ W (ω)(x, a− ε)×
(
p sup
{|z−a|≤ε}
h(z) +H(ε)
)
.
Multiplying both sides of equation above by ωε(x) and integrating in x over R, since
ωε(x) = 0 for x /∈ [a− ε, a+ ε], it follows that
H(ε) ≤ pW (ω)(a+ ε, a− ε)×
(
p sup
{|z−a|≤ε}
h(z) +H(ε)
)
.
Solving the inequality above for H(ε), since W (0) = 0, we have
0 ≤ H(ε) ≤ p
2W (ω)(a + ε, a− ε)
1− pW (ω)(a+ ε, a− ε)
(
sup
{|z−a|≤ε}
h(z)
)
−→
ε→0
0,
which completes the proof.
Remark 4.1. A consequence of Lemmas 4.3 and 4.4 is that, for a, c, x, y ∈ R with a > c,
since W (ω)(x, y) and Z(ω)(x, c) is continuous at x = a,W
(ω+ωε)(x, y) −→
ε→0
W
(ω;p)
(a) (x, y) := W
(ω)(x, y) + pW (ω)(x, a)W (ω)(a, y),
Z(ω+ωε)(x, c) −→
ε→0
Z
(ω;p)
(a) (x, c) := Z
(ω)(x, c) + pW (ω)(x, a)Z(ω)(a, c),
(4.10)
since we can rewrite the equation as for x, y ∈ R
W (ω+ωε)(x, y) =W (ω)(x, y) +
∫ x
c
W (ω)(x, z)ωε(z)W
(ω+ωε)(z, y) dz
In particular, letting ω(·) ≡ q we recover the previous definitions in (3.1).
4.2 Proofs of Theorems 3.1, 3.2 and 3.3
Given the lemmas in Section 4.1, we are ready to prove our main results.
Proof of Theorem 3.1. The desired formulas can be derived directly from Proposition 4.1,
Remark 4.1 and the approximating identities. Put ωε(x) :=
p
2ε
1{|x−a|≤ε} for x ∈ R. We
have
Ex
(
e−qτ
+
b
−pl(a,τ+
b
); τ+b < τ
−
c
)
= lim
ε→0+
Ex
(
e−
∫ τ+
b
0 (q+ωε(Xs)) ds; τ+b < τ
−
c
)
21
and
Ex
(
e−qτ
−
c −pl(a,τ
−
c ); τ−c < τ
+
b
)
= lim
ε→0+
Ex
(
e−
∫ τ−c
0 (q+ωε(Xs)) ds; τ−c < τ
+
b
)
.
Since eq is exponentially distributed variable and independent of X , for any nonnega-
tive and bounded function f we have
Ex
(
e−
∫ eq
0 ωε(Xs) dsf(Xeq); eq < τ
+
b ∧ τ−c
)
= q
∫ ∞
0
e−qtEx
(
e−
∫ t
0 ωε(Xs) dsf(Xt); t < τ
+
b ∧ τ−c
)
dt
= q
∫ ∞
0
Ex
(
e−
∫ t
0 (q+ωε(Xs)) dsf(Xt); t < τ
+
b ∧ τ−c
)
dt
= q
∫ b
c
(W (q+ωε)(x, c)
W (q+ωε)(b, c)
W (q+ωε)(b, y)−W (q+ωε)(x, y)
)
f(y) dy.
The proof is completed by taking a limit.
Proof of Theorem 3.2. Theorem 3.2 is proved similarly, but by a sequence of approximate
delta functions. Let {pk > 0, ak ∈ R, k ≥ 1} as given in (3.10). Let
ωεj(x) :=
pj
2εj
1{|x−aj |≤εj} and ωk(x) :=
k∑
j=1
ωεj(x) for x ∈ R
and W (q+ωk) be the scale function with respect to q + ωk. It follows from Proposition 4.1
that
Ex
(
exp
(− qτ+b − k∑
j=1
pj
2εj
∫ τ+
b
0
1{|Xt−aj |≤εj} dt
)
; τ+b < τ
−
c
)
=
W (q+ωk)(x, c)
W (q+ωk)(b, c)
.
Applying Lemmas 4.3 and 4.4 successively, we have for all x, y ∈ R,
W (q+ωk)(x, y) = W (q+ωk−1)(x, y) +
∫ x
y
W (q+ωk−1)(x, z)(ωk(z)− ωk−1(z))W (q+ωk)(z, y) dz
= W (q+ωk−1)(x, y) +
∫ x
y
W (q+ωk−1)(x, z)ωεk(z)W
(q+ωk)(z, y) dz
−→
εk→0
W (q+ωk−1)(x, y) + pkW
(q+ωk−1)(x, ak)W
(q+ωk−1)(ak, y)
= W (q+ωk−1)(x, y) + pkW
(q)(x− ak)W (q+ωk−1)(ak, y),
where the fact that W (q+ωk−1)(x, ak) = W
(q)(x − ak) for all x ∈ R is needed for the last
equality. Applying the above result repeatedly, we have
W (q+ω1)(x, y) −→
ε1→0
W (q)(x− y) + p1W (q)(x− a1)W (q)(a1 − y) = W(q;p1)(a1) (x, y)
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and
W (q+ω2)(x, y) −→
ε2→0
W (q+ω1)(x, y) + p2W
(q)(x− a2)W (q+ω1)(a2, y)
−→
ε1→0
W
(q;p1)
(a1)
(x, y) + p2W
(q)(x− a2)W(q;p1)(a1) (a2, y) = W
(q;p1,p2)
(a1,a2)
(x, y),
Then the identity (3.11) for k = 1 follows by taking a limit. The identity (3.11) for k ≥ 2
can be shown similarly. So does the resolvent measure.
Similarly, applying Lemmas 4.3 and 4.4 one has, for v ∈ R with ak > v,
Z(q+ωk)(x, v) −→
εk→0
Z(q+ωk−1)(x, v) + pkW
(q)(x− ak)Z(q+ωk−1)(ak, v).
In particular, the approximation holds for v ≡ c and for all k. Therefore,
Z(q+ω1)(x, c) −→
ε1→0
Z(q)(x− c) + p1W (q)(x− a1)Z(q)(a1 − c) = Z(q;p1)(a1) (x, c)
and
Z(q+ω2)(x, c) −→
ε2→0
Z(q+ω1)(x, y) + p2W
(q)(x− a2)Z(q+ω1)(a2, c)
−→
ε1→0
Z
(q;p1)
(a1)
(x, c) + p2W
(q)(x− a2)Z(q;p1)(a1) (a2, c) = Z
(q;p1,p2)
(a1,a2)
(x, c),
which eventually give (3.12). This completes the proof.
To derive the local times at inverse local time, we first consider the ω-weight occupation
time at l−1(a, t), that is, L(l−1(a, t)) for t > 0.
Proposition 4.2 (Occupation time at inverse local time). For b > a > c, let L(·) be the
ω-weighted occupation time defined in (4.1) for some ω(·) ≥ 0. We have
Ea
(
e−L(l
−1(a,t)); l−1(a, t) < τ+b ∧ τ−c
)
= exp
(
− W
(ω)(b, c)t
W (ω)(b, a)W (ω)(a, c)
)
. (4.11)
Proof of Proposition 4.2. For ωε(x) :=
p
2ε
1{|x−a|≤ε} for x ∈ R, we have
Ea
(
e−L(τ
+
b
)−pl(a,τ+
b
); τ+b < τ
−
c
)
= lim
ε→0+
Ea
(
e−L(τ
+
b
)−
∫ τ+
b
0 ωε(Xs) ds; τ+b < τ
−
c
)
= lim
ε→0+
W (ω+ωε)(a, c)
W (ω+ωε)(b, c)
=
W (ω)(a, c)
W (ω)(b, c) + pW (ω)(b, a)W (ω)(a, c)
.
Inverting the Laplace transform yields
Ea
(
e−L(τ
+
b
); l(a, τ+b ) > t, τ
+
b < τ
−
c
)
=
W (ω)(a, c)
W (ω)(b, c)
exp
(
− W
(ω)(b, c)t
W (ω)(b, a)W (ω)(a, c)
)
.
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Recalling that for every t ≥ 0, X(l−1(a, t)) = a on {l−1(a, t) < ∞} and {l(a, τ+b ) >
t} = {l−1(a, t) < τ+b }, applying the Markov property at time l−1(a, t), we have
Ea
(
e−L(τ
+
b
); l(a, τ+b ) > t, τ
+
b < τ
−
c
)
= Ea
(
e−L(τ
+
b
); l−1(a, t) < τ+b , τ
+
b < τ
−
c
)
= Ea
(
e−L(l
−1(t)); l−1(a, t) < τ+b ∧ τ−c
)
Ea
(
e−L(τ
+
b
); τ+b < τ
−
c
)
.
This completes the proof.
Proof of Theorem 3.3. Let ωn(x) be the auxiliary function defined in the proof of Theorem
3.2. We have from Proposition 4.2 that
E
(
exp
(− ∫ l−1(a,t)
0
(q + ωn(Xs)) ds
)
; l−1(a, t) < τ+b ∧ τ−c
)
= exp
( −W (q+ωn)(b, c)t
W (q+ωn)(b, a)W (q+ωn)(a, c)
)
−→
εk→0
exp
( −W(q;p1,··· ,pn)(a1,··· ,an) (b, c)t
W
(q;p1,··· ,pn)
(a1,··· ,an)
(b, a)W
(q;p1,··· ,pn)
(a1,··· ,an)
(a, c)
)
for k = 1, · · · , n, which gives the desired expression.
4.3 Matrix expressions for W
(q;p1,··· ,pn)
(a1,··· ,an) and Z
(q;p1,··· ,pn)
(a1,··· ,an)
We fixed n ∈ N in this subsection.
Lemma 4.5. Let W
(q;p1,··· ,pn)
(a1,··· ,an)
and Z
(q;p1,··· ,pn)
(a1,··· ,an)
be defined as in (3.10). For x, y ∈ R, we
have
W
(q;p1,··· ,pn)
(a1,··· ,an)
(x, y) =W (q)(x− y) +
n∑
k=1
W (q)(x− ak)pkW(q;p1,··· ,pn)(a1,··· ,an) (ak, y) (4.12)
and
Z
(q;p1,··· ,pn)
(a1,··· ,an)
(x, c) = Z(q)(x− c) +
n∑
k=1
W (q)(x− ak)pkZ(q;p1,··· ,pn)(a1,··· ,an) (ak, c). (4.13)
Proof of Lemma 4.5. For arbitrarily small ηj ≥ εj > 0, j = 1, · · · , n, we have by applying
Lemma 4.3 that for x, y ∈ R,
W (q+ωn)(x, y) = W (q)(x− y) +
∫
R
W (q)(x− z)ωn(z)W (q+ωn)(z, y) dz
≤ W (q)(x− y) +
n∑
j=1
pjW
(q)(x− aj + εj)W (q+ωn)(aj + εj, y)
≤ W (q)(x− y) +
n∑
j=1
pjW
(q)(x− aj + ηj)W (q+ωn)(aj + ηj , y)
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where ωn(x) =
∑n
j=1
pj
2εj
1{|x−aj |≤εj}, and the monotonicity of W
(q+ωn)(·, y) is used. First
letting εj → 0 and then letting ηj → 0 for j = 1, · · · , n, we have for x, y ∈ R
W (q)(x− y) +
n∑
j=1
pjW
(q)(x− aj + ηj)W (q+ωn)(aj + ηj, y)
−→
εj→0
W (q)(x− y) +
n∑
j=1
pjW
(q)(x− aj + ηj)W(q;p1,··· ,pn)(a1,··· ,an) (aj + ηj , y)
−→
ηj→0
W (q)(x− y) +
n∑
j=1
pjW
(q)(x− aj)W(q;p1,··· ,pn)(a1,··· ,an) (aj, y)
by making use of the existence results and the continuity of the functions involved. Sim-
ilarly, one can obtain the same lower bound and those for Z
(q;p1,··· ,pn)
(a1,··· ,an)
, which eventually
gives the desired expression.
Proof of Proposition 3.1. Given the matrix representations in Lemma 4.5, taking x = ai
for every i = 1, · · · , n in (4.12), we have for y ∈ R(
W
(q;p1,··· ,pn)
(a1,··· ,an)
(ai, y)
)
= β(y) +Σ ·Λ · (W(q;p1,··· ,pn)(a1,··· ,an) (ai, y)).
Since ΛΣ is a strictly lower triangular matrix, it follows that
Λ · (W(q;p1,··· ,pn)(a1,··· ,an) (ai, y)) = (I−ΛΣ)−1 ·Λ · β(y).
Plugging it into (4.12), we have for x, y ∈ R,
W
(q;p1,··· ,pn)
(a1,··· ,an)
(x, y) =W (q)(x− y) +αT(x)(I−ΛΣ)−1Λβ(y).
On the other hand, making use of a matrix multiplication(
W (q)(x− y) αT(x)
−Λβ(y) I−ΛΣ
)
×
(
1 0
(I−ΛΣ)−1Λβ(y) (I−ΛΣ)−1
)
and the fact that (I−ΛΣ)−1 is also a lower triangular matrix with entries 1 on the diagonal,
we complete the proof of (3.16). Similarly, identity (3.17) follows from (4.13).
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