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1. INTRODUCCI ´ON
La obtencio´n de informacio´n a trave´s de encuestas de la poblacio´n se ha convertido en
una pra´ctica frecuente en la investigacio´n de entidades pu´blicas y privadas que deman-
dan respuestas a preguntas tan ba´sicas como: ¿cua´l es el me´todo ma´s apropiado para
obtener la muestra?, ¿cua´l es el taman˜o apropiado de la muestra?, ¿co´mo debo analizar
los datos obtenidos? Los que estudiamos poblaciones finitas sabemos que las respues-
tas a estas preguntas no son u´nicas y universales, y adema´s dependen de la perspectiva
de ana´lisis aplicada. Al escribir este artı´culo se ha pensado que era importante realizar
un esfuerzo en recoger y analizar las respuestas que da la literatura a estas preguntas
de disen˜o desde las distintas perspectivas. De este modo, el lector no especializado
obtendra´ con este trabajo una visio´n conjunta sobre las distintas respuestas de la litera-
tura a sus preguntas sobre disen˜o, y el lector especializado tendra´ una referencia en la
que se analizan conjuntamente los resultados sobre disen˜o desde las diversas perspec-
tivas, con la particularidad an˜adida de permitir el estudio por separado de cada grupo
de aportaciones por el cara´cter autocontenido de las secciones sobre aportaciones desde
las perspectivas de poblacio´n fija, modelos de superpoblacio´n cla´sicos y modelos de
superpoblacio´n Bayesianos.
Resumiendo y concretando, este artı´culo realiza una revisio´n de la literatura cla´sica y
reciente sobre disen˜o en poblaciones finitas desde las perspectivas de poblacio´n fija, y
modelos de superpoblacio´n desde las perspectivas cla´sica y Bayesiana. En concreto,
se revisan las aportaciones en relacio´n a co´mo seleccionar la muestra, elegir el taman˜o
o´ptimo de unidades y elementos a muestrear en un muestreo en dos etapas, te´cnicas
para estratificacio´n de una poblacio´n, etc., sen˜alando las hipo´tesis asumidas en cada
caso desde las distintas perspectivas. Otros artı´culos de revisio´n sobre las diferentes
aportaciones al disen˜o y estimacio´n son: Zacks(1970), Rao(1979), y Bellhouse(1984).
Debemos indicar que en este artı´culo no se pretende realizar una revisio´n de las apor-
taciones realizadas en el terreno de obtener el estimador o´ptimo para un muestreo dado
o para un grupo de procedimientos de muestreo (aunque se indiquen como referencia
algunos resultados), y por lo tanto que la exposicio´n no se centrara´ en la forma de los
estimadores sino en las caracterı´sticas relativas al disen˜o. El lector interesado en un
ana´lisis ma´s detallado sobre estimacio´n puede dirigirse, por ejemplo, a los siguientes
artı´culos y libros:
  Sobre muestreo en poblacio´n fija, a los manuales de Hansen, Hurwitz and Ma-
dow(1953), Kish(1965), Cochran(1977), Hedayat and Sinha(1991) y Sa¨rndal, Swen-
son and Wretman(1992) y a los artı´culos de Chaudhuri(1988), Mukhopadhyay and
Tracy(1993) y Godambe(1992).
  Sobre muestreo y estimacio´n basada en un modelo de superpoblacio´n, a los ma-
nuales de Cassel, Sa¨rndal and Wretman(1976), Bolfarine and Zacks(1992) y a los
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artı´culos de Royall(1988,92a) desde las perspectivas cla´sica, y Ericson(1969a,88) y
Font(1995b) desde la perspectiva Bayesiana.
Otras referencias de intere´s son el artı´culo de Sa¨rndal(1978) y las tesis de Murgui(1982)
y Font(1995a) que recogen un resumen comparativo de las distintas aproximaciones al
problema de estimacio´n en poblaciones finitas.
El presente trabajo se organiza en 6 secciones incluyendo esta introduccio´n. En la
seccio´n 2 se establecen los conceptos ba´sicos y notaciones que se aplicara´n en la des-
cripcio´n de los distintos resultados. En la seccio´n 3 se presentan las aportaciones al
disen˜o desde la perspectiva de poblacio´n fija. En las secciones 4 y 5 las aportaciones al
disen˜o que se apoyan en un modelo de superpoblacio´n desde las metodologı´as cla´sica
y Bayesiana respectivamente. Y en la seccio´n 6 se presenta un resumen conclusio´n
sobre la comparacio´n realizada entre las distintas perspectivas y se referencian otras
aportaciones al disen˜o no tratadas en las secciones 3, 4 y 5.
2. CONCEPTOS B ´ASICOS Y NOTACI ´ON
Consideremos una poblacio´n finita de N (entero positivo conocido) elementos, P =
f1; 2; : : : ; Ng, unas cantidades y
i
, i = 1; 2; : : : ; N que representan el valor de una ca-
racterı´stica de intere´s asociada a cada uno de estos elementos, y supongamos que esta-
mos interesados en inferir sobre la cantidad (desconocida)y =
P
N
i=1
y
i
N
. Para poder esti-
mar y (denotaremos al estimador por by), obtendremos una muestra s = fi
1
; i
2
; : : : ; i
n
g
con probabilidad p(s) mediante un mecanismo de muestreo no informativo de taman˜o
fijo n y mediremos para los ı´ndices muestreados el valor de la caracterı´stica en estu-
dio. En este artı´culo nos restringiremos a los resultados referidos a procedimientos
de muestreo no informativos de taman˜o fijo n. Dentro de este grupo indicaremos por
srswr al muestreo aleatorio con reemplazamiento, ppswr al muestreo con reemplaza-
miento con p
i
= Pr(seleccionar i), i = 1; 2; : : : ; N , srswor al muestreo aleatorio sin
reemplazamiento, y ppswor al muestreo sin reemplazamiento con 
i
= Pr(i 2 s),
i = 1; 2; : : : ; N . A partir de esta notacio´n ba´sica introduciremos a continuacio´n las
notaciones particulares correspondientes a las perspectivas de poblacio´n fija y modelos
de superpoblacio´n.
La perspectiva de poblacio´n fija considera como u´nica fuente de aleatoriedad la debida
al mecanismo de muestreo. Si representamos por E
p
(:) y V
p
(:) a los operadores media
y varianza respecto al procedimiento de muestreo p, diremos que nuestro estimador by
es insesgado respecto al muestreo si:
E
p
(
b
y) = y;(1)
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y en este caso el error cuadra´tico medio cometido respecto al muestreo vendra´ dado
por:
E
p
(
b
y   y)
2
= V
p
(
b
y):(2)
A partir de (1) y (2), Newman(1934) define como estrategia o´ptima (estrategia de uni-
forme mı´nima varianza) aquella estrategia (by; p) que minimice el error cuadra´tico me-
dio respecto al muestreo p (ver (2)) entre todos los estimadores insesgados respecto
a ese procedimiento de muestreo p (ver (1)). Los trabajos de Godambe(1955) y Go-
dambe and Joshi(1965) demuestran la no existencia de estimadores o´ptimos segu´n la
definicio´n anterior (ma´s detalles en seccio´n 3) y justifican la bu´squeda de otros criterios
de estrategia o´ptima (por ejemplo, la admisibilidad) o la introduccio´n de modelos de
superpoblacio´n (ver otras razones en la seccio´n 4) para delimitar en que´ circunstancias
relativas a la poblacio´n un estimador era mejor que otro.
La perspectiva basada en modelos de superpoblacio´n considera a los valores y
i
como
realizaciones de una variable aleatoria Y
i
, i = 1; 2; : : : ; N . Si asumimos esta segunda
fuente de aleatoriedad y representamos por E
m
(:) y V
m
(:) a los operadores media y va-
rianza respecto al modelo de superpoblacio´n, diremos que el estimador by (manteniendo
la notacio´n inicial) es insesgado respecto al modelo si:
E
m
(
b
y   Y ) = 0:(3)
La literatura que considera un modelo de superpoblacio´n propone dos criterios para
seleccionar la estrategia o´ptima, segu´n la importancia que el estadı´stico quiera dar a
cada una de las dos fuentes de aleatoriedad (procedimiento de muestreo y modelo de
superpoblacio´n) que consisten en minimizar:
E
m
E
p
(
b
y   Y )
2
;(4)
o bien,
E
m
(
b
y   Y )
2
;(5)
entre estimadores que satisfacen (1) o´ (3).
A veces dispondremos tambie´n de una informacio´n complementaria sobre la variable en
estudio y
i
, en forma de una caracterı´stica auxiliar x
i
con i = 1; 2; : : : ; N conocida para
todas las unidades de la poblacio´n que se podra´ aplicar en el mecanismo de muestreo y/o
en la estimacio´n para mejorar el proceso inferencial. Algunas notaciones adicionales
de intere´s son:
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y =
P
N
i=1
y
i
N
; y
s
=
P
i2s
y
i
n
; y
u
=
P
i62s
y
i
N n
;
x =
P
N
i=1
x
i
N
; x
s
=
P
i2s
x
i
n
; x
u
=
P
i62s
x
i
N n
;
S
2
y
=
P
N
i=1
(y
i
 y)
2
N 1
; S
2
x
=
P
N
i=1
(x
i
 x)
2
N 1
:
En algunas ocasiones los elementos de la poblacio´n (de manera natural o bien tras un
proceso de estratificacio´n) aparecen agrupados en unidades ma´s grandes (psu’s). En
este trabajo, denotaremos por K (entero positivo conocido) al nu´mero de unidades, M
i
al nu´mero de elementos de la unidad i, i = 1; 2; : : : ;K (enteros positivos conocidos)
con
P
K
i=1
M
i
= N , y
ij
al valor de la caracterı´stica en estudio asociada al elemento
j de la unidad i, para j = 1; 2; : : : ;M
i
, i = 1; 2; : : : ;K. Las inferencias que se
analizara´n en este trabajo se refieren a la media de la poblacio´n por elemento y se
apoyara´n en los valores observados y
ij
para (i; j) 2 s, con s una muestra obtenida
a trave´s de un muestreo en dos etapas, en el que primero se realiza un muestreo no
informativo de taman˜o fijo k (denotaremos a la muestra obtenida por s
0
) y en segundo
lugar un muestreo no informativo de taman˜o fijo m
i
para i 2 s
0
con
P
i2s
0
m
i
= n
(denotaremos a la muestra en cada unidad por s
i
, i 2 s
0
) ambos procedimientos de
muestreo independientes, por tanto s = f(i; j) : j 2 s
i
; i 2 s
0
g . En este trabajo
indicaremos por: stsrswor al muestreo estratificado con k = K con eleccio´n de los
elementos mediante srswor, clsrswor al muestreo cluster con k < K y m
i
= M
i
,
i = 1; 2; : : : ;K con eleccio´n de las unidades mediante srswor y 2ssrswor al muestreo
en dos etapas con muestreo srswor de las unidades y de los elementos. Otras notaciones
de intere´s son, para i = 1; 2; : : : ;K:
y
i
=
P
M
i
j=1
y
ij
M
i
; y
s
i
=
P
j2s
i
y
ij
m
i
; y
u
i
=
P
j 62s
i
y
ij
M
i
 m
i
;
x
i
=
P
M
i
j=1
x
ij
M
i
; S
2
yi
=
P
M
i
j=1
(y
ij
 y
i
)
2
M
i
 1
; S
2
xi
=
P
M
i
j=1
(x
ij
 x
y
)
2
M
i
 1
;
ası´ como las siguientes definiciones de la varianza poblacional dentro de las unidades
(S2
yw
), la varianza poblacional entre unidades (S2
yb
) y la correlacio´n poblacional dentro
de las unidades (R
y
):
S
2
yw
=
P
K
i=1
(M
i
 1)S
2
yi
N K
; S
2
yb
=
P
K
i=1
M
i
(y
i
 y)
2
K 1
; R
y
=
2
P
K
i=1
P
M
i
j<j

(y
ij
 y)(y
ij
 y)
(
K
i=1
M
2
i
N
 1)(N 1)S
2
y
;
esta u´ltima expresio´n (R
y
), que puede interpretarse como un coeficiente de homoge-
neidad dentro de la unidad, ha sido aproximada por los diversos autores en te´rminos de
S
2
yw
, S
2
yb
y S2
y
(por ejemplo, en el caso M
i
= M , i = 1; 2; : : : ;K, Hansen, Hurwitz
and Madow(1953) usan la aproximacio´n
M(K 1)
N 1
S
2
yb
 S
2
y
(M 1)S
2
y
y Cochran(1977) la aproxi-
macio´n S
2
yb
 S
2
y
(M 1)S
2
y
). Indicaremos tambie´n con R
y
a todas estas aproximaciones cuando
formen parte de la aproximacio´n de un resultado.
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3. APORTACIONES AL DISE ˜NO DESDE LA PERSPECTIVA DE
POBLACI ´ON FIJA
Las aportaciones al disen˜o de los autores que han trabajado desde esta perspectiva son
muy numerosas, en concreto en esta seccio´n se analizara´n algunos resultados compa-
rando procedimientos de muestreo distintos, expresiones sobre los taman˜os de muestreo
o´ptimos y algunos procedimientos para estratificar la poblacio´n con el objetivo de ob-
tener mejores inferencias.
Antes de pasar a la relacio´n de las aportaciones en poblacio´n fija conviene realizar una
reflexio´n previa sobre el concepto de estimador «o´ptimo», para valorar mejor las con-
secuencias de la eleccio´n entre las distintas alternativas de disen˜o en base a los errores
cuadra´ticos asociados a ese estimador «o´ptimo». La no existencia de una estrategia uni-
forme de mı´nima varianza demostrada por Godambe(1955) cuando se consideraba la
minimizacio´n dentro de la clase de los estimadores insesgados, lineales y homoge´neos,
y por Godambe and Joshi(1965) cuando se consideraba la clase de todos los estima-
dores insesgados (ma´s detalles en los artı´culos de Chaudhuri(1988) y Mukhopadhyay
and Tracy(1993)), conduce a establecer el concepto de estimador admisible para un
muestreo dado. En esta lı´nea de investigacio´n, Joshi(1965,67) demostro´: (i) la admisi-
bilidad del estimador de Horwitz-Thompson (by
HT
=
P
i2s
y
i

i
N
) como estimador de
y para muestreos ppswor con probabilidades de inclusio´n 
i
estrictamente positivas,
(ii) la admisibilidad de y
s
para un disen˜o p entre todos los estimadores de y, y (iii) la
admisibilidad de y
s
, by
r
=
x
x
s
y
s
(estimador de razo´n), e by
b
= y
s
+
b
(x   x
s
) con
b
 =
P
i2s
(x
i
 x
s
)(y
i
 y
s
)
P
i2s
(x
i
 x
s
)
2
(estimador de regresio´n) entre los estimadores medibles (con
algunas restricciones adicionales) de y para funciones de pe´rdida muy generales para
procedimientos de muestreo sin reemplazamiento. En otra lı´nea de investigacio´n, New-
man(1934) y Royall(1968) demostraron que para un muestreo srswr, el estimador y
s
es el u´nico estimador que minimiza el error cuadra´tico respecto al muestreo entre los
estimadores insesgados lineales homoge´neos y entre todos los estimadores insesgados
respectivamente.
3.1. Comparacio´n entre procedimientos de muestreo
3.1.1. Comparacio´n entre muestreos en una etapa
Veremos dos grupos de resultados, los debidos a Lanke(1975) que comparan los mues-
treos srswor y srswr y los de Des Raj(1954), Reddy and Rao(1977) y Rao(1993) que
permiten comparar muestreos srswr y ppswr.
Lanke(1975) define que un procedimiento de muestreo p0 es mejor o al menos tan bueno
como otro procedimiento p si dado un estimador insesgado de y respecto a p, by
p
, existe
un estimador insesgado de y respecto a p0, by
p
0
, tal que V
p
0
(
b
y
p
0
)  V
p
(
b
y
p
), y obtiene una
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condicio´n necesaria para que un muestreo p0 sea mejor o al menos tan bueno como p
para la estimacio´n de Ny. De la aplicacio´n de esta condicio´n a los muestreos aleatorios
se llega a que en la estimacio´n de y un muestreo srswor es mejor o al menos tan bueno
como un muestreo srswr si n  2.
Des Raj(1954) demuestra que el muestreo ppxwr (muestreo ppswr con p
i
=
x
i
Nx
,
i = 1; 2; : : : ; N ) puede producir peores estimaciones que el muestreo srswr cuando
la relacio´n entre y
i
y x
i
, i = 1; 2; : : : ; N se aleja de una lı´nea recta a trave´s del origen.
Rao(1993), considera dos muestreos proporcionales con reemplazamiento, ppswr y
pps’wr con probabilidades de elegir i, p
i
y p0
i
, i = 1; 2; : : : ; N respectivamente y
considera el muestreo pps”wr con probabilidades de elegir i, p00
i
= p
i
+(1 )p
0
i
con
0    1, i = 1; 2; : : : ; N obteniendo los siguientes resultados que representaremos
por (1):
(i) Si Vppswr(by
HH
) < Vpps’wr(by
0
HH
), entonces Vpps”wr(by
00
HH
) < Vpps’wr(by
0
HH
).
(ii) Si Vpps’wr(by
0
HH
) < Vppswr(by
HH
), entonces Vpps”wr(by
00
HH
) < Vppswr(by
HH
).
(iii) Vpps’wr(by
0
HH
)  Vppswr(by
HH
) =
1
nN
2
P
N
i=1
y
2
i
(p
i
 p
0
i
)
p
i
p
0
i
;
donde by
HH
=
P
i2s
y
i
p
i
Nn
es el estimador de Hansen-Hurwitz asociado al muestreo
ppswr (las primas representan los correspondientes estimadores Hansen-Hurwitz para
los restantes muestreos).
De (1)(i) y (ii) se deduce que la estrategia (by00
HH
; pps”wr) es mejor que la peor en-
tre las estrategias (by
HH
; ppswr) y (by0
HH
; pps’wr). De (1)(iii) tomando p0
i
=
1
N
, i =
1; 2; : : : ; N (muestreo srswr) obtenemos una expresio´n de las diferencias en eficiencia
entre un muestreo srswr y un muestreo ppswr.
3.1.2. Comparacio´n entre muestreos srswor, stsrswor y clsrswor
La comparacio´n entre los muestreos srswor y stsrswor es analizada en la mayorı´a de
manuales sobre te´cnicas de muestreo. Por ejemplo, Cochran(1977) y Sa¨rndal, Swens-
son and Wretman(1992) obtienen la siguiente expresio´n:
Vsrswor(y
s
)  Vstsrswor,(13)(ys) = N nnN(N 1) [(K   1)S2yb   1N
P
K
i=1
(N  M
i
)S
2
yi
];(2)
en la que el subı´ndice stsrswor (13) indica que se ha aplicado un muestreo aleatorio
estratificado en el que el nu´mero de elementos muestreados en cada estrato es propor-
cional al taman˜o del mismo (ver comentarios del apartado 3.2.2 y la expresio´n (13)).
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A partir de (2) podemos observar que matema´ticamente el muestreo stsrswor puede
ser peor que el muestreo srswor. En particular, si suponemos que S2
yi
= S
2
psu
, i =
1; 2; : : : ;K tenemos que la expresio´n (2) se convierte en:
Vsrswor(y
s
)  Vstsrswor,(13)(ys) =
(N   n)(K   1)
nN(N   1)
[S
2
yb
  S
2
psu
];(3)
que sera´ negativa (evidencia a favor del muestreo srswor) si la varianza poblacional en-
tre estratos es ma´s pequen˜a que la varianza dentro de los estratos. En la mayor parte de
las situaciones pra´cticas la varianza entre estratos supera a la varianza dentro del estra-
to, (2) es positivo y se produce una ganancia en precisio´n al usar el muestreo stsrswor
como alternativa al muestreo srswor.
Hansen, Hurwitz and Madow(1953) obtienen a partir de (2) la siguiente expresio´n apro-
ximada de las ganancias derivadas del muestreo stsrswor frente al muestreo srswor:
Vsrswor(y
s
)  Vstsrswor,(13)(ys) '
N   n
N
S
2
y
n
R
y
:(4)
A partir de (2) y (4) podemos extraer las siguientes observaciones:
  Cuanto ma´s grande sea la homogeneidad dentro de los estratos, las ganancias por
estratificacio´n sera´n mayores.
  Cuanto ma´s grande sea la heterogeneidad entre las medias de los estratos, mayores
sera´n las ganancias relativas por estratificacio´n.
  La ganancia relativa no sera´ muy alta salvo que las variaciones entre estratos sean
bastante mayores que las variaciones dentro de los estratos.
En relacio´n a la comparacio´n entre los muestreos srswor y clsrswor tenemos, apoya´n-
donos en los resultados de Cochran(1977), cuando M
i
= M , i = 1; 2; : : : ;K que:
Vclsrswor(ys)  Vsrswor(ys) =
N   n
N
S
2
y
n

N   1
M(K   1)
[1 + (M   1)R
y
]  1

'
N   n
N
S
2
y
n
(M   1)R
y
:(5)
De (5) se deduce que si R
y
< 0, el muestreo clsrswor es ma´s eficiente que el srswor,
y si R
y
> 0 (la situacio´n ma´s habitual), el muestreo clsrswor es menos eficiente que
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el srswor. Hansen, Hurwitz and Madow(1953) proporcionan una buena discusio´n so-
bre los valores de R
y
para diferentes ı´tems y diferentes taman˜os de cluster y Sa¨rndal,
Swensson and Wretman(1992) estudian los muestreos clppswor (muestreos de dos eta-
pas con m
i
= M
i
, i 2 s
0
con muestreo para las unidades del tipo ppswor) y aplicando
un estimador Horwitz-Thompson llegan a las siguientes conclusiones pra´cticas:
  Si podemos seleccionar los clusters con un muestreo ppswor con 
i
=
ky
i
P
K
i=1
y
i
,
i = 1; 2; : : : ;K, entonces este muestreo cluster sera´ muy eficiente.
  Si seleccionamos los clusters con un muestreo ppswor con 
i
=
kM
i
N
, i = 1; 2; : : : ;
K, el muestreo sera´ bastante eficiente si las variaciones entre las medias poblacio-
nales de cada cluster son pequen˜as.
  Un muestreo clsrswor es a menudo poco eficiente cuando los clusters son de distinto
taman˜o, es ma´s, si la correlacio´n entre M
i
y M
i
y
i
, i = 1; 2; : : : ;K es positiva (que
es el caso habitual), el muestreo clsrswor da peores resultados que en el caso de
muestreo clsrswor con M
i
= M , i = 1; 2; : : : ;K.
3.1.3. Comparacio´n entre muestreos srswor y 2ssrswor
Hansen, Hurwitz and Madow(1953) obtienen la siguiente expresio´n para comparar los
dos tipos de muestreo en el caso: M
i
= M , i = 1; 2; : : : ;K y m
i
= m, i 2 s
0
V2ssrswor(ys)  Vsrswor(ys) '
N   n
N
S
2
y
n
R
y
(m  1):(6)
A partir de (6) podemos concluir que un muestreo 2ssrswor sera´ eficiente en la medida
que la correlacio´n entre los elementos dentro de cada unidad sea pequen˜a si es positiva,
o en el medida que e´sta sea negativa. En la pra´cticaR
y
es positiva y decrece al aumentar
el taman˜o de las unidades.
3.2. Taman˜os de muestreo o´ptimos
La literatura cla´sica presenta tres criterios para determinar el taman˜o de muestreo o´ptimo:
  Para un coste dado, determinar el taman˜o que hace mı´nimo el error cuadra´tico medio
en la estimacio´n.
  Para una varianza respecto al muestreo dada del estimador de la media poblacional
insesgado aplicado, determinar el taman˜o que hace mı´nimo el coste de la estimacio´n.
  El problema de decisio´n de minimizar una funcio´n de pe´rdida.
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A continuacio´n presentaremos los resultados obtenidos segu´n estos criterios para mues-
treos srswor, stsrswor, clsrswor y 2ssrswor.
3.2.1. Taman˜o de una muestra srswor
Konijn(1973) propone para una varianza V 2 dada la siguiente expresio´n para el taman˜o
n de una muestra srswor:
n =
S
2
y
V
2
N 1
N
+
S
2
y
NV
2
;(7)
esta expresio´n cuando N es bastante grande se simplifica tomando N 1
N
' 1 a la ex-
presio´n presentada por Kish(1965).
Y Cochran(1977) considerando el criterio de minimizar la pe´rdida cuadra´tica multipli-
cada por la constante positiva  ma´s una funcio´n lineal de costes C(n) = c
0
+ c
1
n,
obtiene la siguiente expresio´n para el taman˜o o´ptimo n de una muestra srswor:
n =
S
2
y
p

p
c
1
:(8)
(Una forma ma´s general de este resultado aparece en Yates(1960).) Debemos observar
que las expresiones (7) y (8) proporcionan valores para n que son funcio´n de la varianza
poblacional, e indicar que para poder fijar el taman˜o o´ptimo la pra´ctica habitual consiste
en sustituir esta cantidad desconocida por un estimador.
3.2.2. Taman˜o o´ptimo de una muestra stsrswor
Si consideramos la funcio´n de coste lineal: C(m
1
; : : : ;m
K
) = c
0
+
P
K
i=1
c
i
m
i
se
tiene (ver, por ejemplo, Sa¨rndal, Swensson and Wretman(1992)) que:
(i) Bajo la hipo´tesis de minimizar la varianza respecto al disen˜o para un muestreo
stsrswor para un coste dado C, los taman˜os o´ptimos m
i
, i = 1; 2; : : : ;K vienen
dados por:
m
i
=
(C   c
0
)
M
i
S
yi
p
c
i
P
K
i=1
M
i
S
yi
p
c
i
= n
M
i
S
yi
p
c
i
P
K
i=1
M
i
S
yi
p
c
i
:(9)
(ii) Bajo la hipo´tesis de minimizar el coste para una varianza dadaV 2 para un muestreo
stsrswor, los taman˜os o´ptimos m
i
, i = 1; 2; : : : ;K vienen dados por:
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mi
=
M
i
S
yi
p
c
i
P
K
i=1
M
i
S
yi
p
c
i
(NV )
2
+
P
K
i=1
M
i
S
2
yi
:(10)
Observemos que a partir de (9) se obtiene tomando c
i
= c, i = 1; : : : ;K, la asigna-
cio´n de Newman (el resultado sobre taman˜o o´ptimo ma´s popular), que consiste en la
seleccio´n de muestras aleatorias estratificadas con taman˜os de muestreo por estrato m
i
,
i = 1; 2; : : : ;K dados por:
m
i
= n
M
i
S
yi
P
K
i=1
M
i
S
yi
:(11)
Esta expresio´n fue obtenida por Neyman(1934) y previamente por Tschuprow(1923).
A partir de (9) y (10) se obtiene una regla pra´ctica para disen˜ar un muestreo aleatorio es-
tratificado que consiste en seleccionar, dado un estrato, una muestra ma´s grande cua´nto
ma´s grande sea su taman˜o, ma´s variable sea y menor sea el coste de muestrearlo, y las
expresiones de los taman˜os de los estratos y taman˜o total de la muestra. Sin embargo, la
obtencio´n de estos taman˜os presenta algunas dificultades pra´cticas, al desconocimiento
de S2
yi
(habitual en este tipo de expresiones y que discutiremos en el pro´ximo pa´rrafo)
hay que an˜adir ahora otros problemas que se producen por la no introduccio´n en los
problemas de optimizacio´n resueltos en (9) y (10) de restricciones sobre los taman˜os de
la muestra en los estratos y que son: la posibilidad de que el taman˜o o´ptimo de mues-
treo en cada estrato no sea entero, sea negativo o sea superior al taman˜o del estrato. Las
recomendaciones habituales son las siguientes: si el taman˜o o´ptimo de muestreo supera
al taman˜o del estrato, muestrear estos estratos totalmente y distribuir las restantes ob-
servaciones entre los otros estratos, y si el taman˜o o´ptimo es negativo no seleccionar
ningu´n elemento de estos estratos, modificar la ecuacio´n de coste y obtener los nuevos
o´ptimos.
En la pra´ctica, se suelen emplear las siguientes 5 aproximaciones de la fo´rmula (11)
para evitar el problema que supone desconocer S2
yi
, i = 1; 2; : : : ;K:
(i) Asignacio´n proporcional al total poblacional (que presenta problemas pra´cticos
similares a (11) puesto que los totales de cada estrato son cantidades asimismo
desconocidas)
m
i
= n
P
M
i
j=1
y
ij
P
K
i=1
P
M
i
j=1
y
ij
:(12)
(ii) Asignacio´n proporcional al taman˜o (que aplica´bamos en (2) para establecer la
comparacio´n entre los muestreos srswor y stsrswor):
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mi
= n
M
i
N
:(13)
(iii) x-«o´ptima» asignacio´n (con x una caracterı´stica auxiliar que proporciona infor-
macio´n acerca de y):
m
i
= n
M
i
S
xi
P
K
i=1
M
i
S
xi
:(14)
(iv) Asignacio´n proporcional a la raı´z de las medias en cada estrato de una carac-
terı´stica auxiliar:
m
i
= n
M
i
p
x
i
P
K
i=1
M
i
p
x
i
:(15)
(v) Asignacio´n proporcional al total de las x (con x una caracterı´stica auxiliar que
proporciona informacio´n acerca de y):
m
i
= n
P
M
i
j=1
x
ij
P
K
i=1
P
M
i
j=1
x
ij
:(16)
La aplicacio´n de las asignaciones (12) a (16) produce obviamente una pe´rdida en la
precisio´n de las inferencias (en te´rminos de la varianza) respecto a la aplicacio´n de (11).
Estas pe´rdidas de eficiencia dependera´n en los casos (14) a (16) de la correlacio´n entre
la caracterı´stica y en estudio y la caracterı´stica auxiliar x (de valores conocidos para
todos los elementos de la poblacio´n) y en general de cuan buena sea la aproximacio´n
de S
yi
por S
xi
,
p
x
i
o x
i
, i = 1; 2; : : : ;K respectivamente. En el caso de la asignacio´n
proporcional (13) (la aproximacio´n ma´s empleada, porque no requiere conocer una
caracterı´stica auxiliar), Hendayat and Sinha(1991) obtienen la siguiente expresio´n:
Vstsrswor,(13)(ys)  Vstsrswor,(11)(
K
i=1
M
i
y
s
i
N
) =
1
nN
P
K
i=1
M
i
(S
yi
 
K
i=1
M
i
S
yi
N
)
2
;
(17)
de la que se deduce que las diferencias de eficiencia entre las asignaciones de Newman
y proporcionales pueden ser considerables, en especial si las varianzas dentro de cada
estrato son muy diferentes entre sı´.
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3.2.3. Taman˜o o´ptimo de una muestra clsrswor
La literatura no presenta muchos resultados en este campo y propone aplicar bajo la
hipo´tesis de un coste cero para el muestreo dentro de las unidades los resultados que se
presentaron en el apartado dedicado al taman˜o para un muestreo srswor. Cochran(1977)
para muestreos clsrswor con todos los clusters del mismo taman˜o M propone una so-
lucio´n al problema de minimizar la varianza para un coste fijo con funcio´n de costes
C(k) = c
1
Mk + c
2
p
k.
3.2.4. Taman˜o o´ptimo de una muestra 2ssrswor
Para presentar los resultados distinguiremos entre dos situaciones:
  Todas las unidades tienen el mismo nu´mero de elementos: M
i
= M , i = 1; 2; : : : ;K
y m
i
= m para i 2 s
0
.
  No todas las unidades tienen el mismo nu´mero de elementos.
Suponiendo que todas las unidades son del mismo taman˜o, Cochran(1977) estudia el
problema de minimizar la varianza para un coste dado, con funcio´n de costes lineal de
la forma: C(m; k) = c
1
k+ c
2
km y propone como me´todo para obtener los taman˜os m
y k o´ptimos el siguiente algoritmo sugerido por Eisenhart (ver Cameron(1951)).
Algoritmo (18). Dados a = c
1
S
2
yw
y b = c2
M
(S
2
yb
  S
2
yw
):
(i) Si b > 0 ypa
b
M , tomar el entero l que cumpla l 
p
a
b
 l + 1 y entonces:

si a
b
 l(l + 1) tomar m = l
en otro caso tomar m = l + 1
(ii) Si b  0 o´pa
b
> M , tomar m = M .
(iii) Determinado m o´ptimo, se calcula k fijando el coste o la varianza.
Nuevamente, la determinacio´n del taman˜o o´ptimo depende de cantidades desconoci-
das (varianza entre los elementos dentro de las unidades y varianza entre las medias de
las unidades) aunque en este caso los taman˜os o´ptimos son enteros y positivos. He-
dayat and Sinha(1991) se plantean nuevamente el problema de minimizar la varianza
para un coste menor o igual a una cantidad fijada (la funcio´n de costes estudiada es
pra´cticamente la misma, so´lo an˜aden un coste fijo) y sujeta a la restriccio´n 2  m M
y 2  k  K presentando un algoritmo alternativo para la obtencio´n de los taman˜os
muestrales o´ptimos m y k.
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En el caso ma´s general, en el que el taman˜o de todas las unidades no es el mismo, Co-
chran(1977) asumiendo la funcio´n de costes C(m; k) = c
1
k + c
2
km donde m = n
k
y considerando una fraccio´n de submuestreo constante para todas las unidades mues-
treadas (mi
M
i
= m
K
N
, i 2 s
0
) propone aplicar el algoritmo (18) reemplazando m por
m y tomando a = c
1
P
K
i=1
M
i
S
2
yi
N
y b = c
2
(
K
2
P
K
i=1
M
2
i
(y
i
 y)
2
N
2
(K 1)
 
K
P
K
i=1
M
i
S
2
yi
N
2
). La
solucio´n obtenida m sirve para obtener los taman˜os o´ptimos m
i
, i 2 s
0
aplicando que
la fraccio´n de submuestreo es constante para todas las unidades muestreadas.
Otra alternativa propuesta por Hansen, Hurwitz and Madow(1953) para la misma fun-
cio´n de coste consiste en tomar, para i 2 s
0
:
m
i
= M
i
K
N
s
c
1
c
2
1 R
y
R
y
;(19)
y calcular k fijando el costo o la varianza. (La expresio´n (19) es asimismo aplicable
cuando todas las unidades tiene el mismo taman˜o.)
Otras referencias adicionales de intere´s son: Cochran(1977), Konijn(1973) y Hansen,
Hurwitz and Madow(1953) con funciones de coste alternativas y/o ana´lisis de otros
procedimientos de muestreo en dos etapas.
3.3. Te´cnicas de estratificacio´n de una poblacio´n
Desde un punto de vista de poblacio´n fija, el muestreo stsrswor permite obtener mejores
inferencias que los muestreos srswor y clsrswor, y sobre todo cuando adema´s tomamos
la muestra de acuerdo con un esquema de asignacio´n o´ptima. Esta propiedad motiva
la bu´squeda de procedimientos para dividir los elementos de la poblacio´n en unidades
(cuando la poblacio´n no esta´ dividida de forma natural) o incluso estratificar a posteriori
la poblacio´n de modo que se puedan aprovechar las ganancias en eficiencia del muestreo
stsrswor frente al srswor o mejorar los resultados de un muestreo clsrswor. Trataremos
en este apartado de dos cuestiones: co´mo construir los estratos y el nu´mero de estratos.
La idea ma´s sencilla para construir K estratos con el objetivo de mejorar nuestras esti-
maciones consiste en establecer una particio´n en estratos, de modo que las diferencias
M
i
S
2
iy
entre los estratos que construyamos no sean muy grandes, de esta manera cuan-
do realicemos el muestreo de los mismos con asignacio´n proporcional al taman˜o (por
ejemplo), las pe´rdidas de eficiencia respecto a la asignacio´n de Neyman (ver expresio´n
(17)) sera´n menores y, en consecuencia, nuestra estimacio´n sera´ mejor. Som(1973)
considera tres procedimientos para reducir las diferencias M
i
S
2
iy
entre estratos:
  La regla de Dalenius and Gurney(1951) de construir estratos con valores de M
i
S
2
iy
aproximadamente iguales.
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  La regla de Ekman(1959) de construir estratos con valores de M
i
rg
i
aproxima-
damente iguales, con rg
i
el rango de la caracterı´stica en estudio en el estrato i,
i = 1; 2; : : : ;K.
  Y la regla de Mahalanobis, Hansen, Hurwitz y Madow de construir estratos con
valores de M
i
y
i
aproximadamente iguales.
Otra posibilidad consiste en hacer una estratificacio´n de la poblacio´n de modo que la va-
rianza del estimador para la asignacio´n de Pearson (ver (11)) sea directamente peque-
n˜a. Si representamos por f(y) a una funcio´n de frecuencia sobre la caracterı´stica en
estudio y suponemos ordenada la poblacio´n de acuerdo con esta caracterı´stica, una ma-
nera de construir los estratos atendiendo a esta idea consistirı´a en determinar los lı´mites
intermedios [y0
i 1
; y
0
i
[ de modo que se minimizara Vstsrswor,(11)(
P
M
i
i=1
M
i
y
s
i
N
) '
P
K
i=1
!
2
i

2
i
m
i
con !
i
=
R
y
0
i
y
0
i 1
f(y)dy y 2
i
=
1
!
i
R
y
0
i
y
0
i 1
y
2
f(y)dy   [
1
!
i
R
y
0
i
y
0
i 1
yf(y)dy]
2
.
Dalenius and Hodges(1959) plantean el problema en estos te´rminos y proponen calcu-
lar la cumulativa de
p
f(y) y tomar los lı´mites intermedios de forma que los intervalos
sean aproximadamente iguales en la escala cum
p
f(y). (La idea de emplear la cumula-
tiva
p
f(y) y estos lı´mites se apoya en la hipo´tesis de que si los estratos son numerosos
y de rango pequen˜o, f(y) dentro del estrato es aproximadamente constante.) Otros
trabajos en esta lı´nea (aunque en estos casos se propone muestrear un u´nico elemen-
to por estrato) consisten en la aplicacio´n de los algoritmos de Kossack and Shiledar
Baxi(1971) y sus modificaciones en Shiledar Baxi(1982,95).
Al enunciar los criterios de estratificacio´n anteriores nos hemos apoyado en los valo-
res de la caracterı´stica en estudio, esta hipo´tesis no es realista ya que no conocemos la
totalidad del vector poblacional. En la pra´ctica estos me´todos se aplican sobre una ca-
racterı´stica auxiliar x
i
, i = 1; 2; : : : ; N y, obviamente, la eficiencia en la construccio´n
depende de la correlacio´n entre la caracterı´stica en estudio y la auxiliar.
Los procedimientos anteriores se apoyan en construir un nu´mero dado, K de estratos.
En principio, un aumento de K supondra´ (basa´ndonos en un mecanismo de construc-
cio´n bueno) estratos internamente ma´s homoge´neos en sı´ y ma´s hetereoge´neos entre
sı´ y por tanto apoya´ndonos en (3) y (17) mayores ganancias de precisio´n. En esta di-
reccio´n, Cochran(1977) apoya´ndose en una construccio´n de estratos basada en la regla
de Dalenius and Hodges(1959) y suponiendo una distribucio´n f(y) dentro del estrato
aproximadamente constante, obtiene la siguiente relacio´n:
Vstsrswor(
P
M
i
i=1
M
i
y
s
i
N
) '
Vsrswor(y
s
)
K
2
;(20)
de modo que la varianza estratificada es inversamente proporcional al cuadrado del
nu´mero de estratos. Por otra parte, hay razones a favor de un K no muy alto, ası´ cuan-
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do para la construccio´n de los estratos se emplea una caracterı´stica auxiliar (que es lo
habitual en la pra´ctica) existe un taman˜o K 0 a partir del cual no es posible reducir la
varianza por estratificacio´n (este taman˜o tope se debe a la varianza de la caracterı´stica
en estudio no explicable por la caracterı´stica auxiliar). Otro motivo es el coste, mayor
nu´mero de estratos supone mayores costes por trabajos extra en planificacio´n y ca´lculo,
y estos costes adicionales pueden no justificar las reducciones consiguientes (si se pro-
ducen) de la varianza.
4. APORTACIONES AL DISE ˜NO DESDE LA PERSPECTIVA DE MODELOS
DE SUPERPOBLACI ´ON CL ´ASICOS
Las aportaciones desde la perspectiva de modelos de superpoblacio´n se apoyan en con-
siderar que la caracterı´stica en estudio y
i
es realizacio´n de una variable aleatoria Y
i
,
i = 1; 2; : : : ; N que se distribuye segu´n un determinado modelo probabilı´stico. Desde
el punto de vista del disen˜o podemos sen˜alar dos grupos de motivaciones para introdu-
cir esta nueva fuente de aleatoriedad. Desde la perspectiva de poblacio´n fija, la intro-
duccio´n del modelo de superpoblacio´n permite la obtencio´n de estrategias o´ptimas de
disen˜o definidas, como aquellas que se obtienen minimizando el valor esperado respec-
to al modelo del error cuadra´tico medio respecto al disen˜o (minimizar (seccio´n 2,4)),
dentro de la clase de estimadores insesgados respecto al mecanismo de muestreo (ver
expresio´n (seccio´n 2,1)). Y permite valorar en presencia de informacio´n auxiliar en for-
ma de una covariable x
i
, i = 1; 2; : : : ; N conocida, la eficiencia de los estimadores de
razo´n o regresio´n frente al estimador media, y la eficiencia de las aproximaciones a los
taman˜os o´ptimos de la muestra y de construccio´n de estratos basados en la informacio´n
proporcionada por esta covariable. Por otra parte, desde una perspectiva predictiva,
otro grupo importante de autores defienden que el conocimiento del estadı´stico sobre
las caracterı´sticas de la poblacio´n en estudio le permite argumentar que la poblacio´n fi-
nita es la realizacio´n hoy de un determinado modelo de superpoblacio´n o la realizacio´n
de un modelo que describe un mecanismo o proceso en el mundo real; afirman que el
modelo asumido constituye la fuente de aleatoriedad ma´s importante ya que describe
la poblacio´n y definen como estimador o´ptimo (estimador o´ptimo desde la perspectiva
predictiva) a aquel que minimiza el error cuadra´tico respecto al modelo (minimiza (sec-
cio´n 2,5)) dentro de la clase de estimadores insesgados respecto al modelo (ver seccio´n
2,3). (Notemos que, para un muestreo no informativo es equivalente minimizar (seccio´n
2,4) o (seccio´n 2,5) para una clase dada de estimadores.)
Las diferencias conceptuales entre los defensores de cada una de estas perspectivas son
importantes. De una manera resumida, los argumentos esgrimidos por la perspectiva
poblacio´n fija-modelo de superpoblacio´n son que al realizar el ana´lisis, la poblacio´n
esta´ fijada, no es resultado de un proceso aleatorio y en consecuencia la fuente de ale-
atoriedad esta´ en el mecanismo de seleccio´n de los elementos de las muestras sobre
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los que vamos a basar nuestra estimacio´n, y que la estimacio´n predictiva esta´ sujeta a
mayores sesgos en la estimacio´n y mayores errores por especificacio´n incorrecta del
modelo. Los argumentos respuesta de los autores predictivos son que el modelo de
superpoblacio´n tiene las mismas caracterı´sticas de objetividad y de interpretacio´n en
te´rminos de frecuencias que los modelos considerados de forma habitual en los trabajos
estadı´sticos en poblaciones infinitas, que la circunstancia de que las observaciones de la
poblacio´n finita ya este´n realizadas aunque siguen siendo desconocidas para nosotros,
no convierte en menos apropiada la aplicacio´n del modelo de superpoblacio´n que si
hubieramos considerado el mismo modelo pero antes de que la poblacio´n finita fuera
realizada, y la realizacio´n de estudios sobre estimadores robustos frente a errores en la
especificacio´n del modelo.
En esta seccio´n distinguiremos entre las aportaciones respecto al disen˜o realizadas des-
de las dos perspectivas anteriores: aportaciones desde la metodologı´a poblacio´n fija-
superpoblacio´n y desde la perspectiva predictiva, y nos apoyaremos en los siguientes
dos modelos:
  Modelo Cla´sico Base (C
1
(
0
; 
1
; v(x
i
); )):
Y
i
= 
0
+ 
1
x
i
+E
i
; i = 1; 2; : : : ; N;
donde E
i
, i = 1; 2; : : : ; N es un error aleatorio tal que:
E
m
(E
i
) = 0 C
m
(E
i
; E
j
) =


2
v(x
i
) si i = j

2
p
v(x
i
)
p
v(x
j
) si i 6= j
con 
0
, 
1
, 
2
> 0 y  constantes desconocidas y v(:) una funcio´n de x
i
conocida
con imagen en los reales positivos; tambie´n asumimos que x
i
> 0, i = 1; 2; : : : ; N .
  Modelo Cla´sico Estratificado (C
2
(
0i
; 
1i
; v(x
ij
); 
i
)):
Y
ij
= 
0i
+ 
1i
x
ij
+E
ij
; j = 1; 2; : : : ;M
i
; i = 1; 2; : : : ;K;
donde E
ij
, j = 1; 2; : : : ;M
i
, i = 1; 2; : : : ;K es un error aleatorio tal que:
E
m
(E
ij
) = 0 C
m
(E
ij
; E
i

j

) =
8
<
:

2
i
v(x
ij
) si i = i; j = j

i

2
i
p
v(x
ij
)
p
v(x
ij

) si i = i; j 6= j
0 si i 6= i
;
con 
0i
, 
1i
, 
2
i
> 0 y 
i
, i = 1; 2; : : : ;K, constantes desconocidas y v(:) una
funcio´n de x
ij
conocida con imagen en los reales positivos; tambie´n asumimos que
x
ij
> 0, j = 1; 2; : : : ;M
i
, i = 1; 2; : : : ;K.
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4.1. Aportaciones poblacio´n fija-modelo de superpoblacio´n
4.1.1. Estrategias o´ptimas que se apoyan en el modelo cla´sico base
Cassel, Sa¨rndal and Wretman(1976,77) demuestran la optimalidad de la estrategia
(y
s
; srswor) para el modelo C
1
(0; ; v(x
i
) = 1; ) sin caracterı´sticas auxiliares (x
i
=
1, i = 1; 2; : : : ; N ) entre los muestreos ppswor con probabilidades de inclusio´n estric-
tamente positivas y estimadores lineales e insesgados respecto al muestreo.
Para poblaciones finitas en las que disponemos de informacio´n auxiliar en forma de
una covariable, Godambe and Joshi(1965) obtienen la optimalidad de la estrategia
(
b
y
HT
; ppswor) con 
i
=
n
p
v
i
P
N
i=1
p
v
i
para el modelo C
1
(0; 
1
; v(x
i
) = v
i
; 0) con va-
riables error independientes entre los muestreos ppswor con probabilidades de inclu-
sio´n estrictamente positivas y estimadores de la forma by = n
N
y
s
+
N n
N
b
y
u
con by
u
un estimador de Y
u
insesgado respecto al procedimiento de muestreo. Debemos citar
tambie´n los trabajos anteriores de Godambe(1955) y Ha´jek(1959) en los que se obtenı´a
la optimalidad de esta misma estrategia para el modelo C
1
(0; 
1
; v(x
i
) = x
2
i
; 0) mi-
nimizando E
p
V
m
(
b
y) entre los estimadores lineales y homege´neos insesgados respecto
al procedimiento de muestreo (tambie´n sin reemplazamiento y con probabilidades de
inclusio´n estrictamente positivas) y que fueran adema´s insesgados respecto al modelo
(se minimizaba ası´ (seccio´n 2,4) entre los estimadores que cumplı´an (seccio´n 2,1) y
(seccio´n 2,3)). (Ha´jek(1959) obtiene este resultado como caso particular de un teore-
ma en el que considerando un modelo ma´s general que el modelo cla´sico base prueba
que la estrategia (by
HT
; ppswor) con 
i
/
p
V
m
(Y
i
)=
p
c
i
, i = 1; 2; : : : ; N minimi-
za E
p
V
m
(
b
y) entre los estimadores lineales y homege´neos insesgados respecto al pro-
cedimiento de muestreo y los procedimientos de muestreo sin reemplazamiento que
cumplen que C =
P
N
i=1
c
i

i
.)
Si revisamos estos tres resultados observamos que la estrategia o´ptima de muestreo con-
siste en un muestreo ppswor con 
i
/
p
V
m
(Y
i
), i = 1; 2; : : : ; N . Este u´ltimo resulta-
do se obtiene tambie´n para los modelos de transformacio´n e intercambiables estudiados
por Cassel, Sa¨rndal and Wretman(1976,77), el modelo de regresio´n no independiente
con coeficientes de regresio´n conocidos de Tam(1984), el modelo de Mukherjee and
Sengupta(1989) y el modelo de permutacio´n aleatoria de Rao(1975).
4.1.2. Estrategias o´ptimas que se apoyan en el modelo cla´sico estratificado
En poblaciones estratificadas, Cassel, Wretman and Sa¨rndal(1977) obtienen, para el
modelo C
2
(0; 
i
; v(x
ij
) = 1; 0) sin caracterı´sticas auxiliares (x
ij
= 1, j = 1; 2; : : : ;
M
i
, i = 1; 2; : : : ;K), la optimalidad de la estrategia (by
HT
; ppswor) con 
ij
=
Pr((i; j) 2 s) =
n
i
P
K
i=1
M
i

i
entre los muestreos ppswor con probabilidades de inclu-
sio´n estrictamente positivas y estimadores lineales e insesgados respecto al muestreo.
20
Observemos que el muestreo stsrswor con asignacio´n de Neyman (ver (seccio´n 3,11))
satisface las condiciones anteriores, y que la estrategia de muestreo o´ptima vuelve a ser
un muestreo ppswor con 
ij
/
p
V
m
(Y
ij
), j = 1; 2; : : : ;M
i
, i = 1; 2; : : : ;K. Se
pueden obtener resultados similares respecto a la estrategia o´ptima de muestreo para
modelos intercambiables (ver Thompson(1978)), modelos de transformacio´n (ver Cas-
sel, Sa¨rndal and Wretman(1976,77)) y para modelos de permutacio´n aleatoria (ver Rao
and Bellhouse(1978)).
Los modelos de superpoblacio´n se han aplicado tambie´n cuando tenemos una carac-
terı´stica auxiliar asociada a la caracterı´stica en estudio para:
  Valorar la utilidad que puede obtenerse al aplicar esta informacio´n auxiliar en la
construccio´n del estimador o en la estratificacio´n de una poblacio´n. Destacar en esta
lı´nea de investigacio´n el trabajo de Sa¨rndal, Swensson and Wretman(1992).
  Valorar comparativamente entre dos grupos de estrategias en presencia de informa-
cio´n auxiliar: las que introducen dicha informacio´n en la construccio´n del estimador
pero no en el mecanismo de muestreo y las que la introducen en el estimador y
tambie´n en el mecanismo de muestreo aplicado. En relacio´n a esta lı´nea de inves-
tigacio´n podemos citar el ana´lisis presentado en el manual de Cassel, Sa¨rndal and
Wretman(1977) y en el artı´culo de Mukhopadhyay and Tracy(1993), y los artı´culos
de Sa¨rndal(1980) y Padmawar(1981), entre otros.
4.2. Aportaciones predictivas
4.2.1. Estrategias predictivas basadas en el modelo cla´sico ba´sico
Cassel, Sa¨rndal and Wretman(1977), comprueban la optimalidad de y
s
para el modelo
C
1
(0; ; v(x
i
) = 1; ) sin caracterı´sticas auxiliares (x
i
= 1, i = 1; 2; : : : ; N ) entre los
estimadores lineales e insesgados.
Para poblaciones finitas en las que se dispone de informacio´n adicional en forma de una
covariable, Brewer(1963) y Royall(1970) considerando el modelo C
1
(0; 
1
; v(x
i
); 0)
con variables error independientes proponen el estimador:
b
y
b1
=
n
N
y
s
+
N   n
N
b

1
x
u
;(1)
donde b
1
=
P
i2s
x
i
y
i
v(x
i
)
P
i2s
x
2
i
v(x
i
)
; demostrando su optimalidad para el modelo anterior entre los
estimadores lineales e insesgados. En este mismo trabajo, Royall(1970) propone la
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estrategia o´ptima de muestreo demostrando que si v(x
i
) y v(xi)
x
2
i
son funciones no de-
crecientes la estrategia de muestreo o´ptima consiste en un muestreo intencionado en el
que se seleccionan con probabilidad 1 los n ı´ndices distintos de la poblacio´n con valor
de la caracterı´stica auxiliar ma´s alto. En otro trabajo, Royall(1971) asumiendo el mo-
delo C
1
(
0
; 
1
; v(x
i
) = 1; 0) con variables error independientes probo´ la optimalidad
del estimador de regresio´n:
b
y
b2
= y
s
+
b

2
(x  x
s
);(2)
con b
2
=
P
i2s
(x
i
 x
s
)y
i
P
i2s
(x
i
 x
s
)
2
; en la clase de los estimadores lineales e insesgados. Demos-
trando adema´s que la estrategia o´ptima de muestreo consiste en seleccionar una muestra
balanceada de orden 1 (ver (3)).
El procedimiento de muestreo intencionado propuesto por Royall(1970) basa su opti-
malidad en el modelo C
1
(0; 
1
; v(x
i
); 0) con variables error independientes y en princi-
pio, si el vector poblacional no fuera realizacio´n de este modelo de superpoblacio´n exac-
tamente, los resultados podrı´an presentar sesgos considerables (crı´ticas de Cox(1971)
y Neyman(1971) a los trabajos de Royall(1970,71)). Como respuesta a esta crı´tica el
artı´culo de Royall and Herson(1973a) estudia la robustez de los estimadores by
b1
(expre-
sio´n (1)) e by
b2
(expresio´n (2)). Definiendo el concepto de muestra balanceada de orden
L, como aquella muestra que cumple la ecuacio´n:
P
i2s
x
l
i
n
=
P
N
i=1
x
l
i
N
; l = 1; 2; : : : ; L;(3)
estos autores obtienen los siguientes resultados sobre la robustez de los estimadores de
regresio´n propuestos:
(i) Si la muestra cumple (3) para L = 1, el estimador by
b1
para v(x
i
) = x
i
permanece
insesgado y o´ptimo bajo los modelos: C
1
(; 0; v(x
i
) = 1; 0), C
1
(
0
; 
1
; v(x
i
)
= 1; 0) y C
1
(
0
; 
1
; v(x
i
) = x
i
; 0) todos ellos con variables error independientes.
(ii) Si la muestra cumple (3), el estimador by
b1
para v(x
i
) = x
i
permanece insesgado y
o´ptimo para modelos de regresio´n polino´mica de orden L (o inferior) con residuos
E
i
independientes tales que V
m
(E
i
) = 
2
p(x
i
), i = 1; 2; : : : ; N con p(x) un
polinomio de x de grado L (o inferior) que no puede contener potencias de x que
no aparezcan en la regresio´n polino´mica.
(iii) Si el procedimiento de muestreo (no necesariamente aleatorio) produce muestras
balanceadas, el estimador by
b1
es o´ptimo para los modelos indicados en (i), (ii) y
para el modelo C
1
(0; 
1
; v(x
i
) = x
i
; 0) con variables error independientes. Pero
esta robustez tiene un coste de eficiencia (el mismo para cualquier L  1) cuando
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el modelo correcto es C
1
(0; 
1
; v(x
i
) = x
i
; 0), debido a que el procedimiento de
muestreo aplicado no es el o´ptimo (ver pa´rrafos anteriores para ver el muestreo
intencionado o´ptimo).
(iv) Si la muestra cumple (3), el estimador by
b2
permanece insesgado y o´ptimo pa-
ra todos los modelos de regresio´n polinomiales descritos en el epı´grafe (ii), con
la caracterı´stica de que esta robustez no supone en este caso costes en eficiencia
cuando el modelo correcto para la poblacio´n es el modelo C
1
(
0
; 
1
; v(x
i
) = 1; 0)
con variables error independientes.
Debemos sen˜alar que la obtencio´n pra´ctica de muestras balanceadas no es sencilla y
que el cumplimiento de la relacio´n (3) es en la pra´ctica muy difı´cil de conseguir. Ro-
yall(1992) propone el uso de procedimientos aleatorios restringidos como proteccio´n
ante muestras poco balanceadas (no como proteccio´n de una mala eleccio´n de modelo)
que garanticen que la muestra sea balanceada. Un ejemplo de estos procedimientos de
muestreo es el «basket method» de Wallenius(1980).
4.2.2. Una te´cnica predictiva de estratificacio´n
Royall and Herson (1973b), considerando que la poblacio´n esta´ modelizada correcta-
mente de acuerdo con el modelo C
1
(0; 
1
; v(x
i
) = x
i
; 0) con variables error inde-
pendientes, proponen un procedimiento de estratificacio´n y una estrategia conjunta de
estimador y mecanismo de muestreo estratificado que son ma´s eficientes que la estrate-
gia de estimador by
b1
con v(x
i
) = x
i
y muestra balanceada (ver (3)) que comenta´bamos
en la subseccio´n 4.2.1. La propuesta de Royall and Herson tambie´n tiene la propiedad
de robustez ante desviaciones polino´micas del modelo. Sin entrar en detalles sobre la
forma del estimador, el procedimiento de estratificacio´n y muestreo o´ptimo se obtienen
a partir de las siguientes reglas:
(i) Los estratos se construyen en funcio´n de los valores de la caracterı´stica auxiliar x
i
,
i = 1; 2; : : : ; N ordenando los elementos de la poblacio´n de menor a mayor valor
de la covariable y formando los estratos con los M
1
primeros elementos, los M
2
elementos siguientes y ası´ sucesivamente hasta formar el K-e´simo estrato con los
M
K
u´ltimos elementos.
(ii) La muestra se obtiene mediante un muestreo estratificado (se muestrean todos los
estratos) seleccionando (por un procedimiento de muestreo aleatorio o intenciona-
do) en cada estrato una muestra balanceada de m
i
elementos distintos.
(iii) Bajo el criterio de minimizar el error cuadra´tico del estimador respecto al modelo
para un coste C = c
0
+
P
K
i=1
c
i
m
i
dado, Royall and Herson(1973b) prueban que
el nu´mero o´ptimo de elementos a seleccionar en cada estrato i, i = 1; 2; : : : ;K,
viene dado por la siguiente expresio´n:
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mi
= n
M
i
q
x
i
c
i
P
K
i=1
M
i
q
x
i
c
i
:(4)
Observemos que esta expresio´n coincide cuando c
i
= c, i = 1; 2; : : : ;K con
la asignacio´n proporcional a la raı´z de las medias en cada estrato (ver (seccio´n
3,15)) que se propone en los trabajos desde la perspectiva de poblacio´n fija para
aproximar la asignacio´n o´ptima de Newman.
4.2.3. Estrategias predictivas basadas en el modelo cla´sico estratificado
Royall(1976) obtiene para el modelo C
2
(0; 
1i
= ; v(x
ij
) = 1; 
i
) sin caracterı´sticas
auxiliares (x
ij
= 1, j = 1; 2; : : : ;M
i
, i = 1; 2; : : : ;K) la expresio´n del estimador
o´ptimo para Y entre los estimadores lineales e insesgados respecto al modelo para un
muestreo en dos etapas sin reemplazamiento. En este mismo trabajo se realizan los
siguientes comentarios sobre los taman˜os de muestreo o´ptimos en un muestreo en dos
etapas:
(i) Si 2
i
= 
2 y 
i
=  > 0 fijados k y n propone escoger en la primera etapa del
muestreo las k unidades distintas de mayor taman˜o.
(ii) Si 2
i
= 
2 y 
i
=  = 0 fijados k y n, el taman˜o o´ptimo de muestreo de cada
unidad seleccionada cumple que:
m
i
= !
M
i
n
P
i2s
0
M
i
+ (1  !)
n
k
;(5)
con ! =
P
i2s
0
M
i
N
.
(iii) Si 2
i
= 
2 y 
i
=  = 1 fijados k y n, el taman˜o o´ptimo de muestreo de cada
unidad seleccionada es aque´l que cumple (5) con ! =
P
i2s
0
M
i
P
i2s
0
M
i
+k(N 
P
i2s
0
M
i
)
.
(iv) Si 2
i
= 
2
, 
i
=  = 0 o´ 1 y M
i
= M , i = 1; 2; : : : ;K, si tomamos m
i
= m,
i 2 s
0
, el taman˜o o´ptimo de muestreo de cada unidad seleccionada es aquel que
cumple para una funcio´n de costes C(k;m) = c
1
k + c
2
n la siguiente expresio´n:
m =
n
k
=
r
c
1
c
2
1  

:(6)
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Observemos que esta expresio´n coincide con la obtenida por Hansen, Hurwitz and
Madow(1953) para poblacio´n fija (ver (seccio´n 3,19)) sustituyendo R
y
por .
Observemos que los puntos (i), (ii) y (iii) solamente dan respuestas parciales al pro-
blema de taman˜o o´ptimo porque no presentan propuestas para determinar el nu´mero
o´ptimo de unidades a muestrear k, el punto (iv), en cambio, proporciona una respues-
ta a este problema ma´s satisfactoria, ya que a partir de (6) y asumiendo un coste fi-
jo C tendrı´amos que el nu´mero o´ptimo de unidades a muestrear serı´a k = C=(c
1
+
c
2
p
[c
1
(1  )]=(c
2
)).
5. APORTACIONES AL DISE ˜NO DESDE LA PERSPECTIVA DE MODELOS
DE SUPERPOBLACI ´ON BAYESIANOS
Las aportaciones Bayesianas que presentaremos a continuacio´n se basan en asumir un
modelo de superpoblacio´n Bayesiano, desde esta perspectiva la solucio´n inferencial al
problema de estimar Y = n
N
y
s
+
N n
N
Y
u
consiste en minimizar, dada una muestra s
formada con n ı´ndices distintos, el error cuadra´tico del estimador by = n
N
y
s
+
N n
N
b
y
u
respecto a la distribucio´n predictiva del vector Y
u
jy
s
. (En las expresiones anteriores
representamos por by
u
a un estimador de Y
u
y porY
u
= (Y
i
; i 62 s) y y
s
= (y
i
; i 2 s)
a los vectores poblacionales no observados y observados dada la muestra respecti-
vamente.) De acuerdo con esta definicio´n, el estimador Bayes se obtiene tomando
b
y
u
= E(Y
u
jy
s
) y el error cuadra´tico medio cometido viene dado por la expresio´n
V (Y jy
s
) =
(N n)
2
N
2
V (Y
u
jy
s
).
Los resultados que presentaremos a continuacio´n se apoyan en los siguientes tres mo-
delos Bayesianos:
  Modelo Bayes Base (B
1
(
0
;
2
; 
2
0
)):
Y
i
j  N(Y
i
j; 
2
); indep.; i = 1; 2; : : : ; N;
  N(
0
; 
2
0
);
con 2 > 0, 2
0
> 0 y 
0
escalares conocidos.
  Modelo Bayes Estratificado (B
2
(
0
;
2
i
; 
2
0
)):
Y
ij
j
i
 N(Y
ij
j
i
; 
2
i
); indep.; j = 1; 2; : : : ;M
i
; i = 1; 2; : : : ;K;

i
 N(
0
; 
2
0
); iid; i = 1; 2; : : : ;K;
con 2
i
> 0, i = 1; 2; : : : ;K, 
2
0
> 0 y 
0
escalares conocidos.
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  Modelo Bayes en Dos Etapas (B
3
(
0
;
2
i
; 
2

; 
2
0
)):
Y
ij
j
i
 N(Y
ij
j
i
; 
2
i
); indep.; j = 1; 2; : : : ;M
i
; i = 1; 2; : : : ;K;

i
j  N(
i
j; 
2

); iid; i = 1; 2; : : : ;K;
  N(
0
; 
2
0
);
con 2
i
> 0, i = 1; 2; : : : ;K, 
2

> 0, 
2
0
> 0 y 
0
escalares conocidos.
Las notaciones indep. e iid significan repectivamente independientes e igualmente
distribuidos, y las notaciones B
1
(
0
;
2
;1) y B
3
(
0
;
2
i
; 
2

;1) que aparecera´n
ma´s adelante en el texto, representan la distribucio´n inicial de referencia () / 1.
A partir de las definiciones anteriores, observemos que:
  En el modelo B
1
(
0
;
2
; 
2
0
), las variables Y
i
, i = 1; 2; : : : ; N son intercambiables.
  En el modelo B
2
(
0
;
2
i
; 
2
0
), las variables Y
ij
, j = 1; 2; : : : ;M
i
son intercambia-
bles para i = 1; 2; : : : ;K.
  En el modelo B
3
(
0
;
2
i
; 
2

; 
2
0
), las variables Y
ij
j
i
, j = 1; 2; : : : ;M
i
son inter-
cambiables con medias por unidad, 
i
, i = 1; 2; : : : ;K asimismo intercambiables.
La intercambiabilidad expresa, desde un punto de vista subjetivo, que no hay informa-
cio´n sobre la caracterı´stica en estudio y
i
en el ı´ndice i, i = 1; 2; : : : ; N y por lo tanto
no hay razo´n para considerar que las inferencias basadas en una muestra de taman˜o fijo
n (con ı´ndices distintos) son mejores que las basadas en otra muestra distinta tambie´n
del mismo taman˜o (y tambie´n con ı´ndices distintos). Esta nocio´n de intercambiabilidad
ajusta con la idea objetiva de un muestreo srswor, y en consecuencia podemos asociar
al modelo B
1
(
0
;
2
; 
2
0
) un muestreo srswor, al modelo B
2
(
0
;
2
i
; 
2
0
) un muestreo
stsrswor y al modelo B
3
(
0
;
2
i
; 
2

; 
2
0
) un muestreo 2ssrswor.
Distinguiremos a continuacio´n entre dos grupos de aportaciones: las relativas a la com-
paracio´n desde una perspectiva Bayes de los muestreos srswor, stsrswor y clsrswor, y
las relativas a los taman˜os o´ptimos de muestreo.
5.1. Comparacio´n Bayesiana entre los muestreos srswor, stsrswor y clsrswor
Bayarri and Font(1994,98) y Font(1995a) apoya´ndose en los modelos B
1
(0;
2
;1)
para el modelo srswor y B
3
(0;
2
; (1   )
2
;1) con 0 <  < 1 conocido para un
muestreo 2ssrswor (que tiene como casos particulares para k = K el muestreo stsrswor
y para m
i
= M
i
, i 2 s
0
el muestreo clsrswor) obtienen los siguientes resultados:
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(i) Si K = k, M
i
= M , m
i
= m, i = 1; 2; : : : ;K, los estimadores Bayes para
los modelos B
1
(0;
2
;1) y B
3
(0;
2
; (1   )
2
;1) coinciden con la media
muestral y
s
, y adema´s:
V
B
1
(srswor)(Y jys)  V
B
3
(stsrswor)(Y jys) =
N   n
N

2
n
:(1)
(ii) Si K < k, M
i
= M , i = 1; 2; : : : ;K y m
i
= M , i 2 s
0
, los estimadores Bayes
para los modelos B
1
(0;
2
;1) y B
3
(0;
2
; (1 )
2
;1) coinciden con la media
muestral y
s
, y adema´s:
V
B
3
(clsrswor)(Y jys)  VB1(srswor)(Y jys) =
N   n
N

2
n
(M   1):(2)
Donde  = C(Y
ij
; Y
ij

j), j 6= j

, i = 1; 2; : : : ;K para el modelo B
3
(0;
2
; (1 
)
2
;1).
Observemos que (1) y (2) coinciden con los resultados aproximados desde la perspec-
tiva de poblacio´n fija (seccio´n 3,4) y (seccio´n 3,5) respectivamente, sustituyendo  por
R
y
y 2 por S2
y
(la correlacio´n y varianza del modelo por las poblacionales).
El artı´culo de Bayarri and Font(1998) estudia tambie´n la estimacio´n de  = 1   para
muestreos stsrswor y clsrswor, considerando el modelo B
3
(
0
;
2
; (1   )
2
; 
2
0
) y
una distribucio´n sobre  uniforme (0,1).
5.2. Taman˜os Bayes de muestreo o´ptimos
Murgui(1982) presenta para los modelos B
1
(
0
;
2
; 
2
0
) y B
2
(
0
;
2
i
; 
2
0
) los siguientes
resultados sobre taman˜o o´ptimo:
(i) Considerando el modelo B
1
(
0
;
2
; 
2
0
), se obtiene bajo el criterio de minimizar el
valor esperado respecto a un muestreo srswor de la funcio´n P (n) = V (Y jy
s
) +
c
0
+ c
1
n la siguiente expresio´n para el taman˜o o´ptimo:
n =

p

p
c
1
(1 +

2
N
2
0
) 

2

2
0
;(3)
que para 2
0
! 1 (distribucio´n inicial no informativa) coincide con el taman˜o
o´ptimo desde la perspectiva de poblacio´n fija para una muestra srswor (ver expre-
sio´n (seccio´n 3,8)) sustituyendo  por S
y
.
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(ii) Considerando el modelo B
2
(
0
;
2
i
; 
2
0
), bajo la hipo´tesis de minimizar
EstsrsworV (Y jys) para un coste C = c0 +
P
K
i=1
c
i
m
i
obtiene la siguiente ex-
presio´n para los taman˜os de muestreo o´ptimos para cada estrato:
m
i
=
(
2
i
+M
i

2
0
)
i
p
c
i

2
0
C   c
0
+
P
K
i=1

2
i
c
i

2
0
P
K
i=1

3
i
p
c
i

2
0
+
P
K
i=1

i
M
i
p
c
i
 

2
i

2
0
;(4)
que para 2
0
! 1 (distribucio´n inicial no informativa) coincide con los taman˜os
o´ptimos desde la perspectiva de poblacio´n fija para un muestreo stsrswor (ver ex-
presio´n (seccio´n 3,9)) sustituyendo 
i
porS
yi
, i = 1; 2; : : : ;K y con la asignacio´n
de Neyman (ver expresio´n (seccio´n 3,11)) cuando c
i
= c, i = 1; 2; : : : ;K con la
misma sustitucio´n.
Ericson(1969b) obtiene para un modelo estratificado general intercambiable una solu-
cio´n alternativa a (4) (exacta para algunos valores de C y un algoritmo iterativo pa-
ra los restantes valores) para obtener el taman˜o o´ptimo de los estratos que minimiza
E
p
V (Y jy
s
) bajo las restricciones: PK
i=1
c
i
m
i
 C y 0  m
i
M
i
, i = 1; 2; : : : ;K.
Adema´s, en un trabajo posterior, Ericson(1988), considerando un modelo en 2 eta-
pas intercambiable ma´s general que B
3
(
0
;
2
i
; 
2

; 
2
0
) y bajo la hipo´tesis de unida-
des del mismo taman˜o (M
i
= M , i = 1; 2; : : : ;K), resuelve el problema de mini-
mizar E2ssrsworV (Y jys) bajo las restricciones: c1k + c2n  C, 1  k  K y
0  m
i
 M
i
, i 2 s
0
. Traduciendo estos u´ltimos resultados a nuestro modelo con
M
i
= M y 2
i
= 
2
, i = 1; 2; : : : ;K, podemos escribir el siguiente algoritmo para
determinar el nu´mero de unidades y taman˜o de las unidades o´ptimos segu´n este criterio:
Algoritmo (5)
(i) Si 2



2
M 1
, tomar el entero l que cumpla l  C
c
1
+Mc
2
 l + 1 y entonces:

si C < (l + 1)c
1
+ (lM + 1)c
2
tomar k = l
en otro caso tomar k = l + 1
Adema´s m
i
= M , i 2 fi
1
; : : : ; i
l
g y m
l+1
(taman˜o de la unidad l+1 a muestrear
si k = l + 1) es un entero tal que m
l+1

C (k+1)c
1
 kMc
2
c
2
 m
l+1
+ 1.
(ii) Si 2

>

2
M 1
, encontrar k y m, con m
i
= m, i 2 s
0
que minimicen la siguiente
expresio´n:
V

(k;m) =
(K   k)
2

Kk
+
(M  m)
2
(M   1)mk
:
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La expresio´n V (k;m) tiene la misma forma que la expresio´n de la varianza para
una muestra 2ssrswor desde la perspectiva de poblacio´n fija, sustituyendo S2
yw
por
M
M 1

2
= E(
P
K
i=1
P
M
j=1
(y
ij
 
i
)
2
N K
) y S2
yb
por M2

= E(
P
K
i=1
M(
i
 )
2
K 1
), (con  =
P
K
i=1

i
K
). Esta identificacio´n entre las dos expresiones permite aplicar para minimizar
V

(k;m) el algoritmo de Eisenhart (algoritmo (seccio´n 3,18)) tomando a = c
1
M
M 1

2
y b = c
2
(
2

 

2
M 1
). Como observacio´n general a todos estos resultados debidos
a Ericson, conviene recordar que aunque el criterio de estimador o´ptimo aplicado por
Ericson(1969b,88) consiste en obtener el estimador lineal Bayesiano (el estimador line-
al que minimiza el error cuadra´tico medio entre los estimadores lineales), e´ste coincide
bajo la hipo´tesis de normalidad con el estimador Bayes (el aplicado por los restantes
autores citados).
Murgui(1982) aporta tambie´n resultados de taman˜o o´ptimo para un modelo Bayesiano
normal-gamma sin caracterı´sticas auxiliares, un modelo Bayesiano estratificado normal-
gamma sin caracterı´sticas auxiliares y una aproximacio´n al taman˜o o´ptimo para el mo-
delo B
3
(
0
;
2
i
; 
2

; 
2
0
).
Observemos tambie´n que para modelos de regresio´n lineal (cuando conocemos una
caracterı´stica auxiliar de la poblacio´n), el procedimiento de muestreo o´ptimo que mi-
nimiza E
p
V (Y jy
s
) y los objetivos de robustez respecto al modelo dan lugar a proce-
dimientos de muestreo intencionados y a muestras balanceadas Bayesianas respectiva-
mente (ver Murgui(1982)). En general, a partir de los resultados basados en modelos
de superpoblacio´n Bayesianos y considerando distribuciones iniciales de referencia, se
recuperan los resultados cla´sicos predictivos sobre estimacio´n y disen˜o.
6. CONCLUSIONES Y REFERENCIAS ADICIONALES SOBRE OTRAS
APORTACIONES AL DISE ˜NO EN POBLACIONES FINITAS
Las metodologı´as basadas en poblacio´n fija y en modelos de superpoblacio´n cla´sicos
y Bayesianos obtienen, en ausencia de caracterı´sticas auxiliares, resultados de disen˜o
muy «similares». Si revisamos esta exposicio´n observamos que las u´nicas diferencias
entre los resultados de poblacio´n fija y de superpoblacio´n cla´sicos surgen de tomar la
varianzas respecto al modelo en vez de las varianzas poblacionales y entre los resultados
de superpoblacio´n cla´sicos y Bayesianos en la presencia en estos u´ltimos de para´metros
de la distribucio´n inicial que modifican levemente los resultados. En cambio, la coinci-
dencia entre los resultados basados en las dos aproximaciones al problema se «rompe»
al introducir en la inferencia la informacio´n derivada de una caracterı´stica auxiliar, de-
fendiendo la primera un muestreo aleatorio y la segunda un muestreo intencionado.
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Se ofrecen a continuacio´n, precedidas por un tı´tulo orientativo de su contenido, algunas
referencias adicionales sobre aportaciones no analizadas en este trabajo en referencia al
disen˜o en poblaciones finitas:
  La solucio´n minimax a los problemas de taman˜o o´ptimo. Consultar Solomon and
Zacks(1970), Bellhouse(84), Chaudhuri(1988) y Bolfarine y Zacks(1991).
  La aplicacio´n del disen˜o experimental a los problemas de muestreo en poblacio-
nes finitas. Ver, por ejemplo, Rao(1979) que presenta un resumen con referencias
sobre las aplicaciones ma´s extendidas y dentro de las aportaciones a muestreo con-
trolado, los artı´culos de Chakrabarti(1963), Srivastava and Collins(1985) y Srivasta-
va and Ouyang(1992).
  Aportaciones al disen˜o multiobjetivo. Ver Malec(1995).
  Obtencio´n de estrategias o´ptimas asinto´ticas. Ver Bellhouse(1984) y Bolfarine
and Zacks(1992).
  Aportaciones al disen˜o con ma´s de una caracterı´stica auxiliar. Ver, por ejemplo,
Rao(1993) en poblacio´n fija, Royall and Pfeffermann(1982), Royall(1992b), Bol-
farine and Zacks(1992) y Tam(1995) desde la perspectiva predictiva, y Draper and
Guttman(1968b) desde la perspectiva Bayesiana para un muestreo en dos fases.
  Procedimientos de muestreo en dos fases y secuenciales o´ptimos. Consultar los
manuales cla´sicos de poblacio´n fija (por ejemplo Cochran(1977)) y desde un punto
de vista Bayesiano, Zacks(1969) para la aproximacio´n teo´rica al problema y De-
Groot and Starr(1969) y Draper and Guttman(1968a,b) en un trabajo aplicado a la
estimacio´n de las medias poblacionales de una poblacio´n finita.
  Inferencias sobre la media poblacional a partir de una muestra obtenida a par-
tir de una ruta aleatoria. Ver: Kish(1965) desde la aproximacio´n de poblacio´n fija,
y Font(1995a) y Bayarri and Font(1996) desde la aproximacio´n Bayes.
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Section 2: Basic concepts and notation. We review the more basic concepts and defi-
nitions, and stablish the usual notation.
Section 3: Contributions based on fixed population approach. A review of the more
known results in this approximation is presented including sampling designs, optimum
size and stratification procedures. We point out the following results for later compara-
tive reference in this summary:
(i) Earnings from stratification:
Vsrswor(y
s
)  Vstratification(ys) '
N   n
N
S
2
y
n
R
y
:(1)
[Hansen et al(1953)]
(ii) Loses from cluster:
Vcluster(ys)  Vsrswor(ys) '
N   n
N
S
2
y
n
(M   1)R
y
:(2)
[Cochran(1977)]
(iii) Random sampling optimum size:
n =
S
2
y
p

p
c
1
:(3)
[Cochran(1977)]
(iv) Stratification optimum size:
m
i
= n
M
i
S
yi
P
K
i=1
M
i
S
yi
:(4)
[Neyman(1934)]
(v) Two-stage sampling optimum size:
m
i
= M
i
K
N
s
c
1
c
2
1 R
y
R
y
;(5)
[Hansen et al(1953)]
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Section 4: Contributions based on classical superpopulation models. In this section we
distinguish between contibutions based on design-unbiased estimation approach and on
predictive approach. Point out:
(i) The agreement assuming a superpopulation model without auxiliary variable in-
formation with results in the fixed population approach. By example, Cassel et
al(1977) with a design-unbiased estimation show the optimality of stratification
with Neyman’s assignment (see (4)). And Royall(1976) for the model:
Y
ij
= +E
ij
; E(E
ij
) = 0; C(E
ij
; E
i

j

) =


2
i = i

; j = j

0 otherwise
gets the following two-stage sampling optimum size with M
i
= M and m
i
= m:
m =
n
k
=
r
c
1
c
2
1  

:(6)
Compare (6) with (5).
(ii) The disagreement assuming a superpopulation model with auxiliary variable in-
formation with the results based on the fixed population approach about optimum
sampling design. So, Royall(1970, 71) and Royall and Heston(1973a,b) showed
that the optimal sampling is a purposive design.
Section 5: Contributions based on Bayesian superpopulation models. We review two
groups of contributions:
(i) The results of Bayarri and Font(1994) and Font(1995a) based on a Bayesian model
without auxiliary variable information showing with M
i
= M and m
i
= m that:
Vsrswor(Y jys)  Vstratification(Y jys) =
N   n
N

2
n
;(7)
and
Vcluster(Y jys)  Vsrswor(Y jys) =
N   n
N

2
n
(M   1):(8)
Compare (7) with (1), and (8) with (2).
(ii) The results about optimum size. Emphasize the results of Murgui(1982) and Eric-
son(1969b, 88). Point out the agreement assuming models without auxiliary va-
riable information with optimum size results in fixed populations too, by example:
Murgui(1982) shows for a random sampling plan that:
n =

p

p
c
1
(1 +

2
N
2
0
) 

2

2
0
;(9)
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and for a stratified sampling plan that:
m
i
=
(
2
i
+M
i

2
0
)
i
p
c
i

2
0
C   c
0
+
P
K
i=1

2
i
c
i

2
0
P
K
i=1

3
i
p
c
i

2
0
+
P
K
i=1

i
M
i
p
c
i
 

2
i

2
0
:(10)
Compare (9) with (3), and (10) with (4) for 2
0
! 1 (noninformative distribu-
tion) and c
i
= c. And the disagreement assuming models with auxiliary variable
information with the results based on fixed population approach.
Section 6: Conclusions and additional references. This section gives a main con-
clusion: «agreement between the three approachs when there aren’t auxiliary variable
information and disagreement in the otherwise», and additional references about ot-
her approximations to the design problems: minimax sampling designs, experimental
designs, random routes, etc.
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