CAROLINE SERIES
we define the fibre product X * Y or X * P?O Y and the fibre product measure as in [14] p. 265. 33 (X) denotes the Borel sets of X. M(X, μ) is the measure algebra of X, μ [14] p. 261. v g is the measure *> g(E)= v(Eg) and [V] is the class of the measure v. We write I fdv ~ I gdμ if I /d*/ > 0 <$ I gdμ > 0. Measures are probability measures unless otherwise stated.
The results of this paper formed part of the author's doctoral thesis (Harvard May 1976) . She is happy to have the opportunity of acknowledging her indebtedness to her advisor Professor George W. Mackey who suggested the topic of investigation and whose support and guidance gave constant encouragement.
Proof That the H action is Borel is clear. Let A E 39 (S) be H invariant. Given g E G, let h n E H, j{h n )^>g. Let x »-> JJ X be the representation of G on U (L 2 (S, v) ) defined as in 1.3. By [2] p. 23, U is strongly continuous.
For x E G, U x χ A = χ A x U x l where 1 is the function which is identically 1 on 5. 
Lim((U h J,χ A ω)-(U h Λ,χ A ω))
= 0.
Thereforeχ Ag U g \=χ A U g l. C/,1 is nonzero a.e. So (1): χ Ag = χ A . This implies that the Boolean algebra element in M (S, v) corresponding to A is invariant under G, so by [12] Theorem 3 A differs by a null set from a G invariant null set.
It follows easily that if the G action is ergodic, so is that of H. Suppose v is ergodic and G acts freely, and suppose the H action is essentially transitive. Let XcS be the H orbit supporting v. Pick g<=G such that XΠXg = 0. Then vg is a measure supported on Xg, and yet v g ~ v. This is a contradiction, so the H action must be properly ergodic.
Kernels of homomorphisms.
Although we presume that the reader has some acquaintance with the theory of measured analytic groupoids (virtual groups), we fix notation, to be referred to as the standard notation, by recalling the basic definitions. For further details we refer to [10] , [14] . DEFINITION 2. 1. An (algebraic) groupoid is a set <S together with a subset Ψ 2) C <& x <3 and maps m : « <2) -* % m (x, y) = xy i : eg _> î (x) = χ-\ with the foίJowing properties:
(i) There is a subset U^ = U C » of units, so that to each xE<g there correspond unique left and right units r(x), d(x) respectively, and (φ),x), (x,d(x) )e Ψ*; r(x)χ =χ = χd{x).
(ii) (x,y)E^< 2) »rf(χ) = r(y) (iii) (x, y) (y,z)e Ψ 2) O (xy, z) , (x, yz) e Ψ 2) and (iv) i^id, (i(x),x) , (x,i(χ) )E& 2 \ i(χ)χ -d(x) , DEFINITION 2.2. A measured analytic groupoid < §, μ is a groupoid which is also an analytic Borel space, together with a measure μ such -^F d(x) , Γ x (y) = yx. It follows that there is a null set N'CU such that x E%d(x)kN\
φ)£N'φ T x .μ rix)~ μ dix) .
If E/oCS8(C7) is conull, then »!", = {x E <3: d(x)E U θ9 r(x)E U o } with the restriction of the measure μ is an analytic measured groupoid called an inessential contraction (i.e.) of ( S. Notice $ (2) = ^r * ^ We always put the fibre product measure μ (2) on 2.4. A groupoid is principal if x, y E $, d(x) = rf(y), r(x) = r(y) φ x = y. For any groupoid $, the associated principal groupoid P(^) is { (u,υ)e UxU:u-v}. P: »->P(»), P(x) = (r(x), d(jc)), induces on the structure of a measured analytic groupoid ([15] Theorem 6.8). We write μ = P*μ. Let μ = μ uϋ dμ (u, v) be the decomposi-
Jp(«)
tion of μ with respect to P, and set Γ Mϋ =F"Π F w . By [15] Theorem 6.8, there is an i.e. of <& on which
A symmetric measure μ such that μ", μ u etc. satisfy 2.4.1-2.4.3 on all of $ will be called strictly quasi-invariant.
For
is called the saturation of E and is analytic whenever £ is. E G 35 (17) is negligible if [f?] is null. DEFINITION 2.6 . Let %, μ, / = 1,2, be measured analytic groupoids. A strict Borel homomorphism TΓ: ίίi-> $ 2 is a Borel map TΓ such that (i) (x,y)e »f> φ (π(x),π(y))e »?> and π induces a map π: ί/«, -> l /<&,
This definition is relaxed as follows:
A Borel homomorphism π: ^-> ^2 is a Borel map which is a strict homomorphism on some i.e. of ^. (TΓ is not required to be everywhere defined.)
An almost Borel homomorphism TΓ: ^-» ^2 is a Borel map defined a.e. on •$, such that f>: (τr(x),τr(y))G »?> and τr(x)τr(y) = τr(xy)} is μ (2) conull in <3ψ. A homomorphism is normalised if τr*/I 1~μ2 and singular if μ 2 (Imτr) = 0. Homomorphisms are frequently called cocycles.
The example which motivated the study of analytic groupoids is of course the following:
Let G be a l.c.s.c. group and S an analytic Borel G space with quasi-invariant measure v. Then S x G, i > x Haar is an analytic measured groupoid, where
In particular if K is a closed subgroup of the l.c.s.c. group G there is a correspondence between the groupoid K\G x G and the group K (C.f.
[14] p. 280). Moreover, if H is another l.c.s.c. group there is a correspondence between conjugacy classes of continuous homomorphisms A: K-+H and similarity classes of strict Borel cocycles π: K\G xG-^ίί. This is constructed as follows: Given a homomorphism A : K -> //, let α: K\G -^ G be a Borel section of the projection map with α(l£) = {e}, [3] Lemme 3. Define
Up to similarity τr(A, a) is independent of the choice of a conversely a strict Borel cocycle π: K\G x G -»JF/ defines a homomorphism A π : K->H by Λ 7Γ (fc) = τr(lC, fc). A π depends only on the similarity class of π and is clearly Borel, hence continuous by [2] p. 23.
In [10] Mackey defined the kernel of certain cocycles π: S x H -» G (where S is an ergodic ff space) as a virtual subgroup of if, i.e. as an ergodic H space. This concept can be generalised to the case of an arbitrary normalised Borel cocycle π: ^i-»^2> where c § i are analytic measured groupoids. We shall sketch here only that part of the theory relevant to our problem. For further details we refer to [16] .
Let if be a l.c.s.c. group, S an analytic Borel H space with quasi-invariant measure v, and % μ an analytic measured groupoid. Let πiSxίf-*^ be a normalised Borel cocycle, strict on an i.e. K of S x H. Set X(ττ) = S * iT j C S with fibre product measure ω(π Proof This is a straightforward calculation using Theorem 1.5, c.f. [17] Propositions IV, 2.1, 2.2.
The kernel we have defined may be thought of as the 'left kernel'. It is sometimes convenient to deal instead with the 'right kernel' defined as follows: X*(τr) = S *^, with fibre product measure ω*(τr).
shows that these constructions are equivalent.
We shall need the following result:
LEMMA 2.9.
(ττ)= f f λ,Xμ t ., t dr*μ t (t')dμ(t) JU Jr(F t ) and ω*(π)= f ί λ t .Xμ t tt dd*μ ι {t')dμ{t) JU Jd(F') and similarly for ω*(π).
2.10. Quasi-equivalence of G spaces. In dealing with nonergodic G spaces (in particular in connection with kernels) a notion weaker than that of isomorphism is useful. Let 5 be an analytic Borel G space and let / be the unit interval. S x I becomes a G space if we define (s, a)g = (sg, α), s G 5, a G /, g G G. Let S, 5' be analytic Borel G spaces. 5 is quasi-equivalent (q.e.) to 5', if there is a G isomorphism T: S x I->S'x I where S x /, S'xl are G spaces as described above. Roughly speaking, this means that 5 and S f have the same ergodic components as G spaces but not necessarily with the same multiplicities. Ergodic quasi-equivalent G spaces are necessarily G isomorphic. This corresponds to the notion of quasi-equivalence for von-Neumann algebras. The application of quasi-equivalence in the context of kernels of cocycles is indicated by the following result, which we shall not prove here. THEOREM 2.11. Let π: S x H-><& be a normalised Borel cocycle and let A:^->^' be a normalised cocycle which is also a similarity. Then Kerπ is q.e. to KerAπ. REMARK 2.12. Let Z be an analytic Borel space with measure v. Up to a null set, Z is Borel isomorphic to one of the following types:
(1) J m an atomic space with n atoms, n G Z + U {0} (2) Jo = /, the unit interval with Lebesgue measure (3) J-n = /UΛ, rcGZ + U{0}. We use / to denote any of these types J n . Now suppose that S, S f are G spaces and that 5 x / is G isomorphic to S'. Then since / x I = /, we have S x I = S'x I and hence 5, S' are q.e. G spaces.
The following known result ( [17 
Transitive actions of product groups.
In this section we take up the original problem and investigate (a)-(c) of the introduction in turn. Recall that our aim is to describe ergodic actions of a product group N x H in terms of N and H separately. The reformulation of this problem required in (a) is clear: since transitive actions of N x H correspond to closed subgroups KCNxNwe seek to describe such subgroups in terms of closed subgroups (transitive actions) of N and H separately. The algebraic solution of (b) is simple: the 'twisting' referred to in the introduction is in this case a homomorphism. The topological problem is complicated by the possibility that the projection of K on H, K 2 , may not be closed. We give a complete solution of the problem only under the assumption that K 2 is closed. Finally we take up (c) and reformulate our results in terms of transitive actions. The final description, which will be generalised to the ergodic case in 4 is contained in Theorem 3.12.
We begin by giving an algebraic description of subgroups of a direct product. This description is due to Mackey; as far as we are aware it does not appear in the literature. 
is an isomorphism. This induces a l.c.s.c. topology on K 2 .
is an isomorphism and induces a l.c.s.c. topology on K x .
With these topologies /,, i 2 are clearly continuous. If K x is closed then i x is a continuous homomorphism onto K x topologized as a subspace of N, hence by the closed graph theorem [9] p. 213 a homeomorphism.
To show that φ is a homeomorphism it is sufficient by the closed graph theorem to show that φ has a closed graph. Since i x x i 2 :
This image (with the order of factors reversed) is the graph of φ.
We would like to know the circumstances under which the subgroups A(K U K 2 , φ) of Theorem 3.1 are closed. One possibility is that at least one of K u K 2 is closed:
. groups. Let L x be a closed subgroup of N and let K 2 , L 2 be closed subgroups of H. Let K x be a subgroup of N which has a l.c.s.c. topology so that
is a closed subgroup of NxH. Proof This is a standard compactness argument.
of N x H may or may not be closed: EXAMPLE 3.5 .
In the case in which K 2 is closed, Theorems 3.2 and 3.3 give a complete solution of (b) of the introduction, that is a description of all possible K C N x H in terms of subgroups of N and if and a homomorphism between them. We now turn to (c) and reformulate this description in terms of group actions. Now with the notation of Theorem 3.2 with K 2 closed, set G = KJLj.
As in Theorem 3.2 we have a continuous map φ 2 : H 2 -+ G. Let φii K\-> G be projection. Consider the action of Kj x K 2 on G given by g •(n,/ι)=φ 2 (/ι)-'gφ 1 (n), gGG, (n,Λ)eK,xK 2 . This is clearly transitive and Stab {e} = Λ(X 2 , X 2 
We next show that representable subgroups are defined by N x H actions of a special form which we call models. DEFINITION 3.8 . Let N, if, G be l.c.s.c. groups. Let S u S 2 be standard N, H spaces with quasi-invariant measures ι>,, z^2 respectively. Let π^ 5ί x N-> G, ττ 2 : 5 2 x K-> G be strict Borel cocycles with dense range. Define an N x H action on Σ = Σ (S lr π b S 2 , π 2 , G) -S, x S 2 x G:
An N x H action of this form will be called a model and be denoted by Proof. This is a routine check from the definitions.
To pass to the ergodic case, we need to have a description of K t which generalises to group actions. This is given by PROPOSITION 3.10 Proof. We prove the result for the N action.
We_ have a measure theoretic isomorphism K\N x H = K\N x K 2 x K 2 \H, where we have the natural measure class on each factor. The projection P; K\N x H -> K 2 \H is N-equivariant. The N invariant sets in K\N x K 2 are precisely the K 2 invariant sets in K 2 , so that by Theorem 1.3 they are either null or conull. Hence P is an ergodic decomposition of the N action.
We can now state our results in a form which can be immediately generalised to the ergodic case. PROPOSITION 3.13 . Notice that the condition that K 2 be closed is not necessary for K to be representable. In fact it is not hard to show that K is representable whenever it is normal in K x x K 2 .
Ergodic actions of JV X H.
The results of 3.11 and 3.12 were presented in such a way as to make sense in the properly ergodic case. Indeed, if we merely replace the word 'transitive' by 'ergodic' the results still have content. In this section we investigate (d) of the introduction, namely to what extent these results remain true in the ergodic case. Suppose N x H is the direct product of the l.c.s.c. groups N and H and S is an analytic Borel N x H space with quasi-invariant ergodic measure v. Guided by Proposition 3.11 we shall look for results in the case in which the N action is smooth. The following modifications are necessary in Theorem 3.12: G is replaced by an analytic measured groupoid $ and Σ = Si x S 2 x G is replaced by a suitable fibred product S ι *S 2 * ( S. We begin with a detailed description of the class of ergodic actions of N x H which we will call models. Throughout N and H are l.c.s.c. groups and S u S 2 are analytic Borel N and H spaces respectively, with quasi-invariant ergodic measures v u v 2 . % μ is a measured analytic groupoid, μ symmetric, and π x \ S { x N-> % π 2 : S 2 x H-* < § are normalized Borel cocycles with dense range. We use the standard notation of 2 for % μ.
X^i)-Si^^r^S with fibre product measure ω(ττ 2 ).
By [14] To see that m is quasi-invariant it is sufficient to see that if
is the decomposition of ω(π 2 ) with respect to D, /I, then ω u -h -ω u a.a. w G ί7. This follows since D~x(u)h C D~'O) and ω(ττ 2 ) ft -ω(π 2 ). 
Let v t = v ι u dμ(u), i = 1,2, be decompositions of v x with respect to if,, Ju β. Let P: <S-+P(<S), ξ » (r(ξ), d(ξ)) be the map of » onto its associated principal groupoid P(^S). (cf. 2.4). Let μ = μ uv dμ(u, v) JP($)
be a decomposition of μ with respect to P, P*μ = /I. μ uv is a measure on Γ.^p-^ϋ)). An action of this kind will be called a model Notice that in the case $ = G, a l.c.s.c. group, these actions reduce to the models of 3.8.
If 7Γi, 77 2 are only almost cocycles, then the maps TTΊ, τf 2 are defined a.e. Si, S 2 , so that the fibre product Si*S 2 *^ may still be defined. LEMMA It is easy to check as in Lemmas 4. Proof. That (JC, y)g = (xg, y) defines a Borel action is clear; that λ *μ is quasi-invariant follows as in the proof of Lemma 4.1. By 2.12 q' ι (z) = J n for some n E JV, VzEZ. 9 F n = X n * Zn Y n . F = U F n and each F n is G invariant. It is therefore sufficient to show that F n x / = X n x / Vn, where F n xl, X n xl are G spaces with trivial actions on the second factors. By 2.13 there is an isomorphism T n :Y n ->Z n xJ n and pT n = q where p:Z n xJ n -*Z n is projection. Therefore F n = X π x J m with trivial G action on F n . This gives the result.
// in Definition
We are now able to state our generalisation of 3.11 and 3.12. Proof. This is the content of the remainder of this section.
Construction of the groupoid C S.
The following general result is used at various points of our argument. The proof is related to that of [14] Theorem 6.17. PROPOSITION 4.11 . Let Y, μ be a measured analytic groupoid and let X be an analytic Borel space which is also algebraically a groupoid. Let T: Y-> X be a suήectiυe Borel map such that (i) (JC, y) E X (2) 
)G Y™^(T(ξ) 9 T(η))eX«> and T(ξ)T(η)=T(ξη).
(iii) The fibre measures μ u are strictly quasi-invariant and
Then X, T*(μ) is a measured analytic groupoid.
Proof. It is routine to check that all the groupoid operations on X are Borel.
Clearly [T*μ] is invariant under ί x , the inversion on X.
Let μ = ω u df*μ be a decomposition of μ with respect to Γ,
JUx
Tμ. ,
where Γ*(y) = xy, yGF^. Thus Γ Ϋ μ is a quasi-invariant measure on X. We need some results about the stabilising subgroups of a group action. Let G be a l.c.s.c. group and let X be an analytic Borel G space. The stabiliser in G of a point JC E X is known to be a closed verifies subgroup σ{x)CG, [1] p. 16. Let Σ(G) denote the set of closed subgroups of G. Σ(G) can be given a separable compact Hausdorff topology [6] and hence is also a standard Borel space. The action of G on Σ(G) by conjugation is jointly continuous, [1] Proof Find by 1.1 a standard quotient S\ of S by the H action, which is an ergodic N space. Let H act trivially on S[. The projection map p\ is a.e. defined, Borel and almost NxH equivariant. By [14] Theorem 3.6 we may remove anNxH invariant null set Y from 5 so that S -Y is analytic, and find a Borel NxH equivariant map p,: S -Y-* S[ so that p\~ p\ a.e.. Removing an N x H invariant null set from S, p[ may be assumed surjective. S/N is an analytic quotient 5 2 of S by the N action. S 2 is clearly an analytic Borel H space.
Proof. Suppose T(u)= T(v). Pick ξEY such that
From now on we assume S h p,, 5 are as in Lemma 4.13.
LEMMA 4.14. Let σ: S -» Σ(N) assign to each point of S its stabilising subgroup in N. By removing anN x H invariant Borel null set from S we may assume that S is analytic and that there is a Borel N equivariant map σ: S,->Σ(iV) such that σ = σp,.

Proof σ(s)
Since/?! and σ are N equivariant, σ is almost N equivariant. Removing an N invariant null set E from Si and altering σ on a null set we may assume Si is analytic and σ is Borel and N equivariant. pΐ ι (E) is Borel, null, NxH equivariant, and has analytic complement in S, therefore may be removed.
From now on we assume σ, σ are as in Lemma 4.14 and write σ for σ.
Set sέ = {(ί, σ(t)n): t ES u n E N}. sέ is given the structure of an algebraic groupoid by defining: 
Proof. P(S xN) = {(s,σ(s)n): s £S,n<ΞN}
may be identified with the image of 5 x N in S x 5 under the Borel map P: (s, n)-»(s, sn), and is therefore an analytic Borel space.
By von Neumann's selection lemma there are a conull Borel set 5 * C 5j and a Borel map q: 5 * -> S with
B: si x ->S x S,B(t,σ(t)n) = (q(t),q(t)n), is well defined and injective. Set
A ={(s,sn)GS xS: sES,n EN.s^s^ ES^} C = P(q(S* ι )xN)
A and C are analytic and B(sέ x ) = C Γ) A.
Therefore B~] induces an analytic Borel structure on sέ x . PROPOSITION 4.16 . sί λ is an analytic measured groupoid with measure v\ on the units S*.
Proof. We seek to apply 4.11. Set st\ = S x N\ pT \ sυ T: sέ\-+d 
T is surjective.
BT(s,n) = (q(sι), q(sι)n).
Therefore BT is Borel, hence so is T.
We check the conditions of 4.11:
(ii) ((5, n), (5Λ, n r )) G ^I (2) => (Γ(5, n), T(sn, n')) G ^f> and T(s,n)T(sn,n')= T (s,nn') . 4.11 now shows that sA x , T*λ is a measured analytic groupoid, and six is algebraically a groupoid suitable for our purposes and we could at this point proceed to define the cocycles π r However these cocycles would not necessarily be normalised, a condition which is crucial for the fibre product construction of S. * S 2 * $. This difficulty is circumvented by restricting i to a suitable subset of Si (c.f. [14] p. 265 and p. 290) which will ensure that τΐ λ and π 2 are normalised.
The appropriate set is a Borel set which intersects each N orbit on S { at most councably often. More precisely: Let G be a l.c.s.c. group and let S be an analytic Borel G space with quasi-invariant measure v. E E 31 (S) is a canonical section for the action of G on S if there is a conull Borel set S* CS, and a Boreϊ map Γ: S*-^ E with T(s) = sg for some g E G, Vs E S*, and so that E intersects each G orbit at most countably many times.
REMARK (1) . Set ω = T*{y). Since the relation induced on E is countable, by [4] Theorem 1, for A E 33 (E):
i.e., the null sets of ω are precisely the v negligible sets of E.
REMARK (2) . It is not hard to prove that if there is a canonical section for the G action on S, and if T C S is conull, then there is a canonical section contained in T.
The existence of canonical sections for actions of l.c.s.c. groups was proved by the author in We modify the measure on ^ to ensure that it is symmetric, and use the standard notation of 2.
The cocycles ττ x and τr 2 .
The following Lemma is useful: Proof. It is clear that / is well defined. Suppose E<Ξ$(Z). /-*(£) = P(F" ι (E)n A), where P XxY^Xis projection. Therefore f'\E) is analytic. Also X -f~\E) = f\Z -E) and so is analytic. By the separation theorem [1] p. 6, f~\E) is Borel.
Pi(pV(S**)) is analytic and conull in 5 2 , so by von Neumann's selection lemma there is a conull Borel set S* Q S 2 and a Borel map δ: S 2 -*S so that p 2 δ(t) = t and Define e: S?-^N, e(t) = ap ι δ(t) and e: S\^Z, i(t)= 5p,δ(ί). (u,n) = (ά(u),σ(ά(u) 
(t, h)τr 2 (th, h') = (e(t),σ(i(φ(tΓβ(t,h)e(th)) x(e(th),σ(i(th))e(thy ι β(th,h')e(thh')) = (e(t),σ(i(t))e(tΓβ(t,h)β(th,h')e(thh')).
Now
= δ(t)hh'β(t,h)β(th,h').
Therefore we may choose β(t,hh') = β{t,h)β(th,h% so that (c) 7r ι^vι = ά^v λ -β and 7Γ 2 *^2 = ^*^2~ «*^i by Lemma 4.19 . Now define Σ = Si * S 2 * ^ as in 4.1. S is an almost N x H space by Lemma 4.4.
Isomorphism of S with Σ. We show that the NxH space S is almost isomorphic to the almost N x H space Σ. 4.22 . Construction of the almost isomorphism P. Let J = S x N| P 2» (S j) and A = {(s, n)EJ\ (δp 2 (s))n = s}. Now
Therefore the projection of A on pV(S*J is p 2 \Sΐ). A is Borel. Set F: J-^S, F(s, n) = ge(5 2 )e(s 2 )~'n. J 7 is Bore] and (5, n), (5, n') 
Write g, e, /, α are already known to be Borel, hence so is P. Since σ(ε(y)) = σ(p 2 δ(y)e(y)) = σ(δ(y)e(y)) this is well defined. -(x,y;e(y),σ(e(y))m). We are finally in a position to prove the main result:
Proof of Theorem 4.10. Construct S,, S 2 , π,, τr 2 , ^, X as in 4.11-4.21 . The isomorphism of the NxH action on 5, *> with Λf (S,, π h 5 2 , π 2 , «) follows from 4.23, 4.25, 4.24 and 1.1. (i) This is clear by construction.
(iί) We show π, has dense range. As in 4.25, q 2 is an ergodic decomposition of the N action on Σ. Let Λ:XV.HZ, K(n,f) = r(f). By [14] p. 266, Λ*(ω(τr I ))= r*μ = /i. Letω(π!)= ω v dμ(v) be a decomposition of ω(ττi) with respect to Jz qϊ\t) = {ί} x (5, *^F, (0 ) where F ί(0 = rf"'(eίO), and by [14] p. 266 m, is the measure ω Ht) a.a. t E Z. Moreover the almost N actions on q 2 \t), m t and R~ι{e(t)), ω i{t) may clearly be identified. Hence R is an ergodic decomposition of X*(π x ).
(iii) As in 4.25, the almost N action on qΐ\t), m t is essentially transitive so that π λ is surjective. π 2 is surjective <=> X(π 2 )/H is analytic
OS,* (X(π 2 )/H) is analytic
<=> X/H is analytic O S//ί is analytic.
(iv) This is Lemma 4.8.
