Abstract
Introduction
Location sensitivity is an essential element in both mobile and pervasive computing. In mobile computing this sensitivity lets the Internet-based system know exactly the location of the client or user. Pervasive computing takes this one step further because the system should trace and anticipate the user's intent (e.g. movement) and prepare service proactively in a transparent (non-intrusive) manner. The aim of a pervasive system is to effectively provide a smart space, which is saturated with information technology capability, as demonstrated by several known experimental examples today, namely, Endeavor (at UC Berkeley), Aura (at Carnegie Mellon University) and Oxygen (at MIT). There is presently no dominant location sensing mechanism/technology because any known mechanism (e.g. Cricket, Blue-tooth, GPS, active badge, e911, and the IEEE802.11 family) is good only for a narrow band of situations. Therefore, effective location sensing is still an active area of research [1] . Once the position is sensed and known, the client's intent can be anticipated and supported. One of the possible intents is location-aware information retrieval. In this aspect the client, which is a SFF (small-for-factor) mobile device (e.g. PDA or a portable PC carried by a user) communicates with the pervasive-computing infrastructure. The client-infrastructure communication is wireless and the surrogate, which a server node wired to the rest of the Internet, provides the necessary assistance to serve the user's requests through the client device.
A reasonable scenario of location-aware information retrieval is trying to locate a list of reputable furniture manufacturers in town by a foreign buyer. After the plane has landed at the Hong Kong airport the buyer immediately engages the local pervasive-computing environment through a SFF device and discovers the appropriate surrogate. In this paper a surrogate is any hardware device, which is wired to the Internet by a high-speed network and assists a mobile client temporarily. Through wireless communication the buyer passes its request for a list of manufacturers to the surrogate (gateway). This surrogate tries to find the information within its database or it may pass the request to other information stations (nodes) in the Internet. A surrogate solicits help from other collaborating Internet nodes under the following conditions: a) it is too busy because there are too many similar requests, and b) the site has impoverished bandwidth and thus it is necessary to re-direct the request to another surrogate to speed up the service and reduce the overall roundtrip time (RTT). Soliciting help from other wired nodes is known as cyber foraging [2] . In this paper we propose to prevent a surrogate from being congested by the clients' request traffic by using the FLC-based dynamic buffer tuning technique. A surrogate is congested because its request buffer is inundated by the incoming clients' requests and overflows, during periods of peak demands. This makes the service provision link unreliable/undependable, and a client may need to repeatedly resend the same request many times.
In a public place such as the airport service requests to the local surrogate or gateway varies with the traffic of the travelers. If the traveler traffic is LRD (long-range dependence), then the service requests traffic to the surrogate would likely follow suit. If the surrogate has a fixed buffer size to accommodate these requests, then overflow can occur. This is a serious problem because no matter how powerful the pervasive-computing infrastructure is at the background the user cannot benefit from it. Buffer overflow means that some requests would be delayed from reaching the stage of cyber foraging, leading to much longer service roundtrip time. Looking at this from Lewis's point of view [3] , cyber foraging yields speedup because different servers/surrogates work in parallel to provide the necessary service. Under Markovian conditions cyber foraging can be represented by the M/M/n model, where n is the number of collaborating surrogates or information stations. The speedup S by cyber foraging with n nodes can therefore be represented as
, where ρ is the surrogate utilization.
In reality the transient mass transit population would definitely increase the volume of the communication between SFF mobile clients and a surrogate [4] , especially at peak hours. It is inevitable that in any smart space, which is supported by a predefined number of SFF-surrogate connections, new connection requests are dropped once the maximum number is exceeded. As a result further client requests will be lost and retransmissions increase [5] . From our own experience and others any sudden change in the traffic pattern of client requests to a surrogate can make the latter's buffer overflow. The Internet traffic pattern involves both wired and wireless communications. It is normally unpredictable because it can change suddenly, for example, from SRD (short-range dependence) such as Poisson to LRD (long-range dependence) such as heavy-tailed and self-similar, or multifractal [6] . 
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Figure 2. The basic PID controller (PIDC) algorithm
By itself the PIDC does not have a safety margin and therefore may overflow under serious perturbations. The added fuzzy logic divides the PIDC control domain into a set of smaller fuzzy control regions, which are individually supported by a specific fuzzy rule or a "don't care" state. The fuzzy rules together ensure that the buffer always covers the queue in a adaptive manner by the ∆ safety margin. The algorithmic PIDC operation (i.e. "don't care" state, it requires no action. The inertness of the "don't care" states offsets the FLC computational complexity due to the presence of the fuzzy logic presence. As a result the FLC execution time is comparable to the much simpler PIDC. Figure 3 is The FLC control decision in the i th control cycle depends on the current QOB i and dQ/dt. It may be Addition (buffer elongation) or "+", Subtraction (buffer shrinkage) or "-" or don't care "X". Different fuzzy rules can be formulated as required by different FLC designs. Some examples of the fuzzy rules for Figure 
Using FLC for More Dependable Location-Aware Information Retrieval
The FLC has been deployed successfully for preventing user-level buffer overflow at the reception side of a client/server interaction over a TCP channel. This FLC approach for dynamic buffer tuning is proposed for the first time for more dependable location-aware information retrieval in this paper. A system is dependable as long as it can be trusted and depended upon by the user. System dependability has many attributes such as reliability, availability, security, integrity and maintainability [9] . System dependability in light the FLC usage in this paper is reliability. If ρ is the chance of surrogate's request buffer overflow, conceptually the average number of trials (ANT) to get a SFF transmission success is
Reducing ρ by preventing surrogate buffer overflow by using the FLC makes the client/surrogate interaction more dependable, resulting with a shorter client/surrogate service RTT.
Preliminary Experimental Results
The efficacy of the FLC in supporting more dependable location-aware information retrieval is verified by simulations. There are two different sets of experiments. The first set is to evaluate the execution time required by the FLC Java prototype because dynamic buffer tuning is time-critical. If the execution time is too long, then the computed solution cannot remedy the actual problem, which has long passed. The computed solution would end up correcting a spurious problem leading to undesirable/deleterious effects. The experiments were carried out on the Aglets [10] mobile agent platform, which is chosen for the following reasons: a) it is stable, b) it has rich user experience, and c) it is designed for the Internet and this makes the experimental results scalable for the open Internet. The set up for the experiments is shown in Figure 6 , in which the driver and the server are aglets (agile applets) collaborating in a client/server relationship within a single computer. The driver picks a known waveform (e.g. Poisson) or a trace, which embeds an unknown waveform for the wireless client/surrogate request traffic, from the table. It uses the pick to generate the inter-arrival times (IAT) for the simulated merged traffic into the surrogate buffer. A "trace" is a file of pre-collected RTT, and the use of traces in simulations helps confirm that the FLC control precision and stability is indeed insensitive to the sudden changes in the incoming request traffic pattern. This confirmation is necessary because the real-life Internet related traffic usually follows the power law and changes without warning, for example, from LRD (long-range dependence) such as self-similar and heavy-tailed to SRD (short-range dependence) such as Markovian.
The waveforms in the experiments are always checked and identified, as indicated by the "traffic pattern analysis" box in Figure 6 . In this way the response of the FLC to any specific waveform can be visualized. Waveform checking and identification is achieved by using the Selfis Tool [11] , which includes different estimators. The R/S (rescaled adjusted statistics) and Periodogram estimators can identify the LRD character by computing the Hurst (H) effect/value. The H value differentiates LRD (for
After the LRD character is confirmed, for example, the modified QQ-plot can be used to check if it is actually heavy-tailed.
Some of the traces used in the experiments were collected with the 802.11b Wireless connections [12] . The SFF interface card is the Lucent ORINOCO pc24e-h-fc wireless LAN card. In this paper three of the many sets of experimental results are presented. The experimental results show how dependable the FLC is in the University of Technology, Sydney wireless environment.
The aim is to evaluate how the FLC dynamic buffer tuning process performs in the University of Technology, Sydney wireless SFF-Client/surrogate environment. For the wireless LAN traffic trace chosen for demonstration the R/S plot of the Selfis Tool yields H=0.54, with 95.8% confidence for its LRD character (Figure 7 ). This LRD character is double-checked and confirmed by the Periodogram Estimator (also part of Selfis) in Figure 8 , where H=0.504. It is normal that the R/S and the Periodogram yield somewhat different values.
From the preliminary experimental results, as shown in Figure 9 , the following are concluded: a) the FLC maintains the ∆ safety margin correctly and consistently for different R QOB values and traffic conditions, b) it eliminates the surrogate buffer overflow efficaciously, and c) it has a shorter control cycle time than the PIDC's, which was also tested for comparison purposes. The "buffer overflow controller/tuner" remark in Figure 6 indicates where the FLC or PIDC can be installed for the particular simulation. Figure 10 is plotted for the same trace as Figure 9 and it shows that the FLC convergence to the R QOB reference is quicker, smoother and more accurate than the PIDC. 
Conclusion
This paper proposes to use the novel Fuzzy Logic Controller (FLC), which is a dynamic buffer size tuning technique, to support more dependable location-aware information retrieval. Within a smart space for mobile/pervasive computing the number of SFF clients trying to hook onto the surrogate ties with the transient mass transit traffic. The asymmetric rendezvous between the surrogate and the many clients that demand its service may inundate the surrogate request buffer to overflow. If this happens, the clients would lose the chance to benefit from the cyber foraging supported by the background mobile/pervasive computing infrastructure. The FLC, however, can tune the surrogate buffer size on the fly to make sure that it always covers the request queue size by the given ∆ safety margin. As a result it eliminates any chance of transient buffer overflow due to the transient transit mass and makes the SFF-client/surrogate interaction more dependable. The simulations with different wireless traces indicate that the FLC is indeed an efficacious solution for this purpose. In the next stage of the research we intend is to explore how to make the FLC self-reconfiguring in a timely manner with respect to different traffic patterns for smoother and more accurate control.
