Abstract-Detailed geoinformation on in-field variations of plant properties (e.g., density, height) is required in precision agriculture and serves as a valuable input for plant growth models and crop management strategies. This letter presents a novel workflow for object-based point cloud analysis for individual maize plant mapping, using radiometric and geometric features of terrestrial laser scanning. The performed radiometric correction achieves a reduction of amplitude variation of homogeneous areas to 1/3 of the original variation and offers a distinct separability of the target class maize plant from soil. The developed procedure, including 3-D point cloud filtering and segmentation, is able to reliably detect single plants with a completeness >80% and correctness >90%. Experiments on reduced point densities show stability of detection rates above 100 points per 0.01 m 2 . The results indicate that the developed workflow will lead to even higher detection accuracy with LiDAR point clouds captured by mobile platforms, with less occlusion effects and more homogeneous point density.
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I. Introduction
T HREE-DIMENSIONAL data acquisition with topographic LiDAR, also referred to as laser scanning (LS), is increasingly gaining importance in agricultural monitoring of trees [1] , [2] and grain crops [3] . The ground-based LiDAR technology enables gathering a very detailed geometric representation of the crop stand and deriving site-specific crop properties in an area-wide, noninvasive, and nondestructive way [4] - [6] . Although airborne LS has already been investigated for the characterization of maize [7] , most recent studies on grains use terrestrial laser scanning (TLS) systems either static (from single scan positions [8] ) or mobile (measuring from moving vehicles [9] ). This is mainly due to the higher 3-D point density, accuracy, and lower costs for multitemporal acquisition throughout the vegetation period, compared to airborne LS. Low-cost LiDAR sensors are already applied in agricultural robotics, such as for maize plant mapping [10] . Due to lower sensor costs and high accuracy, photogrammetric techniques are preferred for close-range 3-D plant capturing and reconstruction under lab conditions [11] . Today, a wide range of remote sensors are available for precision farming (e.g., airborne and spaceborne hyperspectral imaging and radar) with LiDAR as a complementary and independent data source, providing the plant geometry directly [1] , [12] . The joint use of highly detailed LS on the ground and 2-D imaging from airborne or satellite remote sensing has a high potential to improve the prediction models of soil and plant properties due to additional information on in-field and, thus, subpixel spatial variation of crop and plant geometry (e.g., height, density, and leaf angle distribution [12] ). In particular, the corrected radiometric LiDAR data [13] is the subject of recent investigations on plant detection [10] , leaf geometries of trees [14] , or prediction of wheat nitrogen status [15] .
This letter investigates the assessment of individual maize plant properties (i.e., position and height) using ground-based full-waveform LS, including geometric and radiometric data. Once the individual plants are detected, the tracking of the temporal evolution of each plant and the entire crop can be used to evaluate and update plant growth models or can serve as input to GIS-based information systems, integrating data from agricultural management (e.g., fertilization), in-situ measurements and remote sensing [16] . Major challenges of using LS are the large amount of raw data, requiring fast and robust algorithms for information extraction. Object-based image and point cloud analysis via segmentation and classification is a promising methodology to handle the high data volume [17] , without prior data reduction and loss (e.g., rasterization) [18] . Radiometric information of LS has proven to be a valuable input for object-based analysis of airborne data [19] . However, the correction and utilization of these observables (e.g., signal amplitude) of ground-based systems for 3-D object detection is still to be exploited in terms of LS sensor and data acquisition specification and object of interest (e.g., agricultural crops).
The aim of this letter is to explore the radiometric information content of full-waveform LS for object-based 3-D point cloud detection and mapping of individual maize plants. This includes the introduction of a data-driven radiometric correction procedure, as well as the development of a novel 3-D segmentation and object-based classification method making use of both geometric and radiometric point cloud features. Furthermore, the effect of point density on plant detection is investigated and concluded for a future use in mobile systems. Study area and datasets are presented in Section II, the methods are described in Section III, followed by results and discussion in Section IV, and conclusions in Section V.
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II. Study Area and Datasets
The study area is a maize plot (132 m × 6 m) at the JuliusKühn-Institut, Brunswick, Germany (52.288N, 10.434E) with controlled conditions (e.g., fertilization and irrigation). Sowing of maize (Gavott) Coregistration of the scan positions was performed using tie points (cylindric reflectors) with high reflectance placed around the field [8] . After initial alignment of the scans a fine registration with the iterative closest point algorithm of the RiSCAN PRO software resulted in 0.014 m standard deviation of error between the scans. Post-processing further included the removal of points with range >30 m to avoid alignment errors increasing with distance, deletion of points with high echo width (Riegl's deviation >65 530 [20] ) and points with less than ten neighbors in 0.1 m distance to remove isolated echoes occurring at edges of plants. The 
III. Methods
The developed workflow is based on the assumptions that maize plants are characterized by: 1) range-corrected signal amplitudes differing from amplitudes of soil; 2) a certain vertical extent and height above ground; and 3) a given separation to neighboring plants. This geometric separability of plants is expressed by a local maximum in height and a gap of points in between. Geometric and radiometric point cloud features are needed as input for a seeded region growing algorithm generating segments of points being potential individual plants. Similar segmentation approaches have already been applied for object detection in airborne data, e.g., for vegetation and water mapping [18] , [21] , and also groundbased data, such as for maize plant detection [10] . The main steps of the procedure are radiometric correction, object detection including feature calculation, prior laser point filtering, segmentation, and object-based classification.
A. Radiometric Correction
In this letter, the term "radiometric correction" is used for the removal of the distance effect on the recorded amplitude, whereas "radiometric calibration" aims at deriving physical quantities of the object properties (e.g., reflectance, backscatter cross-section [22] ), considering the distance effect as one of multiple effects. Previous studies on TLS radiometric correction and calibration [23] - [25] clearly state that range dependence of TLS amplitude and intensity is not entirely following the 1/R 2 law of the radar equation as mostly valid for airborne LS [13] , [22] , in particular, in near distance (e.g., <15 m). The reasons can be detector effects (e.g., brightness reducer, amplification, and gain control [23] ) or receiver optics (defocusing and incomplete overlap of beam and receiver field of view [25] , [26] ). However, most manufacturers do not provide enough insight into developing a modeldriven correction of these effects. For the used scanner (Riegl VZ-400), the 1/R 2 correspondence is given from distances >20 m, and mainly central obscuration causes the increasing values with distance in a near range. The recorded amplitude is proportional to echo signal power [20] .
A data-driven range-correction approach is applied in this letter where the range-amplitude function f (r) is estimated from real data in the field and used as a correction factor 1/f (r) for multiplying the recorded values. First, three about 0.5 × 35 m transects of three different scan positions covering dry and bare soil have been selected, assumed to be homogeneous reference surfaces to assess the range-amplitude dependence. To suppress small scale variations, e.g., due to surface roughness and varying incidence angles, moving medians (overlap of 0.3 m in range) are chosen for function estimation. In order to account for different reflectance of transects, the amplitudes are normalized by the maximum median value of the corresponding transect. Least-squares (LSQ) fitting of polynomial functions from degrees 1 to 14 has been tested, and the function with lowest root-mean-square error (RMSE) is chosen to derive the correction factor and to apply it to all laser points.
B. Object Detection
The object detection consists of three steps: 1) laser point feature calculation and prior filtering; 2) 3-D segmentation; and 3) object classification and 2-D position calculation. Exploratory analysis indicates a good separability in corrected amplitude of dry soil with a peak at about 0.82 and plant points at 0.70, which is also confirmed in the vertical profile of four selected plants (Fig. 1) . Input features for segmentation are calculated using a fixed distance neighborhood measured in 2-D and 3-D.
1) Amplitude density: percentage of neighbors in 3-D with amplitude values below a certain threshold [21] . This parameter overcomes the problem of outliers in amplitude. Points with a density lower than 50%, mostly soil points, are excluded from segmentation and further processing. 2) Height above local minimum in 2-D search radius: parameter for height above soil surface. Points having a normalized height lower than a certain threshold are removed.
Starting seeds for region growing segmentation are the local maxima in elevation found in half of the distance defined by the 2-D search radius of the feature calculation. This should guarantee that also smaller plants close to larger ones get at least one starting seed point. Growing is restricted by a maximum distance (2-D) to the starting seed point, a maximum vertical and horizontal distance for neighbor search (i.e., cylindric neighborhood) with larger distance in the vertical direction to let the segments grow along the major plant components (e.g., vertical stalk) and avoid merging with adjacent plants. Once the point cloud is segmented, all segments fulfilling certain object-based criteria are assigned to individual plant objects. Plant objects must have a minimum number of points, a certain vertical extent (i.e., plant height), and a connection to the soil by having a low height above the local minimum. The planimetric position of the plant is derived from the center of gravity in 2-D of the five lowest segment points assumed to be at the stalk.
Optimization of parameter settings for feature calculation, segmentation, and object-based criteria is achieved by using a brute force approach in a small training area (2× 2 m). The top five runs regarding highest average value of completeness and correctness are then applied to the whole field and evaluated with reference positions of 80 randomly selected plants that have been manually located in the point cloud. In order to assess the effect of point density on plant detection, the parameter set applied to the entire dataset with highest average completeness and correctness is tested for artificially reduced point clouds by randomly selecting a maximum number of points per 0.01 m 2 of the full dataset.
IV. Results and Discussion
This section presents the results and evaluation of the radiometric correction, plant detection procedure as well as the point density tests.
A. Radiometric Correction
The data-driven range correction of signal amplitudes shows lowest RMSE for a polynomial of degree eight (Fig. 2) . The maximum amplitude is reached at about 9 m distance and constantly decreases with range thereafter. The error bars and RMSE of 2.4% to all laser point amplitudes (Fig. 2) indicate a good agreement between the three scan positions and also certain homogeneity of the used natural reference surfaces.
In order to assess the performance of range correction, homogeneous areas are individually identified in the entire uncorrected dataset for each scan position. Homogeneous areas are defined as 0.01 m 2 cells with more than ten points and a coefficient of variation in amplitudes lower than 2% fulfilled for at least one scan position. Comparing the average values of the coefficient of variation of amplitudes of all laser points per homogeneous cell before and after correction exhibits a clear reduction of variation from 9.6% (before) to 2.9% (after). The remaining variation can be explained by different incidence angles due to different scan geometry (i.e., ranges), as well as a certain roughness of the natural terrain [24] . However, the variation is much lower than the difference between the target classes soil and maize plants. The effect of different ranges and thus amplitudes at a certain location could be eliminated and can be seen particularly for areas with different ranges (Fig. 3) .
B. Object Detection
The top five runs obtained by brute forcing and applied to the entire field achieve a completeness of >76% and correctness of >80%. The top run with highest average completeness and correctness is used for further investigations. The determined settings are reasonable parameters, such as a threshold for amplitude density of 0.72, a minimum vertical extent of segment of 5 cm and a minimum segment height above the local minimum of 5 cm (Table I ). The prior filtering of points using the laser point features amplitude density and height above local minimum drastically reduces the number of points for segmentation and classification by removing the majority of non-plant points. Furthermore, the object-based criteria could successfully remove, e.g., isolated leaf segments not connected to the soil (parameter: maximum height above local minimum in segment) and plant residues lying directly on the soil or other plants such as small grass spots growing in the field [parameter: min. vertical extent, Fig. 4(a) ].
The study is working with real world data, in which also effects from wind, i.e., plant parts are moving between scans, are apparent. In our approach, moving leaves have no major negative effect on plant detection. However, approaches aiming at geometric reconstruction and estimation of leaf area must consider such effects.
The detection procedure processes 14 million points and results in 6953 plant objects [ Fig. 4(b) ], which corresponds to 82% of the theoretical number of plants on the field. Classification accuracy with completeness (i.e., true positive rate) of 81% and correctness (i.e., precision) of 90% are achieved (Table II) . The mean planimetric distance between detected and reference plant position is 2.2 cm and further underlines the high reliability of plant detection. The missing nondetected objects are mainly due to a low number of points hitting the plant, which does not allow reaching a complete geometric representation of the plant, in particular, the stalk required for precise localization of the plant. Reasons can be a low point density and occlusion (of parts) by neighboring plants. As true positive assessed plants have, on average, 2.5 times higher point density in their 0.01 m 2 neighborhood than false negative ones.
C. Effect of Point Density on Plant Detection
To address the strongly heterogeneous point density of static TLS, experiments with artificially reduced maximum point densities per 0.01 m 2 are performed (Table II) . The most prominent results are the high correctness even for low point densities and a completeness of >73% for densities starting from 50 points per 0.01 m 2 and higher. Thus, the experiment indicates that a point density of about 100 points per 0.01 m 2 is sufficient for the detection of maize plants in the given stage of growth. The completeness does not increase above 81% with higher maximum densities, confirming that the false positives occurring in all runs are mainly due to already low point density in the full dataset. V. Conclusion The findings of this letter showed that both radiometric information and detailed geometric description, provided together by ground-based laser scanning, allowed for mapping of individual maize plants in an early stage of growth with high precision. Radiometric correction using natural reference targets (e.g., bare soil) was possible and eliminated distance effects and reduced amplitude variation of homogeneous areas significantly. The separability between the two target classes in amplitude was distinct and supported a straightforward filtering of the point cloud prior to segmentation and classification. Point density experiments indicated promising and stable results of the developed approach. Major drawbacks of static scanning including the heterogeneous point density and occlusion effects, which can be overcome using mobile systems, e.g., mounted on agricultural vehicles or UAVs. Future research should concentrate on the integration of LiDAR into multisensor systems. For operational use, real-time sensing and also online processing and analysis are required. Porting point cloud algorithms to graphics processing units or service-oriented infrastructures offer great opportunities for future research and live applications of 3-D LiDAR in precision agriculture.
