In the HEVC/H.265 video coding standard, weighting quantization matrices (WQMs) are supported to take advantage of the characteristics of the human visual system (HVS). However, the default WQMs utilized in HEVC are developed for YCbCr videos instead of RGB videos. In this paper, a set of new WQMs is proposed for video coding in RGB color space. First, we utilize the spatial contrast sensitivity function (CSF) to model the bandpass property of HVS. To derive the parameters of the spatial CSF, a series of subjective experiments is conducted to obtain the just-noticeable distortion (JND) thresholds of several selected DCT subbands. In addition, the sensitivities of different DCT subbands in one color channel, as well as among R, G, and B channels, are considered to design the WQMs of intra-coded 8 × 8 blocks. Moreover, to reduce the data size of WQMs, the WQMs for other block sizes are derived from intra 8 × 8 WQMs. The proposed WQMs are then applied into HEVC to directly code RGB videos. The experimental results demonstrate that when the PSNRs of G, B, and R channels are combined with a ratio of 4:1:1, the proposed WQMs can achieve an average BD-rate saving of 12.64% and 20.51%, respectively, in all-intra (AI) and low-delay (LD) profiles compared to HEVC without WQMs. The proposed scheme also enjoys a better video quality metric (VQM) performance.
I. INTRODUCTION
Digital images and videos can be represented in different color spaces, such as RGB, YCbCr, CMY, and HSV. Among them, the RGB format is the most popular one. However, there are strong redundancies among the RGB components. Therefore, to get high compression efficiency, most video coding standards adopt YCbCr as the encoding format instead of RGB. The reason is that during the conversion process from RGB to YCbCr, most brightness or luminance (luma) information are captured in the Y component, and saturation and hue information are in CbCr components. Moreover, owing to the fact that the spatial acuity of HVS is lower in color components than in luma component [1] , the color components can be subsampled with respect to luma component. As a result, the 4:2:0 YCbCr (where the chroma components have half resolution of luma in both horizontal
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However, a higher fidelity of color quality is required in some application scenarios. Therefore, 4:2:2 YCbCr (where chroma components have the same vertical resolution as luma, but half horizontal resolution as luma) and 4:4:4 YCbCr (where the chroma components have the same horizontal and vertical resolution as luma) are utilized when higher quality is required. In some applications, the videos are even directly coded in the RGB format. The first version of HEVC only supports 4:2:0 YCbCr sequences [2] - [4] . To meet the demand of application scenarios such as screen content coding and direct RGB content coding, the Joint Collaborative Team on Video Coding (JCT-VC) develops various range extension profiles of HEVC in HEVC Version 2 [5] , [6] . In this paper, the coding of RGB videos is studied. The motivation of the proposed scheme is to improve the coding performance by considering the quality of three channels rather than only one channel. We can consider applying this idea to design better WQMs for YCbCr sequences in HEVC Version 1. As well, although this is not part of the present work.
Various psychological experiments have shown that strong perceptual redundancy exists in images and videos, which means that changes in some regions cannot be perceived by HVS. In [7] and [8] , it has been shown that the sensitivity of HVS varies as a function of spatial frequency. Consequently, many image and video coding standards such as JPEG use different quantization step sizes for different frequency components. This approach is also adopted in HEVC Versions 1 and 2, and the quantization step sizes of different DCT subbands are specified by weighting quantization matrices (WQMs). Generally, low frequency DCT subbands have smaller quantization step sizes.
In [9] , three types of macroblock-level WQMs are designed, each with seven levels of weighting factors at most. The WQMs are applied based on the characteristics of neighboring macroblocks to protect high frequency details. In [10] , the levels of weighting factors are derived from the modulation transfer function (MTF), which represents the sensitivities of HVS to different spatial frequencies. In [11] , it is noted that four parameters and the resolution assumption of 100 dots per inch (DPI) may not fit with HEVC and various display devices. Therefore a set of new WQMs is developed by utilizing a normalized exponent parameter to adjust the weighting factors. Prangnell and Sanchez [12] propose adaptive WQMs to improve the quality of the reconstruction videos, in which the weighting values in intra and inter WQMs are selected according to the display resolution of the target visual display unit. In [13] , a luminance justnoticeable-distortion (JND) model, i.e., the maximum distortion that cannot be perceived by HVS [14] - [16] , is combined with WQMs to reduce the perceptual redundancy in the luminance contents and the spatial frequencies.
In HEVC, the default 8 × 8 intra WQMs are derived from the MTF model [10] , and the 8 × 8 inter WQMs are created from 8 × 8 intra WQMs via a linear model, which is based on the relationship between H.264/AVC reference Intra and Inter WQMs [17] . Although HEVC supports up to 32 × 32 transform blocks, the default 32 × 32 and 16 × 16 WQMs are not redesigned. Instead, they are upsampled from 8 × 8 WQMs [18] . Specifically, each component in 8 × 8 WQMs is replicated into a 2 × 2 area to generate the 16 × 16 WQMs, and a 4 × 4 area to generate the 32 × 32 WQMs. In the default 4 × 4 WQMs, the value of each component is set to 16. Although the default WQMs have been known to improve the subjective quality, there are several drawbacks when applying them to encode RGB sequences directly. Firstly, the parameters in MTF are obtained based on the analysis of DFT subbands, while DCT is used in HEVC. Since the DFT and DCT transforms are different, applying the DFT-based MTF to DCT-based coding system is not optimal. Besides, the MTF model is established on the analysis of luma component, which is also questionable when being applied directly to RGB content coding. Moreover, during the coding of RGB sequences, the same WQM is employed in all RGB components, but it is well known that HVS has different sensitivities to different color components.
In [19] , the curves of contrast sensitivities of RGB components are obtained, which indicate that human eyes are more sensitive to the G component. Therefore, in the reference software of HEVC, the coding order is GBR for RGB sequences. Generally, the first coded component is more significant than others and needs more accurate prediction. Therefore, in the intra coding process, the first coded component uses 35 prediction directions, whereas only 5 prediction modes are used for the second and third components. Besides, in the inter prediction process, motion estimation is performed on the first component, and the second and third components simply utilize the motion vectors derived from the first component.
In this paper, we propose a new set of WQMs for RGB sequences in HEVC based on the sensitivity analysis of RGB components. Due to the fact that the spatial contrast sensitivity function (CSF) represents the sensitivity of HVS for each frequency component [20] , [21] , we utilize the spatial CSF model to derive the HVS sensitivity to each DCT subband in the RGB color space through a series of judiciously designed subjective experiments. Specifically, by injecting noise into DCT subbands of RGB channels, we obtain the corresponding JND thresholds via subjective experiments. The JND thresholds are then exploited to derive the parameters of the spatial CSF models via non-linear least squared error method. Then the HVS sensitivities to different spatial frequency components and RGB channels are calculated accordingly. Based on the sensitivities, we design the intra 8 × 8 WQMs for R, G, and B channels, respectively, from which the inter 8 × 8 WQMs are derived via a nonlinear model. To reduce the data size, the 4 × 4, 16 × 16, and 32×32 WQMs are derived from the corresponding intra/inter 8 × 8 WQMs. Experimental results demonstrate that the proposed WQMs can achieve BD-rate saving of 13.96% and 22.74% respectively for All Intra (AI) and Low Delay (LD) profiles, compared to HEVC without WQMs. Our method also has better video quality metric (VQM) performance.
The rest of the paper is organized as follows. In Section II, the spatial CSF model is presented and is parameterized by subjective experiments. In Section III, the proposed WQMs are designed for direct RGB content coding in HEVC Version 2. Experimental results are shown in Section IV, and Section V concludes the paper.
II. SPATIAL CSF MODEL FOR RGB COMPONENTS A. SPATIAL CSF MODEL
Several works have shown that human vision system has a bandpass characteristics in the spatial frequency domain [22] - [24] . In [20] and [21] , the CSF of HVS model is represented by
where a, b and c are constants, and ω is the spatial frequency. The inverse of the CSF function is the distortion threshold according to the definition of the contrast sensitivity [25] , which is expressed by
For the (i, j)-th subband of DCT block, the corresponding frequency ω i,j is given by [21] 
where θ x and θ y are the horizontal and vertical visual angles of a pixel. Usually, pixel aspect ratio (PAR) is equal to one, i.e., the horizontal and vertical visual angles are the same, and are calculated by [21] 
where r is the ratio of view distance to image height img h . In [19] and [26] , it is found that human eyes are more sensitive to the horizontal and vertical components, and less sensitive to diagonal components. This is called oblique effect. Besides, the spatial summation effect is also observed, which means that the visual system summation of the distortion over a spatial frequency range will decrease the distortion threshold.
Considering these two effects, the distortion threshold just noticed by human eyes can be written as
where s is the control parameter set to 0.25 [26] . The term r + (1 − r) · cos 2 ϕ i,j represents the oblique effect, and r is empirically set to 0.6 [7] . ϕ i,j is the directional angle of the corresponding DCT subband, which is given by
The final CSF model of HVS is thus
To find the values of parameters (a, b, c), a series of psychological experiments can be conducted to obtain the JND thresholds of each frequency. After that, we can use the least squares method to find the values of (a, b, c). First, Eq. (5) can be rewritten by
Let
, and ω ij = x i . We can get
Let T (ω i,j ) denote the observed JND threshold, and let squares error method can be used to compute the optimal values of (a, b, c)
After computing of (a, b, c), we can achieve the spatial CSF model for RGB components, which represents the significance of different DCT subbands. When the corresponding DCT coefficients are multiplied by the spatial CSF, the weighted DCT coefficients can be regarded to possess the same perceptual significance to human vision. Then a uniform quantizer is utilized to quantize the weighted DCT coefficients.
B. SUBJECTIVE EXPERIMENTS
In this paper, we develop the following scheme to investigate the sensitivities of RGB components using JND thresholds. We first create a 256 × 256 RGB image, with the value of each pixel in all color channels being 128. For each channel, 8 × 8 DCT is performed. After that, noises with appropriate levels are injected at one subband in one color channel to produce a contaminated image. Fig. 1 shows an example of the generation of a contaminated image in the R channel. To reduce the duration of the experiment, not every subband is tested. Instead, only several selected subbands are contaminated with noise separately, and are used to derive the values of the parameters in the CSF model [27] . The selection criteria are: a) the selected subbands need to include low, middle and high frequency subbands, and at least one DCT subband should be selected on each row and column; b) to cover all directions of spatial frequencies, at least one DCT subband should be selected on the k-th diagonal, where k = 0 to 7. Note that, since the CSF model is symmetric around the principal diagonal, the subbands below the principal diagonal do not need to be selected.
In [19] and [28] , it is pointed out that the CSF model is not valid for low spatial frequencies, owing to the fact that the decrease in spatial sensitivity for low frequencies is slow for imagery that is not stabilized on the retina. Therefore, the thresholds of the six upper-left low-frequency subbands are all copied from the threshold of the (0,3)-th component. Consequently, the selected DCT subbands are shown in Fig. 2 (a) , where the shaded subbands denote the six lowfrequency components. Five levels of noises are chosen based on preliminary measures of the sensitivity of a small group of observers. The process of injecting noise into DCT subbands in the original image is given by
where I n (m, i, j) is the (i, j)-th DCT coefficient in the m-th block of channel n. L noise is the amplitude of the noise. To avoid introducing a fixed type of noise, f takes the value of −1 or +1 randomly for each selected DCT subband [21] . During the experiment, the noise amplitude is tuned from small to large, which makes the noise range from invisible to obviously visible. The original image and the contaminated one are juxtaposed on a Dolby professional reference monitor PRM-4220, where the left side is the original image, and the right side is the noise-contaminated image. The view distance is four times the image height as recommended by Ngan et al. [20] . A group of 15 observers were asked to vote whether the noise is visible (eight are males and seven are females, aged from 20-30). Before the experiment, they were screened for normal or corrected visual sensitivity on Snellen chart and for normal color vision by color blindness book recommended by ITU-R BT. 500-11 standard [29] . The first time when 50% or more of them vote visible, the corresponding noise amplitude is chosen as the JND threshold perceived by human vision.
The experimentally obtained JND thresholds at all selected DCT subbands for RGB channels are shown in Fig. 2 (b), 2(c), and 2(d) respectively. Fig. 3 demonstrates the distribution of the JND thresholds in RGB channels. For each channel, we can see that the threshold generally increases with the spatial frequency. Furthermore, the distribution of JND thresholds at different spatial frequencies in a certain channel is similar to other channels. For example, it can be observed from Fig. 3 that three points are around the spatial frequency of 8 for each channel, and the distribution of their corresponding JND thresholds is similar to each other. This indicates that the sensitivity distribution of different DCT subbands in a certain channel is similar to other channels. More importantly, the G channel has the smallest threshold, and the B channel has the largest. This conforms that HVS is most sensitive to the G channel and least sensitive to the B channel.
To further illustrate different sensitivities of HVS to different channels, we inject a noise level of 40 to the R, G, and B channels of the (3, 5)-th DCT subband, which is shown in Fig. 4 . To display the images clearly, the amplitudes of each noisy image are enlarged by 8 times. Although the amplitude level of the noise injected to RGB channels are the same, the visibility of the distortion in RGB channels is totally different. It can be seen that the distortion in the G channel can be perceived easily, whereas it is more difficult to notice the distortion in the B channel. Therefore, in the reference software of HEVC, the coding order is GBR for RGB sequences.
Combining the observed JND thresholds with Eq. (10), we get (a, b, c) = (0.2590, 0.1248, 0.0008) for R channel, (a, b, c) = (0.2554, 0.2449, 0.0005) for G channel, and (a, b, c) = (0.2429, 0.0425, 0.0001) for B channel, respectively. Then the spatial CSF matrices of Eq. (7) for RGB components are normalized, and are given by 
Note that the spatial CSF matrices represent the perceptual significance of different DCT subbands within a certain channel rather than the sensitivities among RGB channels. From these spatial CSF matrices of RGB, we can see that the significances of DCT subbands in each RGB color space is similar.
III. DESIGNING WQMs BASED ON THE CSF MODEL
The CSF model of HVS discussed in the previous section represents the sensitivity of human vision in the DCT domain. To make the DCT coefficients have the same perceptual significance to human eyes, the 64 DCT coefficients in an 8 × 8 transform block are multiplied by the CSF matrix. Then a uniform quantizer is applied to quantize the weighted DCT coefficients. Let E(i, j) and E (i, j) be the transformed coefficient and the quantized transformed coefficient, respectively. The quantization process is denoted by
where Q is the quantization parameter (QP). Eq. (15) can be rewritten as
Here Q HVS (i, j) is the (i, j)-th entry of the WQM Q HVS . During the coding process, the Lagrange parameter λ depends on the QP, which is also different for inter and intra frames. For intra frames, λ intra is calculated by [30] 
where α is a constant parameter. For inter frames, λ inter is calculated by [30] 
where β is the adjustment factor given by
Eq. (19) can be rewritten as [30] 
= 3 log 2 [max(2.0, min(4.0, (Q − 12)/6))]. (22) Therefore, when intra QP Q intra is set to Q, the inter QP Q inter is denoted by
From Eq. (23), we can observe that the QP vaule of intra frames is less than inter frames by . This is because the intra frames are used as reference frames, which can affect the coding performance of inter frames. Thus, when intra frames are quantized with a smaller QP, the reconstructed frames will have higher quality, which can increase the prediction accuracy of the subsequent inter frames.
In HEVC, the value of QP used to derive the default WQMs is set to 16 for both inter or intra frames. To keep similar QP values to the default WQMs, QP value for intra frame (Q intra ) is 16 or QP value for inter frame (Q inter ) is 16. In our experiment, we find that when Q intra is equal to 16 and Q intra is equal to 13, the coding performance of both intra frames and inter frames can be improved. Therefore, we choose Q inter = 16 and Q intra = 13, i.e., = 3.
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Substituting Eq. (12), Eq. (13) and Eq. (14) into Eq. (17) with Q = 13, we can obtain the WQMs for RGB components, which only represent the different sensitivities among frequency components within each color channel. However, from the psychological experiments shown in Fig. 2 and 3 , we also find that human vision has different sensitivities to RGB components. Hence, Q HVS (i, j) is multiplied by an adjusted factor to make the weighting quantization coefficients among RGB components possess the same perceptual importance. Specifically, when the JND threshold for a certain channel is smaller, HVS is more sensitive to the channel; hence relative lower QPs should be applied on this channel. Since the sensitivity of R is between G and B, R channel is utilized as a reference to adjust the weights of G and B. In this paper, when the adjusted parameter for the R channel is set to 1, the other factors for the G and B channel are determined by
where 
After obtaining the intra 8 × 8 WQMs for RGB channels, we utilize them to derive other types of WQMs. Owing to the fact that WQMs are performed on the transformed residuals, it is necessary to analyze the distribution of transformed residuals in the process of intra and inter predictions. In our experiment, we have investigated four typical sequences with different motion and texture information:''DucksAndLegs'', ''Kimono1'', ''ParkScene'' and ''EBULupoCandlelight''. Fig. 5 shows the 8 × 8 transformed residual distributions of sequences ''DucksAndlegs'' and ''EBULupoCandlelight''. Other sequences have similar results. x and y axes represent DCT subband indices. It can be seen from Fig. 5 that the range of the mean value of the transformed residuals is higher in intra 8 × 8 blocks than in inter 8 × 8 blocks, which indicates that intra prediction is statistically less accurate than inter prediction. This is because in intra coding, only several reconstructed pixels are used to predict the uncoded area by spatial correlation. When the unknown pixels are far away from the reconstructed pixels, the prediction accuracy decreases, which results in larger prediction errors for the coding block. While in inter coding, the reconstructed block is utilized to directly predict the coding block, the distribution of prediction errors is relatively flat in most cases. Therefore, during the derivation process of inter WQMs from intra WQMs, the range of inter WQMs should also be smaller than that of intra WQMs to avoid excessively suppressing inter residuals at higher frequencices.
Since the distribution of the transformed residuals in inter frames is different from that of intra frames, a non-linear model is proposed in this paper to derive inter WQMs from intra WQMs in this paper, which is denoted by
where m p is the model parameter, which is set to 15 in our experiments, and t is the modified Euclidean distance between the coordinate (0, 0) and (i, j) in a 8×8 block, which is given by
Note that in intra WQMs, the six upper-left components are copied from the (0,3)-th component. Thus elements of the non-linear model in the upper-left corner are set to 1. The goal of the non-linear model is to protect the reconstructed video quality. Elements in inter WQMs are shrunk, where values in low subbands are decreased by a small amount, but values in high subbands are decreased by a large amount, which can reduce the range in inter WQMs and also protect the residuals of inter frames from severe suppression.
Considering the QP difference between intra and inter frames, the inter WQMs are calculated as 
The derivation process of WQMs of other sizes is illustrated in Fig. 6 , where the colored rectangle denotes the intra 8×8 WQMs for RGB components. The right arrow represents the calculation process using the non-linear model. The up and down arrows denote the upsampling and downsampling process respectively. 
The 16 × 16 and 32 × 32 WQMs are upsampled from the 8 × 8 WQMs [17] , which are calculated as
Here the operation '/' denotes rounding-off integer division.
IV. EXPERIMENTAL RESULTS
To verify the effectiveness of the proposed WQMs, experiments are performed on the platform of the HEVC reference model (HM 16.0). RGB sequences recommended by Rosewarne et al. [31] are tested in our experiments. It should be noted that only ''VenueVu'' is the synthetic sequence, and the transformed coefficients in high frequencies are always zero for the texture is always smooth, which is different from other natural sequences. This paper focuses on providing WQMs for RGB natural sequences. The test sequences are listed in Table 1 . The sequences are coded under All Intra (AI) and Low Delay (LD) configurations with the QPs of 22, 27, 32, and 37 respectively. The size of CTU is 64×64 and the max depth of CU is 4. RDOQ is turned off. The experiments are performed on a PC with Intel core i7-3770 CPU @ 3.40 GHz and 8 GB RAM.
The rate-distortion (RD) performance is evaluated in terms of BD-rate [32] , which represents the average bitrate difference. Since the separate BD-rates of three color components are not faithful representations of the performance of the whole sequence, the combined PSNR of three components has been proposed as a performance metric. Currently, there are two types of calculation for combined PSNR [33] . One is to average the PSNRs of three components directly, which is denoted by [33] 
However, human eyes are more sensitive to G component compared to other components, which is also verified in the previous section. Thus, another combined PSNR allocates a greater weighting factor to G component, which is calculated as [33] 
In our experiments, we calculate the BD-rates of both PSNR GBR m and PSNR GBR , which are denoted by BD-rate1 and BD-rate2 respectively. The proposed WQMs and the default WQMs are compared to the original encoder HM without WQMs (HM), respectively. Tables 2-3 demonstrate the coding performance of the different WQMs. Here the default WQMs is the WQMs adopted in HEVC reference software. R and TEnc represent the variation of bit rate and encoding time, which are given by
Compared to HEVC without WQMs, the proposed WQMs can achieve 12.64% and 20.51% BD-rate2 gain on average under AI, LD profiles, whereas the default WQMs only get 0.40% and −0.71% BD-rate2 gain. Although BD-rate1 cannot represent the coding performance very well, we still obtain 0.12% and 12.64% BD-rate1 gain. For simplicity, the coding gain described below is measured by BD-rate2. With the proposed WQMs, ''BirdsInCage'' achieves the highest coding gain of 60.24% under LD profile, and ''Kimono1'' gets the highest coding gain of 32.50% under AI. This is because ''BirdsInCage'' and ''Kimono1'' have more texture information, which thus requires more bits to encode. By using the proposed WQMs, we can remove more perceptual redundancy. On the contrary, ''EBURainFruits'' has less texture; hence the residual is relatively small. After DCT transformation, more transformed coefficients will become zero. Therefore there are less transformed coefficients that can be suppressed by the process of weighting quantization.
It is pointed out in [34] that most of the encoding time is attributed to the process of RDO. Since the proposed WQMs reduce the perceptual redundancy, more transformed coefficients are equal to zero, which can speed up the process of entropy coding, resulting in the reduction of the coding time. From Table 2 -3, we can see that the most noteworthy time and bit rate reductions are achieved in ''BirdsInCage'' with a reduction of 8.81% and 44.02% under the LD profile. Note that the coding performance for ''VenueVu'' is inferior to other sequences for it is synthetic.
Although some related works focus on designing WQMs for image coding, they can not be utilized for HEVC coding structure. Thus, we compare our method with the default WQMs, which can achieve additional coding gains by 12.64% and 20.51% under AI and LD profiles. Fig. 7 illustrates the distribution of TUs for ''BirdsInCage'' under LD profile with QP=37. Under the highest QP used in the encoder, the quantization-induced noise should be most visible, which allows us to compare different coding methods visually. Fig. 8 shows the number of TUs for each type of TU. Other sequences have similar results. Note that there is no 64 × 64-sized TUs in the HEVC standard. Here 64 × 64*-sized TUs denotes 64×64 PUs using skip mode for simplicity.
Compared with the original encoder HM, the proposed WQMs increase the number of 64×64* TUs, which can save more bits because no residual is transmitted to the decoder side. For the default WQMs, the number of 64 × 64* TUs is almost the same as the HM encoder. Although more 4×4 TUs are applied in the default WQMs to code the content finely, the improvement of the coding performance is limited. The PSNR values of the three components are almost the same as HM encoder. In contrast, less 4 × 4 TUs are utilized in the proposed WQMs. However, the PSNR values of G and R are higher than HM encoder and the default WQMs. The visual quality is also superior to other encoders, which is shown in Fig. 9 . The texture information of the wood is more visible with the proposed WQMs.
To further investigate the quality of the reconstructed videos, perceptual metrics are required to measure the performance. In [35] and [36] , metrics that are more perceptually relevant to HVS are presented to evaluate the video quality. However, they measure the quality for only one channel rather than the entire sequence consisting of three channels. Video quality metric (VQM) is a video quality assessment (VQA) algorithm considering three channels, which is developed by the National Telecommunications and Information Administration (NTIA) [37] , [38] . Due to the high correlation between VQM and the subjective VQA [39] , the VQM is adopted as a normative standard by the International Telecommunication Union (ITU) [40] . It measures the perceptual effect of video impairments ranging from 0 to 1, where 0 represents perfect quality, and 1 means the worst quality. In this paper, we utilize the VQMs as the subjective results. Table 4 -5 demonstrate the VQM for sequences under AI and LD. It can be observed that for sequence S1 (BirdsInCage), the bitrate of the proposed WQMs is only 48.04% of the original encoder HM, and the PSNR of B component is significantly 3 dB less than that of HM. However, the VQM performance of the proposed WQMs is better than HM. From Table 4 -5, we notice that the proposed WQMs can not only reduce bitrate, but also achieve a better VQM performance for all sequences except S4 (''OldTownCross'') under LD with QP=22. This is only true in Table 5 . In this case, although the VQM of the proposed WQMs is 0.0296, which is slightly worse than the 0.0287 of HM, the bitrate of the proposed WQMs is 84977 Kb/s, which is 40% smaller than the 144709 Kb/s.
In sequence S4 (''OldTownCross''), the PSNR of the B component is smaller than other sequences, which indicates the texture complexity of S4 is higher than other sequences, and is therefore difficult to predict. Excessive reduction of bitrate for sequences rich in blue color will probably degrade the quality of the reconstructed video. We try to perform BD-style analysis using VQM instead of PSNR, which shows how much bitrate can be saved by the proposed WQMs while keeping the videos perceptually the same as the HM. However, the small range of VQM compared to PSNR leads to zero in BD analysis. Therefore, we show the VQM-Bitrate curve of ''OldTownCross'' under AI and LD in Fig. 10 . It can be seen that the VQM-bitrate curve of the default WQMs almost overlaps that of HM, which indicates that the default WQMs cannot improve the coding performance too much. However, the VQM-bitrate curve of the proposed WQMs is significantly lower than other methods, which shows that the proposed WQMs can reduce bitrate as well as improve reconstructed video quality. Fig. 11 shows the comparison of the subjective quality of different coding schemes for ''OldTownCross'' under LD with QP=22. It's hard for us to perceive the difference among different coding schemes, while the coding bits of the proposed WQMs is smaller than other schemes.
The main advantage of the proposed WQMs is that they not only distinguish the different perceptual significances among subbands in a DCT block, but also among the R, G and B channels. Besides, in HEVC, the QP value utilized to derive the default WQMs is constantly set to 16 for both intra and inter modes. However, in Eq. (23), we show that the QP values of inter and intra model should be different. In the proposed WQMs, the values of the G-channel WQMs are less than the other two components, i.e., the G channel will have a fine quantization to improve the quality of the G component. When the coding performance of the G channel is improved, the other two components will also be improved, because they need side information such as intra mode and motion vector from the G component to code their contents. In addition, human vision is less sensitive to the B component. A relatively coarse quantization in the B component does not significantly affect the perceptual quality of the entire sequence.
V. CONCLUSION
In this paper, we propose a set of new weighting quantization matrices (WQMs) for RGB sequences, which consider not only the sensitivities among different DCT subbands, but also different color channels, which is always overlooked. In order to investigate the sensitivities, we conduct judiciously designed experiments to obtain the just noticeable distortion (JND) thresholds of several selected DCT subbands of RGB channels. Then the JND thresholds are exploited to derive the parameters of the spatial contrast sensitivity function (CSF) model. Combining the JND thresholds and the CSF models, we derive the basic WQMs for intra transform units (TUs) in each color channel respectively. Since the characteristics of the residual distribution between intra and inter models is different, a non-linear model is built to derive the inter WQMs from the intra WQMs. In addition, we show that the QP values utilized to calculate inter and intra WQMs should be different, which is also included to derive inter WQMs. Experimental results demonstrate that the proposed WQMs can achieve the BD-rate coding gain of 12.64% and 20.51% for AI and LD profiles, respectively, compared to HEVC without WQMs. In the future, we will further study the contrast effect of background-foreground interaction in colors to further improve the proposed scheme. 
