Abstract
λ(G) ≤ h(G) ≤ 8dλ(G).
A different approach to generalizing expansion is hence to consider higher-dimensional 50 analogues of graph Laplacians. Higher-dimensional Laplacians were first introduced by 51 Eckmann [6] in the 1940s and have since then been used in various contexts, see [12] 52 for an example. We denote by λ(X) the smallest non-trivial eigenvalue of this Lapla- . Since φ(G) ≤ h(G) ≤ 2φ(G), the two concepts are closely related. h(G) and φ(G) are also called (edge) expansion ratio.
its k-dimensional completion as K(X) := X ∪ {τ ∂ ∈ V k+1 : τ ∂ \ {v} ∈ X for all v ∈ τ ∂ }.
74
If X has a complete (k − 1)-skeleton, we get K(X) = K k n , the complete k-dimensional 75 complex on n vertices. We then define, as suggested in [22] , Then λ(X) ≤
C(X)
|V | h(X). skeleton, in extreme cases C(X) can be arbitrary small compared to |V |.
89
Our second result gives a different kind of strengthening. It is possible to rephrase 90 h(X) in terms of Z 2 -coboundaries as follows (see Section 1 for the necessary definitions).
91
For a partition
faces of X with exactly one vertex in each set A i , i = 0, 1, . . . , k−1, and let 1 F (A 0 ,A 1 ,...,A k−1 )
93
be its characteristic function, interpreted as a Z 2 -cochain. Then the support of the
where | · | denotes the Hamming norm. In order to strengthen the bound on λ(X) given
97
by Theorem 1, we define 98 h (X) := min
If |δ K(X) f | = 0, we again define
Note that here we consider partitions of V
Hence, as we minimize over a larger set of cochains, we
See appendix for an example where h (X) < h(X). We show: 
107
For a k-complex with complete (k − 1)-skeleton, this notion can be described 2 by 108 φ(X) := min
similar to the definitions of h(X) and h (X), but without any restriction on the cochains 109 considered. As this seems to be an important and useful concept, one might wish for an 110 inequality as in Theorems 1, 2 and 3 also for this notion of expansion. It was, however,
111
shown that such an inequality can not exist, see [9, 24] .
112
Theorem 2 and Theorem 3 can indeed give a stronger bound than Theorem 1, see
113
appendix for examples that also show that it depends on the complex X whether h (X)
|V | h(X) presents the stronger upper bound on λ(X).
115
Recall that the Cheeger inequality for graphs also gives an upper bound of h(G) in 2 Usually, one considers min f ∈C k−1 (X,Z 2 )
The two notions are closely related, because of expansion properties of the complete complex. definite matrix and hence has n real non-negative eigenvalues. As L1 = 0, the smallest 124 eigenvalue is always 0, and we denote by λ(G) the second smallest eigenvalue of L(G).
125
A graph G is connected if and only if λ(G) is non-zero (see, e.g., [10] ).
126
Simplicial Complexes. Let V be a finite set. A (finite abstract) simplicial complex
127
(or complex ) X with vertex set V is a collection of subsets of V that is closed under 128 taking subsets, i.e., σ ⊆ τ ∈ X implies σ ∈ X. An element τ ∈ X is called a simplex
129
or face of X, the dimension of τ is dim τ = |τ | − 1. A simplex τ with dim τ = i is 130 also called an i-simplex. The dimension of the complex X is dim X = max τ ∈X dim τ .
131
A simplicial complex of dimension k is called a k-dimensional simplicial complex or a 132 k-complex. The one-element sets {v}, v ∈ V , are the vertices of X. We identify the 133 singleton {v} with its unique element v. For an (i − 1)-simplex σ the degree of σ is
The set of all i-simplices of X is denoted by X i ,
135
the collection of all simplices of dimension at most i, the i-skeleton of X, by X (i) . The
i+1 for all i ≤ k.
137
Cohomology. Let X be a k-dimensional simplicial complex with vertex set V and 
144
Let G be an Abelian group (we will be concerned with the cases G = Z 2 and G = R).
145
The group of i-dimensional cochains on X (with coefficients in G) is C i (X, G) := {f :
e., the group of maps from the set of i-simplices to G. τ ∈ X i form a basis of C i (X, G), they are called the elementary cochains.
150
The coboundary operator δ i :
is the linear function given by
We let δ i = 0 otherwise.
152
Define Z i (X; G) = ker δ i the group of i-dimensional cocycles and B i (X; G) = im δ i−1
153
the group of i-dimensional coboundaries. A straightforward calculation shows that
. Hence, we can define the i-th cohomology group 155 with coefficients in G as
for f, g ∈ C i (X; R) and denote by ∂ i : C i (X; R) → C i−1 (X; R) the dual operator of
∂ i is also called the boundary operator and Z i (X; R) = ker ∂ i and B i (X; R) = im ∂ i+1 161 are called the group of i-dimensional cycles and the group of i-dimensional boundaries,
position of the vector space C i (X; R) into pairwise orthogonal subspaces
in particular, H i ∼ = H i (X; R) (see [6, 11] ).
165
The higher-dimensional analogue of the graph Laplacian is based on these notions.
166
From now on, write
The upper, lower and full Laplacian
respectively. More generally the upper Laplacian in dimension i is defined as
∂ i+1 δ i and the lower and full Laplacian similarly. We solely focus on the case i = k − 1.
171
Analogously to the case of graphs (k = 1) we can express L 
with entry (D k−1 (X)) τ,τ = deg(τ ) for τ ∈ X k−1 and define the signed adjacency matrix
where τ, τ ∈ X k−1 and we write τ ∼ τ if τ and τ share a common (k − 2)-face and
) is a self-adjoint and pos-179 itive semidefinite linear operator on C k−1 . It is furthermore not hard to see that
Hence, non-zero eigenvalues can only occur in the space (B k−1 ) ⊥ and we define the
where the equality holds because we have Z k−1 = (B k−1 ) ⊥ by the Hodge decompo- 
193
In the following part we describe the basic ideas of the proof of Theorem 1 from [22].
194
By the variational characterization of eigenvalues we know that
The key idea is to find a function f ∈ Z k−1 that satisfies
In order to define a function satisfying this equation, we fix a partition A 0 , A 1 , . . . , A k of
197
V which realizes the minimum in h(X). We call the A i 's blocks of the partition or shortly skeleton and let f be defined as above.
207
Then
208
Lemma 5.
[22] Let X be any k-dimensional simplicial complex and let f be defined as
For the first lemma, which can be proven by a straightforward calculation, there is 211 no trivial generalization for arbitrary simplicial complexes. The latter lemma does not 212 require any assumptions on the (k − 1)-skeleton and we will be able to use it for our 213 purposes. See the appendix for a proof of Lemma 5. (2) with Lemma 5 and the fact that
225
From now on we always use z and b in the context of Lemma 6. To prove Theorem 2
226
we need to find a lower bound for z, z . To the best of our knowledge, there is no way 227 of explicitly finding z by knowing f . We will instead make use of the fact that b ∈ B k−1 ,
228
i.e., there exists g ∈ C k−2 such that b = δ k−2 g, and estimate the distance of f to any 229 cochain of this form. Recall d(σ) and C(X) as defined in the introduction.
230
Lemma 7. Let f ∈ C k−1 be as previously defined and let g ∈ C k−2 be arbitrary.
We first show how to use Lemma 7 to prove Theorem 2 and then prove Lemma 7.
235
Proof of Theorem 2. Since b ∈ B k−1 there exists g ∈ C k−2 such that f − z = b = δ k−2 g.
236
By Lemma 7 we have:
by definition of C(X). Combined with Lemma 6 this proves Theorem 2.
238
Proof of Lemma 7. a) Consider the right hand sum. Note that for any σ ∈ X k−1 such for τ ∂ ∈ F ∂ (A 0 , A 1 , . . . , A k ) will work almost analogously.
We observe that for
) we now study the function q(τ, x) = 247 k i=0 
By checking the partial derivatives we know that the extremal points must satisfy
can check that this equality system is satisfied by
252
We will show that q(τ, x) attains its unique global minimum in y = (y 0 , y 1 , . . . , y k−1 ).
253
It is a well known fact from basic calculus that an extremal point is a local minimum shows that the Hessian matrix of q(τ, x) is strictly positive-definite everywhere.
256
Therefore q(τ, x) is strictly convex (see, e.g., [4]) and we can conclude that it 257 attains its unique minimum in y. Hence,
It remains to prove the statement for
Observe that the whole proof works analogously ex-
260
cept for the part that we have not defined the "incidence number"
By defining it the obvious way as
. . , k and zero otherwise, i.e., if σ τ ∂ , we observe 263 that δ k−1 δ k−2 (τ ∂ ) = 0 and the proof works analogously. In this section we give the proof of Theorem 3. Since we consider real as well as Z 2 -267 cohomology, we denote the real coboundary operator by δ R , the Z 2 -coboundary by δ Z 2 .
268
The space of Z 2 -cochains is denoted by C k−1 (X, Z 2 ), the space of real cochains by
. Also, B k−1 (X) stands for B k−1 (X; R) (We now add 270 the space X to the notation, because we will consider cochains in different spaces.)
271
The following lemma points out a special behaviour of the Z 2 -cochains appearing in 272 the definition of h (X) that will be central to our argument: The size of the Z 2 -boundary 273 of such a cochain agrees with the size of its real coboundary.
274
Lemma 8. Let X be a k-complex with n vertices.
276
Choose an orientation of the simplices of X by fixing a linear ordering on V such that 277 for all i < j ∈ {0, 1, . . . , k − 1}, v ∈ A i , w ∈ A j we have v < w. Then, interpreting f 278 also as an R-cochain with values in {0, 1}, we have
Here, · denotes the 2 -norm and | · | denotes the Hamming norm.
280
Proof. Note that any k-face τ ∈ X k can have at most two (k −1)-faces that are contained here is that we can get rid of this orthogonality constraint.
292
Lemma 9. Let X be a k-complex with n vertices and let λ(X) be the smallest eigenvalue 
300
Combining this with the variational characterization of eigenvalues and the fact that
For f / ∈ B k−1 (X) that is not orthogonal to B k−1 (X), let b be the projection of f onto
This shows that we can 305 omit the orthogonality constraint.
306
Now, consider the general case of a k-complex X with an arbitrary (k − 1)-skeleton.
307
Let f ∈ C k−1 (X). We extend f tof
andf (σ) = 0 otherwise. A straightforward calculation shows thatf
Hence, we can argue as above to see that for f ⊥ B k−1 (X) we get
For f / ∈ B k−1 (X) that is not orthogonal to B k−1 (X), we again consider the projection
shows that also in this case we can omit the orthogonality constraint
315
Now we can prove Theorem 3:
we have h (X) = ∞ and there is nothing to show. Otherwise, we apply Lemmas 8 and 319 9 as follows: Since the value of λ(X) does not depend on the chosen orientations of the 320 simplices of X, we are free to choose the orientations as in Lemma 8, i.e., we fix a linear 321 ordering on V such that for all i < j, v ∈ A i , w ∈ A j we have v < w. Then by Lemma 8
have f / ∈ B k−1 (X) and can apply Lemma 9 to obtain
325
The following examples show that Theorem 2 and Theorem 3 can indeed give a stronger 384 bound than Theorem 1 and that it depends on X whether h (X) or
C(X)
|V | h(X) presents 385 the stronger upper bound on λ(X). gives a constant bound whereas h(X) = h (X) = n yields a linear bound. 
