Abstract-Multi-objective evolutionary algorithms (MOEAs) have achieved great progress in recent decades, but most of them are designed to solve unconstrained multi-objective optimization problems. In fact, many real-world multi-objective problems usually contain a number of constraints. To promote the research of constrained multi-objective optimization, we first propose three primary types of difficulty, which reflect the challenges in the real-world optimization problems, to characterize the constraint functions in CMOPs, including feasibility-hardness, convergencehardness and diversity-hardness. We then develop a general toolkit to construct difficulty adjustable and scalable constrained multi-objective optimization problems (CMOPs) with three types of parameterized constraint functions according to the proposed three primary types of difficulty. In fact, combination of the three primary constraint functions with different parameters can lead to construct a large variety of CMOPs, whose difficulty can be uniquely defined by a triplet with each of its parameter specifying the level of each primary difficulty type respectively. Furthermore, the number of objectives in this toolkit are able to scale to more than two. Based on this toolkit, we suggest nine difficulty adjustable and scalable CMOPs named DAS-CMOP1-9. To evaluate the proposed test problems, two popular CMOEAs -MOEA/D-CDP and NSGA-II-CDP are adopted to test their performances on DAS-CMOP1-9 with different difficulty triplets. The experiment results demonstrate that none of them can solve these problems efficiently, which stimulate us to develop new constrained MOEAs to solve the suggested DAS-CMOPs.
I. INTRODUCTION
P RACTICAL optimization problems usually involve simultaneous optimization of multiple and conflicting objectives with many constraints. Without loss of generality, constrained multi-objective optimization problems (CMOPs) can be defined as follows: minimize F(x) = ( f 1 (x), . . . , f m (x)) T (1) subject to g i (x) ≥ 0, i = 1, . . . , q h j (x) = 0, j = 1, . . . , p x ∈ R n where F(x) = ( f 1 (x), f 2 (x), . . . , f m (x)) T ∈ R m is a mdimensional objective vector, g i (x) ≥ 0 defines i-th of q inequality constraints, h j (x) = 0 defines j-th of q equality constraints. If m is greater than three, we usually call it a constrained many-objective optimization problem (CMaOP).
A solution x is said to be feasible if it meets g i (x) ≥ 0, i = 1, . . . , q and h j (x) = 0, j = 1, . . . , p at the same time. For two feasible solutions x 1 and x 2 , solution x 1 is said to dominate x 2 if f i (x 1 ) ≤ f i (x 2 ) for each i ∈ {1, . . . , m} and f j (x 1 ) < f j (x 2 ) for at least one j ∈ {1, . . . , m}, denoted as x 1 x 2 . For a feasible solution x * ∈ R n , if there is no other feasible solution x ∈ R n dominating x * , x * is said to be a feasible Pareto-optimal solution. The set of all the feasible Pareto-optimal solutions is called Pareto Set (PS). Mapping the PS into the objective space results in a set of objective vectors, denoted as the Pareto Front (PF), where PF = {F(x) ∈ R m |x ∈ PS}.
For CMOPs, more than one objective need to be optimized simultaneously subject to constraints. Generally speaking, CMOPs are much more difficult to solve than their unconstrained counterparts -unconstrained multi-objective optimization problems (MOPs). Constrained multi-objective evolutionary algorithms (CMOEAs) are particularly designed to solve CMOPs, with the capability of balancing the search between the feasible and infeasible regions in the search space [1] . In fact, two basic issues need to be considered carefully when designing a CMOEA. One is to balance the feasible solutions and the infeasible solutions, the other is to balance the convergence and diversity of a CMOEA.
To address the former issue, constraint handling mechanisms need to be carefully designed by researchers. The existing constraint handling methods can be broadly classified into five different types, including feasibility maintenance, use of penalty functions, separation of constraint violation and objective values, multi-objective constraint handling and hybrid methods [2] .
The feasibility maintenance methods usually adopt special encoding and decoding techniques to guarantee that a newly generated solution is feasible. The penalty function-based method is one of the most popular approaches. The overall constraints violation is added to each objective with a predefined penalty factor, which indicates a preference between the constraints and the objectives. The penalty function-based method includes static penalties [3] , dynamic penalties [4] , death penalty functions [3] , co-evolutionary penalty functions [5] , adaptive penalty functions [6] - [8] and self-adaptive penalty functions [9] , [10] etc. In the methods using separation of constraint violation and objective values, the constraint functions and the objective functions are treated separately. Variants of this type include stochastic ranking (SR) [11] , constraint dominance principle (CDP) [12] , epsilon-constrained methods [13] , [14] . In the multi-objective constraint handling method, the constraint functions are transformed to one extra objective function. Representative methods of this type include infeasibility driven evolutionary algorithm (IDEA) [15] ,
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COMOGA [16] and Cai and Wang's Method (CW) [17] , etc. The hybrid methods of constraint handling usually adopt several constraint-handling methods. Representative methods include adaptive trade-off model (ATM) [18] and ensemble of constraint handling methods (ECHM) [19] .
To address the second issue, the selection methods need to be designed to balance the performance of convergence and diversity in MOEAs. At present, MOEAs can be generally classified into three categories based on the selection strategies. They are Pareto-dominance (e.g., NSGA-II [20] , PAES-II [21] and SPEA-II [22] ), decomposition-based (e.g., MOEA/D [23] , MOEA/D-DE [24] , MOEA/D-M2M [25] and EAG-MOEA/D [26] ) and indicator based methods (e.g., IBEA [27] , R2-IBEA [28] , SMS-EMOA [29] and HypE [30] ). In the group of Pareto-dominance based methods, such as NSGA-II [20] , the set of the first non-dominated level solutions is selected to improve the performance of convergence, and the crowding distance is adopted to maintain the performance of diversity. In the decomposition-based methods, the performance of convergence is maintained by minimizing the aggregation functions and the performance of diversity is obtained by setting the weight vectors uniformly. In the indicator based methods, such as HypE [30] , the performance of convergence and diversity is achieved by the using the hypervolume metric.
A CMOP includes objectives and constraints. A number of features have already been identified to define the difficulty of objectives, which include: 1) Geometry of PF (linear, convex, concave, degenerate, disconnected and mixed of them) 2) Search space (biased, or unbiased) 3) Unimodal or multi-modal objectives 4) Dimensionality of variable space and objective space The first one is the geometry of PF. The geometry of PF of a MOP can be linear, convex, concave, degenerate, disconnected and mixed of the them. Representative MOPs reflecting this type of difficulty include ZDT [31] , F1-9 [32] and DTLZ [33] . The second one is the biased or unbiased search space. Representative MOPs in this category include MOP1-7 [34] and IMB1-14 [35] . The third one is the modality of objectives. The objectives of a MOP can be either uni-modal (DTLZ1 [33] ) or multi-modal (F8 [32] ). Objectives with multimodal have multiple local optimal solutions which increase the likelihood of an algorithm being trapped in local optima. The high dimensionality of variable space and objective space are also critical features to define the difficulty of objectives. LSMOP1-9 [36] have high dimensionality in the variable space. DTLZ [33] and WFG [37] have high dimensionality in the objective space.
On the other hand, constraint functions in general greatly increase the difficulty of solving CMOPs. However, as far as we know, only several test suites (CTP [38] , CF [39] ) are designed for CMOPs.
CTP test problems [38] are have the capability of adjusting the difficulty of the constraint functions. They offer two types of difficulties: the difficulty near the Pareto front and the difficulty in the entire search space. The test problem CTP1 gives the difficulty near the PF, because the constraint functions of CTP1 make the search region close to the Pareto front infeasible. Test problems CTP2-CTP8 provide an optimizer the difficulty in the entire search space.
CF test problems [39] are also commonly used benchmarks, which provide two types of difficulties. For CF1-CF3 and CF8-CF10, their PFs are a part of their unconstrained PFs. The rest of CF test problems CF4-CF7 have difficulties near their PFs, and many constrained Pareto optimal points lie on some boundaries of the constraints.
Even though CDP [38] and CF [39] offer the abovementioned advantages. They have some limitations:
• The number of decision variables in the constraint functions can not be extended.
• The difficulty level of each type is not adjustable.
• No constraint functions with low ratios of feasible regions in the entire search space are suggested.
• The number of objectives is not scalable. Some other used two-objective test problems, include BNH [40] , TNK [41] , SRN [42] and OSY [43] problems, which are not scalable to the number of objectives, and difficult to identify types of difficulties.
In this paper, we propose a general framework to construct difficulty adjustable and objective scalable CMOPs which can overcome the limitations of existing CMOPs. CMOPs constructed by this toolkit can be classified into three major types, which are feasibility-hard, convergence-hard and diversityhard CMOPs. Feasibility-hard CMOP is a type of problem that presents difficulty for CMOEAs to find feasible solutions in the search space. CMOPs with feasibility-hardness usually have small portions of feasible regions in the entire search space. In addition, CMOPs with convergence-hardness mainly suggest difficulty for CMOEAs to approach the PFs efficiently by setting many obstacles before the PFs, while CMOPs with diversity-hardness mainly provide difficulty for CMOEAs to distribute their solutions along the complete PFs. In our work, the three types of difficulty are embedded into the CMOPs through proper construction of constraint functions.
In summary, the contribution of this paper is as follows:
1) This paper defines three primary types of difficulty for constraints in CMOPs. When designing new constraint handling mechanisms for a CMOEA, one has to investigate the nature of constraints in a CMOP that the CMOEA is aiming to address, including the types and levels of difficulties embedded in the constraints. Therefore, a proper definition on the types of difficulty for constraints in CMOPs is necessary and desirable. 2) This paper also defines the level of difficulty, regarding each type of difficulty for constraints in the constructed CMOPs, which can be adjusted by users. A difficulty level is uniquely defined by a triplet with each of its parameter specifying the level of each primary difficulty type respectively. Combination of the three primary constraint types with different difficulty triplets can lead to construction of a large variety of constraints for CMOPs. 3) Based on the proposed three primary types of difficulty for constraints, nine difficulty adjustable CMOPs named DAS-CMOP1-9 are constructed.
The remainder of this paper is organized as follows. Section II discusses the effects of constraints on PFs. Section III introduces the types and levels of difficulties provided by constraints in CMOPs. Section IV explains the proposed toolkit of construction methods for generating constraints in CMOPs with different types and levels of difficulty. Section V realizes the scalability to the number of objectives in CMOPs using the proposed toolkit. Section VI generates a set of difficulty adjustable CMOPs using the proposed toolkit. In Section VII, the performance of two CMOEAs on DAS-CMOP1-9 with different difficulty levels are compared by experimental studies, and Section VIII concludes the paper.
II. EFFECTS OF CONSTRAINTS ON PFS
Constraints define the infeasible regions in the search space, leading to different types and levels of difficulty for the resulting CMOPs. Some major effects of the constraints on PFs in CMOPs include the following [44] : 1) Infeasible regions make the original unconstrained PF partially feasible. This can be further divided into two situations. In the first situation, the PF of the constrained problem consists of a part of its unconstrained PF and a set of solutions on some boundaries of constraints, as illustrated by Fig. 1(a) . In the second situation, the PF of the constrained problem is only a part of its unconstrained PF, as illustrated by Fig. 1(b) . 2) Infeasible regions block the way towards the PF, as illustrated by Fig. 1(c) .
3) The complete original PF is covered by infeasible regions and becomes no more feasible. Every constrained Pareto optimal point lies on some constraint boundaries, as illustrated by Fig. 1(d) . 4) Constraints may reduce the dimensionality of the PF with one example illustrated by Fig. 1(e) . In general, although the problem is M−dimensional, constraints make the constrained PF K−dimensional (where K < M). In the particular case of Fig. 1 (e), M = 2, K = 1.
III. DIFFICULTY TYPES AND LEVELS OF CMOPS
Three primary difficulty types have been identified, including convergence-hardness, diversity-hardness, and feasibilityhardness. A difficulty level for each primary difficulty type can be defined as a parameter ranging from 0 to 1. Three difficulty levels, corresponding to three primary difficulty types respectively, form a triplet that depicts the nature of the difficulty of a CMOP.
A. Difficulty 1: Diversity-hardness
Generally, the PFs of CMOPs with diversity-hardness have many discrete segments, or some parts more difficult to be achieved than the other parts by imposing large infeasible regions near them. As a result, achieving the complete PF is difficult for CMOPs.
B. Difficulty 2: Feasibility-hardness
For the feasibility-hard CMOPs, the ratios of feasible regions in the search space are usually very low. It is difficult to generate a feasible solution for a CMOEA on the feasibilityhard CMOPs. Often in the initial stage of a CMOEA, most solutions in the population are infeasible.
C. Difficulty 3: Convergence-hardness
CMOPs with convergence-hardness hinder the convergence of CMOEAs towards the PFs. Usually, CMOEAs encounter more difficulty to approach the PFs. Because infeasible regions block the way of CMOEAs converging to the PFs. In other words, the generational distance (GD) metric [45] , which indicates the performance of convergence, is difficult to be minimized in the evolutionary process.
D. Difficulty level of each primary difficulty type
A difficulty level of each primary difficulty type can be defined by a parameter in the parameterized constraint function corresponding to the primary difficulty type. Each parameter is normalized from 0 to 1. Three parameters, corresponding to the difficulty level of the three primary difficulty types respectively, form a triplet (η, ζ, γ) that exactly defines the nature of difficulty of a CMOP constructed by the three parameterized constraint functions.
If each element of the triplet can only take value of either 0 or 1, then a simple combination of the three primary difficulty types will give rise to seven basic different difficulty types. This is analogous to a simple combination of three primary colors gives rise to seven basic colors. But if we allow the three parameters to take any value between 0 and 1, then we can literally get countless difficulty nature (analogous to countless colors in the color space). A difficulty nature here is then precisely depicted by a triplet (η, ζ, γ).
IV. CONSTRUCTION TOOLKIT As we know, constructing a CMOP is composed of constructing two major parts -objective functions and constraint functions. Li, et al. [46] suggested a general framework for constructing objective functions. It is stated as follows:
where Obtaining a feasible solution and approaching a Pareto optimal solution is difficult. T7: Diversity-hardness, feasibility-hardness and convergence-hardness Obtaining a Pareto optimal solution and the complete PF is difficult. Table I ), using an analogy of three primary colors and their combination towards seven basic colors. Fig. 3 . The illustration of combining three parameterized constraint functions using a triplet composing of three parameters. The three primary constraint functions correspond to the three primary difficulty types respectively. the three types of constraint functions are given in detail as follows:
A. Type-I Constraint Functions: Diversity-hardness Type-I constraint functions are defined to limit the boundary of sub-vector x 1:m−1 . More specifically, this type of constraint functions divides the PF of a CMOP into a number of disconnected segments, generating the difficulty of diversityhardness. Here, we use a parameter η ∈ [0, 1] to represent the level of difficulty. η = 0 means the constraint functions impose no effects on the CMOP, while η = 1 means the constraint functions provide their maximum effects.
An example of CMOP with diversity-hardness is suggested as follows:
where
As an example a = 10, n = 2 are set here. The parameter η indicating the level of difficulty is set to η = (b + 1)/2. The number of disconnected segments in the PF is controlled by a. Moreover, the value of b controls the width of each segment. The width of segments reaches its maximum when b = −1. When b increases, the width of segments decreases, and the difficulty level increases, so does the parameter of the difficulty level η. As a result, if η is set to 0.55, the PF is shown in Fig. 4(a) . If η = 0.75, the PF is shown in Fig.4 (b) . It can be observed that the width of segments of the PF is reduced as η keeps increasing. If η = 1.0, the width of segments shrinks to zero, which provides the maximum level of difficulty to the CMOP. The PF of a three-objective CMOP with Type-I constraint functions is also shown in Fig. 4(d) , with the difficult level η = 0.75. It can be seen that Type-I constraint functions can be applied in more than two-objective CMOPs, which means that a CMOP with the scalability to the number of objectives can be constructed using this type of constraints.
B. Type-II Constraint Functions: Feasibility-hardness
Type-II constraint functions are set to limit the reachable boundary of the distance function of β i (x 1:m−1 , x m:n ), and thereby control the ratio of feasible regions. As a result, Type-II constraint functions generate the difficulty of feasibilityhardness. Here, we use a parameter ζ to represent the level of difficulty, which ranges from 0 to 1. ζ = 0 means the constraints are the weakest, and ζ = 1.0 means the constraint functions are the strongest.
For example, a CMOP with Type-II constraint functions can be defined as follows:
where ζ equals to C. Type-III Constraint Functions: Convergence-hardness Type-III constraint functions limit the reachable boundary of objectives. As a result, infeasible regions act like 'blocking' hindrance for searching populations of CMOEAs to approach the PF. As a result, Type-III constraint functions generate the difficulty of convergence-hardness. Here, we use a parameter γ to represent the level of difficulty, which ranges from 0 to 1. γ = 0 means the constraints are the weakest, γ = 1 means the constraints are the strongest, and the difficulty level increases as γ increases.
For example, a CMOP with Type-III constraint functions can be defined as follows:
where the level of difficulty parameter γ is defined as γ = 2r. If γ = 0.1, the PF is shown in Fig. 6(a) . If γ = 0.5, the infeasible regions are increased and shown in Fig. 6(b) . If γ = 0.75, the infeasible regions become bigger than those of γ = 0.5 as shown in Fig. 6(c) . The constraints of Type-III can be also applied to CMOPs with three objectives as shown in Fig. 6(d) .
Type-III constraint functions can be expressed in a matrix form, which can be defined as follows:
S k is a transformational matrix, which control the degree of rotation and stretching of the vector (F(x) − H k ). According to the Type-III constraint functions in Eq. (5),
and S k can be expressed as follows:
It is worthwhile to point out that by using this approach we can further extend the number of objectives to be more than three, even though more sophisticated visualization approach is needed to show the resulting CMOPs in the objective space.
To summarize, the three types of constraint functions discussed above correspond to the three primary difficulty types of CMOPs respectively. In particular, Type-I constraint function corresponds to diversity-hardness, Type-II corresponds to feasibility-hardness, and Type-III corresponds to convergencehardness. The level of each primary difficulty type can be decided by a parameter. In this work, three parameters are defined in a triplet (η, ζ, γ), which specifies the difficulty level of a particular difficulty type. It is noteworthy to point out that this approach of constructing toolkit for CMOPs can also be scaled to generate CMOPs with more than three objective functions. The scalability to the number of objectives is discussed in more detail in Section V.
V. SCALABILITY TO THE NUMBER OF OBJECTIVES
Recently many-objective optimization attracts a lot of research interests, which makes the feature of scalability to the number of objectives of CMOPs desirable. A general framework to construct CMOPs with the scalability to the number of objectives is given in Eq. (7).
In Eq. (7), we borrow the idea of WFG toolkit [37] to construct objectives, which can be scaled to any number of objectives. More specifically, the number of objectives is controlled by a user-defined parameter m.
Three different types of constraint functions proposed in Section V can be combined together with the scalable objectives to construct difficulty adjustable and scalable CMOPs (DAS-CMOPs). More specifically, the first K constraint functions with Type-I are defined to limit the reachable boundary of each decision variable in the shape functions (α 1 (x 1:m−1 ) to α m (x 1:m−1 )), which have the ability to control the difficulty level of diversity-hardness by η. The (K + 1) to (K + P) constraint functions belong to Type-II, which limit the reachable boundary of the distance functions (β 1 (x 1:m−1 , x m:n ) to β 1 (x 1:m−1 , x m:n )). They have the ability to control the the difficulty level of feasibility-hardness by ζ. The last Q constraint functions are set directly on each objective, and belong to Type-III. They generate a number of infeasible regions, which hinder the working population of a CMOEA approaching to the PF. The difficulty level of convergence-hardness generated by Type-III constraint functions is controlled by γ. The rest of parameters in Eq. (7) are illustrated as follows.
Three parameters K, P and Q are used to control the number of each type of constraint functions, respectively. K ≤ m − 1, P ≤ m and Q ≥ 1. The total number of constraint functions is controlled by (K +P+Q). n decides the dimensions of decision variables, and n ≥ m. a decides the number of disconnected segments in the PF. d indicates the distance between the constrained PF and the unconstrained PF. The difficulty level of a DAS-CMOP is controlled by a difficulty triplet (η, ζ, γ), with each of its component ranging from 0 to 1. When each of parameter in the difficult triplet increases, the difficulty level of a DAS-CMOP increases.
It is worth noting that the number of objectives of DASCMOPs can be easily scaled by tuning the parameter of m. The difficulty level of DAS-CMOPs can be also easily adjusted by assigning a difficulty triplet (η, ζ, γ) with three parameters ranging from 0 to 1.
VI. A SET OF DIFFICULTY ADJUSTABLE AND SCALABLE CMOPS
In this section, as an example, a set of nine difficulty adjustable and scalable CMOPs (DAS-CMOP1-9) is suggested through the proposed toolkit.
As mentioned in Section IV, constructing a CMOP composes of constructing objective functions and constraint functions. According to Eq. (7), we suggest nine multi-objective functions, including convex, concave and discrete PF shapes, to construct CMOPs. A set of difficulty adjustable constraint functions is generated by Eq. (7). Nine difficulty adjustable and scalable CMOPs named DAS-CMOP1-9 are generated by combining the suggested objective functions and the generated constraint functions. The detailed definitions of DAS-CMOP1-9 are shown in Table II .
In Table II , DAS-CMOP1-3 have the same constraint functions. For DAS-CMOP4-6, they also have the same constraint functions. The difference between DAS-CMOP1-3 and DAS-CMOP4-6 is that they have different distance functions. For DAS-CMOP1-6, they have two objectives. The number of objectives in Eq. (7) are able to scale to more than two. For example, DAS-CMOP7-9 have three objectives. The constraint functions of DAS-CMOP8 and DAS-CMOP9 are the same as those of DAS-CMOP7.
It is worth noting that the value of difficulty triplet elements can be set by users. If we want to reduce/increase the difficulty levels of DAS-CMOP1-9, we only need to adjust the parameters of the triplet elements to smaller/larger values, and generate a new set of test instances.
VII. EXPERIMENTAL STUDY A. Experimental Settings
To test the performance of CMOEAs on the DAS-CMOPs, two commonly used CMOEAs (i.e., MOEA/D-CDP and NSGA-II-CDP) are tested on DAS-CMOP1-9 with sixteen different difficulty triplets in the experiment. As descripted in Section IV, three parameters are defined in a triplet (η, ζ, γ), which specifies the difficulty level of a particular difficulty type. More specifically, η represents the difficulty level of diversity-hardness, ζ denotes the difficulty level of feasibilityhardness, and γ indicates the difficulty level of convergencehardness. The difficulty triplets for each DAS-CMOP are listed in Table III. The detailed parameters of the algorithms are summarized as follows.
1) Setting for reproduction operators: The mutation probability Pm = 1/n (n is the number of decision variables). For the polynomial mutation operator, the distribution index is set to 20. For the simulated binary crossover (SBX) operator, the distribution index is set to 20. The rate of crossover CR = 0.9. for DAS-CMOP7-9. 5) Probability use to select in the neighborhood: δ = 0.9. 6) The maximal number of solutions replaced by a child: nr = 2.
B. Performance Metric
To measure the performance of MOEA/D-CDP and NSGA-II-CDP on DAS-CMOP1-9 with different difficulty triplets, the inverted generation distance (IGD) [47] is adopted. The detailed definition of IGD is given as follows:
• Inverted Generational Distance (IGD): The IGD metric simultaneously reflects the performance of convergence and diversity, and it is defined as follows:
where P * is the ideal PF set, A is an approximate PF set achieved by an algorithm. m represents the number of objectives. It is worth noting that the smaller value of IGD represents the better performance of both diversity and convergence. 
C. Performance Comparisons on two-objective DAS-CMOPs

Problem
Objectives Constraints 0, 1, 0, 1, 2, 0, 1, 2, 3 
It is the same as that of DAS-CMOP1
It is the same as that of DAS-CMOP4
It is the same as that of DAS-CMOP4 DAS-CMOP7
It is the same as that of DAS-CMOP7
It is the same as that of DAS-CMOP7 Fig. 7 . We can observe that each type of constraint functions in DAS-CMOP1 indeed generates corresponding difficulties for MOEA/D-CDP and NSGA-II-CDP. With the increasing of each elements in the difficulty triplet, the problem is more difficult to solve, as illustrated by Fig. 7(d) -(e) and Fig. 7(i)-(j) .
For DAS-CMOP2 with feasibility-hardness, for example, the difficulty triplets are Fig. 9(d) -(e) and Fig. 9(i)-(j) .
The statistic results of IGD values for MOEA/D-CDP and NSGA-II-CDP on DAS-CMOP4-7 are shown in Table V . From this Table, 
E. Analysis of Experimental Results
From the above performance comparisons on the nine test instances DAS-CMOPs, it is clear that each type of constraint functions generates corresponding difficulties for MOEA/D-CDP and NSGA-II-CDP. With the increasing of each elements in the difficulty triplet, the problem is becoming more difficult for MOEA/D-CDP and NSGA-II-CDP to solve. Furthermore, it can be concluded that NSGA-II-CDP performs better than MOEA/D-CDP on DAS-CMOPs with feasibility-hardness. MOEA/D-CDP performs better than NSGA-II-CDP on DASCMOPs with diversity-or convergence-hardness. In the case of DAS-CMOPs with simultaneous diversity-, feasibility-and convergence-hardness, NSGA-II-CDP performs better than MOEA/D-CDP on most of test instances.
VIII. CONCLUSION
In this work, we proposed a construction toolkit to build difficulty adjustable and scalable CMOPs. The method used to design the construction toolkit is based on three primary constraint functions identified to correspond to three primary difficulty types of DAS-CMOPs. The method is also scalable because both number of objectives and constraints can be conveniently extended. As an example, a set of DASCMOPs (DAS-CMOP1-9) was generated using this construction toolkit. To verify the effectiveness of the suggested test instances, comprehensive experiments were conducted to test the performance of two popular CMOEAs (MOEA/D-CDP and NSGA-II-CDP) on DAS-CMOPs with different difficulty triplets. Through analyzing the performance of the two test algorithms, it is found that the three primary types of difficulties did exist in the corresponding test problems, and the algorithms under test showed different behaviors in reaching the PFs. The observation demonstrates that the proposed method of constructing the CMOPs is very efficient and effective to help evaluate the performance of the tested algorithms. 
