Reducing the number of secondary data used to estimate the Covariance Matrix (CM) for Space Time Adaptive Processing (STAP) techniques is still an active research topic. Within this framework, the Low-Rank (LR) structure of the clutter is well-known and the corresponding LR STAP filters have been shown to exhibit a smaller SNR loss than classical STAP filters, 2r secondary data (r is the clutter rank) instead of 2m (m is the data size) is needed to reach a 3dB SNR loss. By using other features of the radar system, other properties of the CM could be exploited to further reduce the number of secondary data: this is the case for active systems using a symmetrically spaced linear array with constant pulse repetition interval. In this context, we propose to combine the resulting persymmetric property of the CM and the LR structure of the clutter to perform the CM estimation. In this paper, the resulting STAP filter is shown, both theoretically and experimentally, to exhibit good performance with fewer secondary data: 3dB SNR loss is achieved with only r secondary data.
INTRODUCTION
In Space Time Adaptive Processing (STAP) for radar applications [1] , the disturbance is composed of white Gaussian thermal noise plus ground clutter. In this paper, we assume that the ground clutter is heterogeneous and that it can no longer be modeled by a Gaussian process. To take this heterogeneity into account, one can use the Spherically Invariant Random Vector (SIRV) product model, first introduced by Yao [2] . Moreover, the ground clutter Covariance Matrix (CM) is known to possess only a few non-zero eigenvalues [3] , resulting in a low-rank structure. This low rank-structure can be exploited for target detection by designing adaptive filters which require much less secondary data than conventional adaptive schemes with equivalent performance [4, 5] . These low-rank STAP filters require the estimation of the projector onto the clutter subspace, which itself requires the estimation of the CM. The latter is estimated from the secondary The authors thank the DGA/MI for the STAP data. data which consist of noise plus clutter only. The Sample Covariance Matrix (SCM) is usually used for this purpose. Moreover, many applications can lead to a particular structure of the CM. Such a situation is frequently met in array processing and in particular in radar systems using a symmetrically spaced linear array for spatial domain processing, or symmetrically spaced pulse train for temporal domain processing [6, 7, 8] . In these systems, the CM has the persymmetric property. It is well known that this persymmetric structure could be exploited to improve the estimation quality. In particular, the persymmetric Maximum Likelihood Estimate (MLE) of the CM is used instead of the SCM [9, 10] to improve the performance of adaptive detectors. But in a Low-Rank context, this persymmetric structure is not often used in detectors or STAP filters.
We propose in this paper to build our projector onto the clutter subspace from this MLE which results in a new LR STAP filter. We also investigate the theoretical SNR Loss, based on a perturbation analysis [11] , of this new LR STAP filter in SIRV clutter plus white Gaussian noise context, extending existing results available in the literature for the SCM in Gaussian clutter [5] . In particular, we show that the final result does not depend on the SIRV texture which implies that the SCM is sufficient to estimate the CM (normalization of secondary data is not needed). Simulations with simulated data and real data (real clutter STAP and synthetic targets) illustrate the theoretical result: this new STAP filter needs two times less secondary data than the classical LR STAP filter for equivalent performances.
LOW-RANK STAP FILTER

Signal Model
STAP [1] is applied to airborne radar in order to detect moving targets. Typically, the radar receiver consists in an array of N antenna elements processing M pulses in a coherent processing interval. In the following, let us set m = NM. In this framework, we assume that a known complex signal d corrupted by an additive disturbance n is in x ∈ C m :
where α is a complex attenuation. We assume to have K secondary data x k which only contain the disturbance:
We assume that n and n k are independent and share the same statistical distribution and are modeled as the sum of a clutter, c or c k , and a white Gaussian noise, b or b k :
The processes b and b k are modeled as a zero-mean complex Gaussian noise C N (0, λI m ) (I m is the identity matrix). Concerning the clutter c and c k , we consider that their power in each cell k and the cell under test is different. In such a situation, it is common to model this kind of clutter by a SIRV [12] . A SIRV is a non-homogeneous Gaussian random vector with random power: its randomness is induced by spatial variation in the radar backscattering. The SIRV [2] c (resp. c k ) is the product of a positive random variable τ (resp. τ k ), called the texture, and a m-dimensional independent complex Gaussian vector C N (0, C) g (resp. g k ), called the speckle, with zero-mean and CM C = E(gg
In classical STAP context, we are able to evaluate the clutter rank thanks to the Brennan's formula [13] which leads to a low rank structure for the STAP clutter c and c k , e.g. rank (C) = r m. The speckle CM, C, can be thus decomposed as:
where
are the eigenvalues of C and {u 1 , . . . , u r , u r+1 , . . . , u NM } are the associated eigenvectors. The CM of n and n k is then given by:
Many applications can result in a CM that exhibits some particular structure. For radar systems using a symmetrically spaced linear array for spatial domain processing, or symmetrically spaced pulse train for temporal domain processing [6, 7, 8] , the CM Σ has the persymmetric property:
where J m is the m-dimensional antidiagonal matrix having 1 as non-zero elements. The signal vector is also persymmetric
The persymmetric property is used by transforming the complex primary data (1) and secondary data (2) into real data. The persymmetric operation can be characterized by an unitary matrix T defined as: (1), (2) become after transformation by T :
The CM of data (9) is then Σ = TΣT H . Its eigendecomposition is:
where u 1 , . . . , u r , u r+1 , . . . , u m are the eigenvectors of Σ . We notice that the matrix covariance rank is unchanged by the operator T. Let us introduce the pseudo-inverse, M , of S Σ :
We define the projector onto the clutter subspace Π c and the projector onto the orthogonal of the clutter subspace Π ⊥ c [4, 5] :
Optimal and Sub-optimal STAP filters
The optimal STAP filter is known to be defined as [1] :
whereas in low-rank assumption, it is expressed as [4, 5] :
In practical cases, since the CM Σ (and therefore also Π c ) is unknown, it is necessary to estimate them from the secondary data x k (9). This estimation is classically performed by using the SCM, but the persymmetric structure of Σ could be exploited to improve the estimation quality. The persymmetric MLE of the CM could be used instead of the SCM. In [9, 10] , the MLE, denotedR is given by:
whereR SCM is the SCM computed from (2) . From the eigenvectors {û 1 , . . . ,û m } ofR , the estimates of the projectors (onto the subspace clutter and its complement) by using the persymmetric structure of the CM are defined as [4, 5] :
Finally, the adaptive filterŵ studied in this paper is:
We propose in next section to compute its theoretical performances.
THEORETICAL SNR LOSS
Definition of the SNR Loss
In the sequel, we assume that the target steering vector d is normalized and does not belong to the clutter subspace:
It follows from (10) and (12)
Let us now compute the SNR Loss. The filter output is expressed as:
The Signal to Noise Ratio, SN R out , at the filter output is:
SN R out is maximum when w = w opt and its value is:
The SNR Loss, ρ, is the ratio between the SN R out , computed for w =ŵ , and SN R max . After some simplifications using (18) and (19), ρ is written as:
We propose in next section to evaluate the SNR Loss, ρ, using a perturbation analysis technique known to be valid for large K.
Perturbation Analysis
Actually, the estimation error ΔΣ =R − Σ on Σ induced a perturbation in the estimatesΠ c andΠ ⊥ c which is given up to the second order with respect to ΔΣ by:
where δΠ c and δ 2 Π c are defined as [11] :
where matrices Γ and Φ are second order terms in ΔΣ . After some algebraic manipulations (not detailed due to a lack of space), we obtain the second order expression of ρ (23):
To obtain a simpler expression of ρ, let us set:
and
Eq. (26) can be rewritten as:
with K = 2K. For large K , as assumed in this paper, the Central Limit Theorem (CLT) ensures that z is Gaussian distributed. Its first and second order moments follow from those of z k and will be now investigated. The SNR Loss distribution will be obtained from these results. The first order moment of z k is: 
each element of y k can be written as follows: 
The second order moments of z k can be easily obtained from (32) and (33):
where χ 1 i and χ 1 r+1 are respectively two independent Chisquare variables with 1 degree of freedom.
The SNR Loss distribution is deduced from (29), (34) and the CLT. It can be shown that:
with K = 2K. In the case of a strong clutter (a realistic hypothesis in STAP context), we have E [τ ] λ i λ for i = 1, . . . , r. Then, (35) can be reduced as:
By comparing this result to the classical result of [4, 5] , we notice that a 3dB SNR Loss is reached for K = r, instead of K = 2r when the persymmetric structure is not taken into account. Moreover, we notice that the final result does not depend of the texture τ . We illustrate this result in next section by means of two STAP simulations with simulated data and real data (containing real clutter and synthetic targets).
NUMERICAL SIMULATIONS
Validation of Theoretical SNR Loss
We consider the following STAP configuration to check the theoretical SNR Loss of Eq. (35). The number N of sensors is 8 and the number M of coherent pulses is also 8. The center frequency and the bandwidth are respectively equal to f 0 = 450 MHz and B = 4 MHz. The radar velocity is 100 m/s. The inter-element spacing is d = c 2f0 (c is the celerity of light) and the pulse repetition frequency is f r = 600 Hz. The clutter rank is computed from Reed-Mallet formula [1] and is equal to r = 15. Therefore, the clutter has a low-rank structure since r = 15 < NM = 64.
The CM of the Gaussian clutter, C, is computed using the model presented in [1] . To simulate the SIRV clutter, we choose for the texture τ a Gamma distribution with shape parameter ν = 1 and scale parameter 1/ν = 1 (which results in E [τ ] = 1). The identity matrix is next added to build the CM Σ of Eq. (6) . The Clutter to Noise Ratio (CNR) is 25 dB. We next obtain Σ of Eq. (10) by using the matrix T. The eigendecomposition of this last matrix allows to obtain eigenvalues λ 1 , . . . , λ r , λ and therefore the theoretical SNR Loss of Eq. (35).
In the same STAP configuration, K secondary data have been simulated. These secondary data allow us to obtain the SCMR SCM and the persymmetric SCMR of Eq. (15) . From its eigendecomposition, the sub-optimal STAP filterŵ of Eq. (17) has been computed and the SNR Loss of Eq. (23) has been evaluated using 1000 trials.
The same steps are used to evaluate the numerical and theoretical SNR Loss computed from the classical Low-Rank STAP filter built from the SCM. Theoretical result for Gaussian clutter is well known [5] and the result for SIRV clutter could be found in [14] . Figure 1 shows the numerical and the theoretical SNR Losses obtained from Low-Rank STAP filters built from SCM and persymmetric SCM for different values of K. We notice that the numerical SNR Losses are very close to the theoretical ones which validates the theoretical formula of Eq. (35). Moreover, we see that the Low-Rank STAP filter based on the persymmetric SCM yields better performance than the classical Low-Rank one. 
Real Clutter Data
The STAP data are provided by the agency DGA/MI: the clutter is real but the targets are synthetic. The number of sensors is N = 4 and the number of coherent pulses is M = 64. The center frequency and the bandwidth are respectively equal to f 0 = 10 GHz and B = 5 MHz. The radar velocity is given by V = 100 m/s. The inter-element spacing is d = 0.3 m and the pulse repetition frequency is f r = 1 kHz. For this particular STAP datacube, the clutter is fitted by our clutter data model of Eq. (3) since its statistic is shown slightly non-homogeneous [15] . The clutter to noise ratio is equal to 20 dB. In this scenario, a target with a signal to clutter ratio of -5 dB is present at (4 m/s, 0 deg, cell 216). The total number of secondary data is K = 408. The clutter rank obtained from Brennan's rule [13] As expected in the theoretical section, we notice that the persymmetry property allow to reduce the number of secondary data needed for a correct result. 
CONCLUSION
In this paper, we have proposed a new LR STAP filter by using the persymmetry property of the CM. This filter has been derived by using data transformed by a unitary matrix T. Then it has been theoretically analyzed through the derivation of the SNR loss. Finally, in a context of a LR-SIRV clutter, the resulting STAP filter is shown, both theoretically and experimentally, to exhibit good performance with fewer secondary data: 3dB SNR loss is achieved with only r secondary data.
