A three dimensional (3D) version of the nested equivalent principle algorithm (NEPAL) is presented. In 3D, spherical wave functions are used to represent the scattered eld of the subscatterers. Subscatterers are divided into di erent levels of groups in a nested manner. In other words, each group consists of two subgroups, and each subgroup contains two sub-subgroups, and so on. For each subgroup, the scattering solution is rst solved and the number of subscatterers of the subgroup is then reduced by replacing the interior subscatterers with boundary subscatterers using Huygens' equivalence principle. As a result, when the subgroups are combined to form a higher level group, the group will have a smaller number of subscatterers. This process is repeated for each level, and in the last level, the number of subscatterers is proportional to that of boundary size of the subscatterers. This algorithm has a computational complexity of O(N 2 ) in three dimensions and has the advantage of solving large scattering problems for multiple excitations. This is in contrast to Gaussian elimination which has a computational complexity of O(N 3 ).
Introduction
The computation of electromagnetic scattering of three dimensional objects nds applications in many areas. Hence, it has been earnestly studied by many engineers, scientists and mathematicians alike. As a result, many algorithms have been developed for solving 3D scattering problems. Among these algorithms, nite di erence time domain methods are popular due to their lower complexity and ease of implementations. However, many of these methods are for one excitation only, and the solution process needs to be repeated for multiple excitations. Moreover, absorbing boundary conditions are required for those algorithms. On the other hand, the solution to intey This work was supported by O ce of Naval Research under grant N00014-89-J1286, the Army Research O ce under contract DAAL03-91-G-0339. The National Science Foundation under grant NSF ECS 92-24466, and NASA under grant NASA NAG 2-871. The computer time was provided by the National Center for Supercomputing Applications (NCSA) at the University of Illinois, Urbana-Champaign. This paper will appear in IEEE AP Transaction. File:nepal3d.tex, January 12, 1995 gral equations automatically satis es the radiation condition. As a result, an integral equation solver with computational complexity comparable to differential equation solvers is a viable alternative solution technique to these scattering problems. This paper presents an integral equation solver using the nested equivalence principle algorithm (NEPAL) which has been successfully applied to 2D problems 1]. It is known that in solving an integral equation, one can rst replace the volume scatterer by small subscatterers where the size of a subscatterer is much smaller than a wavelength. The unknown function to be sought is expanded in terms of basis functions which usually have their supports on the subscatterers. By matching the eld on the subscatterers, a set of linear equations are formed. The number of unknowns is proportional to the number of subscatterers in this case. Physically, each subscatterer can be considered a scattering center.
The interaction of a subscatterer with the other subscatterers can be described by interaction matrices 9]. If there are N subscatterers, then there will be N 2 interaction matrices since each subscatterer will interact with all the other subscatterers including itself. The N 2 interaction matrices can be found with N 3 operations 8,9]. The idea of NEPAL is to reduce the number of scattering centers, and hence to reduce the CPU time required for the solution, and essentially to nd the inverse of the integral operator with computational complexity less than O(N 3 ). Similar algorithms for inversion of a matrix using nested dissection method for the nite element method can be found in 10]. It is shown in 1] that the computational complexity of NEPAL is asymptotically N 1:5 for 2D problems. In this paper, we will rst formulate NEPAL for three dimensional problems and show that the complexity in 3D is N 2 . In addition, we will use some of the symbols di erently. For example, i is used either as a summation index or as the imaginary number p ?1. The meaning is clear from the context. 
Formulation of the Problem
of the multipole expansions, and a s is the incident wave amplitude.
When is small, the T-matrix is diagonal and can be approximated by that of an equivolume sphere,* and can be found using the Mie series 2]. When N A subscatterers are present, the coe cients b i will be unknown which satisfy the following brute force equations 7,12,13]: 
Since the solution to the above equations has to be linearly proportional to I ij(N A ) js a s : (6) In the above, I ij(N A ) , i; j = 1; 2; ; N A are called interaction matrices; they describe the interactions between N A subscatterers. They also describe a scattering process whereby the wave enters through the j-th scattering center, and leaves through the i-th scattering center. They can be found in a variety of ways, for example, by Gaussian elimination, or by a recursive algorithm 8,9].
3. Equivalence of Interaction Matrices.
As shown in the above section, the scattered eld can be determined by the N 2 A interaction matrices for a group of N A subscatterers. In this section, * This approximation was rst used by Richmond 11] .
De nition : Two sets of interaction matrices I ij(N A ) and I ij(N B ) are said to be equivalent if they generate the same scattered eld via Equation (6) for the same incident eld.
we will show by the Huygens' equivalence principle that there is another set of interaction matrices which will generate the same scattered eld. To this end, we rst give a de nition of equivalent interaction matrices.
In the following, we will give a mathematical description for the equivalence of the interior subscatterers by those on the surface using Huygens' equivalence principle 3] (see Figure 1) .
First, we assume that S is the boundary of a volume region V , and V contains sources which generate eld E and H on the boundary. Next, we let r 0 be a point outside V , as shown in Figure 2 . Huygens' equivalence principle states that the eld at r 0 due to sources inside V can be represented via equivalent sources on the boundary: E(r 0 ) = ? I S dS n E(r) r G e (r; r 0 ) + i! n H(r) G e (r; r 0 ) ; (7) where, G e (r; r 0 ) = I + rr is the free space dyadic Green's function. Equation (7) has a double roles. First, it provides an indirect approach to compute the eld at points outside V . Second, it tells us how to construct the equivalent sources: the equivalent sources are simply the tangential components of the elds, which are electric and magnetic surface currents. Apart from the above two points, we also observed that: (1) The equivalence principle does not specify the type and the number of the original sources inside V ; they could be any kind of sources: induced sources, other equivalent sources, a point source, several point sources or distributed sources.
(2) The equivalent sources are uniquely determined by the shape of the surface and the density of the tangential eld components. This allows us to replace a large number of sources with a relatively small number of sources.
The mathematical representation of a source can be di erent. For example, Equation (2) represents an incident eld represented by its multipole expansion about the source point, while Equation (6) represents the induced sources by a set of matrices I ij(N A ) , i; j = 1; 2; ; N A . Similarly, we can represent equivalent sources in the same manner, i.e., via another set of interaction matrices I ij(N B ) ; i; j = 1; 2; ; N B . We shall now construct the relation between the two sets of matrices using Equation (7).
First, we divide the surface S into N B small surfaces or patches, where each patch is of area S. As a result, Equation (7) can be replaced by a discrete summation yielding E(r 0 ) = ?
S n E(r i ) r G e (r i ; r 0 ) + i! n H(r i ) G e (r i ; r 0 ) : (8) At the i-th patch, we let r = r 00 + r i . Here, r 00 is the local coordinate for the i-th patch. Then, r ? r 0 = r 00 + r i ? r 0 = r 00 ? (r 0 ? r i ): (9) Under the condition that jr 0 ? r i j > jr 00 j, the Green's function G e (r; r 0 ) can be expanded as (r 0 i = r 0 ? r i , 3, p.409]) G e (r 00 ; r 0 i ) = X nm ik(?) m n(n + 1) <gM n;?m (r 00 )M nm (r 0 i ) + <gN n;?m (r 00 )N nm (r 0 i )] : (10) Then it is easy to show that G e (r i ; r 0 ) = G e (r 00 = 0; r 0 i ):
Consequently, Equation (8) In the above derivation, the identities r M = kN; r N = kM have been used. Equation (12) gives the source-eld relation for the equivalent sources on the surface S. We assume that the source-eld relation for the interior sources is of the form as Equation (1) The above is the direct source-eld relation. On the other hand, we have an indirect source-eld relation in Equation (12) 
Equation (17) is the rst equation which will be used to derive the equivalence between interaction matrices of interior subscatterers and boundary subscatterers. Now we consider the reverse problem: the sources are outside of V and we need to compute the eld at r 0 inside V due to outside sources. Using similar steps as in deriving h (o) ii 0 , we can write the eld E(r 0 ) in the same form as Equations (12), (13a) and (13b), except that r 0 is insider V in this case.
Suppose that the source is located at r s with the multipole amplitude a s , then the elds at r due to this source are given by E(r) = Now, assume that the source is located outside V at r s , and r j is an interior point, the incident eld in the vicinity of r j due to source at r s can be written as E inc (r) = <g t (r ? r j ) js a s :
Applying the equivalence principle, this eld can be thought of as coming from the equivalent sources on the boundary:
where b i is given by (19c).
Using translation formula to translate Equation (24) is the second equation which will be used for our equivalence problem.
With Equations (17) and (24) 
Equation (28) speci es the equivalence relation between the original interaction matrices and the equivalent ones. This is the key equation for NEPAL. We will explain how this equation is used to reduce the number of interaction matrices. For a volume scatterer, the total subscatterers are divided into boundary subscatterers and interior subscatterers. If we de ne h Figure 1 . Furthermore, there is no violation of addition theorem in using this equivalence principle.
The Nested Equivalence Principle Algorithm (NEPAL)
As mentioned in the introduction of this paper, the idea of NEPAL is to reduce the number of scattering centers, or the number of interaction matrices, as shown by Equation (28). In this section, we will describe the steps involved in this algorithm .
To begin, the subscatterers are rst divided into di erent levels of groups in a nested manner, i.e., a group of one level is divided into two subgroups of the next lower level. Each subgroup is again divided into two sub-subgroups of one level lower than that of the subgroup, and so on. The process continues until the lowermost level of subgroups which contains 64 subscatterers is reached as shown in Figure 3 , where each of the cubes shown contains 64 subscatterers. In each level, we nd the scattering solution for each of the subgroups, and then use Huygens' equivalence principle (Equation (28)) to replace the interior subscatterers of a subgroup by subscatterers on the boundary. For example, in the lowermost level, we rst solve for the scattering solution for each subgroup of 64 subscatterers. Then Equation (28) is used to remove the interior subscatterers. In this level, there are only eight interior subscatterers for each subgroup. After this step, each subgroup contains 56 subscatterers with known solution.
Next we go to the next higher level|the second level. In this level, each subgroup contains 112 subscatterers, as it is made up of two subgroups of 56 subscatterers.* The solution to the 112 subscatterers together is not known. Hence, we rst solve for the scattering solution for each subgroup with 112 subscatterers. Then their interior subscatterers (8 for each subgroup in this level) are removed via Equation (28) and 104 subscatterers remain in each subgroup with known solution.
We can see that at each level, upon removal of the interior subscatterers, * Alternatively, one can proceed to the next level by groups of 4 or groups of 8, but we have found that groups of 2 to be most expedient.
a subgroup contains less subscatterers than what it originally contained. The process is continued until the highest level is reached, where there is only one group which is made up of two lower level subgroups. Again, the solution must be sought for the group. However, since interior subscatterers for the two subgroups are removed, this group contains much less subscatterers than N A if N A is the total number of subscatterers for the original problem. As a result, much less operations are expended to nd the nal solution.
It is seen that the operation at each level contains two parts: one to nd the scattering solution, the other to remove the interior subscatterers. It is important that the removal of the interior subscatterers of a group does not change the scattering property of the subgroup. The solution of interaction matrices can be found in the same way as described in 1].
Using similar analysis as presented for the 2D case, the computational complexity can be shown to be CN 2 for N spheres, where C is roughly 900.
Parallelization of the Code on CM-5
The Connection Machine CM-5 of Thinking Machine Corp. at the National Center for Supercomputing Application at the University of Illinois is a massively parallel processor (MPP) machine with 512 processors. A version of NEPAL was rst written on a SUN SPARC workstation which was a serial machine. The version of the code did not run e ciently on a massively parallel machine. Much of the code has to be rewritten for an MPP machine.
There are two major processes in implementing NEPAL: they are the interaction matrix algorithm (IMA) process and the equivalence principle process. The IMA consumed most of the CPU time. When NEPAL was rst implemented on the CM-5, the code called an external function in the library of CM-5. This function inverted a matrix by Gauss-Jordan method (the name of the function was \gen gj invert"). When this function was called in the IMA part, the CPU time for matrix ll was dominant, because the matrix inverse was greatly expedited. This was not the case on a serial machine. Hence, the matrix ll had to be expedited as follows. ?T k(1) ij ; i j;
and T i (1) are the isolated T-matrix. ij are the wave translation matrices 2].
For this speci c problem, the size of the subscatterer is small compared to wavelength. As a result, the size of the translation matrices is 6 6, as it can be given explicitly as: This paprallel implementation makes the matrix-ll part a small portion of total CPU time. A similar procedure is used to parallelize the computation of h (i) and h (o) matrices. An estimated throughput of about 1 GFLOPS on a 64 processor partition of the CM-5 was obtained using this approach.
Numerical Results
Using this algorithm, we have developed a program to compute the scattering solution of a rectangular cubic dielectric scatterer. In our numerical simulation, 6 spherical modes (3 for TE and 3 for TM) are used to expand the scattered eld of a subscatterer. Figures 4a and Figure 4b Only the E component is plotted. The results agree well with that of the brute-force solution using Gaussian elimination. Figure 5 shows RCS of a dielectric rod of radius 0:4 and of length 0:8 , with r = 2:05. The discretization = 0:1 , while the wave is incident from the axis of the cylinder, and the RCS is plotted as a function of the o -axis angle. The result compares well with the brute-force solution using Gaussian elimination.
As for the computational complexity, Figure 6 shows the comparison of the CPU time (on the CM-5) of this method (NEPAL) with the brute force solution. It is seen that when N, the number of unknowns, is small, NEPAL is not as e cient as brute force. However, when N is large, NEPAL becomes more e cient than brute force. The cross over occurs at about N = 1800. It is also seen that the slope of the CPU time curve for NEPAL is decreasing, and approaches the slope of an N 2 curve.
Conclusion
We have presented in this paper the extension of the nested equivalence principle algorithm (NEPAL) to three dimensions. The algorithm is based on Huygens' equivalence principle by nesting small algorithms within a larger one. Therefore, the key element is to divide the computation into several stages and reduce the number of unknowns at each stage. This represents an e cient algorithm for directly solving the integral equation of scattering with reduced computational complexity of O(N 2 ). In other words, this method seeks the inverse of the integral operator in less than O(N 3 ) operations. Hence, it can be used to compute the scattering solution of large objects for many incident waves. 
