Abstract. Necessary and sufficient conditions for the solvability of boundary value problems for a family of functional differential equations with a non-integrable singularity are obtained.
Introduction
For the last decade a lot of works were devoted to searching conditions for the solvability for different boundary value problems for linear functional differential equations. Unimprovable effective conditions for the solvability are obtained for many problems. Note the monographs [30, 13, 19] , and the articles [12, 27, 14, 31, 32, 33, 34, 15] on the solvability of periodic problem, [28, 29, 35, 36] on the solvability of two-point problem for second order equations, [7, 8] on the solvability of the Cauchy problem for scalar equations, and [48, 49] on the solvability of the Cauchy problems for systems of equations.
Here we consider boundary value problems for singular linear functional differential equations in the Volterra and non-Volterra cases. For the non-Volterra case we obtain unimprovable in a sense conditions for the unique solvability of some boundary value problems (Theorems 1, 3, 6, 7) in the terms of the norms of positive and negative parts of regular functional operators. These conditions are close to the solvability conditions from [13, 12, 27, 14, 31, 32, 33, 34, 15, 28, 29, 35, 36, 7, 8, 48, 49] . For the Volterra case, the similar results on the solvability of the Cauchy problem were obtained in [50, 1] for some classes of nonlinear singular functional differential equations.
In [43, 4, 3] a new natural approach to singular functional differential equations is formulated. The basic of this approach is 1) a special choice of the solution space, which must coincide with the space of all solutions of some "model" boundary value problem for a simple "model" singular equation, 2) using the Fredholm property of boundary value problems for completely continuous perturbations of the "model" equation. Such approach was realized for some kinds of singularities in [25, 47, 5, 24] .
We use the following notation: R = (−∞, ∞); where ̸ = 0 is a given real constant, ∈ L. We extend to the case = 1 some results from [37, 38, 39] , where equation (1.1) for ∈ L , > 1 was used as a model one. Moreover, new unimprovable in a sense conditions for the solvability of the initial problem for singular functional differential equations will be obtained.
A Denote by D the set of all solutions of equation (1.1) for all ∈ L. The Cauchy problem for singular equations and problems with weighted initial equations are considered, in particular, in [20, 21, 22, 23, 44, 45, 46, 2, 40, 41, 42] . In [20, 21, 22, 23, 44, 45, 46] for nonlinear singular functional differential equations, the conditions for the solvability of the Cauchy problem and problems with weighted initial conditions were obtained (including the many-dimensional case). In these works, the solvability conditions contain one-sided restriction on the right-hand members of singular equations.
We can interpret the works [40, 41, 42] as a research of singular equations in the space of solutions of the "model" singular equatioṅ
The results archived in this work is close to [20, 21, 22, 23, 44, 45, 46, 40, 41, 42] , however a special choice of "model" equations (1.1) and (5.2) allows to consider more general singularities.
Further in Section 2 we describe properties of the solution spaces D + and D − of "model" equation˙(
for > 0 (D + ) and < 0 (D − ). Section 3 deals with the Fredholm property of boundary value problems in the spaces D + and D − , and Section 4 with the conditions for solvability of the Cauchy problem (Theorems 1 and 3). In Section 5 more general "model" equatioṅ
is considered, where the function : (0, 1] → R is positive, its contraction on every interval [ , 1] is integrable, and lim
In this case we also obtain the condition for the existence of solutions of the Cauchy problem (Theorems 6 and 7). In section 6 we prove conditions ((6.15), (6.23)) for the existence of a solution of the Cauchy problem for the equation
where : C → L is a linear bounded operator.
A space of solutions for a singular equation
Representation (1.2) establishes a bijection between the spaces D and L × R. Therefore, D is the Banach space with respect the norm
The embedding operator → acts from D − into AC and bounded. Indeed, let ∈ D − be a solution of (1.1). Then
Changing the order of integration in the last integral (here and further in (2.6) it is possible on the Fubini theorem since all integrands are non-negative), we have
Therefore,˙∈ L for every ∈ D − , and there exists a finite limit (0+). Let all elements of the space D − be extended by continuity at = 0. For each ∈ D − there exists a function ∈ L such that
where the right-hand side is integrable on [0, 1]. Thus,
what is possible for the continuous function only if (0) = 0. So,
Inequality (2.2) means that the space D − is continuously embedded in AC. For > 0 it follows from (1.2) that a solution of (1.1) has a finite limit at the point = 0+ if and only if
In this case 4) and from (2.4) it follows that
hence lim →0+ ( ) = 0 by the absolute continuity of the Lebesgue integral. For > 0 denote by D + the space of all solutions of (1.1) satisfying (2.3) and extended by continuity at = 0. With the norm (2.1) this space is Banach, isomorphic to L:
A one-to-one correspondence between D + and L is established by (2.4). The space D + is continuously embedded in AC: if ∈ L and ∈ D + is defined by (2.4), then
Changing the integration order in the last integral, we have
Therefore, the space D + is continuously embedded in AC:
Note, that every set D − , D + is a proper subset of the set of functions from AC satisfying the condition (0) = 0. Otherwise, from (1.1) for ( ) = ∫︀
is also integrable, but it is known that the Cesaro operator
does not act in the space L. Nevertheless, for any > 1 the operator acts in the space L and bounded. If = ∞, it is obviously, if 1 < < ∞, it follows from one of generalization of Herdy's inequality (see, for example, [16, p. 294 
Functional differential equations with the "model" equation (1.1) and from L for > 1 are investigated in [37, 38, 39] . In this case the correspond spaces D − , D + match the space of functions from AC satisfying˙∈ L and (0) = 0. Our work extends [37, 38, 39] by considering the case = 1. Now it is obviously that the sets D − , D + do not depend on ̸ = 0 and coincide:
For any , such a set coincides with the set︂
Indeed, if ∈ D − or ∈ D + for some ̸ = 0, then (0) = 0, ∈ AC, and the equality
holds for some ∈ L. It implies that ∈̃︂ AC 0 . Conversely, if ∈̃︂ AC 0 , then the function
is integrable for each ̸ = 0, therefore belongs to every sets D − and D + .
For every positive , the space D + is isomorphic to the space L, therefore all norms (2.5) on the set̃︂ AC 0 for different > 0 are equavivalent. For each negative the space D − is isomorphic to the space L × R, where
It means that all norms (2.1) on the set̃︂ AC 0 for different < 0 are equivalent. Since there does not exist a linear bounded map between L × R and L, then the norms in the space D + and D − are not equivalent. It follows from (1.2) , that boundary value problem
is uniquely solvable for < 0 in the space D − (the solution is defined by (1.2)). For = 0, problem (2.7) is uniquely solvable in the space AC. From (2.4) it follows that the equatioṅ
is uniquely solvable in the space D + for > 0 (the solution ∈ D + is defined by (2.4) for all ∈ L). Note, equation (2.8) in the space D + can be written in the equivalent form of the Cauchy problem {︂˙(
(2.9)
Now and for = 0 problem (2.9) (for the non-singular equation) is uniquely solvable in the space AC.
The Fredholm property of boundary value problems
Consider the equatioṅ Since D − is continuously embedded into AC, then for < 0 the boundary value problem
has the Fredholm property. Let us prove it. The problem
has the Fredholm property. Indeed, from (1.2) it follows that (3.3) is equivalent to the equation in the space D − :
which can be rewritten as
where
Since the space D − is continuously embedded in AC, which is continuously embedded in C, then the linear operator Λ acts from L into C and bounded. So, we can consider (3.4) in C: every solution from C is a solution from D − and visa versa.
From Lemma 2 in [6] , the operator − Λ : C → C ( : C → C is the identical operator) has the Fredholm property. Every linear bounded operator : C → L is weakly completely continuous [11, VI.4.5] . Therefore, operator Λ : C → C is weakly completely continuous, and the product of such operators, the operator (Λ ) 2 : C → C, is completely continuous [11, VI.7.5] . By Nikolsky's theorem [17, p. 504], the operator − Λ has the Fredholm property. Thus, problem (3.3) and its finite-dimensional perturbation (3.2) have the Fredholm property.
In particular, problem (3.2) is uniquely solvable if and only if the homogeneous problem {︃˙(
has only the trivial solution in the space D − . Similarly, for > 0 using the continuity of the embedding the space D + into AC, we prove that the equatioṅ 6) or the equivalent Cauchy problem
in the space D + has the Fredholm property for every linear bounded operator : C → L. Therefore, (3.6) has a unique solution ∈ D + for every ∈ L if and only if the equation˙(
and the Cauchy problem
have only the trivial solution in the space D + .
The solvability conditions for linear boundary value problems
Here we suppose that a linear bounded operator : C → L is regular, that is it has the representation as a difference of positive (in a sense of conus of nonnegative functions) operators:
where linear operators + , − : C → L are positive (map nonnegative functions into almost everywhere nonnegative functions). It is clear, that the norms of such operators are defined by the equality
where 1 is the unit function: 1 ( ) = 1 for all ∈ [0, 1]. Note, every regular operator : C → L is -bounded, that is there exists the function ∈ L such that for every ∈ C the inequality
An operator : C → L is called a Volterra operator if for every * ∈ (0, 1) and every ∈ C such that ( ) = 0 for all ∈ [0, * ], the equality ( )( ) = 0 holds for almost all ∈ [0, * ]. If a regular operator is a Volterra operator, it is easy to show that problem (3.8), which is equivalent to the equation
has only the trivial solution. Therefore, for > 0 the Cauchy problem (3.7) is uniquely solvable in the space D + . An operator : C → L is called a Volterra operator with respect to the point = 1 if for every * ∈ (0, 1) and every ∈ C such that ( ) = 0 for all ∈ [ * , 1], the equality ( )( ) = 0 holds for almost all ∈ [ * , 1]. If a regular operator is a Volterra operator with respect to the point = 1, then it is easy to show that for ℓ = (1) the homogeneous problem (3.5), which is equivalent to the equation
has only the trivial solution. Therefore, for the Cauchy problem (3.3) is uniquely solvable in the space D − . Define the operators Λ − , Λ + : L → C by the equalities
For any linear bounded operators : C → L the condition on the spectral radius
guarantees the unique solvability of problem (3.3), and the condition
guarantees the unique solvability of problem (3.7). In particular, if
both problems (3.3), (3.7) are uniquely solvable. In this case, the norms of Λ + and Λ − are less than unit, therefore, equations (4.1), (4.2) have only the trivial solution.
It turns out, if we know the norms of positive and negative parts + , − of a regular operator , then the solvability condition (4.3) can be weakened.
Theorem 1. Let non-negative numbers
+ , − be given, > 0. The inequalities
are necessary and sufficient for problem (3.7) in the space D + to be uniquely solvable for all operators = + − − such that linear positive operators + , − : C → L satisfy the equalities
For proving Theorem 1 we need the following lemma, which can be proved as the analogous assertions from [9] , [10] . 
has only the trivial solution for all 0
7)
and the conditions
hold.
Proof of Theorem 1. Solve problem (4.6), which is equivalent to
in the space C. This equation has only the trivial solution if and only if
For all 1 , 2 satisfying (4.8), (4.7), we have
Our aim is to determine for which + , − the inequality ∆ > 0 is fulfilled for all
, and for all 0 1 < 2 1. For 1 = 0, we have
All values of ∆ ̸ = 0 are positive for fixed + , − and for sufficient small 2 > 0. Therefore, for the inequality ∆ ̸ = 0 to be fulfilled for all permissible parameters, it is necessary that ∆ > 0 for all permissible parameters.
For fixed 2 , ∆ is minimal if the function + ∈ L is "concentrated" at the point = 2 , and the function − ∈ L is "concentrated" at the point = 0. Therefore, the inequality
is necessary for ∆ > 0 provided (4.8), (4.7). We have
> 0, since inequality (4.9) holds. So, for fixed 1 < 2 , + , − , the functional ∆ takes its minimum if
it is easy to see that ∆ > 0 for any other parameters. Consider the rest case
Now ∆ takes its minimal value if the functions + , − are "concentrated" at = 2 on the interval [ 1 , 2 ], and at = 0 or = 1 on the interval [0, 1 ).
Using notation
It follows that ∆ can be arbitrarily closely to the right hand side of inequality (4.10). It is easy to see that ∆ 1 takes its minimal value at 1 = 0. In this case
2 , and ∆ 1 takes its minimal value, in particular, for 
it is necessary and sufficient that
For proving Theorem 3, we need an analog of Lemma 2 (it can be proved similarly to appropriate statements from [9] , [10] ).
Lemma 4. Let non-negative numbers
+ , − and < 0 be given. For problem (3.3) in the space D − to be uniquely solvablefor all operators = + − − such that linear positive operators + , − : C → L satisfy (4.11), it is necessary and sufficient that the problem 
and
Proof of Theorem 3. Problem (4.13) is equivalent to the equation
For all 1 , 2 satisfying (4.14), (4.15), we have
Now we have to determine for which + , − the inequality ∆ > 0 is fulfilled for all functions 1 , + , − satisfying (4.14), (4.15) and for all 0 1 < 2 1.
For fixed + and − for for sufficient small 1 − 2 > 0 all values ∆ are positive. Therefore, the condition ∆ ̸ = 0 in (4.16) can be substituted by ∆ > 0.
For a fixed 2 , the value of ∆ is minimal if the function + ∈ L is "concentrated" at, and the function − ∈ L at = 2 . Therefore, for the inequality ∆ > 0 to follow from (4.14) and (4.15), it is necessary that
We have
since (4.17). Hence, for fixed 1 < 2 , + , − , the functional ∆ takes its minimal value if
then it is easy to see that ∆ > 0 for any other parameters. Consider the rest case:
Now ∆ takes its minimum if the functions + and − are "concentrated" at = 1 on the interval [ 1 , 2 ], and at the points = 2 or = 1 on the interval ( 2 , 1] .
Using the notation
and taking into account that ∆ can not take the specified minimum for integrable functions + and − , we get that
, and ∆ can be arbitrary closely to the right-hand side of (4.18). It can easily be checked that for fixed rest parameters, ∆ 1 takes its minimal value at 1 = 0. In this case
and ∆ 1 takes its minimal value, in particular, for + = 1,
hence, ∆ > 0 for all admissible parameters if and only if inequalities (4.12) hold.
For comparison, we give a result on the solvability the Cauchy problem for a non-singular equation. 
it is necessary and sufficient that + < 1,
A more general "model" equation
The assertions on the solvability of singular equations in the space D + and boundary value problems in the space D − admit the following natural generaliza- Indeed, let ∈ D − be a solution to (5.2). Then
Changing the order of integration in the last integral (it is possible by the Fubini theorem, since all integrands are non-negative), we get:
Therefore, In this case a solution has the representation 8) and, obviously, has the zero limit at = 0+. Indeed, it follows from (5.8) that 
has the Fredholm property The proof is similar to the proof for problem (3.2). In particular, the problem 14) has the Fredholm property. Boundary value problems with singularities as in (5.13) and (5.14) were considered in [26] .
As for equation (3.6), using the continuity of the embedding D + for > 0 into AC, we prove that the equation in the space 15) which is equivalent to the Cauchy problem 
or the Cauchy problem
has only the trivial solution in the space D + . In a regular operator : C → L is a Volterra operator, it is easy to show that problem (5.17), which is equivalent to the equation
has only the trivial solution, therefore problem (5.16) for > 0 is uniquely solvable in D + .
If a regular operator : C → L is a Volterra operator with respect to the point = 1, then for < 0 problem (5.14) in the space D + is uniquely solvable (also as well as problem (3.3) ).
Introduce the operators Λ
For a linear bounded operator : C → L, the condition on the spectral radius
guarantees the unique solvability of problem (5.14), and the condition
guarantees the unique solvability of problem (5.16). In particular, if
then problems (5.14), (5.16) are uniquely solvable. Indeed, in this case the norms of operators Λ + and Λ − are less than unit, so the equations in the space C that are equivalent to the corresponding boundary value problems have a unique solution.
As well as for the "model" equation (1.1), if we know the norm of the positive and negative parts + , − of a regular operator , then the conditions of the solvability for (5.18) can be weaken. The assertions of Theorems 1 and 3 can be transferred on the more general problems (5.16) and (5.14) without changing. 19) it is necessary and sufficient to have
Theorem 7. Let non-negative numbers + , − and < 0 be given. For the problem
in the space D − to be uniquely solvable for all operators = + − − such that linear positive operators
, it is necessary and sufficient to have
Equations with singularities at derivatives
In the works by A.E. Zernov, R.P. Agarwal, D. O'Regan, it is shown that conditions for the unique solvability can be obtained also when non-integrable singularities are contained in terms with functional operators. Consider an equation in which non-integrable singularities are permitted in all terms of the right-hand side:
where the function : (0, 1] → R, as well as in section 5, is positive and its restriction on every interval [ , 1] is integrable ( ∈ L[ , 1] for every ∈ (0, 1)), and the function satisfies condition (5.1). Namely equations of the form (6.1) (with a neutral term, depending on the derivative˙, and with a non-linear term) were considered in [50] , [1] .
Here we find conditions on a linear bounded operator : C → L and a function ∈ L guaranteeing the solvability of the Cauchy problem for an equation that is equivalent to (6.1). For this, because of additional singularities, we have to constrict the range of the operator and the set of the right-hand sides in comparison to the previous sections.
Suppose that : [0, 1] → R is an increasing function satisfying the condition (0) = 0, the function is defined previously, L ∞ is the space of all measurable functions : [0, 1] → R such that vrai sup
with the norm
Consider the following "model" equation in the weight space L ∞ 
where ∈ L ∞ , function 1 is defined by (5.4):
Denote the set of such solutions by D. 
Moreover, D − is continuously embedded into the weight space L
1/
∞ if condition (6.5) holds:
is bounded. Indeed,
It is easy to prove that there exists a finite limit lim
Let be a solution of (6.2). Since lim In this case
Then lim
be the space of all solutions of (6.1) satisfying condition (6.6) and extended by zero at = 0. Every element from D + has representation (6.7), which defines an isomorphism between D + and L ∞ . Equipped with the norm of the space D, it is a Banach space isomorphic to L. The space D + is continuously embedded into the space C: from (6.8) it follows that
Moreover, the space D + is continuously embedded into the weight space L
∞ :
6.1. Problem for > 0. For > 0 in the space D + , we consider the Cauchy problem
where ∈ L ∞ , : C → L ∞ is a linear bounded operator. This problem is equivalent to the following equation in the space C:
If is a Volterra operator, then (6.10) has a unique solution in the space C, therefore problem(6.9) is uniquely solvable. Indeed, equation (6.10) with a Volterra operator : C → C can be considered on every interval [0, ], ∈ (0, 1]. Estimate the norm of this operator:
Since lim If the operator : C → L ∞ is not a Volterra one, then, for example, the condition ‖ ‖ C→L∞ 1 (1) guarantees the contraction of the operator and, therefore, the unique solvability of (6.9).
From [1] , it follows that for the solvability of problem (6.16) the term with the operator , generally speaking, can not contain the improving factor ( ).
Suppose : C → L ∞ is a regular operator such that vrai sup
C → L ∞ are linear positive operators. Any Volterra operator satisfies condition (6.11) . In this case, we have vrai sup
Consider with such an operator and for > 0 the Cauchy problem
on the set
where is a positive constant. Let
It is clear that C is a Banach space with the norm
If ∈ Ω , we have vrai sup
so, problem (6.12) is equivalent to the equation in C :
and for ∈ Ω (and for ∈ C )
then for < (6.14)
the operator of the right-hand side of (6.13) maps the set ∈ Ω into itself for large enough and it is a contraction. Any solution of (6.12) in D + is bounded, therefore, it belongs to the set Ω for some large enough ∈ R.
We conclude that if conditions (6.11), (6.14) hold (that is ≡ vrai sup
then problem (6.12) in the space D + has a unique solution. Condition (6.15) is essential: we cannot change this inequality with the nonstrict inequality. Indeed, if = , then problem (6.12), generally speaking, has no solutions for ̸ ∈ L. In comparison to [1] for the linear case, we have changed the operator from [1] ( )( ) = ( ),
by a general functional regular operator . Moreover, as a factor , we can take not only the function ( ) = [1] but arbitrary continuous increasing function such that (0) = 0. This extends the degree of considered singularities. Thus, we can conclude that here some technic improving generalizations of the results from [1] are obtained in the linear case.
6.2. Problem for < 0. Now for < 0 we consider the Cauchy problem in the space D − with an additional boundary condition at the right end of the interval: 16) where ∈ R, ∈ L ∞ , : C → L ∞ is a linear bounded operator. Problem (6.16) is equivalent to the equation in the space C:
Estimate the norm of the operator : C → C:
Therefore, the condition Therefore, for small enough > 0 (such that ( )‖ ‖ C→L∞ | |) the operator is a contraction, and problem (6.17) is uniquely solvable for such . It turns out, that for the solvability of problem (6.9), generally speaking, the term with the operator can not contain improving factor ( ).
Suppose : C → L ∞ is a regular operator such that vrai sup holds for all ∈ Ω , then for < (6.22) the operator of the right-hand side of equation (6.20) is a contraction for all small enough > 0 and maps the set ∈ Ω into itself for all large enough .
Every solution of (6.19) (| | )( ) ( ) < .
Condition (6.23) is essential: we cannot change this inequality with the nonstrict inequality. Indeed, if = , then problem (6.19), generally speaking, has no solutions.
