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THE TRACE FORMULA AND THE EXISTENCE OF PEL-TYPE
ABELIAN VARIETIES MODULO p
ARNO KRET
Abstract. We show, using the trace formula, that any Newton stratum of a Shimura variety
of PEL-type of types (A) and (C) is non-empty at the primes of good reduction. Furthermore
we prove conditionally the non-emptiness for Shimura data associated to odd Spin groups.
Our results are conditional on Rapoport-Langlands conjecture and Arthur’s conjectures
on the discrete spectrum. Both these results have been announced by Arthur and Kisin in
significant cases.
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Introduction
Consider a Shimura variety of PEL-type and reduce it modulo a prime p where this variety
has good reduction. Then the variety parametrizes Abelian varieties in characteristic p with
certain additional PEL-type structures. To each such Abelian variety one may associate its
Dieudonne´ isocrystal. The PEL-structures on the Abelian variety give additional G-structure
on the isocrystal, and as such the isocrystals lie in the category of “isocrystals with additional
structures” (Kottwitz [23]). We look at these objects modulo isomorphism. When given
a Shimura variety of PEL-type modulo p, not every isocrystal with additional G-structure
arises from a geometric point on this variety. In fact, there are only a finite number of
possible isocrystals; since the work of Rapoport-Richarz and Kottwitz [27, 41] it is known
that they all lie in a certain, explicit finite set B(GQp , µ) of ‘admissible’ isocrystals. However,
they did not show that B(GQp , µ) is exactly the set of possible isocrystals, i.e. that for every
element b ∈ B(GQp , µ) there exists some Abelian variety in characteristic p with additional
1
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PEL-type structures whose rational Dieudonne´ module is equal to b. Recently Viehmann and
Wedhorn [49] have proved through geometric means that this is indeed the case if the group
of the Shimura datum is of type (A) or (C), and also recently Sug Woo Shin announced a
proof.
The article is organized as follows. In Chapter 1 we introduce some generalities on truncated
traces on smooth representations of certain p-adic groups. These results are the main local
ingredients that go into the global proofs of the later chapters.
In Chapter 2 we give a new proof of the non-emptiness result using automorphic forms and
the trace formula for Shimura varieties of type (A).
In Chapter 3 we show non-emptiness results for larger classes of Shimura varieties that are
not necessarily of PEL type. However, our arguments are conditional on two deep conjectures:
(C1) A suitable form of the Kottwitz formula for the Shimura datum (G,X) at the prime
of reduction p, (C2) A suitable form of the conjecture of Arthur on the discrete spectrum of
G. Both (C1) and (C2) have been announced in significant cases, by Vasiu, Kisin (for (C1))
and Arthur (for (C2)). We thus have good hope that our results will become unconditional
soon in the respective significant cases. In fact, we do not need a condition as strong as (C2);
we only need a much weaker variant of it. The condition is too technical to state in this
introduction, see Hypothesis 3.4 in the text.
In Chapters 4 and 5 we use Arthur’s recent book [3] to prove Hypothesis 3.4 for the
symplectic groups of similitudes and the odd spinor groups of similitudes. We should mention
that Arthur’s book is currently conditional as well. Arthur’s proof relies on the stabilization
of the twisted trace formula for the general linear group. Thus, once this stabilization is
established, our nonemptiness result becomes dependent only on (C1).
For PEL varieties of type C, conjecture (C1) is proved by Kottwitz. Thus in this case our
non-emptiness argument depends only on the stabilization of the twisted trace formula.
Let us explain our method of proof for the unitary group of similitudes, as our method is
similar for the other groups. The formula of Kottwitz for the number of points on a Shimura
variety modulo p can be restricted to count the number of points in any given Newton stratum.
Thus, the problem is to show that this formula of Kottwitz does not vanish after restriction.
The formula of Kottwitz is in terms of (twisted) orbital integrals on the group G, and he
rewrites the formula in terms of stable orbital integrals on certain endoscopic groups of G.
The advantage of this stable expression is that it may be compared to the geometric side of
the stable trace formula. By doing so, one will get a certain sum over the endoscopic groups
of certain truncated, transferred Hecke operators acting on automorphic representations of
these endoscopic groups. (The truncation is defined by the element of B(GQp , µ).) A general
objective is to try and work out this expression; one will then get a rather precise description
(of the alternating sum) of the cohomology of the Newton strata. In recent work we have
done this for certain simple Shimura varieties, cf. [28], [29]. In this article we have aimed at
a simpler goal: We do not try to describe the cohomology of the Newton stratum defined
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by b ∈ B(GQp , µ), we only want to show that this cohomology does not vanish, so that
the corresponding Newton stratum must be non-empty. This means that we pick one very
particular Hecke operator fp and carry out the computation sketched above only for this
particular Hecke operator. We choose our Hecke operator with care, so that all the proper
endoscopy vanishes and that in the end, after applying a simple version of the trace formula,
we arrive at a sum of certain b-truncated traces on cuspidal automorphic representations of
the quasi-split inner form G∗ of the group G (Equation (2.22)):
(0.1)
∑
Π
m(Π) · Tr((fp)G
∗
,Πp)Tr(χ
G(Qp)
b fα,Πp).
In fact, the function fp will be chosen so that there is at least one contributing representation
Π0, and so that for any other hypothetical Π contributing to Equation (0.1), the quotient
(0.2)
m(Π) · Tr((fp)G
∗
,Πp)Tr(χ
G(Qp)
b fα,Πp)
m(Π0) · Tr((fp)G
∗ ,Πp0)Tr(χ
G(Qp)
b fα,Π0,p)
,
is a positive real number in case α is sufficiently divisible. Then, the sum in Equation (0.1) is
non-zero (for α sufficiently divisible). Thus the formula of Kottwitz does not vanish as well,
and this means that the corresponding Newton stratum is nonempty. An important step in
the argument is to show that Π0 exists. In particular one has to find a local representation
Π0,p at p such that for this local representation we have Tr(χ
G(Qp)
b fα,Π0,p) 6= 0. We find a
set of such representations with positive Plancherel measure. General theory of automorphic
forms then allow us to find a global automorphic representation Π0 with Π0,p lying in our
Plancherel set.
A convention: We often mention integers α which are ‘sufficiently divisible’ such that a
certain statement (⋆) holds. With this, we mean to say, by definition, that there exists an
integer M such that whenever M divides α, the statement (⋆) is true for the integer α.
When ambiguity is not possible we confuse an algebraic group G defined over a field F
with its set of F -rational points.
Let x ∈ R be a real number, then ⌊x⌋ (floor function) (resp. ⌈x⌉, ceiling function) denotes
the unique integer in the real interval (x− 1, x] (resp. [x, x+ 1)).
For us, a composition of a positive number n is an ordered list of positive integers (na) such
that
∑k
a=1 na = n. A partition is a non-ordered list of non-negative integers summing up to
n. This convention follows (for example) the books of Stanley.
Acknowledgements: I would like to thank my thesis advisers Laurent Clozel and Laurent
Fargues. Especially Laurent Clozel who helped me putting everything together and encour-
aged to me that, after the local combinatorial problems have been resolved, the global part of
the argument should be “de la cuisine”. I also wish to thank Bas Edixhoven, Guy Henniart,
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Erez Lapid, Giancarlo Lucchini, Judith Ludwig, Ben Moonen, Frans Oort, Peter Scholze, Sug
Woo Shin, Eva Viehmann, Torsten Wedhorn, and Chao Zhang.
1. Truncated traces
We use truncated traces to study the Newton strata of Shimura varieties.
1.1. Isocrystals. We start this preliminary section with some notations. Let p be a prime
number and let F be a finite extension of Qp. Let OF be the ring of integers of F , let
̟F ∈ OF be a prime element. We write Fq for the residue field of OF , and the number q
is by definition its cardinality. We fix an algebraic closure Qp of F , and we let Fα be the
unramified extension of F of degree α in Qp. Let G be a smooth reductive group over OF
(then GF is an unramified group [45]). We fix a minimal parabolic subgroup P0 of G, and
we standardize the parabolic subgroups of G with respect to P0. We write T ⊂ P0 for the
Levi component of P0 and N0 for the unipotent part, so that we have P0 = TN0. We call a
parabolic subgroup P of G standard if it contains P0, and we write P =MN for its standard
Levi decomposition. We write K for the hyperspecial subgroup G(OF ) ⊂ G(F ). Let H(G)
be the Hecke algebra of locally constant compactly supported complex valued functions on
G(F ), where the product on this algebra is the one defined by the convolution integral with
respect to the Haar measure giving the group K measure 1. We write H0(G) for the spherical
Hecke algebra of G with respect to K. We write ρ for the half sum of the positive roots of G.
We write Z ⊂ G for the center of G, and we write A ⊂ Z for the split center. Similarly
ZM (resp. ZP ) is the center of the Levi-subgroup M (resp. parabolic subgroup P ); and
we write AM (resp. AP ) for the split center of M . We write A0 for AP0 ⊂ T . We write
a0 := X∗(A0)⊗R, and C0 for the set of x ∈ a0 such that for all roots α in ∆(A0,Lie(N0)) we
have 〈x, α〉 ≥ 0.
Let B(G) be the set of σ-conjugacy classes in G(L), where L is the completion of the
maximal unramified extension of F and σ is the arithmetic Frobenius of L over F . Let
µ ∈ X∗(T ) be a G-dominant minuscule cocharacter. Recall that Kottwitz has defined the
subset B(G,µ) ⊂ B(G) of µ-admissible isocrystals [27,41].
Let D be the protorus over F with character group given by X∗(D) = Q and trivial Galois
action. For any b ∈ G(L) we have an unique morphism νb : DL → GL characterized by
the following property: For every algebraic representation (ρ, V ) of G on a finite dimensional
vector space V the composition ρ◦νb determines the slope filtration on (V ⊗L, ρ(b)(1⊗σL)) [23,
§4]. Replacing b by a σ-conjugate amounts to conjugating νb with some G(L)-conjugate.
Moreover, one can replace b so that νb has image inside the torus A0,L, so that νb defines an
element of a0 [27, p. 267] [41, 1.7]. Write νb for the unique element of C0 whose orbit under
the Weyl group meets νb. The morphism νb is called the slope morphism and the mapping
B(G)→ C0, b 7→ νb is called the Newton map. Note that the mapping b 7→ νb is not injective
in general (it is injective in case G = GLn(F )).
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Recall that we fixed an embedding F ⊂ Qp. For each finite subextension F
′ ⊂ Qp of
F we have the unique mapping HT : T (F
′) → X∗(T )R such that q
−〈χ,H(t)〉
F ′ = |χ(t)| for all
t ∈ T (F ′), where qF ′ is the cardinal of the residue field of F
′, and the norm is normalized
so that |p| equals q−eF ′ where e is the ramification index of F
′/F . By taking the union over
all F ′ we get a mapping HT : T (Qp) → X∗(T )R. Consider the composition HA defined by
T (Qp) → X∗(T )R → X∗(A)R = a0. Let G(Qp)ss ⊂ G(Qp) be the subset of semisimple
elements. If g ∈ G(Qp)ss, then we may conjugate g to an element g
′ of T (Qp) and then
consider HA(g
′) ∈ a0. This element of a0 is only defined up to conjugacy, but we can take a
representative in the closed positive Weyl chamber H(g) ∈ C+0 which is well-defined. Thus we
have a map Φ: G(Qp)ss → C0 defined on the semisimple elements. We extend the definition
of Φ to G(Qp) by defining Φ(g) := Φ(gss), where gss is the semisimple part of the element g ∈
G(Qp). We restrict to G(F ) ⊂ G(Qp) to obtain the mapping Φ: G→ C0. In Proposition 1.1
we establish a relation between the map Φ and the Newton polygon mapping of isocrystals.
We recall the definition of the norm N of (certain) σ-conjugacy classes (cf. [4] [21, p. 799]).
To any element δ ∈ G(Fα) we associate the element N(δ) := δσ(δ) · · · σ
α−1(δ) ∈ G(Fα). For
any element δ ∈ G(Fα), defined up to σ-conjugacy, with semi-simple norm N(δ) one proves
(see [loc. cit.]) that N(δ) actually comes from a conjugacy class N (δ) in the group G(F ).
Proposition 1.1. Let α be a positive integer and let δ ∈ G(Fα) be an element of semi-simple
norm, defined up to σ-conjugacy. Let γ ∈ G(F ) be an element in the conjugacy class N (δ),
and let b be the isocrystal with additional G-structure defined by δ. Then νb = α ·Φ(γ) ∈ C0.
Proof. We first prove the case where G is the general linear group. If G = GLn,F , then an
isocrystal “with additional G-structure” is simply an isocrystal, i.e. a pair (V,Φ) where V is
an n-dimensional L vector space and Φ is a σ-linear bijection from V onto V . Because b is
induced by some δ ∈ G(Fα), we find a Fα-vector space V
′ together with a σ-linear bijection
Φ′ : V ′ → V ′ such that (V,Φ) is obtained from (V,Φ) by extending the scalars V = V ′ ⊗Fα L
and Φ(v′⊗l) := Φ′(v′)⊗σ(l). Then (V ′,Φ′) is an Fα-space in the terminology of Demazure [17],
and a theorem of Manin gives the relation νb = α · Φ(γ) (cf. [17, p. 90]).
Drop the assumption that G = GLn. Pick a representation ρ : G→ GLV of G in some finite
dimensional Qp-vector space V . Then, by the statement for GLn, we see that α ·ΦGLn(ρ(γ))
determines the slope filtration on the space (V ⊗L, ρ(b)(1⊗σL)). Thus ρ◦νb = α ·ΦGLn(ρ(γ))
for all ρ, and then the equality is also true for the group G. 
1.2. Truncated traces. In this section we introduce the concept of truncated traces of
smooth representations with respect to elements of the set B(G), i.e. the isocrystals with
additional G-structure. We will then compute these truncated traces on the Steinberg repre-
sentation and on the trivial representation.
Using the mapping Φ from the previous section we define the truncated traces with respect
to an arbitrary element b ∈ B(G):
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Definition 1.2. Let ν ∈ C0. We write Ω
G
ν for the set of g ∈ G such that there exists a
λ ∈ R>0 such that Φ(g) = λ · ν ∈ C0. We let χGν be the characteristic function on of the
subset ΩGν of G. Let b ∈ B(G) be an isocrystal with additional G-structure. Then we will
write χGb := χ
G
νb
and ΩGb := Ω
G
νb
.
Remark. The Newton mapping B(G) ∋ b 7→ νb ∈ C0 is injective for a simply connected,
connected quasi-split reductive group over a non-Archimedean local field [27, §6].
Let P = MN be a standard parabolic subgroup of G and let AP be the split center of P ,
we write εP = (−1)
dim(AP /AG). To the parabolic subgroup P we associate the subset ∆P ⊂ ∆
consisting of those roots acting non trivially on AP . Define aP to be X∗(AP )R, define a
G
P to
be the quotient of aP by aG, and define a
+
P to be the set of x ∈ aP such that for all roots α
in ∆P we have 〈x, α〉 > 0.
We recall the definition of the obtuse and acute Weyl-chambers [34,47]. Let P be a standard
parabolic subgroup of G. We write a0 = aP0 and a
G
0 = a
G
P0
. For each root α in ∆ we have
a coroot α∨ in aG0 . For α ∈ ∆P ⊂ ∆ we send the coroot α
∨ ∈ aG0 to the space a
G
P via
the canonical surjection aG0 ։ a
G
P . The set of these restricted coroots α
∨|aGP
with α ranging
over ∆P form a basis of the vector space a
G
P . By definition the set of fundamental weights
{̟α ∈ a
G∗
P | α ∈ ∆P} is the basis of a
G∗
P = Hom(a
G
P ,R) dual to the basis {α
∨
aGP
} of coroots. The
acute Weyl chamber aG+P is the set of x ∈ a
G
P such that for all α ∈ ∆P we have 〈α, x〉 > 0. The
obtuse Weyl chamber +aGP is the set of x ∈ a
G
P such that for all α ∈ ∆P we have 〈̟
G
α , x〉 > 0.
We let τGP (resp. τ̂
G
P ) be the characteristic function on the space a
G
P of the acute (resp. obtuse)
Weyl chamber. We define the function χN to be the composition τ
G
P ◦ (aP ։ a
G
P ) ◦HM , and
we define the function χ̂N to be the composition τ̂
G
P ◦ (aP ։ a
G
P ) ◦HM . The functions χN
and χ̂N are locally constant and KM -invariant, where KM =M(OF ).
Let b ∈ B(G) be an isocrystal with additional G structure and let νb ∈ C0 be its slope
morphism. For any standard parabolic subgroup P ⊂ G we have the subset a+P ⊂ C0. Let
Pb be the standard parabolic subgroup of G such that νb ∈ a
+
Pb
. We call the group Pb the
subgroup of G contracted by the isocrystal b ∈ B(G). These groups are precisely the parabolic
subgroups appearing in the Kottwitz decomposition of the set B(G) (see [27, 5.1.1]). We write
Pb =MbNb for the standard decomposition of Pb.
We write π0P for the projection from the space a0 onto aP , it sends an element X ∈ a0 to
its average under the action of the Weyl group.
We introduce a certain characteristic function on G associated to the isocrystal b ∈ B(G):
Definition 1.3. Let Pb = MbNb be the standard parabolic subgroup of G contracted by b.
We define ηb to be the characteristic function on G of the set of elements g ∈ G such that
there exists a λ ∈ R×>0 such that π0P (Φ(g)) = λ · νb ∈ a
+
P .
Remark. If the isocrystal b is basic, then we have P = G, and the element νb ∈ C0 is central.
Therefore the function ηb is spherical.
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In case the isocrystal b ∈ b(G) is basic then χGb coincides with ηbχ
G
c :
Lemma 1.4. Let b ∈ B(G) be a basic isocrystal. Then we have χGb = ηbχ
G
c .
Proof. Let g ∈ G, and consider Φ(g) ∈ C0. Then g is compact if and only if it contracts G
as parabolic subgroup (meaning that Φ(g) lies in aG ⊂ C
+
0 ). Assume g is compact. Then
χGb (g) = 1 if and only if the slope morphism νb of b lies in aG, i.e. if and only if the centralizer
of the slope morphism of b is equal to G. But that means that b is basic. Conversely, assume
b is basic. Then its slope morphism is central, thus χGc (g) = 1 if and only if g contracts G,
i.e. g is compact. Furthermore we have ηb(g) = 1 because Φ(g) equals νb up to a positive
scalar. This completes the proof. 
We call the collection of subsets ΩGb for b ∈ B(G) the Newton polygon stratification of the
group G. For our proofs we will also need to study another stratification, called the Casselman
stratification of G:
Definition 1.5. Let Q be a standard parabolic subgroup of G. We define ΩGQ ⊂ G to be the
subset of elements g ∈ G contracting [10, §1] a parabolic subgroup conjugate to Q. Write χGQ
for the characteristic function on G of the subset ΩGQ ⊂ G. These sets Ω
G
Q form the Casselman
stratification of G.
For truncated traces with respect to the Casselman stratification we have:
Proposition 1.6. Let Q = LU be a standard parabolic subgroup of G. Let f ∈ H(G) be a lo-
cally constant function with compact support. Then we have Tr(χGQf, π) = Tr(χUχ
L
c f
(Q)
, πU (δ
−1/2
Q )).
Proof. By the Proposition [10, prop 1.1] on compact traces, for all functions f on G, the
full trace Tr(f, π) is equal to the sum of compact traces
∑
TrM (χ
M
c f
(P )
, πN (δ
−1/2
P )), where
the sum ranges over the standard parabolic subgroups P = MN of G. Consider only those
functions of the form χGQf ∈ H(G). Then we obtain that the trace Tr(χ
G
Qf, π) is equal to
the sum
∑
TrM (χ
M
c χ
G
Qf
(P )
, πN (δ
−1/2
P )) where P = MN ranges over the standard parabolic
subgroups of G. Observe that χMc χ
G
Q = 0 if P 6= Q. Therefore only the term corresponding
to P = Q remains in the sum. This completes the proof. 
Let us now explain the relation between the Casselman stratification and the Newton strat-
ification. The following Proposition gives the relation between the Casselman stratification
of G and the Newton stratification:
Proposition 1.7. For all b ∈ B(G) we have ΩGb ⊂ Ω
G
Pb
.
Proof. Assume that g ∈ ΩGb . Then Φ(g) = λνb ∈ a0. Let P be the standard parabolic
subgroup of G conjugate to the parabolic subgroup of G contracted by g. Then νb = λΦ(g) ∈
a+P . Then, by definition, P is the parabolic subgroup contracted by b. This completes the
proof. 
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Example. The inclusion ΩGb ⊂ Ω
G
Pb
is strict in general. Consider for example the case G =
GLn,Qp to see that it is non-strict only in particular cases, such as when n = 2. In the
particular case of the Shimura varieties of Harris-Taylor [18], the Casselman stratification
also separates the isocrystals.
We will now compute the truncated trace on the Steinberg representation.
Definition 1.8. Let ξStb be the characteristic function on T defined by ξ
St
b := χ̂N0∩MbχNbηb,
where with the notation χ̂N0∩Mb we mean the characteristic function on the Levi subgroup
Mb ⊂ G, corresponding to the obtuse chamber relative to the minimal parabolic subgroup of
Mb.
Proposition 1.9. Let f ∈ H0(G) be a spherical Hecke operator. Then we have
(1.1) Tr(χGb f,StG) = εP0∩MbTrT (ξ
St
b f
(P0),1(δ
−1/2
Pb
δ
1/2
P0∩Mb
)).
Proof. Write P =MN for the parabolic subgroup contracted by the isocrystal b. We compute:
Tr(χGb f,StG) = TrM (χ
G
b χNf
(P ), (StG)N (δ
−1/2
P )),(1.2)
(Proposition 1.6). Let bM ∈ B(M) be a G-regular basic element such that its image in
B(G) is equal to b [23, prop. 6.3]. By [loc. cit.] the set of all such bM are G-conjugate.
As functions on M we have χGb χN = χ
M
bM
χN . Therefore we may simplify Equation (1.2) to
TrM (χ
M
bM
χNf
(P ), (StG)N (δ
−1/2
P )). By Lemma 1.4 the latter trace equals TrM (χ
M
c ηbχNf
(P ), (StG)N (δ
−1/2
P )).
In our article [28] we computed the compact traces on the Steinberg representation for all
spherical Hecke operators. By [28, Prop. 1.13] we get
Tr(χGb f,StG) = εP0∩MTr(χ̂N0∩MηbχNf
(P0),1(δ
−1/2
P δ
1/2
P0∩M
)).(1.3)
This completes the proof. 
In the same way one may compute the truncated traces on the trivial representation. We
have to introduce two more notations. Let χ̂≤N0∩Mb be the characteristic function on Mb
corresponding to the negative closed obtuse chamber in aP . Then we define:
Definition 1.10. Let b ∈ B(G) be an isocrystal. We define ξ1b := χ̂
≤
N0∩Mb
χNbηb.
Proposition 1.11. We have Tr(χGb f,1) = TrT (ξ
1
b f
(P0),1(δ
−1/2
P0
)).
Proof. The proof of Proposition 1.9 may be repeated without change up to Equation (1.3).
Replace the result in that last Equation with the result from Proposition 3.1 from [29]. This
Proposition gives the compact trace on the trivial representation for any Hecke operator (and
any unramified group). 
Remark. With a method similar to the above one may compute the truncated traces on the
irreducible subquotients of the G-representation on the space C∞(G/P0) of locally constant
functions on G/P0.
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1.3. The function of Kottwitz. Let G be a connected, reductive unramified group over Qp,
let P0 be a Borel subgroup of G. Let T be the Levi-component of P0. Then T is a maximal
torus in G, and let W be the absolute Weyl group of T in G. Let µ ∈ X∗(T ) be a minuscule
cocharacter.
We write in this section E for an arbitrary, finite unramified extension of Qp. In later
sections, the field E that we consider here will be the completion of the reflex field at a prime
of good reduction. We fix an embedding of E into Qp, and for each positive integer α we
write Eα ⊂ Qp for the unramified extension of degree α of E.
Definition 1.12. (cf. [22]). Let α be a positive integer, and Eα the unramified extension
of E of degree α contained in Qp. We write Wα for the subgroup W (G(Eα), T (Eα)) of W .
Write Sα for a maximal Eα-split subtorus of GEα . We define φG,µ,α ∈ H0(G(Eα)) to be the
spherical function whose Satake transform is equal to
(1.4) p−α〈ρG,µ〉
∑
w∈Wα/stabWα(µ)
[w(µ)] ∈ C[X∗(Sα)]
Wα ,
where stabWα(µ) ⊂ Wα is the stabilizer of µ in the group Wα. We define fG,µ,α to be the
function obtained from φG,µ,α via base change from the group G(Eα) to the group G(Qp).
We call fG,µ,α the function of Kottwitz.
Remark. Kottwitz proves in [22] that the definition of the Kottwitz functions fG,µ,α and φG,µ,α
coincides with the definition that we gave at the end of section 2.
Remark. We note that the notation for the functions fG,µ,α and φG,µ,α is slightly abusive, as
they also depend on the field E. Because confusion will not be possible, we have decided to
drop the field E from the notations.
Proposition 1.13. Let P =MN be a standard parabolic subgroup of G. We have
f
(P )
G,µ,α = q
−α〈ρG−ρM ,µ〉
∑
w∈Wα/stabWα(µ)WM,α
fM,w(µ),α ∈ H0(M),
where stabWα(µ)WM,α ⊂Wα is the subgroup of Wα generated by the group WM,α of the Weyl
group of T (Eα) in M(Eα) and the stabilizer subgroup of µ in Wα.
Proof. Compute the Satake transform of both sides to see that they are equal. 
The integer α is the degree of the finite field over which we count points in the Newton
stratum. We only want to show that the Newton-strata are non-empty. Therefore, we will
often take α large so that the combinatorial problems simplify (large in the divisible sense).
2. Unitary groups
We prove that the Newton strata of unitary Shimura varieties of PEL type are nonempty.
We continue with the local notations from the previous section, in particular F is a local field.
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Figure 1. The dark line is an example of the Newton polygon of an isocrystal
b with additional U∗10-structure. The horizontal line from (0, 0) to (10, 0) is the
Newton polygon of the basic isocrystal. The vertical dotted line indicates the
mirror symmetry of the Newton polygons of the G-isocrystals.
2.1. Unitary isocrystals. Let G be an unramified unitary group over F splitting over the
extension F2/F . The absolute root system of G is isomorphic to the usual root system in Rn
of type A (cf. Bourbaki [7, chap. 6]), and the non-trivial element of the group Gal(F2/F )
acts on Rn via the operator θ defined by (x1, x2, . . . , xn) 7−→ (−xn,−xn−1, . . . ,−x1). The
space a0 is the subspace of θ invariant elements in Rn, it equals the set of (xi) ∈ Rn with
xi = −xn+1−i for all indices i. The dimension of a0 equals ⌊n/2⌋.
Whenever b ∈ B(G) is an isocrystal with G-structure, we have its slope morphism νb ∈ C0.
We may view the slope morphism νb as an θ-invariant element of Rn. This way we get the
slopes λ1, λ2, . . . , λn of b. These slopes are just the coordinates of the vector νb ∈ Rn. We
order them so that λ1 ≤ λ2 ≤ · · · ≤ λn. The slopes satisfy the property λi = −λn+1−i.
We associate to the slopes λi the Newton polygon Gb of b. The Newton polygon is by
definition the continuous piecewise linear function from the real interval [0, n] to R with the
property that the only points where it is possibly not differentiable are the integral points
[0, n]∩Z; the value of Gb at these points is defined by: Gb(0) := 0 and Gb(i) := λ1+λ2+. . .+λi.
Due to the θ-invariance, we have Gb(n) = λ1 + . . . + λn = 0. Furthermore the graph (or
polygon) Gb is symmetric around the vertical line that goes through the point (
n
2 , 0). In Figure
1 we show a typical unitary Newton polygon. In particular negative slopes may occur, which
does not happen for the group GLn(F ) nor for the group GSp2g(F ).
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Let us now determine what the Hodge polygons looks like. The minuscule cocharacter µ
is defined over F , and is given by
µs = (0, 0, . . . , 0︸ ︷︷ ︸
n−s
, 1, 1, . . . , 1︸ ︷︷ ︸
s
) ∈ Zn ⊂ Rn,
for some integer s with 0 ≤ s ≤ n. To define the set B(G,µ) Kottwitz [27, §6] takes the
average of µ under the Galois action to get
µ := 12 (µ+ θ(µ)) = (−
1
2 ,−
1
2 , . . . ,−
1
2︸ ︷︷ ︸
s′
, 0, 0, . . . , 0︸ ︷︷ ︸
n−2s′
, 12 ,
1
2 , . . . ,
1
2︸ ︷︷ ︸
s′
) ∈ a0 ⊂ R
n,
where s′ := min(s, n − s). To this element µ ∈ Rn we may associate in the same manner a
graph Gµ as in Figure 1. Then b ∈ B(G) lies in B(G,µ) if and only if the end point of Gb is
(n, 0) and if Gb lies above
1 the graph Gµ.
2.2. PEL datum. Let G/Q be a unitary group of similitudes arising from a PEL type
Shimura datum [26, §5]. We recall briefly the definition of G from [loc. cit.]. Consider the
following notations:
• B/Q is a finite dimensional simple algebra;
• F is the center of B, by assumption F is a CM field;
• ∗ is a positive involution on B over Q inducing complex conjugation on F ;
• F+ ⊂ F is the totally real subfield of F ;
• V is a nonzero finitely generated left B-module;
• (·, ·) is a non-degenerate Q-valued alternating form on V such that (bv, w) = (v, b∗w)
for all v,w ∈ V and all b ∈ B.
• h : C→ BoppR a morphism of real algebras, such that h(z) = z
∗ for all complex numbers
z and the involution x 7→ h(i)x∗h(i)−1 is positive;
• G/Q is the algebraic group such that for all commutative Q-algebras R the set G(R)
is equal to the set of g ∈ EndB(V )
× such that there exists c(g) ∈ R× such that
(g·, g·) = c(g)(·, ·) on V ;
• finally X is the G(R)-conjugacy class of the morphism h.
The couple (G,X) is a Shimura-datum of PEL-type. We write furthermore:
• G1 ⊂ G for the kernel of the similitudes ratio G։ Gm;
• G1 is obtained by restriction of scalars of a unitary group defined over the totally real
field F+ and we write G0 for this group.
The group G1,Qp is isomorphic to the product G1,Qp
∼=
∏
℘|pG1,℘ where ℘ ranges over the
F+-places above p. For each ℘ the group G1,℘ is either the restriction of scalars to Qp of
GLn,F+℘ or of an unramified unitary group over F
+
℘ .
We will often study the group G1,Qp factor by factor. Thus, in this article we do not
owrk only with unramified unitary groups, but with the slightly more general class of groups
1Lies above in the non-strict sense, the two graphs may touch, or even be the same (the ordinary case).
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of the form ResF ′℘/F℘U , where F
′
℘/F℘ is some unramified extension and U is an unramified
unitary group over F ′℘. The study of isocrystals over these groups reduces quickly to the
study of isocrystals over the group U (which we did above), by the Shapiro bijection (cf.
[27, 6.5.3]): B(ResF ′℘/F℘U) = BF ′℘(U), (the subscript “F
′
℘” indicates that we work with σ
′-
conjugacy classes, where σ′ is the arithmetic Frobenius of Qp over F
′
℘). Under the Shapiro
bijection the subset B(ResF ′℘/F℘U, µ℘) corresponds to the subset BF ′℘(U, µ
′
℘) of BF ′℘(U), where
µ′℘ =
∑
v∈V (℘) µsv . Thus, combinatorics for isocrystals with ResF ′/FU -structure is almost the
same as the combinatorics for the case F ′ = F ; only the Hodge polygons are slightly more
complicated.
We recall how the functions of Kottwitz φα and fα are constructed [26, §5] [24, p. 173].
Let E be the reflex field, let p be an E-prime where the Shimura variety has good reduction
in the sense of [26, §6]. In particular, we have the following notations/facts:
• The field E is unramified at p;
• p is the rational prime number lying below p;
• Ep is the completion of E at p;
• fix once and for all an embedding Ep ⊂ Qp;
• let for each positive integer α, the field Ep,α ⊂ Qp be the unramified extension of Ep
of degree α.
In the PEL datum there is fixed a ∗-morphism h : C→ End(B)oppR . This morphism induces a
morphism of algebraic groups from Deligne’s torus ResC/RGm to the group GR. Tensor this
morphism with C to get a morphism from Gm×Gm to GC and then restrict to the factor Gm
of the product Gm × Gm corresponding to the identity R-isomorphism C → C. This way we
obtain a cocharacter µ ∈ X∗(G). We quote from Kottwitz’s article at Ann Arbor, p. 173: The
G(C) conjugacy class of µ gives a G(Qp) conjugacy class of morphisms fixed by the Galois
group Gal(Qp/Ep,α). Let Sα be a maximal Ep,α-split torus in the group G over the ring of
integers OEp,α . Using Lemma (1.1.3) of [22] we choose µ so that it factors through Sα. Then
φα = φG,µ,α is the characteristic function of the double coset G(Op,α)µ(p
−1)G(Op,α). The
function fα = fG,µ,α is by definition the base change [4, 38] of φα from the group G(Ep,α) to
the group G(Qp).
2.3. The class of R(b)-representations. For the global applications to Shimura varieties
we define a class representations R1(b) of positive Plancherel density on which the truncated
trace of the Kottwitz functions are non-zero. In fact we take for most of the isocrystals
b ∈ B(G,µ) simply the Steinberg representation at p, but there are some exceptions where
the truncated trace on the Steinberg representation vanishes; in those cases we take a different
representation.
We make the function of Kottwitz explicit in case G is either the restriction of scalars of a
general linear group over F+ or the restriction of scalars of an unramified unitary group over
F+.
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We assume that we are in one of the following two cases:
(2.1) G =

ResF+/Qp(GLn,F+) (linear type)ResF+/Qp(U) (unitary type)
where F+/Qp is a finite unramified extension, and where U/F+ is an unramified unitary
group, outer form of GLn,F+. These groups G occur as the components in the product
decomposition of GQp . We assume that the cocharacter µ ∈ X∗(T ) arises from a PEL-type
datum.
We begin with the linear case. We have a cocharacter µ ∈ X∗(T ). Thus, for each Qp-
embedding v of F+ into Qp we get a cocharacter µv of the form
(1, 1, . . . , 1︸ ︷︷ ︸
sv
, 0, 0, . . . , 0︸ ︷︷ ︸
n−sv
) ∈ Zn.
To each such integer sv we associate the spherical function fnαsv on GLn(F
+) whose Satake
transform is defined by
(2.2) S(fnαsv) = q
s(n−s)
2
α
∑
i1<i2<...<isv
Xαi1X
α
i2 · · ·X
α
isv
∈ C[X±11 , . . . ,X
±1
n ].
We write Vα for the set of Gal(Qp/Eα)-orbits in the set Hom(F
+,Qp). If v ∈ Vα is such an
orbit, then this orbit corresponds to a certain finite unramified extension Eα[v] of Eα. Let αv
be the degree over Qp of the field Eα[v], we then have Eα[v] = Eαv . The function fα is given
by
(2.3) fα =
∏
v∈Vα
fGLn(F
+)
nαvsv ∈ H0(G(Qp)),
where the product is the convolution product (cf. [28, Prop. 3.3]).
Let us now assume that we are in the unitary case (cf. Equation (2.1)). We will make
the function fG,µ,α explicit only in case α is even. To obtain the function of Kottwitz on G,
we have to apply base change from G(Eα) to G(Qp). Assume that α is even. Let Qp2 be
the quadratic unramified extension of Qp contained in Qp. The base change factors over the
composition of base changes G(Eα)  G(Qp2)  G(Qp). The base change of φα to G(Qp2)
is a function of the form fG+,µ,(α/2) on the group G
+ = ResQp2/Qp(GQp2 ). Explicitly, the last
quadratic base change G(Qp2) G(Qp) is given by:
Ψ: C[X±11 , . . . ,X
±1
n ]
Sn −→ C[X±11 , . . . ,X
±1
n ]
Sm⋊(Z/2Z)m ,
Xi 7−→


Xi 1 ≤ i ≤ ⌊n/2⌋,
1 i = ⌊n2 + 1⌋, and n is odd,
X−1n+1−i n+ 1− ⌊n/2⌋ ≤ i ≤ n,
(2.4)
where m := ⌊n2 ⌋ (cf. [38]). Thus we get fG,µ,α = ΨfG+,µ,(α/2).
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Lemma 2.1. Let G be an algebraic group over Qp defined as in Equation (2.1). Let π be a
generic unramified representation of G, and f = fG,µ,α a function of Kottwitz, and b ∈ B(G)
an isocrystal. Let α ∈ Z>0 be an integer, sufficiently divisible such that Wα is the absolute
the Weyl group of T in G. Then, the truncated trace Tr(χGb fG,µ,α, π) is non-zero if and only
if there exists some w ∈Wα and some λ ∈ R
×
>0 such that w(µ) = λνb ∈ a
G
0 .
Remark. In case G is the general linear group, then there exists a pair w ∈ W,λ ∈ R×>0 such
that w(µ) = λνb if and only if the slopes λi of b all lie in the set {0, 1}.
Proof. We have π = IndGT (ρ), where ρ is some smooth character of the torus T . By van
Dijk’s formula for truncated traces [28, Prop. 1.1] we have Tr(χGb f, π) = Tr(χ
G
b f
(P0), ρ).
The truncation operation h 7→ χGb h on H0(T ), corresponds via the Satake transform to an
operation on C[X∗(T )] sending certain monomials [M ] ∈ C[X∗(T )] associated to elements
M ∈ X∗(T ) to zero, and leaves certain other monomials invariant. Thus to compute the trace
Tr(χGb f
(P0), ρ) one takes the set of monomials [w(µ)], w ∈W occurring in f (P0), and removes
some of them (maybe all), and then evaluate those which are left at the Hecke matrix of ρ.
The lemma now follows from the observation that χGb S
−1
T [w(µ)] 6= 0 if and only if w(µ) = λνb
for some positive scalar λ ∈ R×>0. This completes the proof. 
We have to distinguish further between (essentially) two cases at p. The case the group is
the general linear group, and the case where the group is the unramified unitary group. We
begin with the general linear group.
Proposition 2.2. Let G be an algebraic group over Qp defined as in Equation (2.1), and
assume it is of linear type, so G(Qp) = GLn(F+). Let b ∈ B(G,µ) be a µ-admissible isocrystal
having the property that the number of slopes equal to 0 is at most 1, and the number of slopes
equal to 1 is also at most 1. Let χ be an unramified character of GLn(F
+). Then, for α
sufficiently divisible, we have Tr(χGb fG,µ,α,StG(χ)) 6= 0.
Remark. In the proof of the Proposition we use the divisibility of α at two places. First,
it simplifies the function of Kottwitz (cf. Equation (2.3)). Second, we want α sufficiently
divisible so that the Weyl group W (T (Eα), G(Eα)) relative to the field Eα is the full Weyl
group.
Remark. In case the isocrystal b has two or more slopes with value 0 (or 1), then the truncated
trace of the Kottwitz function on the Steinberg representation vanishes.
Proof. By Proposition 1.9 we have to show that the function ξStb f
(P0)
G,µ,α does not vanish. Recall
that the function fG,µ,α is obtained from a function φα through base change from the group
GLn(F
+ ⊗ Eα). Let us first assume that the Eα-algebra F
+ ⊗ Eα is a field. In that case we
have that fG,µ,α = fnαs in the notations from [28, p. 10], i.e. S(fG,µ,α) is (up to scalar) an
elementary symmetric function in the Satake algebra,
(2.5) S(fG,µ,α) = q
sv(n−sv)
2
α
∑
i1<i2<...<is
Xdαi1 X
dα
i2 · · ·X
α
is ∈ C[X
±1
1 , . . . ,X
±1
n ].
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We have to show that under the truncation operation h 7→ ξStb h on H(T ) at least one of the
monomials remains in Equation (2.5). Observe that the scalars in front of the monomials in
Equation (2.5) all have the same sign, and that to get the truncated trace on the Steinberg
representation we evaluate these monomials at a certain, nonzero point. Thus, the only
problem is to see that there is at least one monomial X occurring in S(fG,µ,α) and surviving
the truncation X 7→ ξStb X. At this point it will be useful to give a graphical interpretation of
this truncation process.
A remark on the notation: With ξStb X for X a monomial in the Satake algebra of T ,
we mean the element ST (ξ
St
b S
−1
T (X)) of the Satake algebra of T . Below we will use similar
conventions for the truncations χNX, χ̂N0∩MbX and ηbX.
A graph in Z2 is a sequence of points ~v0, ~v1, . . . , ~vr with ~vi+1−~vi = (1, e), where e is an inte-
ger. To a monomial X = Xe11 X
e2
2 · · ·X
en
n ∈ C[X
±1
1 ,X
±1
2 , . . . ,X
±1
n ], with ei ∈ Z and
∑n
i=1 ei =
s we associate the graph GX with points
2 ~v0 := (0, 0), ~vi := ~v0+(i, en + en−1 + . . .+ en+1−i) ∈
Z2, for i = 1, . . . , n. Because the sum
∑n
i=1 ei is equal to s, we see that the end point of the
graph is (n, s). The function fGαµ is (up to scalar) the elementary symmetric function of
degree s in n variables, thus its monomials correspond precisely to the set of graphs that start
at the point (0, 0), have end point (n, s) and satisfy ~vi+1 − ~vi ∈ {(1, 0), (1, 1)} for all i.
To the slopes λ1 ≤ λ2 ≤ · · · ≤ λn of the isocrystal b we associate the graph Gb with points
~v0 := (0, 0), ~vi := ~v0 + (i, λ1 + λ2 + . . .+ λi) ∈ Z2, for i = 1, . . . , n.
We may now explain the truncation X 7→ ξStb X in terms of graphs. We have ξ
St
b X = X or
ξStb X = 0. We claim that we have ξ
St
b X = X if the following conditions hold:
(C1) We have Gb(n) = λGX(n) for some positive scalar λ ∈ R>0;
(C2) For every break point x ∈ Z2 of Gb the point x also lies on the graph λGX ;
(C3) Outside the set of breakpoints of Gb, the graph λGX lies strictly below the graph Gb.
Thus, in short: GX lies below Gb and the set of contact points between the two graphs is
precisely the begin point, end point and the set of break points of Gb. See also our preprint [29],
where we use this construction in an analogous context.
Remark. In the claim above we say “if” and not “if and only if”. The conditions (C1), (C2)
and (C3) are stronger than the condition ξStb X = X. In Lemmas 2.3, 2.4 and 2.5 below
we give conditions (C1’), (C2’) and (C3’) which, when taken together, are equivalent to
“ξStb X = X”. However (C1, C2, C3) is not equivalent to (C1’, C2’, C3’). If you replace
(C3’) with the stronger condition “(C3”): Gx = λGb for some λ ∈ R>0” then you have
(C1,C2,C3)⇐⇒ (C1’,C2’,C3”).
Because the above fact is crucial for the argument, let us prove the claim with complete
details. Let X = (e1, e2, . . . , en) ∈ Zn = X∗(A0). We want to express the condition ξStb X = X
2To obtain the usual convex picture of the Newton polygon we invert the order of the vector e1, . . . , en.
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in terms of GX . The Satake transform for the maximal torus T = (ResF+/QpGm)
n is simply
H0(T )
∼
−→ C[X±11 ,X
±1
2 , . . . ,X
±1
n ],
1(p−e1O×
F+
)×(p−e2O×
F+
)×···×(p−enO×
F+
) 7−→ X
e1Xe2 · · ·Xen .(2.6)
We have ξStb = χ̂N0∩MbχNbηb. Let (na) be the composition of n corresponding to the standard
parabolic subgroup Pb of G. Let g = (g1, . . . , gn) ∈ T such that χNb(g) = 1. Explicitly, this
means that
(2.7) |g1g2 · · · gn1 |
1/n1 < |gn1+1gn1+2 · · · gn1+n2 |
1/n2 < . . . < |gnk−1gnk−1+1 · · · gn|
1/nk ,
(cf. [28, Eq. (1.11)]). In terms of the graph GX of X this means the following. We have X ∈ a0
and we have the projection π0,Pb(X) of X in aPb (obtained by taking the average under the
action of the Weyl group of Mb). We write GX for the graph of π0,Pb(X) ∈ aPb ⊂ a0. This
graph GX is obtained from the graph GX as follows. Consider the list of points p0 := (0, 0),
p1 := (n1,GX(n1)), p2 := (n1 + n2,GX(n1 + n2)), . . ., pk := (n,GX(n)). Connect, using a
straight line, the point p0 with p1, and with another straight line, the point p1 with p2, etc,
to obtain the graph GX from GX . From Equations (2.6) and (2.7) we get:
Lemma 2.3. For a monomial X we have χNbX = X if and only if (C1’): The graph GX is
convex.
(Remark: We have χNbX = 0 if condition (C1’) is not satisfied. This remark also applies
to Lemmas 2.4 and 2.5.)
Before discussing the function χ̂N0∩Mb , let us first discuss in detail the maximal case, i.e.
the function χ̂N0 for the group G (cf. [28, Prop. 1.11]). We have a0 = R
n, write H1, . . . ,Hn
for the basis of a∗0 dual to the standard basis of R
n. Write αi for root Hi −Hi+1 in a
∗
0. We
have
(2.8) ̟Gαi =
(
H1 +H2 + . . . +Hi −
i
n
(H1 +H2 + . . .+Hn)
)
∈ aG∗0 .
Thus, for a monomial X = Xe11 X
e2
2 · · ·X
en
n the condition “〈̟
G
αi ,X〉 > 0” corresponds to
(2.9) e1 + e2 + . . .+ ei >
i
n
(e1 + e2 + . . . + en)
Thus we obtain GX(n+1− i) >
i
ns, where s is the degree of X, i.e. s =
∑n
i=1 ei. Demanding
that 〈̟Gα ,X〉 is positive for all roots α of G, is demanding that the graph GX lies strictly
below the straight line connecting the point (0, 0) with the point (n,GX(n)). (We get ‘below’
and not ‘above’ due to the inversion“ei 7→ en+1−i” that we made in the definition of the graph
GX . )
We now turn to the function χ̂N0∩Mb . The group Mb decomposes into a product of general
linear groups, say it corresponds to the composition (na) of the integer n. Thus, the condition
“〈̟Mbα ,X〉 > 0” is the condition in Equation (2.9) but, then for each of the blocks of Mb
individually. The conclusion is:
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Lemma 2.4. For any monomial X we have χ̂N0∩Xb ·X = X if and only if (C3’): The graph
GX lies below GX and the two graphs touch precisely at the points pi.
The condition “ηbX = X” means π0,Pb(Φ(g)) equals λνb for all g lying in the support
of the function S−1T (X) on the group T . By the explicit formula for the Satake transform
(Equation (2.6)), the condition is equivalent to the existence of a permutation w ∈ Sn such
that the vector
ew(1) + ew(2) + · · ·︸ ︷︷ ︸
n1
, ew(n1+1) + ew(n1+2) + · · ·︸ ︷︷ ︸
n2
, . . . , ew(n1+n2+...+nk−1+1) + · · ·︸ ︷︷ ︸
nk

 ∈ aPb ,
is a positive scalar multiple of the vector νb. Using earlier notations we get:
Lemma 2.5. For any monomial X we have ηbX = X if and only if (C3’): There exists an
element w ∈ Sn such that Gw(X) = λGb for some λ ∈ R>0.
To prove the claim we show that the group of conditions (C1), (C2) and (C3) implies the
group of conditions (C1’), (C2’) and (C3’).
Thus, assume conditions (C1), (C2) and (C3) are true for the monomial X. The parabolic
subgroup Pb is contracted by the isocrystal b. Thus the set of breakpoints of the polygon Gb is
equal to the set q0 = (0, 0), q1 = (n1,Gb(n1)), q2 = (n1+n2,Gb(n1+n2)), . . ., qk = (n,Gb(n)).
By condition (C1) there is a λ ∈ R>0 such that Gb(n) = λGX(n). By conditions (C2) and (C3)
the set {q0, . . . , qn} is then precisely the set of points where the graph λGX touches the graph
Gb. Taking averages, we get the relation Gb = λGX . We have Gb = Gb (because Pb is associated
to b), and therefore Gb = λGX . Thus condition (C3’) is true for w = Id ∈ Sn. (C2’) is now
implied by (C2) and (C3). Finally we prove condition (C1’). We have λGX = Gb, and the
graph Gb is convex. Thus GX is convex. The three conditions (C1’), (C2’) and (C3’) are
now verified, and therefore the claim is true.
The monomials M occurring in S(fG,µ,α) corresponds to the set of graphs from (0, 0) to
(n, s) whose steps consist of diagonal, north-eastward steps, or horizontal, eastward steps.
Thus, it suffices to show that there exists a graph satisfying (C1), (C2) and (C3). This is
indeed possible (see Figure 2 for the explanation). This completes the proof in case F+⊗Eα
is a field.
We now drop the assumption that the algebra F+ ⊗Eα is a field. By [28, Prop. 3.3] there
exists a sufficiently large integerM ≥ 1 such that for all degrees α divisible byM , the function
fGµα is (up to a scalar) a convolution product of the form
∏r
i=1 fnαsi, where r = [F
+ : Qp]
and (si) is a certain given composition of an integer s of length r. Any monomial occurring
in S(fnαs) also occurs in the product
∏r
i=1 S(fnαsi) with a positive coefficient. Thus we may
write
∏r
i=1 fnαsi = fnαs+R ∈ H(G) for some function R ∈ H(G), whose Satake transform is
a linear combination of monomials, with all coefficients positive. Consequently, to check that
the truncated trace of
∏r
i=1 fnαsi on the Steinberg representation is non-zero, it suffices to
check that the truncated trace of fnαs on Steinberg is non-zero. This completes the proof. 
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Figure 2. The dark line is an example of the Newton polygon of an
isocrystal b with additional GL12(F
+)-structure whose slope morphism is
(15 ,
1
5 ,
1
5 ,
1
5 ,
1
5 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
2
3 ,
2
3 ,
2
3). The thin line is a ξ
St
b -admissible path. For
this Newton polygon there exist precisely two admissible paths. In general
one takes the ‘ordinary’ path starting with horizontal steps within the blocks
where the Newton polygon is of constant slope, and ending with diagonal steps.
Proposition 2.6. Let G be an algebraic group over Qp defined as in Equation (2.1), and
assume it is of linear type. Let b ∈ B(G,µ) be a µ-admissible isocrystal. Let m0 be the
number of indices i such that λi = 0, and let m1 be the number of indices i such that λi = 1.
Write m := n −m0 −m1. Let πm0 (resp. πm1) be any generic unramified representation of
GLm0(F
+) (resp. GLm1(F
+)), and χ an unramified character of GLm(F
+). Let P be the
standard parabolic subgroup of G with 3 blocks, the first of size m1, the second of size m and
the last one of size m3. Then for α sufficiently divisible we have
Tr
(
χGb fG,µ,α, Ind
G
P
(
πm1 ⊗ StGLm(F+)(χ)⊗ πm0
))
6= 0.
Remark. We have abused language slightly saying that P has 3 blocks. We could have
m, m0 or m1 equal to 0, in which case P has less than 3 blocks. If one of the numbers
m,m0 or m1 is 0, then one simply removes the corresponding factor from tensor product
πm1 ⊗ StGLm(F+)(χ) ⊗ πm0 , and one induces from a parabolic subgroup with two blocks (or
one block).
Proof of Proposition 2.6. By van Dijk’s formula for truncated traces [28, Prop. 1.5], we get
a trace on M :
(2.10) Tr
(
χGb f
(P )
G,µ,α, πm1 ⊗ StGLm(F+) ⊗ πm0
)
.
By Proposition 1.13 we have
f
(P )
G,µ,α = q
−α〈ρG−ρM ,µ〉
∑
w∈Wα)/stabWα)(µ)WM,α
fM,w(µ),α ∈ H0(M).(2.11)
The intersection ΩGνb ∩M is equal to a union
⋃
ΩMw(νb) with w ranging over the permutations
w ∈ W such that w(νb) is M -positive. Consequently, if we plug Equation (2.11) into Equa-
tion (2.10), then we get a large sum, call it (⋆), of traces of functions fM,w(µ),α against a
THE TRACE FORMULA AND THE EXISTENCE OF PEL-TYPE ABELIAN VARIETIES MODULO p 19
representation of the form πm1 ⊗ StGLm(F+) ⊗ πm0 . All the signs are the same in this large
sum (⋆), therefore it suffices that there is at least one non-zero term. Take bM ∈ B(M) the
isocrystal whose slope morphism is λ1 ≤ λ2 ≤ · · · ≤ λn in theM -positive chamber of a0. Then
bM has only slopes 0 on the first block of M and only slopes 1 on the third block, and all its
slopes 6= 0, 1 are in the second block. The trace Tr(χMbM fM,µ,α, πm1⊗StGLm(F+)⊗πm0) occurs
as a term in the expression (⋆). By Lemma 2.1 and Proposition 2.2 this term is non-zero.
This completes the proof. 
We now establish the cases where the group is an unramified unitary group over F+ (unitary
type, cf. Equation (2.1)).
Lemma 2.7. Let G be an algebraic group over Qp defined as in Equation (2.1), and assume
it is of unitary type. Let b ∈ B(G,µ) be an µ-admissible isocrystal whose slope morphism
νb ∈ a0 has no coordinate equal to 0 and no coordinate equal to 1. Then, for α sufficiently
divisible, the trace Tr(χGb fG,µ,α,StG(Qp)) is non-zero.
Proof. We use the explicit description fG,µ,α = ΨfG+,µ,(α/2) of the Kottwitz function from
Equation (2.4). Assume the algebra F+ ⊗ Eα is a field; then the base change mapping from
G(F+α ) → G(F2) is given by Xi 7→ X
α/2
i on the Satake algebras. Over F
+
α , the Weyl group
Wα is equal to Sn with its natural action on Rn. The formula for the base change mapping
Ψ from Equation (2.4) also makes sense over the Satake algebras of the maximal split tori,
i.e. we have a map Ψ from the algebra C[X±11 , . . . ,X
±1
n ] to C[X
±1
1 , . . . ,X
±1
n ]. The monomials
occurring in fG,µ,α are those monomials of the form Ψ[w(µ)] where w is some element of Sn.
The Weyl group translates [w(µ)] of [µ] correspond to all paths from (0, 0) to (n, s), and the
monomials of the form Ψ[w(µ)] = [w(µ)] + [θ(wµ)] correspond to all paths from (0, 0) to
(n, 0) staying below the horizontal line with equation y = s, and above the horizontal line
with equation y = −s. The truncation χ
G(Qp)
b Ψ[w(µ)] is non-zero if the path G of Ψ[w(µ)]
lies below Gb and the set of contact points between the two graphs is precisely the initial
point, end point and the set of break points of Gb. This is the same condition as had for
the general linear group (see above Equation (2.6)) because the root systems are the same.
Such graphs exist in case b has no slopes equal to −1, 0 or 1 (draw a picture). Consequently
χ
G(Qp)
b fG,µ,α 6= 0, and then also Tr(χ
G(Qp)
b fG,µ,α,StG) 6= 0 by Proposition 1.9.
Forget the assumption that F+ ⊗ Eα is a field. We proceed just as we did for the general
linear group (cf. Lemma 2.2), we write fG,µ,α = A+ R, where R is a function whose Satake
transform is a linear combination of monomials in the Satake algebra with all coefficients
positive, and A is a function for which we already know that its truncated trace on the
Steinberg representation does not vanish. This completes the proof. 
Proposition 2.8. Let G be an algebraic group over Qp defined as in Equation (2.1), and
assume it is of unitary type. Let b ∈ B(G,µ) be an isocrystal with slopes λ1 ≤ λ2 ≤ · · · ≤ λn
(cf. the discussion below Proposition 1.1). Let n = m1 +m2 +m3 be the composition of n
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such that the first block of m1 slopes λi satisfy λi = −1, the second block of slopes λi satisfy
−1 < λi < 1 and is of size m2, the third block of slopes λi satisfy λi = 1 and is of size m3. We
have m1 = m3. Let P = MN be the standard parabolic subgroup of G corresponding to this
composition of n, thus M is a product of two groups, M =M1×M2, where M1 = GLm1(F
+)
is a general linear group and M2 is an unramified unitary group. For α sufficiently divisible
the trace Tr(χ
G(F+)
b fG,µ,α, •) against the representation Ind
G(F+)
P (F+)
(πm1 ⊗ Stm2(χ)) is non-zero
if πm1 is an unramified generic representation and χ an unramified character of GLm2(F
+).
Remark. The group M1 could be trivial. This happens in case −1 < λ < 1 for all indices
i. When M1 is trivial, the considered representation is simply an unramified twist of the
Steinberg representation.
Proof. The proof is the same as the proof in case of the general linear group (cf. Proposi-
tion 2.6): one easily reduces the statement to Lemma 2.7. 
Let now G/Q be an unitary group of similitudes arising from a Shimura datum of PEL-
type, and let G1 ⊂ G be the kernel of the factor of similitudes. The group G1 is defined over
a totally real field F+, and defined with respect to a quadratic extension F of F+, which is
a CM field. Let A0 ⊂ G be a maximally split torus, then we may write A0 = Gm × A′0 (not
a direct product), where A′0 ⊂ G1 be the maximally split torus of G1 defined by G1 ∩A0. At
p we have a decomposition of F+ ⊗ Qp into a product of fields F+℘ , where ℘ ranges over the
primes above p. Let p be a prime number where G is unramified. The group G1,Qp is of the
form G1,Qp
∼=
∏
℘ResF+℘ /QpG1,℘, where the group G1,℘ is either an unramified unitary group
over F+℘ , or the general linear group. In the first case we call the F
+-prime ℘ unitary and in
the second case we call the prime linear.
Consider an isocrystal b ∈ B(G). To b we may associate its slope morphism νb ∈ a0. Let
A′0,℘ ⊂ G1,℘ be the ℘-th component of A
′
0; it is a split maximal torus in G1,℘, and write
a0(℘) := X∗(A
′
0,℘). The space a0 decomposes along the split center and the F
+-primes ℘
above p: a0 = R ×
∏
℘ a0(℘). We speak for each ℘ of the ℘-component νb,℘ of νb. In case
℘ is linear, the Proposition 2.6 gives us a class of representations π′℘ of G1,℘(Qp) such that
the b℘-truncated trace on π
′
℘ does not vanish. In case ℘ is unitary, we get such a class π
′
℘
from Proposition 2.8. Let π′ be the representation of G1(Qp) obtained from the factors π℘
by taking the tensor product.
Definition 2.9. We write R1(b) for the just constructed class of G1(Qp)-representations π′.
Remark. The set of representationsR1(b) has positive Plancherel measure in the set of G1(Qp)
representations, and the b-truncated trace of the Kottwitz function on these representations
does not vanish by construction.
We now extend the class R1(b) to a class of G(Qp)-representations, as follows:
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Definition 2.10. Let π ∈ R1(b). Then π is an H(Qp)-representation; let ωπ be its central
character, thus ωπ is a character of Z1(Qp). Assume χ is a character of Z(Qp) extending ωπ.
Then we may extend the representation π to a representation πχ of the group H(Qp)Z(Qp).
We define R1(b)
′ to be the set of H(Qp)Z(Qp)-representations of the form πχ. Not all the
inductions Ind
G(Qp)
H(Qp)
(πχ) have to be irreducible, we ignore the reducible ones. We define R(b)
to be the set of representations Π isomorphic to an irreducible induction Ind
G(Qp)
H(Qp)Z(Qp)
(πχ)
with πχ ∈ R1(b)
′.
The required non-vanishing property of the representations in Rb will be shown in the next
section.
2.4. Local extension. We need to extend from G1(Qp) to the group G(Qp). Let Z be the
center of the group G. Consider the morphism of algebraic groups ψ : G1,Qp × ZQp ։ GQp ;
the group Ker(ψ) is the center Z1 of the group G1, so
(2.12) Ker(ψ) =
∏
℘

Gm ℘ is linearU∗1 ℘ is unitary,
where U∗1 is the unramified non-split form of Gm over F
+
℘ . Over Q, Z is defined by Z(Q) =
{x ∈ F×|NF/F+(x) ∈ Q
×}. Using Equation (2.12), the long exact sequence for Galois coho-
mology and Shapiro’s lemma, the group G(Qp)/G1(Qp)Z(Qp) maps injectively into the group
(Z/2Z)t, where t is the number of unitary places of F+ above p.
Write µ′ ∈ X∗(T ) for the cocharacter of the maximal torus (T ∩ G1) ∩ Z of G1 × Z
obtained from µ via restriction. Let fG1×Z,µ′,α be the corresponding function of Kottwitz on
the group G1(Qp) × Z(Qp). Furthermore we write χ
G1×Z
b for the characteristic function on
G1(Qp)×Z(Qp) of elements (g, z) such that we have χ
G(Qp)
b (gz) = 1. We prove the following
statement:
Proposition 2.11. Fix a representation π0 of G1(Qp). Let Π be a smooth irreducible repre-
sentation of G(Qp) containing the representation π0 of G1(Qp) upon restriction to G1(Qp)×
Z(Qp). Assume the central character of Π is of finite order. Then, for all sufficiently divisible
α, we have
Tr(χ
G(Qp)
b fG,µ,α,Π) = t(Π)Tr(χ
G1×Z
b fG1×Z,µ,α, π0)
where t(Π) is a positive real number.
Before proving Proposition 2.11 we first establish some technical results. We fix smooth
models of G,G1, Z, etc. over Zp (and use the same letter for them). We have the exact
sequence Z1 ֌ Z × G1 ։ G, so the cokernel of Z(Qp)G1(Qp) in G(Qp) is a subgroup of
H1(Qp, Z1) ∼= (Z/2Z)t, where t is the number of unitary places.
Lemma 2.12. The mapping G1(Zp)× Z(Zp)→ G(Zp) is surjective.
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Proof. We have an exact sequence Z1 ֌ G1 × Z ։ G of algebraic groups over spec(Zp).
Thus we get Z1(Fp) ֌ G1(Fp) × Z(Fp) → G(Fp) → H1(Fp, Z1). The group Z1 is a torus
and therefore connected. By Lang’s theorem we obtain H1(Fp, Z1) = 1. Thus the mapping
G1(Fp) × Z(Fp) → G(Fp) is surjective. By Hensel’s lemma the mapping G1(Zp) × Z(Zp) →
G(Zp) is then also surjective. 
Lemma 2.13. The function of Kottwitz fG,µ,α has support on the subset Z(Qp)G1(Qp) ⊂
G(Qp).
Proof. Define χ on G(Qp) to be the characteristic function of the subset Z(Qp)G1(Qp) ⊂
G(Qp). The mapping Z × G1 → G is surjective on Zp-points, and therefore χ is spherical.
The functions χfGG,µ,α and fG,µ,α are then both spherical functions and to show that they
are equal it suffices to show that their Satake transforms agree (the Satake transform is
injective). We have S(χfG,µ,α) = χ|A(Qp)S(fG,µ,α), where A is a maximal split torus of G,
χ|A(Qp) is the characteristic function of the subset Z(Qp)G1(Qp) ∩ A(Qp) ⊂ A(Qp). In fact,
Z(Qp)G1(Qp)∩A(Qp) = A(Qp). Thus χ|A(Qp)S(fG,µ,α) = S(fG,µ,α), and the functions χfG,µ,α
and fG,µ,α have the same Satake transform. This completes the proof of the lemma. 
We now turn to the proof of Proposition 2.11.
Proof of Proposition 2.11. By Clifford theory [48, thm 2.40] the representation Π restricted
to G1(Qp)Z(Qp) is a finite direct sum of irreducible representations πi, where πi satisfies
πi(g) = π0(xigx
−1
i ) for some xi not depending on g. (In this finite direct sum multiplicities
may occur.) As characters on G1(Qp)Z(Qp) we may write θΠ =
∑t
i=1 θπiωi, where θπi is
the Harish-Chandra character of πi, viewed as a G1(Qp)-representation, and ωi is the central
character of πi. Using Lemma 2.13 we may now compute:
Tr(χ
G(Qp)
b fG,µ,α,Π) =
∫
Z(Qp)G1(Qp)
χ
G(Qp)
b fG,µ,αθΠdg
=
t∑
i=1
∫
Z(Qp)G1(Qp)
χ
G(Qp)
b fG,µ,αθπiωidg
=
t∑
i=1
∫
Z(Qp)G1(Qp)
χ
G(Qp)
b f
x−1i
G,µ,αθπ0ω0dg,(2.13)
where f
x−1i
G,µ,α is the conjugate of fG,µ,α by x
−1
i . However, the function of Kottwitz is stable
under the action of the Weyl group of G. Therefore f
x−1i
G,µ,α = fG,µ,α. We get the expression:
t
∫
Z(Qp)G1(Qp)
χ
G(Qp)
b fG,µ,αθπ0ω0dg.
On the other hand we have
0 6= Tr(χZ×G1b fZ×G1,µ′,α, π0) =
∫
Z(Qp)×G1(Qp)
χZ×G1b fZ×G1,µ′,α[θπ0 × ω0]dg.
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We compute the right hand side:∫
Z(Qp)×G1(Qp)
Z1(Qp)
∫
Z1(Qp)
(χZ×G1b fZ×G1,µ′,α[θπ0 × ω0)](zz1, hz1)dz1
d(z, h)
dz1
=
∫
Z(Qp)×G1(Qp)
Z1(Qp)
χZ×G1b
∫
Z1(Qp)
fZ×G1,µ′,α(zz1, hz1)dz1(θπ0ω0)(z, h)
d(z, h)
dz1
.
(2.14)
We claim that
(2.15)
∫
Z1(Qp)
fZ×G1,µ′,α(zz1, hz1)dz1 = fG,µ,α(z, h).
The map Z ×G1 → G is surjective on Zp-points, and therefore the function∫
Z1
fZ×G1,µ′,α(zz1, hz1)dz1
is G(Zp)-spherical. Therefore, to show that Equation (2.15) is true, it suffices to show that
the Satake transforms of these functions agree.
We compute the Satake transform of the left hand side:
δ−1P0
∫
N0(Qp)
∫
Z1(Qp)
fZ×G1,µ′,α(zz1n0, hz1n0)dz1dn0
= δ−1P0
∫
Z1(Qp)
∫
N0(Qp)
fZ×G1,µ′,α(zz1n0, hz1n0)dn0dz1
=
∫
Z1(Qp)
δ−1P0
∫
N0(Qp)
fZ×G1,µ′,α(zz1n0, hz1n0)dn0dz1
=
∫
Z1(Qp)
(
fZ×G1,µ′,α
)(P0) (zz1, hz1)dz1
By Definition 1.12 the last expression is equal to f
(P0)
G,µ,α(z, h). This proves Equation (2.15).
We may continue with Equation (2.14) to obtain
∫
Z(Qp)×G1(Qp)
Z1(Qp)
χZ×G1b fG,µ,αθπ0ω0
d(z, h)
dz1
.
Now ω0 is of finite order by assumption, and the function fGµα restricted to Qp
× ∼= A(Qp) ⊂
Z(Qp) is the characteristic function of p−αZ×p . For α sufficiently divisible this is then, up
to normalization of Haar measures, just the trace Tr(χZ×G1b fZ×G1,µ′,α, π0). This proves that
Tr(χGb fG,µ,α,Π) and Tr(χ
Z×G1
b fZ×G1,µ′,α, π0) differ by a positive, non-zero, scalar. The proof
of the theorem is now complete. 
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2.5. The isolation argument. Let ShK be a Shimura variety of PEL-type of type (A), and
let G be the corresponding unitary group of similitudes over Q. We write E for the reflex field
and we let p be a prime of good reduction3. Let b ∈ B(GQp , µ) be an admissible isocrystal.
Let p be a prime of the reflex field E above p. Let Fq be the residue field of E at p. Let
ShbK,p be the corresponding Newton stratum of ShK,p, a locally closed subvariety of ShK,p over
Fq [41].
Let α be a positive integer. We fix an embedding Ep ⊂ Qp and we write Ep,α for the
extension of the field Ep of degree α inside Qp.
Theorem 2.14 (Viehmann-Wedhorn). The variety ShbK,p is not empty.
Remark. In the statement of the above theorem we have not been precise about the form of
the compact open subgroup K ⊂ G(Af). Note however that for any pair (K,K ′) of compact
open subgroups, hyperspecial at p, we have the finite e´tale morphisms ShK ← ShK∩K ′ → ShK ′
respecting the Newton stratification modulo p. Therefore, showing the Newton stratum is
non-empty for one K is equivalent to showing it is non-empty for all K.
Proof. Fix a sufficiently divisible and even integer α such that the conclusion of Proposi-
tion 2.11 is true. We start with the formula of Kottwitz. We write φα for the function φG,µ,α
from the previous section4 on G(Ep,α). Similarly fα := fG,µ,α. We pick a prime ℓ 6= p and fix
an isomorphism Qℓ ∼= C (and suppress it from all notations). Let ξ be an irreducible complex
(algebraic) representation of G, and write L for the corresponding ℓ-adic local system on the
Shimura tower. Then the Kottwitz formula states:
(2.16)∑
x′∈Fixb
fp×Φαp
(Fq)
Tr(fp ×Φαp , ι
∗(L)x) = |Ker
1(Q, G)|
∑
(γ0 ;γ,δ)
c(γ0; γ, δ)Oγ (f
∞p)TOδ(φα)TrξC(γ0),
where Fixb
fp×Φαp (Fq)
is the set of fixed points of the Hecke correspondence fp × Φαp acting
on ShbK,Fq , and where the sum ranges of the Kottwitz triples (γ0; γ, δ) with the additional
condition that the isocrystal defined by δ is equal to b. In Equation (2.16) the map ι is the
embedding of ShbK,Fq into ShK,Fq .
We may rewrite the right hand side of Equation (2.16) as
(2.17) |Ker1(Q, G)|
∑
(γ0 ;γ,δ)
c(γ0; γ, δ) ·Oγ(f
∞p)TOδ(χ
G(Ep,α)
σb φα)TrξC(γ0),
where now the sum ranges over all Kottwitz triples and where χ
G(Ep,α)
σb is the characteristic
function on G(Ep,α) such for each element δ ∈ G(Ep,α) we have χ
G(Ep,α)
σb (δ) = 1 if and only
3Here ‘good reduction’ is in the sense of Kottwitz [26, §6]; in particular K decomposes into a product
K = KpK
p with Kp ⊂ G(Qp) hyperspecial.
4Where the notation Eα from that section should be replaced with Ep,α, and similarly F
+ of that section
should be replaced by the algebra F+ ⊗Qp =
∏
℘ F
+
℘ , where ℘ ranges over the places above p.
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if the conjugacy class γ = N (δ) satisfies Φ(γ) = λν for some positive real number λ ∈ R×>0. As-
sume the triple (γ0; γ, δ) is such that the corresponding term c(γ0; γ, δ)Oγ (f
∞p)TOδ(χ
G(Ep,α)
σb φα)TrξC(γ0)
is non-zero. Then, by the proof of Kottwitz [24], the triple (γ0; γ, δ) arises from some virtual
Abelian variety with additional PEL-type structures. In particular the isocrystal defined by δ
lies in the subset B(GQp , µ) ⊂ B(GQp). Thus its end point is determined. We have γ = N (δ)
and Φ(γ) = λνb for some λ (Proposition 1.1). Therefore the isocrystal defined by δ must be
equal to b. Thus the above sum precisely counts Abelian varieties with additional PEL type
structures over Fqα such that their isocrystal equals b.
We show that the sum in Equation (2.17) is non-zero. Let E be the (finite) set of endoscopic
groups H associated to G and unramified at all places where the data (G,K) are unramified.
By the stabilization argument of Kottwitz [25], the expression in Equation (2.17) is equal to
the stable sum
(2.18)
∑
E
ι(G,H) · ST∗e((χ
G
b fα)
H),
where (χGb fα)
H are the transferred functions, whose existence is guaranteed by the funda-
mental lemma, the ∗ in ST∗e means that one only considers stable conjugacy classes satisfying
a certain regularity condition (which is empty in case H is a maximal endoscopic group),
and finally ι(G,H) is a constant depending on the endoscopic group (cf. [loc. cit.] for the
definition).
We consider only functions such that the transfer (χGb fα)
H vanishes for proper endoscopic
groups, and therefore we may ignore the regularity condition5. Thus, Equation (2.18) simpli-
fies for such functions and gives the equation:
(2.19)
∑
x′∈Fixb
fp×Φα
p
(Fq)
Tr(fp × Φαp , ι
∗(L)x) =
∑
E
ι(G,H)STe((χ
G
b fα)
H).
Visibly, if the left hand side of Equation (2.19) is non-zero for some Hecke operator fp,
then the variety ShbK,Fq is non-empty. We will show that the right hand side of Kottwitz’s
formula does not vanish for some choice of Kp and some choice of fp.
We write G∗0, G
∗
1, G
∗ for the quasi-split inner forms of G0, G1, and G respectively (we
remind the reader that G0 is defined over F
+ and that G1 = ResF+/QG0). The group G
∗ is
the maximal endoscopic group of G. Let {x1, x2, . . . , xd} be the set of prime numbers such
that the group GQxi is ramified. For v a prime number with v /∈ {x1, x2, . . . , xd} the local
group GQv is quasi-split, and therefore we may (and do) identify it with the group G
∗
Qv .
Below we will transfer functions from the group G(A) to the group G∗(A); at the places v
with v /∈ {x1, x2, . . . , xd,∞} we have G(Qv) = G∗(Qv) and using this identification we may
(and do) take (hv)
G∗(Qv) = hv for any hv ∈ H(G(Qv)).
5In fact, due to the form of the function f∞ we have ST
∗
e = STe, see [40, thm 6.2.1] or [12, (2.5)].
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Remark. To help the reader understand what we do below at the places xi (and why we
do this), let us interrupt this proof with a general remark on the fundamental lemma. It is
important to realise that if v = xi is one of the bad places, then the fundamental lemma
guarantees the existence of the transferred function hv  (hv)
G∗(Qv); however, in its current
state, the fundamental lemma does not give an explicit description of a transferred function
(hv)
G∗(Qv). The fundamental lemma only gives explicit transfer in case the group is unramified
and the level is hyperspecial. In our case the transferred function (hv)
G∗(Qv) is not explicit,
and this could introduce signs and cancellations we cannot control. This makes it hard to show
that expressions such as the one in Equation (2.21) do not vanish. In the argument below
we solve the issue by taking hv to be a pseudocoefficient of the Steinberg representation.
For these functions an explicit transfer is known (the transfer is again a pseudocoefficient of
the Steinberg representation) and therefore we will be able to control the signs and avoid
cancellations.
We are going to construct an automorphic representation Π0 of G
∗ with particularly nice
properties. From this point onward we take ξ to be a fixed, sufficiently regular complex
representation (in the sense of [14, Hyp. (1.2.3)]). We also assume that ξ defines a coefficient
system of weight 0 (cf. [12]), and, even better, ξ is trivial on the center of G∗. Fix three
additional, different, prime numbers p1, p2, p3 (6= p) such that the group GQpi is split for
i = 1, 2, 3. Let Π0,p1 be a cuspidal representation of the group G(Qp1) = G
∗(Qp1). Let
A(R)+ be the topological neutral component of the set of real points of the split center A
of G. We apply a theorem of Clozel and Shin [9, 44] to find an automorphic representation
Π0 ⊂ L
2
0(G
∗(Q)A(R)+\G∗(A)) of G∗(A) with:
(1) Π0,∞ is in the discrete series and is ξ-cohomological;
(2) Π0,p lies in the class R(b) (cf. Definition 2.10);
(3) Π0,p1 lies in the inertial orbit
6 I(Π0,p1) of Π0,p1 at p1;
(4) Π0,p2 is isomorphic to the Steinberg representation (up to an unramified twist of finite
order);
(5) Π0,xi is isomorphic to an unramified twist (of finite order) of the Steinberg represen-
tation of G(Qxi) (for i = 1, 2, . . . , d);
(6) Π0,v is unramified for all primes v /∈ {p, p1, p2, p3, x1, x2, . . . , xd};
(7) The central character of Π0 has finite order.
Because the component at p1 of Π0 is cuspidal, the representation Π0 is a cuspidal automorphic
representation. The point (7) is possible because of the condition on the weight of ξ.
We now choose the group K ⊂ G(Af), and we will also choose a compact open group K∗
in G∗(Af). Write S = {p, p1, p2, p3}. Write S′ = {p, p1, p2, p3, x1, x2, . . . , xd} for the union of
S with the set of all places where the group G is ramified.
The compact open group K ⊂ G(Af) is a (any) group with the following properties:
6For the definition of inertial orbit, see [42, V.2.7].
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(1) K is a product
∏
vKv ⊂ G(Af) of compact open groups;
(2) for all v /∈ S′ the group Kv is hyperspecial;
(3) Kp is hyperspecial;
(4) Kp3 is sufficiently small so that ShK is smooth and (Π0,p3)
Kp3 6= 0;
(5) Kxi is sufficiently small so that the function fxi is Kxi-spherical;
(6) for all v /∈ {x1, x2, . . . , xd} the space (Π0,v)
Kv is non-zero.
The group K∗ ⊂ G∗(Af) is a (any) group with the following properties:
(1) K∗ is a product
∏
vK
∗
v ⊂ G
∗(Af) of compact open groups;
(2) for any prime v /∈ {x1, . . . , xd} we have K
∗
v = Kv ⊂ G(Qv) = G
∗(Qv);
(3) for all i ∈ {1, 2, . . . , d} we have (Π0,xi)
Kxi 6= 0;
We now choose the Hecke function f ∈ H(G(Af)). Consider the function fp∞ ∈ H(G(Af)) of
the form
(2.20) fp∞ := fp1 ⊗ fp2 ⊗ fp3 ⊗ fx1 ⊗ fx2 ⊗ · · · ⊗ fxd ⊗ f
S′,
where
• fp1 is a pseudo-coefficient on G(Qp1) of the representation Πp1 ;
• fp2 is a sign
7 times a pseudo-coefficient of the Steinberg representation of G(Qp2);
• fp3 = 1Kp3 ;
• fxi is (essentially) a sign
8 times a pseudo-coefficient of the Steinberg representation of
G(Qxi) for i = 1, 2, . . . , d;
• Before we define the function fS
′
we explain a fact: There are only finitely many
cuspidal automorphic representations Π ⊂ L20(G
∗(Q)A(R)+\G∗(A)) of G∗ whose com-
ponent at infinity is equal to Π∞ and have invariant vectors under the group K. In
particular also the set of their possible outside S′-components ΠS
′
is finite. Therefore,
we find a function fS
′
∈ H(G∗(AS
′
f )) = H(G(A
S′
f )) whose trace on Π
S′ is equal to 1 if
ΠS
′ ∼= ΠS
′
0 and whose trace equals 0 otherwise for all Π with Π∞ = Π0,∞ and Π
K 6= 0.
We fix fS
′
to be a function having this property.
The components fxi are defined in the appendix §6.2, thus also the definition of the Hecke
operator fp∞ is complete (see Equation (2.20)). We emphasize that at the primes v /∈
{x1, x2, . . . , xd} we take (fv)
G∗(Qv) = fv (we have G
∗(Qv) = G(Qv)) and at the primes v ∈
{x1, x2, . . . , xd} we control the traces of the transferred function (fv)
G∗(Qv) against smooth
representations via Proposition 6.6.
Due to the cuspidal component fp1 of f
p, the trace formula simplifies. Because fp2 is
stabilizing (Labesse [31]), the contribution of the proper endoscopic groups are zero, and the
7See the remark below Proposition 6.6 for the value of this sign.
8See the previous footnote.
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right hand side of Equation (2.19) becomes a sum of the form
(2.21)
∑
Π
m(Π)Tr((f∞f
p)G
∗(Ap)(χ
G(Qp)
b fα),Π),
where Π ranges over cuspidal automorphic representations of G∗(A), and m(Π) is the mul-
tiplicity of Π in the discrete spectrum of G∗(A) with trivial central character on A(R)+ (A
is both the split center of the group G as well as the split center of the group G∗). Here we
are applying the simple trace formula of Arthur [2, Cor. 23.6] (cf. proof of [1, thm 7.1]),
the correcting term in Arthur’s formula vanishes due to the pseudocoefficients in the Hecke
operator. The sum in Equation (2.21) expands to the sum
(2.22)
∑
m(Π)Tr(fG
∗(R)
∞ ,Π∞)Tr(χ
G(Qp)
b fG,µ,α,Πp) dim
(
(Πp3)
Kp3
) d∏
i=1
Tr(f
G∗(Qxi)
xi ,Πxi),
where Π ranges over the irreducible subspaces of L20(A(R)
+G∗(Q)\G∗(A)) such that
• ΠS
′ ∼= ΠS
′
0 ;
• Πp1 lies in the inertial orbit I(Πp1) of the representation Πp1 ;
• Πp2 is, up to unramified twist, isomorphic to the Steinberg representation of G(Qp2);
• Πxi is such that Tr(fxi ,Πxi) 6= 0.
By Proposition 6.1 we find a cuspidal automorphic representation π0 of G
∗
1(A) contained in
Π0. Let now Π be an automorphic representation of G
∗(A) contributing to Equation (2.22).
Thus the representation ΠS
′
is isomorphic to the representation ΠS
′
0 . Let π be a cuspidal
automorphic subrepresentation of Res[G∗1×Z](A)(Π) (Proposition 6.1). Enlarge S
′ to a larger
finite set S′′ so that the representations π and Π are unramified for all places outside the set
S′′. At the unramified places v /∈ S′′ the representation Res[G∗1×Z](Qv)(Π0,v) contains exactly
one unramified representation: π0,v. Therefore we have (π)
S′′ ∼= (π0)
S′′ .
We now apply base change. The representation π has the following properties:
(1) π is cuspidal;
(2) π∞ is in the discrete series;
(3) πp1 is cuspidal;
(4) πp2 is an unramified twist of the Steinberg representation.
Consider the group G∗+0 := ResF/F+(G
∗
0,F ). Let AF+ := A⊗Q F
+ and AF := A⊗Q F . Then
G∗+0 (AF+) = G
∗
0(AF ). Because of the above properties (1), . . . , (4), we may base change
π to an automorphic representation BC(π) of G∗+0 (AF+). Here we are using Corollary 5.3
from Labesse [32] to see that π has a weak base change, and then the improvement of the
statement at Theorem 5.9 of [loc. cit.], stating that9, at the places where the unitary group
is quasi-split (so in particular at p) the (local) base change of the representation πp is the
9Labesse assumes that the extension F+/Q is of degree at least 2. We we do not have this assumption.
Labesse only needs his assumption to apply the simple trace formula. For our representation pi Labesse’s
assumption is redundant, because we have an auxiliary place (v = p1) where the representation pi is cuspidal.
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representation BC(π)p. By the same argument the base change BC(π0) exists as well. By
strong multiplicity one for the group G∗+0 we have BC(π℘)
∼= BC(π0,℘) for all F
+-places ℘
above p.
We give the final argument when F/F+ is inert at the F+-place ℘|p, the case of the general
linear groups being easier.
The representation π℘ is of the form Ind
G1(F
+
℘ )
P (F+℘ )
(ρ℘) because πp lies in the set R1(b). In this
induction the parabolic subgroup P has Levi component M with M(Qp) =M℘,1×M℘,2 with
M℘,1 a general linear group and M℘,2 is a unitary group. The representation ρ℘ decomposes
into ρ℘ ∼= ρ℘,1 ⊗ ρ℘,2, where ρ℘,1 is a generic unramified representation of M℘,1 and ρ℘,2 is
an unramified twist of the Steinberg representation of M℘,2. The base change is compatible
with parabolic induction, the base change of a generic unramified representation is again
unramified [38] and the base change of a twist of the Steinberg representation is again a
twist of the Steinberg representation [39]. Thus the representation BC(π℘) ∼= BC(π0,℘) is an
induction from a representation of the form (χ1, χ2, . . . , χa℘ ,StGLb(F+℘ ), χ
−1
a℘ , χ
−1
a℘−1
, . . . , χ−11 )
where a℘ = rank(M℘,1) and b℘ = n − a℘. Consequently, Θπ0,℘ ◦ N = Θπ℘ ◦ N where N
is the norm mapping from G∗+0 (F
+
℘ ) to G
∗
0(F
+
℘ ). The norm mapping N from θ-conjugacy
classes in G∗+0 (F
+
℘ ) to G
∗
0(F
+
℘ ) is surjective for the semi-simple conjugacy classes [43, Prop.
3.11(b)]. Thus the characters Θπ℘ and Θπ0,℘ coincide on G0(F
+
℘ ). By Proposition 2.11 there
is a positive constant CΠ ∈ R>0 such that (for α sufficiently divisible)
(2.23) Tr(χ
G(Qp)
b fα,Πp) = CΠTr(χ
G(Qp)
b fα,Π0,p).
Remark: To find Equation (2.23) we applied Proposition (2.11) two times: first to compare
Tr(χ
G(Qp)
b fα,Πp) with Tr(χ
G1×Z
b f
G1×Z
α , πp), and then to compare Tr(χ
G(Qp)
b fα,Π0,p) with
Tr(χG1×Zb f
G×Z1
α , π0,p).
We may now complete the proof. We return to Equation (2.22):
∑
m(Π)Tr(fG
∗(R)
∞ ,Π∞)Tr(χ
G(Qp)
b fα,Πp) dim
(
(Πp3)
Kp3
) d∏
i=1
Tr(fG
∗(Qxi),Πxi),(2.24)
where Π ranges over the irreducible subspaces of L20(A(R)
+G∗(Q)\G∗(A)) satisfying the con-
ditions listed below Equation (2.22). The following 6 facts have been established:
(1) The sum in Equation (2.24) is non-empty because Π0 occurs in it (by the Proposi-
tions 2.6 and 2.8, the term corresponding to Π0 in the Sum (2.24) is non-zero).
(2) The multiplicity m(Π) is a positive real number.
(3) For any Π in Equation (2.24) with Π 6∼= Π0 wemust have Tr(f
G∗(R)
∞ ,Π∞) = Tr(f
G∗(R)
∞ ,Π0,∞)
(here we use that ξ is sufficiently regular).
(4) By Equation (2.23) the trace Tr(χ
G(Qp)
b fα,Πp) equals Tr(χ
G(Qp)
b fα,Π0,p) up to the
positive number CΠ.
(5) The dimensions dim
(
(Πp3)
Kp3
)
and dim
(
(Π0,p3)
Kp3
)
differ by a positive real number.
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(6) The product
∏d
i=1 Tr(f
G∗(Qxi ),Πx) is a non-negative real number for all automorphic
representations Π contributing to Equation (2.24) (Proposition 6.6).
(facts (2) and (5) are trivial). From facts (1), (2), . . . , (6) we conclude that Equation (2.24)
must be non-zero. This completes the proof. 
3. Other Shimura data
We generalize the argument of the second chapter to more general Shimura data.
3.1. Shimura data. Let (G,X) be a Shimura datum subject to the following additional
conditions:
(C1) We consider Shimura data in the sense of Deligne [15, 16]. In particular G is con-
nected10, and in particular this excludes PEL varieties of type D;
(C2) The derived group of G is simply connected;
(C3) The maximal Q-split torus in the center of G coincides with the maximal R-split torus
in the center of G.
For Shimura varieties satisfying conditions (C1), (C2) and (C3) we prove, assuming a
condition on the group, that the formula of Kottwitz does not vanish if one restricts it to
the contribution of a certain Newton stratum. Conjecturally this implies that the Newton
strata are non-empty. More precisely, non-emptiness follows if one assumes the following two
conjectures:
(C4) The Rapoport-Langlands conjecture11 12 is true for (G,X);
(C5) A technical —and unfortunately deep— hypothesis (Hyp. 3.4) on the cuspidal auto-
morphic spectrum of the quasi-split inner form G∗ of G.
In the next chapters 4 and 5 we prove condition (C5) for some groups, so that in those cases
our result is only conditional on (C4). More precisely, we prove:
• In Chapter 4 we show using Arthur’s results [3] that (C5) is satisfied for symplectic
groups of similitudes. For Shimura varieties of PEL type (C), the results of Kottwitz
in [26] then prove enough of (C4) to conclude that the Newton strata are non-empty.
10The condition that G is connected is important for our method. For non-connected groups there is not
even a conjectured formula for the number of points on the Shimura variety at primes of good reduction.
Furthermore non-connected groups give all sorts of technical problems in our arguments; for instance in the
theory of isocrystals [27], in the trace formula (problems with endoscopy), and also problems with the existence
of (local) cuspidal representations which are used crucially at auxiliary places to simplify the trace formula.
We have no idea what to expect in non-connected cases.
11Whenever we mention this conjecture, we mean the version as refined by Milne (See § 3.3).
12In fact, we do not the full conjecture. We need equality of Equations (3.2) and (3.3) below, which is a
weaker statement.
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• In Chapter 5 we show using [3] that (C5) is essentially13 true for certain spinor groups
of type B. This provides us with sufficient information to conclude that the Newton
strata are nonempty, conditional on (C4).
We should mention that the results in [3] are currently still conditional on the stabilization of
the twisted trace formula for GLn. Thus our result for PEL varieties of type C and the odd
spinor groups is conditional on this stabilization as well.
To clarify our assumptions: We assume throughout this chapter that (G,X) satisfies (C1),
(C2) and (C3), but not necessarily (C4) and (C5).
3.2. Notations/Conventions. Let (G,X) be a Shimura datum satisfying (C1)..(C3). We
fix the following notations and conventions:
• E is the reflex field of (G,X);
• p is a prime number such that the group G and the field E are unramified at p;
• p is a (any) prime of E above p;
• Fq is the residue field of E at p;
• Ep is the completion of E at p;
• α is a positive integer;
• Ep,α is the unramified extension of degree α of Ep;
• Fqα is the residue field of Ep,α;
• L is the completion of the maximal unramified extension of Qp, and we fix embeddings Ep,α ⊂
L;
• Kp ⊂ G(Qp) is a hyperspecial subgroup;
• Kp ⊂ G(Apf ) is sufficiently small so that the stack ShK/E is smooth and represented by a
scheme;
• ShK/OE is the (conjectural) canonical model of Milne [37]; its existence is proved by Vasiu
and Kisin [19, 20] for Shimura data of Abelian type;
• we assume Kp is sufficiently small so that the canonical model ShK is smooth.
3.3. The Rapoport-Langlands conjecture. Briefly, the Rapoport-Langlands conjecture14
(cf. [35, 37]) states
(3.1) S(Fq) =
∐
ϕ
I(ϕ)\X(ϕ)/KpG(OL),
where
13See the third remark below Theorem 5.1 for the precise statement.
14Milne made important refinements [37] to the original conjecture of Rapoport-Langlands [35]. In the
original work of Rapoport-Langlands it is not explained how the variety S/E is to be reduced modulo primes of
good reduction. Rapoport and Langlands simply state that there should exist a model for which Equation (3.1)
is the set of points over finite fields. Milne refined the conjecture by first conjecturing the existence of a canonical
model, and then conjecturing that for this canonical model, Equation (3.1) is the set of points. Milne also
extends the conjecture to groups whose derived group is not simply connected.
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• ϕ ranges over the special morphisms of the Tannakian category RepQ(G) to the cat-
egory of Fqα-motives Mot(Fqα).
• Each such morphism ϕ is a motive with additional G-structure and I(ϕ) is the auto-
morphism group of ϕ.
• X(ϕ) is a set of lattices in the product over all the ℓ-adic realizations (ℓ 6= p) of ϕ,
and lattices in the crystalline realization of ϕ.
3.4. Truncated Kottwitz formula. Assume that the Rapoport-Langlands-Milne conjec-
ture is true for our Shimura datum (G,X). Let x ∈ S(Fqα) be a point and let ϕ be the
parameter corresponding to x in Equation (3.1). Write ϕp for the crystalline realization of ϕ.
Fix an isocrystal b ∈ B(GQp , µ), then we can define
Sb(Fq) :=
∐
ϕ
b∼=ϕp⊗L
I(ϕ)\X(ϕ)/KpG(OL),
so we take the disjoint union ranging over the same morphisms as in Equation (3.1), but we
restrict to those whose crystalline realisation is, up to isogeny, equal to b. We take this as
definition for Sb(Fq). The subset Sb(Fqα) ⊂ Sb(Fq) is the set of elements x that are invariant
under Φαp .
Remark. We defined Sb(Fqα) only as a set ; we did not give Sb the structure of a scheme
and we did not prove that the varieties Sb ⊂ S are locally closed and form a stratification of
S. Vasiu shows in [46, Thm. 5.3.1] that the Newton strata form locally closed varieties for
Shimura varieties of Hodge type.
The decomposition in Equation (3.1) is that of a set with additional operators [37]. Let
g ∈ G(Apf ) and put K
p
g := Kp ∩ gKpg−1. Let a : SKpg → S
p
K be the mapping induced by
g and let c be the usual covering map of SKpg onto SKp. Then the couple (a, c) induces a
correspondence fp∞ on the Shimura variety SK . We can restrict the correspondence f
p∞ to
the set of geometric points of the different Newton strata Sb(Fq), b ∈ B(GQp , µ).
Let ξ be an irreducible representation of the group GC. Let ℓ 6= p be a prime number. Fix
an isomorphism ι between C and Qℓ. Then (ι, ξ) induce an ℓ-adic local system L on S. Let
Fix(fp∞ × Φαp ) be the set of fix points of f
p∞ × Φαp acting on the scheme SK . The set of fix
points of fp∞×Φαp acting on S
b(Fq) is the set of x′ ∈ Fix(fp∞×Φαp )(Fq) such that the image
x of x′ in S(Fq) lies in the subset Sb(Fq) ⊂ S(Fq). We write Fixb(fp∞ ×Φαp )(Fq) for this set.
We emphasize egain that we did not define Fixb(fp∞ ×Φαp ) as a scheme; we only defined the
set of geometric points. We consider the expression15
(3.2)
∑
x′∈Fixb(fp∞×Φαp )(Fq)
Tr(fp∞ × Φαp ,Lx),
15Using the isomorphism ι : C
∼
→ Qℓ we view the number in Equation (3.2) as a complex number. More
precisely, the function fp∞ is made Qℓ-valued via ι, then we compute the trace of f
p∞ × Φαp on Lx, giving a
number in Qℓ which in turn we send to C via the isomorphism ι
−1.
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where the point x ∈ SK(Fq) is the image of x′ ∈ Fixb(fp∞ × Φαp )(Fq) in the Shimura variety.
The argument of Milne shows [37], using Milne’s formulation of the Rapoport-Langlands
conjecture, that Formula (3.2) equals the familiar orbital integral expression
(3.3)
∑
(γ0;γ,δ)
c(γ0; γ, δ)Oγ (f
p∞)TOδ(χ
G
b φα)Trξ(γ0),
with (γ0; γ, δ) ranging over the Kottwitz triplets. The derived group of G is simply connected,
and because F+ is totally real, the maximal R-split torus in GR coincides with the maximal
Q-split torus in G. Thus the conditions in Kottwitz’s stabilization argument are satisfied
(cf. [26, Sect. 1]). Therefore, Expression (3.3) is equal to
(3.4)
∑
H∈E
ι(G,H)STHe (h
p∞(χGb φα)
H),
where the functions hp∞ ∈ H(H(Apf )) are defined by Kottwitz [26].
Now forget the assumption that the Rapoport-Langlands-Milne conjecture is true for
(G,X). Formula (3.3) still makes sense, and is still equal to Formula (3.4). The goal of
this chapter is to show that Formula (3.4) is non-zero for particular choices of (fp∞,L). Con-
sequently Formula (3.3) is non-zero as well for those (fp∞,L). Conditional on the Rapoport-
Langlands conjecture, this implies that Formula (3.2) is non-zero, and thus that the b-th
Newton stratum is non-empty.
3.5. Local computations. We construct a certain class R(b) of representations of local
reductive groups associated to admissible isocrystals b ∈ B(GQp , µ).
We drop the global notations that have been introduced earlier and revert to the local
setting. Thus, let G be a quasi-split connected reductive group over Qp. We reuse the
notations P0, T , Z, A, Z, . . . introduced in Chapter 1. On top of those notations, we
introduce several more:
• E ⊂ Qp is a finite unramified extension of Qp.
• for each positive integer α, Eα ⊂ Qp is the unramified extension of E of degree α.
• µ ∈ X∗(T ) is a miniscule dominant cocharacter.
Below we compute both with the relative root system of G, and the relative root system of
the group GEα . To simplify, we assume α is sufficiently divisible so that GEα splits. Then the
relative root system of GEα is the absolute root system of G. We need the following notations:
• Let P ⊂ G a parabolic subgroup. We write A+P for the Eα-split center of the group PEα .
• A+0 := A
+
P0
= TEα .
• AP := X∗(A
+
P )R.
• If P ⊂ Q is an inclusion of standard parabolic subgroups, then AQP := AP /AQ.
• W+G is the Weyl group of A
+
P0
in GEα .
• ∆+0 is the set of simple roots on A0 := AP0,Eα corresponding to the Borel subgroup P0,Eα .
• To the parabolic subgroup P we associate the subset ∆+P ⊂ ∆
+ consisting of those roots acting
non trivially on AP . Define aP to be X∗(AP )R,
• The map πP is the projection A0 ։ AP .
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• The map PrP is the projection A0 ։ AP0 .
• If X ∈ A0, then X = πP (X) + PrP (X).
We make a convention on the center and the fundamental weights: The ̟α are defined as
the basis of (aG0 )
∗ dual to the basis of coroots. In particular, the ̟α do not make sense on
the space a0 (they only make sense after we quotient a0 out by the center aG). We extend
the definition of the ̟α to the whole space a0, by defining ̟α(X) = 0 for all X ∈ aG. We
extend in the same way the fundamental weights ̟α, α ∈ ∆
+
0 from A
G
0 to A0.
We can project downwards from the absolute root system A0 to the relative root system
a0:
• θ ∈ Gal(Eα/Qp) is a generator of the Galois group.
• For each P we identify aP with the set of θ-invariant elements in AP .
• The norm mapping N from X∗(T ) to X∗(A0) is given by N (X) =
∑
σ∈Gal(Eα/Qp)
σ(X).
• The maps N and πP commute: For all X ∈ A0 we have N (πP (X)) = πP (N (X)).
• The maps N and PrP commute as well.
We start with a lemma on the base change morphism
Lemma 3.1. Let BC: H(G(Eα)) → H(G(Qp)) be the base change mapping. Then BC cor-
responds via the Satake isomorphisms to the norm mapping:
N : C[X∗(A0,α)]
Wα → C[X∗(A0)]
W , X∗(A0,α) ∋ X 7→
∑
σ∈Gal(Eα/Qp)
σ(X).
Proof. The base change mapping BC: H0(ResEα/QpGEα) → H0(G) is compatible with the
constant term morphism f 7→ f (P0). Therefore the lemma reduces to the case where G
is commutative. If G is commutative, then base change of representations is simply the
composition of smooth characters ψ of G with the norm mapping N of Eα/Qp. Let X ∈
X∗(GEα), then X is a cocharacter, so an algebraic morphism Q
×
p → G(Eα), which we can
evaluate at p. By the definition of the base change map we have (ψ◦N )(X(p)) = ψ(BC(X)(p))
for all characters ψ of G. We compute
(ψ ◦ N )(X(p)) = ψ((
∑
σ∈Gal(Eα/Qp)
σ(X))(p)).
Since this equation holds for all ψ, we get BC(X) =
∑
σ∈Gal(Eα/Qp) σ(X). This proves the
lemma. 
Let b be a µ-admissible isocrystal with G-structure. Write ν := νb for the slope morphism
of b. We associate to b a certain class of representations R(b) of the group G:
Definition 3.2. Let P =MN is the standard parabolic subgroup of G contracted by b. Thus
∆P ⊂ ∆0 is the subset of α ∈ ∆0 such that 〈α, ν〉 > 0. We define another standard parabolic
subgroup Q = LU ⊂ P . Let ∆PQ be the set of α ∈ ∆
P
0 such that there exists w ∈ W
+
G
such that 〈̟α,N (w(µ) − ν)〉 = 0. Then Q ⊂ P is the standard parabolic corresponding to
∆PQ. Let R(b) be the set of G-representations Π of the form Ind
G
Q[StL(χ)], where StL is the
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Steinberg representation of L, and χ ranges over the unramified unitary characters of the
group L such that the following condition holds. For certain χ the induction IndGQ[StL(χ)]
may be reducible, we keep only those χ such that IndGQ[StL(χ)] is irreducible.
Example. To help the reader get a feeling for the above definition, let us explain what it
gives for a concrete example. Assume (for the moment) that G is the symplectic group of
similitudes over Q, and µ is the usual (1g, 0g) cocharacter coming from the classical Shimura
varieties Ag classifying polarized Abelian varieties of dimension g. Giving an isocrystal in
B(GQp , µ) is the same as giving a sequence of slopes λ1 ≥ λ2 ≥ . . . ≥ λ2g ∈ Q with, for all i,
0 ≤ λi ≤ 1, λ2g+1−i+λi = 1 and such that the Newton polygon Gλ associated to {λi} only has
breakpoints at points (x, y) ∈ Q2 for which both coordinates x, y are integers. It is important
to note that, even though all the breakpoints have integral coordinates, there could be some
integral points on Gλ which are not breakpoints. Mark all the integral points (including the
breakpoints) on the Newton polygon Gλ. These markings define a composition of n = 2g, and
in turn this composition defines a standard parabolic subgroup Q of GQp . This Q is the same
as the Q which occurred in Definition 3.2. For other split classical groups whose derived group
is simply connected the idea remains the same: The µ-admissible isocrystals are classified by
sequences of slopes {λi} satisfying a certain symmetry, and to get the parabolic subgroup
Q ⊂ GQp you mark all the integral points on the Newton polygon Gλ associated to {λi}.
Remark. Assume G is one of the unitary groups of similitudes from the second chapter. Then,
the class of representations R(b) that we consider here is slightly different from the class of
representations that we considered in Chapter 2. (So we claim that the isolation argument
works for both classes of representations).
Proposition 3.3. Let Π ∈ R(b), then for α sufficiently divisible, we have Tr(χGb fα,Π) 6= 0.
Proof. To avoid confusion we change here (and only here) the symbol α in fα to a β, so fβ is
the degree β Kottwitz function.
Let aX ∈ C be the coefficients of the Kottwitz function fβ occurring in its Satake transform:
S(fβ) = q
−β〈ρG,µ〉
∑
X∈X∗(T )
aX ·X ∈ C[X∗(T )]
W .
For all X we have aX ∈ Z≥0. We have Tr(χGb fβ, π) = Tr(χ
G
b f
(Q)
β ,StL(χ)). We have χ
G
b |L =
(χMc · ηb)|L by Lemma 1.4. By applying Proposition 1.9 to the group L we get
(3.5) Tr((χMc ηb)|Lf
(Q)
β ,StL(χ)) =
∑
X
aX ·X
∣∣∣∣∣
χδ
−1/2
P0∩L
,
where X ∈ X∗(A0) ranges over the monomials such that
(S1) πQ(X) = βν;
(S2) 〈PrQ(X),̟α〉 > 0 for all α ∈ ∆
Q
0 .
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To show that Equation (3.5) is non-zero we may forget about the twist χ, and it suffices
to show that the evaluation
∑
X aX · (X|δ−1/2P0∩L
) is non-zero. Because for all X, aX ≥ 0, it
suffices to show that the sum is non-empty, i.e. , that there exists at least one monomial X
satisfying (S1), (S2) and aX 6= 0. By definition of the Kottwitz function we have S(φα) =
qα〈ρG,µ〉
∑
X∈W+G ·µ
[X]. By a theorem of Chai [8, Thm. 5.1] there exists an X in the Weyl
group orbit W+G · µ such that the projection of X to the chamber AP coincides with ν. We
consider this X, and we show that its norm Y := N (X) satisfies the conditions (S1) and
(S2). Condition (S1): We have πP (X) = ν ∈ AP . Apply the norm N to get N (πP (X)) =
N (ν) = βν. Since N (πP (X)) = πP (N (X)), we get πP (Y ) = βν (observe that θ(ν) = ν for all
θ ∈ Gal(Eβ/Qp), so N (ν) = βν). Projecting to Q we get πQ(Y ) = πQπP (Y ) = πQ(βν) = βν.
For the equality πQ(ν) = ν, we used that P is contracted by ν and therefore ν lies in the center
of AP . Thus (S1) is satisfied. We now show (S2): Because Q ⊂ P , we get from πP (X) = ν
that πQ(X) = πQ(πP (X)) = πQ(ν) = ν. Write X = PrQ(X) + πQ(X) = PrQ(X) + ν.
For all α ∈ ∆+0 , we have 〈̟α,X〉 ≥ 〈̟α, πP (X)〉 [8, 3.6], and thus 〈̟α,X〉 ≥ 〈̟α, ν〉, and
〈̟α,X−ν〉 ≥ 0. For all θ ∈ Gal(Eα/Qp) we have θ(̟α) = ̟θα and thus 0 ≤ 〈θ(̟α),X−ν〉 =
〈̟α, θ(X) − ν〉. By summing over all θ, we get 〈̟α, Y − βν〉 ≥ 0. By definition of Q, the
inequality 〈̟α, Y − βν〉 ≥ 0 is strict if α ∈ ∆
L
0 . Because X − ν = PrQ(X), (S2) is true as
well. 
3.6. A technical Hypothesis on G. We make a certain technical assumption on the group
G for which we account in later chapters in case G is a symplectic group of similitudes or G
is an odd spinor group.
Let p be a prime number.
Hypothesis 3.4. Let G∗ be the quasi-split inner form of the group G. Let Π,Π0 be two
cuspidal automorphic representations of the group G∗(A) satisfying the following conditions:
• Π0,∞ is ξ-cohomological for a sufficiently regular algebraic representation ξ of GC
whose central character is trivial;
• Π∞ ∼= Π0,∞;
• Let S be the set of prime numbers x where GQx is ramified. Then, for each x ∈ S,
the representation Πx,Π0,x are unramified twists of the Steinberg representation of
G∗(Qx).
• Let p1, p2 be two prime numbers different from p, pi /∈ S and GQpi is split for i = 1, 2.
The representations Πp1 ,Π0,p1 are unramified twists of the Steinberg representation.
The representations Πp2 ,Π0,p2 are cuspidal, and unramified twists of each other.
• For all primes x /∈ S ∪ {p, p1, p2} we have Πx ∼= Π0,x.
Then the assumption we make on G∗ is the following implication:
Π0,p ∈ R(b) =⇒ Πp ∼= Π0,p(χ),
for some unramified character χ of G(Qp) of finite order.
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3.7. Back to the isolation argument. We show non-emptiness of the Newton strata16,
conditionally on our ugly hypothesis on G.
Theorem 3.5. Let (G,X) be a Shimura datum satisfying conditions (C1), (C2) and (C3)
from Section 3.1. Let p be a prime number where the Shimura variety associated to (G,X) has
good reduction (precise conditions: Section 3.2). Assume Hypothesis 3.4 is true for (G, p).
Let b be a µ-admissible GQp-isocrystal. Then Formula (3.4) is non-zero for a suitable choice
of operator fp and local system L.
Proof. Let α be any positive integer. Pick a prime ℓ 6= p and fix an isomorphism Qℓ ∼= C (and
suppress it from all notations). Let ξ be an irreducible complex (algebraic) representation
of G, and L is the corresponding ℓ-adic local system on the Shimura tower. We start with
Formula (3.4) from Section 3.4:
(3.6)
∑
H∈E
ι(G,H)STe((χ
G
b fα)
H)
where E is the (finite) set of endoscopic groups H associated to G and unramified at all places
where the data (G,K) are unramified. We show that this formula is non-zero for certain fp,L
via a variant on the proof of Theorem 2.14. Pick auxiliary prime numbers p1, p2 where the
group G(Qpi) is split. Let Π
♯
p2 be a cuspidal representation of the group G(Qp2) [30]. Let S
be the set of primes x where the group G(Qx) ramifies. We take the compact open group
K ⊂ G(Af) with the following properties:
• K is a product
∏
vKv ⊂ G(Af) of compact open groups;
• K is sufficiently small so that ShK is smooth;
• for all x /∈ S ∪ {p1, p2} the group Kx is hyperspecial;
• the group Kp is an Iwahori subgroup of G(Qp);
• the group Kp1 is an Iwahori subgroup of G(Qp1);
• the group Kp2 is sufficiently small so that (Π
♯
p2)
Kp2 6= 0;
• for each x ∈ S, the group Kx is sufficiently small so that Steinberg representation of
G(Qx) has vectors invariant under Kx;
The group K∗ ⊂ G∗(Af) is a (any) group with the following properties:
• K∗ is a product
∏
vK
∗
v ⊂ G
∗(Af) of compact open groups;
• for any prime v /∈ {x1, . . . , xd} we have K
∗
v = Kv ⊂ G(Qv) = G
∗(Qv);
• for all x ∈ S, the Steinberg representation of G∗(Qx) has vectors that are invariant
under Kx.
We claim that there exists a cuspidal automorphic representation Π0 of G
∗(A) such that
• Π0,∞ is ξ-cohomological for an irreducible representation ξ of GC which is sufficiently
regular.
16More precisely, we show non-vanishing of Equation (3.4), which, conditional on the Rapoport-Langlands
conjecture, or a suitable form of the Kottwitz formula, implies non-emptiness of the Newton strata.
38 ARNO KRET
• ΠK
∗
0 6= 0;
• Π0,p ∈ R(b);
• Π0,p1 is an unramified twist of the Steinberg representation of G(Qp1);
• Π0,p2 lies in the inertial orbit of the representation Π
♯
p2 ;
• Π0,S is a twist of the Steinberg representation of G
∗(QS).
We will prove the claim at the end of this section.
We consider functions f∞p =
⊗
v fv ∈ H(G(Af)) where
• fp1 is a sign (cf. Prop. 6.6) times a pseudo-coefficient of the Steinberg representation
of G(Qp1);
• fp2 is a pseudo-coefficient on G(Qp2) of the representation Πp2 ;
• for each x ∈ S, fx is a sign (cf. Prop. 6.6) times a pseudo-coefficient of the Steinberg
representation of G(Qx);
• fS∪{p,p1,p2} ∈ H(G∗(AS∪{p,p1,p2}f )) is a function such that, for all Π occurring in
L20(G
∗(Q)A(R)+\G∗(A)) with ΠK 6= 0 and Π∞ is ξ-cohomological, we have
Tr(fS∪{p,p1,p2},ΠS∪{p,p1,p2}) = 1,
if ΠS∪{p,p1,p2} ∼= Π
S∪{p,p1,p2}
0 and Tr(f
S∪{p,p1,p2},ΠS∪{p,p1,p2}) = 0 otherwise.
For the component f∞ of f at infinity we also make a choice: Let P∞ be the the packet
consisting of those discrete series representations Π∞ of G
∗(R) whose infinitesimal character
and central character coincide with those of ξ∨. We have Π0,∞ ∈ P∞. The stable orbital
integrals of the function f∞ are prescribed by the stabilization argument of Kottwitz [24,
Eq. (7.4)]. Kottwitz has to show in [loc. cit ] that functions with these stable integrals exist.
Let for each Π∞ ∈ P∞, fΠ∞ be a Clozel-Delorme psuedocoefficient for Π∞. If H = G
∗ is the
maximal endoscopic group of G, then Kottwitz takes f∞ to be the average of the functions
fΠ∞ with Π∞ ranging over P∞. The stable orbital integrals of the functions fΠ∞ are all the
same (we explain this below). Therefore, on the maximal endoscopic group, one may also
take f∞ = fΠ0,∞ . Since the stable orbital integrals of f∞ and fΠ0,∞ coincide, the stabilization
argument of Kottwitz still carries through when the role of f∞ is replaced by that of fΠ0,∞ .
In the rest of the argument we put f∞ := fΠ0,∞ , so that Tr(f∞,Π∞) 6= 0 implies Π∞
∼= Π0,∞
for any automorphic representation Π in the discrete spectrum of G∗(R).
To see that the stable orbital integrals of fΠ∞ do not depend on Π∞ ∈ P∞, one can appeal
to a result of Kottwitz [25, lemma 3.6]17 saying that for any stable elliptic conjugacy class
γ∞ in G(R), SOγ∞(fΠ∞) is equal to Trξ(γ∞) ·vol(I) · e(I), where vol(I) is some volume term,
and e(I) is a sign associated to the inner form I of the centralizer of γ∞ in G
∗(R) that is
anisotropic modulo the center. The stable orbital integral SOγ∞(fΠ∞) vanishes in case γ∞ is
not elliptic. Thus the expression for SOγ∞(fΠ∞) does not depend on Π∞ (it only depends on
γ∞ and the representation ξ).
17This article is written for Shimura varieties associated to division algebras, but the lemma we are referring
to is true in general (for connected real reductive groups).
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For this choice of Hecke function f , the right hand side of Equation (3.6) simplifies to
(3.7)
∑
Π
m(Π)Tr(f∞,Π∞)Tr(χ
G(Qp)
b fGµα,Πp)Tr(fS∪{p1},ΠS∪{p1})
where Π ranges over the irreducible subspaces of L20(Z(R)
+G(Q)\G(A)). Let Π be an auto-
morphic representation of G∗ contributing to Formula (3.7). We show that the trace of f on Π
is of the same sign as the trace of f on Π0. By Prop. 6.6 we have Tr(fS∪{p1},ΠS∪{p1}) ∈ R≥0.
Due to our choice of f we know that
• Πpi
∼= Π0,pi(χpi), where χpi is an unramified character of finite order (i = 1, 2);
• Πx ∼= Π0,x(χx) where χx is a character of finite order of G(Qx), and x ∈ S;
• Π∞ ∼= Π0,∞;
• Π
S∪{p,p1,p2}
f
∼= Π
S∪{p,p1,p2}
0,f .
(The characters χpi and χx are of finite order because ξ has trivial central character.)
In particular Π is a cuspidal automorphic representation. By construction, the couple (Π,
Π0) satisfies the conditions in Hypothesis 3.4. Thus, by the conclusion of this Hypothesis,
the representation Πp is a finite unramified twist of Π0,p. We return to Equation (3.7).
Because there are only finitely many contributing Π, we can take α sufficiently divisible so
that Tr(χ
G(Qp)
b fGµα,Πp) = Tr(χ
G(Qp)
b fGµα,Π0,p) for all contributing Π. We conclude that the
trace in Equation (3.7) is non-zero. This completes the proof. 
Proof of the existence of Π0. To find Π0 we use the work of Shin [44] (see in particular
Thm 5.8 of [loc. cit.] and its proof). However, we have to be a little bit careful, because Shin
works under the condition that the center of G is trivial. For most groups G the existence
of Π0 follows from Shin’s result: In case the center Z of G has H
1(Q, Z) = 1 (and for all
v, H1(Qv, Z) = 1), to give an automorphic representation of G/Z is to give an automorphic
representation of G whose central character is trivial. The center of the symplectic group of
similitudes is Gm, similarly the center of the odd spinor groups of similitudes is also a split
torus. Thus for these groups the various cohomology groups H1 vanish. However, for the uni-
tary groups and the even spinor groups this is false for example. If G has this property for its
center, then we can apply Shin’s result to G/Z to find a suitable automorphic representation
Π′0 of G/Z. Lift it via G(A)։ G/Z(A) to get the sought for automorphic representation Π0
of G(A).
Now drop the assumptions on the H1 of the center of G. We prove existence of Π0. The
argument and some of the text below is copied from Shin’s article [44]. We need to make
some (very) minor adjustments to Shin’s argument due to the presence of the center in our
group G. We first simplify the notations somewhat. Write Σ := S ∪ {p, p1, p2}. We write Û
for the set of representations Π of G∗(QΣ) such that
• Πp ∈ R(b);
• Πp1 is an unramified twist of the Steinberg representation of G(Qp1);
• Πp2 lies in the inertial orbit of the representation Π
♯
p2 ;
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• ΠS is a twist of the Steinberg representation of G
∗(QS).
The set Û has positive Plancherel density in the unitary dual Ĝ∗(QΣ).
We claim (cf. Shin [44, thm 5.8]) that there exists infinitely many automorphic represen-
tations Π of G(A) such that
• ΠK
∗
6= 0;
• ΠS ∈ Û ;
• Π∞ is ξ-cohomological for an irreducible representation ξ of GC which is sufficiently
regular and has trivial central character.
We prove the claim using Shin’s notations/conventions (and we copy some of his text): Let
ξn be a sequence of irreducible representations of GC with limn→∞ ξn = ∞, ξn is sufficiently
regular for all n, and the central character of ξn is trivial for all n. Suppose the claim is false.
Shrink Û so that it contains no automorphic representations but still has positive density.
Then mcusp(Π
0
S ; charK∗S∞, ξn) = 0 for all n ≥ 1. This implies that µ̂
cusp
char
K∗S∞
,ξn
(Û) = 0.
This contradicts the conclusion of Proposition 4.12 of [loc. cit ]. Unfortunately, Prop. 4.12 is
proved under the assumption that the center of G is trivial, so we need to show that a suitable
conclusion is still satisfied in our setting. Prop. 4.12 refers to Theorem 4.11 of [loc. cit.] and
in the remark below the proof of Thm. 4.11, Shin explains that he needs the condition on
the center to assure the vanishing of a certain limit I2,n. This vanishing is in turn proved
in Lemma 4.9 of [loc. cit.]. Because we take ξn to have trivial central character, it is clear
that the limit in point (i) of that lemma vanishes if γ lies in the center (see also the remark
4.10 of [loc. cit.]). Thus the conclusion of Prop. 4.12 holds also in our setting. The proof is
complete. 
4. Symplectic groups
Let G be a group of a Shimura datum satisfying the conditions from §1, and additionally
the following: We have an exact sequence [G1 ֌ G ։ Gm], where G1 is an inner form of
a symplectic group over a totally real extension F+ of Q. We call the morphism G ։ Gm
the factor of similitude. We show that G satisfies Hypothesis 3.4 under these assumptions
completing the proof of the nonemptiness for PEL varieties of type C.
Using results of Arthur [3] we show that Hypothesis 3.4 is true for G. Arthur recently proved
his conjecture on the discrete spectrum for the group G∗1. This is sufficient information for
us. We write G∗ (resp. G∗1) for the quasi-split inner form of G (resp. G1). The dual group
Ĝ∗1 is a product of [F
+ : Q] copies of the group SO2g+1(C), with the absolute Galois group
acting by permutation of the factors. We write LG∗1 := SO2g+1(C)
[F+:Q] ⋊ GQ. We recall
briefly the result of Arthur for the group G∗1. Let π be a discrete automorphic representation
of the group G∗1. Arthur associates to π a parameter ψ : LQ × SU2(R) →
LG∗1, where LQ is
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the conjectural18 global Langlands group of Q. These L-parameters ψ are determined (up
to conjugation) by the set of their local components ψv : LQv × SU2(R) →
LG∗1, where v
ranges over a (any) set of places with finite complement, where LQv is the local Langlands
group. Using endoscopy Arthur parametrizes the elements of the packet Π(ψ). Write, if
v is a Q-place, GQv for the absolute Galois group of Qv. For each place v define Ŝψ,v :=
Hom(Cent
Ĝ
(ψ)/Cent
Ĝ
(ψ)◦Z(Ĝ)GQv ,C×). For each element of the packet πv ∈ Π(ψv), there
is a character 〈·, πv〉 ∈ Ŝψ,v. In the tempered case, the characters in Ŝψ parametrize the
elements of the local packets Π(ψv). The global packet Π(ψ) is the set of restricted tensor
products π =
⊗′
v πv such that
• πv ∈ Π(ψv);
• The representation πv is unramified for nearly all v.
Arthur defines the subset Π(ψ)(εψ) ⊂ Π(ψ) consisting of those π such that additionally:
• The product
∏
v〈·, πv〉 is equal to a certain [3, p. 47] explicit character εψ depending
only on the parameter ψ.
Then he proves that Π(ψ)(εψ) is precisely the set of π ∈ Π(ψ) occurring in the discrete
spectrum of G1. Arthur also computes the multiplicities (they turn out to be 1), but we will
not need that fact.
Theorem 4.1 (Conditional on the stabilization of the trace formula). Hypothesis 3.4 is true
for the group G.
Remark. The conditional character is due to the fact that Arthur’s results are conditional.
Proof of Theorem 4.1. Let (Π,Π0) be a couple of cuspidal automorphic representations of the
group G∗, satisfying the conditions of Hypothesis 3.4. By assumption, the representation Πv
is a twist of Π0,v at the places v ∈ Σ := {x1, . . . , xr, p1, p2}. We must show that Πp is an
unramified twist of Π0,p. To simplify notations, we assume in the rest of the proof Πv ∼= Π0,v.
Furthermore, we only have to prove a property of automorphic representations of the quasi-
split inner forms of (G1, G). Thus, to simplify notations, we can assume that G1 and G are
already quasi-split themselves.
By Proposition 6.1 there exist cuspidal automorphic representations19 π, π0 of G1 contained
in Π,Π0. Let ψ and ψ0 be the Arthur parameters for π and π0. The representations π, π0
are automorphic, and thus unramified outside a finite set of places20. We know that Π and
Π0 are isomorphic outside a finite set, and furthermore, a local unramified representation
18We refer to [3, §1.3] for the explanation how these statement can be made independent of conjectures
(at the cost of some technical burden). Roughly, one replaces the parameters ψ|LQ with essentially self-dual
cuspidal automorphic representations of GLN .
19Let us emphasize that the cuspidal automorphic G1(A)-subrepresentations pi of Π are by no means unique
or canonical.
20Beware that the set of places where pi (resp. pi0) ramifies may very well be larger than the set of places
where Π (resp. Π0) ramifies.
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of G(Qv) (for some v) contains exactly one unramified representation of G1(Qv). Hence π
and π0 are cuspidal representations of G1 which are isomorphic outside a finite set of places.
Consequently π and π0 have the same Arthur parameter: ψ : LQ × SU2(R)→ LG1. We have
πp, π0,p ∈ Π(ψp), and we want πp ∼= π0,p. We look first at the infinite place. At this point we
use the regularity condition on Π∞. This condition eliminates cohomology outside the middle
dimension. In particular, our parameter ψ is tempered and thus trivial on the SU2(R) factor.
Locally at p this means that the second SU2(R)-factor of the local parameter
ψp : WQp × SU2(R)︸ ︷︷ ︸
LQp
× SU2(R) −→
LG1,
is trivial. Thus we have the more fine information that πp, π0,p lie in the same packet defined
by a tempered parameter. Now assume that the p-th local component Π0,p lies in the set
R(b). The representation π0,p is a subrepresentation of Π0,p = Ind
G(Qp)
P (Qp)
(StM(Qp)(χ)) for some
standard parabolic subgroup P of GQp .
We have the following lemma:
Lemma 4.2. Let M ⊂ GQp be a standard Levi-subgroup. Let M1 ⊂ M be the kernel of
the morphism of similitudes. Let StM(Qp)(χ) be an unramified unitary twist of the Steinberg
representation of M(Qp).
(i) The restriction of the representation StM(Qp) to M1(Qp) is irreducible.
(ii) Assume that the representation Ind
G(Qp)
P (Qp)
(StM(Qp)(χ)) is irreducible. The restriction
of the induced representation Ind
G(Qp)
P (Qp)
(StM(Qp)(χ)) to G1(Qp) is irreducible and iso-
morphic to Ind
G1(Qp)
P1(Qp)
(StM1(Qp)(χ
′)), where χ′ is the restriction of χ to M1(Qp).
(The lemma is proved at the end of this section.)
Consequently π0,p is an induction of the form Ind
G1(Qp)
P1(Qp)
(StM1(Qp)(χ
′)). The Steinberg repre-
sentation StM1(Qp) is the unique representation in its packet, and the parabolic induction of a
tempered packet is again a packet. The Langlands packet of a parabolically induced represen-
tation IndGP (ρ) consists precisely of all the irreducible representations that occur in parabolic
inductions IndGP (ρ
′), where ρ′ ranges over the representations lying in the same Langlands
packet as ρ. By assumption on χ, the induced representation π0,p = Ind
G1(Qp)
P1(Qp)
(StM1(Qp)(χ
′))
is irreducible. Thus the tempered packet in which π0,p occurs contains exactly one element.
Since πp lies in the same packet as π0,p, and this packet is a singleton, we get πp ∼= π0,p. We
have πp ⊂ Πp, and by applying Lemma 4.2 again, Πp is isomorphic to Π0,p up to an unramified
twist by some character χ. Since the representation ξ at infinity has trivial central character,
this character χ must be of finite order. The proof is now complete. 
Proof of Lemma 4.2 (i). In this proof we identify groups with their sets of Qp-rational points
(we write G,M,P, . . ., where we should have written G(Qp),M(Qp), . . .). Let B be the stan-
dard Borel subgroup of M , and write B1 := B∩M1. We show thatM/B
∼
→M1/B1. We have
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the sequence S1 := [B1 ֌ B ։ Q×p ] mapping into the sequence S2 := [M1 ֌ M → Q
×
p ].
Let us check that B → Q×p is surjective
21: We may decompose B = TN , B1 = T1N , where
T1 the diagonal torus of M1, T the diagonal torus of M , and N is the unipotent part (which
is the same for B and B1). To check that B → Q×p is surjective, it suffices to check that
T ։ Q×p . To see that T ։ Q
×
p , it suffices that H
1(Qp, T1,Qp) vanishes. The torus T1 is the
restriction of scalars of a split torus, thus H1(Qp, T1,Qp) vanishes by Shapiro and Hilbert 90.
Thus B → Q×p is surjective as claimed. By easy diagram chase we get from the morphism
of sequences S1 → S2 that M/B = M1/B1. Thus we have an M1-equivariant isomorphism
C∞(M/B)
∼
→ C∞(M1/B1) between the locally constant complex valued functions on M/B
and M1/B1. Similarly C
∞(M/Q)
∼
→ C∞(M1/Q1) for any parabolic subgroup Q ⊂M . Thus
C∞(M/B)
∼
→ C∞(M1/B1) induces a bijection from StM to StM1 . Consequently, the restric-
tion of StM to M1 equals StM1 .
Proof of (ii). Consider the map Ψ: IndGP (StM ) → Ind
G1
P1
(StM ), defined by restricting
a function f ∈ IndGP (StM ) to the subgroup G1 ⊂ G. Clearly Ψ is G1-equivariant. We
check by hand that Ψ is bijective. First injective. Assume f |G1 = 0. Let g ∈ G. Since
G/P = G1/P1, we can write g = pg1 with p ∈ P1 and g1 ∈ G1. Then f(g) = σ(p)f(g1) = 0.
Therefore f ≡ 0, and Ψ is injective. Proof that Ψ is surjective: Let f ∈ IndG1P1 (StM ),
again because G/P = G1/P1, we may write for any g ∈ G, g = pg1 with p ∈ P1 and
g1 ∈ G1. Define f˜(g) := σ(p)f(g1). Check that f˜ is welldefined: If g = p
′g′1 = pg1 are
two decompositions, then g′1 = (p
′)−1pg1, and therefore f(g
′
1) = σ((p
′)−1p)f(g1). Hence
σ(p′)f(g′1) = σ(p)f(g1), and f˜ is welldefined. Clearly Ψ(f˜) = f . Thus Ψ is a bijection. By (i)
we have IndG1P1 (StM )
∼= IndG1P1 (StM1); compose with Ψ to get Ind
G
P (StM )
∼= IndG1P1 (StM1). 
5. Odd Spin groups
We prove non-emptiness of Newton strata for certain Shimura varieties associated to odd
GSpin groups (so that the root system is of type B).
Let us first introduce the Shimura varieties. Let F+ be a totally real field, and let (V,Q)
be a quadratic space of F+. We assume that V is of odd dimension n+2, and that for every
embedding F+ →֒ R the associated real quadratic space (V,Q)R is of signature (n, 2). Let C
be the Clifford algebra over F+ corresponding to (V,Q), and write, for every F+-algebra R,
C+R for the positive part of CR. Let G/Q be the algebraic group such that for every Q-algebra
R, GSpin(V,Q)(R) is the set of x ∈ (C+
R⊗QF+
)× such that xVR⊗QF+x
−1 = VR⊗QF+. Thus G
is the restriction of scalars to Q of a spinor group of similitudes over F+. Let X be the space
of oriented negative definite 2-planes in VR⊗QF+. The couple (G,X) is then a Shimura datum
(see [36, proof of Lemma 3.2]). The reflex field of (G,X) is Q.
We reuse again the notations (and assumptions) that were introduced in §1 for general
Shimura data.
21The map M → Q×p is surjective as well, but we do not need that fact.
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Theorem 5.1 (Conditional). Let b ∈ B(GQp , µ) be an admissible isocrystal. There exists a
choice of Hecke operator fp and local system L such that Formula (3.4) is non-zero.
Remark. Conditional on the Rapoport-Langlands conjecture, the above theorem implies that
the Newton strata are nonempty.
Remark. Theorem 5.1 is conditional on the stabilization of the twisted trace formula (because
we appeal to Arthur’s description of the discrete spectrum).
Remark. Due to problems with the center we show that the group G satisfies only a slightly
weaker version of Hypothesis 3.4, as we only show the conclusion of Hyp. 3.4 holds for couples
(Π,Π0) where the central character of Π0 is trivial. We then show how the proof of Theo-
rem 3.5 can be adjusted so that its conclusion is still valid under this weaker assumption on
G. (See also the second paragraph of the proof below.)
Proof of Theorem 5.1. Let (Π,Π0) be a couple of automorphic representations of G as in 3.4,
and assume Π0 ∈ R(b). On top of the conditions in Hypothesis 3.4, we assume also that the
central character of Π0 is trivial. We know that Π
S ∼= ΠS0 . Thus the central character ω of
Π is trivial outside S. The infinite part of the central character is trivial as well (because ξ
has trivial central character). Thus ω factors over the group Z(R)Z(AS∪{p}f )Z(Q). By weak
approximation, the group Z(Q) is dense in Z(AS∪{p}), and thus ω is trivial. The center Z of
the group G is equal to ResF+/QGm (see e.g. [5, Prop. 2.3]; this uses that n is odd). Therefore
its first cohomology groups H1 vanish over fields, and Z(A)G(Q)\G(A) = O(Q)\O(A), where
O := G/Z. Thus L2(Z(A)G(Q)\G(A)) = L2(O(Q)\O(A)). View Π,Π0 as subspaces of the
L2-space of O. In odd dimension the special orthogonal group is adjoint. Therefore O is the
restriction of scalars from F+ to Q of the quasi-split special orthogonal group SOn+2 over
F+. Thus Arthur’s book [3] applies to O. By assumption we know that Πv and Π0,v coincide
up to twist by certain characters χv if v is one of the places v ∈ Σ := {x1, . . . , xr, p1, p2,∞}.
For v /∈ Σ ∪ {p} we have Πv ∼= Π0,v (also by assumption). Thus, the only place where
we have a priori no information is the place v = p. Twist away the characters χv from
the local representations Πv, so that we have Π
p ∼= Π
p
0. Let ψ be the Arthur parameter
for the representations Π,Π0. We know that 〈·,Πv〉 = 〈·,Π0,v〉 (v 6= p) and by Arthur,∏
〈·,Πv〉 =
∏
〈·,Π0,v〉 (products over all v). Thus 〈·,Πp〉 = 〈·,Π0,p〉. Since Π0,∞ and Π∞
are isomorphic, and both sufficiently regular by assumption, the parameter ψ is tempered
and trivial on the SU2(R)-factor. Since Π0 and Π lie in the same tempered packet and
〈·,Πp〉 = 〈·,Π0,p〉, we conclude (by Arthur) that Πp ∼= Π0,p. This almost proves Hypothesis 3.4
for the group G.
We said “almost” because we proved the hypothesis under an additional assumption on the
central characters of Π,Π0; we have to account for this assumption. Instead of trying to prove
that Hyp. 3.4 is also true for representations without conditions on the central character, we
alter the proof of Theorem 3.5 and show that we already have enough information to get the
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desired nonemptiness conclusion. The sequence [A×
F+
֌ G(A) ։ O(A)] is exact. At the
end of the proof of Theorem 3.5 where we prove the existence of Π0, do not construct Π0
as an automorphic representation of G(A), but instead as one of O(A). Thus, change the
existence proof by replacing the role of G(A) by that of O(A). Then we have an automorphic
representation Π′0. Lift Π
′
0 to an automorphic representation Π0 of G(A) via the surjection
G(A) ։ O(A). Then Π0 has the conditions needed in the proof of Theorem 3.5 and Π0 has
furthermore trivial central character. Any representation Π contributing to Equation (3.7)
has ΠS ∼= ΠS0 (where S is some finite set of places), and therefore the central character of Π is
trivial outside S. Because the central character is also trivial at infinity, this implies that the
central character of Π itself is trivial. Thus, after these changements, we need in the proof
of Theorem 3.5 the truth of Hypothesis 3.4 only for the couples (Π,Π0) where the central
characters are trivial. The proof is complete. 
6. Appendix
We prove two technical propositions, one concerning the restriction of automorphic rep-
resentations to subgroups, and one proposition concerning certain Steinberg coefficients for
groups with non-compact center.
6.1. Restriction of automorphic representations. Let G be a connected reductive group
over Q fitting in an exact sequence [G1֌ G։ S], where S is a torus of the form ResF/QGm,
where F/Q is a finite e´tale Q-algebra. We prove a technical proposition concerning the
restriction of automorphic representations of G to the subgroup G1 ⊂ G. We write Z (resp.
A) for the center (resp. split center) of G. We write Z1, A1 for the corresponding objects of
G1. The mapping G1 × Z ։ G is surjective (over C). Let Π be a representation of G(A).
View Π by restriction via the mapping G1(A)× Z(A)→ G(A) as a representation Res(Π) of
the group G1(A)× Z(A).
Proposition 6.1. Let Π be a cuspidal automorphic representation of G(A), then its restriction
to the group G1(A)×Z(A) contains a cuspidal automorphic representation of G1(A)×Z(A).
Remark. The proof we give here is copied from Clozel’s article [11, p. 137]; cf. Labesse-
Schwermer [33, p. 391].
Proof of Proposition 6.1. Define G1 to be the subset G1 := A(A)G(Q)G1(A) ⊂ G(A). Then
G1 is a subgroup because G(Q) normalizes G1(A). Furthermore the subgroup G1 is closed in
G(A), and we have [A(A)G1(A)] ∩ G(Q) = A(Q)G1(Q) ⊂ G(A) (cf. Clozel [Lemme 5.8, loc.
cit.]). Let χ be the central character of Π; and let ε be the restriction of χ to G1(A)×A(A).
Let ρ0 be the representation of G1(A) on the space L20(G1(Q)\G1(A), ε) of cuspidal functions
transforming under G1(A) via ε. We extend the representation ρ0 to a representation of G1
by defining: ρ1(zγx)f(y) = χ(z)f(γ
−1yγx), for z ∈ A(A), γ ∈ G(Q), x ∈ G1(A), y ∈ G1(A).
We do not copy the verification that this representation is well-defined [loc. cit, 5.16]. Define
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the representation ρ = Ind
G(A)
G1
(ρ1) of G(A). A computation shows that ρ is isomorphic
to the representation of G(A) on the space L20(G(Q)\G(A), χ) of functions on G(Q)\G(A)
transforming via χ under the action of A(A). Consequently, if Π occurs in the representation
Ind
G(A)
G1
(ρ1), then its restriction to G1 will contain irreducible G1-subrepresentations of ρ1. 
Remark. The above proof has an interesting consequence. The argument shows that the L20-
space of G1 carries a natural action of the group G1. Thus for any g ∈ G1 and any cuspidal
automorphic representation π of G1(A), we can conjugate π with g to get a new cuspidal
automorphic representation gπ of G1(A). (cf. [33]).
6.2. Pseudocoefficients of the Steinberg representation. We construct certain pseudo-
coefficients fxi of the Steinberg representation, in case the group has non-compact center. In
the literature these coefficients are usually only constructed for groups under conditions on
the center [13, §3.4], such as the group be semi-simple, or with anisotropic center. We have
neither of these conditions.
Let F be a non-Archimedean local field, and letG be the set of rational points of a connected
reductive group over F . Let H be the derived group of G. We write G∗ (resp. H∗) for the
quasi-split inner form of G (resp. H). We write Z for the center of G. We write H∗ for
the derived group of G∗ (then H∗ is the quasi-split inner form of H). The center Z of G is
canonically isomorphic with the center of G∗ (and the same is true for the centers of H and
H∗).
Definition 6.2. Let k be any smooth function on the group H. Let O ⊂ Z be the maximal
compact open subgroup of the center Z of G. We now define a function k˜ on the group
G. Equip the finite group H ∩ Z with the counting measure dt. Consider the function
k⋆(g, z) :=
∫
H∩Z(k× 1O)(gt, zt)dt on the group H ×Z. The function is H ∩Z-invariant, and
thus defines a function on the subgroup (H × Z)/(H ∩ Z) ⊂ G. We extend this function by
0 to obtain the function k˜ on the group G.
The group H∗ is the derived group of G∗. By the fundamental lemma we may transfer
smooth functions on the group G to functions on the group G∗, and similarly functions from
the group H to functions on the group H∗. The formula in Definition 6.2 makes sense if we
replace H by its quasi-split inner form; thus we also have a construction k 7→ k˜ for smooth
functions on H∗. The construction in Definition 6.2 is compatible with transfer of functions,
i.e. the function (k˜)G
∗
on G∗ has the same stable orbital integrals as the function (˜kH∗) for
all k ∈ H(H).
We now take the function k on H to be a pseudocoefficient of the Steinberg representation,
which exists because the center of H is anisotropic. Define f := k˜.
Proposition 6.3. Consider connected reductive group over a local field G with quasi split
inner form G∗. Assume that G (and thus G∗) has anisotropic center. The transfer of a
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pseudocoefficient of the Steinberg representation is again a pseudocoefficient of the Steinberg
representation.
Proof. Labesse [31, Prop. 3.9.1, 3.9.2]. 
Definition 6.4. Let P0 be a minimal parabolic subgroup of the group G. Let I be the space
of locally constant functions on G/P0. Then I has an unique irreducible quotient StG, the
Steinberg representation of G.
Remark. In case G is anisotropic, the Steinberg representation StG is the trivial representation
of G.
We show that the function fG
∗
is (essentially) a pseudocoefficient of the Steinberg repre-
sentation.
Definition 6.5. Let χ be a character of the group G. The character χ induces a character
χ of the cocenter C of the group G. We call the character χ unramified if χ is trivial on the
maximal compact open subgroup KC of C.
The constructions in this section will be applied to a global setting, where the groups G
and H arise as local components of global groups. Let us now assume additionally that this
is the case: There exist groups G,H defined over Q, such that the fiber of G,H at some
Q-place x is equal to G,H. The quasi-split inner forms G∗,H∗ then arise as the Qx-points of
the quasi-split inner forms of G,H .
Proposition 6.6. The function (f)G
∗
has the following two properties:
(i) For every unramified character χ of G: Tr(fG
∗
,StG∗(χ)) 6= 0.
(ii) For every smooth irreducible representation Π occurring as the x-component of a cus-
pidal automorphic representation the trace Tr(fG
∗
,Π) is, up to the sign εP0, a non-
negative real number.
Remark. In our isolation argument we will correct the Steinberg coefficients by the sign εP0 ,
so that the trace in (ii) lies in R≥0. (One could also chose to not correct this sign; the
importance in the global argument is that all the occurring traces have the same sign, not so
much that they are all non-negative).
Proof. We first verify (ii). Let Π be a smooth irreducible representation of the group G∗,
let θΠ be its character. We assume that Π is the x-component of a cuspidal automorphic
representation Π of the group G∗. Let π1, . . . , πd be the irreducible H
∗Z-subrepresentations
of Π, and let θ1, . . . , θd be their characters. We have θΠ =
∑d
i=1 θi. Then (modulo a positive
constant depending on dt):
(6.1) Tr(fG
∗
,Π) =
∫
H∗Z
fG
∗
(g)
d∑
i=1
θi(g)dg =
d∑
i=1
∫
H∗Z
fG
∗
(g)θi(g)dg.
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By the definition of the function fG
∗
the summand on the right hand side equals, up to some
positive constant, the trace of the pseudocoefficient of the Steinberg representation on the
group H against πi. Such a trace is non-zero only if πi is isomorphic to one of the repre-
sentations VP defined by Borel-Wallach [6, 6.2.14]. We show that πi must be the Steinberg
representation. The representation Π occurs as the component at x of a cuspidal automorphic
representation. Therefore Π is unitary. Thus the representation πi is unitary as well. By [6.4,
loc. cit.] the only representations VP which are unitary, are the Steinberg representation and
the trivial representation. Let us exclude the trivial representation. Because G∗ is quasi-split,
the Steinberg representation is infinite dimensional. By Clifford theory, all the representa-
tions occurring in Π are conjugate under elements of the group G∗. Consequently, if one of
the occurring representations is finite dimensional, then they are all finite dimensional. This
means that Π is finite dimensional and thus the representation Π is finite dimensional. Thus
πi cannot be trivial.
We now verify (i). The function fG
∗
is supported on the inverse image of KC in G. Because
χ is unramified it is constant on the support of fG
∗
. Therefore we have Tr(fG
∗
,StG∗(χ)) =
Tr(fG
∗
,StG∗). We verify that the trace Tr(f
G∗ ,StG∗) is non-zero. Let P0,x be a Borel sub-
group of G∗Q and let P
′
0,x be the pull back of P0,x to H
∗
Q. Let I be the space of locally constant
complex valued functions on G∗/P0,x and I
′ be the same space, but then for the group H∗.
We extend any function h ∈ I ′ by 0 and this gives us the composition of maps I ′֌ I ։ StG∗ .
This composition is trivial on the subspaces C∞(H∗/P ) ⊂ I ′ for any proper parabolic sub-
group P of H∗ containing P ∗0,x. We obtain an H
∗-injection StH∗ ֌ StG∗ . It follows from
Equation (6.1) that Tr(fG
∗
,StG∗) 6= 0. 
6.3. A lemma on topological groups. We prove some results regarding the restriction
of representations. The statements can undoubtedly be found in the literature. We only
prove the minimum of what we need (which is very little). Let G be a topological group and
H ⊂ G an open normal subgroup with finite quotient. Let Π be an irreducible representation
of G in a topological vector space. We prove22 some elementary results concerning the H-
representations occurring in the restriction Π|H of Π to H. Clearly Π is a finitely generated
C[G]-module, and since the ring C[G] is finitely generated over C[H], Π|H is finitely generated
as C[H]-module. Then Π has an irreducible quotient Π|H ։ π. Let K be the kernel of
Π|H → π. For every g ∈ G the quotient Π/gK is irreducible and isomorphic to π
g. The
kernel of the natural map Π →
⊕
g∈G/H Π/gK is G-invariant, and hence 0. Thus the g(π)
(g ∈ G) are the irreducible subrepresentations of Π|H . Thus, for any two π, π
′ ⊂ Π|H there
exists some g ∈ G such that π′ ∼= (π)g. If g, g′ ∈ G differ by an element of H, then (π)g ∼= (π)g
′
for all π ⊂ Π|H . Since H ⊂ G is open, this means that if g and g
′ are close enough, then
automatically (π)g ∼= (π)g
′
.
22We borrowed this argument from the user “vytas” on mathoverflow.
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