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a b s t r a c t
Weuse a recent characterization of the d-dimensional Archimedean copulas as the survival
copulas of d-dimensional simplex distributions (McNeil and Nešlehová (2009) [1]) to
construct newArchimedean copula families, and to examine the relationship between their
dependence properties and the radial parts of the corresponding simplex distributions.
In particular, a new formula for Kendall’s tau is derived and a new dependence ordering
for non-negative random variables is introduced which generalises the Laplace transform
order. We then generalise the Archimedean copulas to obtain Liouville copulas, which are
the survival copulas of Liouville distributions and which are non-exchangeable in general.
We derive a formula for Kendall’s tau of Liouville copulas in terms of the radial parts of the
corresponding Liouville distributions.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The class of Archimedean copulas in dimension d is shown in [1] to be identical to the class of survival copulas of d-
dimensional `1-norm symmetric distributions, also known as simplicially contoured or simplex distributions; see [2,3]. In
other words Archimedean copulas are survival copulas of random vectors X with the stochastic structure X d= RSd where
Sd is a random vector distributed uniformly on the unit simplex Sd = {x ∈ Rd+ : ‖x‖1 = 1}, and R is an independent,
non-negative random variable.
A simple interpretation of these models is to regard the random variable R as the amount of resources to be shared
among d agents. The sharing is performed in a random but equitable way so that the proportions received by the d agents
are given by the components of the random vector Sd. Thus the total amount of resources received by agent i is Xi = RSi for
i = 1, . . . , d.
The first aim of this paper is to investigate the relationship between the distribution of R (the so-called radial part of
the simplex distribution) and the dependence properties of the vector X. To provide illustrations we introduce a number of
new Archimedean copula families based on particular radial distributions for the ‘‘resources’’ R, including gamma, inverse
gamma, Pareto and inverse Pareto. In particular, we derive a new expression for Kendall’s rank correlation coefficient in
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terms of R and give results that show how stochastic ordering relationships for a quantity we term the ‘‘ratio of radials’’
(R/R∗ where R∗ is an independent copy of R) are reflected in the ordering of Kendall’s rank correlation coefficients. We also
characterise the radial distributions that give rise to themixed exponential subclass of simplex distributions, whose survival
copulas are precisely those that appear in shared frailty models in survival analysis.
The second aim of the paper is to understand what happens if we relax the assumption of uniformity for the distribution
of Sd and consider sharing the resources according to a more general Dirichlet distribution. In other words we consider the
survival copulas induced by distributionswith the structureX d= RD(α1,...,αd)whereD(α1,...,αd) denotes a vectorwith Dirichlet
distribution and parameters (α1, . . . , αd). The random vector X is said to have a Liouville distribution (see again [3]) and we
refer to the class of survival copulas of Liouville distributions as Liouville copulas. Obviously in looking at Liouville copulas
we are able to move away from the exchangeable dependence structures that tend to limit the applicability of Archimedean
copulas.
We pay particular attention to the case when the parameters of D(α1,...,αd) are positive integers since this corresponds to
the idea that agents in the equitable sharingmodel band together to pool their resources. For example, suppose thatX d= RS3
and agents 1 and 2 form a coalition and pool their resources. In effect we now consider the random vector Y = (Y1, Y2),
where Y1 = X1 + X2 and Y2 = X3, which has the stochastic representation Y d= RD(2,1). The Liouville distributions with
integer Dirichlet parameters turn out to have survival copulas that are relatively tractable and we provide a number of
examples.
The paper is structured as follows. In Section 2 we set out the main ideas of the theory developed in [1], introduce four
new copula families, which will serve as illustrations in this paper, and characterise the subclass of Archimedean copulas
that appear in frailty copulas. The relationship between the radial part R and the dependence properties of Archimedean
copulas is explored in Section 3, which contains the new formula for Kendall’s tau and a new stochastic order for non-
negative random variables which we term Williamson d-transform order. In Section 4 we introduce Liouville copulas,
present examples and obtain an explicit formula for Kendall’s tau of bivariate Liouville copulas. Section 5 contains discussion.
More involved proofs are deferred to Appendices A and B.
2. Simplex distributions and Archimedean copulas
Copulas are multivariate distribution functions with uniformmargins. By the theorem of Sklar [4] they appear implicitly
in any multivariate distribution as linking functions that join the marginal distributions together to form joint distribution
functions. Sklar’s Theorem for survival functions says that if F¯ is a d-dimensional survival function with marginal survival
functions F¯i, i = 1, . . . , d, then there exists a copula C , referred to as the survival copula of F¯ , such that, for any x ∈ Rd,
F¯(x) = C(F¯1(x1), . . . , F¯d(xd)).
Furthermore, if F¯i, i = 1, . . . , d are continuous, C is unique and equals
C(u) = F¯(F¯−11 (u1), . . . , F¯−1d (ud))
where F¯−1i (ui) = inf{x : F¯i(x) 6 ui}, i = 1, . . . , d.
The Archimedean copulas are a popular family of copulas with the simple form
C(u1, . . . , ud) = ψ(ψ−1(u1)+ · · · + ψ−1(ud)), (u1, . . . , ud) ∈ [0, 1]d, (1)
where ψ : [0,∞) → [0, 1] is a generator function which satisfies limx→∞ ψ(x) = 0, ψ(0) = 1 and which is strictly
decreasing on [0, inf{x : ψ(x) = 0}). Its inverse ψ−1 : (0, 1] → [0,∞) is extended at zero to ψ−1(0) = inf{x : ψ(x) = 0}
by convention.
A classical result by Kimberling [5] shows that (1) defines a distribution in any dimension d if and only ifψ is a completely
monotone function, so that is has derivatives of all orderswhich alternate in sign. FromBernstein’s theorem (see [6]) it follows
that completely monotone generators can be characterised as the Laplace–Stieltjes transforms of probability distributions
on the positive real numbers that place no point mass at zero.
McNeil and Nešlehová [1] show that (1) defines a distribution in a given dimension d if and only if ψ is d-monotone.
A generator ψ is d-monotone if it is differentiable up to order d− 2 on (0,∞)with derivatives satisfying
(−1)kψ (k)(x) > 0, k = 0, 1, . . . , d− 2
and if (−1)d−2ψ (d−2) is non-increasing and convex on (0,∞). The d-monotone generators can be characterised as the class
ofWilliamson d-transforms of probability distributions on the positive real numbers that place no point mass at zero. This
integral transform, described in [7], is defined as follows.
Definition 1. If R is a non-negative random variable with distribution function FR satisfying FR(0) = 0 and d > 2 is an
integer, then the Williamson d-transform of FR (or R) is a real function on [0,∞) given by
WdF(x) =
∫
(x,∞)
(
1− x
t
)d−1
dFR(t) = E
(
1− x
R
)d−1
+
, x ∈ [0,∞).
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The distribution of a non-negative random variable is uniquely given by its Williamson d-transform, and the distribution
function can be recovered using a convenient inversion formula. If ψ =WdF then, for x ∈ (0,∞), F(x) =W−1d ψ(x)where
W−1d ψ(x) = 1−
d−2∑
k=0
(−1)kxkψ (k)(x)
k! −
(−1)d−1xd−1ψ (d−1)+ (x)
(d− 1)! .
If ψ is d-times differentiable, F(x) =W−1d ψ(x) has a density given by
f (x) = (−1)
dxd−1ψ (d)(x)
(d− 1)! , x ∈ (0,∞). (2)
The Laplace transform L can be thought of as a limiting Williamson d-transform as d → ∞ according to the following
lemma.
Lemma 1. Let R be a positive random variable with distribution function FR satisfying FR(0) = 0. Then limd→∞WdFdR(x) =
limd→∞WdFR(x/d) = LF1/R(x).
Proof. Fix an x > 0 and write
WdFdR(x) = E
(
1− x
dR
)d−1
+
=WdFR
( x
d
)
=
∫ ∞
0
(
1− x
rd
)d−1
+
dFR(r).
For fixed x > 0 and r > 0 we have that (1− x/rd)d−1+ → exp (−x/r) as d→∞ from which the result follows. 
The key result in [1] links simplex distributions to Archimedean copulas via the Williamson d-transform. Recall that a
d-dimensional random vector X is said to have a simplex distribution if X d= RSd where Sd is a random vector distributed
uniformly on the unit simplex Sd = {x ∈ Rd+ : ‖x‖1 = 1}, and R is an independent, non-negative, scalar random variable.
FR, the distribution function of R, is referred to as the radial distribution.
Theorem 1. The following statements hold:
(i) If X has a simplex distribution with radial distribution FR satisfying FR(0) = 0, then X has an Archimedean survival copula
with generator ψ =WdFR.
(ii) If U is distributed as an Archimedean copula C with generator ψ , then (ψ−1(U1), . . . , ψ−1(Ud)) has a simplex distribution
with radial distribution FR =W−1d ψ .
2.1. Some new copula families
Wegive examples of the use of part (i) of Theorem1 to create new copula families that have not hitherto been considered
in the literature.
Example 1 (Gamma-Simplex Copulas). Consider a simplex distribution with a gamma-distributed radial part, R ∼ Ga(θ).
The radial density is fR(r) = rθ−1e−r/Γ (θ), for r > 0 and θ > 0. Note that it suffices to consider a one-parameter gamma
family with no scaling parameter, since, for any k > 0, the radial variables R and kR give rise to Williamson d-transforms
that generate the same Archimedean copula.
The generator ψθ,d of the survival copula Cθ,d of the simplex distribution is given by
ψθ,d(x) =WdFR(x) =
∫ ∞
x
(1− x/r)d−1 e−r rθ−1
Γ (θ)
dr =
∫ ∞
x
rθ−d(r − x)d−1e−r
Γ (θ)
dr
for x > 0. If θ = d this simplifies to ψd,d(x) = e−x so that Cd,d is the independence copula. In the general case, applying the
binomial theorem to (r − x)d−1 yields
ψθ,d(x) =
d−1∑
k=0
(
d− 1
k
)
(−1)d−1−kxd−1−k
Γ (θ)
Γ (k− d+ θ + 1, x), (3)
where Γ (k, x) = ∫∞x tk−1e−tdt denotes the (upper) incomplete gamma function. For example, in the bivariate case we get
ψθ,2(x) = Γ (θ, x)
Γ (θ)
− xΓ (θ − 1, x)
Γ (θ)
;
see Fig. 1 for examples of random samples from this copula family.
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Fig. 1. Left pictures show bivariate gamma-simplex copulas while right pictures show inverse-gamma-simplex copulas. Upper copulas have θ = 0.3;
lower pictures have θ = 2.
While the generator in (3) can be evaluated as a sum involving incomplete gamma functions, it is worth noting that for
large d it can also be approximated by a Laplace transform. The implication of Lemma 1 is that, for d large enough,
ψθ,d(x) =WdFR(x) ≈ LFd/R(x) = LF1/R(dx),
so that we can approximate the generator by computing the Laplace transform of 1/R at (dx). The Laplace transform of
inverse-gamma can be computed by treating it as a special case of a generalised inverse Gaussian (GIG) distribution (see
Appendix of [8], for example). We obtain, for d large,
ψθ,d(x) ≈
2(dx)θ/2Kθ
(
2
√
dx
)
Γ (θ)
,
where Kθ is a modified Bessel function of the third kind. 
Remark 1 (Erlang-Simplex Copulas and Independence).We observed in Example 1 that when R ∼ Ga(d), then the generator
of the gamma-simplex distribution isψd,d(x) = exp(−x), so that the survival copula is the independence copula. Recall that
R is also said to have an Erlang distribution. In general, it is easy to see that if ψ =WdFR for some positive random variable
R satisfying FR(0) = 0, thenψ generates the independence copula if and only if R d= (Zd/k)where Zd ∼ Erlang(d) and k > 0
is a constant: if R d= (Zd/k)we easily calculate thatψ(x) = ψd,d(kx) = exp(−kx); on the other hand, the only Archimedean
generators that yield the independence copula are given by ψ(x) = exp(−kx) for k > 0. The uniqueness of the Williamson
d-transform means that these can only correspond to radial distributions that are scaled Erlang(d) distributions.
Example 2 (Inverse-Gamma-Simplex Copulas). Suppose 1/R ∼ Ga(θ) for some θ > 0; this means that R is inverse-gamma
with density fR(r) = r−θ−1e−1/r/Γ (θ), for r > 0. The generator of the survival copula of the simplex distribution is
ψθ,d(x) =WdFR(x) =
∫ ∞
x
(1− x/r)d−1 e−1/r r−θ−1
Γ (θ)
dr =
∫ ∞
x
r−θ−d(r − x)d−1e−1/r
Γ (θ)
dr.
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Fig. 2. Left pictures show bivariate Pareto-simplex copulas while right pictures show inverse-Pareto-simplex copulas. Upper copulas have θ = 0.3; lower
pictures have θ = 4.5.
Applying the binomial theorem to (r − x)d−1 and changing variables to s = 1/r yields
ψθ,d(x) =
d−1∑
k=0
(
d− 1
k
)
(−1)d−1−kxd−1−k
Γ (θ)
γ (d+ θ − k− 1, 1/x), (4)
where γ (k, x) = ∫ x0 tk−1e−tdt denotes the (lower) incomplete gamma function. For example, in the bivariate case we get
ψθ,2(x) = γ (θ, 1/x)
Γ (θ)
− xγ (θ + 1, 1/x)
Γ (θ)
;
see Fig. 1 for examples of random samples from this copula family. 
Example 3 (Pareto-Simplex Copulas). Suppose R is Pareto with distribution function FR(r) = 1 − r−κ for r > 1 and κ > 0.
The survival copula of the d-dimensional simplex distribution has generator
ψκ,d(x) = WdFR(x) = κ
∫ ∞
x
(
1− x
r
)d−1
r−(κ+1)I(r > 1)dr
= κx−κ
∫ 1
0
zκ−1(1− z)d−1I(z 6 x)dz = κx−κB(min(x, 1), κ, d),
where B(x, α, β) denotes the incomplete beta function; see Fig. 2 for examples of samples from this copula family. 
Example 4 (Inverse-Pareto-Simplex Copulas). Suppose the reciprocal of R has the Pareto distribution of Example 3 so that
the density of R is fR(r) = κrκ−1 on the interval 0 < r 6 1. Making the substitution s = x/r the survival copula of the
d-dimensional simplex distribution can be shown to have generator ψκ,d given by
ψκ,d(x) =WdFR(x) = κxκ
∫ 1
x
(1− s)d−1s−(κ+1)ds, x < 1
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and ψκ,d(x) = 0 for x > 1. The binomial theorem gives, for x < 1,
ψκ,d(x) = κ
d−1∑
i=0
(
d− 1
i
)
Si, Si =
(−1)i
(
xκ − xi
i− κ
)
i 6= κ
(−1)i+1xκ ln(x) i = κ;
see Fig. 2 for examples of random samples from this copula family. 
2.2. Mixed-Erlang-simplex copulas and frailty models
In this section suppose that R d= Zd/W where Zd ∼ Erlang(d) and W is an almost surely positive random variable,
independent of Zd. We will refer to the simplex distributions generated by R as mixed-Erlang-simplex distributions and
their survival copulas as mixed-Erlang-simplex copulas. We will show that this family of copulas coincides with the family
of copulas of multiplicative frailty models in survival analysis. The following result is key.
Proposition 1. Let ψ = WdFR for some random variable R satisfying FR(0) = 0 and let Ψ∞ denote the class of completely
monotone generators. Then
ψ ∈ Ψ∞ ⇐⇒ R d= Zd/W ,
where W is an almost surely positive random variable, independent of Zd ∼ Erlang(d). Moreover, in this case, ψ = LFW .
Proof. If R d= Zd/W , R has a probability density given by
fR(r) =
∫ ∞
0
wfZd(rw)dFW (w) =
∫ ∞
0
wde−rwrd−1
Γ (d)
dFW (w).
The Williamson d-transform is the double integral
WdFR(x) =
∫ ∞
r=x
r1−d(r − x)d−1
∫ ∞
w=0
wde−rwrd−1
Γ (d)
dFW (w)dr.
Changing the order of integration and making a change of variable s = r − x yields
WdFR(x) =
∫ ∞
0
∫ ∞
x
wd(r − x)d−1e−rw
Γ (d)
drdFW (w)
=
∫ ∞
0
e−wx
∫ ∞
s=0
wdsd−1e−sw
Γ (d)
dsdFW (w) =
∫ ∞
0
e−wxdFW (w).
This means that ψ = WdFR = LFW so that ψ ∈ Ψ∞. Conversely, if ψ ∈ Ψ∞ then by Bernstein’s theorem there must exist
a random variable W such that ψ = LFW . If we now take an independent Erlang(d)-distributed random variable Zd then
the above calculation shows thatWdFZd/W = LFW = ψ . By the uniqueness of the Williamson d-transform we must have
R d= Zd/W . 
The family of simplex distributions generated by mixed-Erlang radial distributions can be thought of as mixtures of
independent exponential variates, so that they have a particular kind of conditional independence structure. Consider a
vector X,
X d= Y/W , (5)
whereY = (Y1, . . . , Yd) is a vector of independent standard exponential randomvariables andW is an almost surely positive
scalar random variable independent of Y. It is well known (and it follows easily from Lemma 2 later in this paper) that for
independent standard exponential variables ‖Y‖ and Y/‖Y‖ are independent and that the former quantity has an Erlang(d)
distribution and the latter quantity has a uniformdistribution on Sd. In otherwordswe have a simplex distribution satisfying
X d= (Zd/W )Sd where Zd ∼ Erlang(d) andW , Zd and Sd are independent.
It is also well known that the Archimedean copulas with completely monotone generators are identical to the class of
survival copulas of multiplicative frailty models. This connection forms the basis of algorithms for generating Archimedean
copulas with completely monotone generators given in [9–11]; see also the textbook by Hougaard [12]. Lifetimes T1, . . . , Td
are said to follow a shared multiplicative frailty model if they are independent given the so-called frailty W and have
conditional hazard functions λTi|W (t | w) = wλi(t) where λ1(t), . . . , λd(t) are arbitrary underlying hazard functions. It is
easily verified that the survival copula of the distribution of (T1, . . . , Td) is the Archimedean copula generated byψ = LFW .
In the case where λi(t) ≡ 1 for all i, the lifetimes have the mixed exponential distribution given in (5).
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3. Dependence properties of Archimedean copulas
Consider a family {Cθ : θ ∈ Θ} of Archimedean copulas whose generators are given by ψθ = WdFRθ , where Rθ belongs
to some parametric family {Rθ : θ ∈ Θ},Θ ⊆ R. In order to interpret θ as a dependence parameter, we should have
θ 6 θ ′ ⇒ Cθ 4 Cθ ′ or θ > θ ′ ⇒ Cθ 4 Cθ ′
where 4 denotes some stochastic ordering indicating that Cθ is less positively dependent than Cθ ′ . In view of the fact that
WdFRθ may not be explicit or tractable, it is of interest to derive conditions ensuring Cθ 4 Cθ ′ in terms of the distribution
of the radial variables Rθ and Rθ ′ . This task seems to be rather difficult. Nonetheless, we derive a new formula for Kendall’s
rank correlation τ in terms of the radial distribution in Section 3.1, and give conditions for τ(Cθ ) 6 τ(Cθ ′) in Section 3.2.
3.1. A new formula for Kendall’s tau
Let X be a d-dimensional random vector with continuous margins and a copula C . A possible extension of Kendall’s tau
in dimension d > 2 proposed by Joe [13] is
τ(X) = τ(C) = 2
d
2d−1 − 1
∫
[0,1]d
C(u1, . . . , ud)dC(u1, . . . , ud)− 12d−1 − 1 .
When C is the independence copula,
∫
CdC = 2−d and τ(C) = 0; when C = M , the Fréchet–Hoeffding upper bound copula,
then
∫
MdM = 2−1 and τ(M) = 1; when C = CLd , the lower bound Archimedean copula (see [1]), then
∫
CLddC
L
d = 0 and
τ(CLd ) = −1/(2d−1 − 1). Consequently, if C is Archimedean,
τ(C) ∈ [−1/(2d−1 − 1), 1].
The next proposition shows how τ(C) can be calculated from the distribution of the radial variable R of an Archimedean
copula C .
Proposition 2. Let C be an Archimedean copula with generator ψ and radial part R. Further, let R∗ denote an independent copy
of R and set Y = R/R∗. Then
τ(C) = 2
d E
{
(1− Y )d−1+
}− 1
2d−1 − 1 .
Proof. Denote by FR the distribution function of R and observe that
E (1− Y )d−1+ =
∫ ∞
0
∫ ∞
0
(
1− r
s
)d−1
+
dFR(s)dFR(r) =
∫ ∞
0
ψ(r)dFR(r) = Eψ(R).
The claim now follows from [1, Proposition 4.7] where it is shown that τ(C) = {2d Eψ(R)− 1}/(2d−1 − 1). 
The remarkable observation is that Kendall’s tau depends on R through the ‘‘ratio of radial variables’’ Y . This must mean
that the same formula is obtained for the gamma- and inverse-gamma-simplex copulas, or for the Pareto- and inverse-
Pareto-simplex copulas. We begin with the slightly easier case of Pareto/inverse-Pareto.
Example 5. For the Pareto-simplex and inverse-Pareto-simplex copulas defined in Examples 3 and 4, one easily finds that
the density of Yκ = Rκ/R∗κ is
gκ(y) =
{
(κyκ−1)/2 if y ∈ [0, 1],
(κy−κ−1)/2 if y > 1. (6)
Since
E
{
(1− Yκ)d−1+
} = 1
2
∫ 1
0
(1− y)d−1κyκ−1dy = κB(κ, d)
2
,
we obtain
τ(Cκ,d) = 2
d−1κB(κ, d)− 1
2d−1 − 1 ,
and, in particular, τ(Cκ,2) = (1− κ)/(1+ κ) for both the Pareto-simplex and inverse-Pareto-simplex families.
Note that κB(κ, d) = ∏d−1j=1 jj+κ is a strictly decreasing, continuous function of κ for fixed d, with limits given by
limκ→0 κB(κ, d) = 1 and limκ→∞ κB(κ, d) = 0. Thus these copula families are complete in the sense that they give all
Kendall’s tau values in the interval [−(2d−1 − 1)−1, 1).
Moreover, there will always be a κ for which τ(Cκ,d) = 0 (for example, for d = 2, we have τ(C1,2) = 0). However, this
will not correspond to independence, since R does not follow an Erlang(d) distribution; see Remark 1. 
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Example 6. For the gamma-simplex and inverse-gamma-simplex copulas defined in Examples 1 and 2, the ratio Yθ between
Rθ and its independent copy R∗θ is a ratio of two independent Ga(θ) random variables. Hence in both cases, Yθ follows the
Beta-prime distribution with density
gθ (y) = y
θ−1(1+ y)−2θ
B(θ, θ)
, y > 0.
Kendall’s tau may be calculated by observing that
E
{
(1− Yθ )d−1+
} = ∫ 1
0
(1− y)d−1gθ (y)dy =
d−1∑
k=0
(
d− 1
k
)
(−1)ks(k, θ),
where
s(k, θ) = 1
B(θ, θ)
∫ 1
0
yk+θ−1(1+ y)−2θdy = 1
B(θ, θ)
∫ 1/2
0
xk+θ−1(1− x)θ−k−1dx
by substituting x = y/(1+ y). Proposition 2 thus yields that
τ(Cθ,d) = 12d−1 − 1
(
2d
d−1∑
k=0
(
d− 1
k
)
(−1)ks(k, θ)− 1
)
which simplifies, for d = 2, to τ(Cθ,2) = 1− 4s(1, θ). As shown in Appendix A,
lim
θ→∞ τ(Cθ,d) = −
1
2d−1 − 1 , limθ→0 τ(Cθ,d) = 1,
so that both families are again complete. It can also be verified that τ(Cd,d) = 0 when θ = d, as expected: in the gamma
case Cd,d is the independence copula, although this is not true in the inverse-gamma case; see Remark 1 and Fig. 1. 
Remark 2. Examples 5 and 6 show that the copulas displayed in the same row in Figs. 1 and 2 have the same value of
Kendall’s tau. The plots are however quite different, which is partly due to their reciprocal tail behaviour. For details, we refer
to Larsson and Nešlehová [14], who recently established the connection between the extremal behaviour of Archimedean
copulas and the tail behaviour of the corresponding radial parts. Using their Corollary 2, we can calculate the coefficients of
upper and lower tail dependence, λu and λ`, of [15] for the families introduced in Section 2.1.
Because the gamma distribution is in the maximum domain of attraction of the Gumbel law, we have that λ` = 0 for
all members of the gamma-simplex family while λu = 0 for the inverse-gamma-simplex copulas. On the other hand, the
inverse gamma distribution is in the maximum domain of attraction of the Fréchet distribution with parameter θ [16]. This
implies that λu = 2 − 2min(θ,1) for the members of the gamma-simplex family, while λ` = 2−θ for the inverse-gamma-
simplex copulas.
The Pareto distribution is in themaximumdomain of attraction of the Fréchet distributionwith parameter κ , which gives
λ` = 2−κ for the Pareto-simplex copulas and λu = 2 − 2min(κ,1) for the inverse-Pareto-simplex copulas. The fact that the
inverse Pareto distribution is in the maximum domain of attraction of the Weibull law, finally yields that λu = 0 for the
Pareto-simplex copulas and λ` = 0 for the inverse-Pareto simplex copulas.
3.2. Williamson d-transform order
Next, we derive conditions under which two Archimedean copulas C1 and C2 satisfy τ(C1) 6 τ(C2) and show that the
families introduced in Section 2 are ordered by their parameter. The first observation is an easy consequence of Proposition 2:
Proposition 3. Let C1 and C2 be d-dimensional Archimedean copulas with radial parts R1 and R2. Let also R∗i be an independent
copy of Ri and Gi denote the distribution function of the ratio Yi = Ri/R∗i , for i = 1, 2. Then
G1(x) 6 G2(x) for x ∈ [0, 1] ⇒ τ(C1) 6 τ(C2).
Proof. First, define F¯(r) = (1− x)d−1+ for r ∈ R+ and observe that F¯ is a survival function on R. Now, by partial integration,
E (1− Yi)d−1+ =
∫ 1
0
F¯(x)dGi(x) =
∫ 1
0
Gi(x)dF(x), i = 1, 2.
Thus G1(x) 6 G2(x) for all 0 6 x 6 1 implies that E (1− Y1)d−1+ 6 E (1− Y2)d−1+ . Proposition 2 gives τ(C1) 6 τ(C2). 
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Example 7. For the Pareto and inverse-Pareto families, we may calculate the distribution function Gκ of Rκ/R∗κ easily
using (6). Indeed,
Gκ(x) = 12
∫ x
0
κyκ−1dy = xκ/2, x ∈ [0, 1].
Thus if κ > κ ′, Gκ(x) 6 Gκ ′(x) for all x ∈ [0, 1], implying that τ(Cκ) 6 τ(Cκ ′). 
The condition in Proposition 3 seems less tractable for the gamma and inverse-gamma families. Fortunately, it can be
relaxed. To see how, let us first define the following stochastic order, which generalises the Laplace order; see [17] or [18].
Definition 2. Let X1 and X2 be non-negative random variables. Then X1 is smaller than X2 in the Williamson d-transform
order, denoted X1 4Wd X2, if and only if
WdH1(x) 6WdH2(x)
holds for all x ∈ (0,∞), where Hi denotes the distribution function of 1/Xi, i = 1, 2.
Because (1− y)d−1+ is a d-monotone function, τ(C1) 6 τ(C2) certainly follows from Proposition 2 if the ratios Y1 = R1/R∗1
and Y2 = R2/R∗2 satisfy
E f (Y1) 6 E f (Y2) (7)
for every d-monotone function f on (0,∞) for which the expectations exist. Interestingly, we have the following result.
Proposition 4. Let Y1 and Y2 be non-negative random variables. Then Y1 4Wd Y2 if and only if (7) holds for every d-monotone
function f .
Proof. Williamson [7] shows that every d-monotone function f on (0,∞) can be rewritten in terms of somemeasure νf on
(0,∞) as
f (x) =
∫ ∞
0
(
1− x
u
)d−1
+
dνf (u), x ∈ (0,∞).
Thus if X is a non-negative random variable with distribution function F ,
E f (X) =
∫ ∞
0
∫ ∞
0
(
1− x
u
)d−1
+
dνf (u)dF(x)
=
∫ ∞
0
E
(
1− X
u
)d−1
+
dνf (u) =
∫ ∞
0
WdH(1/u)dνf (u),
whereH is the distribution function of 1/X . This shows that Y1 4Wd Y2 implies (7). The converse follows because (1−x/u)d−1+
is d-monotone for every u ∈ (0,∞). 
In the context of Archimedean copulas, this has the following implication.
Corollary 1. Under the hypothesis of Proposition 3, let ψi denote the generator of Ci, i = 1, 2. Then Y1 4Wd Y2 implies
τ(C1) 6 τ(C2). More generally, we have
Y1 4Wd Y2 ⇔ E{ψ1(xR1)} 6 E{ψ2(xR2)} for all x ∈ (0,∞).
Proof. First, note that Yi
d= 1/Yi for i = 1, 2. The result follows easily from
WdGi(x) =
∫ ∞
0
∫ ∞
0
(
1− xs
r
)d−1
+
dFi(r)dFi(s) =
∫ ∞
0
ψi(xs)dFi(s) = E{ψi(xRi)}
for i = 1, 2. Here, Fi denotes the distribution function of Ri for i = 1, 2. 
To verify the condition that Y1 4Wd Y2, it is useful to observe that a d-monotone function is k-monotone for any 1 6 k 6 d.
Thus, Proposition 4 implies that
Y1 4wk Y2 ⇒ Y1 4Wd Y2
for any 1 6 k 6 d. This means that for d = 1 and d = 2, the Williamson d-transform order is linked to the usual stochastic
order and the second order stochastic dominance respectively:
Y1 <st Y2 ⇒ Y1 4W1 Y2, Y1 <SSD Y2 ⇒ Y1 4W2 Y2. (8)
This is because Y1 4st Y2 is equivalent to the fact that (7) holds for any f increasing, while Y1 4SSD Y2 means that (7) is true
for any f increasing and concave for which the expectations exist.
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Example 8. Let Zθ be a Beta random variable with parameters (θ, θ). As is well known, Yθ = Zθ/(1− Zθ ) then has the Beta-
prime distribution with parameters (θ, θ). Now if θ 6 θ ′, Zθ 4SSD Zθ ′ [18, Section 1.12]. Since the function g(z) = z/(1− z)
is increasing and concave on (0, 1), it follows that Yθ = g(Zθ )4SSD g(Zθ ′) = Yθ ′ and hence Yθ ′ 4W2 Yθ by (8). Corollary 1 thus
implies τ(Cθ,d) > τ(Cθ ′,d) for the gamma and inverse-gamma families, if θ 6 θ ′. 
4. Liouville distributions and their copulas
In this section, we relax the condition that the distribution of Sd is uniform on Sd. More specifically, we will assume that
Sd follows the so-called Dirichlet distribution.
Lemma 2. Let Z = (Z1, . . . , Zd) be a vector of independent random variables such that Zi ∼ Ga(αi) for positive parameters
α1, . . . , αd. Write α =∑di=1 αi, ‖Z‖ =∑di=1 Zi, Di = Zi/‖Z‖ for 1 6 i 6 d and D(α1,...,αd) = (D1, . . . ,Dd). Then
(1) ‖Z‖ and D(α1,...,αd) are independent;
(2) ‖Z‖ ∼ Ga(α);
(3) the joint density of (D1, . . . ,Dd−1) is given by
f (x1, . . . , xd−1) = Γ (α)d∏
i=1
Γ (αi)
d−1∏
i=1
xαi−1i
(
1−
d−1∑
j=1
xj
)αd−1
,
where
∑d−1
i=1 xi 6 1 and xi > 0 for i = 1, . . . , d− 1.
Proof. This is easily shown by writing down the joint density of (Z1, . . . , Zd) and calculating from this the joint density of
(D1, . . . ,Dd−1, ‖Z‖). See, for example, [3], pages 17–18. 
The distribution of (D1, . . . ,Dd−1), or equivalently ofD(α1,...,αd), is known as a Dirichlet distribution.Wewill use the notation
D(α1,...,αd) ∼ D(α1, . . . , αd). Mixtures of Dirichlet distributions, formally defined below, are known as Liouville distributions.
The latter have been studied byMarshall and Olkin [19], Gupta and Richards [20–23], Song and Gupta [24] and Fang et al. [3].
Definition 3. A random vector X on Rd+ = [0,∞)d is said to follow a Liouville distribution if it permits the stochastic
representation
X d= RD(α1,...,αd),
where D(α1,...,αd) ∼ D(α1, . . . , αd) is a random vector with a Dirichlet distribution on the unit simplex Sd. The random
variable R is referred to as the radial part of X and its distribution as the radial distribution. Furthermore, the survival copula
of Xwill be called Liouville copulawith radial part R and parameters (α1, . . . , αd).
Clearly the simplex distributions form a subclass of the Liouville distributions since Sd ∼ D(1, . . . , 1). They are characterised
by a rather simple form for their survival function. The following result, whose proof may be found in Appendix B, gives the
survival function in the general Liouville case with integer parameters.
Theorem 2. Let X be a Liouville distributed random vector with radial part R and parameters (α1, . . . , αd) such that αi ∈ N for
i = 1, . . . , d. Furthermore, set α =∑di=1 αi and ψ(x) =WαFR(x). Then the survival function of X is given by
H¯(x) =
α1−1∑
i1=0
. . .
αd−1∑
id=0
(−1)i1+···+id ψ
(i1+···+id)(x1 + · · · + xd)
i1! · · · id!
d∏
j=1
x
ij
j , x ∈ Rd+. (9)
Theorem 2 in particular implies that the margins of a Liouville random vector are again Liouville distributed. In fact, the
distribution function of Xi is
Hi(x) = 1−
αi−1∑
j=0
(−1)jxjψ (j)(x)
j! , x ∈ R+
for all 1 6 i 6 dwhich means that Hi(x) =W−1αi ψ(x).
In the case when ψ is α-times differentiable almost everywhere, X has density
h(x) = (−1)αψ (α)(‖x‖)
d∏
i=1
xαi−1i
Γ (αi)
, x ∈ Rd+. (10)
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This follows readily upon differentiating (9). It is worth noting that in this case, the radial part R has a density fR given by (2).
One may thus write
h(x) = Γ (α)‖x‖α−1 fR(‖x‖)
d∏
i=1
xαi−1i
Γ (αi)
, x ∈ Rd+.
This is in agreement with [3, Theorem 6.1]. Note that the form of the density also holds in the general Liouville case, as can
be seen from (15) by the change of variable sd = r − (s1 + · · · + sd−1).
Remark 3. In [3], the function g(x) = Γ (α)fR(x)/xα−1 is referred to as the density generator of X. Furthermore,∫ ∞
0
(
1− x
r
)α−1
+
dFR(r) =
∫ ∞
x
(r − x)α−1
Γ (d)
g(r)dr,
where the right-hand side is the Weyl fractional integral transform of g .
4.1. Some Liouville copula families
Examples below generalise the families of Archimedean copulas introduced in Section 2 as well as the well-known
Clayton family.
Example 9 (Gamma-Liouville Copulas). Consider a Liouville copula with integer parameters (α1, . . . , αd) and radial part
R ∼ Ga(θ). We will refer to this copula as a gamma-Liouville copula.
TheWilliamsonα-transformof FR, whereα = α1+· · ·+αd and its derivativesmay be computed as follows. By Example 1,
ψθ,α(x) =WαFR(x) =
∫ ∞
x
r1−α(r − x)α−1fR(r; θ)dr,
where fR denotes the density of R. Differentiating under the integral yields
ψ
(i)
θ,α(x) = (−1)i
Γ (α)
Γ (α − i)
∫ ∞
x
r1−α(r − x)α−i−1fR(r; θ)dr, i = 0, 1, . . . , α − 2, (11)
where ψ (0)θ,α = ψθ,α; see also Lemma 3. We introduce the notation
gα,k,θ (x) =
∫ ∞
x
r1−α(r − x)k−1fR(r; θ)dr, k = 2, 3, . . . , α,
so that
ψ
(i)
θ,α(x) = (−1)i
Γ (α)
Γ (α − i)gα,α−i,θ (x), i = 0, 1, . . . , α − 2.
By the arguments of Example 1 we have that
gα,k,θ (x) =
k−1∑
n=0
(
k− 1
n
)∫ ∞
x
(−x)k−1−nrn+θ−αe−r
Γ (θ)
dr
=
k−1∑
n=0
(
k− 1
n
)
(−1)k−1−nxk−1−n
Γ (θ)
Γ (n+ θ − α + 1, x),
where Γ (k, x) for k ∈ R is the (upper) incomplete gamma function.
Using Theorem 2, we can evaluate H¯(x) and its margins
H¯j(x) =
αj−1∑
i=0
(−1)iψ (i)θ,α(x)xi
i! =
αj−1∑
i=0
(
α − 1
i
)
xigα,α−i,θ (x).
We thus have all the elements we need to sample (U1, . . . ,Ud) = (H¯1(X1), . . . , H¯d(Xd)) distributed as the gamma-Liouville
copula. A realisation from this copula when θ = 0.6 and (α1, α2, α3) = (1, 5, 20) is shown in Fig. 3. 
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Fig. 3. Realisation of 2000 points from a 3-dimensional gamma-Liouville copula with θ = 0.6 and (k1, k2, k3) = (1, 5, 20).
Example 10 (Inverse-Gamma-Liouville Copulas). Next, consider a Liouville copula with integer parameters (α1, . . . , αd) and
radial part 1/R ∼ Ga(θ). We will refer to this copula as an inverse-gamma-Liouville copula and proceed as in Example 9.
Evaluating (11) when fR(r; θ) is the density of inverse-gamma gives
ψ
(i)
θ,α(x) = (−1)i
Γ (α)
Γ (α − i)
∫ ∞
x
r1−α(r − x)α−i−1r−θ−1e−1/r
Γ (θ)
dr
= (−1)i Γ (α)
Γ (α − i)
Γ (θ + i)
Γ (θ)
∫ ∞
x
r1−(α−i)(r − x)α−i−1r−(θ+i)−1e−1/r
Γ (θ + i) dr
= (−1)i Γ (α)
Γ (α − i)
Γ (θ + i)
Γ (θ)
ψθ+i,α−i(x).
Since the generator can be evaluated in terms of (lower) incomplete gamma functions using (4) we again have all the
elements we need to evaluate H¯ in Theorem 2 or to sample the copula. The survival margins of H¯ are given by
H¯j(x) =
αj−1∑
i=0
(
α − 1
i
)
xiψθ+i,α−i(x)
Γ (θ + i)
Γ (θ)
. 
Clearly we can also define Pareto–Liouville and inverse-Pareto–Liouville copulas which generalise the Archimedean
copulas of Examples 3 and 4. These are also relatively tractable and generator derivatives can be calculated by the same
approach that we have used in Examples 9 and 10. In the next example we construct a family that generalises the well
known Clayton family of Archimedean copulas.
Example 11 (Clayton–Liouville Copulas). Consider a Liouville-distributed random vectorwith integer parametersα1, . . . , αd
and a radial part with a distribution FR whose Williamson α-transform is given by
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ψθ (x) =WαFR(x) = (1+ θx)−1/θ+ , (12)
with θ > −1/(α − 1) and α = α1 + · · · + αd.
The random vector X˜ := RSα would have a α-dimensional simplex distribution whose survival copula is Clayton with
parameter θ . The Liouville random vector X = RD(α1,...,αd) has a survival copula that we call a Clayton–Liouville copula.
Derivatives of the Clayton generator take the form
ψ
(k)
θ (x) =
{
(−1)kc(θ, k)(1+ θx)−(1/θ+k) (1+ θx) > 0,
0 otherwise,
where c(θ, k) = θ k−1Γ (1/θ + k)/Γ (1/θ + 1). The survival margins for X thus are
H¯j(x) = ψθ (x)
αj−1∑
k=0
c(θ, k)
k!
(
x
1+ θx
)k
. (13)
As an example consider the bivariate case with α1 = 1 and α2 = 2 and assume θ > −1/2. The bivariate survival function
becomes
H¯(x1, x2) = ψθ (x1 + x2)[1+ x2/{1+ θ(x1 + x2)}]
with survival margins H¯1(x) = ψθ (x) and H¯2(x) = ψθ (x){1+ x/(1+ θx)}.
Random sampling from the Clayton–Liouville copula requires the following steps:
(1) Generate a vector (U1, . . . ,Uα) from the Clayton copula with parameter θ .
(2) Construct X = (X1, . . . , Xd)where
Xj =
Sj∑
i=Sj−1+1
ψ−1(Ui), j = 1, . . . , d,
where S0 = 0 and Sj =∑jk=1 αk for j = 1, . . . , d denote partial sums of the αj.
(3) Return (H¯1(X1), . . . , H¯d(Xd)).
Fig. 4 provides an illustration when θ = 0.59 and (α1, α2, α3) = (1, 3, 4). This model features in the Discussion of
Section 5. 
Clearly the Liouville distributions yield copulas that are more flexible than the Archimedean copulas. Liouville copulas
possess, in general, d+ k parameters, where k is the number of parameters of the distribution of R. In contrast to the basic
Archimedean copulas, they canmodel non-exchangeable dependence structures in two or higher dimensions, although they
still have somewhat limited flexibility due to the linear relationship between parameters and dimension and the fact that
the same radial variable affects all components of the underlying Liouville vector.
4.2. Mixed-Erlang–Liouville copulas
In this section, which generalises Section 2.2, we consider a Liouville distributed random vector X = RD(α1,...,αd), where
αi ∈ N for i = 1, . . . , d, R has a mixed Erlang distribution R d= Zα/W , Zα ∼ Erlang(α), α = ∑di=1 αi and W is an almost
surely positive random variable, independent of Zα .
Clearly, Proposition 1 implies that ψ = WαFR = LFW is a completely monotone generator. The distribution of X again
has a conditional independence structure. To see this, let Y = (Y1, . . . , Yd) be a vector of independent gamma random
variables with distributions Yi ∼ Ga(αi). Then we have that X d= W−1Y since, by Lemma 2,
W−1Y d= Zα
W
Dα1,...,αd
withW , Zα and Dα1,...,αd independent.
This distribution of X also has an interpretation in terms of survival modelling. It describes conditionally independent
lifetimes where the conditional survival functions are given by
F¯Xi|W (x | w) = F¯Yi (wx) =
Γ (αi, wx)
Γ (αi)
and the conditional hazard functions by λXi|W (x | w) = wλYi (wx), where λYi(t) = tαi−1e−t/Γ (αi, t) and Γ (α, t) denotes
the upper incomplete gamma function as before. Thus the vector X can be thought of as a vector of lifetimes which are
conditionally independent givenW and which follow an accelerated failure model with baseline gamma hazard functions;
W is the time acceleration variable.
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Fig. 4. Realisation of 1000 points from a 3-dimensional Clayton–Liouville copula with θ = 0.59 and (α1, α2, α3) = (1, 3, 4).
4.3. Kendall’s tau for Liouville copulas
As in the case of Archimedean copulas, Kendall’s tau for Liouville copulas can be expressed in terms of the ratio Y = R/R∗
between the radial distribution R and its independent copy R∗. Though this is true for any dimension d, Proposition 5 below
gives the formula for the bivariate case only, for the sake of simplicity.
Proposition 5. Let C be a bivariate Liouville copula with radial part R and parameters αi ∈ N, i = 1, 2. Further, set α = α1+α2
and let Y be the ratio R/R∗ where R∗ is an independent copy of R. Then
τ(C) = 4
α1−1∑
i=0
α2−1∑
j=0
B(α1 + i, α2 + j)Γ (α)
B(α1, α2)i!j!Γ (α − i− j) E
{
(Y )i+j (1− Y )α−i−j−1+
}
− 1.
Proof. Let (X1, X2) be a Liouville random vector with radial part R and parameters (α1, α2). As is well known, τ =
4 E{H¯(X1, X2)} − 1. Thus, by means of (9),
E{H¯(X1, X2)} =
α1−1∑
i=0
α2−1∑
j=0
(−1)i+j
i!j! E{ψ
(i+j)(R)Ri+jU i(1− U)j}
where U ∼ Be(α1, α2). Because U and R are independent,
E{ψ (i+j)(R)Ri+j} E{U i(1− U)j} = E{ψ (i+j)(R)Ri+j}B(α1 + i, α2 + j)
B(α1, α2)
.
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Furthermore, E{ψ (i+j)(R)Ri+j}may be calculated using (14) as follows.
E{ψ (i+j)(R)Ri+j} = (−1)
i+jΓ (α)
Γ (α − i− j)
∫ ∞
0
∫ ∞
0
si+j
r i+j
(
1− s
r
)α−i−j−1
+
dFR(s)dFR(r)
= (−1)
i+jΓ (α)
Γ (α − i− j) E
{
(Y )i+j (1− Y )α−i−j−1+
}
.
Gathering the terms concludes the proof. 
Remark 4. Note that, as a by-product of the proof of Proposition 5, we have that, whenever ψ is α-times differentiable,
(−1)i+jΓ (α)
Γ (α − i− j) E
{
(Y )i+j (1− Y )α−i−j−1+
}
= E{ψ (i+j)(R)Ri+j}
= 1
Γ (α)
∫ ψ−1(0)
0
ψ (i+j)(r)r i+j(−1)αrα−1ψ (α)(r)dr,
since R has a density given by (2). This expression can be easier to evaluate when the generator has tractable derivatives;
see Example 13.
Example 12 (Kendall’s Tau for Pareto–Liouville Copulas). Consider a bivariate Liouville distributed random vector of the form
X = RD(α1,α2), where R has a Pareto distribution with distribution function FR(r) = 1 − r−κ for r > 1 and κ > 0 as in
Examples 3 and 5. We may compute that
E
{
(Y )i+j (1− Y )α−i−j−1+
}
= κ
2
B(i+ j+ κ, α − i− j),
which yields the formula
τ(Cκ,(α1,α2)) = 2κ
α1−1∑
i=0
α2−1∑
j=0
B(α1 + i, α2 + j)Γ (α)B(i+ j+ κ, α − i− j)
B(α1, α2)i!j!Γ (α − i− j) − 1.
It may be verified that this reduces to τ(Cκ,(1,1)) = 2κB(κ, 2)− 1 = (1− κ)/(1+ κ), the formula for the bivariate Pareto-
simplex copula in Example 5. For fixed κ Kendall’s tau appears to be higher in the general Liouville case (α1 > 1 and α2 > 1)
than in the simplex case (α1 = α2 = 1) and it appears to increase as we increase α1 or α2.
Moreover, the family of Pareto-Liouville copulas is complete for any fixed values of α1 and α2. On the one hand,
limκ→0 τ(Cκ,(α1,α2)) = 1, because limκ→0 κB(i + j + κ, α − i − j) = 0 if i > 0 or j > 0, while limκ→0 κB(κ, α) = 1
as discussed in Example 5. On the other hand, limκ→∞ τ(Cκ,(α1,α2)) = −1. This is because
lim
κ→∞ κB(i+ j+ κ, α − i− j) = limκ→∞Γ (α − i− j)(i+ j+ κ)
−α+i+jκ = 0
for any 0 6 i < α1 and 0 6 j < α2. 
Remark 5. The observations in Example 12 imply that for a bivariate Liouville copula C , τ(C) ∈ [−1, 1). The upper bound
may be attained asymptotically; the lower bound is reached for any fixed values of α1 and α2 when the radial variable is
almost surely a constant and the Liouville vector X follows a Dirichlet distribution, as is easily seen from the formula for
Kendall’s tau given in Proposition 5.
Example 13. For the Clayton–Liouville copulas, the radial variable is given by its Williamson α-transform and computing
Kendall’s tau via the distribution of the ratio of radials is less convenient. However, if we restrict ourselves to the case θ > 0,
the Clayton generator ψθ given by (12) is α-times differentiable for any integer α and Remark 4 applies. Using results in
Example 11 we obtain∫ ψ−1(0)
0
(−1)α+i+jψ (i+j)(x)ψ (α)(r)rα+i+j−1dr
=
∫ ∞
0
Γ (1/θ + i+ j)Γ (1/θ + α)
{Γ (1/θ + 1)}2 θ
−1(1+ θr)−2/θ−i−j−α(θr)i+j+α−1dr
= Γ (1/θ + i+ j)Γ (1/θ + α)Γ (2/θ)Γ (α + i+ j)
θ2{Γ (1/θ + 1)}2{Γ (2/θ + i+ j+ α)}
which, together with the formula in Proposition 5, gives a cumbersome but explicit formula for Kendall’s tau. It becomes
the well-known θ/(θ + 2) if α1 = α2 = 1. 
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5. Discussion
Archimedean copulas are popular in many fields of application. The results presented in Sections 2 and 3 in combination
with the work of Larsson and Nešlehová [14] can be used to generate new Archimedean families with targeted dependence
characteristics. The Archimedean copulas are, however, fully exchangeable, which often limits their use. The Liouville
copulas introduced in this paper are natural extensions of Archimedean copulas and offer more flexibility. Because they
are no longer given in an algebraically tractable form, the investigation of their properties is a challenge and remains the
subject of future work; it will require a deeper insight into the relationship between the radial variable and the dependence
characteristics of the underlying Liouville vector. As a first step, we obtained a formula for Kendall’s tau and showed that
Liouville copula families can be complete in the bivariate case.
With the help of an example we now give some insight into the kind of dependencemodelling problemwhere a Liouville
copula can offer an improvement over an Archimedean copula and indicate how itmay be fitted to real data. A full discussion
of inference for Liouville copulas is also a topic for future work; we restrict ourselves to fitting a single model to a single
dataset.
We use the Clayton–Liouville copula of Example 11, for which the copula density can be relatively easily calculated
according to
c(u1, . . . , ud) = h
(
H¯−11 (u1), . . . , H¯
−1
d (ud)
)
d∏
j=1
hj
(
H−1j (uj)
) .
For h we insert the density of the Clayton–Liouville distribution, which is given by (10) and the generator in (12); H¯j is the
marginal survival function of this distribution as given in (13); hj is themarginal density which is easily calculated from (13).
Thus it is possible to fit this copula to data using the maximum likelihood method; we can search over a grid of positive
integer values for (α1, . . . , αd) and maximise the likelihood with respect to the parameter θ at each point in the grid.
To illustrateweuse the data shown in Fig. 5. These stem froma study of nutrient intake inwomen conducted by theUnited
States Department of Agriculture in 1985.We consider n = 737 subjects from the study and three variables, which are daily
calcium intake, daily iron intake and daily protein intake. The figure shows the empirical copula of these data, i.e. the ranks
of the observations within each sample, scaled to lie between zero and one by dividing by n + 1. There is some indication
that the lower tails of each bivariate margin show more dependence than the upper tails, a situation which might suggest
the use of a Clayton copula if we restrict attention to Archimedean copulas. However, Kendall’s rank correlations differ for
each pair (calcium–iron 0.32, calcium–protein 0.36, iron–protein 0.52) indicating a lack of exchangeability, which is also
apparent in some bivariate margins (note how the calcium–iron margin contains points in the upper left but not the lower
right corner). It is precisely in this kind of non-exchangeable situation that the new copula class could find applications.
If we fit the Clayton copula, the value of the log-likelihood at the maximum is 363.13 and the MLE is θˆ = 1.06. If we
fit the Clayton–Liouville copula, the MLEs are (αˆ1, αˆ2, αˆ3) = (1, 3, 4) and θˆ = 0.59; the value of the log-likelihood at the
maximum is 417.58. Using the formula in Example 13, we can compute the estimated values of Kendall’s tau for each pair
to be calcium–iron 0.32, calcium–protein 0.33, and iron–protein 0.48. Clearly a very large improvement in fit is obtained by
considering the more flexible Clayton–Liouville class.
Appendix A. Limiting cases in Example 6
Observe first that s(0, θ) = 1/2. For k > 1, use Lebesgue’s Dominated Convergence Theorem to see that
lim
θ→0
∫ 1/2
0
xk+θ−1(1− x)θ−k−1dx =
∫ 1/2
0
xk−1(1− x)−k−1dx
which is certainly finite. At the same time, B(θ, θ)→∞ as θ → 0 so that s(k, θ)→ 0 for k > 1 as θ → 0. It follows that
lim
θ→0 τ(Cθ,d) =
1
2d−1 − 1
(
2d
1
2
− 1
)
= 1.
For the limit as θ → ∞, suppose first that θ takes integer values n. In that case the ratio of radial variables determining
τ(Cn,d) can be written
Yn = RnR∗n
=
n∑
i=1
Zn,i
n
n
n∑
i=1
Z∗n,i
,
where the Zn,i and Z∗n,i are iid standard exponential variables. By the strong law of large numberswemust have limn→∞ Yn =
1, almost surely. Since (1 − y)d−1+ is a continuous bounded function it follows that limn→∞ τ(Cn,d) = −(2d−1 − 1)−1. But
Kendall’s tau can be shown to be strictly ordered by θ (see Example 8), so we must have limθ→∞ τ(Cθ,d) = −(2d−1 − 1)−1.
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Fig. 5. Empirical copula data from a study of nutrient intake in 737 women conducted by the United States Department of Agriculture in 1985.
Appendix B. Proof of Theorem 2
First, note two supplementary results, first of which follows easily upon differentiating under the integral sign.
Lemma 3. Let ψ =WdFR for some non-negative random variable R ∼ FR. Then
ψ
(`)
d (x) = (−1)`
Γ (d)
Γ (d− `)
∫ ∞
x
1
r`
(
1− x
r
)d−`−1
dFR(r), x ∈ (0,∞). (14)
for 0 6 ` 6 d− 2. In addition, ψ (d−1)+ (x) equals (−1)d−1(d− 1)!
∫∞
0 1(r>x)r
1−ddFR(r).
Lemma 4. Let ψ be a d-monotone Archimedean generator. Then for all x, y > 0 and all integers 0 6 j 6 d− 3,∫ ∞
y
sm−1ψ (m+j)(x+ s)ds =
m−1∑
i=0
(m− 1)!
i! (−1)
m+iyiψ (j+i)(x+ y),
whenever m is an integer such that 1 6 m 6 d− 2− j. Furthermore, for 0 6 j 6 d− 2,∫ ∞
y
sd−2−jψ (d−1)+ (x+ s)ds =
d−2−j∑
i=0
(d− 2− j)!
i! (−1)
d−j−1+iyiψ (j+i)(x+ y).
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Proof. The first part of the lemma follows by induction in m. Fix a j ∈ {0, . . . , d − 3} and assume that m = 1. Clearly,∫∞
y ψ
(j+1)(x+ s)ds = −ψ (j)(x+ y) because ψ (j)(t)→ 0 as t →∞. Furthermore, when 2 6 m 6 d− 2− j,∫ ∞
y
sm−1ψ (m+j)(x+ s)ds = −ym−1ψ (m−1+j)(x+ y)− (m− 1)
∫ ∞
y
sm−2ψ (m−1+j)(x+ s)ds
= −ym−1ψ (m−1+j)(x+ y)+
m−2∑
i=0
(m− 1)!
i! (−1)
m+iyiψ (j+i)(x+ y)
=
m−1∑
i=0
(m− 1)!
i! (−1)
m+iyiψ (j+i)(x+ y)
by partial integration and the induction assumption. Further, use Lemma 3 to write∫ ∞
y
sd−j−2ψ (d−1)+ (x+ s)ds = (−1)d−1(d− 1)!
∫ ∞
y
∫ ∞
0
1(r>x+s)r1−dsd−j−2dFR(r)ds
= (−1)d−1(d− 1)!
∫ ∞
0
∫ r−x
y
1(r>x+s)r1−dsd−j−2dsdFR(r)
= (−1)
d−1(d− 1)!
d− j− 1
∫ ∞
0
1(r>x+y)
1
r j
{(
1− x
r
)d−j−1 − yd−j−1
rd−j−1
}
dFR(r).
The stated formula now follows by binomial expansion of (1− x/r)d−j−1 and (14):
(−1)d−1(d− 1)!
d− j− 1
d−j−2∑
i=0
(
d− j− 1
i
)
yi
∫ ∞
x+y
1
r i+j
(
1− x+ y
r
)d−j−i−1
dFR(r)
= (−1)
d−1(d− 1)!
d− j− 1
d−j−2∑
i=0
(
d− j− 1
i
)
yi
(−1)i+j(d− j− i− 1)!
(d− 1)! y
iψ (i+j)(x+ y)
=
d−j−2∑
i=0
(d− j− 2)!
i! (−1)
d−1−j+iyiψ (i+j)(x+ y). 
Proof of Theorem 2. Write X d= (RD1, . . . , RDd), where (D1, . . . ,Dd) is Dirichlet with parameters (α1, . . . , αd). The
survival function of X thus equals
H¯(x) =
∫ ∞
0
Pr
(
D1 >
x1
r
, . . . ,Dd−1 >
xd−1
r
, 1−
d−1∑
i=1
Di >
xd
r
)
dFR(r)
=
∫ ∞
x1+···+xd
Pr
(
D1 >
x1
r
, . . . ,Dd−1 >
xd−1
r
, 1−
d−1∑
i=1
Di >
xd
r
)
dFR(r).
Because (D1, . . . ,Dd−1) has density fD as given by Lemma 2,
H¯(x) =
∫ ∞
x1+···+xd
∫ a1
x1
r
· · ·
∫ ad−1
xd−1
r
fD(t1, . . . , td−1)d td−1 . . . dt1d FR(r),
where ai = 1−∑i−1j=1 tj −∑dj=i+1 xj/r for i = 1, . . . , d− 1. Substituting si = rti for i = 1, . . . , d− 1 gives
H¯(x) =
∫ ∞
x1+···+xd
1
rd−1
∫ b1
x1
r
· · ·
∫ bd−1
xd−1
r
fD
( s1
r
, . . . ,
sd−1
r
)
dsd−1 . . . ds1dFR(r),
where bi = r −∑i−1j=1 sj −∑dj=i+1 xj for i = 1, . . . , d− 1. By Fubini’s Theorem and Lemma 2,
H¯(x) =
∫ ∞
x1
· · ·
∫ ∞
xd−1
∫ ∞
s1+...+sd−1+xd
1
rα−1
Γ (α)
Γ (α1) · · ·Γ (αd)
×
d−1∏
i=1
sαi−1i {r − (s1 + . . .+ sd−1)}αd−1dFR(r)dsd−1 . . . ds1. (15)
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Next, the inner integral may be evaluated as follows.∫ ∞
s1+···+sd−1+xd
1
rα−1
{r − (s1 + · · · + sd−1)}αd−1dFR(r)
=
∫ ∞
s1+···+sd−1+xd
1
rα−1
{r − (s1 + · · · + sd−1 + xd)+ xd}αd−1dFR(r)
=
αd−1∑
jd=0
(
αd − 1
jd
)
xjdd
∫ ∞
d−1∑
i=1
si+xd
1
rα−αd+jd
1−
d−1∑
i=1
si + xd
r

αd−jd−1
dFR(r)
=
αd−2∑
id=0
(
αd − 1
id
)
(αd − 1− id)!
Γ (α)
xidd (−1)α−αd+idψ (α−αd+id)(s1 + · · · + sd−1 + xd)
+ 1
Γ (α)
xαd−1d (−1)α−1ψ (α−1)+ (s1 + · · · + sd−1 + xd),
where the last step follows from Lemma 3. Hence, (15) becomes
H¯(x) =
αd−1∑
id=0
Γ (α)
Γ (α1) · · ·Γ (αd−1)id!x
id
d (−1)α−αd+id
×
∫ ∞
x1
· · ·
∫ ∞
xd−1
d−1∏
i=1
sαi−1i ψ
(α−αd+id)(s1 + · · · + sd−1 + xd)dsd−1 . . . ds1
+ Γ (α)
Γ (α1) · · ·Γ (αd−1)Γ (αd) x
αd−1
d (−1)α−1
×
∫ ∞
x1
· · ·
∫ ∞
xd−1
d−1∏
i=1
sαi−1i ψ
(α−1)
+ (s1 + · · · + sd−1 + xd)dsd−1 . . . ds1.
Successive application of Lemma 4 and gathering terms yields
H¯(x) =
α1−1∑
i1=0
. . .
αd−1∑
id=0
(−1)2(α1+···+αd−1)+i1+···+id ψ
(i1+···+id)(x1 + · · · + xd)
i1! · · · id!
d∏
j=1
x
ij
j
for all x ∈ Rd+. This immediately simplifies to (9) and the proof is complete. 
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