False working memories readily emerge using a visual item-recognition variant of the converging associates task. Two experiments, manipulating study and test modality, extended prior working memory results by demonstrating a reliable false recognition effect (more false alarms to associatively related lures than to unrelated lures) within seconds of encoding in either the visual or auditory modality. However, false memories were nearly twice as frequent when study lists were seen than when they were heard, regardless of test modality, although study-test modality mismatch was generally disadvantageous (consistent with encoding specificity). A final experiment that varied study-test modality using a hybrid short-and long-term memory test (Flegal, Atkins & Reuter-Lorenz, 2010 ) replicated the auditory advantage in the short term but revealed a reversal in the long term: The false memory effect was greater in the auditory study-test condition than in the visual study-test condition. Thus, the same encoding conditions gave rise to an opposite modality advantage depending on whether recognition was tested under short-term or long-term memory conditions. Although demonstrating continuity in associative processing across delay, the results indicate that delay condition affects the availability of modalitydependent features of the memory trace and, thus, distinctiveness, leading to dissociable patterns of shortand long-term memory performance.
Human memory often fails to faithfully represent events as they actually occurred, indicating its fallible and constructive nature. Although memory distortions have been studied with various paradigms (Bartlett, 1932; Davis & Loftus, 2007; Deese, 1959; Roediger & McDermott, 1995; Underwood, 1965) , most widely used is the converging associates task, or Deese-RoedigerMcDermott (DRM) paradigm (Deese, 1959; Roediger & McDermott, 1995) , in which people study lists of up to 15 words that are semantically related to an unstudied theme word. On subsequent memory tests, participants erroneously recall the unstudied theme words or endorse them as studied on tests of recognition. ReuterLorenz and her colleagues (Atkins & Reuter-Lorenz, 2008; Festini & Reuter-Lorenz, 2013; Flegal, Atkins & Reuter-Lorenz, 2010) have recently shown that these distortions of memory can affect recall and recognition within seconds of encoding, demonstrating that the semantic associative processes that underlie false memories are delay invariant (see also Coane, McBride, Raulerson, & Jordan, 2007) . The continuity of memory processes over delay is further illustrated by the findings of Flegal et al. (2010; Flegal & Reuter-Lorenz, 2014) indicating that the phenomenology of false memories is equally compelling whether the illusion occurs within seconds or more than 20 min after the initial encoding.
These observations appear to be consistent with unitary models of memory (Cowan, 1999; Nairne, 2002) , in which short-term memory (STM) and long-term memory (LTM) share a common representational basis. However, other evidence would seem to challenge this view. In a recent article, Flegal and Reuter-Lorenz (2014) used a depth-of-processing manipulation to investigate the role of gist in memory distortions that emerged in a canonical STM versus LTM task. In their hybrid DRM design, four-item lists of semantic associates were studied for several seconds. Each list was probed with its related but unstudied theme word, an unrelated lure, or a studied item either following a 3-4-s delay or in a surprise recognition test approximately 20 min after the STM task. Hence, this design permitted comparisons of the short-and longterm memorability and distortion of word lists studied under the same conditions and encoding instructions. Consistent with evidence from other memory tasks (Rose, Myerson, Roediger, & Hale, 2010 ), Flegal and Reuter-Lorenz found that encoding depth (shallow vs. deep) had robust effects on true and false recognition after long delays, whereas depth-of-processing effects on shortterm recognition, although significant in one experiment, were far less pronounced.
Evidence of this kind that dissociates memory performance after short and long delays is consistent with multistore models that propose separate systems for STM and LTM. However, a unitary account could explain these results by assuming that memory traces consist of constellations of features that may differ in their accessibility and effectiveness as retrieval cues over time (e.g., Jonides et al., 2008; Nairne, 2002) . For example, features based on the perceptual properties of a stimulus, also referred to as verbatim traces, are more susceptible to interference and, thus, degrade more rapidly than do conceptual, semantic features of memoranda, which have been referred to as gist traces (Brainerd & Reyna, 2002) . According to fuzzy-trace theory (Brainerd & Reyna, 2002) , one prominent account of false memories, when verbatim information is available, gist-based memory responses can be opposed, thereby suppressing or reducing false memory. Accordingly, Flegal and Reuter-Lorenz (2014) found that when participants had to judge the quality of their recollections using remember/know/ guess judgments, false recognition decreased because of deep (vs. shallow) encoding in the short term. In contrast, in the long-term recognition test, deep encoding led to a substantial increase in false memories along with better veridical memory, which was nearly equivalent to true recognition in the short term. Deep processing of the word lists presumably increased encoding of both verbatim and gist-based features. Although verbatim features were readily available to oppose gist in the short term, their availability diminished over time, leading to greater reliance on gist and, consequently, more false memories with long delays. Thus, dissociable effects of encoding instructions on performance over the short versus the long term can be understood to result from the initial establishment of memory traces with various features or properties that are available differentially over time.
Indeed, verbatim features should generally be more accessible, with higher fidelity, when recognition is tested after short delays than they are following longer delays that include more intervening items that could produce interference. In this light, it is especially surprising to find that, with unconstrained encoding conditions, false memories can occur within seconds of encoding, and with minimal interference, at rates that approximate those found with long-term recognition (e.g., Flegal et al., 2010) . However, to date, false STMs have only been shown for word lists presented visually and tested with visually presented recognition probes. A substantial body of work dating back at least to the 1960s indicates that short-term recall and recognition are better with auditory than with visual presentation (Kirsner & Craik, 1971; Murdock, 1967 Murdock, , 1968 Murdock & Walker, 1969; Nairne, 1990; Penney, 1975 ; see also Collier & Logan, 2000) . Several proposals have been advanced to account for this modality effect in STM (e.g., Corballis, 1966; Crowder & Morton, 1969) , including Penney's (1989) hypothesis that both auditory and visual presentations of word lists give rise to phonological codes but that the modality-specific acoustic code persists longer and is richer than the modality-specific visual code. Nairne's feature model (Nairne, 1990 (Nairne, , 2002 ) implements this modality difference by assuming that more modalitydependent features are encoded with auditory than with visual input, and it can thus account for a range of modality effects demonstrated by tests of immediate memory. Cast in terms of fuzzy-trace theory, auditory verbatim traces should be more feature rich than visual verbatim traces in the short term.
The prominent auditory advantage for verbal STM leads to the expectation that short-term false memory effects should also differ because of input modality, such that memory distortions would be more likely with visual than with auditory presentation. Interestingly, the long-term false memory literature is characterized by the opposite modality advantage in that false memory effects in the typical DRM task have tended to be greater with auditory than with visual input (e.g., Smith & Hunt, 1998 ; for a review, see Gallo, 2006) . On the face of it, then, input modality could be another variable that has dissociable effects on short-and longterm false memories.
The first objective in the present investigation was to compare the effects of auditory and visual list presentation on veridical memory and false recognition in the short-term variant of the converging associates task used by Atkins and Reuter-Lorenz (2008) . In Experiment 1, performance with auditory (A) study and auditory test was compared with visual (V) study and visual test within the same group of participants. Experiment 2 used a between-participants design to cross study modality and test modality, resulting in four study-test conditions (A-A, A-V, V-V, and V-A) and permitting a test of encoding specificity. 1 We predicted more accurate recognition performance with auditory than with visual presentation. The results bore this out: Veridical memory was found to be superior, and false recognition was reduced with auditory compared with visual input. The expected advantage when study and test were conducted using the same input modality was also observed.
The second objective was to determine whether input modality has dissociable effects on false memory rates at short versus long delays. This was the goal of Experiment 3, in which we used the hybrid DRM recognition task (Flegal et al., 2010; Flegal & ReuterLorenz, 2014) to compare, directly and within participants, shortand long-term recognition performance in the visual and auditory modalities. This experiment showed that whether memory distortions are more prominent in the visual versus auditory modality depends on when recognition is tested.
Experiment 1 Method
Participants. Thirty right-handed University of Michigan students (18 male, 12 female; ages 18 -22 years [M ϭ 19.00, SD ϭ 1.28]) participated in this experiment for course credit. All participants were native English speakers. The University of Michigan Institutional Review Board (IRB) approved the experiment.
Materials. The experiment was administered using E-Prime 1.1 software (Psychology Software Tools, Inc., Sharpsburg, PA) on a Dell (Round Rock, TX) desktop computer. Responses were collected on a standard keyboard. For the auditory conditions of the experiment, participants wore over-ear headphones that were maintained at a comfortable and easily audible volume established with pretesting.
One hundred and twenty-eight lists of four semantically related words previously used by Flegal et al. (2010) were adopted for this experiment. Each word was a strong associate of a common theme word. The lists were divided into four groups of 32 lists (Groups A, B, C, and D; mean backward associative strength was .35). Each group was subdivided into 16 four-word lists to balance the status of each list as visual and auditory memoranda across participants, which resulted in eight counterbalanced orders (A1, A2, B1, B2, C1, C2, D1, and D2).
There were three probe types: (a) related negative lures, which were the unstudied theme words associated with the studied lists; (b) unrelated negative lures, which were the unstudied theme words associated with the nonpresented lists; and (c) studied positive probes, which were the theme words associated with and presented in the studied lists. Probe type was counterbalanced with word lists across participants so that for one quarter of all the participants, lists in Group A were paired with related lures, lists in Group B were paired with unrelated lures, and lists in Group C were paired with positive probes. Group D lists served as the source of unrelated lures. In these four counterbalanced orders, for half of the participants, Groups A1-D1 were probed during visual trials and Groups A2-D2 were probed during auditory trials. For the other half of the participants, the order was reversed. Finally, half of the participants in each of the orders encountered an AVVA design, and the other half encountered a VAAV design. Trial order within each block was randomized.
Design and procedure. Participants completed an IRBapproved consent form and a basic demographics form on entering the lab and were then led to the experiment cubicle, where they received onscreen instructions about their task.
The STM task used by Atkins and Reuter-Lorenz (2008) was modified to test visual and auditory recognition in four counterbalanced blocks of 24 trials, two blocks for each modality, yielding a total of 96 trials. Approximating the parameters used in prior studies comparing auditory and visual verbal memory (e.g., Bartha, Martin, & Jensen, 1998; Murdock, 1968; Smith & Hunt, 1998) , items were presented at a rate of just over one item per second in each modality.
Visual trials. The first visual block was preceded by a short training procedure, during which participants performed two example trials. At the beginning of each visual trial, participants saw a black fixation cross for 500 ms. Then the four words appeared sequentially for 1 s each, followed by an interstimulus interval of 100 ms. After the last word, a 500-ms interval elapsed, and then participants recited "the, the, the" continuously while viewing a green screen that appeared for 3,000 ms. The green screen was replaced by the probe word, which remained visible until the participant made a response or for a maximum of 3,000 ms. Responses were recorded by pressing the Z and M keys on a standard keyboard. Z was no (a decision that the word was not presented in a memory set), and M was yes (a decision that the word was presented in a memory set). There were 24 trials in each of two visual blocks.
Auditory trials. For the two auditory blocks, participants wore headphones. As in the visual condition, the first auditory block was preceded by two practice trials. Participants were instructed to keep their eyes on the computer screen, and each trial began with a 500-ms auditory beep that was followed by the series of four words presented at a rate of approximately one per second.
The interstimulus interval was 100 ms. After the last stimulus, a 500-ms interval lapsed before the green screen appeared for 3 s, during which time participants repeated "the, the, the." On the screen's offset, the probe word was presented auditorily. As in the visual condition, participants had 3,000 ms to make a response. Again, the participants answered by responding on the keyboard, using the same keys used in the visual condition. There were 24 trials in each of two auditory blocks.
Articulatory suppression. We used articulatory suppression during the retention interval (participants vocalizing "the, the, the"). Articulatory suppression is hypothesized to interfere with rehearsal processes. It has been shown to keep performance off ceiling and to increase the rate of false memory errors (Atkins, Berman, Reuter-Lorenz, Lewis & Jonides, 2011; see also, Atkins & Reuter-Lorenz, 2008) . In this and all subsequent experiments, the experimenter demonstrated how to engage in articulatory suppression, which participants then practiced during the practice trials. The experimenter was positioned close to the testing rooms and continually monitored participants for compliance with the articulatory suppression instructions.
Results and Discussion
To determine whether accurate recognition of studied probes differed because of modality, we used a t test to compare the accuracy of yes responses in the auditory and visual conditions. Veridical memory for the auditory condition was better than that for the visual condition, t(29) ϭ 2.31, p ϭ .03, d ϭ 0.41. Proportions of yes responses for all probe types in each modality condition are presented in Table 1 .
To test for modality differences in the rate of false semantic memories, we compared the proportions of yes responses to related and unrelated lures using a two-way analysis of variance (ANOVA) with probe type and modality as repeated withinparticipant variables. This analysis revealed a main effect of modality, F(1, 29) ϭ 25.27, p Ͻ .001, p 2 ϭ .46, indicating more false alarms overall in the visual modality. There was also a main effect of probe type, F(1, 29) ϭ 54.07, p Ͻ .001, p 2 ϭ .61, and a significant Probe Type ϫ Modality interaction, F(1, 29) ϭ 9.63, p ϭ .004, p 2 ϭ .25. Planned comparisons indicated that participants were more likely to respond yes to related than to unrelated lures following both visual, t (29) whereas yes responses to unrelated lures did not differ between modalities (p ϭ .99).
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The results from the first experiment demonstrated that false STM effects can emerge in the auditory modality, thereby extending the evidence for rapid memory distortions to the auditory domain. However, the results clearly indicated that veridical memory was better when words were presented in the auditory modality than in the visual modality. Likewise, the tendency to falsely recognize highly associated critical lures was greater in the visual modality, indicating greater reliance on gist memory. The accuracy advantage and reduced false memories for the auditory modality compared with the visual modality conformed to a pattern known as the mirror effect (e.g., Glanzer & Adams, 1985 , 1990 , which occurs when a higher hit rate is accompanied by a lower rate of false alarms. These modality differences suggest greater reliance on gist-based responding in the visual condition than in the auditory condition. Greater availability of verbatim features may permit more effective monitoring in the auditory modality, at least in the short term. The following experiment sought to replicate the superiority of the auditory modality and to determine whether this auditory advantage depends on the modality of list presentation (study modality), the modality of test, or their combined effects.
Experiment 2
The modality effect on recognition found in Experiment 1 indicated that combined auditory presentation and auditory test was associated with superior recognition of studied probes and reduced false recognition of related lures compared with combined visual presentation and visual test. In Experiment 2, we sought to replicate this short-term modality effect and test whether it results from an encoding advantage in the auditory modality (Penney, 1989 ). If it does, then performance should be better when word lists are presented auditorily, regardless of test modality. To test this prediction, study modality was varied between participants, and test modality was varied within participant. Thus, for half of the participants, study lists were presented visually, and for the other half, they were presented auditorily. For both groups, half of the lists were tested with auditory recognition and the other half with visual recognition. These conditions also permitted a test of encoding specificity (i.e., Tulving & Thomson, 1973) , according to which memory should be more accurate when study and test are in the same modality (modality match) than when they occur in different modalities (modality mismatch; see also Chase & Calfee, 1969; Elliott, Geiselman, & Thomas, 1981; cf. Kirsner & Craik, 1971) .
Method
Participants. Sixty-four right-handed University of Michigan students (34 male, 30 female; ages 18 -22 years [M ϭ 18.98, SD ϭ 1.04]) participated in this experiment for course credit. Five participants were excluded because of failure to follow instructions, resulting in 30 (14 male, 16 female) participants in the AA-AV condition and 29 (19 male, 10 female) in the VV-VA condition (see the next section for condition definitions). All participants were native English speakers. The University of Michigan IRB approved the experiment.
Materials. The materials and presentation parameters were the same as in Experiment 1 except that half of the participants encountered two blocks of auditory study and auditory test (AA) and two blocks of auditory study and visual test (AV). The other half encountered two blocks of visual study and visual test (VV) and two blocks of visual study and auditory test (VA). In each study condition, block order was counterbalanced using an ABBA or BAAB order. As in the Experiment 1, there were 24 trials in each of four blocks and two practice trials for each condition.
Design and procedure. The procedures were the same as those used in Experiment 1 except for the following differences: In the AA-AV condition, participants were informed that their study modality would always be auditory and that in some blocks their recognition would be tested with auditory probes, whereas in others it would be tested with visual probes; in VV-VA condition, participants were informed that their study modality would always be visual and that in some blocks their recognition would be tested with visual probes, whereas in others it would be tested with auditory probes. Participants were informed about the test modality before each block.
Results and Discussion
The proportions of yes responses for each probe type in each study-test condition are displayed in Table 2 . To test whether accurate recognition of studied probes differed as a result of study or test modality, a 2 (study modality: visual, auditory) ϫ 2 (test modality: visual, auditory) mixed ANOVA was conducted for yes responses to studied probes. Study modality was a betweenparticipants variable, whereas test modality was a withinparticipant variable. A main effect of study modality, F(1, 57) ϭ 4.78, p ϭ .03, p 2 ϭ .08, indicated a higher rate of correct responses for auditory than for visual study lists. The effect of test modality was not significant, F(1, 57) ϭ 0.13, ns. The Study Modality ϫ Test Modality interaction was significant, F(1, 57) ϭ 10.65, p ϭ .0016, p 2 ϭ .16. Replicating the auditory modality advantage observed in Experiment 1, the planned comparison of the AA and VV conditions indicated that correct recognition of studied probes was greater in the AA condition, t(57) ϭ 2.54, p ϭ .014, d ϭ 0.70. As the means in Table 2 suggest, correct recognition of studied probes was better when study and test modality matched than when they did not: T tests showed greater accuracy in the AA than in the AV condition, t(28) ϭ 2.50, p ϭ .01, d ϭ 0.45, and greater accuracy in the VV than in the VA condition, t(29) ϭ 2.10 p ϭ .04, d ϭ 0.28.
To determine whether the rate of false semantic memories differed among the study-test conditions, we compared the proportions of yes responses to related and unrelated lures using a three-way ANOVA with study modality as a between-participants factor and test modality and probe type as repeated withinparticipant factors (see Table 2 for false alarm rates by condition). This analysis revealed a main effect of study modality, F(1, 57) ϭ 7.03, p ϭ .01, 2 ϭ .12, indicating more false alarms for visual than for auditory study lists. The main effect of test modality was not significant , F(1, 57) The only other effect that approached significance was the marginal Study Modality ϫ Test Modality interaction, F(1, 57) ϭ 3.67, p ϭ .06, 2 ϭ .06, suggesting the influence of encoding specificity on the occurrence of false memories. To assess this, we compared modality match and modality mismatch conditions; we performed t tests on yes responses to related lures for the AA-AV condition and the VV-VA condition. Higher rates of false recognition to related lures occurred in V-A condition (mismatch) than in V-V condition (match), t(29) ϭ 2.10, p ϭ .04, d ϭ 0.35, whereas false alarms to related lures did not differ between the A-A (match) and A-V conditions (mismatch), t(28) ϭ 0.72, p Ͼ .10.
The results from Experiment 2 replicated the modality advantage evident in the first experiment: Veridical memory (accuracy for studied items) was generally superior for the auditory modality in working memory. Veridical memory was also greater when study and test modality matched than when they mismatched, suggesting the influence of encoding specificity on STM performance (see also, e.g., Chase & Calfee, 1969) . This experiment also replicated the modality effect on false alarms to related lures, which were more than twice as frequent for study lists presented visually than for those presented auditorily. False recognition was greater for the visual study condition regardless of test modality, and this effect was exacerbated when the test was in the auditory modality.
Experiment 3
The modality effect on recognition found in Experiments 1 and 2 revealed the auditory modality to be superior to visual in a canonical STM task, an effect that has been well established by prior research. Critically, our experiments showed for the first time that the modality advantage characteristic of STM extends to the domain of false memory: The high fidelity of auditory verbal memory in the short term renders it less vulnerable to distortion than visual word memory. This pattern, however, is opposite to what is commonly found in canonical LTM tests (Cleary & Greene, 2002; Gallo, McDermott, Percer, & Roediger, 2001; Hunt, Smith, & Dunlap, 2011; Smith & Hunt, 1998) , in which semantic errors are typically greater when word lists are presented in the auditory modality than when they are presented visually. Only Maylor & Mo's (1999) results suggest the reverse pattern. Thus, in Experiment 3, we directly compared the incidence of false memories in the same participants with short and long delays when study and test occurred in the visual versus the auditory modality.
Method
Participants. Thirty-two University of Michigan students (31 right-handed and 1 left-handed; 24 male, 8 female; ages 18 -20 years [M ϭ 18.62, SD ϭ 0.71]) participated in this experiment for course credit. All participants were native English speakers. The University of Michigan IRB approved the experiment.
Materials. The 96 word lists were drawn from the same pool of semantically related lists used in the first two experiments. These lists, and the counterbalancing procedures, followed those used by Flegal and Reuter-Lorenz (2014) except that those authors varied encoding instructions, whereas we varied input modality. In this experiment, study and test were always in the same modality. There were 72 trials in the STM phase, divided into four blocks of 18 trials, two for each modality. The blocked order of study-test modality was counterbalanced across participants, so that half of the participants experienced a VAAV order, and the other half experienced an AVVA order.
Design and procedure. As in Flegal et al. (2010) and Flegal and Reuter-Lorenz (2014) , the four-word memory sets were probed either within the same trial (i.e., STM) or in a surprise recognition test following completion of all STM trials (i.e., LTM) to examine STM and LTM distortions concurrently and within participant. The procedure of testing STM was the same as in Experiment 1 except that on half the trials, no probe appeared on the offset of the green screen. On these trials, participants were instructed merely to press either response key to proceed to the next trial (see Figure 1) . Unbeknownst to them, these trials would then be probed in the surprise recognition test. The STM phase took approximately 20 min to complete.
Following completion of the STM trials, the participants were given instructions for the LTM test, in which they had to decide whether each word had been studied during the STM phase. There were 72 LTM recognition trials, 36 of which tested memory sets that were not probed at STM (nine from each block, totaling 12 for each of the three probe types). In addition, to match the proportions of yes and no responses across the STM and LTM tests, there were 12 trials of studied associates from memory sets that were probed at STM (never including theme words from studied probe trials) and 24 trials of unstudied, unrelated lures that were taken from Flegal and Reuter-Lorenz (2014) and matched for frequency and word length with the corpus of theme words used in our experiments. As in Flegal and Reuter-Lorenz's study, these trials were not analyzed. These 72 LTM trials were divided into two modality blocks, auditory and visual, such that in each block, probes were presented in the same modality in which they or their associates were studied. The first LTM block was always in the modality opposite to that used in the last STM block. Probe words in each modality were presented at a rate of approximately one word per 3,000 ms, permitting time for the yes or no recognition response.
Results and Discussion
To determine whether accurate recognition of studied probes (yes responses to studied probes) differed as a result of delay and modality, we conducted a two-way ANOVA with modality (auditory, visual) and delay (STM, LTM) as repeated within-participant variables (see Table 3 for proportions of yes responses for each of the three probe types in each modality and delay condition). The analysis revealed a main effect of delay, F(1, 31) ϭ 120.8, p Ͻ .001, p 2 ϭ .79, indicating that accuracy was higher at short-term testing compared with long-term testing. Neither the main effect of modality, F(1, 31) ϭ 1.56, ns, nor the Delay ϫ Modality interaction, F(1, 31) ϭ 2.86, ns, were significant. Planned comparisons revealed that despite the nonsignificant interaction, as in the first two experiments, veridical memory was better for auditory than for visual presentation in the short term, t(31) ϭ Ϫ2.51, p ϭ .02, d ϭ 0.43, whereas there was no hint of this effect in the long term, t(31) ϭ Ϫ0.10, ns.
To determine whether the rates of false semantic memories differed between modalities and delay conditions, we compared the proportions of yes responses to related and unrelated lures using a three-way ANOVA with delay (STM, LTM), modality (auditory, visual), and probe type (related, unrelated) as repeated within-participant factors. There was a main effect of delay, F(1, 31) ϭ 65.66, p Ͻ .001, p 2 ϭ .67, indicating that more errors were made in the long term, and a main effect of probe type, F(1, 31) ϭ 62.91, p Ͻ .001, p 2 ϭ .67, showing more errors to related lures than to unrelated lure probes. There was no main effect of modality, F(1, 31) ϭ 0.04, ns, nor was the Delay ϫ Probe Type interaction significant, F(1, 31) ϭ 0.01, ns. The Delay ϫ Modality interaction was marginal, F(1, 31) ϭ 3.62, p ϭ .06, p 2 ϭ .10. Critically, the three-way Delay ϫ Modality ϫ Probe Type interaction was significant, F(1, 31) ϭ 11.4, p ϭ .002, p 2 ϭ .27. As can be seen in Table 3 , false alarms to unrelated lures, although more frequent in the long term, did not differ between modalities in either STM, t(31) ϭ Ϫ1.36, ns, or LTM, t(31) ϭ 0.20, ns. However, false alarms to related lures differed as a result of modality and delay: As in the first two experiments, in STM, false recognition was greater for the visual than for the auditory modality, t(31) ϭ 2.95, p ϭ .001, d ϭ 0.53. Importantly, this pattern reversed in LTM such that false recognition was greater for the auditory than for the visual modality, t(31) ϭ Ϫ2.02, p ϭ .05, d ϭ 0.36.
The results of this experiment showed once again that in the STM task, the auditory condition led to better veridical memory and fewer false memories compared with the visual condition. Critically, this modality effect for false recognition reversed at LTM: Fewer false alarms were made to related lures when lists were studied and tested in the visual modality than when they were studied and tested in the auditory modality.
General Discussion
Most studies of false memory have focused on LTM, with experimentation conducted using both visual and auditory modalities. Until now, the relatively small and recent literature on false working memories or STMs has focused exclusively on the visual modality (Atkins & Reuter-Lorenz, 2008; Coane et al., 2007; Flegal & Reuter-Lorenz, 2014; Flegal et al., 2010) . Considering the well-established advantage for verbal STM when the input modality is auditory (e.g., Penney, 1989) , it was important to establish whether false memories would be evident within several seconds of hearing a list of words and whether the magnitude of the short-term false memory effect would differ as a result of input modality. The results from our first two experiments revealed a few patterns of importance. First, there were substantial false recognition effects in all four conditions of a canonical STM task (AA, AV, VV, and VA), confirming the robust and rapid susceptibility of memory to semantic distortions (Atkins & ReuterLorenz, 2008; Coane et al., 2007) while extending these effects to the auditory modality. Second, as predicted, we found better veridical memory and lower false memory rates when study lists were presented in the auditory modality than when the lists were presented visually, thereby demonstrating a reliable modality ef- Yes responses to studied probes were correct responses, whereas those to related and unrelated lures were errors. STM ϭ short-term memory; LTM ϭ long-term memory. Figure 1 . Experiment 3 design. Each four-word list was probed only once, either immediately following a 3-s articulatory (Art.) suppression (short-term memory) or in a surprise recognition test after all lists were encoded (long-term memory).
fect for false memories in the short term. Third, an encodingspecificity effect (Tulving, 1983; Tulving & Thomson, 1973 ; see also Chase & Calfee, 1969; Elliott et al., 1981; Kirsner & Craik, 1971) was evident: Memory accuracy was greater and false recognition reduced when study and test occurred in the same modalities than when study and test modality mismatched, although these effects were generally more evident for visual study lists. Thus, the modality effect we observed in our STM variant of the converging associates task was consistent with the wellestablished superiority of the auditory modality for verbal memory performance with short delays. Moreover, we provided new evidence that this modality advantage includes reduced susceptibility of auditory input to semantic distortions in the short term. Experiment 3 replicated the auditory advantage found in the STM task while revealing a reversal of this modality effect such that over the long term, false alarms to related lures were more frequent for the auditory condition than for the visual one. Therefore, the results of Experiment 3 demonstrated that input modality had dissociable effects on false memories over the short versus the long term. Especially noteworthy is that the same encoding conditions gave rise to opposite modality effects that depended entirely on whether the testing was conducted under canonical STM conditions or canonical LTM conditions. In this respect, the modality effects we observed were delay dependent.
Higher false memory rates in the long term for lists that were heard than for lists that were read silently is consistent with the majority of previous studies that tested modality effects on false LTMs (for a review, see Gallo, 2006; cf. Maylor & Mo, 1999) . Indeed, numerous reports using recall, recognition, or both (Gallo et al., 2001 ) and multiple variations of the DRM procedure (e.g., Arndt & Reder, 2003; Hunt et al., 2011; Pierce, Gallo, Weiss, & Schacter, 2005; Smith, Hunt, & Gallagher, 2008) have found more false memories when lists have been presented in the auditory modality than when they have been presented visually. In accord with the activation-monitoring account of false memories (Roediger, Balota, & Watson, 2001) , the explanations for this LTM modality effect have focused on modality differences in associative activation and/or monitoring processes that can operate at encoding, at test, or at both stages of the task (for a review, see Gallo, 2006) .
In the first article reporting the LTM modality effect, Smith and Hunt (1998) posited that if the theme word comes to mind during encoding, the covert thought of the word will be more similar to the experience of hearing the word than that of reading it, a proposal that has been echoed by others (e.g., Gallo, 2006) . If the unstudied theme word is presented at recognition, or comes to mind again during recall, it will therefore be harder to reject if the study list was presented auditorily rather than visually. The core idea, as expressed by Smith and Hunt (1998) , is that "visual presentation provides a better means for discriminating between studied items and the related critical lures than does auditory presentation" (p. 710). But what, according to this view, is conferred by visual presentation that improves discriminability? More critically, how can modality differences in discriminability account for the striking change in the relative performance advantage for auditory versus visual study lists over time? The following section introduces Hunt's distinction (Hunt, 2003 (Hunt, , 2013 Hunt et al., 2011) between item-based and event-based distinctive processing, which we think is important for understanding the reversal of the modality effect from short-term to long-term recognition testing.
Distinctiveness and the LTM Modality Effect
The notion of distinctive processing has figured prominently in the false memory literature, because manipulating it can dramatically alter memory performance (Hunt & McDaniel, 1993; Schacter, Israel, & Racine, 1999) , affecting true memory, false memory, or both. Hunt (2013) succinctly described distinctiveness as "the processing of differences in the context of similarity" (p. 11; see also Hunt, 2003) . A list of converging associates creates a context of conceptual or semantic similarity (i.e., shared gist), especially to the extent that the theme word comes to mind either consciously or unconsciously at study. Manipulations that promote encoding of specific, distinctive features of list items that differentiate them from one another and from the critical lure have the potential to improve veridical item memory and reduce the tendency to misremember a related lure as one that had been studied. From this theoretical perspective, the modality effect in LTM has been explained by inferring that visual list presentation provides more distinctive cues than auditory list presentation, and these cues then serve as a more effective basis for subsequently rejecting false memories, which lack these distinctive details.
One puzzle posed by this distinctiveness explanation is that the typical visual advantage for suppressing false LTM is not accompanied by a corresponding advantage for the recall or recognition of studied items. That is, a mirror effect is typically lacking. In contrast, other manipulations that influence false memory rates often do produce the mirror effect. Deep encoding instructionsfor example, pleasantness ratings, which require specific, meaning-based evaluations of each individual word within an otherwise associatively related list (e.g., Flegal & Reuter-Lorenz, 2014; Thapar & McDermott, 2001; Toglia, Neuschatz, & Goodwin, 1999 )-promote more hits and more correct rejections. Hunt et al. (2011) recently demonstrated that manipulating input modality versus encoding instructions indeed produced these contrasting patterns of recall performance: Visual presentation reduced false memories compared with auditory presentation but did not improve correct recall, whereas pleasantness ratings reduced false memories and improved recall relative to an intentional memory condition in which participants were simply instructed to remember the words.
The dissociable effects of input modality and encoding task were predicted by Hunt's (2003) theory of distinctiveness, which distinguishes item-based distinctive processing and event-based distinctive processing, at least in the context of LTM. Event-based distinctiveness refers to the more general spatiotemporal context in which items occur and the encoding of event-specific features that can provide a basis for discerning one event from another. One event context is input modality; lists have either visual or auditory perceptual features, neither of which is shared by critical items. At retrieval, when it can be discerned that critical items lack this perceptual information, they can be rejected. Although perceptual information may distinguish critical items from list items, it is insufficient to distinguish list items from one another; therefore, true memory is relatively unaffected, at least over the long term. Moreover, because hearing a word is similar to experiencing the thought of a word, auditory presentation confers less event-based distinctiveness than does visual presentation. In contrast, itembased distinctiveness-conferred by pleasantness ratings, for example-promotes the encoding of item-specific features that can support their subsequent retrieval, thereby improving true memory while also, according to Hunt et al. (2011) , contributing to eventbased distinctive processing, because only studied items, and not critical lures, will have undergone such ratings. According to this framework, then, the encoding of distinctive features can be promoted by stimulus and/or strategic variables during study, and their utility can be exploited at retrieval (see also Nairne, 2006) . Indeed, the LTM results from Experiment 3 followed the same performance pattern and visual modality advantage observed in previous studies that have contrasted auditory and visual study (i.e., decreased false memories and minimal effects on true memory). Therefore, they fit well with the event-based distinctiveness account offered by Hunt (2013; Hunt et al., 2011) . Our results additionally demonstrated that the advantageous rejection of probes related to four-item lists presented visually was evident in an LTM recognition task in which a subset of all prior studied lists was tested in tandem rather than in the more typical list-by-list study-test procedure, in which event context is more restricted in space and time. We now consider how well this distinctiveness framework can explain the auditory advantage we observed in all three experiments when memory was probed after a short delay.
Distinctiveness and the STM Modality Effect
As discussed in the introduction, prior accounts of the STM modality effect posited that auditory presentation establishes more feature-rich, modality-dependent, verbatim traces than does visual presentation (Nairne, 2002; Neath & Nairne, 1995; Penney, 1989) . The richer representations of auditory lists are likely related to the unique spectral envelope and phonetic properties of each word. This description fits nicely with the idea that greater item-based distinctiveness underlies the advantage for auditory presentation following short delays. Further, if greater item-based distinctiveness is at play, we would expect to see both higher accuracy for studied items and more correct rejections of related lures with auditory than with visual study lists. Indeed, this mirror effect was evident in all three experiments, which demonstrated that the short-term modality effect was accompanied by decreased false recognition.
The curious paradox posed by the striking reversal of this modality effect on false recognition in the LTM test indicated that the verbatim traces (and the modality-dependent features that comprise them) that were advantageous for the auditory condition in the STM test were short-lived. That is, the initially superior item-based distinctiveness that characterized memory representations of auditory lists relative to visual ones within 4 s of encoding had abated by the long-term testing phase of Experiment 3. In the relative absence of this feature-rich, verbatim information, what presumably prevailed in this later testing context was the greater degree of event-based distinctiveness conferred by visual versus auditory study.
This explanation of the interaction between delay and modality implies that although initially richer, the item-specific information in auditory memory traces degrades rapidly and potentially at a faster rate than does visual information. Although degradation could be a result of retroactive memory interference, there is also some evidence that auditory information may decay more rapidly-over varying, unfilled retention intervals ranging from 1 to 32 s-compared with psychophysically matched visual or tactile information (Bigelow & Poremba, 2014; cf., Visscher, Kaplan, Kahana, & Sekuler, 2007) . It should be noted, however, that unlike the verbal memoranda used in the present investigation, Bigelow and Poremba used simple, pure tones (Experiment 1) or everyday sounds (Experiments 2). These stimuli lack the phonological and acoustic features that may be the basis for item distinctiveness in the auditory modality. In any case, the acoustic or phonological properties of auditorily presented words confer an initial advantage for veridical memory that does not endure long enough to be advantageous in LTM.
Modality Advantages Reconsidered
As originally suggested by Reyna and Brainerd (1995) , verbatim and gist-based traces appear to follow different time courses. The view we espouse here is not wedded to the idea of dual traces or different memory systems. Rather, we share the perspective of Nairne (2002 Nairne ( , 2006 , according to which memory traces are composed of different features established at encoding, determined by the properties of the input, the encoding context, and the intentions and associative processing engaged by the rememberer. The availability of trace features at retrieval will depend, at the very least, on the duration and nature of the intervening events, the properties of the retrieval cues, and the intentions of the rememberer. The present set of experiments demonstrated that the traces established by associatively related word lists presented aurally or visually differ in their features and the availability of those features over time.
The initial advantage conferred by the auditory modality is characterized by stronger veridical memory, which degrades by the time of long-term testing to approximate that for the visual modality. Evidently, any initial verbatim advantage of auditory input is lost, giving way to gist and more false memories. The account we have offered thus far, building on Hunt's theory of distinctiveness (Hunt, 2003; 2013) , explains that the short-term auditory advantage arises from item-based distinctiveness conferred by more modality-dependent features, which are short-lived, whereas the visual superiority in the long term depends on event-based distinctiveness, which provides the advantageous means to distinguish list items from related lures.
There is, however, another way to look at the results. It could be argued that, all else being equal, remembering gist over the long term may be better than remembering nothing at all. From this perspective, the auditory condition could be considered generally advantageous relative to the visual condition whether recognition is tested in the short term, in which auditory memory is more precise, or the long term, in which veridical memory is equivalent across modalities, though auditory memory preserves a remnant of gist. Of course, our participants' task was to respond yes only to items they had studied in the prior phase of the experiment, so the false alarms to critical lures were errors, technically. Nonetheless, on the basis of the present set of experiments, we cannot rule out the alternative possibility that more gist was available to support memory over the long term in the auditory condition as a result of better relational encoding (Arndt & Reder, 2003) or more rapid degradation of features supporting gist in the visual modality.
One way to test for modality differences in the availability of gist would be to use inclusion instructions in which participants are told to recall or respond yes to items they had studied and to other related items that may have come to mind during study (Hege & Dodson, 2004) . If the reduction in false memory for the visual condition in the long term reflects less availability of gist, then the auditory advantage should persist under these instructions compared with standard instructions like those used in the present study. In fact, this comparison was used by Hunt et al. (2011) to understand the LTM modality effect using free recall. They found that higher false recall rates persisted for auditorily presented lists even with the inclusion instructions, which leaves open the possibility that gist coding differs for auditory and for visual input. Whether similar results would emerge under the recognition conditions used in the present experiment awaits future research. In the meantime, an account based on item-based and event-based distinctiveness can provide a tidy explanation for the delaydependent modality effects observed in the present set of experiments.
