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The totally asymmetric simple exclusion process (TASEP) is a paradigmatic stochastic model for
non-equilibrium physics, and has been successfully applied to describe active transport of molecular
motors along cytoskeletal filaments. Building on this simple model, we consider a two-lane lattice-
gas model that couples directed transport (TASEP) to diffusive motion in a semi-closed geometry,
and simultaneously accounts for spontaneous growth and particle-induced shrinkage of the system’s
size. This particular extension of the TASEP is motivated by the question of how active transport
and diffusion might influence length regulation in confined systems. Surprisingly, we find that the
size of our intrinsically stochastic system exhibits robust temporal patterns over a broad range of
growth rates. More specifically, when particle diffusion is slow relative to the shrinkage dynamics,
we observe quasi-periodic changes in length. We provide an intuitive explanation for the occurrence
of these self-organized temporal patterns, which is based on the imbalance between the diffusion and
shrinkage speed in the confined geometry. Finally, we formulate an effective theory for the oscillatory
regime, which explains the origin of the oscillations and correctly predicts the dependence of key
quantities, as for instance the oscillation frequency, on the growth rate.
I. INTRODUCTION
Understanding collective transport phenomena is an
important challenge in theoretical physics, with possi-
ble implications for biology and materials science. One-
dimensional, asymmetric simple exclusion processes form
a prominent class of idealized theoretical models that are
amenable to detailed mathematical analyses; see for in-
stance Ref. [1] for a review. Interestingly, these mod-
els appeared simultaneously in the mathematical litera-
ture as conceptual models with which to study interact-
ing Markov processes [2] and in the biological literature
as idealized models for ribosomes moving along mRNA
during translation [3]; for recent reviews see Ref. [4, 5].
The simplest version of such a model is the totally
asymmetric simple exclusion process (TASEP). In this
one-dimensional stochastic lattice-gas model, particles
move step-wise and uni-directionally from lattice site to
lattice site at a constant (hopping) rate, provided that
the next site is vacant. Models of this class have been
used to study the collective, directed transport of molec-
ular motors along microtubules. In that context, the
TASEP has been extended to include the exchange of
particles between the lattice (microtubules) and the sur-
rounding environment (cytosol) in terms of Langmuir ki-
netics [6–9]. The traffic jams predicted by these models
have recently been observed experimentally [10, 11], sug-
gesting that these idealized lattice gases are indeed suit-
able for describing the collective dynamics of molecular
motors.
In a further interesting line of research, extensions of
the TASEP to dynamic lattices have been developed [12–
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28]. On the one hand, motivated by the transport of
vesicles along microtubules that facilitate growth of fun-
gal hyphae, or by growth of flagellar filaments, TASEP
models have been considered in which a particle that
reaches the end of the lattice may extend it by a sin-
gle site [12, 14, 15, 17, 22]. On the other hand, in efforts
to quantify experimental observations of motor-mediated
microtubule depolymerization in vitro, dynamic lattice-
gas models have proven useful for probing the regula-
tion of microtubule length by motors that show uni-
directional [16, 18, 29, 30] or diffusive motion [31–33].
Recently, these models for depolymerizing molecular mo-
tors have been extended towards dynamic microtubules,
in order to study the interplay between lattice growth
and shrinkage [19–21, 23, 24, 26], and to understand the
basic principles underlying cellular length control mech-
anisms [34, 35].
There are many possible extensions of these models,
which are both interesting in their own right and can help
us to understand important biological processes. Exam-
ples include large networks of biofilaments [36–38], lim-
ited protein resources [6, 39–45], the fact that proteins
in the cytosol do not form a spatially uniform reservoir
because their dynamics is limited by diffusion [6, 46–51],
and that proteins may be spatially confined, as they are
in fungal hyphae or filopodia [6, 9, 46, 51, 52].
In this paper our goal is to study the interplay be-
tween diffusive motion and directed transport as a pos-
sible mechanism for length regulation under confinement
[Fig. 1(a)]. This relationship is of great interest because,
in contrast to diffusion, directed transport is an intrin-
sically non-equilibrium process. It leads to currents of
motors directed towards the growing/shrinking end (tip)
and so to a strong interaction between the motors and
the growing/shrinking end. The combination of trans-
port with diffusion in a semi-closed geometry has recently
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FIG. 1. (a) Illustration of the dynamics in cellular protrusions. Movements of molecular motors are indicated by
black arrows, and are restricted to the cell body and the protrusion by the cell membrane. On the filament the motors move
unidirectionally towards the protrusion tip, while their motion in the surrounding cytoplasm is diffusive. (b) Illustration of
the two-lane lattice-gas model. We consider a two-lane lattice-gas model consisting of a TASEP/transport lane (TL, upper
lane, occupied by orange (light gray) particles) and a diffusive lane (DL, lower lane, occupied by blue (dark gray) particles) with
hopping rates ν ≡ 1 and , respectively. The lanes are coupled by attachment and detachment kinetics at rate ω, respecting
exclusion for transfer from the DL to TL. Entry and exit occurs via the first DL site only, at rates α and , respectively. The
system spontaneously grows by simultaneously appending a site to the TL and DL tip at rate γ, while both lanes shrink by a
site, at rate δ, if the TL tip is occupied by a particle. In the latter case, particle conservation is ensured by shifting all particles
of the previous TL and DL tip site to the new DL tip site. (c) Illustration of the particle currents and density profiles.
The density profile on the TL (DL), ρ(x) (η(x)), is displayed in orange (light gray) in the upper panel (blue (dark gray) in the
lower panel). The density ρ(x) is discontinuous at the last TL site, with ρ− referring to the left and ρ+ to the right limit. The
currents (black arrows) come from entry α, exit η0, diffusion D, attachment and detachment J
D→T , directed movement JT ,
and detachment due to depolymerization ρ+δ.
been studied with a conceptual model [51]. This model
assumes a fixed length for the system and suggests an im-
portant role for diffusion in the transport of motors to the
tip. While biologically motivated exclusion in this model,
and also more generally, can change the dynamics qual-
itatively, here we here focus on the low-density regime
where exclusion only has a minor quantitative influence.
Instead we extend the previous model by including length
regulation. This is motivated by polymerization and de-
polymerization of filaments in highly dynamic cellular
protrusions. For the particular choice of the growth and
shrinkage dynamics, we draw our inspiration from exper-
imental studies of microtubules, in which motor-induced
depolymerization [29, 30, 53–55] and growth by attach-
ment of tubulin heterodimers [56, 57] were found. Other
choices such as the “opposite” scenario where polymer-
ization is motor-dependent and depolymerization is spon-
taneous, or a system with two types of motors, namely
polymerizing and depolymerizing ones, are also expected
to give rise to interesting phenomena but are out of the
scope of the present paper.
While our motivation originates from specific biological
processes, we do not want to study a particular biological
system. Rather our lattice gas model (Fig. 1) provides
us with an exemplary model to examine the combined
role of diffusion and active transport for length regula-
tion under a confined geometry. Unexpectedly, we find
that the size of our intrinsically stochastic system shows
periodic behavior when diffusion is slow compared with
the growth and shrinkage dynamics. This indicates that
diffusion-limited transport can be an important ingredi-
ent for the occurrence of (self-organized) oscillations.
This paper is organized as follows. In Section II we
explain the processes incorporated into the stochastic
lattice-gas model and show analytical calculations for the
simplest possible scenario, the stationary state, to gain a
basic understanding. To check these results and explore
a broader parameter regime, we continue in Section III
with numerical simulations. We determine the depen-
dence of the stationary length on the growth rate and
find a parameter regime in which length oscillations oc-
cur. For this oscillatory behavior we then develop an
intuitive explanation. Finally, in Section IV we derive an
effective theory from this intuitive explanation, and com-
pare its predictions to the results from stochastic simu-
lations. We conclude with a summary and discussion in
Section V. Readers that are primarily interested in the
phenomenology may want to skip the more technical part
of Section II B. It aims at giving a mathematical intuition
about the processes constituting the presented model.
II. MODEL DEFINITION AND
MATHEMATICAL ANALYSIS
A. Stochastic Lattice-Gas Model
As outlined in the Introduction, we consider a
two-lane lattice-gas model in a semi-closed geometry
[Fig. 1(b)], and extend previous work [51] by combin-
ing it with a length-regulation mechanism. One lane, the
TASEP/transport lane, TL, emulates the directed trans-
port along filaments in cellular protrusions in terms of
a totally asymmetric simple exclusion process (TASEP)
3[3, 58, 59]. It is characterized by a rate ν at which parti-
cles hop unidirectionally along the lattice, from the base
towards the growing/shrinking end (tip). Particles ex-
clude each other, i.e., there can be at most one particle
at any lattice site and, consequently, particles can only
hop forward if the site ahead of them is empty. Later we
will see that exclusion is not essential for the qualitative
findings discussed in this paper. We measure all rates in
units of ν and thus set ν ≡ 1.
The second lane, the diffusion lane, DL, mimics diffu-
sive transport of motors in the cytosol [Fig. 1(b)], and
describes it as effectively one-dimensional: Particles per-
form a symmetric random walk with hopping rate  to
the left and right. As the density of motor proteins in
the cytosol is small, we assume no particle exclusion on
the DL. Hence the hopping probability is not influenced
by the occupancy of the neighboring sites.
Moreover, molecular motors constantly cycle between
the filaments and the surrounding cytosol by attaching
to the filaments and detaching into the cytosol. This
motion is represented as follows: At a rate ω, a particle
from the DL can attach to the corresponding TL site, if
it is vacant, and a particle from the TL can always attach
to the corresponding DL site.
Particles can enter the system only from a reservoir
via the first DL site, corresponding to motors entering
the protrusion from the cell body, and similarly can only
leave the system via that same site. Entry occurs at rate
α, and particles diffuse out at a rate equal to the hopping
rate . We do not model the dynamics in the cell body ex-
plicitly, as diffusion in the cell body is three-dimensional
and we expect that, as a result, entry and exit events
should be roughly uncorrelated. We thus approximate
the cell body as an infinite reservoir.
The lanes grow by the spontaneous addition of a TL
site to the TL tip at rate γ, accompanied by the simul-
taneous extension of the DL by one site. Motor-induced
depolymerization is realized by cutting off the TL tip site
at rate δ. The cytoskeletal filament is considered to span
the protrusion, meaning that with shrinking filament the
length of the cytosolic volume shrinks as well. So, when
the TL shrinks by one site the DL is simultaneously re-
duced by one site and all leftover particles, including the
one responsible for the shortening event, are shifted to
the new DL tip site. Thus, the DL tip site can be easily
populated by several particles at once. Since the motors
can neither penetrate the membrane nor leave the sys-
tem at the tip, they remain in the cytosol at the tip even
when the system shrinks.
In summary, a typical particle journey would start by
the particle’s entry into the system at the first DL site,
followed by diffusion on this lane until it attaches to the
TL and begins to hop towards the tip. Once there, it
eventually cuts off the site it is occupying and joins the
other particles from the previously ’lost’ DL site on the
new DL tip site. Each of these particles then diffuses on
the DL until it reattaches to the TL or leaves the system
at the DL’s first site.
B. Mathematical Analysis: Adiabatic Limit
To gain a better quantitative understanding of the sys-
tem, we analyzed the stochastic dynamics of the lattice-
gas model in terms of a set of Master equations, and
employed a mean-field approximation to derive a set of
rate equations for the density of motors on the TL and
DL. The analysis follows Refs. [51] and [19], and is dis-
cussed in detail in Appendix A. Here, we will discuss
the main results and their interpretation, focusing on the
low-density limit and the limit of slow length change com-
pared with particle movement, i.e. ν ≡ 1 γ.
To begin with, let us introduce a set of random vari-
ables to describe the state of the system: L(t) denotes
the lattice length at time t, configurations on the TL are
indicated by a tuple of random variables (ni)
l
i=0, with ni
describing the occupancy of lattice site i. Each lattice
site occupancy can assume the value ni = 1 (occupied)
or ni = 0 (empty) due to mutual exclusion. We use l to
denote the actual value of L(t) at a specific time. The
random variables (mi)
l
i=0 representing the DL occupancy
can take values in N0 (no exclusion).
The dynamics of the two-lane model is a difficult
stochastic many-body problem, in which the bulk dy-
namics and the size of the system are mutually coupled.
In the limit where the bulk dynamics is much faster than
the length changes, we may however assume that on the
time scale over which the length of the lattice changes,
the distribution of particles on the lattice is stationary
(adiabatic assumption). Thus we can decouple the equa-
tions for the length change and particle movement, which
simplifies the mathematical analysis considerably. Using
a mean-field approximation (see Appendix A) one ob-
tains occupancy densities. We denote these as ρi = 〈ni〉
and ηi = 〈mi〉, where averages are ensemble averages.
In the adiabatic limit, the stochastic dynamics of the
lattice length is a simple birth-death (polymerization
- depolymerization) process. Thus the system length
changes as
∂tL(t) = γ − δρ+(L) , (1)
with the TL tip density denoted by ρ+. Spontaneous
polymerization occurs at rate γ and motor-induced de-
polymerization at rate δ. L now refers to the average
length and is no longer a stochastic variable. In the fol-
lowing, we will only consider the stationary case (and de-
note the stationary length by L). Thus the length change
equation (1) yields a condition on the TL tip density:
ρ+ =
γ
δ
. (2)
In the remaining part of this Section we will formulate
the current-balance equations for both lanes to derive a
length-dependent expression for the particle density at
the tip. Solving for the length L yields the main result
of this Section, Eq. (13). From the analysis it becomes
apparent that the relevant length scale, denoted by λ
4[Eq. (7)], corresponds to the average distance a particle
diffuses on the DL, before it attaches to the TL. Fur-
thermore, apart from the adiabatic assumption, meaning
that the particle occupancy equilibrates fast in compar-
ison to the length dynamics, we make use of three more
approximations: first, a mean-field approximation ne-
glecting correlations between the occupancies at different
lattice sites, justified by the low-density regime, second,
the continuum limit requiring that the number of lattice
sites is large and, third, a mesoscopic limit implying that
the total attachment and detachment rate over the entire
lattice are comparable to the hopping rate on the TL. A
reader not interested in the mathematical details of the
dynamics may want to skip the remaining part of this
Section.
The density profiles on the TL and DL bulk, ρi and ηi
for i = 1, . . . , L, are determined by the current balance
for each lane and site [see also Fig. 1(c)],
(TL) 0 = + JD→Ti + (J
T
i − JTi+1) , (3a)
(DL) 0 =− JD→Ti +Di , (3b)
where we have defined the transport current on TL as
JTi := ρi−1(1−ρi), and the exchange current between TL
and DL as JD→Ti := ω(1−ρi)ηi−ωρi. Moreover, diffusion
on the DL is described by Di := (ηi+1−ηi)−(ηi−ηi−1).
At the left boundary (base of the protrusion) which is
coupled to the reservoir one finds
0 = +JD→T0 − JT1 , (4a)
0 = −JD→T0 + (η1 − η0)− η0 + α . (4b)
The density current onto the TL’s first site is due to
particle transfer from the first site of the DL, JD→T , and
the transport current on the TL, JT . For the first site of
the DL there is the diffusive current onto the neighboring
DL site as well as the exchange with the first site of the
TL. Furthermore, at rate α particles enter the first site of
the DL from the reservoir. This gives the corresponding
influx current α. At diffusion rate  particles also exit
the system from the first site of the DL, which leads to
a current of −η0 out of the system.
To solve these equations, we employ a continuum ap-
proximation, assuming that the lattice spacing is smaller
by far than the lattice length. In other words, we perform
a Taylor expansion in the ratio of lattice spacing a ≡ 1
to system size, and only keep terms up to second order.
In this way, we obtain the following continuous currents
with x ∈ [0, L],
JT (x) = [ρ(x)− ∂xρ(x)][1− ρ(x)] , (5a)
JD→T (x) = ω[1− ρ(x)]η(x)− ωρ(x) , (5b)
D(x) = ∂2xη(x) , (5c)
and rewrite the flux balances accordingly. From the flux
balances for the first sites η(0), ∂xη(0) and ρ(0) are de-
termined to be
η(0) =
α

, (6a)
∂xη(0) = λ
−2 η(0) , (6b)
ρ(0) = ω η(0) , (6c)
having defined the length scale
λ ≡
√

ω
. (7)
Thus the motor density at the first DL site, η(0), equals
the ratio of the particle influx rate to the particle out-
flux rate. ρ(0) is given by the DL density at the first
site from which transfer to the first TL site occurs. The
length scale λ can be interpreted as the average distance
(in units of the lattice spacing) covered by a particle on
the DL by diffusion before it attaches to the TL, and it
is closely related to the root mean square displacement
∝ √t after the typical attachment time scale t = 1/ω.
It will turn out that λ is the intrinsic length scale of the
system and most distances on the lattice will be mea-
sured with respect to this quantity. The three boundary
conditions [Eq. (6)] will now be used as initial conditions
for the bulk equations.
First, in the low-density limit, ρ 1, ρ η, we decou-
ple the two equations [Eq. (3)]. Note that ρ 1 implies
that (1− ρ) ≈ 1, which is equivalent to lifting the parti-
cle exclusion. With the two initial conditions, Eqs. (6a)
and (6b), we solve the resulting second-order differential
equation, ∂2xη(x) = η(x)/λ
2, to give
η(x) = η(0)
(
1
λ
sinh
(x
λ
)
+ cosh
(x
λ
))
. (8)
Sorting the bulk current balance on the TL by orders of
1/L implies that the TL density is the integral of the DL
density that has attached to the TL, ω
x∫
0
η(y)dy = ρ(x),
yielding
ρ(x) = ρ(0) +
α
λ
(
1
λ
cosh
(x
λ
)
+ sinh
(x
λ
))
. (9)
The resulting density profile for the low-density phase
has a similar functional form as the density profile found
in Ref. [51] although a static lattice was considered in
that case. In particular, the exponential density increase
toward the tip can be reproduced.
Regarding the last site, we expect a discontinuity in
the density profile, as the hopping rules change discon-
tinuously to accommodate growth and shrinkage. The
left limit ρ− [see also Fig. 1(c)] is determined by the bulk
density, while the right limit ρ+ is fixed by the stationar-
ity condition on the length, i.e. ρ+ = γ/δ, Eq. (2). The
system is closed everywhere except at the first site, and
consequently, the flux to the last site has to equal the flux
out of the TL onto the DL, which is ρ+δ to first order,
JT (L) = ρ+δ . (10)
5This equality gives us an implicit condition on the system
length L.
The equations for the tip dynamics become more
transparent when formulated in the co-moving reference
frame, as otherwise the last site is not necessarily L. In
this frame two additional currents add to the bulk cur-
rent in the previously used reference frame, the currents
from relabeling due to a growth or a shrinkage event:
JT (x) = ρ(x)(1− ρ(x))− γρ(x) + δρ+ρ(x) . (11)
Solving the flux balance (10) yields
ρ(L) =
1
2
(1−
√
1− 4γ) ≡ ρ− , (12)
where ρ− can be interpreted as the left limit of the den-
sity at the last site. Approximating the hyperbolic func-
tions as exponential functions with positive argument
(λ 1), we obtain
L = λ ln
[
2
λ
α
(ρ− − ρ(0))
]
. (13)
The higher the particle density on the TL, the faster the
system depolymerizes. Hence, a smaller value of λ results
in a smaller steady-state length. This reasoning not only
applies for the prefactor but also for the numerator of
the argument in the logarithm. Here the influx into the
diffusive lane (α) is weighted by 1/λ. ρ− corresponds
to the critical density that depolymerizes the system at
exactly the speed that is necessary in order for polymer-
ization and depolymerization to be balanced on average.
The bigger the critical density, the higher the stationary
particle density on the TL and the longer it takes to fill
the system. Thus the system has more time to grow.
III. NUMERICAL ANALYSIS
So far, we derived analytical expressions for the limit
of slow length change with respect to particle density
equilibration. Now we want to explore the full regime,
which informs us about the phenomenology of the model
beyond the adiabatic regime. We therefore perform
stochastic simulations of the lattice-gas model defined
in Section II A employing Gillespie’s algorithm [60]. The
numerical results will also be used to check the approxi-
mate analytical description for the adiabatic case, which
was obtained by using a mean-field analysis.
A. Choice of Parameter Space and Numerical
Method
For the numerical analysis of the system we focus on
the dependence on the growth rate γ, while keeping the
other parameters fixed. The variation of γ causes a quali-
tative change in the dynamics: For small γ, the adiabatic
assumption should be valid, and we expect a well-defined
length, whereas for large γ Ref. [19] suggests that length
regulation is no longer possible [61]. We want to focus
the analysis on what happens in an intermediate regime
of γ: The initial length L0 was set to L0 = 100. We
fix as attachment and detachment rate ω = 1/L0, as in-
flux rate α = 0.1, as diffusion rate  = 5.0 [62], and as
depolymerization rate δ = 1.0; in each case these param-
eters are expressed in terms of the hopping rate on the
TL ν ≡ 1. The choice of Ω = ωL0 ≡ 1 to be of the or-
der of the other rates is motivated by the processivity of
the molecular motors, which can walk over long distances
along the cytoskeletal filament before detaching [63]. It
is also the theoretically interesting case as it guarantees
that the number of attachment and detachment events
over the length of the system competes with the other
rates [7, 8]. For simplicity, we choose the same rate for
attachment and detachment. However, we do not expect
the qualitative results to change for different attachment
and detachment rates as long as both are still taken to be
small. Moreover, α and  together are chosen such that
the density at the first site of the DL is rather small. As
shown in Ref. [19], length control in their system, that is
the system neither shrinks to zero size nor grows with-
out bound, is only feasible in the low-density parameter
regime. Lastly, δ is chosen to be equal to the hopping
rate.
We only took into account simulations where the sys-
tem did not shrink to zero length but a stationary state
was reached. Accordingly, we also chose the interval for
the growth rate in such a way that most simulations ful-
filled this criterion. The choice of L0 (for fixed ω = Ω/L0)
did not influence the results in any way, as we discarded
the initial behavior before the stationary state.
B. Stochastic Simulations and Model
Phenomenology
1. Mean Length
We tested the analytical insights described in Sec-
tion II B by comparing them to the results of stochas-
tic simulations. To begin with, we determined the mean
length of the system as a function of the growth rate γ,
as shown in Fig. 2. For small growth rates, the length
increases sub-linearly with the growth rate, up to an in-
flection point from which it then increases super-linearly.
As expected, the numerical result agrees nicely with the
analytical results in the adiabatic limit as the growth rate
tends to zero: γ → 0 (i.e. when the growth and shrink-
age dynamics are slow relative to the particle dynamics).
However, the simulation results deviate strongly from the
predictions for larger growth rates γ. As the adiabatic
assumption was the only critical assumption in the the-
oretical analysis [64], the numerical simulations tell us
that this approximation cannot be valid for larger growth
rates. On the contrary, with increasing growth rates, the
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FIG. 2. Mean system length. Mean length of the system
is plotted as a function of the growth rate γ. The analyti-
cal result (red, solid line) agrees well with the results from
stochastic simulations (gray, filled circles) for small growth
rates, γ  1, where the adiabatic assumption is expected to
hold. For increasing growth rates the numerical data show an
inflection point at which they begin to deviate strongly from
the results in the adiabatic limit. This indicates that the
dynamics shows qualitatively new behavior for large growth
rates.
particle configuration on the lattice no longer equilibrates
on the time scale of the length changes. As a result, there
must be a time lag between the length change and the
equilibration of the motor configuration, and this could
possibly lead to interesting dynamics. To explore this
further, we next study the length distribution.
2. Length Distribution
Figure 3 shows the length histograms for different val-
ues of the growth rate γ. In the inset, we also show the
minimal and maximal lengths in comparison to the aver-
age length and the standard deviation of the length. We
observe that for larger growth rates the length distribu-
tions become broader, while all are right-skewed. This
right-skewness implies that we cannot approximate them
as Gaussian distributions as was done in Ref. [19], and so
it is not feasible to use a van Kampen system-size expan-
sion to obtain higher moments of the length distribution
analytically.
From the analysis of the numerical results, we make
the following observations: The standard deviation of
the length increases with the growth rate. Moreover,
the maximum length attained also increases with growth
rate, namely faster than linearly. In contrast, the min-
imum length reached remains rather constant. This is
surprising as, intuitively, a larger growth rate should also
lead to a larger minimal length. Might this be connected
with the suspected time lag between the length change
and the equilibration of the motor configuration? To an-
swer this question, we looked at a simple temporal quan-
tity first, namely the autocorrelation function.
FIG. 3. Length histograms for different growth rates γ
and a simulation time of 107. The larger the growth rate,
the longer the average length and the broader the length dis-
tribution. The distributions are right-skewed in contrast to
a Gaussian. Inset: The average length (squares), the stan-
dard deviation (bars) of the average length, and the maxi-
mum length reached (right-pointing triangles) increase non-
linearly with larger growth rates, while the minimum length
attained (left-pointing triangles) remains essentially constant.
The shaded areas (green (gray), orange (light gray), and red
(dark gray)) correspond to the value of the growth rate γ in
the corresponding length histograms.
3. Autocorrelation
Figure 4 shows the ensemble autocorrelation function
for different values of the growth rate γ. It can be stated
in terms of the covariance between lengths at times τ and
t+ τ , Cov(L(τ), L(τ + t)), as follows
C(t) := 〈Cov (L (τ) , L (τ + t))〉/σ2 , (14)
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FIG. 4. Autocorrelation function. The autocorrelation
functions, each of an ensemble of 1000 runs, for several growth
rates γ are compared. The autocorrelation function for the
smallest growth rate γ = 0.005 (purple line with squares) al-
most immediately decays to zero, while the autocorrelation of
γ = 0.14 (blue line with triangles) oscillates with a frequency
comparable to the observed length oscillations.
7FIG. 5. Time traces for filament length, total particle number, DL occupancy, and TL occupancy for a full simulation time of
107. (a) System length (gray) and total particle number (red (dark gray)) dynamics for a long time interval and small growth
rate γ = 0.01: Both the length and the total particle number change stochastically. (b) System length (gray) and total particle
number (red (dark gray)) dynamics for a large growth rate γ = 0.14: We observe length oscillations and a sawtooth-shaped
behavior of the total particle number. (c) Zoom in for large γ = 0.14: Upper panel: System length (gray) and total particle
number (red (dark gray)) dynamics. Middle panel: occupancy of the TL (orange (light gray), lower line) and DL (blue (dark
gray), upper line) tip neighborhood, which is chosen to consist of 20 sites from the tip. Lower panel: occupancy of the TL
(orange (light gray), lower line) and DL (blue (dark gray), upper line) bulk, which corresponds to the whole lane except the
tip neighborhood. We observe that the tip neighborhood is densely occupied compared with the bulk.
where 〈. . .〉 denotes the ensemble average and σ is the
standard deviation of the length.
In general, we would expect the autocorrelation func-
tion C(t) to decay exponentially with time, yielding an
autocorrelation time that is equal to the typical internal
relaxation time, i.e. the time scale on which a pertur-
bation in length influences the length dynamics. This
is indeed the case for a small growth rate (γ = 0.005
in Fig. 4). However, for larger growth rates, while still
being enveloped by an exponential decay, the autocorre-
lation function oscillates with an oscillation period that
increases with the growth rate. This indicates that for
large growth rates the length is oscillating and that there
might be two qualitatively different limits for the length-
changing dynamics, namely for small and large growth
rates, respectively. To study this issue further, we looked
at individual time traces of the system length for small
and large growth rates.
4. Time Traces
Visual inspection of the time traces (Fig. 5) confirms
the impression gained from the autocorrelation function
that for small growth rates the length of the system fluc-
tuates stochastically. In contrast, for large growth rates,
the fluctuations in length are very small with respect to a
dominant underlying quasi-periodic length-changing pat-
tern, which shows roughly the same oscillation frequency
as the corresponding autocorrelation function. This is
striking, as one would not automatically assume that
enhancing the spontaneous growth rate could lead to a
quasi-periodic pattern.
What might account for such behavior? The first ques-
tion that comes to mind is whether the system is actu-
ally in stationary state and, if that were the case, how
could it be reconciled with an oscillatory behavior. In
this respect, the most obvious quantity to look at is the
total number of particles that are either on the TL or
on the DL. Is this quantity noisy or does it also show
oscillatory behavior for large growth rate γ? For small
γ, the total particle number behaves highly stochasti-
cally, as expected [Fig. 5(a)]. For large polymerization
rates γ, we observe that not only the length but also the
total particle number shows oscillatory behavior. Sur-
8prisingly, however, the time trace of the total particle
number looks very different from the time trace of the
system length: Instead of being rather symmetric within
one period, the time trace for the total particle number
has a sawtooth-like shape, i.e. the total particle number
increases steadily almost during the whole period before
abruptly and drastically decreasing [Fig. 5(b)]. Hence,
the influx of particles dominates the outflux for most of
the time and, in addition, the total particle number does
not change synchronously with the length. Rather, the
dynamics of the total particle number is time-delayed
with respect to the length dynamics – contrary to what
one would expect if the density on the DL were more or
less equilibrated.
This suggests that the DL occupancy is far from homo-
geneous and that there is an intricate interaction between
the motors and the length dynamics: From the equation
of motion for the length L (here considered as a stochas-
tic variable), ∂tL = γ − δn+ with n+ being the particle
number at the TL tip, one expects that the instantaneous
value of n+ should be a key quantity for the length dy-
namics. It is determined by the currents along the TL
and from the DL tip back to the TL tip or to the base. To
garner information about these currents, we determined
not only the total number of motors but also the num-
ber of motors located in the immediate vicinity of the
tip on both the TL and DL; for specificity we chose the
size of the “tip neighborhood” to be 20 sites. We refer
to the number of motors in the tip neighborhood and in
the remaining part of the lane as “tip occupancy” (“tip
occ.”), and “bulk occupancy” (“bulk occ.”), respectively.
These quantities are shown in Fig. 5(c) for one oscillation
period.
Based on the numerical results we can make several ob-
servations. First, since there are typically more particles
in the DL tip region of only 20 sites than on the remain-
ing part of the DL, the DL tip density is far higher than
the DL bulk density, indicating a considerable crowding
of particles at the tip. Secondly, the DL tip occupancy
in particular increases over almost the whole oscillation
period before drastically decreasing only at the very end
(similarly to the total particle number). Hence, although
the system is already shrinking, the DL tip density con-
tinues to increase. This suggests that there is no com-
munication between the DL tip density and the reservoir
throughout most of the shrinkage phase: as diffusion is
finite, there is no instantaneous equilibration between the
(higher) density at the tip and the reservoir density. Only
when the system is already very short, the cluster at the
tip is released into the reservoir.
This suggests the following mechanism (see Fig. 6):
Diffusion of the particles is slow relative to shrinkage, so
that as shrinkage proceeds the particles cluster more and
more at the tip and do not come into contact with the
reservoir at the left end [Fig. 6(e)]. Hence, they can-
not leave the system as long as its length is not yet
sufficiently short for diffusion to be competitive. Only
when the length of the system falls below a critical value
(a) (b) (c)
(d)(e)(f)
FIG. 6. Intuitive picture for the occurrence of length
oscillations. Starting from a short and empty system (a),
the only two processes possible are growth and influx of par-
ticles from the reservoir into the system (b). Once attached
to the TL particles start walking towards the tip, away from
the reservoir, and the system grows while new particles enter
(c). Since growth is slow compared with transport of parti-
cles on the TL, the particles on the TL “catch up” with the
tip. Furthermore, due to the finite diffusion and the closure
at the tip, the particles then begin crowding at the tip, turn-
ing the growth phase into a shrinkage phase (d). During the
shrinkage phase more and more particles accumulate at the
tip as new particles still enter from the reservoir on the left
while the system shrinks from the right (e). Only when the
system has become very short, is diffusion of particles fast
enough that particles which accumulate at the tip can leave
the system by exiting into the reservoir (f), leaving behind a
short and empty system (a), from which the next oscillation
cycle can begin anew.
[Fig. 6(f)], can the motors diffuse fast enough to reach the
first site of the DL and get out of the system. This then
happens quickly, as the reservoir particle density is very
low and many motors have accumulated at the DL tip
that all exit the system at around the same time, equi-
librating the DL tip density with the reservoir density.
Following this reasoning, this critical length should then
depend on the diffusion rate  together with the effective
shrinkage speed, as these two parameters determine the
typical length that the particles can move away from the
tip before the system further shrinks. If the system then
becomes depleted of particles [Fig. 6(a)], there are no
more particles at the TL tip and, as shrinkage is assumed
to be particle-induced, the system can only grow. Since
even for “large” growth rates γ, growth is considerably
slower than the TL hopping rate, γ  1, particles begin
to move toward the tip as the system grows [Fig. 6(b)]
and finally reach the tip and accumulate there [Fig. 6(c)],
turning the growth phase into a shrinkage phase (parti-
cles “catch up” with the TL tip) [Fig. 6(d)].
Notably, this mechanism, which is based on the par-
ticle accumulation at the DL tip, heavily relies on the
particle conservation, since particles can leave the tip re-
gion only via the diffusive lane. If this were not the case,
particles could simply leave the tip region via an exit
rate, effectively reducing the clustering at the tip and so
shortening the extended shrinkage phase.
9IV. EFFECTIVE THEORY FOR THE
OSCILLATORY REGIME
So far, we have built up a heuristic mechanism from
an analysis of the numerical data. To examine the valid-
ity of the suggested heuristic mechanism, and to gain a
more quantitative understanding of the oscillations in the
parameter regime considered, we now construct an effec-
tive, semi-phenomenological theory. The effective theory
incorporates the main ideas of the heuristic picture, and
we will check how closely its predictions fit the numerical
results.
The theory is based on an effective description of the
diffusion lane, and on the idea that, depending on where
particles detach from the TL, they either reattach to it
after an average time 1/ω (which is the inverse of the
attachment rate), or leave the system. We first divide
our system qualitatively into four regions (see Fig. 7).
From base to tip, these are the “in-region”, the “bulk”,
the “tip neighborhood” and the “tip”:
• The in-region is close to the base: Here, newly en-
tered particles attach to the TL (via DL), and de-
tach from the TL at rate ω.
• The tip: The last site on the TL at which growth
and shrinkage (together with detachment of the
triggering particle) occur.
• The tip neighborhood: Here, particles that have
previously detached from the tip reattach to the
TL. We neglect detachment and further reattach-
ment, as we assume that particles which detach in
the tip neighborhood reattach in the same region,
balancing each other out.
• The bulk: This merely serves as a linker region
between the “in-region” close to the base and the
“tip neighborhood” close to the tip. Here, we as-
sume that attachment and detachment of particles
balance each other out (particles that detach there
also reattach there).
In summary, we assume that particles that enter the
system, and do not immediately leave it again, attach to
the TL in the in-region. They then either detach there
again and return to the reservoir, or they walk on the TL
towards the tip. Furthermore, particles that detach at
the tip reattach to the TL in the tip neighborhood after
an average time 1/ω. Moreover, growth and shrinkage
occur at the tip.
Note that the division of the system into those regions
is motivated by key components of the system dynamics
such as the coupling to the reservoir at the base, the par-
ticle dynamics on and between the lanes and the length-
changing dynamics at the tip. It is however a theoretical
construct and instead of fixed boundaries there will be
continuous transitions between the different regimes in
the real system.
α
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FIG. 7. Schematic of the effective model. We split the
system into four regions, and use an effective description of
the DL, restricting our analysis to the TL. In the in-region
we have attachment at an effective in-rate αeff and detach-
ment at rate ω. The bulk region links the in-region to the
tip neighborhood and we assume that in the bulk attachment
and detachment balance. For the tip neighborhood we assume
that particles which have detached at the tip a time 1/ω be-
fore reattach to TL in the tip neighborhood and need another
time ∆− 1/ω to reach the TL tip again, yielding a recursion
relation for the tip density ρ+it . Finally, at the tip we have
detachment at rate δρ+, and the corresponding shrinkage of
the system, and spontaneous growth. The tip and the tip
neighborhood are described in the co-moving frame.
As we have seen in Section III B, the total number
of particles in the system increases almost throughout
the oscillation period, including the greater part of the
shrinkage phase. As a first step, we determine the effec-
tive rate at which particles enter the system, and then
attach to the TL. This rate will not equal the “bare” in-
rate α, as particles can also leave the system again before
attaching.
What is the probability, Prob(leaving), that a particle
that has just entered leaves the system again before at-
taching to the TL? To answer this question we assume
that the length of the system is considerably larger than
the length of a typical journey of a particle on the DL be-
fore it attaches to the TL, and discuss the influence of a
short length separately below. By carefully keeping track
of all possible exit paths we determine Prob(leaving) as
Prob(leaving) = 1−
√
ω
˜
+O(ω)
(see Appendix, C 1), where we allow the exit rate from
the system, ˜, to be different from the diffusion rate .
As a result, the effective on-rate onto the TL is given by
αeff ≈ α
˜
√
ω (15)
to lowest order in ω. It is proportional to the ratio of par-
ticle influx α to particle outflux ˜ from and back into the
reservoir itself, which can be interpreted as the density in
the reservoir. Furthermore, the effective on-rate onto the
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TL increases with the attachment rate ω, as expected,
and with the diffusion rate , since for a higher diffusion
rate (compared with the exit rate ˜) particles diffuse fur-
ther into the system. Using this effective entrance rate
we now proceed to our effective TASEP model.
First, we estimate the length of the in-region lI , since
- due to attachment and detachment here - its length in-
fluences the density. To do so we model a typical particle
on the DL (which does not leave the system immediately)
until it attaches to the TL, as a symmetric random walker
with reflecting boundary at x = 0. Attachment to the TL
follows a Poisson process at rate ω. Assuming that the
particle starts at x = 0, and diffuses with diffusion con-
stant  (lattice spacing 1), we find that the average lattice
site until which the particle has diffused when attaching
to the TL is given by 〈x〉±σ(x) = √/ω±√/ω = λ±λ
(see Appendix, C 2). Here λ =
√
/ω is a characteristic
length scale of the system (see Section II B).
Since we assume the in-region to extend from the base
into the system, we will approximate it as the region
[0, 2λ] on symmetry grounds. The left (right) boundary
corresponds to the average distance a particle travels be-
fore attaching to the TL (λ) minus (plus) the standard
deviation (also λ). The length of the in-region is deter-
mined by the characteristic length scale λ:
lI ≈ 2λ . (16)
With this, we now determine the density profile in the
in-region, which we assume to equilibrate quickly on the
time scale of the oscillations. Furthermore, we assume
that attachment is evenly distributed over the whole in-
region, yielding an attachment rate of αeff/lI per site.
In the low-density and continuum limit, together with
the hopping transport on the TASEP and detachment
of particles at rate ω, this yields a density profile in the
in-region ρ˜(x) = αeff [1− e−ωx] / (lIω), x ∈ [0, lI ] (see
Appendix C 2). In particular, the density at the right
end of the in-region is given by
ρ˜(lI) =
α
2˜
[
1− e−2
√
ω
]
. (17)
It increases with the density in the reservoir, α/˜, and
also with both the diffusion rate  and the attachment
and detachment rate ω. Note that we measure time in
units of the hopping rate ν ≡ 1 on the TASEP, and length
in units of the lattice spacing a ≡ 1.
We introduced the bulk region in order to interpo-
late between the densities in the in-region and in the
tip neighborhood. Since the bulk region is sufficiently
far from the reservoir and from the tip (at least when
the length of the system L ≥ 4λ) we assume that at-
tachment and detachment approximately balance, and
so the density is approximately constant and equal to
ρ˜(lI) [Eq. (17)].
For the analysis of the dynamics in the tip neighbor-
hood and at the tip, we switch to a different reference
frame, namely starting at the tip and reaching into the
tip neighborhood, co-moving with the tip. The tip neigh-
borhood represents that part of the system within which
particles that have detached from the TL tip typically
diffuse on the DL before reattaching to the TL. Thus, we
assume that the tip neighborhood has the same length
as the in-region lT = lI = 2λ as for both the average
distance traversed before attaching to the TL is essen-
tial. We will now substantiate the idea that particles
that have detached from the tip reattach back to the TL:
We suppose that particles that detach at the tip reattach
to the TL on average after time 1/ω. Furthermore, they
then walk to the tip during an additional average time
lT /2 = λ, since on average they attach to the TL at a dis-
tance lT /2 away from the tip and take one directed step
during time 1/ν = 1. So, the tip density at time t, ρ+(t),
influences the tip density at time t + 1/ω + λ ≡ t + ∆,
ρ+(t + ∆). We determine ρ+(t + ∆) as the steady-state
of the dynamics in the tip neighborhood and at the tip
that results from the usual TASEP dynamics in the low-
density and continuum limit combined with growth and
shrinkage, and attachment at rate δρ+(t)/lT per site in
the tip neighborhood (see Appendix C 3).
In summary, we imagine that particles that enter the
tip region start “cycling” there: They detach at the tip,
diffuse in the tip neighborhood, reattach to the TL, walk
back to the tip, detach again and so on (Fig. 7). As
long as  < 1/ω, the average distance λ to the tip after
reattaching to the TL is less than the average walking
distance 1/ω on the TL, so most particles that reattach
to the TL reach the tip.
This procedure yields a recursion relation for the tip
densities ρ+it at times tit = it×∆ (see Appendix C 3 for an
explicit formula) that could, in principle, be used to de-
termine the time evolution of the tip density. So far, how-
ever, we have implicitly assumed that the length of the
system, l, is infinitely long, l  λ, and we have not con-
sidered how the physics changes for comparatively short
system lengths. In particular, we ignored the fact that
the shorter the system, the less likely particles that have
previously detached from the tip are to reattach to the
TL, as they may now leave the system beforehand. So,
there will be some minimal length at which the majority
of particles that had previously been in the tip region has
left the system. From about this point the system starts
growing again.
To estimate this minimal length, we consider a 1D sys-
tem with injection of particles (=detachment) at rate r
at site l (tip), symmetric diffusion at rate  within the
system, outflux (=reattachment) of particles at rate ω ev-
erywhere, and an additional outflux of particles at rate ˜
at site 0. In the steady-state and with a continuum ap-
proximation, the reattachment probability of a particle
detaching at the tip at length l can be approximated as
preattach(l) ≈ 1− F exp
(
− l
λ
)
(18)
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for l λ (see Appendix, C 4), where
F =
2λ3
ϕ+ 2ϕλ+ (1 + ϕ)λ2 + λ3
. (19)
Here, ϕ = /˜ is the ratio between the diffusion rate
and the exit rate. As expected, the reattachment prob-
ability decreases with decreasing length l, and has the
characteristic length scale λ. Furthermore, F increases
with decreasing ϕ, and so the reattachment probability
decreases with decreasing ϕ. As a result, for a larger
exit rate compared with the diffusion rate (small ϕ), the
reattachment probability is small.
We have chosen the time interval ∆ in such a way that
during time ∆ a given particle that has detached at the
tip diffuses in the DL, reattaches and walks back on the
TL to the tip. So, in order for a particle to remain in
the system, it needs to reattach to the TL each time it
has detached and so, it needs to reattach back for all
lengths lit the system attains at times tit = it ×∆. We
have psurvival ({lit}it=1,...,n) =
∏n
it=1 preattach(lit) after a
series of lengths {lit}it=1,...,n. We further define the min-
imal length as the length where approximately 50% of
the particles that were in the system at maximal length
have left it. Making the rough assumption that the sys-
tem shrinks at a constant velocity v ≈ γ/2, which is half
the maximal growth speed, we find
lmin ≈ λ ln
[
2λF
γ∆ ln(2)
]
, (20)
with F as defined before, Eq. (19) (see Appendix C 4).
This means that, to leading order, the minimal length is
determined by the typical length scale λ. The weak loga-
rithmic dependency on the inverse growth rate 1/γ arises
from the fact that the growth (and shrinkage) speed
scales with γ.
Taking these considerations together, we find the fol-
lowing recursion relation for the tip densities ρ+it and the
lengths lit at times tit = it×∆:
ρ+it =
{[
ρ+it−1δ
2 1(lit−1−lmin)−A
]
+
√[
ρ+it−1δ2 1(lit−1−lmin)−A
]2
+ 2B
[
ρ+it−1δ 1(lit−1−lmin) + C
]}/
B , (21a)
lit = lit−1 + γ∆− ρ+it−1δ∆ , (21b)
with initial condition ρ+0 = 0 and l0 = 0 (which, however,
does not influence the long-term behavior, as in the case
of the stochastic simulation). Furthermore,
A = δ (1− γ) + γ (1− γ)− δρ˜(lI) (2− γ) , (22)
B = 2δ [δ(1− ρ˜(lI)) + γ] , (23)
C = (1− γ)ρ˜(lI) , (24)
where we use ρ˜(lI), lmin and ∆ as defined before.
Eq. (21b) derives from the growth and shrinkage dy-
namics (constant growth at rate γ and motor-induced
shrinkage at rate δρ+) during the time interval ∆, and 1
denotes the Heaviside step function.
Solving this recursion relation numerically, we now
compare the predictions of our effective theory to the
outcomes of simulations. To begin with, let us look at
the result of the recursion relation, Eq. (21), itself, which
is shown in Fig. 8. In line with the stochastic simulations
[Fig. 5(c)], the length changes periodically with relatively
symmetrical growth and shrinkage phases, while oscilla-
tions of the tip density, in contrast, follow a sawtooth
pattern.
For a more quantitative comparison, we have numer-
ically determined several quantities from the recursion
relation and compared them to the results from simula-
tions. In accordance with the stochastic simulation, we
find that the minimal length is largely independent of
the growth rate γ (Fig. 9) with a tiny decrease in mini-
mal length for increasing growth rate in both stochastic
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FIG. 8. Solution of the recursion relation for the tip
density (orange, solid line) and the length (gray, dashed line)
as a function of the iteration step, for γ = 0.14. Both show
periodic behavior, but while the growth and shrinkage phases
are rather symmetric for the length dynamics, the tip density
exhibits a sawtooth shape.
simulations and the analytic prediction. This is what
we would expect, as the turning point from shrinkage
to growth should mainly be determined by the point at
which diffusion (rate ) is fast enough relative to the
shrinkage dynamics to enable the tip cluster to equili-
brate with the reservoir, and thus the system to quickly
deplete.
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FIG. 9. Minimal and maximal length. The average min-
imal (maximal) length per oscillation period from stochastic
simulations is compared with the prediction from the effec-
tive theory. From the stochastic simulations we determined
the minimal and maximal length for each oscillation period,
and the average minimal (maximal) length is depicted with
orange squares (green circles), with error bars representing
the corresponding standard deviation. Note that the average
minimal length is approximately independent of the growth
rate, in contrast to the average maximal length. The pre-
diction from the effective theory is shown with red lines: As
in the stochastic simulations the maximal length (solid line)
increases with the growth rate γ, whereas the minimal length
(dashed line) is only weakly dependent on the growth rate,
decreasing slightly with increasing growth rate.
Second, not only the turning points from shrinkage
to growth, but also the inflection points from growth to
shrinkage are important. In numerical simulations, not
only the maximally reached length during the full sim-
ulation (see again Fig. 3 for more details) but also the
average maximal length of the system per oscillation pe-
riod increases faster than linearly with the growth rate
(Fig. 9). This behavior is reproduced by our effective
theory insofar as it also exhibits a faster than linear in-
crease in the maximal length per oscillation period with
the growth rate γ over the parameter range considered.
Comparing the prediction of the effective theory with the
average maximal length per period from simulations, we
find quite good quantitative agreement.
Apart from its amplitude (difference between maximal
and minimal length), the oscillation is also character-
ized by its frequency. Only with the suggested intuitive
mechanism in mind, it is not clear a priori how the fre-
quency should depend on the growth rate γ: There are
two possible, opposing mechanisms. On the one hand,
growth (and shrinkage [65]) increase with larger growth
rate γ, so the oscillation period (frequency) should de-
crease (increase) with growth rate γ. On the other hand,
for larger growth rate, the amplitude increases as well,
namely faster than linearly, and so, the oscillation period
(frequency) should increase (decrease). Furthermore, it
is not clear how fluctuations in length influence the os-
cillation frequency. In summary, it is difficult to predict
0.06 0.08 0.10 0.12 0.14 0.16
growth rate 
0.00005
0.00010
0.00015
0.00020
fr
eq
ue
nc
y
Analytic freq 
freq via autocorr
freq via hist
freq via L. S.
FIG. 10. Oscillation frequency. The oscillation frequency
from stochastic simulations is compared with the prediction
from the effective theory. We determined the length oscilla-
tion frequency from the stochastic simulations, first, by de-
termining the autocorrelation oscillation frequency (freq via
autocorr, purple squares), second, by evaluating the distri-
bution of duration between two adjacent minima (freq via
hist, orange circles) and, third, by performing a Lomb Scar-
gle analysis comprising a sine fit (freq via L. S., blue left-
pointing triangles). For the distribution approach, where a
bound on the maximal frequency is used as explained in the
Appendix B, the distribution average and standard deviation
(error bars) are depicted. For the Lomb Scargle analysis the
most probable frequency is shown. Clearly, for all methods
the oscillation frequency decreases with larger growth rates.
For very small rates noise masks the oscillation, such that
the methods employed cannot determine the frequency cor-
rectly. Thus, results from the stochastic simulations are only
shown for growth rates ≥ 0.06. The predicted oscillation fre-
quency from the effective theory is shown as a solid red line.
It displays the same qualitative behavior as the result from
stochastic simulations.
from the intuitive picture alone how the oscillation fre-
quency depends on the growth rate.
We can, however, use our effective theory and the re-
cursion relation to numerically determine the “analyti-
cal” oscillation frequency. We find that the analytical os-
cillation frequency decreases with increasing growth rate
γ (Fig. 10). As mentioned above, visual inspection of the
autocorrelation functions already suggests that the same
is true for the stochastic simulations, and this is con-
firmed by different methods to determine the oscillation
frequency from the stochastic simulations (Fig. 10): In
both the simulation results and the analytical prediction,
the oscillation frequency at γ = 0.14 is around half of its
value at γ = 0.08. Note that for smaller growth rate γ it
is very hard to determine an oscillation frequency from
the stochastic simulations as the oscillation is largely ob-
scured by stochastic noise.
All in all, in the parameter regime considered, our ef-
fective theory agrees nicely with the results from stochas-
tic simulations (Sec. III), supporting the intuitive picture
on which the effective theory is built.
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V. SUMMARY AND DISCUSSION
In summary, we have studied a semi-closed system con-
sisting of two coupled lanes, a TASEP lane and a diffusive
lane which, at the tip, spontaneously grow, and shrink
when a particle reaches the tip of the TASEP lane. We
find two qualitatively different regimes for small and large
growth rates, respectively, which differ in the dynamics of
length change: For small growth rates, length change is
mainly stochastic, while for large growth rates oscillatory
patterns dominate.
The occurrence of those oscillatory patterns relies on
the accumulation (crowding) of particles at the dynamic
tip during the shrinkage phase [Fig. 6(d)]. This crowd-
ing leads to a positive feedback mechanism for shrinking
[Fig. 6(e)], as each particle that reaches the TASEP lane
tip further shrinks the system. The crowding is resolved
only after a time delay, namely when the system size be-
comes comparable to the finite diffusion length. Then
exchange of particles can occur between the tip region
and the reservoir at the base, and the tip density equili-
brates with the reservoir density [Fig. 6(f)], finally turn-
ing the shrinkage phase into a growth phase [Fig. 6(a)].
As transport on the TASEP lane is fast compared with
the growth of the system, particles entering the system
from the reservoir [Fig. 6(b)] “catch up” with the growing
tip, and start accumulating there [Fig. 6(c)]. As soon as
the crowding reaches a critical value, the whole process
begins over again.
We provide a deeper quantitative understanding of the
length oscillations by formulating an effective theory. It
relies on the intuitive explanation we propose for the oc-
currence of the oscillations, namely cumulative crowding
of motors at the tip due to finite diffusion, and correctly
predicts the dependence of the oscillation frequency and
amplitude on the growth rate, validating our intuitive
picture.
From this intuitive picture it is evident that the emer-
gence of the periodic behavior crucially depends on the
finite diffusion speed, which - together with particle con-
finement - enables crowding of particles. To our knowl-
edge, oscillatory patterns have not been observed in any
similar lattice-gas model. We attribute this to the fact
that in those models diffusion had not been taken into
account explicitly, or only in terms of a homogeneous
reservoir, corresponding to infinitely fast diffusion.
In our system, in the limit of infinitely fast diffusion,
the equilibration between the DL tip and the reservoir
takes place infinitely fast, and the density on the DL is
homogeneous. So, in this limit our model reduces to the
model discussed in Ref. [19].
On a broader perspective, the time delay due to a finite
diffusion speed in a confined geometry also seems to be
crucial for the occurrence of oscillatory behavior in other
systems, such as in recent models for the Par or Pom
protein systems [66, 67] and for mass-conserving reaction-
diffusion systems [68]. In general, delay times have been
associated with periodic behavior in well-mixed systems
as well [69, 70]. Based on our analysis, we believe that
it would be interesting to further explore how time de-
lays can emerge intrinsically in a spatially extended non-
equilibrium system, and under what conditions this leads
to robust oscillations.
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Appendix A: Analytic approach
In the following we perform in detail the calculations
leading to the steady state density profiles as sketched
in Sec. II A. In particular, we will elaborate on the used
approximations, i.e. the adiabatic assumption, the mean
field approximation, the continuum limit and the meso-
scopic limit. We start with some comments on the used
notation.
We denote the first, i.e. the leftmost, site by “0” and the
last site by “L”. Indices will be used to denote site num-
bers. Moreover, the results below are stated in terms of
ρj(t)(t), i.e. using the index at time t, not t+ dt. This is
necessary to clarify as site indices change due to length
changes. Occupancy numbers n will be approximated
by occupancy densities ρ (η) on the TL (DL). Often we
simply denote 〈L〉 by “L”. “〈〉” represents the ensemble
average.
We begin with the adiabatic assumption which allows us
to decouple length change and particle dynamics. We
perform the argument exemplarily for the TL. The first
step is to write down the probability for a certain lattice
site to be occupied.
Any tuple of length l with entries zero (=empty) or
one (=occupied) describes a possible state of the TL with
length l, e.g. (n0 = 1, n1 = 0, n2 = . . . , . . . , nl = 1). Let
us denote the complete set of such tuples as Ω(l), and
the number of elements it contains by |Ω(l)|. (ni)li=0,j
describes the j-th element of this set. In this notation
the probability of a site i to be occupied with one particle
at time t+ dt can be written as
P
(
ni(t+dt)(t+ dt) = 1
)
=
∞∑
l=0
|Ω(l)|∑
j=1
P
[
ni(t+dt)(t+ dt) = 1 | (ni)li=0,j(t), L(t) = l
]
P
[
(ni)
l
i=0,j(t) | L(t) = l
]
P [L(t) = l] .
(A1)
The first factor is the probability that site i is occupied
at time t+ dt under the condition that the system was l
sites long at time t and its state was (ni)
l
i=0,j . The second
factor gives the probability that the system was in state
(ni)
l
i=0,j at time t under the condition that its length was
l and the last term corresponds to the probability that
the system was l sites long. Every possible state at fixed
length and any length could contribute, hence the sums.
The difficulty is that the length distribution P(L(t) = l)
itself again depends on the occupancy numbers {ni}, in
particular on the TL tip occupancy nTl :
∂tP(L = l) =δn
T
l+1P(L = l + 1) (A2)
+ γP(L = l − 1)− (δnTl + γ)P (L = l),
where the first two terms describe the probability gain
due to a shrinkage or growth event of a longer or shorter
length, respectively, while the last term represents the
corresponding probability loss.
To tackle this problem analytically, we assume that the
length changing dynamics happens at a far longer time
scale than the particle hopping. Thus both dynamics can
be decoupled. We refer to this simplification as adiabatic
assumption. It is untenable for large growth rates, as con-
firmed in the simulations, but suitable for small growth
rates. In this regime the assumption implies that we can
take the particle densities to adapt instantaneously to
the current length and correspondingly that we can re-
place the (changing) length by a constant length when
describing the particle occupancy dynamics. Thus, for
the occupancy number dynamics, Eq. (A1), we choose
the, by this assumption constant, length to equal the
average lattice length. Mathematically this can be ex-
pressed by setting P (L(t) = l) ∝ δ(l, 〈L〉) where δ(i, j)
is the Kronecker delta. On the other hand, in Eq. (A2)
for the length changing dynamics the actual occupancy
nTl can be replaced by its time average. The time aver-
age is equivalent to the ensemble average, ρl at length l,
that is the average tip occupancy at length l (in contrast
to the average occupancy at site l for arbitrary length or
the one for average length 〈L〉). We find
P
(
ni(t+dt)(t+ dt) = 1
)
= (A3)
|Ω(〈L〉)|∑
j=1
P
[
ni(t+dt)(t+ dt) = 1 | (ni)〈L〉i=0,j(t)
]
P
[
(ni)
〈L〉
i=0,j(t)
]
,
and
∂tP(L = l) =δρl+1P(L = l + 1) + γP(L = l − 1) (A4)
− (δρl + γ)P (L = l).
So, applying the adiabatic assumption, we can decou-
ple the occupancy number and length dynamics and pro-
ceed.
From now on, we will furthermore restrict ourselves to
the stationary state of the system,
∂t〈ni〉 != 0
and L ≡ 〈L〉. The next approximation to solve the cou-
pled set of occupancy equations is to eliminate the cor-
relations between occupancies at different sites by using
the mean-field approximation
〈ninj〉 ≈ 〈ni〉〈nj〉 ≡ ρiρj .
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The equations for the occupancy dynamics at any site
are then given by
0 = ∂tρ0 = −νρ0 (1− ρ1)− ω (ρ0 − µ0 + ρ0µ0) ,
0 = ∂tρi = ν (ρi−1 (1− ρi)− ρi (1− ρi+1))
− ω (ρi − µi + ρiµi) ,
0 = ∂tρL = −γρL + δρL (ρL−1 − 1) + νρL−1 (1− ρL) ,
0 = ∂tµ0 = α−  (2µ0 − µ1) + ω (ρ0 + ρ0µ0 − µ0) ,
0 = ∂tµi =  (µi+1 + µi−1 − 2µi) + ω (ρi + ρiµi − µi) ,
0 = ∂tµL = −γµL + δρL (1 + µL−1) +  (µL−1 − µL) ,
with i denoting any bulk site. The corresponding flux
balances are
(TL) 0 = +JD→T0 + J
T
1 , (A5)
(DL) 0 = −JD→T0 + (η1 − η0)− η0 + α, (A6)
(TL) 0 = +JD→Ti + (J
T
i − JTi+1) , (A7)
(DL) 0 = −JD→Ti +Di , (A8)
for the first site and the bulk respectively.
Moreover, although the lattice is growing and shrink-
ing, its length L is typically 100 up to 1000 times larger
than the remaining parameters and densities. Thus it is
justified to consider the limit where the lattice spacing
ξ tends to zero when the total length of the system is
rescaled to 1.
The second step is thus to apply the continuum limit
by replacing the lattice by a smooth interval [0, 1]. Note
that this is different to the choice in Sec. II B, where
the interval is set to [0, L] in order to keep the notation
cleaner. Here we want to clearly see the orders of the
following Taylor expansion. We further define the occu-
pancy density (also named ρ) to be the smooth function
satisfying ρ (ξi/L) = ρi with i = 1, . . . , L − 1 denoting
the lattice site index. We set ξ = 1 in order to rescale
the system size to 1). ρ can then be Taylor-expanded in
the limit 1/L→ 0:
ρ
(
x± 1
L
)
= ρ(x)± 1
L
∂xρ(x) +
1
2L2
∂2xρ(x) +O
(
1
L3
)
.
For the currents this expansion gives
JT (x) =
[
ρ(x)− ∂x
L
ρ(x)
]
[1− ρ(x)] (A9)
JD→T (x) = ω [1− ρ(x)] η(x)− ωρ(x) (A10)
D(x) = 
∂2x
L2
η(x) . (A11)
Moreover, we focus on the mesoscopic limit [7, 8] of ω.
This implies that ω = Ω/L0, with L0 denoting the initial
length, is treated as order 1/L. Consequently, JD→T (x)
has no 0th order contribution.
As the DL is the only source of particles on the TL, we
will at first solve the equation for the diffusive lane and
use it to obtain the TL density profile. We begin at the
left boundary.
(DL) 0 = −η(0) + α− JD→T (0) + ∂x
L
η(0) , (A12)
thus, to 0th order in the lattice spacing we are left with
0 = −η(0) + α, concluding
η(0) =
α

. (A13)
For the TL we have
0 = ω [1− ρ(0)] η(0)−ωρ(0)−ρ(0)
[
1− ρ(0)− ∂x
L
ρ(0)
]
,
(A14)
implying 0 = −ρ(0)(1 − ρ(0)) + O(1/L). This equation
has two solutions, either the first site is always occupied
or always empty. To lowest order, as we only treat the
low density limit, the site has to be empty, i.e. ρ(0) = 0.
To first order, we obtain 0 = ωη(0)− ρ(0), thus
ρ(0) = ωη(0) . (A15)
The first order equation for the DL is
ω [(1− ρ(0)) η(0)− ρ(0)] =  1
L
∂xη(0). (A16)
With ρ(0) = 0 to 0th order, we obtain
∂x
L
η(0) = λ−2η(0) , (A17)
with
λ ≡
√

ω
. (A18)
Having solved the boundary equations, we apply these
results to solve the bulk equations. By adding the DL
bulk dynamics equation corresponding to Eq. A8
(DL) 0 = −JD→T +  ∂
2
x
L2
η(x) (A19)
to the TL bulk dynamics equation derived from Eq. A7
(TL) 0 = JD→T (x)− ∂x
L
ρ(x)(2ρ(x)− 1) , (A20)
we obtain the first order TASEP bulk equation 0 =
∂xρ(x)(2ρ(x) − 1). As we are in the low density limit,
the solution ρ(x) = 1/2, corresponding to the maximal
current solution, can be ruled out, thus ∂xρ(x) = 0.
Using our results from the left boundary as initial val-
ues, we conclude that the constant density equals ρ(x) =
ρ(0) = 0 to first order. We conclude that the occupancy
is constant and thus equals the occupancy at the first
site. To first order, it has been determined to equal zero
(Eq. A15), thus ρ(x) = ρ(0) = 0. Inserting this result to
the second order DL equation gives

∂2x
L2
η(x) = ωη(x) , (A21)
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which is solved by
η(x) = A sinh
xL
λ
+B cosh
xL
λ
. (A22)
Using our boundary conditions, η(0) = α/ (Eq. A13)
and (∂x/L)η(0) = λ
−2η(0) (Eq. A17), gives
η(x) = η(0)
(
1
λ
sinh
xL
λ
+ cosh
xL
λ
)
. (A23)
We continue with the second order equations of the TL
bulk,
0 = ω(1−ρ(x))η(x)−ωρ(x)+ ∂x
L
ρ(x)(2ρ(x)−1) . (A24)
Upon employing that the first order value of ρ is zero
(Eq. A15), we are left with
0 = ωη(x)− ∂x
L
ρ(x) , (A25)
which is solved by
ρ(x) = ρ(0) +
α
λ
(
1
λ
cosh
xL
λ
+ sinh
xL
λ
)
. (A26)
In summary, we have found analytic expressions for the
steady state TL and DL occupancy densities in the adi-
abatic limit.
Appendix B: Oscillatory behavior
In section III we have learned about the existence of a
parameter regime where the length change exhibits oscil-
latory behavior. Following up on these investigations, we
want to further discuss the methods used. Moreover we
want to examine the occupancy densities at the system
tip when the system switches from growth to shrinkage.
As the time intervals between two events in the sim-
ulation are not uniformly spaced, we performed a Lomb
Scargle analysis instead of a Fourier analysis [71] to de-
termine the average oscillation frequency (see Fig. 10).
The algorithm essentially fits a sine function to the data
and checks which frequency matches the data best. We
deduced the frequency with the smallest false alarm prob-
ability as well as the second and third best choice. For
larger γ values, the frequency decreases with increasing
growth rate and reassuringly, the three best frequencies
agree quite well. For small growth rates, the results
should not be taken seriously, as there are also no vis-
ible oscillations in the time traces.
Moreover, we determined the minima and maxima of a
time-series of the length. This was done by cutting off the
data of length for lengths larger than the initial length
L0 (which is 2-3 times larger than the minimum average
length and smaller than the average length). Within each
of the remaining intervals we determined the minimal
length, while sorting out all minima that occurred very
quickly after each other, i.e. in less time than a threshold
∆T . This threshold excludes small fluctuations around
L = L0 and is chosen in a way to minimize artefacts of
chopping off the length at L0. We used ∆T = 800. Note
that our choice of ∆T does influence the frequency results
as it restricts the maximal frequency. Between each two
minima, we then determined the maxima. The respec-
tive averages and standard deviations for the maximally
and minimally obtained system length during an oscil-
lation period are plotted in Fig. 9. The maxima clearly
increase with larger growth rates, whereas the minima
remain rather constant. The latter further supports our
intuition of a particle cluster at the DL tip, which equili-
brates with the reservoir only when the system length is
small enough for diffusion to be comparable to shrinkage.
From the temporal distance of the minima, the oscillation
frequency was deduced (see Fig. 10). The values agree
with the result of the Lomb Scargle analysis mentioned
before. As a third method to determine the oscillation
frequency we extracted the frequency from the autocor-
relation function (Eq. 14). We searched for the first 2-4
maxima and minima of the autocorrelation function and
averaged their distance. For smaller grow rates we had to
reduce the number of maxima and minima, as the num-
ber of oscillations reduced from > 4, to 2 and even 1 in
the case of γ = 0.005. The extracted frequencies are also
shown in Fig. 10.
Fig. 11 shows the TASEP tip neighborhood (i.e. 20 tip
sites) occupancy at the oscillation maxima correspond-
ing to the turning point between a phase of growth and
a phase of shrinkage. The blue upper line represents the
mean of the TASEP tip neighborhood occupancy (red
squares). The results vary strongly, thus we checked re-
lated observables. But also the maximal tip neighbor-
hood occupancy (gray left-pointing triangles) within ten
timesteps - five before the maximum is reached and five
thereafter - and the average (yellow right-pointing trian-
gles) fluctuate. Nevertheless we see that nearly all mea-
surements of the maximal tip neighborhood occupancy
(gray left-pointing triangles) lie above the critical den-
sity (purple lower line), being γ times the tip neighbor-
hood size (here 20 sites) as the length change is given
by ∂tL = γ − δρ+ (as δ = 1). When we compare the
critical density to the mean density for a time interval
covering more than one oscillation period, and not just
at the time points where the amplitude is maximal, the
values coincide. It can further be noted that none of the
observables of the turning point tip occupancy increases
for larger amplitudes, i.e. system lengths (for a fixed
growth rate). These observations further support our in-
tuition that the length grows until a critical occupancy
density at the tip (depending solely on the growth rate)
has been reached, triggering the switch to the shrinking
phase. As shown in the time trace plot, Fig. 5, in section
III, the total occupancy density follows a sawtooth-like
trajectory. This is due to a constant influx from the
reservoir during growth phase and most of the shrinkage
phase. Only at the end of the shrinkage phase the cluster
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FIG. 11. Occupancies of the TASEP lane tip neighborhood,
i.e. here the 20 last sites, at the time point or time interval
when the length reaches its maximum during one oscillation
period. They have been measured for several periods and are
shown for a growth rate of 0.14. The occupancy at these time
points (red squares) and their average (upper blue line) as well
as the occupancy average (yellow right-pointing triangles) and
maximum (gray left-pointing triangles) over a time period
of ten events - five before and five after the maximum - is
depicted. Moreover, the critical density for switching from
growth to shrinkage (lower purple line) is shown.
at the tip communicates with the reservoir and is quickly
emptied.
Appendix C: Detailed calculations for the effective
theory
In this section we elaborate on the mathematical de-
tails for the effective theory. First, in Section C 1 we
determine the effective in-rate from the reservoir onto
the TL. In order to estimate the density in the bulk, we
infer the length of the in-region, see Section C 2. Finally,
we deduce the recursion relation for the tip density in
Section C 3, and the minimal length in Section C 4.
1. Effective in-rate αeff
In this subsection, we comment on how we determine
the effective rate at which particles enter the system and
then attach to the TL. This rate will not equal the “bare”
in-rate α as particles can also leave the system before at-
taching. What is the probability that a particle that
enters from the reservoir leaves the system again, be-
fore attaching to the TL? To answer this question, let
us consider a situation where the length of the system is
considerably larger than the length of a typical journey
of a particle on the DL before attaching to the TL, the
latter of which we estimate as λ ± λ (see later). Here,
λ =
√
/ω is the characteristic length scale of the system.
In this case of large length, the probability that a given
particle that enters the DL leaves back into the reservoir
before attaching to the TL, Prob(leaving), is given by:
Prob(leaving) =
∞∑
j=0
pqjAj , (C1)
where p = ˜/ (˜+ + ω) is the probability that a particle
exits from the first DL site back into the reservoir [72].
The quantity q = / (˜+ + ω) is the probability that a
particle proceeds to diffuse into the protrusion and A is
the probability that a particle that starts at the first site
of the DL returns to the first site of the DL without at-
taching to the TL in between. Since returning to the first
site of the DL without attaching to the TL in between
can only happen after an even number of steps on the
DL, this probability A comprises the probabilities that
the particle diffuses back to the first site of the DL in ex-
actly 2j steps, j ∈ N, without attaching to the TL. The
latter are given by the product of the probability that
a symmetric random walker returns back to its starting
point after exactly 2j steps and the probability that the
particle stays on the DL in each step. Taken together we
determine A as:
A = Prob(return to site 1 w/o attaching to TL) =
=
∞∑
j=1
Prob(return to site 1 in exactly 2j steps w/o attaching to TL) =
=
∞∑
j=1
Prob(return to site 1 in exactly 2j steps | not attaching to TL during the 2j steps)×
× Prob(not attaching to TL during the 2j steps) =
=
∞∑
j=1
f2j
(
2
2+ ω
)2j−1
=
2+ ω
2
(
1−
√
ω(4+ ω)
2+ ω
)
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where f2j =
(
2j
j
)
/
[
(2j − 1)22j] is the probability that
a symmetric 1D random walker returns to its starting
point for the first time in exactly 2j steps. Note that
the probability that the particle does not attach during
the 2j steps only has 2j−1 terms 2/ (2+ ω) as the first
step into the protrusion is already accounted for by the
probability q in Prob(leaving), Eq. (C1). Combining the
result for A with the explicit formulas for p and q we find
Prob(leaving) = 1− ω +
√
ω(4+ ω)
ω +
√
ω(4+ ω) + 2˜
.
We approximate this formula for small ω by Taylor ex-
panding up to first order in ω:
Prob(leaving) = 1−
√
ω
˜
+
2− ˜
2˜2
ω +O(ω3/2) .
The effective in-rate is given by the “bare” in-rate α
weighted by the probability that a particle that enters
from the reservoir attaches to the TL. The latter prob-
ability is just 1−Prob(leaving). This implies that the
effective in-rate is given by
αeff = α
ω +
√
ω(4+ ω)
ω +
√
ω(4+ ω) + 2˜
≈ α
˜
√
ω (C2)
to lowest order in ω.
2. Length of the in-region and density in the bulk
To continue we now estimate the length of the “in-
region” lI since - due to the attachment and detach-
ment - the density at the end of the in-region depends
on the length. For this, we look at a symmetric ran-
dom walk with reflecting boundary at x = 0 as we
want to find out the typical journey of a particle on
the DL that is eventually attaching to the TL (and thus
not leaving the system again). Using the initial condi-
tion p(x, t = 0) = δ(x), the probability distribution of
such a process is given by p(x, t) = e−x
2/(4t)/
√
pit for
x ≥ 0 where  is the diffusion constant (lattice spacing
1). To determine the average distance a particle trav-
els on the DL before attaching to the TL, 〈x〉attach, and
its standard deviation, σattach, we need to take two pro-
cesses into account. First, we need to find out how the
time at which the particle attaches to the TL is dis-
tributed and, second, how far a particle travels until a
certain time point. Using that the attachment process
is a Poisson process of rate ω, where the time until an
attachment event happens has the probability distribu-
tion f(t) = Prob(T = t) = ωe−ωt, we calculate the
mean and variance as 〈x〉attach =
∫∞
0
dt f(t)〈x(t)〉 and
σ2attach =
∫∞
0
dt f(t)
(〈x2(t)〉−〈x(t)〉2). Here, 〈x(t)〉 and
〈x2(t)〉−〈x(t)〉2 are the mean and variance of the travelled
distance of the symmetric random walk until time t. For
those quantities we find 〈x(t)〉 = 2√t/pi and 〈x(t)2〉 =
2t from the above probability distribution p(x, t). As a
result, 〈x〉attach =
√
/ω = λ and σattach = λ = 〈x〉attach.
Therefore, 〈x〉attach ± σattach = λ± λ, which means that
the standard deviation is the same as the mean. We will
thus approximate the length of the in-region as twice the
average distance a particle travels before attaching to the
TL:
lI ≈ 2λ. (C3)
With this relation, we now determine the density
profile in the in-region which we assume to equilibrate
quickly on the time scale of the oscillations. Let us de-
note by ρ˜i the density at site i from the base. Then,
we approximate the time evolution of the density at site
i = 1, . . . , LI as
0 = ∂tρ˜i ≈ ρ˜i−1 − ρ˜i + αeff
LI
− ωρ˜i
in the low-density limit with the boundary condition ρ˜0 ≈
0. Here, LI = Round(lI) is the integer length of the in-
region within which we assume homogeneous attachment
(at rate αeff/LI per site). Performing a continuum limit
i→ x, x ∈ [0, lI ], and considering only the first derivative
with respect to x, we have:
0 = −∂xρ˜(x) + αeff
lI
− ωρ˜(x)
with the solution ρ˜(x) = αeff(1 − e−ωx)/(lIω). So, in
particular, we obtain for the particle density at the end
of the in-region
ρ˜(lI) =
α
2˜
(
1− e−2
√
ω
)
,
where we combined all the above results.
3. Recursion relation for the tip density
As mentioned in Section IV, for the analysis of the tip
neighborhood and the tip, we go to a different reference
frame, namely starting at the tip and reaching into the
tip neighborhood, co-moving with the tip. By ρ0 ≡ ρ+
we denote the density at the tip and by ρi the density
at the i-th site from the tip. Since we defined the tip
neighborhood to be the region where motors that have
previously detached at the tip reattach to the TL, we as-
sume that the tip neighborhood has the same length as
the in-region lT = lI = 2λ as for both the average dis-
tance before attaching to the TASEP becomes essential.
Note that we ignore the influence of the growth and
shrinkage dynamics on the average distance before at-
taching. This, however, should be legitimate in our pa-
rameter regime: Assume that we look at a symmetric
random walk on a lattice with one reflecting boundary
at the left end where also new particles are injected. At
each site, the particles can leave the system at rate ω, and
the reflecting boundary moves at rate v > 0 to the right
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(or, in case of v < 0, at rate −v to the left). Then, in the
co-moving frame (moving with the reflecting boundary),
the steady-state profile is proportional to e−x/λ¯ with the
length scale λ¯ = 2/
(
v +
√
v2 + 4ω
)
which corresponds
to the average travelled distance before leaving the sys-
tem via ω. In our case, the velocity is not constant but if
we assume that the velocity is homogeneously distributed
in [−γ, γ], we get an average length scale which is very
close to λ for our choice of parameters.
Let us now go back to the densities in the tip neigh-
borhood and right at the tip. By taking into account the
reattachment of motors that have detached at the tip
an (average) time 1/ω before, the growth and shrinkage
dynamics, and the usual hopping, we find for the time
evolution of the density ρi in the low-density limit:
∂tρi=ρi+1−ρi+δρ
+
before
lT
+γ(ρi−1 − ρi)+δρ+(ρi+1 − ρi),
(C4)
and for the tip density ρ0 = ρ
+
∂tρ
+=ρ1−γρ+−δρ+(1−ρ1). (C5)
Note, however, that in the last equation for the tip den-
sity we take exclusion into account explicitly by assum-
ing that the occupancy at the tip is exactly 1 in case of a
shrinkage event (last term). If exclusion was lifted, there
could be more than one particle at the tip and several
particles would then be simultaneously released into the
cytosol in case of a shrinkage event.
For the time evolution of ρi, Eq. (C4), we assume that the
particles that have previously detached at the tip (at rate
δρ+before, corresponding to a previous tip density ρ
+
before),
homogeneously reattach to the TL in the tip neighbor-
hood. To proceed we now make the following ansatz: We
assume that for a tip density ρ+before at time t we can de-
termine the tip density at time t′ = t+ 1/ω + λ = t+ ∆
by solving Eqs. (C4-C5) for ρ+ in the steady-state. The
idea behind this is that a particle that has detached at
the tip needs on average 1/ω to reattach to the TL, and
then has to walk on average λ sites to get back to the tip
(we measure time in units of ν ≡ 1, and length in units
of the lattice spacing a ≡ 1). Using the continuum ap-
proximation in Eq. (C4) and considering only zero- and
first-order terms, we find for the density in the tip neigh-
borhood
ρ(x) = ρ˜(lI) +
δρ+before
lT
1
1 + δρ+ − γ (lT + 1− x) ,
where we used the boundary condition ρ(lT + 1) = ρ˜(lI).
As a result, the density at the site next to the tip is given
by
ρ1 = ρ(1) = ρ˜(lI) +
δρ+before
1 + δρ+ − γ . (C6)
Combining this with Eq. (C5) we solve for ρ1 and find an
equation for the tip density ρ+ in terms of the previous
tip density ρ+before:
(δ + γ)ρ+(1− γ + δρ+) =
= (1 + δρ+)
[
(1− γ+δρ+)ρ˜(lI) + δρ+before
]
.
Bearing in mind that the tip density should be positive,
this equation is solved by
ρ+ =
[
δ2ρ+before −A+
√(
δ2ρ+before −A
)2
+ 2B
(
δρ+before + C
)]
/B
where ρ˜(lI) = α
(
1− e−2
√
ω
)
/ (2˜) (see above) and
A = δ (1− γ) + γ (1− γ)− δρ˜(lI) (2− γ) ,
B = 2δ [δ(1− ρ˜(lI)) + γ] ,
C = (1− γ)ρ˜(lI).
So, this equation relates the previous tip density ρ+before
at time t to the tip density ρ+ at time t + ∆. Iterating
this procedure, we find a recursion relation for the tip
densities ρ+it at times tit = it×∆:
ρ+it=
[
δ2ρ+it−1−A+
√(
δ2ρ+it−1−A
)2
+2B
(
δρ+it−1+C
)]
/B.
(C7)
4. Minimal length
So far, we have considered the situation where the
length of the system is much longer than the average
distance a particle typically travels on the DL. However
- if the system is too small - the particles do not reattach
to the TL as they leave the system too quickly. As a re-
sult, most of the particles will have left the system before
the system is shrunk to zero, and the system will regrow
from a minimal length larger than zero. To estimate this
minimal length, let us consider a 1D system of length l
with injection of particles at rate r at site l, symmetric
diffusion at rate  within the system, outflux of particles
at rate ω everywhere, and an additional outflux of par-
ticles at rate ˜ at site 0. In the steady-state and with a
20
continuum approximation we thus have
0 = ∂tp(x, t) = ∂
2
xp(x, t)− ωp(x, t) ,
0 = ∂tp(0, t) = ∂xp(0, t)− (ω + ˜)p(0, t) ,
0 = ∂tp(l, t) = −∂xp(l, t)− ωp(l, t) + r .
Those equations are solved by
p(x) =
re
(l−x)
λ
ω
ϕλ
(
1 + e
2x
λ
)
+
(
ϕ+ λ2
) (−1 + e 2xλ )
λ (2ϕ+ λ2)
(
1 + e
2l
λ
)
+ (ϕ+ (ϕ+ 1)λ2)
(
−1 + e 2lλ
) ,
where ϕ = /˜ is the ratio between the diffusion and the
exit rate. So, we determine the (steady-state) probability
that a particle that enters the system at site l (the tip)
exits it via the rate ˜ (back into the reservoir) and not via
ω (attaching to the TL) as pexit = p(0)˜/r, which yields
pexit =
2λ3e
l
λ
λ (2ϕ+λ2)
(
1+e
2l
λ
)
+ (ϕ+ (ϕ+1)λ2)
(
e
2l
λ −1
) .
As a result, the reattachment probability for a particle
detaching at the tip at length l is approximated as
preattach(l) ≈ 1− Fe− lλ (C8)
for l  λ. Here, F = 2λ3/ (ϕ+ 2ϕλ+ (ϕ+ 1)λ2 + λ3).
This means that the probability that a particle has not
yet left the system after a series of lengths {lit}it=1,...,n
is given by
psurvival ({lit}it=1,...,n) =
n∏
it=1
preattach(lit)
or, equivalently,
ln [psurvival ({lit}it=1,...,n)] =
n∑
it=1
ln [preattach(lit)] .
Assuming that the system shrinks at constant velocity v:
l(t) = l0 − vt, and taking into account that in our effec-
tive system each length is realized for time ∆ (during this
time a particle that has detached potentially reattaches
and walks back to the tip), we identify the length dy-
namics until time t with {l0, l0 − v∆, . . . , l0 − v∆(t/∆)}.
Approximating the sum as an integral, we then deduce
the “survival” probability until time t as
ln [psurvival (t)] ≈
t
∆∑
k=0
ln [preattach(l0 − v∆k)] ≈
≈
∫ t
∆
0
dk ln [preattach(l0 − v∆k)] =
=
1
∆
∫ t
0
dt′ ln [preattach(l(t′))] =
=
1
v∆
∫ l0
l(t)
dl ln [preattach(l)] ≈
≈ 1
v∆
∫ ∞
l(t)
dl ln [preattach(l)] , (C9)
where we used the coordinate transformations t′ = k∆,
l(t′) = l0 − vt′, and approximated the maximal length
of the system l0 by ∞ as for maximal length the reat-
tachment probability should be close to 1. Approximat-
ing the logarithm as ln [preattach(l)] ≈ −1 + preattach for
preattach ≥ 0.9 we thus find
ln [psurvival (t)] ≈ − 1
v∆
∫ ∞
l(t)
dl [1− preattach(l)] .
Finally, using Eq. (C8) for 1 − preattach(l) for l  λ we
get
ln [psurvival (t)] ≈ −λF
v∆
e−
l(t)
λ .
Defining the average minimal length as the length where
the probability that a particle that was in the system at
maximal length has left the system is just 0.5 we find
lmin ≈ λ ln [λF/ (v∆ ln(2))]. For the (constant) velocity
we make a very crude approximation, namely v ≈ γ/2,
and we have
lmin ≈ λ ln
[
2λF
γ∆ ln(2)
]
.
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