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ABSTRACT

Robust Signaling, Scheduling and Authentication
in the Multi-user MIMO Channel

Yan Shi
Department of Electrical and Computer Engineering
Doctor of Philosophy
Multiple-input multiple-output (MIMO) networks are known to be able to achieve
throughput performance superior to that available from single-input single-output (SISO)
systems. However, when applying MIMO in multi-user networks, achieving this throughput
advantage requires eﬃcient precoding and optimal network scheduling. Furthermore, MIMO
radios can help ensure security in a multi-user network.

Previous work has proposed var-

ious precoding techniques for the MIMO broadcast channel, based either on channel state
information (CSI) or channel distribution information (CDI), which achieve optimal or nearoptimal MIMO channel throughput. The performance of these techniques largely depends
on the availability of the channel information at the transmitter that must be fed back from
the receiver. However, the past work has not examined the impact of latency caused by
feedback of channel information and computation. This research proposes a performance
metric to measure the throughput degradation caused by compression and feedback of channel information. We further propose an eﬀective data compression technique based on the
Karhunen-Loève (KL) Transform and show that linear precoding (beamforming) based on
CDI can achieve superior performance by providing stable channel throughput in both timevarying and frequency-selective channels.
Very little prior work exists on optimal scheduling for multi-user MIMO networks,
particularly in time-varying channels. One reason for this is that hybrid MIMO channels
permit much more complex channel structures, such as broadcast channel (BC) and multiple
access channel (MAC), whose capacity is limited not only by random channel noise but
also by the multi-user interference. Furthermore, the achieved MIMO channel throughput
depends on the spatial characteristics of the multi-user channels, a feature not captured by
traditional network models based on signal-to-noise ratio and Doppler. Therefore, achieving

near optimal performance requires development of scheduling techniques that depend on
detailed channel characteristics. This dissertation proposes a novel parametric representation
of the channel that simply describes the complex multi-user MIMO channels and allows for
eﬃcient scheduling. Because of the computational and feedback eﬃciency enabled by this
parametric approach, it achieves low latency and therefore excellent performance.
Finally, in any network setting, security is an important consideration. Speciﬁcally
authentication ensures that unauthorized users do not gain network access. Unfortunately,
user identity can be relatively easy to forge. This work therefore explores the user of radiometric ﬁngerprinting that uniquely identiﬁes a device by unique imperfections in its transmitted waveform. This work shows that by applying this ﬁngerprinting technique to MIMO
devices, authentication reliability can be dramatically improved. The work also develops an
information-theoretic approach to identify the optimal set of radiometric features to use for
authentication and further considers the impact of drift in radiometric features on authentication performance.

Keywords: MIMO, CDI, feedback reduction, link scheduling, device identiﬁcation
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Chapter 1

Introduction

Multiple-input multiple-output (MIMO) technology has attracted considerable attention in wireless communications in recent decades because it oﬀers signiﬁcant increases in
data throughput and link range without consuming additional spectrum or transmit power.
As a result, MIMO is an important part of modern wireless communication standards such
as IEEE 802.11n, 4G, 3GPP LTE and WiMAX. However, while signiﬁcant work has appeared for point-to-point MIMO communication, there remain many open problems when
it comes to multi-user MIMO signaling. This dissertation therefore focuses on important
problems of relevance in multi-user MIMO networks. Speciﬁcally, it proposes new techniques in multi-user MIMO precoding, network scheduling for multi-user MIMO signaling,
and authentication of nodes that have MIMO radios.
1.1
1.1.1

Context
Multi-user MIMO Precoding
Precoding represents the signal processing performed at the transmitter in a wireless

transmission. In a MIMO broadcast channel (BC), this precoding is used to spatially encode
one or more unique data streams to each user and can be non-linear, such as the sum rateoptimal dirty paper coding (DPC) [1], or linear, which is typically referred to as beamforming.
Most precoding is based on channel state information (CSI), a quantity that can change
rapidly for mobile nodes in the network. Because communication performance depends
critically on the accuracy of the CSI, maintaining a reliable link requires that the CSI be
updated frequently. In most systems, this requires not only frequent transmission of training
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(or pilot) data for estimation of the CSI at the receiver, but it also requires frequent feedback
of the CSI from the receiver to the transmitter where the precoding is performed. Resources
used to perform this training and feedback obviously cannot be applied to the primary
objective of data communication.
Motivated by the intense feedback resource requirements for precoding based on CSI,
recent research has demonstrated that feedback frequency can be reduced dramatically when
the precoding is based on the channel distribution information (CDI) in the form of spatial
covariance matrices [2]. While this technique is intriguing, the challenge is that covariance
matrices for the MIMO channel coeﬃcients are much larger than the channel matrices representing the CSI, resulting in increased feedback complexity for each feedback event. In order
for CDI-based precoding to be practical, this feedback complexity must be reduced. While
codebook based data compression has been applied to CSI feedback [3, 4], it is unclear how
to apply such techniques to CDI feedback. Furthermore, while prior work has demonstrated
that CDI-based precoding the MIMO BC reduces feedback frequency for time-variant channels, it has not explored how CDI-based precoding can reduce the feedback requirements for
frequency selective channels. Finally, all prior work neglects the fact that the ﬁnite bandwidth of the feedback channel and the computational capabilities of the nodes will result
in latency between the acquisition of the CSI or CDI at the receiver and its use to form
the precoding and that this latency reduces the accuracy of the precoding and therefore the
throughput. Therefore, work in this dissertation provides practical methods for reducing the
feedback complexity associated with CDI-based precoding, incorporating the impact of latency created by feedback and computation, and demonstrates the applicability of CDI-based
precoding to frequency-selective MIMO channels.
1.1.2

Network Scheduling
The ability to use multiple antennas with spatial signal processing to allow a node to

send unique data streams simultaneously to multiple users and to receive streams from multiple users signiﬁcantly enhances the network’s ability to eﬃciently communicate. However,
when the channel varies in time, determining which combination of links to have active at
any given time becomes complicated. Not only must the network consider the traditional
2

quality metrics of a link (such as signal-to-noise ratio or Doppler frequency), but it must
also consider the relationships between the matrix responses of diﬀerent links, as this controls the amount of multi-user interference created. Unfortunately, little work has appeared
to formulate an eﬀective model for estimating the link quality based upon these important
factors. Without such a model, traditional link scheduling techniques based on the shortestpath search algorithm, which adds up all high-quality links to make up the optimal network
[5], cannot be successful. Furthermore, because the achieved sum rate of a topology (i.e.
the active links) in a network is a complicated function of the channel transfer matrices,
simply determining which topology is optimal is complex. Ongoing work proposes using
an exhaustive search over all possible topologies, but the computational burden of such an
approach makes it impractical. Therefore, eﬃcient and eﬀective scheduling techniques are
desperately needed if multi-user MIMO signaling is to truly achieve its potential in realistic
mobile ad hoc networks.
This dissertation develops a simple parametric approach for eﬃciently describing
multi-user MIMO links. This approach forms the basis for a highly eﬃcient method able to
determine the topology that should be active based on current channel conditions. While the
method does not guarantee selection of the optimal topology, detailed analysis shows that
the selected topology achieves near-optimal performance. Furthermore, when considering
latency, the analysis shows that the algorithm outperforms all other known methods.
1.1.3

Authentication
The prevalence of wireless communication has made network security a high priority

in the research community. With the increasing volume of traﬃc containing sensitive communication, it is essential that users are able to use the network without fear that their data
will be compromised by an attacker. One important aspect of this security is ensuring that
only authorized devices are allowed to enter a network. While most network management
is performed by assigning a key (such as the SSID encountered in secured wireless local
area networks) and requiring all users to authenticate with this key, the security of such an
approach is questionable and should be augmented with other techniques.
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Generally speaking, device authentication can be performed at diﬀerent layers in the
network [6]. However, identity information at layers higher than the physical layer is relatively easy to forge, which is why cryptography has become an important aspect in many
authentication protocols [7]. In this dissertation, we seek to establish an authentication approach that leverages physical-layer information which is hard to mimic and thus can provide
a dramatic increase in network security. Speciﬁcally, we focus on radiometric ﬁngerprinting that leverages transmitter-speciﬁc imperfections, or features, in the hardware introduced
during manufacturing. The presentation develops a classiﬁcation approach that identiﬁes
devices based on these features with high precision. The work further demonstrates that
MIMO radios characterized by multiple transmit chains can provide dramatic improvement
in the authentication performance, particularly when the features used in the authentication
are carefully chosen based on information theoretic analysis. The work ﬁnally demonstrates
the impact of time variation of features on the authentication performance.
1.2

Dissertation Contributions
Motivated by limitations in prior work and these observations, this dissertation fo-

cuses on robust signaling, scheduling and authentication in a time-varying multi-user MIMO
network. The main contributions of the dissertation in these areas can be summarized as
follows.
1. The work on robust signaling for the MIMO BC demonstrates that the use of CDIbased precoding can provide reduced system sensitivity to stale channel information
and superior channel throughput in frequency selective channels. This work further
provides a framework for assessing the impact of latency created by compression and
feedback of the required channel information for precoding in the MIMO BC. Based
on exploration of the performance using this framework, the dissertation shows that
the covariance matrices used in CDI-based precoding can be compressed signiﬁcantly
with little loss in performance using the Karhunen-Loève (KL) Transform.
2. The work on network scheduling proposes two methods that use a non-linear model
to map observed channel features to the topology that should be chosen. In the ﬁrst
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method, the optimal topology is found for each combination of channel parameters as
they are swept over certain ranges. Then, observed channels are matched to the closest
Landmarker channels used in the study, allowing determination of the correct topology.
This method is then reﬁned to better include the relationship between diﬀerent channels
through development of a metric to simply quantify this relationship. A non-linear
model is then trained and used to construct the near-optimal topologies for realistic
channels. These algorithms provide excellent throughput performance when precoding
is based on either CSI or CDI.
3. The work on authentication ﬁrst uses an information theoretic approach to determine which of the many radiometric features observed in a radio are most eﬀective
in uniquely identifying the radio. Then, a non-linear classiﬁcation algorithm is developed that maps these features eﬃciently into the device identiﬁcation. Experimental
analysis from a set of 802.11n devices shows that this identiﬁcation algorithm is highly
eﬃcient and eﬀective, and that the identiﬁcation of MIMO radios is more accurate than
the identiﬁcation of single-input single-output (SISO) radios. The study is extended
to apply the identiﬁcation techniques to situations where the features drift in time. In
such a case, the advantage of classiﬁcation based on MIMO transmissions relative to
that based on SISO transmissions becomes even more signiﬁcant.
1.3

Organization of the Dissertation
Following a brief introduction designed to motivate the main topics of the disser-

tation, Chapter 2 provides an overview of the prior work and fundamental background in
the areas considered. Speciﬁcally, it focuses on CSI and CDI based linear precoding, network scheduling based on key channel parameters and physical layer network authentication.
Chapter 3 then introduces the technical basics of CDI beamforming as an alternative precoding approach to the commonly used techniques such as CSI beamforming. It is shown
that CDI beamforming provides better immunity to channel variation and thus is able to
achieve superior channel throughput over CSI beamforming in frequency-selective channels.
Chapter 4 continues the analysis of CDI-based beamforming in time-varying channels.
This chapter develops a framework for assessing the true network throughput considering
5

latency created by ﬁnite feedback and computation resources. It then explores the performance of CDI-based beamforming under realistic conditions when the covariance matrices
representing the CDI are compressed using the KL Transform. The analysis shows that
the decision regarding compression of the data depend critically on the feedback channel
bandwidth and the computational capabilities of the node. This highlights the utility of the
framework developed in allowing analysis of the tradeoﬀs at play in practical situations.
Chapter 5 considers scheduling links in a time-varying ad hoc MIMO network. It
ﬁrst explores using networks that consists of prototype or Landmarker channels as reference
networks, with the Landmarker channel responses generated using a stochastic autoregressive
model [8]. The result of this analysis is a database that contains the optimal link topology
for each combination of Landmarker channels. Observed channels in the real network are
then mapped eﬃciently to the closest Landmarker channel in terms of signal-to-noise ratio
and Doppler spread, and based on this mapping the optimal link topology is selected using
the pre-determined database.
While this Landmarker scheduling approach is somewhat eﬀective, it does not incorporate the important relationship between the spatial characteristics of diﬀerent channels
involved in the topology. Therefore, the chapter continues by formulating a simple metric
for quantifying the spatial characteristics of the channels. Using this metric combined with
channel signal-to-noise ratio and Doppler spread, the discussion then focuses on generating
a non-linear algorithm that can map the parameters describing the channels to the selected
topology. Simulations using the algorithm demonstrate its eﬃciency and eﬀectiveness.
Chapter 6 discusses authentication in a MIMO-based wireless network using physical layer features of the communication devices. The discussion focuses on an information
theoretic approach for determining which of the observed radio features are most eﬀective
in uniquely identifying devices. Application of this approach to experimentally observed
features in SISO and MIMO radios shows that in a MIMO device, some of the features
are highly correlated across multiple transmit chains while others are much more eﬀective
in providing additional identiﬁcation accuracy. The discussion then focuses on training a
non-linear classiﬁcation model able to determine device identity based on observed features.
Application of this technique to the experimental data shows that while the average per6

formance achieved with MIMO devices is only slightly better than that achieved with SISO
devices, the worst-case error rates are dramatically reduced for MIMO-based authentication.
This beneﬁt of using MIMO radios becomes even more pronounced when the time-variation
of the features is considered.
Finally, Chapter 7 provides a summary of the ﬁndings of the dissertation and some
discussion of future work that stems from the work presented here.
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Chapter 2

Fundamentals of MIMO Channels and Networks
2.1

2.1.1

Representation of Channel Information and MIMO Broadcast Channel
System Model
Representation of Channel Information

Channel State Information
In wireless communications, channel state information (CSI) refers to known channel
properties of a communication link. This information describes signal propagation from the
transmitter to the receiver and represents the combined eﬀect of physical electromagnetic
propagation including scattering, fading, and power decay with distance. Communicating
nodes can adapt transmissions to current channel conditions if they know the CSI, a capability that is crucial for achieving reliable communication with high data rates in multi-antenna
systems.
The CSI for a MIMO system is typically represented as a complex matrix. For
example, in a narrowband ﬂat-fading channel between a single transmitter and receiver each
with multiple antennas, the system is modeled as
y = Hx + n,

(2.1)

where y and x are the vectors containing the received and transmitted symbols, respectively,
H is the matrix representing the CSI, and n is the vector of noise. In a typical system, the
transmitter forms x and the receiver processes y based on knowledge of the CSI.
Since the communication depends on the CSI, the transmit and the receive nodes must
be able to obtain this information. Furthermore, because channel conditions often vary with
9

time or node location, the CSI needs to be obtained regularly to enable good performance.
In most systems, the transmitter sends known training data, and the receiver uses knowledge
of the correct data to estimate the channel from the received signal. The receiver then must
feedback the estimated CSI to the transmitter. For rapidly-varying channels, this training
and feedback process must be applied frequently.
Channel Distribution Information
Channel distribution information (CDI) refers to information describing the statistical
distribution of the CSI. While in general a wide variety of information is included in CDI, for
the purpose of this work, CDI refers to the covariance of the channel matrix H. Speciﬁcally,
if h represents a columnwise stacking of H into a column vector, then the covariance, often
{
}
referred to as the spatial covariance, is given by R = E hh† , where E {·} indicates the
expectation and {·}† is a conjugate transpose. The importance of this quantity for MIMO
signaling will become apparent in later chapters of this thesis.
2.1.2

MIMO Broadcast Channel System Model
While the point-to-point MIMO channel considered in 2.1 is interesting, this thesis

focuses most of its attention on multi-user channels. The MIMO broadcast channel consists
of a single transmitting node with Nt antennas and Nu receiving nodes each with Nr antennas,
as depicted in Fig. 2.1. We assume the Nr × Nt channel matrix from the transmitter to the
(k)

jth user and at the kth time slot, 1 ≤ k ≤ K, is denoted as Hj . Assuming that transmit
(k)

precoding (non-linear or linear) has been applied such that xj represents the Nt ×1 precoded
vector destined for the jth user at the kth time slot within the communication period, the
Nr × 1 received vector for the jth user at the kth time slot can be expressed as
(k)
yj

=

(k) (k)
Hj x j

+

Nu
∑

(k) (k)

H j xi

(k)

+ ηj ,

(2.2)

i=1,i̸=j
(k)

where ηj

is an Nr × 1 vector of zero-mean unit-variance additive white Gaussian noise.
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Figure 2.1: Block diagram showing the MIMO broadcast channel system.

2.2

Signaling in Time-Varying MIMO Channels
We now brieﬂy discuss the broadcast channel precoding strategies used in this thesis.

Before doing so, however, it is helpful to discuss mechanisms for quantifying the performance
of these algorithms as applied in this work. The goal of all transmit precoding schemes considered is to maximize the sum rate of the multi-user channel under diﬀerent constraints.
Therefore, the metrics used for the comparative analysis should be able to describe both the
maximum rate at which errorfree transmission is possible and the performance degradation
created by imperfect CSI. We will adapt a metric constructed to evaluate temporal stability
(k ,k)

[2] to the time-varying analysis considered here. Speciﬁcally, let Cχ 0

represent the sum

mutual information achieved by a speciﬁc precoder χ, where χ designates the type of precoding used, at the time index k when the precoding is constructed from CSI (or CDI) at
time index k0 < k. The sample expected throughput (SET) is then deﬁned by averaging
this mutual information over diﬀerent starting times for the same oﬀset using

Sχ (∆k ) =

K−∆
∑k
1
C (m,m+∆k ) ,
K − ∆k m=1 χ

where, as a reminder, K is the length of the communication period.
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(2.3)

2.2.1

MIMO Channel Capacity and Optimal Precoding with Dirty Paper
Coding
Non-linear dirty paper coding (DPC) is an optimal precoding technique in the sense

that it maximizes the sum mutual information and therefore capacity for perfect CSI. Consider the case of strict DPC at the transmitter, where user 1 is encoded ﬁrst, user 2 second,
and so on. As outlined in [9], the mutual information for user j assuming this precoding
(k0 )

strategy given knowledge at the transmitter of Hj
(k0 )

Hj

(k)

and at the receiver of both Hj

and

reduces to
(k)

(k)†

Zj + Hj Qkj 0 Hj
= log
Zj

(k ,k)
IDP0 C,j

Zj = I +

Nu
∑

(k)

H
Ψj i

+

j−1
∑

,

(2.4)

(k0 ,k)

E

Ψj i

,

i=1

i=j+1

where {·}∗ indicates a conjugate transpose, Ej

(k0 ,k)

(k)

= Hj

(k0 )

− Hj

{
}
(k) (k)†
, Qkj = E xj xj

( E {·} indicates an expectation) represents the input covariance matrix calculated at time
†
k0 , and for some matrix V, ΨV
j = E{V Qj

(k0 )

V}. The sum mutual information is then

simply
(k ,k)

CDP0 C =

Nu
∑

(k ,k)

IDP0 C,j .

(2.5)

j=1
(k0 )

The optimum input covariances Qj

(k0 )

are computed from the CSI Hj

using the duality of

the multiple access and broadcast channels and iterative water-ﬁlling [10].
2.2.2

CSI Based Beamforming
Beamforming represents a low complexity but sub-optimal alternative to DPC based

non-linear preprocessing at the transmitter. We adopt a rate-maximizing beamforming technique deﬁned in [11] for multiple-input single-output systems and extended in [12] to MIMO
(k)

systems. The algorithm assumes a single data stream per user, such that the symbol xj
(k0 )

destined for the jth user is transmitted using the beamforming weights bj
(k0 )

from the CSI Hj

(k)

(k)

constructed

. Beamforming weights wj constructed from the CSI Hj are applied at
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the receiver. The signal-to-interference-plus-noise ratio (SINR) for the jth user under this
scenario and assuming phase synchronization at the receiver becomes
(k)†

ρj = ∑

|wj

(k) (k0 ) 2

Hj bj

(k)†

i̸=j

|wj

|

(k) (k0 ) 2
|

.

(2.6)

Hj bi

It is possible that the beamforming weight determination excludes a user from the
(k0 )

channel [10], in which case bj

= 0 such that ρj = 0. The sum mutual information obtained

by summing the mutual information values for the Nu users is given by
(k0 ,k)
CCSI−BF

=

Nu
∑

log(1 + ρj ).

(2.7)

j=1

2.2.3

CDI Based Beamforming
Multiple-input multiple-output (MIMO) technology in the multi-user broadcast chan-

nel (BC) enables a dramatic increase in network throughput over that obtainable using
point-to-point links [1, 13, 14]. However, the performance of MIMO BC precoding strategies depends critically on the availability of accurate channel state information (CSI) at the
transmitter. It is not unreasonable to assume that through training, tracking, and prediction techniques, the receiver can maintain a reasonably accurate estimate of the CSI for all
time slots. However, for systems that have mobile nodes or nodes placed in a time-varying
propagation environment, maintaining accurate CSI for all users and time at the transmitter
requires frequent feedback of channel coeﬃcients which can be costly in terms of communication resources [2]. It has already been demonstrated that as the CSI at the transmitter
becomes increasingly outdated between channel feedback communications, the performance
of traditional broadcast channel signaling strategies such as DPC or CSI-based beamforming
degrades signiﬁcantly [15]. This observation has motivated the development of a linear precoding (beamforming) strategy based on channel distribution information (CDI), in the form
of spatial correlation matrices, that oﬀers suboptimal performance but increased stability in
time-varying and frequency-selective MIMO channels [15, 16].
The goal of the CDI-based beamforming (CDI-BF) approach is to maximize the
throughput averaged over a speciﬁed time window [2]. The transmit beamforming weights
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for this algorithm are computed from the transmit spatial correlation matrix, which for the
jth user is approximated using

Rt,j =

1
E{H†j Hj },
Nr

(2.8)

or the full correlation matrix

Rj =

N
∑

hj h†j ,

(2.9)

k=1

where the expectation E {·} is approximated using a sample mean over N time samples
(where N is within the channel stationarity time), as detailed in [2], and the vector hj
represents a columnwise stacking of the channel matrix between the transmitter and the jth
user. The receive beamforming weights are constructed based on a minimum mean squared
error criterion. Once the beamforming weights are constructed from the algorithm, the sum
(k ,k)

0
mutual information CCDI−BF
can be constructed by using the appropriate weights in ( 2.6)

and ( 2.7). The results in [2] demonstrate that these beamforming weights provide stable
throughput in a time-varying channel.
2.3

Feedback Reduction Techniques
While the increased stability of CDI-BF allows larger intervals between feedback

events, the complexity of each feedback event can be signiﬁcant, motivating the development of techniques for CDI compression. The main work in this area shows that representing
the correlation matrix using appropriate decompositions can signiﬁcantly reduce the complexity [17, 18], although this technique results in performance loss and has not yet been
complemented by other approaches. Furthermore, while CDI-BF oﬀers reduced sensitivity
to channel variations, the throughput performance does degrade with time. Therefore, an
exploration of feedback reduction techniques should take into account the delay between the
collection of the CDI and its use as a result of limited computational and feedback capabilities, an issue that has not been previously explored. Here, we brieﬂy introduce two types of
feedback reduction techniques.
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2.3.1

Vector Quantization
Vector quantization (VQ) is a classical quantization technique from signal processing

that is often used in lossy data compression. It works by dividing a large set of points
(vectors) into groups having approximately the same number of points closest to them.
Each group is then represented by its centroid.
The density matching property of vector quantization is powerful, especially for identifying the density of large and high-dimensioned data. Since data points are represented by
the index of their closest centroid, commonly occurring data have low error, and rare data
have high error. This is why VQ is suitable for lossy data compression [19].
The process of quantization takes a scalar variable x (which may, for example, be an
entry of the channel correlation matrix) and assigns it a quantization index i = Q(x) (which
may, for example, be an eight-bit number). Let R denote the number of bits required to
uniquely identify the quantization index, referred to as the rate. The number of quantization
values is then M = 2R . As a general rule, quantization results in a loss of information.
Ususally it is not possible to reconstruct the variable x given Q(x), but only to reconstruct
an approximation x̂ = Q−1 (i).
In the design of quantizers, the goal is to design Q in such a way that the diﬀerence
between x and x̂ is small according to some norm. In the analysis of quantization systems
it is customary to regard x as a random variable with some distribution, and to measure
the quality of the quantization system by the distortion D = E||x − x̂||, where E is the
expectation operator. Clearly, the more values that Q(x) takes on, the better the quantizer
can perform and the lower the distortion can be for a well designed quantizer.
Uniform Vector Quantization
To apply VQ to the compression of channel information, we stack the channel matrices
into vectors and quantize them. The simplest approach is to use a uniform quantizer where
equal distances are assumed between centroids with consecutive indexes. However, the norms
of such vectors are highly dependent on channel link SNRs, which could vary dramatically
from channel to channel. Usually, a large quantization rate R must be used to cope with
the largest norm while at the same time to control the quantization error. An alternate
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approach is to feed back the norm and the angle of the channel vector separately. Since the
normalized vector norm then becomes unity 1, there is no longer a wide range in norms,
allowing signiﬁcant reduction in the value of R.
Codebooks
Because uniform VQ does not take advantage of the actual distribution of the channel coeﬃcients, it is not eﬃcient when applied as a feedback reduction technique for real
channels. For example, many channels follow a well deﬁned statistic of distribution and may
experience considerable correlation in time or across antennas. Recent work has developed
an approach for constructing codebooks for spatially i.i.d. Rayleigh fading point-to-point,
single antenna channels [20]. This work has also been extended to derive a similar codebook
for spatially correlated point-to-point, multiple-input single-ouput (MISO) channels based
on the channel transmit correlation matrix [4, 21]. The proposed method starts with the
codebook for an i.i.d. channel and uses the generalized Lloyd algorithm [22] to linearly
transforms the codewords with a transformation matrix A where Rt = AA† and Rt is the
channel transmit correlation matrix. Detailed analysis of this codebook can be found in
[4, 21]. As corroborated by numerical studies, the proposed codebook achieves near optimal
performance, while enjoying extremely low complexity. The optimal solution, however, has
to be reevaluated whenever the propagation channel geometry changes.
2.3.2

Rank-1 Decomposition
The Rank-1 decomposition ﬁnds component matrices Rr and Rt that minimize the

norm ||R − Rt ⊗ Rr || Because Rr and Rt are of smaller dimension than R, feeding back
these component matrices results in drastic reduction in the feedback complexity. Prior work
shows that such a feedback reduction results in only modest performance decrease in the
MIMO BC [18]. Note that for our system model, the feedback is reduced by a factor of
approximately Nr Nt .
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2.4

Scheduling Wireless Networks
The MIMO BC discussion above considers the best ways to signal in a multi-user wire-

less network. However, before such communication occurs, scheduling must be performed.
Scheduling a network is about determining the right combination of active links based on
channel quality to form a topology so that eﬀective communication is ensured. But unlike
in wired networks where cables ensure stable channel quality, a wireless channel will likely
ﬂuctuate during the communication session. As a result, the design of the scheduling scheme
for a wireless channel should incorporate some knowledge of the channel time variation.
Conventional Scheduling Protocols
Carrier sense myltiple access (CSMA) is arguably the most common technique for
scheduling point-to-point links in a network. In this approach, the active link for data
transmission is scheduled when the link is available and not in contention with other links.
In this random access protocols, a link proceeds to transmit data after contention even if
the link experiences a deep fade, which may result in severe system throughput degradation.
Other scheduling algorithms involve the use of conﬂict graphs to ﬁnd the best combination
of active links. In this way, a low-rate link experiencing a fade may be rescheduled and
deactivated for transmission. However, if we consider that the rate achieved by the network
may be signiﬁcantly enhanced by using multi-user MIMO signaling such as the MIMO BC
signaling discussed earlier, the process of scheduling must ﬁnd the set of links that maximize
the sum rate. Naturally, this depends on the signal-to-noise ratio (SNR) of the individual
links. But it also depends on the channel time variation represented by the observed Doppler
spread as well as the relationship between the subspaces spanned by the channel matrices
representing the links. Therefore, eﬃciently scheduling the multi-user MIMO links in a
network can be highly complicated.
2.5

Authentication in MIMO Networks
Device identity management is arguably one of the most signiﬁcant challenges in any

network security solution. Since the source MAC address in a frame is easy to forge, administrators need other mechanisms to identify the source of frames within their networks. In a
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wired network, switches provide the capability to distinguish traﬃc based on the incoming
port, each mapped to a single Ethernet jack in the wall. In contrast, the untethered nature
of wireless communication makes similar identiﬁcation of frame source diﬃcult. To overcome this hurdle, 802.11 WLAN administrators rely on various cryptographic mechanisms
for wireless device identity management and access control. However, the usefulness of such
cryptographic schemes can be impacted by various challenges of key distribution, and of
robustly detecting and revoking compromised keys.
Authentication in Diﬀerent Network Layers and Cryptographic Mechanisms
Like wired channels, authentication in higher network layers, such as the MAC layer
and the routing layer, are usually conducted to prevent potential attacks. Prior work proposed the denial of service attacks at the MAC layer for wireless ad hoc networks [23].
Security solutions at layers higher than the routing layer also exist, but these tend to be
easy to forge and less reliable. As a result, cryptographic mechanisms are usually applied to
overcome this shortcoming. Encryption of conﬁdential data with a secret key has become
a widespread technique for securing wireless transmissions. However, existing key distribution methods that either deliver the secret key with a key distribution center or exchange
the secret key using public-key cryptosystems are unable to establish perfect secret keys
necessary for symmetric encryption techniques. Recent work on this topic considers secret
key establishment, under the broad research area of information theoretic security, using the
reciprocal wireless channel as common randomness for the extraction of perfect secret keys
in multiple-input multiple-output (MIMO) communication systems [7]. However, secret key
generation is beyond the scope of this research, which seeks a reliable solution in the physical
(PHY) layer of a wireless network.
Physical Layer Authentication
Authentication in the physical layer leverages the physical properties of either the
channel or the devices themselves. In a typical implementation, authentication occurs by
ensuring that the properties of the observed signal, also known as the radio frequency (RF)
ﬁngerprint, matches those known to be associated with the transmitting device identity.
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The term RF ﬁngerprinting, in general, refers to various PHY layer classiﬁcation approaches
of RF signals. We broadly classify RF features into: (i) channel-speciﬁc ones, such as the
channel impulse response, that characterize the wireless channel; and (ii) transmitter-speciﬁc
ones that are independent of the channel.
Channel speciﬁc authentication uses the fact that because of multi-path, a node at
a speciﬁc location will experience a unique channel impulse response. Therefore, if a node
requests access to the network, the network decision-making node observes the impulse
response and ensure it matches the known impulse response for that location [24, 25]. This
technique is diﬃcult for an attacker to mimic, since the attacker must ﬁrst know the impulse
response it is trying to mimic. However, for mobile devices, the impulse response can change
rapidly, making such authentication diﬃcult.
Transmitter-speciﬁc ﬁngerprints are also referred to as radiometric features. In this
case, each transmitter has imperfections that are unique. By observing a set of these features,
it is possible to uniquely identify each transmitting device with signiﬁcant accuracy. We
classify possible radiometric techniques based on signal features in the waveform domain or
the modulation domain. Waveform domain techniques use signal samples from the time or
frequency domains as the basic blocks of representation, which allows the most ﬂexibility
at the cost of complexity. The approach considered in this work falls under modulation
domain techniques that represent signals at the most basic level in terms of I/Q samples,
with the interpretation depending on the underlying modulation scheme. We choose this
domain because signals in the modulation domain are more structured and better behaved,
although the authentication requires knowledge of the modulation scheme being used.
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Chapter 3
Stable Transmission in the Frequency-Selective MIMO Broadcast
Channel
Traditional non-linear (dirty paper coding) and linear (beamforming) precoding techniques that maximize the sum rate in the multi-antenna broadcast channel often suﬀer severe performance degradation when the channel state information (CSI) at the transmitter
is erroneous or outdated. This has motivated the recent development of a linear precoding
algorithm that uses the channel distribution information (CDI) rather than channel state
to provide more stable performance in time-varying environments. This chapter extends
the prior analysis by using simulations with measured multi-user multi-antenna broadband
channel responses to examine the eﬀect of frequency selective channel characteristics on the
behavior of the traditional CSI-based strategies as well as the more recent CDI-based approach. The results show that the CDI-based beamformer can oﬀer good performance with
reduced feedback communication requirements.
3.1

Introduction
The multi-user, multiple-input multiple-output (MIMO) broadcast channel has re-

cently been the subject of tremendous interest, resulting in the development of the sumcapacity achieving non-linear dirty paper coding (DPC) as well as linear precoding (beamforming or BF) methods that oﬀer a low complexity but sub-optimal alternative transmission
technique capable of transmitting the same number of data streams as that enabled by a
DPC-based system [1], [2]. However, these methods show sensitivity to inaccurate or outdated CSI at the transmitter, and therefore their performance can degrade signiﬁcantly in
realistic operational environments [3], [4].
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Motivated by the performance loss suﬀered by outdated CSI in time-varying environments, researchers have recently developed a linear precoding strategy based on CDI at the
transmitter, in the form of spatial correlation matrices, that oﬀers stable performance in the
time-varying MIMO broadcast channel [4]. Analysis with measured data taken for mobile
receiving nodes reveals that this approach provides a multi-user sum rate superior to that
oﬀered by DPC or CSI-based beamforming approaches once the nodes have moved 0.25 to
0.50 wavelengths from their initial position (i.e. the position at which the CSI is estimated).
Despite all of this analysis for time-varying channels, there currently exists no data which
indicates the degradation in CSI-based schemes with frequency oﬀset (i.e. using CSI at one
frequency to compute precoding vectors at another) or which studies the stability of CDIbased strategies in the frequency selective MIMO broadcast channel. Such an analysis is
particularly relevant for wideband systems employing multifrequency signaling schemes such
as orthogonal frequency division multiplexing (OFDM). If stable transmission can be found
using a single precoding strategy for the entire bandwidth, then this potentially allows a
signiﬁcant reduction in the amount of feedback data required to achieve communication.
The goal of this work is to provide this analysis of diﬀerent precoding strategies in
the frequency selective communications channel. Using measured data, we ﬁrst explore the
degradation in performance for DPC and CSI-based beamforming created by using channel
estimates at one frequency to form the precoding strategy at a diﬀerent frequency. We next
compare the sum rate achieved under these conditions with the rate oﬀered by the CDI-based
precoding strategy under the same circumstances. The analysis shows that the CSI-based
schemes suﬀer from high sensitivity to frequency variations within the communication band,
but that the CDI-based approach oﬀers high stability in realistic measured channels.
The remainder of the chapter is arranged as follows. Section II details the system
model used and explains the experimental data used for the analysis. Section III deﬁnes
the quantity used to measure the performance of the diﬀerent precoding schemes, namely
DPC, CSI-based beamforming, and CDI-based beamforming. Simulation results showing
the relative performance of the three precoding schemes are provided in Section IV.
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3.2

System Model and Measured Data
The MIMO broadcast channel consists of a single transmitting node with Nt antennas

and Nu receiving nodes each with Nr antennas, as depicted in Fig. 2.1. We assume a multitone signaling strategy such as OFDM, with the Nr ×Nt channel matrix from the transmitter
(k)

to the jth user and at the kth frequency, 1 ≤ k ≤ K, denoted as Hj

. Assuming that

(k)

transmit precoding (non-linear or linear) has been applied such that xj represents the Nt ×1
precoded vector destined for the jth user at the kth frequency bin within the communications
bandwidth, the Nr × 1 received vector for the jth user at the kth frequency bin can be
expressed as
(k)

yj

(k) (k)

= Hj x j

+

Nu
∑

(k) (k)

H j xi

(k)

+ ηj ,

(3.1)

i=1,i̸=j
(k)

where ηj

is an Nr × 1 vector of zero-mean unit-variance additive white Gaussian noise.

One key issue of importance for this work is that any precoding strategy that exploits the MIMO capabilities to allow simultaneous transmissions from the transmitter to
multiple receivers requires that the nodes possess some information regarding the channels
to the various users. It is not unreasonable to assume that through training, tracking, and
(k)

prediction techniques, the jth receiver can maintain a reasonably accurate estimate of Hj

for all frequencies. However, for systems that have mobile nodes or nodes placed in a timevarying propagation environment, maintaining accurate CSI for all users and frequencies
at the transmitter requires frequent feedback of channel coeﬃcients which can be costly in
terms of communication resources. It has already been demonstrated that as the CSI at the
transmitter becomes increasingly outdated between channel feedback communications, the
performance of traditional broadcast channel signaling strategies such as DPC or CSI-based
beamforming degrades signiﬁcantly [4]. This prior work also demonstrates that while CDIbased beamforming is suboptimal if all nodes possess perfect CSI, it quickly outperforms the
traditional transmission schemes as the CSI becomes outdated.
The goal of this chapter is to extend this study to assess the degradation in DPC
and CSI-based beamforming strategies under the scenario where the transmitter uses CSI
at a single frequency to construct the precoding over the entire bandwidth and to study
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the potential stability of CDI-based beamforming in this scenario. To perform this analysis,
(k)

we must be able to determine representations for Hj

whose space-frequency behavior is

consistent with that created by realistic propagation environments. We accomplish this
by making use of measured channel data taken within indoor and outdoor environments.
The test equipment used allows sampling of a single-user point-to-point MIMO link with
Nr = Nt = 8 antennas. The indoor and outdoor measurements respectively cover 60 MHz
and 8 MHz of bandwidth with 1 MHz spacing at a center frequency of 2.55 GHz, as outlined in
[5]. The channel coeﬃcients used in this analysis were measured with a stationary transmitter
and a receiver moving at a constant velocity (30 cm/s). Measurements were taken for Nu = 5
(indoor) or Nu = 4 (outdoor) diﬀerent receiver locations for a ﬁxed transmitter location, with
the resulting channel matrix for the jth receiver location and the kth frequency bin used
(k)

to represent the channel matrix Hj . For the results shown in this work, the matrices
are reduced to accommodate square systems such that Nt = Nu and Nr = 1 (each user is
characterized by a multiple-input single-output link).
3.3

Performance Metric
We now brieﬂy discuss the broadcast channel precoding strategies under consider-

ation. Before doing so, however, it is helpful to discuss mechanisms for quantifying the
performance of these algorithms as applied in this work. The goal of all transmit precoding schemes (DPC and CSI- or CDI-based beamforming) considered is to maximize the sum
rate of the multi-user channel under diﬀerent constraints. Therefore, the metrics used for the
comparative analysis should be able to describe both the maximum rate at which error free
transmission is possible and the performance degradation created by imperfect CSI. We will
adapt a metric constructed to evaluate temporal stability [4] to the frequency-selective anal(k ,k)

ysis considered here. Speciﬁcally, let Cχ 0

represent the sum mutual information achieved

by a speciﬁc precoder χ, where χ is selected from the set DPC, CSI-BF, CDI-BF, at the
frequency index k when the precoding is constructed from CSI or CDI at frequency index k0 .
The sample expected throughput (SET) is then deﬁned by averaging this mutual information
over diﬀerent starting frequency bins for the same oﬀset using
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K−∆
∑k
1
Sχ (∆k ) =
C (m,m+∆k ) ,
K − ∆k m=1 χ

(3.2)

where K is the total number of bins.
3.4

Results
In this analysis, each receiver is assumed to possess perfect CSI at all frequencies. In

contrast, however, the transmitter in the case of DPC or CSI-based beamforming chooses
its precoding vectors for all frequency bins based on the CSI at the lowest frequency. In
the case of CDI-based beamforming, the correlation matrix is similarly computed based on
the data at the lowest frequency bin. In all cases, the SET as a function of frequency oﬀset
is averaged over the time series and all starting frequencies in the measurement for ﬁxed
network parameters and total transmit power level P (see [4]).
Figures 3.1 and 3.2 plot the SET versus frequency oﬀset using two diﬀerent datasets
from the indoor environment for Nt = 5 transmit antennas and Nu = 5 users each with
Nr = 1 receive antenna. The total allocated power is ﬁxed at P = 10. In both cases, the
results reveal that DPC has the highest throughput under perfect CSI but is also highly
sensitive to changes in CSI as a function of frequency. CSI-based beamforming similarly
achieves high performance with perfect CSI, but this performance also falls dramatically
with frequency displacement. However, when CDI-based beamforming weights are used, the
throughput remains quite stable with frequency variations. As a result, its performance
is superior to that oﬀered by either DPC or CSI-based beamforming for frequency oﬀsets
beyond 10 MHz. This result, which is consistent with the results observed for channel time
variation, suggests that the beamforming weights derived from the channel correlation reside
in more stable subspaces within the multi-user frequency-variant channel.
The implications of these results are valuable in that they assist in making design
choices for networks operating in this type of scenario. For example, if CSI-based techniques
are to be employed, the system must feedback CSI at more frequencies if the performance
is to remain higher than that achievable with CDI-based beamforming with feedback only
at the initial frequency. This eﬀect is quantiﬁed more clearly in Figure 3.3 which plots the
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Figure 3.1: SET as a function of frequency oﬀset for DPC, CSI-based beamforming (CSIBF), and CDI-based beamforming (CDI-BF) for Nt = 5, Nr = 1, Nu = 5, and P = 10 for one
channel measurement in the indoor environment.

SET averaged over the entire frequency band as a function of the number of frequency tones
at which CSI or CDI is fed back. This plot reveals that over this 60 MHz channel, if CSI is
fed back at only two or three tones, the average performance of DPC is higher than that of
CDI-based beamforming computed from CDI at a single tone. From a feedback perspective,
DPC only requires a vector of length Nt for each user and frequency tone, while CDI-based
beamforming requires a Nt × Nt matrix. Therefore, DPC requires less feedback than CDIbased beamforming for this example. While CSI-based beamforming does not perform as well
as DPC, it still can oﬀer improved average performance relative to CDI-based beamforming
with reduced feedback requirements.
While this analysis would appear to argue for the implementation of CSI-based techniques, there are several key items that play into an ultimate decision of which signalling
technique to use. First, for MIMO links for each user (Nr > 1), CSI-based techniques require
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Figure 3.2: SET as a function of frequency oﬀset for DPC, CSI-based beamforming (CSIBF), and CDI-based beamforming (CDI-BF) for Nt = 5, Nr = 1, Nu = 5, and P = 10 for one
channel measurement in the indoor environment.

additional feedback. Second, while the average SET is higher using DPC or CSI-based beamforming, the variation in the SET across the frequencies is much higher for these techniques
than it is for the CDI-based beamforming. Therefore, realizing this improved performance
requires variable modulation and coding rates in frequency to allow precise loading of bits
across the frequency bins. If all bins use the same modulation and coding, then the performance will suﬀer. In contrast, since the performance remains relatively ﬂat in frequency
for CDI-based beamforming, the same modulation and coding could be eﬃciently applied
across all bins in the band for this technique. Third, for mobile systems where the CSI varies
rapidly in time, CDI-based beamforming starts to quickly outperform CSI-based techniques
since it enables dramatic increases in the time interval between feedback. Therefore, for
systems operating in time-varying and frequency-selective environments, CDI-based beam-
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forming enables strong performance with a signiﬁcant overall decrease in required feedback
bandwidth.
Finally, while in these indoor environments the frequency oﬀset at which CDI-based
beamforming outperforms DPC is relatively large, in other environments characterized by
richer scattering, this cross-over frequency oﬀset may be reduced considerably. Consider, for
example, Figure 3.4 which plots the SET as a function of frequency oﬀset for Nu = Nt = 4
and Nr = 1 in the outdoor environment. This environment is characterized by several large
metal and concrete buildings surrounding the measurement area and many cars parked within
the area, resulting in a high scatterer density. In this case, the oﬀset at which DPC and
CSI-based beamforming cross the CDI-based beamforming curve is approximately 1 MHz,
as compared to the 10 MHz oﬀset for the indoor environments. This example demonstrates
the existence of more frequency selective environments in which CDI-based beamforming
oﬀers an increased advantage relative to CSI-based techniques.
3.5

Conclusion
This chapter has examined the performance loss of transmit precoding techniques in

the multi-user frequency-selective MIMO broadcast channel. The performance of the optimal
transmit precoders (DPC and CSI-based beamforming) are sensitive to errors in CSI due
to channel variations with frequency. Application of an iterative CDI-based beamforming
technique, however, provides high stability and maintains good throughput across the entire
60 MHz (indoor) and 8 MHz (outdoor) bandwidths considered in this work. The results
suggest that CDI-based beamforming enables strong throughput performance with reduced
requirements in feedback channel bandwidth
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Figure 3.3: Average SET as a function of the number of frequency tones at which feedback is
provided for DPC, CSI-based beamforming (CSI-BF), and CDI-based beamforming (CDI-BF)
for Nt = 5, Nr = 1, Nu = 5, and P = 10 for the environment considered in Figure 2.
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Figure 3.4: SET as a function of frequency oﬀset for DPC, CSI-based beamforming (CSIBF), and CDI-based beamforming (CDI-BF) for Nt = 4, Nr = 1, Nu = 4, and P = 10 for one
channel measurement in the outdoor environment.
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Chapter 4
Feedback Reduction for CDI-Based Beamforming in the MIMO
Broadcast Channel
Recent research has demonstrated that for the multi-antenna broadcast channel, applying transmit precoding based on the channel spatial covariance matrices leads to temporal
stability of the achievable network sum rate. This approach allows reduction in the frequency
of channel information feedback events at the expense of increased feedback complexity.
While recent work has demonstrated the possibility of feedback complexity reduction through
matrix decompositions, this chapter demonstrates signiﬁcant additional feedback reduction
through compression of the covariance matrices using the Karhunen-Loève Transform.
4.1

Introduction
Multiple-input multiple-output (MIMO) technology in the multi-user broadcast chan-

nel (BC) enables a dramatic increase in network throughput over that achieved using pointto-point links [13]-[14], although this throughput requires availability of accurate channel
state information (CSI) at the transmitter [2]. Recent research shows that in time-varying
channels, designing the beamforming (BF) based on channel distribution information (CDI)
[1, 26]-[28] in the form of spatial covariance matrices can oﬀer stable throughput with reduced feedback frequency at the cost of increased complexity of each feedback event [2].
While this research also demonstrates compression of the CDI feedback, the compression
technique generates notable performance loss [2].
This chapter demonstrates reduction in feedback complexity with improved throughput performance through compression of the CDI using the Karhunen-Loève (KL) Transform [17], an approach that can also be applied to the previously-proposed feedback reduction techniques. Furthermore, it formulates a framework for analyzing average throughput
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that considers latency between collection and use of the CDI due to limited computational
and feedback capabilities. Simulation results show that decisions regarding the feedback
compression depend on the computational and feedback link capabilities and the maximum
observed Doppler frequency.
4.1.1

CDI Beamforming
Consider a MIMO BC consisting of a single transmitting node with Nt antennas and

Nu receiving nodes (users) each with Nr antennas that move at a constant speed through the
environment. For CDI-BF, the transmitter must know the spatial covariance matrix for the
channel to each user in order to construct the precoder [2]. We therefore assume that each
receiving node estimates its MIMO channel from the transmitter at a spatial interval (node
distance moved) of Ds and computes and feeds back its covariance matrix at an interval of
Kf Ds , where Kf is an integer. The covariance for the jth user at the ℓth feedback time slot
is estimated using a sample mean over a window of Kw samples, or
(ℓK )
Rj f

1
=
Kw

ℓKf
∑

(k)

(k)†

hj hj

,

ℓ = 1, 2, · · · ,

(4.1)

k=ℓKf −Kw +1

where {·}† is a conjugate transpose and the Nr Nt × 1 vector hj

(k)

represents a columnwise

stacking of the channel matrix to the jth user at the kth sample time. For most of the
discussion, we drop the superscripts for notational simplicity.
We recognize that the feedback for each covariance matrix consists of (Nr Nt )2 real
numbers (upper triangular portion of the Hermitian matrix), compared with the 2Nr Nt real
numbers for feedback of CSI. Past work on reducing the feedback complexity for CDI-BF
demonstrated a feedback complexity of (Nr2 + Nt2 ) real numbers by representing the full
covariance as Rj = Rt,j ⊗ Rr,j [2], where ⊗ indicates the Kronecker product and the Nr × Nr
and Nt × Nt component matrices Rr,j and Rt,j , respectively, are constructed using the Rank1 decomposition [18]. While this complexity reduction is signiﬁcant, it comes with notable
throughput loss.
Our search for an improved feedback reduction mechanism stems from the observation that the precoding for the data to the jth user should lie in the eﬀective range space of
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Figure 4.1: (a) Cumulative distribution function of the largest three eigenvalues of the covariance matrix for Nt = Nr = 5. Average sum rate versus the number of eigenvectors used to
represent the full or component covariance matrices for a network with (b) Nt = Nr = Nu = 5
and (c) Nt = Nu = 4 and Nr = 8. (d) Percent of maximum sum rate achieved by feeding back
one eigenvector as a function of Nr with Nt = Nu = 4.

Rj and the eﬀective null space of Ri , i ̸= j, meaning that each covariance must have only
a few dominant eigenvalues for good performance. Consider a computation where we con(k)

struct the sequences hj

using an auto-regressive channel model derived from experimental

observations [8] at a sample interval of Ds = 0.0086 wavelengths assuming that each node
has a uniform linear array antenna with half-wavelength element spacing. The covariance
matrices are then computed from (4.1) with Kw = 201. Figure 4.1(a) plots the cumulative
distribution function of the largest 3 eigenvalues of the covariance matrix for a system with
Nt = Nr = 5 computed from 1000 random channel realizations. As can be seen, there is
almost an order of magnitude diﬀerence between the ﬁrst and second eigenvalues, and over
another order of magnitude diﬀerence between the second and third eigenvalues.
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This observation suggests that compression using the KL Transform [17], where we
feed back the dominant eigenvalues and corresponding eigenvectors for each user, should
enable CDI feedback complexity reduction. Consider the case where Nt = Nr = Nu =
5 and the total allocated transmit power used in the beamforming algorithm is P = 10
(see [2]). For this and all subsequent computations, the covariance matrix is estimated from
Kw = 51 samples. Figure 4.1(b) plots the sum rate achieved (averaged over 100 random
channel realizations) as a function the number of eigenvectors fed back assuming they are
either eigenvectors of the full covariance matrix Rj or of the Rank-1 component matrices
Rr,j and Rt,j for each user. We observe that using only a single eigenvector of the full
covariance produces slightly lower throughput than that achievable using the full covariance.
If only a single eigenvector of the Rank-1 components is transmitted, the performance suﬀers
additional reduction, although with the beneﬁt of very small feedback complexity.
Because for Nr > Nt the covariance matrix eigenvalues typically have reduced spread [?],
we repeat the computation of Fig. 4.1(b) for the case of Nt = Nu = 4 and Nr = 8, with
the results appearing in Fig. 4.1(c). In this case, feeding back a few dominant eigenvectors
results in lower but still reasonable performance. Fig. 4.1(d) plots the percentage of the sum
rate achievable using the full covariance (or full component matrices) that is obtained using
feedback of only a single eigenvector as a function of Nr for Nt = Nu = 4, a result that
highlights the impact of improved conditioning on the performance as the number of receive
antennas increases.
4.2

Latency
Because the compression methods trade oﬀ computation for feedback complexity, the

latencies caused by limited computational power and feedback channel bandwidth should
be included in the analysis. In the analysis of feedback latency, each receiving node has B
bits of feedback that it communicates to the transmitter with a bit rate fb (incorporating
feedback channel bandwidth, modulation, and coding). If each receiver moves at a velocity
v, the physical node displacement during the feedback communication is DF = vB/fb . Since
the maximum Doppler frequency observed by a node is fD,max = 2v/λ, where λ is the
wavelength at the communication center frequency, we can transform this to distance moved
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in wavelengths as
LF =

α
fD,max
B = B.
2fb
2

(4.2)

To analyze the computational latency, let fp represent the rate at which the processor
completes a multiplication and M denote the number of multiplications required. The physical distance moved during the computation is DC = vM/fp , and the distance in wavelengths
is
LC =

fD,max
β
M = M.
2fp
2

(4.3)

The Rank-1 component matrices are computed iteratively with 4(Nt Nr )2 ﬂoating
point operations per iteration [18]. We have found that three iterations are adequate for
this computation, resulting in MR = 12(Nt Nr )2 . For the KL Transform, the computation
is dominated by the eigenvector decomposition at a cost of MK = 25(Nr Nt )2 for the full
covariance matrix. Eﬃcient quantization of each real number in the feedback data, requires
log2 N comparisons, where N is the number of quantization bits.
The computations use Nt = Nr = Nu = 5 and a transmit power of P = 10, and the
results represent averages over 200 channel model realizations. Unless otherwise speciﬁed
the covariance is fed back at an interval of Kf = 21 samples, the latency parameters are
α = 5 × 10−6 and β = 1.5 × 10−8 , and the quantization uses N + 1 = 6 bits (includes a sign
bit). All sum rate results represent the average sample expected throughput (ASET) which
is the average sum rate achieved when the precoding is computed after feedback and used
over a feedback interval [2].
Figure 4.2(a) plots the ASET as a function of the feedback latency parameter α
assuming the feedback represents the full covariance matrix, the dominant eigenvector of
the full covariance matrix, or the dominant eigenvector of the Rank-1 component matrices.
At small values of α, the feedback bit rate is large compared to the channel variation time,
and therefore feedback of the full covariance matrix can be done reasonably quickly. As
the feedback bit rate is reduced, however, the feedback latency signiﬁcantly penalizes the
performance for the full covariance. Taking the KL Transform creates some computational
latency, but the dramatic savings in feedback complexity still allows this method to achieve
superior performance for the computational capability speciﬁed. Performing the Rank-1
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Figure 4.2: (a) ASET versus the feedback latency parameter α assuming CDI-BF for a
network with Nt = Nr = Nu = 5: (a) for diﬀerent feedback compression techniques and (b)
using a single eigenvector of the Rank-1 component matrices for diﬀerent feedback intervals
Kf .

decomposition produces an additional computational burden and associated latency whose
impact on the performance can be seen for small values of α. For small feedback rates (large
α), however, the savings in feedback complexity becomes apparent. Finally, it is intuitive
that both of these compression techniques reduce the sensitivity of the throughput to the
feedback latency parameter α.
Figure 4.2(b) plots the ASET as a function of α for three diﬀerent values of the
interval between feedback events. For all curves, the feedback represents the dominant
eigenvector of the Rank-1 component matrices. As expected, more frequent feedback results
in increased average throughput for the network. Figure 4.3 plots the ASET as a function
of the computational latency parameter β. In this case, for high computational speed (low
value of β), the cost of the Rank-1 approximations and eigenvalue decompositions is small,
and therefore these approaches lead to superior throughput performance. However, once the
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Figure 4.3: ASET versus the computational latency parameter β assuming CDI-BF with
diﬀerent feedback compression for a network with Nt = Nr = Nu = 5.

computational speed is reduced, it becomes beneﬁcial to feed back the full covariance matrix
because of the reduced computational overhead.
4.3

Conclusion
This chapter discusses reduction of feedback for CDI-BF precoding in the MIMO

BC through compression of the covariance matrices (or component matrices of a Kronecker
covariance representation) using the KL Transform, showing that the compression leads to
signiﬁcant feedback reduction with minor throughput reduction. The analysis includes the
impact of latency caused by computation and feedback requirements. The results reveal
that the proper decision regarding the type of compression to use depends on the feedback
channel bandwidth, the computational capabilities of the node, and the maximum Doppler
frequency observed in the time-variant channel.
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Chapter 5
A Parametric Approach for Link Scheduling in Mobile MIMO
Ad Hoc Networks
Eﬃciently scheduling the optimal links enabled by multi-user MIMO signaling in a
mobile ad hoc network poses a signiﬁcant practical challenge. Speciﬁcally, not only must the
scheduling agent maintain key parameters such as signal-to-noise ratio, Doppler frequency,
and channel matrix spatial structure for each possible link, but it must also periodically
perform costly computations to determine the set of links that should be active based on
these parameters. This chapter presents a simpliﬁed scheduling technique that avoids most
of the real-time computation associated with such scheduling by generating a predictive
model able to determine which links should be active based on the link parameters. To
avoid the multi-variate complexity associated with the channel spatial characteristics, the
technique uses the average ratio of the maximum to minimum channel singular values as
a simpliﬁed representation of the channel subspace structure. Simulation results show that
this scheduling technique is able to achieve average network sum rates that approach those
of the optimal link topology.
5.1

Introduction
The potential of using MIMO technology to enhance spectral eﬃciency of wireless

communication has been well documented. In particular, in an ad hoc network with MIMOequipped nodes, using spatial division multiple access (SDMA) through multi-user MIMO
signaling leads to a theoretical sum rate that is dramatically higher than that achievable
when distinguishing user transmissions based on time, frequency, or code [1], [29].
While this theoretical improvement in sum rate is appealing, several practical diﬃculties arise when trying to realize this gain in practical scenarios. Speciﬁcally, because SDMA
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enables such a large number of diﬀerent possible link combinations and because the sum
rate achievable for each combination depends critically upon the channel state information
(CSI) for each of the active links, determining the combination that achieves the maximum
sum rate can be challenging [30, 31, 32]. Furthermore, for networks in which the nodes
themselves or the scattering objects within the communication environment are mobile, the
time-varying nature of the communication channel further complicates the process of ﬁnding
the optimal set of active links, since the achieved multi-user rate can quickly deteriorate
under dynamic CSI [2]. In the conventional random access protocols (e.g. CSMA), a link
proceeds to transmit data after contention even if the link quality deteriorates, potentially
leading to severe system throughput degradation [33], [34]. Recent research proposes a distributed, near-optimal scheduling for ad-hoc MIMO networks based on average link SNRs
[35], [36]. However, link SNR can vary dramatically when communicating nodes are moving,
and using solely the link SNR [35], [36], [37] may not capture the channel subspace information, which is critical for channel scheduling when CSMA is used. Naturally, it is possible
to search over all possible combinations of link topologies, but as shown in this paper, the
computational demands of such an approach make its implementation impractical.
The obvious way to approach this challenge of scheduling the optimal combination
of links used for SDMA in MIMO ad hoc networks [31, 32] is to base the decision on a
reduced set of key parameters that describe the quality of each link. What complicates such
an approach for a MIMO network, however, is that the ability to spatially separate multiuser signals depends critically on the relationship between the range and null spaces of the
channel matrices describing the links. Therefore, in addition to traditional parameters such
as link signal-to-noise ratio (SNR) and Doppler frequency, any decision-making algorithm
should incorporate information regarding the channel subspaces. However, not only is it
diﬃcult for a decision-making agent within the network to maintain accurate information
about these channel subspaces for all nodes, particularly in a time-varying environment, but
it is also unclear how to use such information to simply and eﬃciently determine the optimal
schedule.
This chapter demonstrates using the average ratio of the largest to the smallest singular values of the link channel matrices along with link SNR and Doppler frequency to
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achieve eﬀective multi-user scheduling in a time-varying environment. The technique uses
comprehensive simulations to pre-establish a predictive model that quickly indicates which
links should be active based on these simple link parameters. This trained model is then
used for decision-making during real-time scheduling. The computational results provided
clearly indicate that while scheduling based on these channel parameters leads to sub-optimal
throughput results, because the technique oﬀers dramatic reduction in computational complexity, it enables practical achievement of near-optimal network sum rate.
5.2
5.2.1

Problem Description
Network Model
Consider a wireless network consisting of nodes equipped with multiple antennas and

capable of using these nodes to achieve SDMA through multi-user MIMO transmission and
reception [1, 10, 38]. Practically speaking, these nodes would typically exploit other multiple
access technologies to facilitate network access. However, using multi-user MIMO signaling
typically involves considerable complexity, including estimation and distribution of complicated CSI and construction of signaling strategies based on the current CSI, complexities
that generally go well beyond those required for multiple access in the time, frequency, and
code domains. These complexities certainly complicate the process of link scheduling, and
therefore our goal is to examine and postulate eﬃcient approaches for accommodating these
complications, without considering other multiple access technologies.
In principle, the number of network nodes can be large. However, because limited
array sizes and signal processing capabilities at each node limit the number of spatiallysupportable simultaneous links, we assume that NN represents the number of nodes in a
partition of the larger network that are given channel access free from other network interference, a condition that could be achieved using node clustering [34] and possibly assuming
that adjacent nodes access the channel on diﬀerent time slots, frequencies, or codes.
Furthermore, while the methods outlined in this paper can be used for full-duplex
communication, for simplicity in presentation and demonstration, we limit our discussion to
half-duplex communication. We therefore assume that NTx nodes in the network partition
operate as transmitters each with Nt antennas while the remaining NRx = NN − NTx nodes
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Figure 5.1: A possible network topology with NTx = NRx = 2 and the associated topology
matrix.

operate as receivers each with Nr antennas. The Nr × Nt channel matrix Hij contains the
MIMO channel transfer function from the jth transmitter to the ith receiver.
Given this scenario and notation, NP = NTx NRx represents the number of potential
links in the network, and the network topology is deﬁned as the set of communication links
that are currently active. Each possible topology can be uniquely described by an NTx × NRx
binary topology matrix T in which an active link between the jth transmitter and ith receiver
is represented by setting Tij = 1. Figure 5.1 shows an example topology with NTx = NRx = 2
as well as the associated topology matrix.
5.2.2

Multi-user MIMO Signaling
Under this network description, our goal is to ﬁnd the topology that maximizes the

sum rate for the network partition based on the node capabilities and current CSI. Naturally,
the optimal topology depends somewhat on the multi-user signaling strategy used. In this
work, we use the linear beamforming technique of regularized channel inversion (RCI) [14]
and minimum mean squared error (MMSE) estimation to construct the beamformers at
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transmit and receive [10], respectively, based on the existing CSI for the links. We refer to this
technique as RCI for hybrid channels (RCI-HC), where hybrid refers to the fact that we allow
both broadcast channel (BC) and multiple access channel (MAC) communications. While
this technique is chosen for purposes of illustration of the scheduling techniques considered in
this chapter, the general scheduling method proposed here is applicable to other multi-user
MIMO signaling strategies.
5.2.3

Average Sum Rate
Figure 5.2 pictorially shows the network sum rate for a topology as a function of

time. In this depiction, no data communication occurs during the ﬁrst time slot of duration
TL representing the latency, or the time required to establish the topology. Subsequently,
the communication is represented by a ﬁnite number of cycles each characterized by high
throughput immediately following feedback of the current CSI and a throughput reduction
as this CSI becomes stale over the feedback interval T0 . While the rate of decline within a
cycle changes as the network channel conditions change, we assume that there is a period
TS over which the shape of the throughput curve in each interval of duration T0 remains
approximately the same. We refer to this period TS as the network stationarity time, which
from a practical standpoint represents the interval over which the selected topology is used.
Naturally, the throughput variation shown in Fig. 5.2 depends on the Doppler spectrum observed in the time-varying channel. Because in many networks node mobility is the
dominant source of channel time variation, we transform the independent variable from time
to displacement of the nodes in terms of the wavelength λ of the carrier. Assuming that the
nodes move at a velocity v, this transformation is given by x = vt/λ, leading to X0 = vT0 /λ,
XL = vTL /λ, and XS = vTS /λ. Given this description, let Cx (x) = C(xλ/v) represent the
sum rate shown in Fig. 5.2 as a function of the transformed displacement variable x. The
average network sum rate can be computed using
1
C=
XS

∫

XS

Cx (x)dx.
0
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(5.1)

dŚƌŽƵŐŚƉƵƚ͗C(t)

T0
TL

TL+T0

TL+2T0

TS

t

Figure 5.2: Network sum rate as a function of time showing the scheduling latency TL ,
feedback interval T0 , and network stationarity time TS .

The computation in (5.1) and the model in Fig. 5.2 clearly reveal that if the time TL (or
associated displacement XL ) required to select the topology becomes large, it can signiﬁcantly
reduce the average throughput C and quickly oﬀset the throughput gain associated with
selecting the optimal topology. This motivates our analysis of the complexity of topology
selection for multi-user MIMO signaling as well as our search for an eﬃcient and appropriate
scheduling mechanism.
5.3

Scheduling Using an Exhaustive Search
The optimal schedule can be determined by computing the average sum rate of the

network partition for each possible topology and selecting the one that maximizes this rate.
We analyze the computational complexity and associated latency of such an exhaustive
search in Section 5.5.1, but given that construction of the link beamforming vectors for
each possible topology is an iterative process and that a large number of topologies exists
even for reasonable partition sizes, it is intuitive that the cost of such an approach will
be high. Therefore, in our analysis, we consider two diﬀerent values of the average sum
rate achieved by this technique. First, let RE represent the average sum rate computed
using (5.1) assuming TL = XL = 0, which means that we ignore the latency involved with
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topology selection. This value serves as a reference against which the performance of other
techniques can be compared. Second, let C E represent the average rate when XL is included,
a value that will be used to demonstrate how ineﬃcient scheduling suﬀers dramatically with
partition size.
5.4

Scheduling with Landmarker Approach
An eﬀective scheduling approach should be able to handle the deﬁciencies of the ex-

haustive search algorithm, we therefore develop a fast scheduling approach based on Landmarker channels that achieves sub-optimal network sum rate.
5.4.1

Feedback Reduction and Optimization Using Landmarker Channel
As demonstrated in Section 5.3 that the latency for exhausted search scheduling

mainly comes from its computational complexity because RCIHC has to be run ad-hoc to
evaluate channels and this wastes time. It will be a good incentive if we can run RCI-HC
oﬀ-line and pre-evaluate the channels. To realize this, however, CSI must be known prior to
the scheduling process, which is not a practical assumption.
We notice that the channel quality (deﬁned here as the ASET) is highly dependent on
both the channel SNR and the channel correlation. However, with ﬁxed channel correlation,
channels with similar SNR will enjoy similar channel quality. We deﬁne a mapping F :
H → S where H is the channel sequence space and S is the SNR space. Therefore for
an arbitrary channel sequence H, we have its image in the SNR space F (H) = s. Since the
SNR space S for realistic channels is bounded we quantize S with NL discrete SNR points
(s1 , s2 , · · · , sNL ) and partition H to NL disjoint subsets (H1 , H2 , · · · , HNL ) such that
∀H ∈ Hi

arg

min

j=1,2,··· ,NL

(|F (H) − sj |) = i.

(5.2)

NL channel sequences (HL1 , HL2 , · · · , HLNL ) are generated as prototypes of (H1 , H2 , · · · , HNL )
with (s1 , s2 , · · · , sNL ) using a time-varying MIMO channel model [8]. We call these prototype channels Landmarker channels. We assume that by increasing NL , we can bettter
ensure that an pbserved channel in Hi closely matches one of the prototpes. In such a situ-
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ation, we can replicate any channel H ∈ Hi with HLi and the optimal scheduling decision
remains the same. We further deﬁne two mappings. The ﬁrst is
L : L (H) = HLi ,

if and only if

H ∈ Hi ,

(5.3)

which maps an arbitrary channel to its closest Landmarker channel in SNR space. The
second is
T : T (H 1,1 , H 1,2 , · · · , H NTx ,NRx ) = Topt ,

(5.4)

which maps a network to its optimal scheduling topology. Therefore we have
T (H 1,1 , H 1,2 , · · · , H NTx ,NRx ) = T (L (H 1,1 ), L (H 1,2 ), · · · , L (H NTx ,NRx )),

(5.5)

given an adequately large set of Landmarker channels. Ifthis assumption holds, we can
make decisions in the discrete Landmarker channel space to determine the optimal network
schedule.
Therefore, to use the Landmarker approach in realistic communication, each receiver
detects CSI of each link, maps the observed channels to their Landmarker channels with
L (·), and feeds only the indices of the Landmarker channels in the set back to the scheduling
agent which can be B = log2 NL binary numbers. As a result, the information required for all
nodes in the network can be represented by NTx NRx B bits, which is a signiﬁcant reduction
compared to frequent feedback of NTx NRx Nt Nr complex numbers representing CSI for all
transmit-receive pairs (which would be required for an exhaustive search). Since the CSI
of the Landmarker channels are known before scheduling, we can precompute the optimal
schedule for every combination of Landmarker channels in each link. The optimal schedules
are then stored in a lookup table at the scheduling agent. As a result, the ad-hoc scheduling
reduces to
1. ﬁnding the network sum rate for every network topology corresponding to the feedback
Landmarker information in the look-up table.
2. deciding on the topology that gives the maximum network sum rate.
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Application of this approach reduces feedback latency and computational cost in three
key ways: 1) the Landmarker approach allows feeding back only indices of the Landmarker
channel rather than the full CSI; 2) clustering realistic channels to their Landmarker representations can be done at diﬀerent receivers and the computational burden is distributed;
3) the optimal scheduling process is reduced to a simple table look-up which involves no
multiplication operations.
5.4.2

Parallel Computation
Although the Landmarker approach successfully reduces both the feedback and com-

putational complexities, the scheduling mechanism is an exhaustive search In other words,
we must look up the throughput for all possible topologies and select the one with the largest
sum rate, and the computational overhead is placed on one decision agent. As analyzed in
Section 5.3 that the complexity of exhaustive search is O(2NTx NRx ) meaning that for large
networks, the search space and the computation latency of the search algorithm grow exponentially. Therefore, for a system with low computational capability, the computation needs
to be distributed to reduce the scheduling latency to an acceptable level. The approach
described in [39] for competition games some similarity to our solution. Therefore, each
transmitter is treated as an independent agent and makes its own decisions based on CSI of
all its adjacent links. The ﬁnal decision, which is the collection of decisions of every transmitter is sub-optimal, but the parallel mechanism is able to reduce the computation to the
order of O(2NRx ).
5.4.3

Storage Reduction Techniques
Although the Landmarker approach achieves sub-optimal network throughput with

negligible latency, it requires a storage that grows exponentially with the network size. For
( P)
a network with Nact active links, there are Nlink = NNact
distinct networks, so that for
NL Landmarker channels there are Nlink × NLNact distinct Landmarker networks. For the
table look-up, we need to store the information that maps a Landmarker network to its
simulated network sum rate. Speciﬁcally, we use log2 NL bits of information to represent
the Landmarker channel index for each of the Nact active links, yielding Nact × log2 NL bits
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for one Landmarker network. The sum rate for each topology is stored using double precision (64 bits). If we further extend this analysis to Landmarker networks with diﬀerent
numbers of active links, or Nact ∈ {1, 2, · · · , NP }, the overall storage requirement becomes
∑NP ( NP )
k=1 Nact (Nact log2 NL + 64) bits. To numerically illustrate the implication of this, a network with NTx = 6 transmitters and NRx = 6 receivers and using NL = 8 Landmarker
channels would demand approximately 1 TB of memory, which is virtually impossible for a
typical mobile node. However, a little analysis shows that this storage contains signiﬁcant
redundancy that can be reduced with either the introduced MinDecomp algorithm or other
data compression techniques.
We ﬁrst focus our discussion on the MinDecomp algorithm. As illustrated in Section 5.3, every transmitter/receiver has the same physical attributes. Therefore, labeling
transmitters/receivers of a network in a diﬀerent order will result in switching the columns
and rows of the topology matrix T, but will not change the network throughput. We deﬁne
that two networks as Isomorphic if T1 can be achieved by switching the columns and rows
of T2 where Ti is the topology matrix of network i. A topology matrix is Minimal if and
only if both its row sum and column sum are in descending order. It is obvious that every
topology matrix can be 
transformed
a minimal
 to
 isomorphic matrix by
 switching
 rows and
1 1
0 1
1 1
 and 
 are isomorphic, but 
 is minimal
columns. For example, 
1 0
1 1
1 0




0 1
1 1
 is not. Clearly 
 can be obtained by switching the ﬁrst and second
while 
1 1
1 0


0 1
.
row and then switch the ﬁrst and second columns of 
1 1
As illustrated in Section 5.3, a network can be viewed as a graph. However, in the
RCI-HC algorithm used to compute the sum rate, if the graph is not connected, then it
can be decomposed to a number of disjoint sub-graphs, representing sub-networks. The
network throughput is then equal to the sum of the throughput of every sub-network. A
matrix illustration is straightforward when we have a network whose topology matrix can be
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0 A

represented by a block matrix 

 where 0 is all-zero matrix. This network can be

B 0



decomposed to two sub-networks whose topology matrices are 


0 A



 and 


0 0

.

0 0
B 0
Based on the previous observations, instead of storing all possible topologies, we need
only store the rate for the decomposed minimal isomorphic topologies. A case in point is
that for a NTx = 2, NRx = 2, there are 15 feasible topologies excluding the all-zero option.
However
isomorphic
topologies
are
 only 5decomposed

minimal

 
 
needed to represent them:
1 0
1 1
1 0
1 1
1 1

, 
, 
, 
, 
.
0 0
0 0
1 0
1 0
1 1
The MinDecomp algorithm does two things. It ﬁrst decomposes the network topology
into disjoint sub-networks by a depth-ﬁrst-search (DFS) algorithm, and thenreduces subnetworks to their minimal isomorphic networks by switching rows and columns. We may then
use the reduced LUT to ﬁnd channel evaluations corresponding to each decomposed minimal
isomorphic sub-network and sum them to compute the network throughput. The DFS takes
O(Nact ) computations to ﬁnish the decomposition, and we use a binary search algorithm to
ﬁnd minimal isomorphism which requires O(log2 NTx + log2 NRx ) computations. The overall
computation overhead for conducting MinDecomp is therefore O(Nact + log2 NTx + log2 NRx )
It is non-trivial to determine the number of decomposed minimal isomorphic topologies in closed form as a function of the number of transmitters, receivers, and the the corresponding numbers of antennas. However, numeric values are computed by exhaustively
enumerating all topologies and excluding the non-decomposed and non-minimal isomorphic
ones. And Fig 5.3 shows how the memory storage scales with network size both when
compression is and is not applied.
5.5

Scheduling Using a Parametric Search
When scheduling using more traditional multiple access technologies (frequency, time,

or code), it is often practical to simply use link quality, typically quantiﬁed by the SNR or
signal-to-interference-plus-noise ratio (SINR), as a single parameter on which scheduling decisions can be made. While, as detailed in Section 5.2.1, multi-user MIMO links involve
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Figure 5.3: Memory requirement versus NTx and NRx .

complexity beyond that typically associated with these traditional multiple access techniques, the concept of basing scheduling decisions on simple parameters describing the link
is attractive.
Referring again to Fig. 5.2, key parameters describing the channel between the jth
transmitter and the ith receiver that contribute signiﬁcantly to the average network sum
rate are:
1. the SNR, denoted as SNRij ,
2. the maximum magnitude of the observed Doppler spectrum, denoted as fˆD,ij , since
this controls the rate of throughput reduction between feedback events, and
3. the relationship between the null and range spaces of the diﬀerent channel matrices,
since this controls how eﬀectively network nodes can use spatial processing to separate
the multi-user signals.
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Figure 5.4: Frequency distribution of the optimal number of active links as a function of the
number of receivers NRx for a feedback interval of X0 = 1.5λ.

Referring to this last parameter, while in general it is beneﬁcial to ascertain the precise
relationship between the channel null and range spaces, representing this information requires considerable complexity (such as the eigenstructure for each channel matrix), and we
therefore wish to simplify this representation. To this end, we recognize that if a channel
has a null-space, it enhances our ability to minimize interference in our multi-user signaling. Therefore, let Λij,m represent the mth singular value of the channel matrix Hij and
γij = max{Λij,m }/ min{Λij,m }. Since we are interested in the average network sum rate, we
use the parameter Γij = E {γij }, where E {·} indicates an expectation, as an indicator of
the presence on average of a null space in the channel.
We now seek a methodology for determining the network topology based on these
parameters. In formulating such a technique, we ﬁrst recognize that the method must be able
to determine the number of active links Nact that should exist in the topology, corresponding
to the number of non-zero elements of T. Generally, the optimal number of active links
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depends on the channel characteristics as well as the node capabilities, and it is therefore
interesting to explore the distribution of the optimal number of active links given network
conditions such as the number of transmitters (NTx ), number of receivers (NRx ), and number
of antennas (Nt , Nr ). As an example, consider a network partition with NTx = Nt = Nr = 2.
We randomly generate 500 realizations of the network links, with the channels produced
from an experimentally-validated time-varying channel model [8], and for each realization
we use the exhaustive search to determine the optimal topology and therefore the optimal
number of active links. Figure 5.4 shows the resulting frequency distribution of Nact as a
function of NRx when the feedback interval is X0 = 1.5λ. Figure 5.5 shows the same results
as a function of the feedback interval X0 when NRx = 2. Note that with NTx = Nt = 2, the
number of simultaneous links is limited to Nact = 4. These results reveal that for a given
set of parameters, there is a single value of Nact that is optimal the majority of the time.
Based on such oﬄine computations, the decision-making agent in the network partition can
possess a table indicating the optimal value of Nact as a function of network parameters.
Once the agent has used this pre-constructed lookup table to determine the number
of active links, it must next eﬃciently select the speciﬁc links that are active. To this end,
let F (SNRij , fˆD,ij , Γij ) represent a function that evaluates the quality of a link based on our
three key parameters. If this relationship can be determined, it can be used to select the Nact
links that maximize this evaluation function under the constraint that each transmitter and
receiver can only support Nt and Nr links, respectively. It is intuitive that the function F
is in general nonlinear, since the impact of one parameter on the sum rate likely depends on
the value of another. For example, the impact of the null-space parameter Γij likely depends
on whether we are in a high- or low-SNR regime.
Given the complexity of this link-quality function F , we resort to a data-based approach based on the exhaustive search. Speciﬁcally, for each random network realization, we
record the three channel parameters as well as the value of Tij for all links in the topology
selected using the exhaustive search. This data is then used to train a regression model
that speciﬁes the output Tij as a function of the inputs SNRij , fˆD,ij , and Γij . The challenge
with this approach, however, is that for such nonlinear problems, the regression can sometimes create a model whose order is too large, resulting in unstable performance [40, 41].
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Figure 5.5: Frequency distribution of the optimal number of active links as a function of the
feedback interval X0 for NRx = 2 receivers.

We therefore use the modeling technique known as bootstrap aggregating, or bagging, that
constructs an aggregate predictor as an average of multiple nonlinear predictors (the kernel),
resulting in boosted prediction accuracy and stability [42]. Detailed analysis of this method
along with a mathematical proof of its enhanced performance is provided in [43].
In this work, the model is trained and used by the decision-making agent during
real-time network scheduling. Because the computational work in determining the optimal
number of active links as well as construction of the regression model is performed oﬄine,
the computational burden associated with real-time scheduling is negligible.
5.5.1

Rate Eﬃciency and Latency
Useful evaluation of the scheduling approaches detailed in Sections 5.3 and 5.5 re-

quires that we understand the latency associated generally with feedback of required information to the decision-making agent and the time expended performing the necessary
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computations. Because multi-user MIMO algorithms tend to be computationally intensive
and because determining the appropriate network topology requires evaluation of diﬀerent
potential topologies, it is our experience that computational time dominates the scheduling
latency under reasonable operating conditions and node capabilities, and we therefore focus
our attention on this computational burden. However, it is worth mentioning that scheduling
based on the exhaustive search requires feedback of a sequence of the full Nr × Nt channel
matrix for each potential link, while scheduling based on the channel parameters requires
feedback of only three real numbers per link. Clearly, this represents a substantial feedback
reduction.
To formulate the computational latency in a meaningful way, let fp represent the rate
at which the processor completes a multiplication and M denote the number of multiplications required. The physical distance moved during the computation is vM/fp . Since the
maximum Doppler frequency observed is fˆD = 2v/λ, the distance moved in wavelengths is
XL =

fˆD
β
M = M,
2fp
2

(5.6)

where β = fˆD /fp .
The exhaustive search requires computation of the beamformers and the resulting
network throughput for each of the possible 2NP topologies. For a speciﬁc topology, im2
plementation of the beamforming algorithm requires M BF = 5Nt Nr Ni Nact
multiplications,

where Ni is the number of iterations for the algorithm to converge and is set to 100 for the
purposes of the examples shown. Given that Nt ≥ NRx (satisﬁed in the examples shown here)
so that any link between a transmitter and receiver can be activated, the cost of computing
the beamformers for all possible topologies is

MBF =

NP
∑

)
NP
.
Nact

(
2
5Nt Nr Ni Nact

Nact =1

(5.7)

Once the beamformers for each topology have been determined, the decision-making
agent must then use these beamformers to estimate the average sum rate for each topology.
The cost of estimating the average sum rate over the feedback interval X0 for a speciﬁc
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2
topology with Nact active links is M SR = 2Nt Nr N0 Nact
, where N0 is the number of sampled

channel matrices used in a sample mean to estimate the average rate. The cost for all
topologies therefore becomes

MSR =

NP
∑

(
2
2Nt Nr N0 Nact

Nact =1

)
NP
,
Nact

(5.8)

so that the total cost of exhaustive search scheduling is ME = MBF + MSR .
When scheduling based on channel parameters, the dominant computational burden
comes from computing Γij , which of course can be performed simultaneously by all receivers.
Application of the singular value decomposition (SVD) to the channel matrix requires 25Na3
multiplications, where Na = max(Nt , Nr ). Each receiver must do this for a sequence of N0
channel matrices (to enable averaging) from NTx transmitters, resulting in a total cost of
MP = 25Na3 NTx N0 .
With the latency established, we compute the average network sum rates C E and C P
for scheduling based on the exhaustive and parametric searches, respectively. We then deﬁne
the rate eﬃciency as
ηR = C ξ /RE ,

(5.9)

where ξ ∈ {E, P} and RE was deﬁned in Section 5.3 as the rate achieved for the exhaustive
search when the scheduling latency is neglected.
5.6
5.6.1

Experimental Results
Landmarker
In the following computations, we realize an ensemble of 400 random network par-

titions using the time-variant channel model, schedule the links based on the exhaustive
search (ES) and the Landmarker approach, and ﬁnally compute the average sum rate and
the associated rate eﬃciency η for each scheduled topology. The Landmarker model is built
with NL ∈ {3, 9}. In all cases, Nt = Nr = 4 and NTx = NRx = 2. Unless otherwise speciﬁed
in the computation, default parameters are XS = 4300λ, X0 = 0.86λ, α = 5 × 10−7 , and
β = 1.5 × 10−8 .
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Figure 5.6: Rate eﬃciency of diﬀerent scheduling schemes versus the feedback interval.

Figure 5.6 shows the dependence of the rate eﬃciency on the feedback interval X0 .
Since X0 increases the number of feedback samples, which is directly proportional to the
latency, the latency increases and the eﬃciency decreases with increasing X0 , particularly
for larger networks.
As previously mentioned, scheduling latency becomes less detrimental to average
throughput if the constructed schedule remains valid over a long interval. Figure 5.7 demonstrates the rate eﬃciency for two diﬀerent values of the network stationarity time XS . As
expected, reduction in the stationarity time results in signiﬁcant reduction in performance
for the exhaustive search, a degradation that is more pronounced for larger networks.
Fig. 5.8 shows the rate eﬃciency for diﬀerent values of the computational parameter
β. As expected, reduced computational capability (indicated by larger values of β) results
in dramatic reduction in eﬃciency as a result of the increased scheduling latency. Finally,
ﬁg. 5.9 shows the performance for both scheduling methods for diﬀerent values of the feedback
parameter α, revealing that scheduling latency is insensitive to increased feedback capability
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Figure 5.7: Rate eﬃciency of diﬀerent scheduling schemes versus the network stationarity
time.

(indicated by smaller values of α). This reinforces our assertion that the latency created by
feedback is small compared to that created by computation.
5.6.2

Parametric Search
In the following computations, we realize a random network partition using the time-

variant channel model, schedule the links based on the exhaustive search (ES) and parametric
search (PS), and ﬁnally compute the average sum rate and the associated rate eﬃciency
ηR for each scheduled topology. The model in PS is trained using the bagging algorithm
with a J48-Decision Tree kernel provided in the data mining tool Weka [44]. In all cases,
Nt = Nr = 4 and NTx , NRx ∈ {2, 3, 4}. Unless otherwise speciﬁed in the computation,
default parameters are NTx = 3, XS = 400λ, X0 = 1λ, and β = 10−8 . For scheduling based
on parametric search, this means that in reality we have a set of models each appropriate
for speciﬁc network parameters.

57

1

η

0.6
0.5
0.4
0.3
0.2
0.1
0

Landmarker Scheduling, LM = 9

0.7

Exhaustive Search

0.8

Landmarker Scheduling, LM = 3

0.9

β

3 × 10−10

1.5 × 10−8

Figure 5.8: Rate eﬃciency of diﬀerent scheduling schemes versus β.

1

η

0.6
0.5
0.4
0.3
0.2
0.1
0

1 × 10−8

Landmarker Scheduling, LM = 9

0.7

Exhaustive Search

0.8

Landmarker Scheduling, LM = 3

0.9

α

5 × 10−7

Figure 5.9: Rate eﬃciency of diﬀerent scheduling schemes versus α.

58

1

0.8

ηR

0.6

0.4

0.2
Parametric Search
Exhaustive Search
0
0

0.1

0.2
0.3
Xsamp (λ)

0.4

0.5

Figure 5.10: Rate eﬃciency for parametric and exhaustive search as a function of the sampling
interval Xsamp = X0 /(N0 − 1).

Because the objective is to schedule based on the maximum average sum rate, the
value of N0 must be carefully chosen. If N0 is too large, the estimate of the sum rate will be
highly accurate, but the latency created by averaging over a large number of channel samples
will be large, resulting in reduced total average rate C E . However, if N0 is too small, the
estimate of the average rate will be poor, which can also lead to reduced total average rate.
Figure 5.10 plots the scheduling eﬃciency achieved with the two scheduling approaches as
a function of the sample interval Xsamp = X0 /(N0 − 1). We choose to plot against this
sampling interval since the ﬁdelity of representation of the curve in Fig. ?? depends directly
on the electrical distance moved between samples. These results reveal that while the impact
of Xsamp is small when using parametric search scheduling, there is a range of values of
Xsamp over which the rate eﬃciency is maximum. Based on this observation, the value of
Xsamp = λ/6 (corresponding to the peak in the curve) is used throughout the remainder of
this section.
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The remaining results in this section show the average rate eﬃciency achieved using
the exhaustive and parametric searches as a function of NRx , the number of receiving nodes in
the partition. In each case, the results for the exhaustive search are shown for diﬀerent values
of key network parameters. However, because of the computational eﬃciency and resulting
low scheduling latency achieved using the parametric search, results for this approach are
relatively insensitive to these network parameters. Therefore, results for the parametric
search are shown only for the default parameter values.
Figure 5.11 shows the impact of NTx , the number of transmitting nodes in the partition, on the rate eﬃciency. This comparison reveals that increasing the partition size (NTx
and NRx ) dramatically increases the scheduling latency and reduces the rate eﬃciency for
exhaustive scheduling. It is noteworthy that for a network with NTx = NRx = 4, the rate
eﬃciency diminishes to zero. This demonstrates that while scheduling using an exhaustive
search may work well for small network partitions, the approach does not scale well with
partition size. In contrast, the fact that the sum rate for the parametric search is insensitive
to the number of receive nodes (similar behavior occurs as a function of the number of transmit nodes) indicates that this low-complexity scheduling approach is applicable even if the
network partition grows. Furthermore, in this and all subsequent results, we emphasize that
the parametric search oﬀers an average throughput that is over 90% of that acheivable using
the optimal schedule, a signiﬁcant achievement given that it cannot guarantee construction
of the optimal schedule.
Figure 5.12 reveals the dependence of the rate eﬃciency on the feedback interval X0 .
For a ﬁxed sampling interval Xsamp , the number of samples N0 increases linearly with X0 ,
and since the scheduling latency is directly proportional to N0 , the latency increases and
the eﬃciency decreases with increasing X0 , particularly for larger networks. Once again, the
reduced-complexity parametric search is insensitive to increases in N0 , and therefore results
for diﬀerent feedback intervals are not shown.
As previously mentioned, scheduling latency becomes less detrimental to average
throughput if the constructed schedule can be used for a long interval. Figure 5.13 shows
the performance for two diﬀerent values of the network stationarity interval XS . As ex-
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Figure 5.11: Average rate eﬃciency as a function of NRx with diﬀerent values of NTx used
for the exhaustive search.

pected, reduction in the stationarity interval results in signiﬁcant reduction in performance,
a degradation that is more pronounced for larger networks.
Finally, Fig. 5.14 shows the results for diﬀerent values of the computational parameter
β. As expected, reduced computational capability (indicated by larger values of β) results in
dramatic reduction in eﬃciency as a result of the increased scheduling latency, particularly
for larger networks.
5.7

Network Scheduling Using Channel Distribution Information
It has been shown that the performance of the linear capacity optimal beamforming

technique is highly sensitive to errors in the form of outdated or stale CSI at the transmitter [2, 16], and this fact has motivated the development of a linear precoding strategy based
on channel distribution information (CDI), in the form of spatial correlation matrices, at the
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Figure 5.12: Average rate eﬃciency as a function of NRx with diﬀerent values of the feedback
interval X0 used for the exhaustive search.

transmitter [2, 16]. This CDI-based beamformer oﬀers suboptimal but stable performance
in time-varying MIMO networks.
5.7.1

Scheduling Using an Exhaustive Search Based on CDI
The optimal schedule can be determined by computing the average sum rate of the

network partition for each possible topology and selecting the one that maximizes this rate.
We analyze the computational complexity and associated latency of such an exhaustive
search in Section 5.7.2, but given that constructing of the link beamforming vectors for each
possible topology is an iterative process and that a large number of topologies exists even
for reasonable partition sizes, it is intuitive that the cost of such an approach will be high.
Therefore, in our analysis, we consider two diﬀerent values of the average sum rate achieved
by this technique. First, let RE,CDI represent the average sum rate computed using (5.1)
assuming TL = XL = 0, which means that we ignore the latency involved with topology
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Figure 5.13: Average rate eﬃciency as a function of NRx with diﬀerent values of the network
stationarity interval XS used for the exhaustive search.

selection. This value serves as a reference against which the performance of other techniques
can be compared. Second, let C E,CDI represent the average rate when XL is included, a
value that will be used to demonstrate how ineﬃcient scheduling suﬀers dramatically with
partition size.
5.7.2

Rate Eﬃciency and Latency of CDI-based Scheduling
As for the exhaustive search based on CSI, the exhaustive search based on CDI re-

quires computation of the beamformers and the resulting network throughput for all possible
topologies
MBF,CDI =

NP
∑

)
NP
.
Nact

(
2
5Nt2 Nr2 Ni Nact

Nact =1
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Figure 5.14: Average rate eﬃciency as a function of NRx with diﬀerent values of the computational parameter β used for the exhaustive search.

To estimate the average rate, the cost for all topologies therefore is

MSR,CDI =

NP
∑

(
2
2Nt Nr N0 Nact

Nact =1

)
NP
,
Nact

(5.11)

so that the total cost of exhaustive search scheduling is ME,CDI = MBF,CDI + MSR,CDI .
With the latency established, we compute the average network sum rates C ECDI and
C P for scheduling based on the exhaustive and parametric searches, respectively. We then
deﬁne the rate eﬃciency as
ηR,CDI = C ξ /RE,CDI ,
where ξ is either E, CDI or P .
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(5.12)

5.7.3

Experimental Results
In the following computations, the network is set up with same parameters as with

CSI-scheduling, and we schedule the links also with the exhaustive search based on CDI (ES)
and parametric search (PS), and ﬁnally compute the average sum rate and the associated
rate eﬃciency ηR,CDI for each scheduled topology.
The remaining results in this section show the average rate eﬃciency achieved using
the exhaustive and parametric searches as a function of NRx , the number of receiving nodes in
the partition. In each case, the results for the exhaustive search are shown for diﬀerent values
of key network parameters. However, because of the computational eﬃciency and resulting
low scheduling latency achieved using the parametric search, results for this approach are
relatively insensitive to these network parameters. Therefore, results for the parametric
search are shown only for the default parameter values.
Figure 5.15 shows the impact of NTx , the number of transmitting nodes in the partition, on the rate eﬃciency. This comparison reveals that increasing the partition size (NTx
and NRx ) dramatically increases the scheduling latency and reduces the rate eﬃciency for
exhaustive scheduling. It is noteworthy that for a network with NTx = NRx = 4, the rate
eﬃciency diminishes to zero. This demonstrates that while scheduling using an exhaustive
search may work well for small network partitions, the approach does not scale well with
partition size. In contrast, the fact that the sum rate for the parametric search is insensitive
to the number of receive nodes (similar behavior occurs as a function of the number of transmit nodes) indicates that this low-complexity scheduling approach is applicable even if the
network partition grows. Furthermore, in this and all subsequent results, we emphasize that
the parametric search oﬀers an average throughput that is over 90% of that acheivable using
the optimal schedule, a signiﬁcant achievement given that it cannot guarantee construction
of the optimal schedule.
Figure 5.16 reveals the dependence of the rate eﬃciency on the feedback interval X0 .
For a ﬁxed sampling interval Xsamp , the number of samples N0 increases linearly with X0 ,
and since the scheduling latency is directly proportional to N0 , the latency increases and
the eﬃciency decreases with increasing X0 , particularly for larger networks. Once again, the
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Figure 5.15: Average rate eﬃciency as a function of NRx with diﬀerent values of NTx used
for the exhaustive search based on CDI.

reduced-complexity parametric search is insensitive to increases in N0 , and therefore results
for diﬀerent feedback intervals are not shown.
As previously mentioned, scheduling latency becomes less detrimental to average
throughput if the constructed schedule can be used for a long interval. Figure 5.17 shows
the performance for two diﬀerent values of the network stationarity interval XS . As expected, reduction in the stationarity interval results in signiﬁcant reduction in performance,
a degradation that is more pronounced for larger networks.
Finally, Fig. 5.18 shows the results for diﬀerent values of the computational parameter
β. As expected, reduced computational capability (indicated by larger values of β) results in
dramatic reduction in eﬃciency as a result of the increased scheduling latency, particularly
for larger networks.
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Figure 5.16: Average rate eﬃciency as a function of NRx with diﬀerent values of the feedback
interval X0 used for the exhaustive search based on CDI.

5.8

Conclusion
This chapter demonstrates scheduling for a multi-user MIMO network based on a

small set of key parameters describing the potential network links. Speciﬁcally, it focuses on
using the link SNR, maximum observed Doppler frequency, and average ratio of the maximum to minimum channel singular values to determine which of the many possible links
should be active under current channel conditions. The approach uses a regressive model to
generate a nonlinear function that evaluates the link quality based on these parameters. The
number of active links and the form of the regressive model are determined using oﬄine computations over an ensemble of random network realizations. Computational results based on
an experimentally-validated channel model reveal that under reasonable network conditions,
this method is able to produce network throughput that is over 90% of that achievable with
the optimal schedule but with very simple implementation and computational complexity.
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Figure 5.17: Average rate eﬃciency as a function of NRx with diﬀerent values of the network
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Chapter 6

MIMO Wireless Device Identiﬁcation with Radiometric Signatures

Authenticating wireless devices based on features of their transmitted waveform has
become a topic of considerable interest. Recent work in this arena has shown that examination of features in a modulated waveform can lead to highly precise identiﬁcation of
802.11 devices. This chapter experimentally demonstrates improved identiﬁcation accuracy
and reduced sensitivity to identiﬁcation parameters when such techniques are applied to the
multiple transmitters within multiple-input multiple-output devices. It further studies an
information theoretic technique for determining which radiometric features are most eﬀective in discriminating devices and analyzes the identiﬁcation performance as a function of
the number of features used. Finally, because some radiometric features are sensitive to
environmental conditions and therefore drift with time, the analysis explores the impact of
radiometric feature drift both on feature prioritization and on identiﬁcation performance.
6.1

Introduction
Device identity management is a challenging issue in any network security solution.

This is especially true for wireless networks where identity information is often relatively
easy to forge, allowing an attacker to easily enter a network and possibly intercept sensitive information. As a result, most networks rely on cryptographic techniques based on
establishment of secret encryption keys in an eﬀort to ensure only trusted users are given
access to the network [7, 45]. However, the challenges associated with implementation of
key-based authentication, such as manual entry of public keys or the signiﬁcant resource requirements of implementation [46, 47], and the potential security weaknesses associated with
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these approaches have led to research focusing on other authentication mechanisms that can
replace or work in cooperation with cryptographic authentication techniques. Examples of
such techniques include radio frequency ﬁngerprinting implemented via radiometric device
identiﬁcation [46, 47] or location identiﬁcation [48, 49], the latter of which is appropriate
only for stationary network nodes.
Because of its successful use in military and commercial network security, radiometric
device identiﬁcation has received considerable research attention in recent years. In this technology, unique imperfections inherent in the components used to construct the transmitter
system hardware create a waveform signature (ﬁngerprint or transceiverprint) described by
a set of features that can uniquely determine the transmitter identiﬁcation. Most commonly,
the features considered are observed during signal transients [47]-[54]. However, recent work
has shown that enhanced identiﬁcation accuracy is enabled by focusing on characteristics of
the modulated transmitted waveform [6]. This work further proposes an identiﬁcation technique, referred to as the PAssive RAdiometric Device Identiﬁcation System (PARADIS), that
when applied to a large set of network interface cards (NICs) achieves excellent identiﬁcation
accuracy.
Given this prior success of modulated-waveform based radiometric identiﬁcation,
we experimentally evaluate its application to devices using multiple-input multiple-output
(MIMO) technology. Speciﬁcally, by exploiting the enriched set of observable waveform
features associated with the multiple transmitters of MIMO devices, we achieve improved
identiﬁcation accuracy and reduced sensitivity to algorithmic implementation parameters.
Furthermore, because the increased set of possible features associated with a MIMO device
can lead to an overly-complex identiﬁcation model, we implement a minimal-redundancymaximal-relevance (mRMR) technique [55, 56] to order the observed features by their eﬀectiveness in device discrimination. This ordering allows study of the identiﬁcation performance
as a function of the number of features used. Finally, while observing a set of features at one
time and using this observed set to identify the device for an extended period thereafter is
a commonly-assumed scenario, we recognize that features that depend on analog hardware
components will generally drift with temperature or other environmental parameters. We
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therefore explore the impact of parameter drift on the feature selection process as well as on
the accuracy of the achieved identiﬁcation.
6.2

Objective and Performance Quantiﬁcation

6.2.1

Objective and Data Model
In the PARADIS technique that was previously proposed for single-input single-

output (SISO) wireless devices [6], a number of features of the modulated waveform are
measured for each frame of the transmitted data signal. Conceptually, the relevant features
are measured for each device that is authorized to participate in network communication
during a training phase, and the decision-making agents within the network are then given
a database of these observed features. When one of these nodes later requests entrance into
the network, the decision-making agents compare their observations of these features with
the characteristics recorded in the database during the authentication phase. These agents
allow or deny network entrance based on the match between the observed features and those
contained in the database. Prior work demonstrates that such an approach can uniquely
identify diﬀerent transmitters with relatively high accuracy. It is important to mention that
this prior work suggests such radiometric identiﬁcation should be viewed as an additional
security layer to be used with more traditional authentication techniques [6], an observation
that is very reasonable given current technology.
More formally, consider Nd devices that are authorized to enter a network, with the
nth device identiﬁed by a unique integer number hn , 1 ≤ n ≤ Nd . In this work, we sample
the radiometric features at a temporal sample interval of T0 over the time window 0 ≤ t ≤ Ts .
(k)

Let gn,i represent the kth temporal sample of the ith radiometric feature (1 ≤ i ≤ Nf ) for
the nth device. For simplicity, we write one observation of the selected waveform features for
(k)

(k)

(k)

T
T
the device as the Nf × 1 vector g(k)
n = [gn,1 , gn,2 , · · · , gn,Nf ] , where {·} indicates a transpose

operation.
Given this notation, the goal of device identiﬁcation is to ﬁnd a function that uniquely
(
)
(k)
maps the joint radiometric features uniquely to the device identity, or ĥn = F gn , where
ĥn is the estimate of the true node identiﬁcation hn . The mapping function F can be trained
via regression on a set of training data. For simplicity, we assume that F is trained using
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the ﬁrst portion of the sampled data representing the temporal training duration 0 ≤ t ≤ Tt ,
where Tt = γTs and the scalar training ratio γ is bounded as 0 ≤ γ ≤ 1. Over the time
interval Tt < t ≤ Ts , the trained model is applied to the observed data to determine its
performance in properly identifying the radio devices.
Finally, observations from real radios show that the samples of many of the radiometric features have relatively large variance, which makes their use in device identiﬁcation
diﬃcult. To reduce the variance observed in the measured features and to enhance reliability
of the identiﬁcation, the features are averaged over a sliding window of length Tw = Kw T0 ,
or
(k)

gn =

1
Kw

k
∑

g(m)
n .

(6.1)

m=k−Kw +1

These averaged features are used to train the mapping function F . The impact of the choice
of Tw is studied in the experimental results included.
6.2.2

Feature Selection
Before exploring the development of a classiﬁcation algorithm that implements the

mapping function from the radiometric features to the device identiﬁcation, it is important to
ﬁrst consider the set of radiometric features that can eﬀectively discriminate between diﬀerent
devices. Based upon the observations given in [6], we consider the value of parameters
averaged over a transmission frame. Speciﬁcally, in this work we observe the error vector
magnitude (EVM) of the data as well as the pilot tones of the orthogonal frequency division
multiplexing (OFDM) signal, the error in the carrier center frequency (Freq Oﬀset), the
common phase error of the OFDM tones, and the error in the symbol clock of the transmitted
signal. We also observe the origin oﬀset (I/Q Oﬀset), phase rotation, and gain imbalance
(I/Q Gain Imbalance) of the constellation deﬁned by the in-phase (I) and quadrature (Q)
components of the baseband signal for each frame, along with the correlation between the
observed SYNC signal in the 802.11 frame and an ideal SYNC signal (SYNC Corr).
While it is intuitive that identiﬁcation accuracy is maximized when using all available
features for model training and application, naturally this leads to increased model and
therefore computational complexity. Therefore, we wish to identify a subset of features
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whose behaviors are highly correlated with the device identiﬁcation, which is a measure of
their relevance. However, we also recognize that multiple features may have behaviors that
are highly correlated, which is a measure of their redundancy. Therefore, in our search for a
useful subset of features, we seek for maximum relevance and minimum redundancy.
A mathematical framework for determining this set of features is based on the mutual
information. Relevance of a feature is measured by the mutual information of that feature
and the device identiﬁer [55], or
I(gi , h) =

∫ ∑

p(gi , h) log

h∈h

p(gi , h)
dgi ,
p(gi )p(h)

(6.2)

where h represents the set of Nd possible values of h and p(·) denotes a probability density
function. The relevance of a set of selected features S = {g1 , g2 , · · · , GNf } is deﬁned as the
average of the relevance of features in the set [55], or
VS =

1 ∑
I(gi , h).
Nf g ∈S

(6.3)

i

Similarly, redundancy is measured by the mutual information of two diﬀerent features.
The redundancy of the feature set is deﬁned as the average of the mutual information of
each pair of features in the set, or
WS =

1 ∑
I(gi , gj ).
Nf2 g ,g ∈S
i

(6.4)

j

The goal is now to ﬁnd the set that maximizes the relevance VS while minimizing
the redundancy WS . Prior work on this topic has shown that ﬁnding the feature set that
maximizes the diﬀerence VS − WS is one simple approach that achieves the objective [55, 56].
The minimal-redundancy-maximal-relevance (mRMR) feature selection algorithm resulting
from this prior work is used in this chapter to determine the optimal subset of features for
device identiﬁcation.
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6.2.3

Identiﬁcation Algorithm
Once a subset of features is selected from the available feature set, a classiﬁer must

be constructed based on feature observations. Generally speaking, the device identiﬁcation
depends nonlinearly on the radiometric features selected, and as a result the regression can
sometimes create a model whose order is too large, leading to unstable performance [57, 58],
excessive computational burden, and other problems associated with high dimensionality [59,
60]. To overcome this diﬃculty, for this study we select the modeling technique known as
bootstrap aggregating, or bagging, that constructs an aggregate predictor from multiple
nonlinear predictors (the kernel). When predicting a numerical outcome, the algorithm uses
a plurality vote of the aggregation of predictors, resulting in boosted prediction accuracy
and stability [61]. Detailed analysis of this method along with a mathematical proof of its
enhanced performance is provided in [62]. In our implementation, the model is trained using
the bagging algorithm with a J48-Decision Tree (DT) kernel provided in the data mining
tool Weka [44] because of its computational eﬃciency.
Prior work on radiometric device identiﬁcation has instead used a support vector
machine (SVM) for this implementation, demonstrating that it provides high accuracy in
identiﬁcation [6]. Our choice to depart from this is motivated simply by the fact that the
bagging algorithm with a DT kernel results in reduced computational cost while achieving
virtually identical accuracy (see Section 6.3.6 for a brief experimental comparison). Furthermore, prior analysis shows that the memory consumption of a DT in the worst case scales
linearly with the problem dimensionality [63], while that of SVM in the best case scales linearly with the problem dimensionality [64], indicating that the memory requirements of the
bagging algorithm implementation are less than or at most equal to those of SVM.
6.2.4

Performance Metrics
Eﬀectively evaluating the overall performance of an identiﬁcation model is not a trivial

task, since application-dependent factors can dramatically impact the accuracy and average
measures can obscure the impact of error events that are highly relevant for assessing the
system reliability. In this work, we use two evaluation metrics that attempt to quantify the
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important performance behavior. The classiﬁcation precision deﬁned as
ηp = P (ĥn = hn ),

(6.5)

where P (a = b) indicates the probability that a = b, is simply the probability that a device
is correctly classiﬁed. The worst true positive (TP) rate deﬁned as
ηw = min P (ĥn = a|hn = a),
a∈h

(6.6)

measures the probability of correct device identiﬁcation for the device that is most frequently
incorrectly identiﬁed. We emphasize that both ηp and ηw depend on the choice of the
averaging window size Tw , the training ratio γ, and most signiﬁcantly the set of radiometric
features. Therefore, the impact of these important parameters on identiﬁcation accuracy are
analyzed in detail in Section 6.3.
6.2.5

MIMO Radios
Extension of this approach to radios with multiple transmitters is a relatively straight-

forward task. Speciﬁcally, the training and application of the model simply require that the
transmitting device transmit data from each of the transmitting radio frequency chains sequentially. The radiometric features from each transmitter are then aggregated together to
form a larger set of observed features. The entire framework described in this section is
therefore applicable to MIMO radios without modiﬁcation.
6.3
6.3.1

Experimental Results and Performance Analysis
Measured Data
The analysis uses data acquired from 21 diﬀerent devices based on the 802.11n MIMO

protocol, including three D-Link DIR-665 Extreme N routers and 18 D-Link DWA-556 PCI
NICs. Each device is equipped with three antennas and is conﬁgured to transmit a stream
of data using all antennas to a nearby MIMO access point. A portion of the signal from each
antenna port of the device under test is coupled out using a coaxial tee, and the radiometric
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features of each coupled signal are measured using an Agilent N9010A EXA Vector Signal
Analyzer (VSA) equipped with an 802.11n measurement personality. To allow comparisons
between the identiﬁcation performance using SISO and MIMO signaling, one transmitter
from each MIMO device is used in our analysis as a distinct SISO device. Note that we do
not use all transmitters from each device as separate SISO devices, as in this case similarity
of features derived from common hardware would lead to unfairly poor performance for the
SISO case. Finally, while the radiometric features are averaged over a frame of data, the
values are recorded from the VSA at a sample interval of T0 = 0.2 seconds.
The computations that follow are designed to evaluate the impact of diﬀerent key
parameters on the identiﬁcation performance. Naturally, when sweeping one parameter,
other parameters remain ﬁxed. Therefore, unless otherwise speciﬁed, default parameters
assume the values Tw = 20s (smoothing window size), γ = 30% (training ratio), and Nf = 5
(number of selected features). Except when explicitly stated, performance for MIMO devices
uses all three transmitters on the device (NTx = 3) during training and identiﬁcation.
6.3.2

Feature Selection
The ﬁrst step in the process is to apply the mRMR feature selection approach to

the observed data. This application orders the available features in decreasing signiﬁcance
for identiﬁcation. Table 6.1 lists the top six features selected by the algorithm in desending
order of signiﬁcance as a function of the number of transmitters NTx used on each device,
where the subscript on a feature indicates the transmitter with which it is associated. We
note that the ﬁrst three features are independent of the number of transmitters and match
exactly the observations provided in the original paper on the PARADIS algorithm [6]. This
is encouraging, since the original work appears to report this ordering based on empirical
observations while our work uses analysis to prove and conﬁrm these observations. We
further note that even when multiple transmitters are used, the algorithm selects only a
single instance of the frequency oﬀset, likely because in a single device all transmitters use
a common local oscillator and therefore all streams have identical frequency oﬀset values
(meaning that additional frequency oﬀset values are highly redundant with the ﬁrst). A
similar argument appears applicable to the SYNC correlation.
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Table 6.1: Ordered signiﬁcance of the features as a function of

the number of transmitters NTx (subscripts
indicate transmitter number)
Rank
1
2
3
4
5
6

Number of Transmitters (NTx )
1
2
3
Freq Oﬀset
Freq Oﬀset1 Freq Oﬀset1
SYNC Corr
SYNC Corr1 SYNC Corr1
I/Q Oﬀset
I/Q Oﬀset1
I/Q Oﬀset1
EVM
I/Q Oﬀset2
I/Q Oﬀset2
Symbol Clock Error EVM1
I/Q Oﬀset3
I/Q Gain Imbalance SYNC Corr2 EVM1

This prioritization of the available features, however, does not indicate the number
of features that should be used. While the prior work indicates that using all available
features enhances identiﬁcation accuracy [6], it is unclear how much incremental advantage
each additional feature oﬀers. Therefore, consider a simulation where the number of features
used varies over the range 1 ≤ Nf ≤ 6, selected in the order of signiﬁcance as detailed in
Table 6.1. For each value of Nf , the identiﬁcation model is created and applied. Figure 6.1
shows the classiﬁcation precision and the worst TP rate achieved as a function of Nf for
SISO and MIMO (NTx = 3) devices. We ﬁrst observe in this plot that the performance for
MIMO devices matches that achieved for SISO devices for Nf ≤ 3 since, as detailed in Table 6.1, the features used in the two cases are the same. However, the performance becomes
dramatically superior for Nf > 3, particularly when comparing the worst TP rate, meaning
that the enriched feature set associated with MIMO transmission enables identiﬁcation of
devices that are more diﬃcult to identify with SISO signaling. With reference to Table 6.1,
it is clear that the improved accuracy for MIMO devices stems from the fact that the identiﬁcation algorithm can take advantage of additional features, in this case mainly the I/Q
oﬀset of diﬀerent transmitters, that oﬀer increased ability to discriminate between devices.
Finally, while the improvement obtained using MIMO for identiﬁcation is signiﬁcant, it is
also important to recognize from these results that using more than ﬁve features oﬀers little
performance advantage, even for SISO classiﬁcation.
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Figure 6.1: Identiﬁcation performance as a function of the number of features Nf for SISO
and MIMO devices.

6.3.3

Training
Intuitively, increasing the fraction of data used to train the mapping function F

should produce a better model that achieves enhanced identiﬁcation performance. However,
training is simplest if it is done with a small amount of data. Therefore, it is interesting to
explore the amount of training data required to achieve reliable identiﬁcation performance.
Figure 6.2 plots the identiﬁcation performance as a function of the training ratio γ (indicated
as a percent). While the identiﬁcation of MIMO and SISO devices is inﬂuenced by this
parameter, clearly the impact is more dramatic for SISO signaling. Our decision to use
γ = 30% as the default value of the training ratio stems simply from the observation that
little additional beneﬁt is obtained as γ is increased beyond this value.
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Figure 6.2: Identiﬁcation performance as a function of the training ratio γ for SISO and
MIMO devices.

6.3.4

Windowing
Next, we consider the impact of the averaging used to reduce the variance of the data

before its use in training or identiﬁcation. We recall that this averaging is performed using
a simple moving average over a window of length Tw , as suggested in (6.1). Figure 6.3 plots
the identiﬁcation performance as a function of the window size Tw . As can be observed,
for MIMO devices, the impact of this parameter is arguably insigniﬁcant, while for SISO
devices a more pronounced trend is observable, with most of the gains for SISO identiﬁcation
achieved using the default value of Tw = 20s.
6.3.5

Number of Transmitters
The results so far have assumed that all three transmitters are used for MIMO device

identiﬁcation. Figure 6.4 plots the identiﬁcation performance as a function of the number of
transmitters used (NTx ). We emphasize that for each value of NTx , the actual features used
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Figure 6.3: Identiﬁcation performance as a function of the window size Tw used for data
averaging for SISO and MIMO devices.

diﬀer, as detailed in Section 6.3.2. Based on what we have observed in our prior analysis, it is
not surprising to see that use of additional transmitters improves the identiﬁcation precision,
with the most pronounced beneﬁt being the increase in the worst TP rate, indicating once
again that exploiting MIMO transmissions enables identiﬁcation of devices that are diﬃcult
to identify when relying only on SISO transmissions.
6.3.6

Bagging Versus SVM
Given our understanding of the impact of these algorithmic parameters on classiﬁca-

tion, we now brieﬂy compare the performance of bagging and SVM approaches for identiﬁcation. In our analysis using NTx = 3 transmitters, bagging and SVM achieve nearly identical
precisions of 99.23% and 99.17%, respectively. However, on our computational platform,
bagging and SVM respectively require 11.14 seconds and 133.73 seconds to construct the
identiﬁcation model. While in reality model construction is done infrequently, this compar-
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Figure 6.4: Identiﬁcation performance as a function of the number of antennas for SISO and
MIMO devices.

ison shows that the bagging algorithm with the DT kernel performs as well as SVM, and
oﬀers an advantage of reduced computational complexity and, as suggested in Section 6.2.3,
reduced memory requirements.
6.4

Rogue Devices
A realistic authentication system may diﬀer because the statistics of the rogue device

are not known before training. Therefore, instead of classifying the rogue device as the most
similar existing device, the system should distinguish and reject it. One straightforward way
to do this is to implement a threshold on the similarity level of one measurement of a new
device to the most similar existing device, where exceeding the threshold means the newly
measured device is not similar to any of the existing devices and should be classiﬁed as a
rogue.
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Given such an approach, the question is whether or not such thresholds can be found.
We explore this issue by dividing all devices into two equal groups. The ﬁrst group is the
existing group, based on which the authentication system is trained, and the second group is
the rogue group, on which measurements are taken to examine whether the trained system
is able to reject classifying these devices into any of the existing devices.
For simplicity of illustration, the average Euclidian distance dist(i, j) between the ith
and jth devices in the normalized feature space is used as a measurement of their similarity,
with larger values of dist(i, j) indicating reduced similarity. A normalized feature is computed
by ﬁrst subtracting its mean value and then dividing by its standard deviation, a process
that allows the features to all be normalized to a similar range. The standard deviation of
the average Euclidian distance observed from multiple measurements of a single device in
the feature space is used as a threshold to distinguish similar and non-similar devices. If
the margin between the ith and jth devices satisﬁes ζ = dist(i, j) − (std(i) + std(j)) > 0,
the system is considered capable of rejecting a non-similar rogue device, where std(·) is the
standard deviation of the measured feature values.
Figure 6.5 shows the minimum margin as a function of the number of features selected.
It can be observed that the authentication system tested in this work can eﬀectively reject
rogue devices with more than one feature. However, with more features, it is able to achieve
enhanced performance by providing greater margin values.
6.5

Time Drift
The preceding analysis demonstrates how use of MIMO transmissions can enhance the

accuracy of identiﬁcation and reveals the impact of diﬀerent algorithmic parameters on the
identiﬁcation performance. However, what has not been considered in this or in prior work is
that radiometric features can drift in time based on diﬀerent environmental conditions (with
temperature being a particularly signiﬁcant factor). As a result, if the mapping function F
is trained using features observed at one time, it may not oﬀer precise identiﬁcation when
applied to data observed at a later time.
As an example of this drift, consider that the transmit frequency of a device generally
depends on the frequency of a reference oscillator, often realized using a crystal oscillator,
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Figure 6.5: ζ as a function of number of selected features.

and analog components in a loop ﬁlter within a phase-locked loop. These components can
be particularly sensitive to temperature or other environmental factors, and therefore this
radiometric feature can vary dramatically with time. Figure 6.6 plots the change in the
frequency oﬀset as a function of time for a single transmit device observed over a two hour
period. The linear regression ﬁt to the data shows that over this time period, the frequency
oﬀset changes approximately 20%. Such variation clearly has the potential to dramatically
inﬂuence the identiﬁcation accuracy.
Arguably, one way to overcome the impact of this feature drift is to ensure that the
mapping function F is trained using data over a long time period so that the drift is included
in the model. Unfortunately, measuring the time drift of all devices over multiple hours to
capture this behavior accurately poses practical diﬃculties. However, based on observations
of the data, we can provide some analysis of the impact of feature drift under such a scenario.
As a ﬁrst step in this analysis, consider the statistical behavior of our three dominant parameters measured over a time period of three hours. Figure 6.7 show normalized
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Figure 6.6: Drift of the frequency oﬀset as a function of time for a single transmitter as well
as a linear regression ﬁt to the observed data.

histograms of the frequency oﬀset and SYNC correlation derived from these measurements.
The histogram of the I/Q oﬀset (in dB), not shown for the sake of brevity, is also a singlemode symmetric distribution, much like that for the frequency oﬀset, but with a smaller
variance. These results suggest that the frequency oﬀset and I/Q oﬀset (in dB) can be
modeled approximately as real Gaussian random variables with mean µ and variance σ 2 ,
2
or ϵ ∼ N (µϵ , σϵ2 ) for frequency oﬀset and D ∼ N (µD , σD
) for I/Q oﬀset. The SYNC

correlation on the other hand is more accurately modeled using a Beta distribution, or
R ∼ Beta(αR , βR ).
Based on this representation, we model the features as random processes that satisfy
these distributions, recognizing that the extent of the drift for a feature is proportional to
the variance of the descriptive distribution. Speciﬁcally, we generate data for each of the
features as a set of random realizations based on the underlying distributions, train the
model based on this data, and then apply the model to additional random realizations of the
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Figure 6.7: Normalized histograms of the frequency oﬀset and SYNC correlation from a single
transmitter derived from data observed over a window of two hours.

features. To simplify the analysis of the underlying behavior and based on our observation
that frequency oﬀset is most sensitive to environmental conditions, at least for our data, we
examine the identiﬁcation performance as a function of the variance of this parameter while
leaving the distributions of the remaining features ﬁxed. Note that for the frequency oﬀset,
the mean value µϵ remains ﬁxed at the experimentally observed value, while the variance is
varied during the simulation.
To systematically change the variance on the distribution, we deﬁne the reference
value of σϵ2 as the value obtained using the short-duration measurements (used for the results
in Section 6.3). The variance used for each simulation is then denoted as σ 2ϵ , with the relative
change in the variance given by
∆σϵ2

σ̄ϵ2
= 2 − 1.
σϵ

(6.7)

As a ﬁrst study, consider application of the mRMR approach to determine the signiﬁcance of each feature for device identiﬁcation. Table 6.2 lists the ordered signiﬁcance of
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Table 6.2: Ordered signiﬁcance of the features as a function of

the relative increase in the variance of the
frequency oﬀset for SISO devices
Rank
0%
Freq Oﬀset
SYNC Corr
I/Q Oﬀset

1
2
3

∆σϵ2
10%
20%
30%
Freq Oﬀset SYNC Corr SYNC Corr
SYNC Corr Freq Oﬀset I/Q Oﬀset
I/Q Oﬀset
I/Q Oﬀset
Freq Oﬀset

1
0.9

Performance

0.8

MIMO: Precision
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SISO: Precision
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2
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Figure 6.8: Identiﬁcation performance as a function of the relative change ∆σϵ2 in the variance
of the frequency oﬀset for SISO and MIMO devices.

each of the ﬁrst three features as a function of the relative change in the variance ∆σϵ2 for
SISO devices. The frequency oﬀset is printed in bold text simply to enable visual tracking of
its change in signiﬁcance. As can be seen, as the variance in the frequency oﬀset increases,
it loses its position as the primary feature for reliable device identiﬁcation, mainly because
it loses relevance (correlation with the device identiﬁer).
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Figure 6.8 plots the identiﬁcation performance achieved using this simulation as a
function of the relative change in the variance of the frequency oﬀset, where the Nf =
5 features used are again prioritized using the mRMR algorithm for each value of ∆σϵ2 .
The results show that for SISO devices, there is a dramatic reduction in the identiﬁcation
reliability with this increased variance. This observation suggests the necessity of thoroughly
understanding the behavior of the features before hastily determining the best feature set
and time window for training the model. Remarkably, the enriched feature set enabled
by MIMO devices allows the identiﬁcation performance to remain robust to this change,
although certainly dramatic variations in all of the features used will likely result in a similar
performance reduction even for this MIMO case.
6.6

Conclusion
This chapter demonstrates identiﬁcation of devices based on their radiometric fea-

tures in the modulation domain, with speciﬁc emphasis on the performance improvements
achievable for MIMO devices. The technique ﬁrst uses an information theoretic approach to
identify the radiometric features that are most eﬀective at discriminating between diﬀerent
devices. The discussion then turns to use of a nonlinear model constructed based on training
data that can uniquely identify each device based on observations of the selected radiometric
features. Parametric studies reveal that while the technique is eﬀective at identifying both
MIMO and SISO devices, MIMO identiﬁcation performance is less sensitive to speciﬁc parameters used in the model construction. Furthermore, an analysis of the impact of feature
drift with time reveals that MIMO device identiﬁcation demonstrates increased resilience to
this feature variation.
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Chapter 7

Conclusion

This dissertation develops techniques useful for multi-user MIMO network communications. The presentation begins with the development of a feedback reduction scheme
for both time-varying and frequency-selective MIMO channels. The discussion then turns
to the investigation of the impact of key channel parameters on scheduling hybrid ad-hoc
MIMO mobile networks. Finally, the presentation develops an authentication strategy for
identifying MIMO devices with the optimal selection of radiometric features. The ﬁndings
of this disseration are summarized below.
7.1

Summary
Chapter 3 introduces the concept of beamforming for the MIMO broadcast channel

based on CDI as apposed to CSI. While past work has shown that such CDI beamforming
is robust to channel variations in time, this work conﬁrms that it is also able to provide
improved performance in frequency selective channels.
While CDI-based beamforming provides communication robustness, it also requires
relatively high feedback complexity. As a result, beamforming vectors based on CDI are
available only after considerable latency. Chapter 4 therefore proposes a metric that measures
the achieved system throughput under practical conditions where both the feedback and the
computation required by the compression of channel information can cause system latency.
This chapter also proposes a feedback reduction scheme based on the KL transform. In this
technique, instead of feeding back the full channel correlation matrix, we feed back only
the dominant eigenvectors and eigenvalues. The proposed scheme is able to achieve high
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throughput in the MIMO broadcast channel, particularly when considering the impact of
latency on communication throughput.
Chapter 5 considers scheduling a hybrid ad hoc MIMO mobile network by exploring the development of scheduling models. The ﬁrst method considered pre-computes the
network sum rate for every possible combination of links described by a set of Landmarker
or prototype channels. In operational implementation, the observed channel for each link
is mapped to the closest Landmarker channel. This allows each node to feedback only the
index of the Landmarker channel and the decision-making agent to use a table look-up to
compute the network sum rate for each possible topology and therefore the optimal schedule.
While this technique is eﬃcient, it also comes with a high memory requirement. As a result,
the presentation considers a parametric technique where each link is deﬁned by its SNR,
maximum Doppler frequency, and an eigenvalue metric that measures whether or not each
channel possesses a signiﬁcant null space. A non-linear model is then trained that can determine the optimal topology given these link parameters. The approach provides near-optimal
sum rate performance with minimal computational cost.
Chapter 6 provides a discussion of authentication in a MIMO-based wireless network
using physical layer features of communication devices. This technique exploits real imperfections in radio components that provide a unique radio frequency signature that can be
used to identify a device. Prior work has shown that using features associated with the
modulated waveform can very eﬀectively discriminate between diﬀerent devices. This dissertation studies the application of such a technique to MIMO radios. It further develops
an information theoretic approach for determining which of all the available radiometric features are most eﬀective in device discrimination. An experimental study using wireless access
points and clients based on the IEEE 802.11n standard demonstrates that authentication
of MIMO devices using these techniques is superior to that achieved using single-antenna
radios. The evaluation also demonstrates a dramatic improvement in authentication using
MIMO when the features vary in time.
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7.2

Limitations
While the algorithms discussed in this dissertation show superior performance over

previously developed techniques, it is important to articulate several limitations. The KL
transform based feedback reduction technique works best on channels whose spatial covariance has one or a small number of eigenvalues. If the channel does not possess a null space,
this technique will achieve reduced performance gain. Also, the scheduling techniques based
on Landmarker channels and on channel parameters outperform conventional scheduling
techniques only for scheduling hybrid ad hoc time-varying MIMO networks. These techniques may not perform better than a simple CSMA-based scheduler for a single antenna
wireless network.Finally, the authentication approach based on radiometric ﬁngerprinting
assumes that the radiometric features possess limited time-drift, meaning that the measured
values of radiometric features of every communication device should stay relatively invariant
during the authentication period. If these constraints are not satisﬁed, then diﬀerent algorithmic approaches should be exploited. The identiﬁcation of approaches that do not share
these limitations is an important area for future research.
7.3

Future Work
Several possible extensions to the work presented in this dissertation are possible.

Although we have shown in Chapter 4 that the feedback reduction technique based on KL
transform is able to decrease feedback latency at the expense of reduced channel throughput, the analytical relation between the number of channel eigenspaces fed back and the
throughput degradation is not clear. The investigation of this relation may reveal important
information in the development of more eﬀective feedback reduction schemes. Furthermore,
while the scheduling technique developed in Chapter 5 shows that link SNR, Doppler frequency, and channel conditioning play a key role in determining the network sum rate, more
detailed exploration into the role of other link parameters on network sum rates may allow for
improved scheduling. Furthermore, ﬁnding ways to perform the scheduling in a distributed
fashion is key to making such algorithms practical for realistic networks. There are several
areas that deserve additional attention in the arena of device authentication based on physical layer properties. First, it is critical that any authentication algorithm carefully consider
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the drift of features with time. This might include some sort of a feature tracking approach
that monitors how an already authenticated device evolves over time. Furthermore, while
Chapter 6 demonstrates the application of authentication based on the modulation-domain
features of the transmitted waveform to MIMO radios, it is clear that the enriched feature
set enabled by a MIMO device are key. This concept of using MIMO features to enhance
other physical layer authentication techniques deserves additional research.
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